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Title : Tracking of Hidden Parts in Video Sequences and Other Problems Raised by
the 3D Reconstruction of the Urban Environment.
Abstract : This thesis deals with the urban environment reconstruction through the
use of cameras and telemetric sensors. First, we focus on the spatiotemporal segmentation
of video sequences in order to treat photographic data. We present a new technique of layer
segmentation which extracts regions of similar parametric motion in a video sequence. It
is based on temporal constraints defined and optimized over all images simultaneously
and not successively, without any a priori on the observed scene. Taking advantage of
temporal continuity, our framework considers both the visible and the hidden parts of
each layer in order to increase robustness. The hidden parts of the layers are recovered,
which could be of a great help in many high level vision tasks. Modeling the problem as
a labeling task, we state it in a MRF-optimization framework and solve it with a graph-
cut algorithm. Both synthetic and real video sequences show a visible layers extraction
comparable to the one usually performed by state of the art methods, as well as a novel
and successful segmentation of hidden layers.
Secondly, we consider the use of heterogeneous telemetric and photographic data, in
the same framework to obtain a 3D and textural reconstruction of the urban scenes. It
has proved to be a powerful technique. A necessary condition to obtain good results is to
calibrate accurately the single-row based telemetric sensor and the cameras together. We
present a study of this calibration process and propose an improved extrinsic calibration
technique. It is based on an existing technique which consists in scanning a planar pattern
in several poses, giving a set of relative position and orientation constraints. The innova-
tion is the use of a more appropriate laser beam distance between telemetric points and
the planar target. Moreover, we use robust methods to manage outliers at several steps
of the algorithm. Improved results on both theoretical and experimental data are given.
Keywords : 3D Reconstruction, Urban Environnement, Video and Image Processing,
Telemetry, Calibration, Spatiotemporal Segmentation, Motion Analysis, Layer Extraction.
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Titre : Suivi des Parties Cache´es dans une Se´quence Vide´o et Autres Proble`mes
Souleve´s par la Reconstruction Tridimensionnelle d’un Environnement Urbain.
Re´sume´ : La the`se se place dans le cadre de la reconstruction de l’environnement
urbain via l’utilisation de came´ras et d’un te´le´me`tre laser. En premier lieu, nous nous
inte´ressons a` la segmentation spatiotemporelle des se´quences vide´os en vue de traiter les
donne´es photographiques fournies par les came´ras. Nous pre´sentons une nouvelle tech-
nique de segmentation en couches qui extrait les re´gions de meˆme mouvement parame´-
trique d’une se´quence vide´o. Elle s’appuie sur les contraintes temporelles de´finies et op-
timise´es sur toutes les images simultane´ment et non successivement, sans a priori sur la
sce`ne. De surcroˆıt, nous conside´rons dore´navant les parties cache´es des couches (parties
qui disparaissent et qui re´apparaissent). Notre algorithme les extrait et les suit explici-
tement tout au long de la se´quence en s’appuyant sur l’utilisation des graph cuts et de
l’alpha-expansion. Les re´sultats obtenus sont tre`s satisfaisants : la segmentation est cohe´-
rente temporellement et spatialement et robuste aux difficulte´s inhe´rentes a` l’analyse du
mouvement (ambigu¨ıte´s, pre´sence de surfaces non lambertiennes, etc.).
En second lieu, nous nous inte´ressons a` l’utilisation des donne´es he´te´roge`nes, ici te´-
le´me´triques et photographiques, dans un meˆme re´fe´rentiel afin d’obtenir un mode`le tri-
dimensionnel texture´ de l’environnement urbain. Le te´le´me`tre laser 2D, embarque´ sur
un ve´hicule en de´placement, fournit un nuage de points de la structure exte´rieure de la
sce`ne urbaine observe´e. Les photographies ont, quand a` elles, deux finalite´s : 1) textu-
rer le nuage de points et 2) en faciliter sa segmentation via l’extraction des couches afin
d’obtenir un mode`le de qualite´. Ce dernier doit notamment eˆtre correctement triangule´ et
exempt d’objets inde´sirables tels que les pie´tons, voitures, etc. Nous proposons ainsi une
nouvelle technique de calibration des capteurs afin de projeter avec pre´cision les donne´es
photographiques sur le nuage de points.
Mots cle´s : Reconstruction Tridimensionnelle, Environnement Urbain, Traitement
d’Image et de Se´quences Vide´os, Te´le´me´trie, Calibration Extrinse`que, Segmentation Spa-
tiotemporelle, Analyse du Mouvement, Extraction des Couches Visibles et Cache´es.
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Introduction
E´le´ments de contexte
S’il y a des films qui font fre´mir le public, ce sont souvent ceux qui, graˆce a` leurs
effets spe´ciaux, font e´voluer les acteurs dans des univers impressionnants. New York sous
les eaux1, Paris sous le sable2 ... tout cela est virtuel et a ne´cessite´, sur ordinateur, une
mode´lisation pre´cise des environnements urbains existants afin de mieux les exploiter et
les de´former.
Voici l’une des applications de la nume´risation de l’environnement urbain sous la forme
de mode`les tridimensionnels visualisables sur ordinateur, initie´e il y a une de´cennie. Elle
suscite encore un vif engouement en de´veloppement et en recherche. Et pour cause, les ap-
plications de la nume´risation sont en effet tre`s nombreuses et on en imagine re´gulie`rement
de nouvelles ! Ame´nagement urbain, cartographie tridimensionnelle, e´tude du climat local,
qualite´ de l’air urbain, simulation de la propagation du feu, e´tude sur la se´curite´ sanitaire,
planification militaire, e´tude du trafic urbain, de´cors virtuels pour le cine´ma et les jeux
vide´o, tourisme virtuel, etc. La liste est longue... et le marche´ e´videmment prometteur !
Figure 1 – Effets spe´ciaux et environnement urbain (extrait de The Day After Tomorrow)
Jusqu’a` un passe´ proche, les nume´risations sous forme de mode`les tridimensionnels ont
principalement concerne´ les objets de petites tailles et les monuments historiques, effec-
tue´es via des mesures manuelles. Les techniques employe´es se sont ge´ne´ralement appuye´es
sur les logiciels CAO-DAO3 utilise´s par les graphistes. Si les re´sultats visuels sont a` la
hauteur du travail effectue´, cette approche a ne´anmoins un inconve´nient majeur : elle est
consommatrice de temps, couˆteuse en main d’œuvre et donc finalement incompatible avec
la nume´risation de larges sce`nes urbaines. D’ou` un grand inte´reˆt pour le de´veloppement
1The Day After Tomorrow de Roland Emmerich, figure 1
2Peut-eˆtre de Ce´dric Klapisch
3CAO : Conception Assiste´e par Ordinateur ; DAO : Dessin Assiste´ par Ordinateur.
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Figure 2 – Rennes : la Place de la Re´publique, mode´lise´e en 3D (Cite´Visions)
de me´thodes automatiques (ou semi-automatiques) permettant de mode´liser l’environ-
nement urbain en trois dimensions. A` cette fin, il est fait appel a` une large varie´te´ de
capteurs, qu’ils soient actifs (tels que le laser) ou passifs (tels que la came´ra vide´o et les
photographies ae´riennes). Ces capteurs scannent l’environnement et fournissent un en-
semble de donne´es he´te´roge`nes qui doivent alors eˆtre traite´es et combine´es pour obtenir
une nume´risation de qualite´.
Deux approches sont traditionnellement possibles pour nume´riser un tel environne-
ment : l’approche ae´rienne et l’approche terrestre.
Approche ae´rienne
Cette premie`re approche, qui s’appuie sur des donne´es ae´riennes notamment photo-
graphiques et te´le´me´triques, est la plus ancienne et encore la plus e´tudie´e en recherche.
Une faible quantite´ de photographies ou de donne´es te´le´me´triques permet de balayer un
large champ de vision et d’obtenir ainsi une nume´risation comple`te de l’environnement
urbain a` un couˆt raisonnable.
Une balade virtuelle dans les rues de Rennes1 et de Paris2 est de´sormais possible et
accessible pour le grand public (figure 2). L’emprise au sol et la hauteur des baˆtiments
sont fournies par une Base de Donne´es Urbaine (BDU) que de´tiennent ces deux villes. Les
photographies ae´riennes apportent alors le « re´alisme » ne´cessaire.
Nous e´voquerons a` travers ce me´moire les diverses techniques automatiques ou semi-
automatiques de nume´risation qui utilisent soit les images (techniques photogramme´-
triques comme la ste´re´ovision), parfois avec l’aide des cadastres, soit les donne´es te´le´me´-
triques obtenues via un laser embarque´ sur un avion.
Ne´anmoins, cette approche souffre de quelques de´fauts que sont notamment :
1Rennes : http://www.citevisions.rennes.fr (par Cite´Visions) (figure 2)
2Paris : http://v3d.pagesjaunes.fr/paris (par IGN - Institut Ge´ographique National - et ArchiVide´o)
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– la mauvaise re´solution au sol des donne´es ae´riennes (qui limite celle de la nume´risa-
tion) malgre´ les progre`s re´cents dans ce domaine ;
– l’impossibilite´ de nume´riser avec pre´cision les fac¸ades des baˆtiments.
Nous pouvons citer les travaux du MATIS1 spe´cialise´ dans la reconstruction tridimen-
sionnelle a` partir des donne´es ae´riennes et terrestres (Bretar et al. [27]). Les avantages et
inconve´nients d’une telle approche seront discute´s.
Approche terrestre
La nume´risation a` partir du sol permet de pallier aux principaux inconve´nients de
l’approche ae´rienne. En effet, les donne´es acquises par l’approche terrestre ont une re´so-
lution bien plus e´leve´e et permettent une reconstruction tridimensionnelle plus pre´cise de
l’environnement urbain. Cette approche comporte ne´anmoins des difficulte´s spe´cifiques,
car :
– les fac¸ades ne sont ni planaires, ni rectilignes ;
– le mobilier urbain est constitue´ d’objets aux formes complexes ;
– la sce`ne urbaine regorge d’objets en mouvement que l’on ne souhaite pas conserver
pour la reconstruction tridimensionnelle tels que les pie´tons, les voitures, etc.
Les me´thodes d’acquisition s’appuient principalement sur l’utilisation d’un ve´hicule en
de´placement qui scanne le paysage urbain au fur et a` mesure de sa progression en utilisant
les donne´es photographiques et te´le´me´triques. Les premie`res, fournies par les came´ras, sont
utilise´es par les techniques photogramme´triques qui visent a` reconstruire l’environnement
en trois dimensions, exclusivement a` partir de photographies (voir les travaux de Cornelis
et al. [35]). Parmi elles, citons la ste´re´ovision qui utilise deux images prises de points de
vue le´ge`rement de´cale´s d’un meˆme objet pour en de´terminer sa forme tridimensionnelle.
Les donne´es te´le´me´triques sont quant a` elles fournies par :
– les lasers 3D, qui fournissent directement la mode´lisation tridimensionnelle de l’en-
vironnement a` partir d’un meˆme point de vue ;
– les lasers 2D, qui fournissent des coupes verticales de l’environnement : la figure 3
montre le re´sultat d’une telle acquisition te´le´me´trique sous la forme d’un nuage de
points. Celui-ci est une juxtaposition de profils te´le´me´triques ge´ne´re´s par un laser 2D
embarque´ sur une voiture en de´placement (la figure 4 montre le syste`me d’acquisition
de´veloppe´ a` l’ENSMP2[1]).
Les came´ras apportent alors les textures ne´cessaires a` une mode´lisation re´aliste de l’envi-
ronnement (voir les travaux de Deveau et al. (MATIS) [41]). Mais projeter correctement
les textures sur le nuage de points ne´cessite que l’on sache parfaitement la position et
l’orientation relatives des capteurs te´le´me´triques et photographiques.
Ainsi, de la meˆme fac¸on que l’on calibre deux came´ras en ste´re´ovision pour connaˆıtre
leurs positions et orientations relatives, il faut calibrer les capteurs te´le´me´triques et pho-
tographiques de sorte que les donne´es qu’ils fournissent puissent eˆtre exploite´es dans un
meˆme re´fe´rentiel.
Nous pre´sentons notamment dans ce me´moire une technique robuste et pre´cise per-
mettant de calibrer ces capteurs (figure 5) plus performante que celles de l’e´tat de l’art
1Me´thodes d’Analyses pour le Traitement d’Images et la Ste´re´orestitution : laboratoire de l’IGN
2E´cole des Mines de Paris
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Nuage de points 3D Vue de profil
(fac¸ade de l’ENSMP)
Figure 3 – A` gauche : fac¸ade de l’E´cole des Mines de Paris nume´rise´e via notre sys-
te`me d’acquisition embarque´ sur une voiture, fournissant ainsi un ensemble de profils qui,
regroupe´s, forme un nuage de points 3D. A` droite : vue de profil du nuage de points.
Figure 4 – Syste`me d’acquisition « laser + came´ras » de l’ENSMP, embarque´ sur une
voiture.
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Figure 5 – Calibration sur mires des capteurs photographiques et te´le´me´triques, rigide-
ment fixe´s sur un bloc.
(Pless et Zhang [105]). Elle s’appuie sur l’utilisation de statistiques robustes qui filtrent
les donne´es fournies par le te´le´me`tre et sur une meilleure formalisation du proble`me de
calibration qui corrige un biais syste´matique induit par la formulation de [105]. Elle a fait
l’objet d’une publication a` la confe´rence internationale 3DIM [46].
Classification objets statiques / objets mobiles
A` moins de fermer les rues et d’interdire l’acce`s aux pie´tons le temps de la nume´risation,
les images et les donne´es te´le´me´triques acquises pour les textures et la reconstruction
tridimensionnelle comportent beaucoup d’e´le´ments temporaires que l’on ne souhaite pas
conserver : pie´tons, voitures, bus, etc. Il est ne´cessaire de filtrer les donne´es afin d’enlever
ces objets inde´sirables.
Les te´le´me`tres laser fournissent une information fiable de distance et de la forme tridi-
mensionnelle des objets et baˆtiments visibles (figure 3) mais seulement sous des hypothe`ses
d’une sce`ne statique. Il suffit d’un pie´ton, d’une voiture ou autre de´formation de la sce`ne
urbaine pour que la reconstruction exclusive via le laser devienne difficile.
Or, une came´ra vide´o peut de´tecter et extraire ces objets via des techniques d’analyse
du mouvement et de segmentation spatiotemporelle. Parmi toutes ces techniques, nous
nous sommes inte´resse´s a` l’une d’entre elles : l’extraction des couches de meˆme mou-
vement et/ou de meˆme profondeur. On de´finit une couche comme e´tant une re´gion de
l’image ou` tous les pixels suivent un meˆme mouvement projectif. Ce dernier permet de
mode´liser les mouvements de tous les pixels appartenant au projete´ d’un meˆme plan 3D
ainsi que les mouvements d’ordre affine, tels que la translation, la rotation, l’expansion
ou la contraction.
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Objectifs
La repre´sentation de l’environnement urbain sous forme de couches est bien adapte´e
a` notre proble`me de reconstruction tridimensionnelle et de classification, et ce pour deux
raisons :
1. elle offre une re´ponse a` notre souhait de segmenter les images en deux cate´gories,
celle des objets statiques (fac¸ades, routes, mobilier urbain durable, etc.) et celle
des objets mobiles (pie´tons, voitures, etc.). On peut en effet isoler la couche des
fac¸ades, la couche de la range´e d’arbres aligne´s, les couches des diffe´rents objets en
mouvement, etc. (la figure 6 montre un exemple d’une telle repre´sentation). On peut
de`s lors effectuer un traitement particulier pour chaque couche : filtrage des objets
inde´sirables, comple´tion de textures, etc. ;
2. d’un point de vue technique, cette repre´sentation est fonctionnelle et robuste face
aux occultations et aux ambigu¨ıte´s de formes et de textures qui sont nombreuses
dans le cas d’une sce`ne urbaine.
Nous pre´sentons ainsi dans ce me´moire notre me´thode d’extraction de couches qui se veut
robuste et pre´cise en exploitant pleinement les contraintes temporelles.
Figure 6 – Repre´sentation en couches de l’environnement urbain (ici les Champs E´lyse´es
a` Paris) avec 4 couches : en bleu la couche des fac¸ades, en vert la couche des pie´tons, en
rouge la couche des arbres et en jaune la couche du plan de la chausse´e.
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Mais les applications de la segmentation en couches ne s’arreˆtent pas a` l’environne-
ment urbain : la compression vide´o MPEG4 ou la comple´tion de textures peuvent aussi
tirer profit d’une de´composition en couches. Ainsi, nous avons choisi de de´velopper une
technique inde´pendante de toute application, sans a priori, ni sur les formes, ni sur la
sce`ne observe´e (tels que les grammaires de ville : Mueller et al. [96]) et sans conside´rer
l’espace tridimensionnel. Elle ne s’appuie que sur les se´quences vide´os non calibre´es.
Notre approche
L’approche retenue est similaire a` la plupart des techniques de l’e´tat de l’art. Elle
alterne entre l’estimation du mouvement propre a` chaque couche (connaissant leur sup-
port) et la segmentation en couches (connaissant leurs mouvements)1. A` l’initialisation, on
ignore le mouvement et le support de chaque couche, et il serait trop couˆteux en terme de
calcul de vouloir les de´terminer simultane´ment. On fixe alors une inconnue pour estimer
l’autre et vice-versa2 jusqu’a` stabilite´. Notre approche se distingue par l’utilisation d’une
part des statistiques de couleurs sur les couches permettant de relever certaines ambi-
gu¨ıte´s propres au mouvement et d’autre part, par l’inte´gration de contraintes temporelles
entre les couches (d’une image a` l’autre) : au cours de l’optimisation nume´rique, toutes les
images sont prises en compte simultane´ment et non successivement (i.e. couple d’images
par couple d’images), ce qui serait sous-optimal. L’optimisation se fait via graph cuts en
utilisant l’algorithme dit d’alpha-expansion [25]. Elle a fait l’objet de deux publications,
d’abord au workshop international EMMCVPR [47] puis au congre`s franc¸ais RFIA [48].
Extraction des parties cache´es des couches
Enfin, notre approche va plus loin que les me´thodes actuelles d’extraction de couches,
qui se contentent d’extraire les parties visibles, en conside´rant aussi les parties des couches
cache´es, temporairement ou non, partiellement ou non. Deux raisons essentielles nous y
ont amene´s :
1. les occultations, que nous de´finissons ici comme les pixels d’une image qui ne sont
plus visibles dans l’image suivante (pixels en bleu sur la figure 7), sont explicitement
extraites mais :
(a) la mode´lisation actuelle des occultations ne permet pas de distinguer d’une
part les occultations et d’autre part le bruit. La notion de bruit regroupe ici
notamment le bruit ge´ne´re´ par le capteur CCD ou CMOS, les de´formations
de forme ou les variations lumineuses incorrectement mode´lise´es ou prises en
compte. On souhaiterait ainsi pouvoir mode´liser diffe´remment le bruit et les
occultations afin d’adapter les traitements ;
(b) les occultations ne permettent pas d’utiliser les contraintes temporelles d’une
image a` l’autre pour la classification en couches. Seules les contraintes tempo-
relles entre les occultations d’une image a` l’autre sont e´ventuellement consi-
1algorithme de type EM (Expectation - Maximization) [40]
2nous verrons au cours de ce me´moire qu’il existe des techniques directes (i.e. non ite´ratives) mais
elles restent encore sous-optimales.
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de´re´es [146], ce qui est restrictif, car elles ne permettent pas de garantir une
cohe´rence temporelle de la segmentation.
2. en environnement urbain, les occultations entre les couches sont nombreuses et gar-
der la trace des parties occulte´es permet d’effectuer en post-traitement des com-
ple´tions de texture par exemple. D’autres applications sont propose´es en fin de
me´moire ;
Figure 7 – Se´quence vide´o et une segmentation en couches visibles + occultations (en
bleu) extraites de [146] : les occultations repre´sentent ici a` la fois le bruit et l’absence de
photoconsistance d’une image a` la suivante.
Nous pre´sentons dans ce me´moire une nouvelle formulation de l’extraction des couches
ou` l’on mode´lise, extrait et suit les couches qui disparaissent (temporairement ou non,
partiellement ou non) derrie`re d’autres couches. Ceci permet de bien distinguer les re´gions
ou pixels sujets au bruit et ceux sujets aux occultations et de de´finir des contraintes
temporelles mieux adapte´es. La me´thode d’extraction des couches cache´es a fait l’objet
d’une publication a` la confe´rence internationale ICPR [44], et un article de journal est en
cours de soumission.
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Plan du me´moire
Nous re´sumons ici le cheminement du me´moire. Il comporte deux parties.
La premie`re partie s’inte´resse aux principales contributions de la the`se qui se foca-
lisent sur la segmentation spatiotemporelle en couches d’une se´quence vide´o. Le chapitre 1
pre´sente la notion de couche, dresse un e´tat de l’art des me´thodes existantes d’extraction
de couches et pose la proble´matique et les objectifs de la the`se.
L’extraction des couches est divise´ en deux sous-proble`mes. Le premier est l’estimation
du mouvement (chapitre 2) : les mode`les de mouvement ainsi que les me´thodes d’analyse
du mouvement utilise´s sont de´crits et e´tudie´s.
Le second proble`me, la segmentation en couches - de leurs parties visibles d’abord - est
pre´sente´ en chapitre 3. Nous de´taillons la fac¸on dont on classifie chaque pixel de chaque
image a` sa couche la plus vraisemblable. Le chapitre 4 s’inte´resse alors a` l’extraction des
parties cache´es des couches. Le chapitre 5 de´taille la me´thode d’optimisation retenue (les
graph cuts) qui joue un roˆle important dans la qualite´ des re´sultats obtenus. Ceux-ci sont
regroupe´s dans le chapitre 6 ainsi que les applications de l’extraction en couches qui ne
s’arreˆtent pas a` l’analyse de sce`nes urbaines : compression vide´o (MPEG4), la comple´tion
de vide´o, la reconstruction tridimensionnelle via la ste´re´ovision, etc. Le chapitre 7 discute
alors de nos me´thodes de segmentation et d’optimisation.
La seconde partie s’inte´resse a` l’une des applications (et motivations) de l’extrac-
tion des couches d’une se´quence vide´o : la reconstruction tridimensionnelle de l’environ-
nement urbain en utilisant conjointement les donne´es photographiques et te´le´me´triques.
Le chapitre 8 dresse un e´tat de l’art des me´thodes permettant d’obtenir un mode`le tridi-
mensionnel texture´ d’un tel environnement. Nous verrons comment associer les donne´es
photographiques et te´le´me´triques pour obtenir un mode`le tridimensionnel de qualite´ de
l’environnement. Le chapitre 9 pre´sente alors une nouvelle technique de calibration des
capteurs photographique (came´ra CCD) et te´le´me´trique que nous avons de´veloppe´e.
La conclusion ge´ne´rale re´sume alors les principales techniques pre´sente´es dans ce me´-
moire et dresse les perspectives.
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Premie`re partie
Segmentation de Se´quences Vide´o :
Suivi des Couches Cache´es

Chapitre 1
Segmentation en couches
La segmentation via les mouvements est un the`me de recherche encore tre`s actif et
attractif. Attractif, car le mouvement est partie inte´grante de notre environnement et
fournit beaucoup d’informations le concernant, fort utile pour l’acquisition de formes
tridimensionnelles ou la compre´hension des sce`nes re´elles. Actif, en raison des grandes
difficulte´s inhe´rentes a` l’analyse du mouvement dont notamment (sans eˆtre exhaustif)
les occultations, le bruit dans les images, les ambigu¨ıte´s lie´es aux formes des objets, les
surfaces non-lambertiennes, les variations d’e´clairage ou la complexite´ algorithmique des
me´thodes existantes.
Il existe une grande varie´te´ d’approches pour segmenter une se´quence vide´o a` partir
du mouvement. Le flot optique, souvent utilise´ [68, 12, 29, 20, 119] pour regrouper les
pixels par similarite´ de mouvement souffre de nombreux de´fauts : sa de´termination est
un proble`me mal pose´ impliquant de fortes contraintes locales de lissage et se re´ve`le peu
robuste.
La repre´sentation en couches a e´te´ propose´e pour la premie`re fois par Wang et Adel-
son en 1993 [135] : c’est une repre´sentation interme´diaire entre les repre´sentations de type
bas-niveau (flot optique, apre`s filtrage, seuillage etc.) et celles de haut-niveau, dites se´-
mantiques (interpre´tation, classification, analyse, etc.). D’un point de vue intuitif, on peut
assimiler les couches aux divers calques d’un dessinateur de film d’animations, 1er plan,
2e plan, arrie`re-plan, etc. qui ont chacun un mouvement et une profondeur propres.
A` travers ce chapitre, la notion de couche est de´finie. On dressera ensuite un e´tat de
l’art des me´thodes existantes pour les extraire. La proble´matique dans laquelle s’inscrit
la the`se est souleve´e puis nous pre´sentons notre algorithme d’extraction de couches. Nous
nous inte´ressons d’abord a` leurs parties visibles (chapitre 3) puis a` leurs parties cache´es
qui feront l’objet du chapitre 4. Notons que nous travaillons sur des images non calibre´es
et sans a priori sur la sce`ne.
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1.1 De´finition d’une couche
Toutes les techniques d’extraction de couches s’appuient sur la meˆme de´finition d’une
couche. La de´finition formelle est d’abord pre´sente´e avant d’expliciter le choix d’une telle
repre´sentation.
On note la ie couche li ∈ L que l’on de´finit par :
– un support : re´gion de l’image note´e Si ;
– un mouvement parame´trique note´ Ti, ge´ne´ralement affine ou projectif.
ou` L est l’ensemble des couches constituant la se´quence vide´o de sorte que l’ensemble des
re´gions Si forme une partition de chaque image. Pour n couches conside´re´es, on a ainsi :
n⋃
i=1
Si = Ω et Si ∩ Sj = ∅, i 6= j (1.1)
ou` Ω est le domaine de l’image conside´re´e. De´finissons les deux principaux types de mou-
vement parame´trique sur laquelle repose la notion de couche : le mouvement projectif et
le mouvement affine.
Mouvement projectif
Un mode`le de mouvement T dit projectif est une mode´lisation parame´trique a` huit
parame`tres (h1, h2 · · ·h8) du mouvement de´finissant la transformation T : Ωt 7→ Ωt+1
permettant de passer du pixel x au pixel x′. En coordonne´es homoge`nes, nous avons
x = (u, v, w)T et x′ = (u′, v′, w′)T et la transformation x′ = T (x) s’e´crit alors : u′v′
w′
 =
 h1 h2 h3h4 h5 h6
h7 h8 1
 uv
w
 (1.2)
et en coordonne´es non-homoge`nes, i.e. du pixel x = (u, v)T au pixel x′ = (u′, v′)T :
(u′, v′)T =
(
h1u+ h2v + h3
h7u+ h8v + 1
,
h4u+ h5v + h6
h7u+ h8v + 1
)T
(1.3)
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Ce mode`le repre´sente le mouvement entre deux projections d’un meˆme plan 3D sur les
plans de deux images. Un tel mouvement est aussi appele´ une homographie [100]. Ainsi,
tous les pixels d’un meˆme plan 3D suivent un meˆme mouvement parame´trique projectif et
la classification en couches a alors pour but d’extraire l’ensemble des plans 3D composant
une sce`ne a` partir de l’analyse de leurs mouvements. Le mode`le projectif englobe aussi
tous les mouvements d’ordre affine.
Mouvement affine
Le mode`le affine est une version simplifie´e du mode`le projectif. Il est de´fini par six
parame`tres (a1 · · · a6) de´finissant le mouvement T entre le pixel x = (u, v)T et x′ =
(u′, v′)T comme suit : (
u′
v′
)
=
(
a1 + a2u+ a3v
a4 + a5u+ a6v
)
+
(
u
v
)
(1.4)
Il permet de repre´senter les mouvements de translation, de rotation, d’expansion et de
contraction (figure 1.1). Il est souvent utilise´ en analyse du mouvement car c’est un ex-
cellent compromis entre complexite´ du mode`le et simplicite´ d’estimation. Il permet de
repre´senter correctement la quasi-totalite´ des mouvements que l’on peut rencontrer dans
une se´quence vide´o [15, 70] : de´placement des plans et des objets, de´placement et zoom
de la came´ra, etc.
Figure 1.1 – Flots optiques mode´lise´s par trois mode`les affines diffe´rents : a` gauche,
expansion autour de l’origine (∀ i, ai = 0 sauf a2 = 1 et a6 = 1), au milieu, rotation
autour de l’origine (a1 = a4 = 0, a2 = a6 = cos θ et a3 = −a5 = − sin θ), a` droite,
translation (∀ i, ai = 0 sauf a1 = vx).
Nous donnons d’abord quelques exemples de repre´sentations en couches avant de jus-
tifier le choix d’une telle repre´sentation.
1.1.1 Exemples de de´composition en couches
La figure 1.2 illustre un exemple de repre´sentation en couches : il y a ici 3 couches,
1) l’arrie`re-plan, 2) la voiture noire et 3) la voiture grise. Chaque couche a sa propre
profondeur et son propre mouvement projectif, exception faite pour les roues des voitures
(qui ont leur propre mouvement de rotation) et pour le le´ger mouvement des arbres (duˆ
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au vent) qui sont assimile´s a` l’une des 3 couches correspondantes du fait d’une certaine
tole´rance fixe´e par l’utilisateur ou le contexte1.
Figure 1.2 – Exemple de de´composition en couches : a` gauche, l’image originale extraite
d’une se´quence vide´o, a` droite sa de´composition en couches. Il y a ici 3 couches : 1) l’arrie`re-
plan, 2) la voiture noire et 3) la voiture grise. Chaque re´gion a son propre mouvement
parame´trique (projectif ici).
La figure 1.3 montre un autre exemple de de´composition en couches ou` chaque couche
correspond re´ellement a` des plans 3D distincts.
Figure 1.3 – Exemple de de´composition en couches : a` gauche, l’image originale extraite
d’une se´quence vide´o, a` droite sa de´composition en couches. Il y a ici 4 couches : 1) plan
de la table (qui inclut le papier pose´ dessus), 2 et 3) plans de la boˆıte et 4) jaquette du
cd-rom. Chaque couche repre´sente un plan 3D.
1.1.2 Pourquoi une telle repre´sentation ?
Le choix d’une telle repre´sentation est guide´ d’une part par l’application souhaite´e, ici
la segmentation a` partir du mouvement, d’autre part pour re´soudre certaines difficulte´s
techniques propres aux me´thodes d’analyse du mouvement qui s’appuient notamment sur
le flot optique [103, 139, 30].
1Ce point est vu et discute´ en de´tail tout au long de ce me´moire.
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Motivation conceptuelle
En conside´rant les mouvements parame´triques projectifs (ou leurs approximations af-
fines), la segmentation en couches permet de distinguer l’ensemble des plans 3D d’une
sce`ne et l’ensemble des objets posse´dant un mouvement propre (d’ordre projectif). Si
l’on conside`re l’exemple d’une sce`ne urbaine, cette dernie`re est constitue´e des plans de la
chausse´e, des fac¸ades et des range´es d’arbres et de l’ensemble des objets ayant un mou-
vement propre comme les voitures ou les pie´tons. La repre´sentation en couches est ainsi
pertinente dans le cadre urbain qui regorge de plans 3D (fac¸ades, chausse´e) et d’objets en
mouvement (assimilables en terme de mouvement a` des plans 3D).
Il faut alors pre´ciser dans quelle proportion pouvons-nous conside´rer comme planaire
un ensemble de pixels ou d’objets. Aussi, selon la tole´rance fixe´e, la repre´sentation en
couches a une finalite´ diffe´rente. On peut notamment distinguer les quatre cas possibles
suivants qui sont autant de fac¸ons d’aborder la repre´sentation en couches (voir la fi-
gure 1.4) :
1. une et une seule couche pour toute la sce`ne : i.e. on conside`re que toute la sce`ne est
planaire ou, de fac¸on e´quivalente, que la came´ra effectue un mouvement de rotation
sur elle-meˆme dans une sce`ne fixe. Nous sommes alors dans le cas de la cre´ation de
panoramas [151] ;
2. une couche par pixel : on rejoint ici la formulation du flot optique [29] ;
3. n couches : segmentation via le mouvement. Il faut alors de´finir la notion de plan et
la « marge d’erreur » que l’on souhaite retenir [136, 99] ;
4. une couche par disparite´ dans le cadre de la reconstruction tridimensionnelle, par
ste´re´ovision par exemple, d’une sce`ne statique [10, 19, 115] : a` chaque couche, on
associe ainsi un plan de profondeur1. Il faut alors de´finir les « pas » de disparite´
souhaite´.
Motivation technique
Le choix de la repre´sentation en couches est aussi motive´ pour des raisons techniques
dans le cadre de l’analyse du mouvement via le flot optique. Ce dernier est souvent uti-
lise´ en tant qu’information de bas-niveau pour de nombreux algorithmes d’analyse du
mouvement pour des applications diverses et varie´es telles que la de´tection d’objets en
de´placement, la compression vide´o, la comple´tion de texture anime´e ou encore la segmen-
tation via le mouvement. Nous verrons dans le chapitre suivant, de´die´ a` l’estimation du
mouvement (afin de ne pas rentrer dans les de´tails ici), que le calcul du flot optique est sujet
a` de nombreuses difficulte´s : occultations, ambigu¨ıte´s de couleurs et de forme, spe´cularite´
des surfaces, etc. C’est notamment un proble`me dit mal-pose´ car le nombre d’inconnues
a` estimer de´passe le nombre de contraintes disponibles. Par contre, si nous conside´rons
un mouvement similaire (parame´trique ou non) pour l’ensemble des pixels appartenant
a` une meˆme re´gion, de nombreuses difficulte´s propres au flot optique disparaissent car le
proble`me devient alors sur-contraint. Ainsi, plutoˆt que d’estimer le mouvement en chaque
1On conside`re alors l’hypothe`se que les surfaces des objets sont fronto-paralle`les, i.e. paralle`les au
plan du capteur de la came´ra.
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=⇒ (a) recalage
=⇒ (b) flot optique
=⇒ (c) segmentation
=⇒ (d) disparite´
Figure 1.4 – Quatre cas possibles pour fixer le nombre de couches selon l’application
conside´re´e. (a) recalage d’images, (b) flot optique, (c) segmentation via le mouvement,
(d) disparite´ (ste´re´ovision).
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pixel de fac¸on inde´pendante ou en conside´rant son voisinage imme´diat. Il est ge´ne´rale-
ment plus efficace, en terme de qualite´, d’estimer le mouvement propre a` une re´gion ou`
tous les pixels suivent a priori un mouvement similaire, pour en de´terminer ensuite leurs
mouvements respectifs. L’e´tat de l’art dresse´ plus loin pre´sente quelques-uns des travaux
qui se sont appuye´s sur cette ide´e.
Choix du mode`le parame´trique
Toute la cle´ de la segmentation en couches re´side dans le choix du mode`le de mouve-
ment pour chaque couche. Car celui-ci doit repre´senter le mouvement de tous les pixels
appartenant a` une meˆme re´gion de fac¸on suffisamment pre´cise et ge´ne´rique. Le mode`le
projectif est ge´ne´ralement retenu en raison de sa ge´ne´ricite´. Il permet de repre´senter en
effet le mouvement propre a` la projection d’un meˆme plan 3D tout en incluant les mou-
vements affines souvent rencontre´s (translation / rotation / expansion / contraction). Il
est de surcroˆıt assez simple a` estimer. Cependant, il lui est souvent pre´fe´re´ le mode`le
affine, moins complexe encore. Le chapitre 2 reviendra en de´tail sur le choix du mode`le
de mouvement et de son estimation.
1.1.3 Proble´matique du the`me
Extraire les couches consiste a` re´soudre trois proble`mes :
1. Quelles sont les re´gions ?
2. Quels sont leurs mouvements ? 1
3. Quel est le nombre de couches ? (optionnel, comme nous le verrons plus loin)
Ces trois inconnues sont difficiles a` de´terminer simultane´ment, la complexite´ e´tant ge´ne´ra-
lement combinatoire. Une grande varie´te´ d’algorithmes a e´te´ de´veloppe´e pour de´terminer
ces trois inconnues. Ce sont ge´ne´ralement des approches ite´ratives ou` l’on fixe une ou deux
inconnues pour estimer la troisie`me. D’autres approches sont directes mais connaissent
des restrictions. La section suivante revient sur les diverses approches qui visent a` extraire
les mouvements et les couches d’une se´quence vide´o afin de bien situer le cheminement de
la recherche dans le domaine. Puis nous rentrerons davantage dans les de´tails pour une
technique majeure qui nous inte´resse plus particulie`rement ici, celle de Xiao et Shah [143].
1.2 E´tat de l’art
1.2.1 Il e´tait une fois ...
... Blanche-Neige et les sept Nains ! Petite excursion ludique car c’est Walt Disney qui,
en 1934, eut l’ide´e de photographier pour ce dessin anime´, les calques de dessins (appele´s
cellulo¨ıds) avec une came´ra toute re´volutionnaire pour l’e´poque, la came´ra multi-plans
qui permettait de donner des profondeurs diffe´rentes a` chaque calque, offrant une grande
ame´lioration du re´alisme des dessins et de leur animation. Les couches avaient alors un
mouvement et une profondeur propres.
1et la question induite : quel mode`le de mouvement retenir ? affine ? projectif ? non parame´trique ?
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En 1993, dans [135], Wang et Adelson reprennent cette ide´e, mais dans l’autre sens,
c’est-a`-dire non pas pour dessiner mais pour extraire les couches (les calques) dans une
se´quence vide´o. Ils pre´sentent une premie`re de´finition d’une couche - re´gion soumise au
meˆme mouvement parame´trique - et un algorithme pour les extraire. Le principe ge´ne´ral
(qui sera similaire pour de nombreuses approches) consiste a` initialiser l’algorithme avec un
grand nombre de couches (de re´gions arbitraires) et a` alterner successivement l’estimation
des mouvements et celle des re´gions, en testant re´gulie`rement si deux ou plusieurs couches
peuvent fusionner, et ce, jusqu’a` convergence (voir la figure 1.5 qui montre de fac¸on
simplifie´e le processus ge´ne´ral). La figure 1.6 montre les principales e´tapes successives sur
Etape 5 : 
Estimation du mouvement
Segmentation
Etape 4 :
Etape 2 : 
Fusion des modèles de 
mouvement similaires
Etape 3 : 
Suppression des régions
de petites tailles
Figure 1.5 – Processus ite´ratif pour l’estimation du mouvement. Selon l’initialisation
(e´tape 1, absente sur le sche´ma), le processus de´bute a` l’e´tape 2 ou 4. Les e´tapes 3 et 5
permettent de re´duire le nombre de couches voire d’en de´tecter de nouvelles.
une se´quence connue, Garden Flowers, qui seront communes a` de nombreux algorithmes
d’extraction de couches.
1.2.2 Une premie`re formalisation probabiliste
Dans [9], Ayer et Sawhney proposent une formulation probabiliste au proble`me et
aborde le de´licat proble`me de la fusion des couches par une approche dite MDL - Message
Description Length - qui sera de´taille´e en sous-section 1.5.2. L’extraction des couches est
effectue´e via un crite`re de maximisation de la vraisemblance de la classification et une
optimisation par l’algorithme EM [37, 8]. Nos premiers travaux de segmentation [47, 48]
se sont inspire´s de leur formulation et de leur approche ite´rative.
1.2.3 Vers une meilleure estimation du mouvement
Ce ne sont pas toujours les proble`mes de segmentation via le mouvement qui ont amene´
les chercheurs a` s’inte´resser aux couches mais aussi l’estimation du flot optique ou du mou-
vement de telle ou telle re´gion. En effet, la de´termination du flot optique e´tant difficile
(nous y reviendrons dans le chapitre de´die´ au mouvement, chapitre 2), il est parfois plus fa-
cile de poser le proble`me diffe´remment en conside´rant un meˆme mouvement parame´trique
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(a) (b) (c)
(d) (e) (f)
Etape 5 : 
Estimation du mouvement
Segmentation
Etape 4 :
Etape 2 : 
Fusion des modèles de 
mouvement similaires
Etape 3 : 
Suppression des régions
de petites tailles
(g) (h) (i)
Figure 1.6 – Processus ite´ratif d’estimation des couches avec un nombre arbitraire de
couches : exemple sur une se´quence connue Garden Flowers (a). On part d’un grand
nombre de couches (b) dont on estime le mouvement (c). On les fusionne selon des crite`res
de similarite´ (d). Le processus ite´ratif continue avec une nouvelle segmentation (e) puis
une re´estimation du mouvement (f). Puis de nouveau une segmentation avec les mode`les
de mouvement mis a` jour (g). Ainsi de suite, on ite`re (h) jusqu’a` stabilisation (i).
pour chaque re´gion plutoˆt qu’un mouvement propre a` chaque pixel. Dans [71, 21], Black
et Jepson utilisent les mixtures de mode`les de mouvement afin d’ame´liorer le calcul du
flot optique. En conside´rant des patchs de petite taille contenant chacun une mixture de
mouvements affines, la me´thode se re´ve`le plus re´sistante aux occultations et plus pre´cise.
On se trouve ici a` mi-chemin entre le flot optique et l’extraction des couches. Signalons
aussi l’approche dite Skin and Bones [119] qui consiste a` extraire des patchs de meˆme
mouvement (→ bones) et a` les lier entre eux de fac¸on lisse (→ skin).
Dans [70], Irani et Anandan proposent une de´tection d’objets en de´placement via une
stratification des approches :
1. extraction du plan 2D ge´ne´ral de la sce`ne, correspondant a` l’arrie`re-plan d’une sce`ne
tridimensionnelle ;
2. extraction des mouvements projectifs (i.e. des couches) ;
3. extraction des objets sujets a` parallaxe, i.e. trop proches de la came´ra, dont le
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mouvement n’est pas repre´sentable par un mode`le projectif.
On re´duit ainsi les erreurs en utilisant, quand c’est possible, les mode`les parame´triques
robustes et ge´ne´riques lorsque les mouvements s’y preˆtent et le flot optique pour les autres
re´gions qui ont un mouvement plus complexe.
Dans [20], Black et Anandan extraient les mouvements multiples d’une se´quence vide´o
en de´terminant d’abord le mouvement dominant, puis le second, etc. Mais si plusieurs
mouvements dominants sont pre´sents, l’extraction des couches peut e´chouer. Une telle
approche ne fonctionne que si les mouvements secondaires sont bien distincts et couvrent
une petite re´gion compare´e a` la re´gion correspondant au mouvement dominant.
1.2.4 Autres approches de segmentation via le mouvement
Ke et Kanade [77] s’inte´ressent plus particulie`rement a` la phase de classification et pro-
posent un espace de caracte´ristiques plus discriminant que celui des intensite´s de l’image.
Chaque image est sur-segmente´e via un crite`re de similarite´ de couleurs puis le mouvement
affine de chaque petite re´gion est de´termine´. Les mouvements les mieux estime´s sont pris
en compte pour construire un espace de mouvements affines qui pre´sente la particularite´
d’eˆtre davantage discriminant : les classes sont mieux se´pare´es. Les mouvements affines
sont alors projete´s dans cet espace et l’algorithme dit mean shift1 est alors utilise´ pour
attribuer a` chaque mouvement affine sa classe correspondante. Une fois le mode`le affine
de chaque classe re´estime´, chaque pixel est alors affecte´ a` sa classe la plus probable via un
crite`re de mouvement standard (re´sidu lie´ au mouvement). L’utilisation de ce sous-espace
de mouvements affines ame´liore de fac¸on notable les re´sultats.
Dans [99], Odobez et Bouthemy proposent une me´thode « directe » permettant d’ex-
traire les couches d’une se´quence vide´o via un processus de cre´ation/suppression de
couches jusqu’a` ce que le nombre de couches soit stabilise´. Ils conside`rent que le mou-
vement estime´ est suffisamment bon et robuste pour ne pas avoir a` le re´estimer une fois la
segmentation finie. Mais les re´sultats obtenus restent perfectibles et peuvent faire l’objet
d’une e´tape de raffinement qui, elle, est ge´ne´ralement ite´rative : on revient au point de
de´part...
Dans [129], Torr et al. proposent une approche baye´sienne ite´rative strictement «EM».
Ils ont ainsi la garantie que l’e´nergie estime´e de´croˆıt toujours d’une ite´ration a` l’autre (ce
qui n’est toujours le cas pour les autres approches ite´ratives). Cependant, la formulation
baye´sienne propose´e ne permet pas ici de donner les meilleurs re´sultats de l’e´tat de l’art.
1.2.5 Les champs de Markov
Re´cemment, certains auteurs ont commence´ a` s’e´loigner des approches variationnelles
et a` inscrire les e´nergies de segmentation dans le cadre des champs de Markov (MRF [60]).
Cette approche est ante´rieure aux approches variationnelles mais fut relance´e par les graph
cuts [25].
Dans [142], Wills and al. proposent une approche similaire a` la noˆtre [44] et a` [143] :
1L’avantage de cet algorithme (de´veloppe´ en 1999 par D. Comaniciu et P. Meer [33]) re´side dans le
fait qu’il n’est pas ne´cessaire d’indiquer le nombre de classes contrairement aux K-Means ; un parame`tre
de voisinage est cependant a` de´finir.
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1. extraction des principaux mouvements de la se´quence via l’extraction et le regrou-
pement des points d’inte´reˆts ;
2. segmentation dans le cadre des MRF (Markov Random Field) + graph cuts en
utilisant un crite`re de lissage spatial (mode`le de Potts1) qui permet d’obtenir des
re´gions homoge`nes.
Cependant, leur mode´lisation du proble`me ne permet pas de ge´rer correctement les oc-
cultations, les re´sultats finaux manquent encore de robustesse et de pre´cision. Toutes les
notions e´nonce´es ici seront de´taille´es dans le chapitre sur la segmentation (chapitre 3).
Dans [84], Kumar et al. proposent de repre´senter les parties inde´pendantes des objets
en mouvements (par exemple, dans le cas d’une personne : avant-bras, jambe, torse, e´paule,
etc.) par une couche propre. La me´thode prend en compte un grand nombre de parame`tres
(changement de luminosite´ d’une image a` l’autre, flou de bouge´ duˆ a` la came´ra, ordre
des couches etc.) qui sont successivement estime´s dans un cadre MRF+graph cuts. Les
re´sultats obtenus avec cette me´thode seront compare´s aux noˆtres en chapitre 6.
En 2004, Xiao et Shah pre´sentent une technique robuste [143, 146] pour extraire les
couches. Leur me´thode est similaire a` la noˆtre sur de nombreux points (cadre MRF,
contraintes spatiales, estimateur robuste pour les re´sidus lie´s aux mouvements, etc.) et
sera de´taille´e en section 1.3. En quelques mots, leur approche est initialise´e via les points
d’inte´reˆts qui sont extraits et apparie´s d’une image a` l’autre (cette ope´ration est effectue´e
entre chaque couple d’image (t → t + 1), (t → t + 2) · · · (t → t + n) pour n images
conside´re´es), et fournissent ainsi une premie`re estimation des supports et des mouvements
des couches. L’e´tape suivante consiste alors a` utiliser les contraintes temporelles entre
les images pour affiner ces premie`res estimations fournissant une segmentation de bien
meilleure qualite´.
1.2.6 Notations
On de´crit ici l’ensemble des notations qui sont utilise´es de fac¸on unique a` travers tout
le me´moire.
Relatives a` l’image
On note Ω le domaine de l’image conside´re´, x = (x, y) les coordonne´es (continues)
du pixel conside´re´ dans Ω. Dans l’espace discret, un pixel est note´ p ou q et a pour
coordonne´es xp = (xp, yp). L’ensemble de ces pixels est note´ P . Lorsque c’est ne´cessaire,
l’indice temporel t est toujours pre´cise´ en exposant. Enfin, l’intensite´ de l’image au pixel
x a` l’instant t est note´ I t(x)2.
Relatives aux couches
Dans le cadre de cette the`se, on utilise le symbole L pour de´signer l’ensemble des
couches. On note la couche spe´ciale ∅V qui correspond a` une inde´termination dans le choix
de la couche (soit des pixels non de´finis ou aberrants), cette notion sera repre´cise´e dans le
1ce mode`le sera de´crit au chapitre 3
2soit en niveaux de gris, soit en dimension 3 (RGB ou CieLAB)
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chapitre 3. La fonction de classification qui associe un pixel a` sa couche correspondante
est toujours note´e l : x 7→ lx ∈ L. Enfin, a` un instant t donne´, une couche li ∈ L est
de´finie par sa re´gion Sti ⊂ Ωt et son mouvement T ti .
1.3 De´tails sur la me´thode de Xiao et Shah
Leur approche d’extraction de couches est pre´sente´e ici en de´tail car les articles majeurs
publie´s au cours de cette the`se s’appuient sur leur algorithme. Cela permet de surcroˆıt de
bien de´finir la proble´matique de la the`se.
Il consiste en deux e´tapes principales :
1. les points d’inte´reˆts sont extraits et apparie´s d’une image a` l’autre. Cette ope´ration
est effectue´e entre chaque couple d’image (t→ t+1), (t→ t+2) · · · (t→ t+n) pour n
images conside´re´es. Chaque couple de points constitue autant de patchs initiaux dont
les mouvements affines ou projectifs sont estime´s. Ces patchs sont progressivement
fusionne´s (selon un crite`re de mouvement similaire) jusqu’a` stabilisation. Les patchs
restant forment les couches ;
2. la seconde e´tape utilise les contraintes temporelles entre les occultations pour raffiner
les couches de fac¸on robuste. En effet, sous certaines hypothe`ses peu restrictives (les
objets ne doivent pas eˆtre trop fins notamment), les occultations entre les image t
et t+1 se retrouvent aussi entre les images t et t+2, t+3 · · · t+n (voir figure 1.7).
Figure 1.7 – Contraintes temporelles sur les occultations : on conside`re une se´quence
de 5 images (1re ligne) ou` le cercle recouvre progressivement le rectangle gris. La seconde
ligne montre sous des couleurs diffe´rentes les occultations entre l’image de re´fe´rence 1 et
les autres images 2 a` 5. On voit que les occultations croissent avec le temps (figure extraite
de [146]).
Les re´sultats issus de cette me´thode (figure 1.8) seront compare´s aux noˆtres dans le
chapitre 5 mais nous pouvons d’ores et de´ja` noter les principaux inconve´nients de leur
me´thode de segmentation :
32
Chap. 1. Segmentation en couches
– la me´thode ne´cessite, pour chaque image t, l’estimation des mouvements entre tous
les couples d’images (t→ t+1), (t→ t+2) · · · (t→ t+n) pour n images conside´re´es,
ce qui est e´videmment couˆteux ;
– il n’y a pas de contrainte temporelle directe entre les re´gions de deux images succes-
sives : seules sont mode´lise´es les contraintes entre les occultations. Par conse´quent,
on n’a pas la garantie que la segmentation soit cohe´rente et lisse temporellement
d’une image a` l’autre ;
– la me´thode a besoin des occultations et ne peut donc fournir une classification dense
de toute l’image : certains pixels sont attribue´s a` la couche des occultations et donc
a` aucune couche de mouvement.
Figure 1.8 – Se´quence Carmap et la segmentation obtenue par Xiao et Shah [146] : en
rouge les occultations extraites.
1.4 Proble´matique
Au regard de toutes les techniques existantes pre´sente´es ici, il existe encore de nom-
breux points a` ame´liorer. On s’est notamment inte´resse´ a` plusieurs proble`mes :
1. comment de´finir des contraintes temporelles entre les couches de toutes les images
qui soient, et c’est important, compatibles avec les techniques d’optimisation nume´-
rique actuelles en temps raisonnable ;
2. comment mode´liser correctement les occultations et le bruit1 ? Ces derniers sont
jusqu’a` pre´sent mode´lise´s via une meˆme e´tiquette, celle des pixels dits aberrants. Ce
n’est pas souhaitable car nous voulons adopter un comportement distinct vis-a`-vis
des occultations et du bruit ;
3. les occultations e´tant dues a` une disparition - temporaire ou non, partielle ou non -
d’une couche derrie`re une autre couche (ou hors de l’image), pouvons-nous mode´liser,
extraire et suivre les parties des couches qui disparaissent (et qui re´apparaissent
e´ventuellement) ?
La suite du me´moire se de´roule comme suit : notre algorithme d’extraction de couches,
classique dans sa forme globale, est de´taille´ et discute´ (dans la suite de ce chapitre). Notre
1La notion de bruit recouvre notamment ici le bruit ge´ne´re´ par le capteur de la came´ra, les de´forma-
tions des formes des objets ou encore les variations lumineuses incorrectement mode´lise´es
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algorithme e´tant divise´ en deux grandes phases, estimation du mouvement et segmentation
en couches, on de´die un chapitre pour l’estimation du mouvement (chapitre 2). Puis, nous
aborderons le cœur de la the`se et les re´ponses aux proble`mes e´nonce´s ci-dessus dans les
chapitres 3 et 4 qui pre´sentent notre technique de segmentation en couches et d’extraction
de leurs parties cache´es. Le sche´ma de la figure 1.9 offre une vue ge´ne´ral des diverses e´tapes
de notre algorithme qui seront pre´sente´es a` travers tout le me´moire. Enfin, nous verrons
comment est nume´riquement optimise´e notre me´thode dans le chapitre 5.
- parties cache´es (chapitre 4)
(chapitre 2, section 2.2)
via le mouvement
Segmentation :
- parties visible (chapitre 3)
(chapitre 2, section 2.3)
Estimation du mouvement
propre a` chaque couche
Initialisation du processus
(approche ite´rative)
(points d’inte´reˆt)
Figure 1.9 – Vue des diverses e´tapes de notre algorithme.
1.5 Principe ge´ne´ral de notre algorithme
Nous avons vu que l’approche standard pour extraire les couches est une approche
ite´rative ou` l’on estime alternativement les mouvements puis les re´gions, jusqu’a` stabilisa-
tion. Nous avons conserve´ cette ide´e pour ces travaux de the`se. Notons que durant tout ce
processus, il est possible de supprimer et d’ajouter de nouvelles couches, selon des crite`res
qui sont de´taille´s en fin de chapitre.
1.5.1 Processus ite´ratif
Hormis quelques algorithmes qui estiment simultane´ment les mouvements et les re´gions
(comme [133, 99] que nous verrons en de´tail en sous-section 1.5.2), l’extraction des couches
s’effectue de fac¸on ite´rative, entre l’estimation du mouvement connaissant les re´gions et
l’estimation des re´gions connaissant les mouvements. Entre ces deux ite´rations, il est
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possible d’inse´rer des filtres permettant de supprimer les petites re´gions ou de fusionner
les mode`les de mouvement similaires.
Citons une approche strictement EM [71] qui offre la garantie d’avoir une e´nergie
de´croissante au cours de ces deux e´tapes. Dans les autres cas, les deux e´tapes minimisent
une e´nergie souvent diffe´rente, pouvant eˆtre source d’instabilite´ ou de sous-optimalite´.
Ne´anmoins, estimer le mouvement de fac¸on a` respecter le mieux possible les contraintes
spatiales et temporelles qui en de´pendent est un proble`me hautement combinatoire et
complexe. Dans notre cas, on s’attache simplement a` veiller a` ce que la nouvelle estimation
du mouvement ne fait pas remonter l’e´nergie globale conside´re´e pour la segmentation (elle
est pre´sente´e dans le chapitre 3 sur la segmentation).
Comme pour un grand nombre d’algorithmes ite´ratifs, l’initialisation reveˆt d’une im-
portance cruciale. Elle fait l’objet de la sous-section suivante.
1.5.2 Initialisation - de´termination du nombre de couches
Il n’existe pas de nombre de couches optimal, nous avons vu pre´ce´demment qu’il
de´pend de l’application finale (flot optique, segmentation en plans 3D, disparite´ etc.). Les
figures 1.10 et 1.11 montrent plusieurs repre´sentations en couches le´gitimes pour deux
se´quences donne´es.
Dans le cadre de la the`se, on se place dans le cas de la segmentation via le mouvement.
Selon l’information dont on dispose sur les couches, leur nombre, leurs mouvements et leurs
re´gions, il existe plusieurs initialisations possibles.
Nombre de couches fixe´
Si le nombre de couches est connu, deux approches sont possibles :
1. le nombre n de couches est fixe´ par l’utilisateur et on initialise les mode`les de mou-
vement via l’extraction des n principaux mouvements discriminants de la se´quence
vide´o en utilisant les points d’inte´reˆts qui sont apparie´s d’une image a` l’autre. Ce
point est de´taille´ dans le chapitre 2 sur l’estimation du mouvement, en section 2.2.
C’est cette approche que nous utilisons pour obtenir les re´sultats pre´sente´s en fin de
me´moire ;
2. le nombre de couches est fixe´ par l’utilisateur dans l’esprit Grab Cut [113]. Cette
technique s’appuie sur trois e´tapes (a)(b)(c) :
(a) l’utilisateur se´lectionne un ensemble de petites re´gions suffisamment discrimi-
nant dans l’image ( 7→ marqueurs) en leur attribuant une couche ;
(b) un apprentissage des distributions de couleurs propres a` chacun de ces mar-
queurs est ensuite effectue´ ;
(c) la classification en couches du restant de l’image s’appuie alors sur cet appren-
tissage en attribuant a` chaque pixel sa couche la plus vraisemblable en terme
de distribution de couleurs.
35
Sec. 1.5. Principe ge´ne´ral de notre algorithme
image originale 3 couches
4 couches 5 couches
Figure 1.10 – Trois exemples de de´composition en couches selon la tole´rance que l’on
accorde a` la « non-plane´ite´ » des plans et objets en mouvements (sur une photographie
d’un canal de Saint-Petersbourg).
Nombre de couches inconnu : approche par fusion
On conside`re ici que le nombre de couches est inconnu. Dans la mesure ou` l’environ-
nement qui nous entoure n’est pas constitue´ de plans bien de´finis (les objets ne sont
pas planaires), il faut de´finir des crite`res de similarite´ entre deux couches. Car l’ide´e est
d’initialiser l’algorithme d’extraction de couches avec un grand nombre de couches qui
sont progressivement fusionne´es lorsque leurs caracte´ristiques s’ave`rent similaires. Deux
crite`res majeurs pour appre´cier la similarite´ entre les couches ont e´te´ e´tudie´s :
1. l’approche MDL (Message Description Length) : utilise´e notamment par Ayer et
Shawney [9] et Jepson et al. [119], elle offre une re´ponse e´le´gante issue de la the´orie
de l’information. On recherche ici le meilleur compromis en terme de compression
entre la complexite´ des mode`les (ici le nombre de couches et la complexite´ des
mode`les de mouvement) et les erreurs re´siduelles a` stocker. Le principal avantage
est l’absence de parame`tre a` re´gler mais ... c’est aussi son inconve´nient ! On ne peut
controˆler le nombre de couches de fac¸on intuitive et il ne donne pas toujours le
re´sultat attendu. Ce qui est optimal en terme de compression de donne´es ne l’est
pas ne´cessairement d’un point de vue se´mantique ;
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image originale 3 couches
3 couches 4 couches
Figure 1.11 – Trois exemples de de´composition en couches selon la tole´rance que l’on
accorde a` la « non-plane´ite´ » et a` la profondeur des plans et objets en mouvement (sur la
se´quence Garden Flowers).
2. lorsque deux couches posse`dent un mouvement similaire (avec un seuil fixe´ par l’uti-
lisateur), on les fusionne. Ce parame`tre intuitif au premier abord n’est pas e´vident
a` re´gler en pratique car il est ge´ne´ralement propre a` chaque se´quence : la vitesse
de de´placement des objets, la profondeur relative des objets, etc. diffe`rent d’une
se´quence a` l’autre.
Cependant, il permet une initialisation par re´gions arbitraires via une sursegmenta-
tion avec un grand nombre de re´gions arbitraires qui sont progressivement fusionne´es
selon leurs similarite´s en terme de mouvement.
L’imple´mentation de ces approches a re´ve´le´ deux inconve´nients majeurs :
1. chaque fusion est dangereuse car difficilement re´versible. Pour e´viter les erreurs,
on stabilise le procesus ite´ratif « estimation du mouvement/segmentation » avant
chaque fusion potentielle ;
2. de surcroˆıt, si le nombre de couches est important, la segmentation en couches est
tre`s couˆteuse en temps de calcul. Partir de 16 ou 25 couches pour arriver a` 3 ou
4 couches par fusions successives est un long processus, avec un re´sultat parfois
incertain, d’une part a` cause du seuil de´clenchant une fusion qu’il faut fixer, d’autre
part parce que l’approche est sensible a` l’initialisation re´gions (arbitraire ou non).
37
Sec. 1.5. Principe ge´ne´ral de notre algorithme
Nombre de couches inconnu : approche alge´brique
Pre´sentons maintenant une technique de´veloppe´e par Vidal qui estime directement
le nombre de couches, leurs mouvements et leurs re´gions [132, 133]. Elle s’appuie sur
l’alge`bre line´aire via l’Analyse en Composantes Principales Ge´ne´ralise´e (ACPG). L’esti-
mation des multiples mouvements se fait via l’estimation d’un seul mode`le de mouvement,
mais beaucoup plus complexe, qui stocke l’information de tous les mouvements de l’image.
Ce mode`le est alors factorise´ pour obtenir les mode`les de mouvements distincts. En termes
mathe´matiques, on de´finit le i-ie`me mode`le de mouvement Mi comme e´tant la solution
de l’e´quation alge´brique f (x,y,Mi) = 0 (ou` x est un pixel de l’image t et y de l’image
t + 1). Le mode`le de mouvements multiples, note´ M, peut alors se de´finir, pour tous les
pixels x de l’image t comme suit :
g (x,y,M) = f (x,y,M1) f (x,y,M2) · · · f (x,y,Mn) = 0 (1.5)
Ce mode`leM est estime´ via le flot optique de l’image, via la de´termination d’un polynoˆme
en utilisant les intensite´s des images projete´es dans un espace de grande dimension. En
utilisant certaines proprie´te´s du mode`leM, on le factorise de sorte a` obtenir l’ensemble des
mode`les de mouvementMi (on obtient ces mode`les en calculant les de´rive´es du polynoˆme
utilise´ pour estimerM). Cette technique est rapide et permet d’expliciter certains aspects
du proble`me conside´re´ comme sa solvabilite´ ou l’unite´ des solutions.
Mais la me´thode s’appuie sur l’hypothe`se d’un mouvement variant de fac¸on line´aire
localement, hypothe`se fausse de`s que celui-ci de´passe ge´ne´ralement 1 pixel d’amplitude (on
trouve dans le chapitre 2 sur le mouvement en sous-section 2.3.1 plus de de´tails a` ce sujet).
De`s lors, la me´thode est impre´cise, voire fausse, de`s que le mouvement est important. Or
celui-ci l’est souvent car :
– la se´quence vide´o peut pre´senter un faible ratio « nombre d’images/seconde » ;
– la me´moire et/ou la puissance du processeur peut eˆtre faible, ne permettant pas
de conside´rer toutes les images simultane´ment, impliquant que des images interme´-
diaires soient ignore´es ;
– les mouvements ne sont pas toujours suffisamment discriminants les uns des autres.
Il est alors ne´cessaire de supprimer un certain nombre d’images interme´diaires pour
qu’ils se distinguent suffisamment.
Conclusion
Nous avons vu diverses approches pour de´terminer de fac¸on explicite le nombre de
couches. Notons qu’il y a des facteurs implicites tel que le lissage spatial ou les contraintes
temporelles qui peuvent entraˆıner la disparition des re´gions de petites tailles ou de mou-
vement peu discriminant, notamment si leurs poids sont importants dans le processus
de segmentation. Ainsi, toutes les possibilite´s e´voque´es ci-dessus ont e´te´ mises en place
(exception pour l’approche alge´brique) et e´tudie´es. Dans le cadre des travaux de the`se,
pour mieux controˆler nos re´sultats de segmentation en couches, nous avons choisi de fixer
le nombre de couches. Ce choix est modifiable selon les applications envisage´es.
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Nous avons vu le principe ge´ne´ral de l’algorithme d’extraction de couches qui consiste
en deux e´tapes : l’estimation du mouvement et la segmentation. Le chapitre suivant s’in-
te´resse a` l’analyse et a` l’estimation du mouvement qui se re´ve`lent cruciaux pour notre
me´thode d’extraction de couches :
– d’une part pour l’initialisation du processus global d’extraction de couches qui s’ap-
puie sur la de´termination des n principaux mouvements ;
– d’autre part pour l’estimation pre´cise et robuste du mouvement propre a` chaque
couche.
Les chapitres 3 a` 5 s’inte´resseront alors au proble`me de la segmentation en couches, d’abord
sur leurs parties visibles, puis sur leurs parties cache´es.
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Chapitre 2
Estimation du mouvement
Comme nous le verrons, la qualite´ de la segmentation spatiotemporelle de´pend prin-
cipalement de celle de l’estimation du mouvement des objets. Ce chapitre ne pre´sente
aucune nouveaute´ majeure par rapport a` l’e´tat de l’art dans le domaine de l’estimation
du mouvement. Les soins qu’on y accorde y sont cependant de´taille´s car ceux-ci se res-
sentent directement sur les re´sultats de la segmentation. Grandes varie´te´s de mode´lisation
du mouvement et des me´thodes d’estimation, importance de l’imple´mentation logicielle,
autant de raisons qui nous invitent a` y de´dier un chapitre.
A` travers ce chapitre, on s’appuie sur l’hypothe`se que les re´gions propres a` chaque
objet sont connues et correctes et que l’on souhaite seulement estimer leurs
mouvements. Cependant, cette hypothe`se e´tant ge´ne´ralement fausse lors des premie`res
ite´rations de l’algorithme d’extraction de couches, nous montrons aussi comment l’esti-
mation du mouvement contourne ces difficulte´s.
Apre`s avoir pre´sente´ les diffe´rents mode`les repre´sentant le mouvement, on re´sume
l’ensemble des me´thodes permettant de les estimer. On s’inte´resse tout particulie`rement
a` deux me´thodes d’estimation de mouvement :
– via les points d’inte´reˆts qui sont apparie´s d’une image a` l’autre et qui permettent
d’avoir une premie`re estimation du mouvement. Cette me´thode est utilise´e pour
initialiser notre algorithme d’extraction de couches ;
– via l’estimation des mode`les parame´triques (constants, affines ou projectifs) qui
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mode´lisent le mouvement d’une meˆme re´gion. Elle est effectue´e via un processus
ite´ratif apre`s chaque nouvelle segmentation.
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2.1 Mode`les de mouvement
Il existe une large varie´te´ de fac¸ons de repre´senter, en termes mathe´matiques, le de´pla-
cement des pixels ou des re´gions d’une image a` l’autre. Le choix du mode`le de mouvement
est d’importance critique et conditionne la qualite´ des re´sultats obtenus. Nous introduisons
d’abord le mode`le de mouvement au niveau pixellique, le flot optique, puis nous montrons
comment mode´liser celui d’une re´gion : on s’attend pour cette dernie`re a` ce que tous les
pixels lui appartenant suivent un meˆme mode`le de mouvement commun, par exemple,
une translation, une rotation ou une expansion commune. Nous pre´sentons notamment
les mode`les de mouvement dits parame´triques (les plus utilise´s a` l’heure actuelle), puis
ceux dits non-parame´triques. De surcroˆıt, dans la mesure ou` les me´thodes d’estimation
du mouvement de´pendent du mode`le conside´re´, on en dresse au fur et a` mesure un e´tat
de l’art.
2.1.1 Premie`re approche de l’analyse du mouvement via le flot
optique
Nous n’utilisons pas dans nos travaux le flot optique des se´quences vide´os pour la
segmentation ou l’estimation du mouvement mais nous le pre´sentons ici car :
– il est a` la base de nombreuses me´thodes de segmentation par le mouvement [135,
132, 30] ;
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– il permet de bien identifier les difficulte´s inhe´rentes a` l’estimation du mouvement ;
– et permet de justifier l’utilisation de mode`les parame´triques.
Le flot optique est l’ensemble des vecteurs vitesse associe´s au mouvement de chaque pixel
dans l’image. Comme la plupart des techniques d’estimation de mouvement, le calcul du
flot optique s’appuie sur l’hypothe`se dite de luminosite´ constante : en un pixel donne´, son
intensite´ est translate´e d’une image a` l’autre, i.e.
I t(x, y) = I t+1(x+ dx, y + dy) (2.1)
ou` I t(x, y) est l’intensite´ lumineuse au pixel (x, y) a` l’instant t. Le vecteur ~v(x, y) =
(dx, dy) est ici le vecteur vitesse associe´ a` (x, y)1. Cette hypothe`se est en re´alite´ souvent
fausse car elle n’est ve´rifie´e que lorsque :
– la luminosite´ de la sce`ne et des objets observe´s est constante d’une image a` l’autre ;
– les sources lumineuses sont statiques ;
– les surfaces des objets composant la sce`ne sont Lambertiennes, c’est-a`-dire qu’elles
refle`tent la lumie`re de fac¸on constante dans toutes les directions (donc non spe´cu-
laires, me´talliques, re´fle´chissantes, etc.) ;
– les objets ne sont pas en rotation sur eux-meˆmes.
Mais l’hypothe`se reste largement admise car elle permet d’une part de simplifier la for-
malisation du proble`me et donc les algorithmes d’estimation de mouvement, d’autre part
parce que, malgre´ tout, c¸a fonctionne en pratique ... et plutoˆt bien !
Calculer le flot optique revient donc a` de´terminer les vecteurs ~v(x, y) = (dx, dy) en
chaque pixel (x, y) en respectant la contrainte de l’e´quation (2.1). Nous avons ici un pro-
ble`me sous-contraint puisque nous avons deux inconnues dx et dy a` estimer a` partir d’une
seule contrainte de luminosite´ (voir un exemple d’ambigu¨ıte´ inhe´rente, figure 2.1). Pour
re´soudre ce proble`me dit mal pose´, des contraintes additionnelles doivent eˆtre ajoute´es.
Ces dernie`res consistent ge´ne´ralement a` lisser le mouvement localement, en autorisant ou
non des discontinuite´s. Les techniques d’estimation du flot optique sont nombreuses [13]
et s’appuient sur diverses contraintes de re´gularisation spatiale des vecteurs vitesse.
Signalons l’approche MRF+graph cuts [116, 25] qui consiste a` discre´tiser, pour chaque
dimension, l’ensemble des valeurs que peuvent prendre les coordonne´es des vecteurs vi-
tesses (la pre´cision est alors limite´e par le pas de discre´tisation). On peut citer en outre les
re´cents re´sultats obtenus par Papenberg et al. [102] qui montrent les inde´niables progre`s
dans ce domaine.
Arreˆtons-nous sur une difficulte´ du calcul du flot optique que l’on retrouve dans
d’autres proble`mes d’estimation de mouvement : la gestion des mouvements de grande
amplitude. Les me´thodes directes (via la line´arisation du proble`me) ou ite´ratives e´chouent
ge´ne´ralement a` les estimer correctement, soit parce que la line´arisation est inadapte´e ou
parce qu’elles convergent vers un minima local. Les me´thodes dites coarse-to-fine estiment
d’abord le mouvement a` une e´chelle re´duite (grossie`re) puis a` une e´chelle plus pre´cise en
utilisant le mouvement pre´ce´demment calcule´, et ainsi de suite jusqu’a` l’e´chelle native de
l’image. Elles peuvent ainsi ge´rer les mouvements de grande amplitude si cette dernie`re
ne de´passe pas 15% environ des dimensions de l’image [142]. De surcroˆıt, si le mouvement
1Pre´cisons, pour la cohe´rence du propos, que le mouvement T (x, y) de´fini pre´alablement est e´quivalent
au mouvement (x, y)T + ~v(x, y).
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Figure 2.1 – Exemple d’ambigu¨ıte´ inhe´rente a` l’estimation du mouvement (aussi com-
mune´ment appele´ proble`me de l’ouverture).
est mal estime´ a` une e´chelle donne´e, l’erreur se propage a` toutes les e´chelles. Similaire-
ment, dans le cas d’une collision entre deux re´gions de mouvements propres, le processus
coarse-to-fine lisse les mouvements au niveau de leurs intersections donnant au final un
seul mouvement (voire un troisie`me mouvement diffe´rent) aux e´chelles les plus grossie`res.
L’estimation du flot optique manque intrinse`quement de contraintes et ne´cessite un
grand nombre d’a priori sur la sce`ne et le flot optique. Ainsi, plutoˆt que de conside´rer un
vecteur vitesse en chaque pixel, l’ide´e consiste alors a` conside´rer un mouvement similaire
pour un ensemble de pixels, mouvement qui serait repre´sente´ par un mode`le parame´-
trique de faible complexite´. Le proble`me devient alors sur-contraint, davantage robuste
aux ambigu¨ıte´s locales, aux occultations, au bruit, etc. C’est l’objet de la sous-section
suivante.
2.1.2 Les mode`les parame´triques
Nous avons vu dans le chapitre pre´ce´dent qu’une couche est de´finie par une re´gion
posse´dant le meˆme mouvement parame´trique. On peut notamment citer ceux-ci :
– le mode`le constant : toute la re´gion est re´gie par le meˆme mouvement de translation
→
v (x, y) = (a1, a2)
T ;
– le mode`le affine : introduit dans le chapitre pre´ce´dent, il permet de repre´senter
les mouvements de translation, de rotation et d’expansion/contraction
→
v (x, y) =
(a1 + a2x+ a3y, a4 + a5x+ a6y)
T ;
– le mode`le quadratique : il permet de repre´senter tous les mouvements complexes de
came´ra via 8 ou 12 parame`tres. A 8 parame`tres, nous avons :
→
v (x, y) = (a1 + a2x+ a3y + a7x
2 + a8xy, a4 + a5x+ a6y + a7xy + a8y
2)T ;
– le mode`le projectif : introduit dans le chapitre pre´ce´dent, il permet de repre´senter
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les mouvements des projete´s des plans 3D de l’espace dans le plan image :
→
v (x, y) =
(
a1x+ a2y + a3
a7x+ a8y + 1
− x, a4x+ a5y + a6
a7x+ a8y + 1
− y
)T
(2.2)
Le mode`le affine est un bon compromis de complexite´ : il est simple et rapide a` estimer via
des me´thodes ite´ratives tout en repre´sentant une large cate´gorie de mouvements. Le risque
de tomber dans un minima local lors de l’estimation est re´duit. Le mode`le quadratique
permet de repre´senter des mouvements complexes mais, du fait de ses termes au carre´, le
processus d’estimation est plus difficile a` controˆler et tombe fre´quemment dans un minima
local.
Certains types de mouvement ne sont pas repre´sentables par de tels mode`les parame´-
triques d’ordre limite´. Les mouvements 2D plus complexes que ceux projectifs ou affines
peuvent alors eˆtre mode´lise´s via l’utilisation de bases B = {bj(x)}Jj=1 dans le cadre de la
re´gression, de sorte qu’un vecteur vitesse s’e´crit comme suit [57] :
→
v (x) =
J∑
j=1
cjbj(x) (2.3)
ou` cj sont les coordonne´es du flot optique dans B qui doivent alors eˆtre de´termine´es (d’une
fac¸on similaire a` l’extraction des parame`tres d’un mode`le parame´trique affine). La base
B est pre´alablement apprise sur de pre´ce´dentes se´quences vide´os analyse´es. L’Analyse en
Composantes Principales (ACP) est utilise´e avec succe`s par Fleet et al. [57] sur les se´-
quences d’apprentissage, ame´liorant la qualite´ de l’estimation de mouvements complexes.
2.1.3 Conclusion
Le mode`le parame´trique a e´te´ retenu pour mode´liser le mouvement propre a` une re´gion.
Nous voyons maintenant en de´tail deux approches diffe´rentes pour estimer le mouvement
parame´trique d’une re´gion :
1. via les points d’inte´reˆts que l’on met en correspondance d’une image a` l’autre permet-
tant d’en de´duire le mouvement. Nous verrons que la premie`re approche ne ne´cessite
pas d’initialisation particulie`re et permet de prendre en compte les mouvements de
forte amplitude d’une image a` l’autre. Elle est utilise´e pour l’initialisation de
l’extraction des couches ;
2. via une approche ite´rative pour de´terminer les parame`tres du mode`le de mouvement.
Si l’initialisation n’est pas trop e´loigne´e de la solution optimale1, cette approche
permet d’obtenir une estimation du mouvement pre´cise et robuste aux re´gions ne
ve´rifiant pas l’hypothe`se de luminosite´ constante (Eq. (2.1)), notamment celles su-
jettes aux occultations, au bruit et aux de´formations de forme. Elle est utilise´e
pour raffiner l’estimation du mouvement durant l’extraction des couches.
1i.e. suffisamment proche pour ne pas tomber dans un minima local.
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2.2 Estimation via les points d’inte´reˆt
Si les mouvements entre deux images deviennent importants, le risque de tomber dans
un minimum local via les me´thodes ite´ratives standards (aussi pre´cises soient-elles) devient
lui aussi important avec une initialisation trop e´loigne´e du minimum global (si l’on pose
par exemple Tinit = ~0, le mouvement nul).
On pre´sente une me´thode d’estimation qui s’appuie sur l’appariement des points d’inte´-
reˆts sur toute l’image permettant d’obtenir une estimation du mouvement T assez proche
de la solution optimale sans initialisation particulie`re. Elle s’attache a` extraire les points
d’inte´reˆts dans une image et a` en analyser le voisinage afin de les identifier de fac¸on fiable
via des descripteurs. Ils sont alors suivis d’une image a` l’autre afin d’en de´terminer le
mouvement. La me´thode d’estimation se de´roule comme suit :
1. on extrait les points d’inte´reˆts et leurs descripteurs sur toutes les images ;
2. on cherche leurs correspondances d’une image a` l’autre ;
3. a` partir des couples de correspondances, on de´termine directement le mouvement
propre pour une re´gion conside´re´e.
2.2.1 Points d’inte´reˆts
Il existe une large varie´te´ de points d’inte´reˆts dans la litte´rature, on pourra se re´fe´rer a`
l’e´tat de l’art [94]. Ne´anmoins, deux types de points d’inte´reˆts comple´mentaires et parmi
les plus populaires ont e´te´ retenus et sont pre´sente´s : les points de Harris-Laplace et les
points dits « DoG » (Differences of Gaussians).
Points de Harris
Les points dits de Harris, dont le de´tecteur fut de´veloppe´ par Harris et Stephens en
1988 [65], sont les points d’inte´reˆts les plus populaires. On recherche les points situe´s aux
coins, i.e. a` l’intersection de deux coˆte´s (ou un point isole´, ou l’extre´mite´ d’un segment).
On pre´sente ici le principe : en un point x donne´ et une direction n donne´e, le gradient
local a pour valeur :
Cn =
|∇I(x) · n|
‖n‖ (2.4)
En faisant tourner n, on obtient l’ensemble des valeurs Cn du gradient dans toutes les
directions. Si l’ensemble de ces valeurs Cn a un minimum et un maximum e´leve´s, i.e. le
gradient est e´leve´ dans toutes les directions, on est alors en pre´sence d’un point d’inte´reˆt.
Calculer toutes ces valeurs est prohibitif, on fait appel a` la proprie´te´ alge´brique suivante :
on pose
C2n =
nT∇I∇ITn
nTn
(2.5)
avec :
∇I∇IT = A =

(
∂I
∂x
)2 (
∂I
∂x
)(
∂I
∂y
)
(
∂I
∂x
)(
∂I
∂y
) (
∂I
∂y
)2
 (2.6)
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On a alors :
C2n =
nTAn
nTn
(2.7)
qui est un quotient de Rayleigh, encadre´ par les deux valeurs propres de A :
λ1 ≤ n
TAn
nTn
≤ λ2 (2.8)
Ainsi, on peut en de´duire trois cas :
1. si λ1 ≈ 0 et λ2 ≈ 0, le gradient est faible dans toutes les directions, le pixel x n’est
pas un point d’inte´reˆt ;
2. si λ1 ≈ 0 et λ2 À 0, le pixel x appartient au bord d’une re´gion ;
3. si λ1 À 0 et λ2 À 0, on est en pre´sence d’un coin.
On utilise alors la fonction f(A) = λ1λ2 − κ(trace A)2 qui indique la caracte´ristique du
point. Le parame`tre κ permet de re´gler l’influence des bords par rapport a` celle des coins.
Harris conseille de re´gler ce parame`tre a` 0.04. Pour calculer les deux valeurs propres, on
s’appuie sur le polynoˆme caracte´ristique de la matrice A :
φ(A) = det(λId− A) = λ2 − trace (A)λ+ det(A) (2.9)
dont les racines λ1 et λ2 sont les valeurs propres de A. On peut aise´ment voir que
λ1λ2 = detA et que λ1 + λ2 = trace (A).
Ainsi, si la fonction f(A) = λ1λ2−κ(trace A)2 de´passe un seuil S fixe´ par l’utilisateur
selon le contexte, on est en pre´sence d’un point d’inte´reˆt.
Points de Harris-Laplace invariants par transformation affine
Le de´tecteur de Harris-Laplace (travaux de Schmid et Mikolajczyk [93]) e´tend le de´-
tecteur de Harris en l’appliquant a` diverses e´chelles puis en se´lectionnant certains points
caracte´ristiques dans l’espace d’e´chelle avec l’ope´rateur de Laplace. Via une estimation
affine optimale sur le voisinage des points de´tecte´s, on obtient des points d’inte´reˆts inde´-
pendants du point de vue [94]. Nous utilisons le programme IPLD (Interest Point Detectors
- Local Descriptors) de´veloppe´ par Dorko 1 qui imple´mente ces de´tecteurs. La figure 2.2
montre les re´sultats sur l’une de nos se´quences.
Points d’inte´reˆts « DoG »
En 2004, Lowe propose une approche qui s’appuie sur les diffe´rences de gaussien-
nes [89]. Les positions des points d’inte´reˆts sont les maxima locaux des images filtre´es par
diffe´rences de gaussiennes (DoG) :
DoG(x, σ) = G(x, σ)−G(x, ρσ) (2.10)
ou` ρ > 1, typiquement, ρ = 2
1
4 ou 2
1
3 . Ge´ne´ralement, ces points d’inte´reˆts ne sont pas
situe´s sur les bords mais aux centres des blobs caracte´ristiques (voir figure 2.3). Afin
1disponible a` l’url : http://lear.inrialpes.fr/people/dorko/downloads.html.
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Figure 2.2 – Points de Harris-Laplace pour 4 images de la se´quence. Chaque cercle
indique le centre du point d’inte´reˆt et son e´chelle.
Figure 2.3 – Points obtenus via les Diffe´rences de Gaussiennes (DoG) pour 4 images de
la se´quence. Chaque cercle indique le centre du point d’inte´reˆt et son e´chelle.
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d’obtenir suffisamment de points d’inte´reˆts, on couple cette me´thode avec l’extraction
des points de Harris-Laplace (qui sont distincts des points DoG par leur nature). On
obtient environ 200 a` 500 points par image de taille 300*200 environ, ce qui nous garantit
suffisamment de points pour estimer de fac¸on fiable le mouvement de toutes les re´gions
distinctes de chaque image.
2.2.2 Appariements
Soient L1 = (x1, · · ·xn) et L2 = (x′1, · · ·x′n′) les points d’inte´reˆts des deux images I1 et
I2 (au nombre de n et n
′). Il s’agit ici de de´terminer, pour chaque point de L1, quel est le
point e´quivalent 1 dans L2 correspondant au meˆme objet ou a` la meˆme re´gion. Le point de
L2 maximisant le score de corre´lation (nous verrons divers crite`res de corre´lation ci-apre`s)
avec le point de L1 conside´re´ est apparie´. Comme il est possible qu’un point de I1 n’ait
pas de correspondant dans I2, la recherche de celui-ci donne au final un mauvais score
d’appariement : si, pour un point donne´ de L1, le meilleur score d’appariement est mauvais,
on le supprime. Dans le cas contraire, afin de ve´rifier qu’il n’y ait pas d’ambigu¨ıte´ avec
un autre point de L2, on compare le score d’appariement avec le second meilleur score :
si celui-ci est trop proche du meilleur, on le supprime.
Corre´lation croise´e
On de´finit ici la corre´lation croise´e, souvent utilise´e pour comparer deux voisinages
autour des points xi et x
′
i :
Corr(xi,x
′
i) =
∑
y∈Vx
y′∈Vx′
(I(y)− I(x)) · (I ′(y′)− I ′(x′))√∑
y∈Vx(I(y)− I(x))2
∑
y′∈Vx′ (I
′(y′)− I ′(x′))2
(2.11)
ou` Vx est le voisinage local de x (resp. pour Vx′) et I(x) est l’intensite´ moyenne des pixels
appartenant a` Vx. Plus la feneˆtre est grande, moins il y a de risques de mauvais appa-
riements. En contrepartie, le nombre de couples valides de´croˆıt, notamment aux bordures
des objets. A` travers nos expe´rimentations, la feneˆtre 7 × 7 offre le meilleur compromis
entre la quantite´ et la fiabilite´ des couples valides.
SIFT : Scale Invariant Feature Transform
Introduit par Lowe [89], ce descripteur se re´ve`le tre`s efficace pour identifier les couples
de points repre´sentant le meˆme objet d’une image a` une autre. Conceptuellement, le SIFT
s’appuie sur une ide´e issue des neurosciences : certaines expe´riences [50] ont en effet montre´
que les neurones du cortex visuel primaire seraient seulement sensibles a` la fre´quence et
l’orientation du gradient de l’image forme´e sur la re´tine et que les petites variations sur
la position n’ont pas d’influence sur la re´ponse de ces neurones.
L’invariance des descripteurs par rapport a` une petite variation sur la position des
« patterns » s’obtient en subdivisant chaque re´gion d’inte´reˆt en plusieurs petites images
1de meˆme type car les points de Harris-Laplace ne sont pas localise´s de fac¸on identique que les points
DoG.
49
Sec. 2.2. Estimation via les points d’inte´reˆt
dites plan d’orientation. En pratique, on subdivise les re´gions d’inte´reˆts en n × n sous-
re´gions. Chaque plan d’orientation est ensuite repre´sente´ par l’histogramme de l’orienta-
tion des gradients de taille r. Chaque entre´e de l’histogramme est ponde´re´e par la norme
du gradient et une gaussienne de variance e´gale a` 1.5 fois la taille de la feneˆtre utilise´e
(figure 2.4). La taille du vecteur SIFT obtenu est n × n × r. L’invariance par rotation
Figure 2.4 – Construction du vecteur SIFT 2x2x4 : a` gauche, les gradients de l’image, a`
droite les descripteurs associe´s. (Image de Lowe [89])
est obtenue en calculant l’orientation principale pour la re´gion associe´e a` chaque point
d’inte´reˆt. Le descripteur est ensuite calcule´ par rapport a` cette orientation : on prend la
repre´sentation de l’image a` l’e´chelle la plus proche de celle du point d’inte´reˆt conside´re´
et on calcule l’histogramme de l’orientation du gradient dans la re´gion d’inte´reˆt. Chaque
e´chantillon est ponde´re´ par la norme du gradient et une gaussienne de variance e´gale a` 1, 5
fois l’e´chelle du point. L’orientation principale est donne´e par le pic dans cet histogramme.
Enfin, l’invariance par changement d’illumination est obtenue en normalisant le vecteur
SIFT obtenu.
On obtient usuellement un vecteur de dimension 128 (avec n = 8 et r = 16) invariant
par changement d’e´chelle et d’illumination, de rotation et de translation. Si la discrimi-
nation se re´ve`le ge´ne´ralement performante, de nombreux couples de points situe´s pre`s des
bordures des objets sont rejete´s (descripteurs trop distincts). Cela est duˆ a` la large feneˆtre
sur laquelle les descripteurs ont e´te´ calcule´s. Pre´cisons enfin que la comparaison de deux
descripteurs fait appel a` la distance euclidienne ou a` la distance de Mahalanobis.
Nous avons utilise´ ce descripteur a` l’instar de la corre´lation croise´e car il fournit da-
vantage de couples fiables. Au final, pour chaque paire d’images, on obtient entre 20 et
100 couples de points selon l’e´loignement temporel des images, ce qui est ge´ne´ralement
suffisant pour estimer correctement le mouvement de fac¸on pre´cise et robuste.
L’annexe A de´crit comment de´terminer les parame`tres des mode`les affines et projectifs
a` partir de l’ensemble des couples de points.
2.2.3 Initialisation de l’algorithme d’extraction de couches
Cette sous-section pre´sente comment notre algorithme d’extraction de couches est
initialise´ en estimant d’abord les mouvements propres a` chaque couche. Nous conside´rons
ici que le nombre n de couches est connu.
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Initialiser les n mode`les de mouvement plutoˆt que les re´gions s’est re´ve´le´ plus fiable,
plus rapide et plus simple a` parame´trer : il s’agit de de´terminer, pour chaque point d’in-
te´reˆt extrait, sa couche correspondante en s’appuyant sur le crite`re de mouvement. Ne
connaissant, ni la couche correspondante a` un point d’inte´reˆt, ni le mouvement de chaque
couche, on fait appel au K-Means qui alterne entre ces deux e´tapes suivantes :
1. chaque point d’inte´reˆt x (de vecteur vitesse ~vx) est associe´ a` la classe/couche la
plus vraisemblable (en terme de mouvement), i.e. la couche li (i ∈ [1, n]) telle que
l’erreur e lie´e au mouvement :
e = |Ti(x)− (x+ ~vx)| (2.12)
soit la plus faible ;
2. le mouvement « moyen »1 propre a` chaque classe/couche est estime´ a` partir des
points d’inte´reˆt qui lui ont e´te´ associe´s (l’annexe A de´crit l’estimation). On retourne
alors a` l’e´tape 1 pour raffiner les affectations des points d’inte´reˆt avec les nouveaux
mouvements « moyens » propres a` chaque couche.
Ce processus continue tant qu’il y a des points d’inte´reˆt qui ont vu leur affectation changer
a` l’e´tape 2. L’initialisation de ce processus est ale´atoire (chaque point d’inte´reˆt est associe´
a` une classe ale´atoirement) et on ite`re alors les deux e´tapes du K-Means (en commenc¸ant
directement a` l’e´tape 2) jusqu’a` convergence. Progressivement, les points d’inte´reˆts, en
majeure partie mal classe´s a` l’initialisation (car ale´atoire), seront a priori correctement
associe´s a` leur classe/couche la plus vraisemblable.
Le re´sultat du processus e´tant de´pendant de l’initialisation, on l’exe´cute plusieurs
dizaines de fois avec, a` chaque fois, une nouvelle initialisation ale´atoire et on conserve la
meilleure convergence.
Il arrive que certains points d’inte´reˆt aient un mouvement mal estime´ (en ge´ne´ral duˆ
a` un mauvais appariemment) et qu’une (ou plusieurs) classe leur soit de´die´e. En conse´-
quence, deux couches se voient attribuer la meˆme classe. On de´tecte facilement une telle
situation car une des classes (ou plusieurs) :
– est alors constitue´e d’un faible nombre de points d’inte´reˆt ;
– posse`de un mouvement aberrant.
Il suffit alors de filtrer les points d’inte´reˆt qui y appartiennent et on relance le processus.
Nous lanc¸ons cette initialisation sur la se´quence Croisement (figure 2.5) en conside´rant
3 classes/couches : hormis quelques points d’inte´reˆt isole´s, la grande majorite´ est correc-
tement classe´e dans les couches correspondantes. Les mouvements estime´s sont corrects
permettant d’initialiser sans proble`me le processus d’estimation de couches.
La figure 2.6 montre un autre exemple d’initialisation sur la se´quence Carmap (on
fixe a` 3 le nombre de classes/couches). Seules ces deux premie`res images ont donne´ des
re´sultats exploitables, la voiture e´tant trop occulte´e dans les images suivantes. On constate
davantage de points mal classe´s, notamment au pied de la pancarte (ou` les mouvement
de l’arrie`re-plan et la pancarte sont tre`s similaires), sans nuire cependant a` la qualite´ de
l’estimation du mouvement de chaque couche.
La figure 2.7 montre un cas d’initialisation moins e´vident sur la se´quence Calendar en
raison de la boule rouge : son mouvement est proche de celui de locomotive (elle tourne
1Le mouvement « moyen » est ici mode´lise´ par un mode`le projectif ou affine.
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Image 1 Image 2
Image 3 Image 4
Image 5 Image 6
Image 7 Image 8
Figure 2.5 – Points d’inte´reˆt extraits, apparie´s avec les points de l’image suivante et
classe´s dans leur couche la plus vraisemblable en terme de mouvement (sur les images 1
a` 8). Chaque couleur repre´sente une couche.
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Image 1 Image 2
Figure 2.6 – Points d’inte´reˆt extraits, apparie´s avec les points de l’image suivante et
classe´s dans leur couche la plus vraisemblable en terme de mouvement.
sur elle-meˆme) et surtout, elle est peu texture´e. Par conse´quent, un faible nombre de
points d’inte´reˆt est extrait (ge´ne´ralement 4) ce qui est insuffisant dans le cadre de notre
me´thode pour en constituer une classe a` part (a` titre comparatif, les autres couches ont
ge´ne´ralement respectivement 100, 50 et 250 points d’inte´reˆt chacune).
La figure 2.8 montre un dernier exemple d’initialisation sur la se´quence Mash ou` l’on
conside`re 2 couches qui sont identifie´es avec succe`s.
2.3 Me´thode ite´rative pour l’estimation des mode`les
parame´triques : raffinement des parame`tres
La me´thode de´crite pre´cedemment permet d’initialiser le processus d’extraction de
couches en fournissant les mouvements propres a` chaque couche, notamment lorsque ceux-
ci ont une forte amplitude d’une image a` l’autre. Cette approche ne permet pas cependant
d’en obtenir une estimation tre`s fine. Cette section propose ainsi une autre me´thode,
ite´rative et robuste, qui raffine les parame`tres des mouvements en vue d’obtenir une
segmentation en couches plus pre´cise. Celle-ci est ainsi utilise´e apre`s chaque nouvelle
segmentation en couches.
On conside`re ici une re´gion qui a un mouvement parame´trique propre. Pour estimer
le mouvement, on conside`re usuellement l’hypothe`se de luminosite´ constante d’une image
a` l’autre [68]. Sous une telle hypothe`se (surfaces Lambertiennes et non sujettes a` des
changement d’illumination globale), l’apparence de la projection 2D de la meˆme surface
3D reste constante dans le temps. Ainsi, si l’on conside`re le mouvement parame´trique T
au pixel x = (x, y), on ve´rifie alors la condition suivante :
I t(x) ≈ I t+1(T (x)) (2.13)
On peut alors de´finir le re´sidu total duˆ au mouvement (dans l’espace couleurs 3D ou
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Image 1 Image 2 Image 3
Image 4 Image 5 Image 6
Figure 2.7 – Points d’inte´reˆt extraits, apparie´s avec les points de l’image suivante et
classe´s dans leur couche la plus vraisemblable en terme de mouvement (pour la clarte´
des re´sultats, les couleurs de la se´quence originale sont enleve´es mais l’espace RGB est
conside´re´ pour extraire et apparier les points d’inte´reˆt).
Figure 2.8 – Points d’inte´reˆt extraits sur deux images de la se´quence Mash (se´quence
issue du film noir et blanc Mash).
54
Chap. 2. Estimation du mouvement
niveaux de gris) pour la re´gion Si :
E(T ) =
∫
Si
∥∥I t(x)− I t+1(T (x))∥∥2 dx (2.14)
On pre´sente le processus ite´ratif de l’estimation des parame`tres du mode`le affine.
2.3.1 Estimation du mouvement affine
Elle consiste a` de´terminer les six parame`tres du mode`le T . Pour simplifier ici l’e´criture
des e´quations, on note A le de´placement relatif du pixel x par T comme suit :
T (u, v) =
(
u
v
)
+
(
a1 · u+ a2 · v + a3
a4 · u+ a5 · v + a6
)
T (x) = x + A(x)
(2.15)
Cette e´tape e´tant critique pour obtenir une segmentation satisfaisante, nous de´taillons
ici le processus d’estimation de mouvement utilise´ pour une re´gion donne´e. Pour de´ter-
miner les parame`tres du mode`le affine qui minimisent la fonction de´finie dans Eq. (2.14),
on montre qu’une estimation directe via une approche line´aire est possible mais n’est pas
satisfaisante lorsque les mouvements ont une forte amplitude. Nous exposons alors le pro-
cessus ite´ratif utilise´ pour raffiner les parame`tres du mouvement de`s lors que ceux-ci sont
suffisamment proches de leurs valeurs re´elles.
Estimation directe ?
On peut obtenir une estimation directe des parame`tres du mode`le affine A en utilisant
la forme line´aire de premier ordre de la contrainte locale du flot optique que l’on adapte
au cas du mode`le affine :
A(x) · ∇I t(x) + ∂
∂t
I t(x) = 0 (2.16)
ou` ∇I t est le gradient spatial de l’image a` l’instant t et ∂
∂t
I t le gradient temporel. Pour
une re´gion Si donne´e, on cherche alors a` minimiser la fonction de couˆt correspondante :
E(A) =
∫
Si
∥∥A(x) · ∇I t(x) + I t+1(x)− I t(x)∥∥2 dx (2.17)
via une me´thode line´aire standard mais qui est incapable de prendre en compte cor-
rectement les larges de´placements entre deux images successives. Tel qu’il l’est souligne´
dans [103], la line´arisation induit des erreurs d’approximation que l’on peut mesurer. Si
l’on note
→
v (x) le flot the´orique, vˆ(x) le flot approxime´ par la line´arisation et d =
→
v (x),
on peut de´montrer, dans le cas unidimensionnel, que :
|d− vˆ(x)| ≤ d
2 · ∇2I(x)
2 · ∇I(x) +O(d
3) (2.18)
Ainsi, la pre´cision de l’estimation est majore´e par l’amplitude et par ∇2I/∇I. On peut
conside´rer qu’a` partir d’une amplitude de mouvement supe´rieure a` 1 pixel, la pre´cision
devient insuffisante. Pour contourner cette limitation, on conside`re le processus ite´ratif
de´crit ci-apre`s.
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Raffinements successifs de l’estimation
On s’appuie sur la me´thode de´crite par Odobez et Bouthe´my dans [98] : a` chaque
ite´ration, connaissant l’estimation courante A des parame`tres du mode`le, on estime ∆A
de sorte a` minimiser l’erreur re´siduelle suivante :
E(∆A) =
∫
Si
∥∥I t(x)− I t+1(x+A(x)) − ∆A∇I t+1(x+A(x))∥∥2 dx (2.19)
dont la minimisation est directe en utilisant les me´thodes line´aires classiques. L’annexe B
de´taille ce processus.
2.3.2 Estimation de la transformation projective
La me´thode d’estimation reprend celle pre´sente´e par Szeliski dans [124]. On conside`re
ici deux images I t et I t+1, une re´gion Sti et son mouvement projectif P de´fini par les para-
me`tres H = (h1 · · ·h8). En posant x = (u, v), on de´finit la fonction T (u, v) = P(u, v;H)
de R2 dans R2 :
(u, v) 7−→ (u′, v′)

u′ =
h1u+ h2v + h3
h7u+ h8v + 1
v′ =
h4u+ h5v + h6
h7u+ h8v + 1
(2.20)
Pour une re´gion Sti donne´e, on estime les 8 parame`tres de l’homographie P de sorte a`
minimiser l’erreur re´siduelle E des projections des points de la re´gion Si entre l’image I t
et I t+1 :
E(H) =
∑
x∈Si
∥∥I t(x)− I t+1(H(x;H))∥∥2 (2.21)
La minimisation de cette e´nergie non line´aire en H est ite´rative : on part d’une estimation
initiale H0 que l’on raffine par estimations successives.
Me´thode ite´rative
On pose H = Hk + ∆H, ou` Hk est l’estimation courante de H. On cherche alors a`
estimer ∆H qui minimise l’e´nergie :
E(∆H) =
∑
x∈Si
∥∥I t(x)− I t+1(P(x;Hk +∆H))∥∥2 (2.22)
Une solution est de´termine´e via un de´veloppement limite´ de Taylor de premier degre´
autour de ∆H nous ramenant a` un proble`me classique des moindres carre´s. Cette solution
e´tant encore une approximation de la solution optimale, on ite`re le meˆme processus jusqu’a`
convergence. L’annexe B de´taille la me´thode.
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2.3.3 Lissage temporel des parame`tres
Dans les re´gions faiblement texture´es ou pre´sentant des ambigu¨ıte´s de mouvement, les
contraintes d’intensite´ sont insuffisantes pour estimer correctement leurs mouvements. On
encapsule alors l’estimation du mouvement dans un cadre multi-images : le mouvement est
simultane´ment estime´ pour tous les couples d’images de la se´quence avec des contraintes
temporelles. On re´e´crit la fonctionnelle a` minimiser comme suit :
E(H) =
∑
x∈Si
∥∥I t(x)− I t+1(H(x;H))∥∥2︸ ︷︷ ︸
attache aux donne´es
+ α · ‖∇tH‖2︸ ︷︷ ︸
terme de lissage
(2.23)
ou` ∇tH est le gradient temporel de H (d’une image a` l’autre) et α, le parame`tre re´glant
l’influence du lissage. En version explicite, cela revient a` additionner le laplacien temporel
∆tH de H a` ∆H :
∆H = (ATA)−1ATY +
α
2
∆tH (2.24)
ou` α est divise´ par 2 afin de garantir la stabilite´ du sche´ma de discre´tisation, tel qu’il
est pre´conise´ et de´montre´ par Weickert dans [140]. La me´thode reste la meˆme que ce soit
pour le mode`le affine ou projectif.
Nous observons une meilleure stabilite´ dans les mouvements d’une image a` l’autre
notamment pour les mouvements de grande amplitude et lorsque les couches sont soumises
a` des occultations partielles. Cependant, le sche´ma explicite de´crit ci-dessus ne permet
pas de re´gler le parame`tre α a` une valeur e´leve´e (> 1) et ralentit donc la convergence si
l’on veut accentuer le lissage.
2.3.4 Augmentation de la robustesse des estimations
Si ces me´thodes incre´mentales ame´liorent le processus d’estimation, elles sont tou-
jours biaise´es par la pre´sence de pixels aberrants (occultations, luminosite´ localement non
constante d’une image a` l’autre, etc.) ou par la pre´sence de plusieurs mouvements inde´pen-
dants. L’ide´e consiste a` re´duire l’influence de ces pixels dans le processus d’estimation. On
utilise a` cette fin un estimateur robuste qui assigne des poids aux contraintes associe´es a`
chaque pixel. Ces poids de´pendent des erreurs re´siduelles r(x) de fac¸on disproportionnelle,
permettant de re´duire l’influence des pixels aberrants1.
Nous avons choisi le M-estimateur robuste ρ dit de Tukey. L’e´nergie a` optimiser s’e´crit
alors (sans les termes de lissage temporel pour des raisons de clarte´) :
E(T ) =
∫
Si
ρ
(∥∥I t(x)− I t+1(T (x))∥∥2) dx (2.25)
On de´finit ici cet estimateur via sa de´rive´e ψ(x), aussi appele´e la fonction d’influence [98] :
ψ(x) =
{
x(Kσ
2 − x2)2 si |x| < Kσ
0 sinon
(2.26)
1Par la meˆme occasion, seul le mouvement dominant de la re´gion conside´re´e est re´ellement estime´.
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ou` Kσ caracte´rise la forme de la fonction robuste. La figure 2.9 illustre la forme de ces
deux fonctions. Ces poids, note´s we(x), sont estime´s comme suit [98] :
we(x) =
ψ(r(x))
r(x)
(2.27)
et les re´solutions par moindres carre´s s’e´crivent alors, pour le mode`le affine :
E(∆A) =
∫
Si
we(x)
∥∥I t(x)− I t+1(T (x)) − ∆A∇I t+1(T (x))∥∥2 dx (2.28)
et pour le mode`le projectif :
E(∆H) =
∑
xi∈Si
we(xi) ‖A(xi)∆H − Y (xi)‖2 (2.29)
Figure 2.9 – Estimateur de Tukey ρ (a` gauche) et sa de´rive´e (fonction d’influence) ψ (a`
droite)
2.4 Re´sultats et discussions
Nous discutons ici de la qualite´ de l’estimation du mouvement pour chaque situation
rencontre´e, selon la me´thode employe´e et la qualite´ de la segmentation en re´gions (optimale
ou imparfaite). On se focalise sur quatre crite`res d’appre´ciation :
– la pre´cision de l’estimation ;
– la robustesse face aux minima locaux et a` une initialisation e´loigne´e du mouvement
exact ;
– la robustesse face au bruit et aux mouvements secondaires, ces derniers e´tant no-
tamment dus a` des supports de re´gions mal estime´s (fre´quents lors des premie`res
ite´rations du processus d’extraction de couches) ;
– la rapidite´ algorithmique.
La pre´cision et la robustesse des mouvements sont estime´es en analysant le de´place-
ment de certains points se´lectionne´s tout au long de la se´quence. Ainsi, la moindre erreur
58
Chap. 2. Estimation du mouvement
d’estimation du mouvement se propage et s’accroˆıt d’image en image. Sur la figure 2.10,
nous montrons l’e´volution temporelle d’image en image de huit points que nous avons
se´lectionne´s (dans la premie`re image seulement). Sur les images 2, 3, 4, · · · , les positions
des points sont uniquement calcule´es a` partir de leurs mouvements depuis l’image 1. Ces
mouvements sont les compose´es des mouvements que nous avons estime´s entre chaque
image interme´diaire. Par exemple, pour l’image 6, les positions des points sont les compo-
se´es des mouvements entre les images 1→ 2, 2→ 3, · · · et 5→ 6. Nous pouvons constater
deux choses :
1. pour la couche de l’arrie`re-plan et de la pancarte, le mouvement est bien estime´
puisque l’on observe aucune de´rive dans le temps, preuve que l’estimation est pre´cise ;
2. pour la couche de la voiture, le mouvement est correctement estime´ pour les pre-
mie`res images mais on observe une de´rive dans les dernie`res images. L’occultation
quasi totale de la voiture fausse l’estimation malgre´ le lissage. De surcroˆıt, le mouve-
ment d’expansion de la couche est incorrectement repre´sente´ par le mode`le projectif
et aggrave rapidement la moindre erreur d’estimation. Ne´anmoins, le re´sultat est sa-
tisfaisant au regard des difficulte´s propres a` la se´quence. Nos expe´riences ont montre´
que, sur des intervalles d’images restreints (infe´rieurs a` 10 images), aucune de´rive
lie´e au mouvement n’est constate´e.
Nous effectuons la meˆme analyse pour le mouvement inverse (figure 2.11) : on se´lec-
tionne 6 points de la dernie`re image puis on suit leur e´volution vers les images pre´ce´dentes.
On finit l’analyse avec la se´quence Croisement (figure 2.12) : nous constatons les meˆmes
proportions de de´rive au fil des images pour les couches proches de la came´ra. On voit
ici les limites des mode`les projectifs lorsque les objets sont proches de la came´ra et non
planaires (les portie`res et le toit du ve´hicule ont des mouvements distincts). Cependant,
si l’on conside`re un intervalle restreint (infe´rieur a` 5 images), les de´rives sont faibles. Ce
mode`le offre ainsi une pre´cision suffisante pour segmenter correctement les couches (le
chapitre 6 pre´sente les re´sultats de l’extraction des couches).
2.4.1 Conclusion
Nous avons de´fini deux me´thodes d’estimation de mouvements. La premie`re offre une
initialisation efficace et fonctionnelle via l’appariemment des points d’inte´reˆts. Elle per-
met de de´marrer le processus d’extraction de couches de fac¸on pre´visible et d’offrir une
initialisation de bonne qualite´ pour l’estimation des mouvements des couches.
Nous avons aussi de´veloppe´ une seconde me´thode, ite´rative, qui permet une estimation
des mouvements plus pre´cise et tre`s satisfaisante pour la segmentation en couches et
l’utilisation des contraintes temporelles, indispensable a` l’obtention de bons re´sultats de
segmentation.
Nous allons maintenant de´tailler le processus de segmentation en couches et exposer
notre me´thode d’extraction des parties visibles et cache´es.
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Image 1 Image 6
Image 29 Image 33
Figure 2.10 – Qualite´ des mouvements estime´s sur la se´quence Carmap : on analyse
l’e´volution de 8 points se´lectionne´s (uniquement dans la premie`re image) tout au long de
la se´quence dont leurs mouvements sont estime´s d’image en image. Nous dessinons ces
points sous la forme d’un point entoure´ d’un cercle blanc. Sur les images 6, 29 et 33,
les positions des points sont uniquement calcule´es a` partir de leurs mouvements depuis
l’image 1.
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Image 33 Image 29
Image 6 Image 1
Figure 2.11 – Qualite´ du mouvement inverse estime´ sur la se´quence Carmap : on analyse
l’e´volution de 6 points se´lectionne´s (uniquement dans la dernie`re image) tout au long de
la se´quence dont leur mouvement est estime´ d’image en image (en sens inverse).
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Image 5 Image 8
Image 13 Image 17
Figure 2.12 – Qualite´ du mouvement estime´ sur la se´quence Croisement : on analyse
l’e´volution de 8 points se´lectionne´s (uniquement dans l’image 5) tout au long de la se´quence
dont leur mouvement est estime´ d’image en image.
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Segmentation
On aborde ici le cœur de la the`se : la segmentation de la se´quence vide´o a` partir
des mode`les de mouvements propres a` chaque couche. Elle doit eˆtre pre´cise, robuste face
aux occultations et aux aberrations ponctuelles, temporellement cohe´rente, souple face
aux erreurs d’estimation de mouvements et rapide1. Ces travaux ont fait l’objet d’une
publication a` la confe´rence ICPR [44], d’un rapport technique [45] et d’une soumission a`
un journal.
Comme annonce´ en introduction du me´moire, notre algorithme de segmentation en
couches extrait aussi leurs parties cache´es de fac¸on explicite mais cette extension est
pre´sente´e et de´taille´e seulement dans le chapitre qui suivra (chapitre 4), ceci afin d’e´viter
d’introduire trop de concepts simultane´ment qui auraient pu nuire a` la clarte´ globale du
propos. A` travers ce pre´sent chapitre, on s’inte´resse ainsi uniquement a` la segmentation
des parties visibles des couches.
La segmentation prend ici la forme d’une classification des pixels a` telle ou telle couche.
Pour les T images, les n couches et les T tv (v ∈ [1, n], t ∈ [1, T ]) mode`les de mouvement
donne´s, on conside`re maintenant le proble`me d’e´tiquetage qui consiste a` de´terminer la
fonction :
L : (x, t) 7→ ltx ∈ L (3.1)
1de grosses quantite´s de donne´es sont en effet en jeu !
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qui associe a` chaque pixel x sa couche lx. On pose le proble`me dans un cadre variationnel et
nous de´finissons une e´nergie que la fonction L doit minimiser. Nous verrons en chapitre 5
sur l’optimisation de cette e´nergie comment cette dernie`re est convertie dans un cadre
discret combinatoire : le cadre des MRF (Markov Random Field).
Notons que nous conside´rons a` ce stade un nombre constant de couches tout au long
de la se´quence (cette contrainte pouvant eˆtre relaˆche´e via des me´thodes approprie´es).
Les couches e´tant principalement de´finies par leur mouvement propre, on s’inte´resse tout
particulie`rement au crite`re du mouvement, qui se doit d’eˆtre suffisamment discriminant
d’une couche a` l’autre, robuste aux occultations et aux impre´cisions du mouvement para-
me´trique.
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3.1 E´nergie lie´e au mouvement
Une large part de ce chapitre est accorde´e a` ce crite`re, c’est le pilier de la segmentation.
Le crite`re de mouvement que nous avons retenu est d’abord pre´sente´ en de´tail puis on
pre´sente les autres crite`res e´tudie´s au cours de la the`se ainsi que leurs influences sur les
re´sultats.
3.1.1 Le crite`re
L’e´nergie du mouvement s’appuie sur les parties visibles des couches (nous verrons
dans le chapitre suivant que les parties cache´es des couches n’interviennent pas dans ce
crite`re). On de´finit le re´sidu forward rv(x) lie´ au mouvement Tv pour le pixel x comme
suit :
rtv(x) =
∥∥I t(x)− I t+1(T tv (x))∥∥ (3.2)
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Pour re´duire l’influence des forts re´sidus, on applique l’ope´rateur de Heaviside ψ (dans sa
version lisse´e, voir la figure 3.1) :
ψ(rv) = arctan
(
r2v − τ
)
+ pi/2 (3.3)
Figure 3.1 – Courbe de l’ope´rateur de Heaviside lisse´ ψ (avec ici τ = 50).
Le parame`tre τ de´finit ici le seuil critique entre un re´sidu duˆ a` un pixel bien classe´ et
un re´sidu duˆ a` un pixel mal classe´ ou sujet aux occultations. Les valeurs de la fonction
de Heaviside sont encadre´es entre 0 et pi, la valeur pi/2 se´pare ainsi les pixels bien classe´s
des autres. Le seuil τ de´pend du bruit propre a` la se´quence et de l’erreur de mode´lisation
du mouvement dans le cas ou` le mouvement est mal repre´sente´ par un mode`le affine ou
projectif. On re`gle en ge´ne´ral cette valeur entre 50 et 100. Cet ope´rateur se re´ve`le ade´quat
dans ce cadre de la segmentation : c’est un bon compromis entre le « tout et rien » et un
ope´rateur plus re´gulier, par exemple quadratique.
On de´finit alors la fonction de couˆt dI :
dI(lx,x) =
{
ψ
(
rvx (x)
)
si vx ∈ [1, n]
ψindtr si vx = ∅V
(3.4)
ou` le parame`tre ψindtr ajuste le seuil ou` un pixel est classe´ comme inde´fini. L’e´nergie
forward EtFM du mouvement est finalement, a` l’instant t :
EtFM(L) =
∫
Ω
dI(l
t
x,x)dx (3.5)
ou` Ω est le domaine de l’image. Pour augmenter la robustesse face aux occultations,
on conside`re aussi le re´sidu duˆ au mouvement backward et son e´nergie correspondante
EtBM(L) [99]. Elle est de´finie de fac¸on similaire, en conside´rant l’image t − 1 au lieu de
l’image t + 1 et le mouvement inverse (T t−1v )−1 au lieu de T tv . Il y a diverses fac¸ons
de re´unir les termes forward et backward dans l’e´nergie : nous avons choisi de prendre
le minimum des deux re´sidus forward et backward pour nos re´sultats. Ce choix permet
d’e´carter la plupart des difficulte´s dues aux occultations car un pixel sujet a` occultation
dans l’image suivante ne l’est ge´ne´ralement pas avec l’image pre´ce´dente. La sous-section
3.1.3 dresse une e´tude des divers crite`res de mouvement (y compris celui de´crit ici) et de
leurs influences sur les re´sultats. De surcroˆıt, on encapsule ce crite`re dans une pyramide
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temporelle, en conside´rant aussi les re´sidus dus aux mouvements entre l’image t et les
images t+2, t+3, · · · , t−2, t−3, · · · pour relever certaines ambigu¨ıte´s lie´es aux mouvements
de trop faibles amplitudes.
3.1.2 Comment comparer la couleur de 2 pixels ?
Dans l’e´nergie de´crite ci-dessus, on utilise la diffe´rence d’intensite´ entre le pixel x et son
projete´ T (x) dans l’image suivante (son intensite´ est obtenue par interpolation biline´aire
avec ses 3 voisins). Seulement, cela soule`ve plusieurs proble`mes :
1. la surface projete´e d’un pixel (surface ge´ne´ralement rectangulaire) n’est pas ne´ces-
sairement de meˆme nature, le mouvement e´tant affine ou projectif (voir figure 3.2) ;
2. la luminosite´ ou la distribution des couleurs peut changer d’une image a` l’autre pour
un pixel conside´re´ ;
3. le mouvement ne mode´lisant pas totalement le mouvement re´el du pixel conside´re´,
comparer directement les intensite´s des pixels n’est pas ide´al. Cependant, sous l’hy-
pothe`se (globalement admise) que les intensite´s sont localement lisses, le mode`le de
mouvement approximant le mieux le mouvement re´el du pixel donne finalement le
meilleur re´sidu.
(0, 0)
image t image t+ 1
p T (p)
(0, 0)
Figure 3.2 – Projection du pixel p de coordonne´es (2, 2) sur l’image t+ 1 via le mode`le
de mouvement T .
A` la diffe´rence d’intensite´, on a pre´fe´re´ utiliser la corre´lation croise´e (cross-correlation)
qui analyse le voisinage des pixels conside´re´s afin de mesurer leur corre´lation. La corre´la-
tion croise´e normalise´e est comprise entre -1 (corre´lation oppose´e) et 1 (corre´lation totale) :
pour assurer une cohe´rence avec les autres e´quations de re´sidu ou` un re´sidu nul correspond
a` une corre´lation croise´e totale (e´gale a` 1), on de´finit le crite`re de ressemblance d’intensite´
comme suit :
r(x) = 50 · (1− correlation(x)) (3.6)
de sorte que le re´sidu r(x) soit compris entre 0 et 100 (100 indiquant alors une corre´lation
oppose´e, i.e. couleurs oppose´es). Les meilleurs re´sultats ont e´te´ obtenus avec un voisinage
restreint (3× 3) qui fournit un bon compromis entre robustesse et localisation 1. En effet,
1et complexite´ de calculs car la corre´lation croise´e reste couˆteuse en temps machine.
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avec un voisinage supe´rieur (4× 4 ou 5× 5 ou plus), les bordures des objets ne sont plus
nettement extraites (figure 3.6).
3.1.3 Analyse de divers crite`res de mouvement
Nous pre´sentons et e´tudions d’abord le crite`re de mouvement qui a e´te´ utilise´ pour nos
premiers travaux de the`se pour la segmentation en couches [47, 48]. Ce crite`re reprend
celui d’Ayer et Shawney [9] que nous pre´sentons ci-dessous. D’autres crite`res seront e´tudie´s
apre`s.
Crite`re de mouvement d’Ayer et Shawney
Pour une couche li donne´e, de mouvement Ti donne´, ils conside`rent que le re´sidu
ri(x) = ‖I t(x)− I t+1(Ti(x))‖ (3.7)
duˆ au mouvement Ti, propre a` la ie couche, suit une loi normale de parame`tres G(µi, σi).
Par conse´quence, d’apre`s le re´sidu observe´, la probabilite´ P pour un pixel x donne´ appar-
tienne a` la couche li s’e´crit :
P (ri(x)|Ti, σi) = 1√
2piσi
exp
(−ri2(x)
2σi2
)
(3.8)
ou` σi est l’e´cart type du mouvement de chaque couche calcule´ durant l’estimation du
mouvement en utilisant un estimateur robuste [114] :
σi = 1.4826
{
median
x∈Si
|ri(x)|
}
(3.9)
ou` Si est le support de la couche, calcule´ a` l’estimation pre´ce´dente (ou arbitrairement
fixe´ a` l’initialisation par exemple). Maximiser la probabilite´ a posteriori est e´quivalent a`
minimiser l’oppose´ de la log-vraisemblance d’une telle densite´ (pour l’image t). On e´crit
alors le proble`me de la classification en couches sous la forme d’une e´nergie E a` minimiser
par rapport a` L pour tous les pixels de l’image conside´re´e a` l’instant t :
Et(L) = −
∫
Ω
log
[
P
(
rl(x)(x)|Tl(x), σl(x)
)]
dx
=
∫
Ω
(
log
[
σl(x)
]
+
rl(x)
2(x)
2σl(x)2
)
dx (3.10)
Le potentiel le plus faible de cette e´nergie correspond a` un classement L des pixels selon
leurs erreurs re´siduelles.
Discussion concernant σi : la principale diffe´rence avec une simple diffe´-
rence d’intensite´ est la pre´sence du terme de variance propre a` la couche i.
Plus le σi est important, plus la vraisemblabilite´ est grande : ainsi, une couche
dont le mouvement global est mal estime´ a une variance σi assez e´leve´e et par
conse´quent, les futurs points a` classer appartiendront plus vraisemblablement
a` cette couche. Ce qui semble louable a` premie`re vue l’est moins expe´rimen-
talement :
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– une couche comportant beaucoup de points errone´s, mal classe´s va avoir
tendance a` prendre trop d’importance et a` « avaler » les autres couches ;
– il arrive que la variance prenne des proportions trop e´leve´es qu’il s’agit
de filtrer (via un seuil maximum sur la variance par exemple) sous peine
de voir tous les pixels de l’image classe´s vers cette couche.
Ainsi, nume´riquement, il n’est pas e´vident de controˆler ce phe´nome`ne et, a`
travers nos expe´rimentations, on obtient de re´sultats bien plus pre´visibles si
l’on accorde la meˆme importance (c.-a`-d. le meˆme σ) a` chaque couche.
E´tude d’autres crite`res
Nous allons poursuivre ici l’e´tude des divers crite`res de mouvement et de leurs in-
fluences sur la qualite´ du terme de l’attache aux donne´es. Les figures qui illustrent ce
comparatif ont e´te´ obtenues via une classification sans aucun lissage spatial ni temporel
sur une meˆme se´quence Carmap (figure 3.3). Seul le terme lie´ au mouvement est pris en
compte.
Figure 3.3 – Extrait de la se´quence Carmap.
Premie`re se´rie : on e´tudie le crite`re retenu ou` l’on utilise la fonction de Heaviside qui
agit comme un « tout ou rien » (de fac¸on lisse´e) avec la corre´lation croise´e a` l’instar de
la simple diffe´rence d’intensite´. La figure 3.4 montre l’influence du parame`tre τ sur la
classification et ses ambigu¨ıte´s. Chaque pixel est colorie´ de la fac¸on suivante :
– en blanc : lorsque que plusieurs mode`les de mouvement donnent un re´sidu infe´rieur
a` τ (donc le pixel est conside´re´ comme e´tant bien classe´ mais pour plusieurs couches,
signe d’une ambigu¨ıte´) ;
– dans la couleur de la couche correspondant au mode`le de mouvement : lorsqu’un
et un seul mode`le de mouvement a permis d’obtenir un faible re´sidu (et les autres
mode`les de mouvement donnant donc un re´sidu supe´rieur a` τ) ;
– en noir : lorsque aucun mode`le de mouvement donne un re´sidu infe´rieur a` τ , ce qui est
notamment le cas lorsque le pixel est comple`tement occulte´ en forward ou backward
ou lorsque aucun mode`le de mouvement ne permet de repre´senter correctement le
mouvement de la couche (notamment si l’objet se de´forme de fac¸on non affine ou
projective).
On voit notamment que les ambigu¨ıte´s sont tre`s largement pre´sentes sur l’image et
qu’un compromis entre un faible τ (peu d’ambigu¨ıte´s mais plus d’occultations) et un fort
τ (peu d’occultations - il ne reste que les roues de la voiture - et beaucoup d’ambigu¨ıte´s ! ).
On voit ici l’importance des contraintes spatiales et temporelles pour la classification qui,
elles seules, vont relever les ambigu¨ıte´s. Nous verrons aussi en section 3.2 l’introduction
d’un crite`re de statistiques de couleurs sur les couches pour re´soudre ce proble`me.
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τ = 50 τ = 100 τ = 150
Figure 3.4 – Influence du parame`tre τ = 50, 100 et 150 sur le crite`re de mouvement
retenu pour les images 1, 7, 13 et 19 (de haut en bas) de la se´quence carmap ou` il y a 3
couches (bleu, vert et rouge). La couleur blanche indique une ambigu¨ıte´ de classification,
le noir indique qu’aucun mode`le de mouvement ne permet d’obtenir un faible re´sidu
(occultation ou de´formation d’objet), sinon c’est la couleur de la couche correspondante
qui est dessine´e.
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Nous voyons aussi ici que le pied de la pancarte est sujet a` ambigu¨ıte´ (dans l’ide´al,
il devrait eˆtre colorie´ en rouge), ce qui est pre´visible puisqu’il est de couleur uniforme
et que son mouvement est tre`s proche de celui de l’arrie`re-plan : le crite`re choisissant
le minimum entre le mouvement forward et backward nous impose de regarder tre`s loin
temporellement pour relever l’ambigu¨ıte´.
Si l’on ne conside`re que le mouvement forward sans conside´rer le mouvement backward
(comme le font Xiao et Shah [146]), nous obtenons les re´sultats de la figure 3.5 : nous
voyons que la classification du pied de la pancarte n’est plus ambigue¨ (les quelques pixels
classe´s sans ambigu¨ıte´ a` la pancarte suffisent pour obtenir une classification correcte avec
les contraintes spatiales et temporelles) et que la classification est globalement correcte
mais de tre`s nombreux pixels sont classe´s comme e´tant occulte´s, i.e. lx = ∅V (pixels
colorie´s en noir). Nous verrons plus loin dans ce chapitre que les pixels classe´s occulte´s ne
permettent pas de de´finir des contraintes temporelles entre les images pour la classification
des couches. Dans le chapitre 7, nous en discutons en profondeur et esquissons quelques
solutions permettant d’allier les avantages propres a` chaque crite`re.
Une dernie`re se´rie (figure 3.6) illustre l’influence de la corre´lation croise´e sur la qualite´
de la classification, pour deux feneˆtres 3×3 et 5×5, face a` la simple diffe´rence d’intensite´
r(x) = ‖I t(x)− I t+1 (T (x)) ‖.
On observe que ce dernier crite`re cre´e beaucoup d’ambigu¨ıte´s, quelque soit la valeur de
τ . A l’oppose´, la corre´lation croise´e sur une feneˆtre 5×5 donne une classification beaucoup
plus fiable, mais la pre´cision n’est pas bonne, les bordures des couches ne correspondent
pas aux bordures des objets. On note en effet une erreur quasi-syste´matique d’un ou
deux pixel(s) pour la localisation des couches autour des bordures des objets. Les figures
pre´ce´dentes (figures 3.4 et 3.5) montraient les re´sultats pour une corre´lation croise´e sur une
feneˆtre 3×3 et la pre´cision e´tait correcte tout en garantissant une fiabilite´ de classification
satisfaisante. Pour nos travaux, nous avons conserve´ cette feneˆtre 3×3 pour la corre´lation.
3.1.4 Conclusion pour le crite`re de mouvement
Nous avons vu que le crite`re de mouvement retenu s’ave`re tre`s robuste aux occulta-
tions, on retrouve tout de meˆme certaines ambigu¨ıte´s dans les re´gions tre`s peu texture´es
(y compris avec les lissages spatial et temporel) : dans de telles situations, s’appuyer ex-
clusivement sur le mouvement est source d’erreurs. Nous ajoutons ainsi trois crite`res pour
supprimer ces ambigu¨ıte´s dans la mesure du possible :
1. crite`re de statistiques des couleurs propres a` chaque re´gion ;
2. contraintes spatiales ;
3. contraintes temporelles.
3.2 Crite`re de statistiques de couleurs
Afin de re´duire les ambigu¨ıte´s inhe´rentes au crite`re de mouvement, de nouvelles con-
traintes doivent eˆtre ajoute´es. Nous disposons d’aucune information a priori sur la forme de
l’objet, ni sur la nature des mate´riaux et des couleurs. Nous conside´rons juste l’hypothe`se
qu’un objet posse`de une distribution des couleurs ou une texture distincte des autres
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τ = 50 τ = 100 τ = 150
Figure 3.5 – Influence du parame`tre τ = 50, 100 et 150 sur le crite`re de mouvement avec
seulement le mouvement forward conside´re´. Idem, pour les images 1, 7, 13 et 19 (de haut
en bas) de la se´quence carmap ou` il y a 3 couches (bleu, vert et rouge). La couleur blanche
indique une ambigu¨ıte´ de classification, le noir indique qu’aucun mode`le de mouvement
ne permet d’obtenir un faible re´sidu (occultation ou de´formation d’objet), sinon c’est la
couleur de la couche correspondante qui est dessine´e.
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Image 1 Image 7 Image 13
Figure 3.6 – Influence de la corre´lation croise´e sur la classification. On reprend la le´gende
des figures pre´ce´dentes. Les deux premie`res lignes correspondent a` la simple diffe´rence
d’intensite´ pour mesurer le re´sidu entre deux pixels avec d’abord τ = 50 (1re ligne) puis
τ = 150 (2e ligne). Les deux dernie`res lignes correspondent a` l’utilisation de la corre´lation
croise´e sur une feneˆtre 5× 5, avec aussi τ = 50 (1re ligne) puis τ = 150 (2e ligne).
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objets. Cette hypothe`se qui semble fragile (que se passe-t-il si deux objets ont la meˆme
couleur, deux voitures rouges qui se croisent par exemple ?) est en fait plus fre´quemment
ve´rifie´e que l’on ne le croit. Cette hypothe`se s’est re´ve´le´e pertinente dans la plupart de
nos se´quences sur lesquelles nous avons travaille´es. Parfois, l’œil ne distingue pas deux
couleurs aussi bien que ne le fait l’ordinateur. De meˆme, la proportion de telle ou telle
couleur au sein d’une re´gion est rarement la meˆme d’un objet ou d’une couche a` l’autre.
Nous verrons ainsi a` travers cette section diffe´rentes fac¸ons de mode´liser une distribution
de couleurs et que celle retenue, la mixture de gaussiennes, permet de prendre en compte
la pre´sence de plusieurs couleurs dominantes au sein d’une meˆme re´gion ainsi que leurs
proportions.
Ces travaux ont fait l’objet de deux publications, a` EMMCVPR en 2005 [47] et a`
RFIA en 2006 [48].
3.2.1 Mode`les de distribution de couleurs
On peut conside´rer plusieurs fac¸on de mode´liser la distribution des couleurs d’un objet,
prenant en compte ou non leurs dispositions spatiales :
– via un histogramme des couleurs ;
– via une mixture de gaussiennes de couleurs [92, 120] ;
– via une mode´lisation non-parame´trique de la distribution des couleurs [95] ;
– via une distribution spatiale de gaussiennes (Spatial Distribution of Gaussians, SGD)
[111] ;
– via une mode´lisation de la texture [31].
L’information de texture est a` la fois la plus comple`te et la plus difficile a` mettre en œuvre.
Qu’est-ce qu’une texture ? A` quelle e´chelle doit-on conside´rer la texture ? Comment ge´rer
les bordures ? S’il existe des re´ponses bien avance´es [31], toutes ces questions sont encore
ouvertes. A` cette repre´sentation, on a pre´fe´re´ s’appuyer uniquement sur les couleurs, sans
notion de disposition spatiale. La mixture de gaussiennes de couleurs s’ave`re eˆtre un
bon compromis pour mode´liser de fac¸on souple les couleurs pre´sentes dans une re´gion.
D’autant plus que ce crite`re de couleur est utilise´ pour re´duire les ambigu¨ıte´s lie´es aux
mouvements qui sont justement principalement dues a` l’absence de texture. A` moins de
conside´rer une e´chelle assez importante, la notion de disposition spatiale des couleurs n’a
au final que peu d’inte´reˆt. Notons d’autre part que les textures dynamiques pe´riodiques
(par exemple, le feu ou les vagues de l’oce´an) peuvent eˆtre correctement mode´lise´es par
cette repre´sentation.
3.2.2 Le me´lange de Gaussiennes pour repre´senter la distribu-
tion des couleurs
On conside`re qu’une re´gion comporte un nombre fixe m de couleurs dominantes, cha-
cune d’entre elles avec une variance propre. On mode´lise chaque couleur dominante par
une gaussienne Gk de dimension 3, avec k ∈ [1,m], dont la moyenne µk repre´sente la
couleur moyenne (dans l’espace RGB) et la matrice de covariance Σk l’e´tendue de cette
couleur. Ainsi, la probabilite´ conditionnelle PG qu’un pixel x soit de la couleur de´finie
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par la gaussienne Gk est :
PGk(I(x)) =
1
(2pi)3/2det(Σk)2
· exp
(
−1
2
(I(x)− µk)T Σ−1k (I(x)− µk)
)
(3.11)
Pour une re´gion/couche l donne´e (que l’on pre´cise dore´navant en indice pour les e´qua-
tions), on conside`re maintenant sa mixture de m gaussiennes auxquelles on associe leurs
proportions pik,l ∈ [0, 1] (avec
∑m
k=1 pik,l = 1). La probabilite´ qu’un pixel x appartienne
alors a` la distribution des couleurs de la couche conside´re´e l s’e´crit :
P (I(x), l) =
m∑
k=1
pik,l · PGk,l(I(x)) (3.12)
et le crite`re de classification est alors pour l’image t :
EtC(L) = γ
∫
Ω
P (I(x), lx)dx (3.13)
ou` γ est un parame`tre re´glant l’influence de ce crite`re dans l’e´nergie finale. Le choix de
la valeur de ce parame`tre est discute´ en chapitre 7. La section suivante de´crit maintenant
la me´thode utilise´e pour estimer le nombre de gaussiennes m et les m gaussiennes Gk a`
partir d’une re´gion.
3.2.3 Inte´gration dans l’algorithme d’extraction de couches
A` l’initialisation du processus d’extraction de couches, les re´gions ainsi que leurs statis-
tiques de couleurs ne sont pas connues (ou de fac¸on grossie`re). L’estimation de la distribu-
tion de couleurs d’une re´gion se fait apre`s chaque modification de la segmentation ou suite
a` une fusion de couches. Les nouveaux parame`tres estime´s des mixtures de gaussiennes
sont alors conside´re´s lors de la prochaine segmentation.
La sous-section suivante pre´sente le processus qui estime ces parame`tres a` partir des
intensite´s lumineuses d’une re´gion donne´e.
3.2.4 Estimation via un algorithme ite´ratif EM
La premie`re chose a` de´terminer est le nombre de gaussiennes que comporte la mix-
ture. Celui-ci peut eˆtre de´fini par l’utilisateur ou eˆtre automatiquement de´termine´ via
l’approche dite Minimum Description Length (MDL) [112] par exemple. Le crite`re MDL
de´finit le meilleur compromis entre la complexite´ du mode`le a` conside´rer (ici le nombre de
gaussiennes) et l’erreur de mode´lisation induit par ce mode`le en s’appuyant sur la the´orie
de l’information. Si aucun parame`tre n’est ne´cessaire, il reste que ce compromis n’est pas
toujours celui qu’on attend meˆme si la compression des informations est optimale au sens
de la the´orie de l’information.
L’estimation des parame`tres des gaussiennes s’effectue comme suit. On conside`re une
re´gion donne´e et un nombre m donne´ de gaussiennes pour sa mixture (NB : la distribution
de couleurs de chaque re´gion est mode´lise´e par le meˆme nombrem de gaussiennes). Il s’agit
de de´terminer deux inconnues : 1) les parame`tres des gaussiennes de´crivant la distribution
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des couleurs dans la re´gion (couleurs moyennes et variances) et 2) l’affectation de chaque
pixel a` sa gaussienne la plus vraisemblable. Or l’estimation des parame`tres des gaussiennes
ne´cessite que l’on sache quels sont les pixels qui appartiennent a` telle ou telle gaussienne.
Et similairement, l’affectation des pixels aux gaussiennes ne´cessite que l’on connaisse les
parame`tres des gaussiennes. Estimer ces deux inconnues simultane´ment n’est pas possible,
on fait appel a` un algorithme de type EM [40] de´crit ci-apre`s. Il consiste en deux e´tapes
qui sont alterne´es :
1. e´tape E : pour chaque gaussienne k, estimation de sa moyenne et de sa matrice de
covariances a` partir de la couleur des pixels appartenant a` la gaussienne k ;
2. e´tape M : classification de chaque pixel a` sa gaussienne koptim la plus vraisemblable.
On retourne a` l’e´tape E qui re´-estime les parame`tres des chaque gaussienne.
Ces deux e´tapes sont effectue´es tant qu’il y a des pixels qui voient leur affectation changer
a` l’e´tape M.
Ce processus est initialise´ en affectant tous les pixels de la re´gion conside´re´e a` l’une des
m gaussienne de fac¸on ale´atoire et l’on saute directement a` l’e´tape M. Progressivement,
chaque pixel sera associe´ a` sa gaussienne la plus vraisemblable et chaque gaussienne verra
ses parame`tres se stabiliser. Cette me´thode, si elle garantit une baisse de l’e´nergie a` chaque
ite´ration, peut tomber dans un minima local. Ainsi, plusieurs initialisations ale´atoires sont
effectue´es et la meilleure re´partition des couleurs dans les gaussiennes est conserve´e.
3.2.5 Conclusion
Cette distribution de couleurs a e´te´ retenue car elle fournit un moyen simple et efficace
pour apprendre les caracte´ristiques visuelles de chaque objet sans eˆtre uni-modal. Les
figures 3.7 et 3.8 montrent deux exemples de mixture de gaussiennes. L’influence de ce
crite`re est discute´e en chapitre 7.
3.3 Lissage spatial
On de´finit ici les contraintes spatiales mises en place et leurs conse´quences. On souhaite
que les e´tiquettes d’un meˆme voisinage soient e´gales afin d’avoir une segmentation en
re´gions uniformes : on pe´nalise ainsi les changements d’e´tiquettes dans un meˆme voisinage.
Le mode`le le plus simple de fonction de pe´nalite´ V(x,y) entre deux pixels voisins x et y
est le mode`le de Potts [110] qui s’e´crit :
Vxy(lx, ly) = µV 1(lx 6= ly) (3.14)
ou` µV est un parame`tre ajustant l’importance que l’on veut accorder aux contraintes
spatiales et 1(x) est la fonction indicatrice qui vaut 1 si x est vraie et 0 sinon. Pour
encourager les frontie`res des couches a` longer les zones de fort gradient (signalant en
ge´ne´ral la pre´sence d’un contour), on relaˆche la contrainte comme suit [23] :
V txy(lx, ly) = µV 1(lx 6= ly) · exp
(
−‖I
t(x)− I t(y)‖2
2σ2
)
(3.15)
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Figure 3.7 – Exemple d’une mixture de gaussiennes (a` gauche de l’image) : ici, la distri-
bution des couleurs de l’ensemble de l’image de gauche est mode´lise´e par 6 gaussiennes.
Chaque gaussienne est repre´sente´e par un hexagone qui indique sa proportion en pour-
centage, la couleur moyenne (couleur de l’hexagone) et sa variance (sur les bords de
l’hexagone) pour les trois couches RVB (ou LAB).
couche bleue
couche rouge
couche verte
Figure 3.8 – Statistiques des distributions des couleurs (repre´sente´es par 5 gaussiennes)
des trois couches.
ou` σ est l’e´cart type des normes des gradients de toutes les images. Pour e´viter qu’un
trop fort gradient annule comple`tement la contrainte de lissage, on conside`re finalement
le crite`re suivant :
V txy(lx, ly) = µV 1(lx 6= ly) ·max
(
γ, exp
(
−‖I
t(x)− I t(y)‖2
2σ2
))
(3.16)
ou` γ ∈ [0, 1] est se´lectionne´ par l’utilisateur (ge´ne´ralement, γ = 0.1) . Le crite`re de lissage
spatial s’e´crit alors, a` l’instant t :
EtS(L) =
∫∫
Ω2
φ(||x− y||)V txy
(
ltx, l
t
y
)
dydx (3.17)
ou` φ est un noyau (par exemple gaussien). Nous verrons dans le chapitre 5 comment ce
crite`re est discre´tise´.
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3.4 Contraintes temporelles
On de´finit des contraintes temporelles en vue d’obtenir une classification en couches
cohe´rente temporellement tout au long de la se´quence. On pe´nalise ainsi toute disconti-
nuite´ d’e´tiquetage d’une image a` l’autre en utilisant les informations de mouvement. Pour
simplifier les notations, on note xi = T ti (x) le projete´ de x dans l’image t + 1 via le
mouvement de la couche i a` l’instant t. On e´crit ainsi notre e´nergie temporelle forward
comme suit :
EtFT (L) =
∫
Ω
1(lx 6= ∅V)dV
(
ltx, l
t+1
xlx
)
(3.18)
ou` dV (., .) est une mesure de dissimilarite´ entre l’e´tiquette du pixel x a` l’instant t et
l’e´tiquette de son projete´ Tvx(x) dans l’image t + 1 via son propre mouvement. Elle est
de´finie comme suit :
dV (lx, ly) =
{
0 si lx = ly
λD sinon
(3.19)
ou` λD pe´nalise une discontinuite´ d’e´tiquetage. Le terme 1(lx 6= ∅V) pre´cise que les pixels
occulte´s ne sont pas sujets aux contraintes temporelles. De la meˆme fac¸on que pour l’at-
tache aux donne´es, on conside`re aussi les contraintes temporelles backward, donnant une
e´nergie temporelle syme´trique EtBT . De surcroˆıt, dans le cas de mouvements faibles d’une
image a` l’autre, pour augmenter la robustesse de la segmentation, on e´tend les contraintes
temporelles dans un cadre multi-e´chelles : on conside`re ainsi les contraintes temporelles
entre l’image t et les images t+ 1, t+ 2, t+ 3, t− 1, t− 2, t− 3, · · · , etc.
3.5 E´nergie globale
Notre e´nergie globale pour extraire la partition optimale des T images est finalement :
E(L) =
T∑
t=1
EtFM(L) + E
t
BM(L)︸ ︷︷ ︸
crite`re de mouvement
+ EtC(L)︸ ︷︷ ︸
stats de couleurs
+ EtS(L)︸ ︷︷ ︸
re´gul. spatiale
+EtFT (L) + E
t
BT (L)︸ ︷︷ ︸
contraintes temporelles
(3.20)
La minimisation de cette e´nergie hautement non convexe et combinatoire n’est pas e´vi-
dente. Le choix de la technique de minimisation a une grande importance et influe beau-
coup sur la qualite´ de la solution. Diverses me´thodes de minimisation parmi les plus
populaires et efficaces a` ce jour sont pre´sente´es dans le chapitre 5.
Le chapitre suivant (chapitre 4) de´crit maintenant notre me´thode pour extraire les
couches cache´es. La me´thode d’optimisation de notre e´nergie sera alors pre´sente´e (dans le
chapitre 5) ainsi que les re´sultats obtenus (dans le chapitre 6).
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Chapitre 4
Extraction et suivi des couches
cache´es
Dans les re´cents algorithmes d’extraction de couches [146, 47], la couche des « occul-
tations » (en bleu sur la figure 4.1) regroupe les pixels sujets a` la fois :
– au bruit, aux de´formations de forme (exemple des roues d’une voiture qui n’ont pas
le meˆme mouvement que la carrosserie) ;
– et aux occultations (quand une partie visible d’une couche de l’image t disparaˆıt
derrie`re une autre couche ou hors de l’image a` l’instant t+ 1).
Ceci n’est pas souhaitable car nous voulons e´viter que les pixels sujets aux occultations
fassent l’objet d’une couche se´pare´e de leur couche re´elle et ne soient pas ainsi me´lange´es
avec les pixels dits aberrants, i.e. sujets au bruit.
Figure 4.1 – Se´quence vide´o et une segmentation en couches visibles + occultations (en
bleu) extraites de [146] : les occultations repre´sentent ici a` la fois le bruit et l’absence de
photoconsistance d’une image a` la suivante.
Sec. 4.1. Nouvelle formulation
Ainsi, nous allons suivre la trace des couches qui disparaissent (partiellement ou totale-
ment) jusqu’a` leur re´apparition. Trois applications imme´diates de l’extraction des parties
cache´es sont :
1. ame´liorer l’extraction des parties visibles car on peut pre´voir l’instant ou` une partie
d’une couche va re´apparaˆıtre ;
2. bien distinguer les pixels sujets au bruit et aux de´formations de forme et les pixels
occulte´s d’une image a` la suivante, permettant d’adapter les traitements et les
contraintes ;
3. extraire explicitement un masque de visibilite´/occultation qui peut eˆtre utilise´ pour
la comple´tion de texture.
Nous allons d’abord de´finir le nouveau cadre, les nouvelles e´tiquettes et les nouvelles
contraintes spatiales et temporelles. Ces travaux ont fait l’objet d’une publication a` la
confe´rence ICPR [44], d’un rapport technique [45] et d’une soumission a` un journal.
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4.1 Nouvelle formulation
4.1.1 Nouveau cadre, nouvelles e´tiquettes
Nous e´largissons l’ensemble des e´tiquettes possibles pour un pixel donne´ : pour n
couches donne´es, chaque pixel x est e´tiquete´ lx ∈ L tel que :
lx = (vx,hx)
= (vx,h
1
x · · ·hnx)
avec L = (V ×H) \ F , ou`
– V = [1, n] ∪ {∅V} correspond a` l’espace des parties visibles,
– H = {false, true}n aux parties cache´es
– et F aux combinaisons impossibles (de´crites ci-apre`s).
L’e´tiquette spe´ciale ∅V correspond a` une inde´termination dans le choix de la couche visible
(occultations ou « pixels aberrants » ). La ie coordonne´e hix du vecteur hx indique l’e´tat
cache´ ou non de la ie couche (true si cache´, false si visible ou non pre´sent).
Pour un pixel donne´, une couche ne peut pas eˆtre a` la fois cache´e et visible, i.e.
h
vx
x = true : on note F l’ensemble de ces cas interdits. Ci-dessous quelques exemples
pour illustrer ce nouvel espace d’e´tiquetage.
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Exemples
La figure 4.2 illustre un exemple d’e´tiquetage sur la se´quence Carmap. Par la suite,
nous adoptons toujours la meˆme repre´sentation colorime´trique pour illustrer les re´sultats :
pour chaque couche, nous indiquons en blanc les parties actuellement visibles, en gris celles
qui sont cache´es et en noir les parties « inexistantes » (ni visibles, ni cache´es). En rouge
sont repre´sente´es les pixels classe´s « occulte´/aberrant » = ∅V .
Image originale Couche ∅V (pixels occulte´s)
Couche L1 Couche L2
Couche L3
Figure 4.2 – Exemple d’e´tiquetage : en blanc, les parties visibles, en gris les parties ca-
che´es, en noir les parties inexistantes et en rouge les parties occulte´es. Notez que ces images
ne sont pas les re´sultats obtenus par notre me´thode mais un exemple de segmentation
raisonnable.
Voyons maintenant un autre exemple sur une autre se´quence (figure 4.3) ou` l’on s’in-
te´resse aux cas de deux pixels (en jaune et vert). Nous conside´rons ici 3 couches, 1)
l’arrie`re-plan, 2) la voiture noire et 3) la voiture grise :
– Pour le pixel « jaune », son e´tiquette est lx = {3, true, true, false}. Elle indique
qu’en x, la couche 3 est visible et que les couches 1 et 2 sont cache´es. La couche 3
est e´videmment non cache´e puisque visible, d’ou` son statut a` false ;
– Pour le pixel « vert », son e´tiquette lx = {2, true, false, false} indique que la couche
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Figure 4.3 – Exemple d’e´tiquetage pour deux pixels (vert et jaune). Il y a ici 3 couches,
la couche 1 correspondant a` l’arrie`re-plan, la couche 2 a` la voiture noire et la couche 3 a`
la voiture grise. L’e´tiquette du pixel « jaune » indique qu’en x, la couche 3 est visible et
que les couches 1 et 2 sont cache´es. Celle du pixel « vert » indique que la couche 2 est
visible et que seule la couche 1 est cache´e.
2 est visible et que seule la couche 1 est cache´e.
4.1.2 Nouvelles contraintes spatiales
Le crite`re d’attache aux donne´es ne change pas puisque celui-ci ne de´pend que des
parties visibles des couches. Seules les contraintes spatiales et temporelles sont modifie´es.
On re´e´crit la contrainte spatiale pour inte´grer le lissage pour les e´tiquettes des couches
cache´es. On a ainsi (avec les meˆmes notations introduites en sous-section 3.3 page 75) :
Vxy(lx, ly) = µV 1
(
vx 6= vy
)
max
(
γ, exp
(
−‖I
t(x)− I t(y)‖2
2σ2
))
+ µH
n∑
i=1
1
(
hix 6= hiy
) (4.1)
ou` µV et µH ajustent les contraintes spatiales respectivement des parties visibles (µV ) et
des parties cache´es (µH) au regard des autres termes de l’e´nergie.
4.1.3 Nouvelles contraintes temporelles
Concernant les contraintes temporelles, les diffe´rences sont plus importantes. Pour
simplifier les notations, on note xi = T ti (x) l’image en x dans l’image t+1 du mouvement
de la couche li a` l’instant t. L’e´nergie temporelle forward s’e´crit :
EtFT (L) =
∫
Ω
[
1(vx 6= ∅V)dV
(
ltx, l
t+1
xvx
)
+
n∑
i=1
1(hix = true)d
i
H
(
ltx, l
t+1
xi
) ]
dx
(4.2)
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ou` dV (., .) et d
i
H(., .) sont les mesures de dissimilarite´ entre les e´tiquettes aux instants t et
t+ 1. On les de´finit comme suit :
dV (lx, ly) =

0 if vx = vy
λH si h
vx
y = true
λD sinon
(4.3)
et :
diH(lx, ly) =

0 if hiy = h
i
x
λV si vy = i
λD sinon
(4.4)
ou` λH , λV et λD pe´nalisent respectivement les e´ve`nements suivants : disparition tem-
poraire, re´apparition, et disparition de´finitive. Pour garantir une minimisation optimale,
on montrera en section 4.2 que λD doit eˆtre supe´rieur a` λV et λH et que l’ine´galite´
λH + λV ≤ λD doit eˆtre respecte´e. Explicitons maintenant les contraintes temporelles.
Description des contraintes temporelles partant des parties visibles
La premie`re ligne de l’e´quation (4.2) de´finit les contraintes temporelles partant des
parties visibles :
– le terme 1(vx 6= ∅V) pre´cise que les pixels classe´s comme aberrants ou sujets au
bruit ne contraignent pas temporellement la classification ;
– le terme dV
(
ltx, l
t+1
xvx
)
de´finit la contrainte temporelle entre l’e´tiquette de x a` l’instant
t et son projete´ dans l’image t+ 1 via le mouvement de sa propre couche lvx .
La mesure dV vaut λH lorsque h
vx
y = true signifiant qu’a` l’instant t + 1, le pixel y
appartient a` la partie cache´e de la couche lvx : c’est la disparition du pixel x de la partie
visible de la couche lvx vers sa partie cache´e dans l’image suivante. La figure 4.4 et le
tableau 4.1 illustrent les trois cas possibles.
Exemple d’e´tiquetage de x′ Valeur de dV (lx, lx′) Description
lx′ = {0, false, false, false} 0 continuite´ temporelle
lx′ = {1, true, false, false} λH disparition de la couche 0
lx′ = {1, false, false, false} λD discontinuite´ totale
Tableau 4.1 – Pe´nalite´s de´finies par les contraintes temporelles (sur les parties visibles)
selon l’e´tiquette de x′ (le contexte est de´fini par la figure 4.4). On fixe l’e´tiquette de x
a` l(x) = {0, false, false, false} indiquant que sa couche visible est la couche bleue et
qu’aucune couche n’est cache´e en x.
Description des contraintes temporelles partant des parties cache´es
La seconde ligne de´finit les contraintes temporelles partant des parties cache´es pour
chacune des couches li :
– le terme 1(hix = true) est la` pour pre´ciser que seuls les pixels appartenant a` la
partie cache´e de la ie couche contraignent temporellement la classification ;
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L0
Image tImage t− 1
x′x
L1
L2
Figure 4.4 – Il y a ici trois couches l0, l1, l2 (respectivement en bleu, rouge et vert), le
pixel blanc x et son projete´ x′ = T0(x). Le tableau 4.1 re´sume pour les trois cas possibles
(selon l’e´tiquette de x′) la pe´nalite´ de´finie par la fonction dV . Note : aucune couche n’e´tant
cache´e en x, la fonction dH est toujours nulle.
– le terme diH
(
ltx, l
t+1
xi
)
de´finit la contrainte temporelle entre l’e´tiquette de x a` l’instant
t et son projete´ dans l’image t+ 1 via le mouvement de sa propre couche lvx .
La mesure dH vaut λV lorsque vy = i signifiant qu’a` l’instant t+ 1, le pixel y appartient
a` la partie visible de la couche li : c’est la re´apparition du pixel x de la partie cache´e de
la couche li vers sa partie visible dans l’image suivante. La figure 4.5 et le tableau 4.2
montrent les trois cas possibles.
Image t
L0
Image t+ 1
x′′x
′
L2
L1
Figure 4.5 – Il y a ici trois couches l0, l1, l2 (respectivement en bleu, rouge et vert), le
pixel blanc x′ et son projete´ x′′ = T1(x′). Le tableau 4.2 re´sume pour les trois cas possibles
(selon l’e´tiquette de x′′) la pe´nalite´ de´finie par la fonction dH .
La nouvelle e´nergie globale est similaire a` la pre´ce´dente formulation (e´quation (3.20)
page 77).
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Exemple d’e´tiquetage de x′′ Valeur de dH(lx′ , lx′′) Description
lx′′ = {1, true, false, false} 0 continuite´ temporelle
lx′′ = {0, false, false, false} λV apparition de la couche l0
lx′′ = {2, false, false, false} λD discontinuite´ totale
Tableau 4.2 – Pe´nalite´s de´finies par les contraintes temporelles (sur les parties cache´es)
selon l’e´tiquette de x′′ (le contexte est de´fini par la figure 4.5). On fixe l’e´tiquette de x′ a`
l(x′) = {1, true, false, false} indiquant que sa couche visible est la couche rouge et que
la couche bleue est cache´e en x′.
4.2 Optimisation : requis de submodularite´
Nous verrons dans le chapitre suivant (chapitre 5) comment est minimise´e une telle
e´nergie. La me´thode de minimisation retenue, l’alpha-expansion, requiert que les contrain-
tes spatiales et temporelles soient sub-modulaires [82]. Nous de´montrons que cette pro-
prie´te´ est vraie pour les contraintes temporelles. On rappelle d’abord ce qu’est une fonction
submodulaire.
De´finition. Une fonction submodulaire D(., .) ve´rifie :
D(lx, ly) +D(lα, lα) ≤ D(lx, lα) +D(lα, ly) (4.5)
pour deux pixels donne´s x et y ou` lx, ly et lα sont trois e´tiquettes possibles de x et y (voir
[82] pour plus de de´tails).
Pour de´montrer que les contraintes temporelles ve´rifient les requis de submodularite´,
on introduit les deux fonctions suivantes V et H (qui de´pendent de dV et dH) :
Vx,y(lx, ly) = 1
(
y = Tvx(x) ∧ vx 6= ∅V
) · dV (lx, ly) (4.6)
H ix,y(lx, ly) = 1
(
y = Ti(x) ∧ hix = true
) · diH(lx, ly) (4.7)
The´ore`me. La fonction (V +
∑
iH
i) est submodulaire si λD est supe´rieur a` λV et λH .
Preuve. Re´sume´ de la preuve : on montre d’abord que les fonctions D et H i sont submo-
dulaires si λV = λH = λD. Puis, en conside´rant quelques cas particuliers, nous montrons
que la fonction (D +
∑
iH
i) est aussi submodulaire si λV ≤ λD et λH ≤ λD. Pour les
autres cas, on s’appuie sur le fait que la somme de deux fonctions submodulaires est
submodulaire.
Conside´rons d’abord la fonctionD() : le tableau 4.3 montre tous les cas pouvant donner
une information sur les contraintes entre λH et λD. Les cas V5 et V8 sont impossibles car
un changement d’e´tiquette « visible » vers vα implique un changement des pixels projete´s
Tvα a` conside´rer : ainsi, le requis y = Tvα n’est plus satisfait sauf si α = vx 1. Les cas valides
V3 et V6 montrent que l’ine´galite´ suivante λD = λH doit eˆtre respecte´e. Nous proce´dons
de fac¸on similaire pour H i (voir le tableau 4.4) : les cas valides H3 et H6 contraignent
l’e´galite´ λD = λV .
Enfin, pour les cas V3 et H3 (qui poseraient proble`me car ils forcent λH et λV a` eˆtre
supe´rieurs a` λD et donc e´gaux a` λD), on peut voir que la fonction (D+
∑
iH
i) est en fait
submodulaire sans aucune contrainte sur les valeurs de λH , λV et λD (voir la figure 4.6).
1On conside`re que les mode`les de mouvements ont des parame`tres distincts.
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cas V (lx, ly) ≤ V (lx, lα) obtenue si e´tat
+V (lα, ly)
V1 λH ≤ 0 + 0 {vx 6= vy} ∧ {vx = vα = vy} ⇒ impossible
V2 λD ≤ 0 + 0 e´quiv. au cas pre´ce´dent ⇒ impossible
V3 λD ≤ λH + 0 {vx 6= vy ∧ hvxy = false}
∧{vx 6= vα ∧ hvxα = true}
∧{vα = vy} ⇒ possible !
V4 λD ≤ 0 + λH {vx 6= vy ∧ hvxy = false}
∧{vx = vα}
∧{vα 6= vy ∧ hvαy = true} ⇒ impossible
V5 λD ≤ λH + λH {vx 6= vy ∧ hvxy = false}
∧{vx 6= vα ∧ hvxα = true}
∧{vα 6= vy ∧ hvαy = true}
∧{vα = vx} ⇒ impossible
V6 λH ≤ λD + 0 {vx 6= vy ∧ hvxy = true}
∧{vx 6= vα ∧ hvxα = false}
∧{vα = vy} ⇒ possible !
V7 λH ≤ 0 + λD {vx 6= vy ∧ hvxy = true}
∧{vx = vα}
∧{vα 6= vy ∧ hvαy = false} ⇒ impossible
V8 λH ≤ λD + λD {vx 6= vy ∧ hvxy = true}
∧{vx 6= vα ∧ hvxα = false}
∧{vα 6= vy ∧ hvαy = false}
∧{vα = vx} ⇒ impossible
Tableau 4.3 – Les diffe´rents cas conside´re´s pour de´montrer la submodularite´ de D().
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cas H i(x, y) ≤ H i(x, α) obtenue si e´tat
+H i(α, y)
H1 λV ≤ 0 + 0 {hix 6= hiy} ∧ {hix = hiα = hiy} ⇒ impossible
H2 λD ≤ 0 + 0 e´quiv. au cas pre´ce´dent ⇒ impossible
H3 λD ≤ λV + 0 {hix 6= hiy ∧ vy 6= i}
∧{hix 6= hiα ∧ vα = i}
∧{hiα = hiy} ⇒ possible !
H4 λD ≤ 0 + λV {hix 6= hiy ∧ vy 6= i}
∧{hix = hiα}
∧{hiα 6= hiy ∧ vy = i} ⇒ impossible
H5 λD ≤ λV + λV {hix 6= hiy ∧ vy 6= i}
∧{hix 6= hiα ∧ vα = i}
∧{hiα 6= hiy ∧ vy = i}
∧{hiα = hix} ⇒ impossible
H6 λV ≤ λD + 0 {hix 6= hiy ∧ vy = i}
∧{hix 6= hiα ∧ vα 6= i}
∧{hiα = hiy} ⇒ possible !
H7 λV ≤ 0 + λD {hix 6= hiy ∧ vy = i}
∧{hix = hiα}
∧{hiα 6= hiy ∧ vy 6= i} ⇒ impossible
H8 λV ≤ λD + λD {hix 6= hiy ∧ vy = i}
∧{hix 6= hiα ∧ vα 6= i}
∧{hiα 6= hiy ∧ vy 6= i}
∧{hiα = hix} ⇒ impossible
Tableau 4.4 – Les diffe´rents cas conside´re´s pour de´montrer la submodularite´ de H().
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y
vy
0
λH
λD
λD
Cas V3
vy
x
vy
i
y
0
λV
λD
λD
Cas H3
x
hiα = false
hxy = false
hxα = true
hiy = falsevx
vy
vx
i
hix = true
hiα = falseh
x
α = true
hxx = false
Figure 4.6 – Les cas V3 et H3 (avec respectivement y = Tvx(x) et y = Ti(x)) . Les
deux cas sont repre´sentables par graphe car les ine´galite´s λD ≤ λD + λH pour le cas V3
et λD ≤ λD + λV pour le cas H3 sont respecte´es ∀ λD, λH et λV ≥ 0 (voir tableaux 4.3 et
4.4 pour les de´tails) .
Pour les autres cas valides, D() et H i() (et donc D +
∑
iH
i) sont submodulaires a`
condition que λV ≤ λD et λH ≤ λD.
4.3 Autres caracte´ristiques des contraintes tempo-
relles
De surcroˆıt, l’ine´galite´ λH + λV ≤ λD doit aussi eˆtre respecte´e si l’on veut que les
parties cache´es des couches soient extraites. En effet, dans le cas contraire, le couˆt de la
disparition vers une couche cache´e (couˆt : λH) suivie par une apparition vers une couche
visible (couˆt : λV ) est plus couˆteux qu’une disparition vers aucune couche cache´e, qui ne
couˆte que λD (car il n’y alors aucun couˆt de re´apparition).
Autre point important : nous avons conside´re´ en introduction que l’on suit seulement
les objets qui disparaissent et qui re´apparaissent. Et quid des parties d’objets qui dispa-
raissent de´finitivement ? Pourquoi ne pas suivre leur trace ? Un tel choix se justifie par le
fait que 1) l’inexactitude des mouvements estime´s et des supports des couches et 2) les
erreurs syste´matiques d’arrondis font que la partie cache´e d’une couche peut eˆtre partiel-
lement incorrecte pour une image t. Cette erreur se propage alors progressivement d’image
en image du fait des contraintes temporelles. Par exemple, si l’objet en disparition a un
mouvement en le´ge`re expansion, la moindre erreur de classification aux bordures de cet
objet agrandit la partie cache´e extraite de cet objet dans l’image suivante. Les contraintes
spatiales accentuent les erreurs puisqu’elles ont tendance a` e´largir les parties cache´es a`
toute l’image pour e´viter que celles-ci n’aient des bordures (qui sont pe´nalise´es).
On peut contrecarrer ce dernier effet via une contrainte pour les couches cache´es sur
leur surface occupe´e (ce qui revient a` pe´naliser par un ² chaque pixel ayant une e´tiquette
cache´). Outre un parame`tre de plus a` re´gler (s’il est trop e´leve´, les contraintes temporelles
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ne sont pas assez fortes pour obtenir des parties cache´es), le proble`me devient difficile a`
controˆler. Si on rajoute que la me´thode de minimisation retenue (l’alpha-expansion) n’est
pas faite pour ce genre de proble`me ou` les contraintes a priori dominent les attaches aux
donne´es (le calcul de flot des graph cuts ne´cessite alors trop de temps, plusieurs minutes
au lieu de quelques secondes), l’ensemble est actuellement inexploitable en pratique.
De surcroˆıt, extraire les parties de´finitivement cache´es des objets n’est finalement pas
tre`s important et peut-eˆtre effectue´ en post-processing avec d’autres techniques. Se res-
treindre au cas des parties cache´es qui re´apparaissent contraint d’autant plus le proble`me
et ame´liore la qualite´ des re´sultats.
Pour forcer les parties cache´es a` re´apparaˆıtre lors de la se´quence, il suffit de fixer tous
les pixels de la premie`re image et de la dernie`re image a` n’avoir aucune e´tiquette cache´.
Cette re`gle peut eˆtre relaˆche´e selon l’application envisage´e ou les situations rencontre´es :
on peut par exemple la relaˆcher pour la couche de l’arrie`re-plan comme nous l’avons parfois
fait avec succe`s en pratique (sans surcouˆt notable en temps de calcul, contrairement aux
autres couches).
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Chapitre 5
Minimisation de l’e´nergie par graph
cuts
La minimisation de l’e´nergie globale (3.20) s’effectue dans un cadre MRF (Markov
Random Field), bien adapte´ a` notre proble`me et aux contraintes spatiales et temporelles
que nous avons de´finis. A` travers ce chapitre, on dresse un e´tat de l’art des me´thodes
de minimisation MRF les plus utilise´es afin de bien situer celle que nous avons retenue :
l’alpha-expansion qui s’appuie sur les graph cuts. Nous pre´sentons en de´tail cette technique
d’optimisation en e´tablissant le lien entre la minimisation de notre e´nergie, exprime´e dans
le cadre MRF, et la structure d’un graphe dont nous maximons son flot.
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Sec. 5.1. Le cadre MRF
5.1 Le cadre MRF
Utilise´es depuis 1984 par les fre`res Geman [60] dans le cadre de la vision, les champs
de Markov ale´atoires permettent de de´finir des mode`les d’a priori pour la segmentation
telles que les contraintes spatiales et temporelles dans un espace discret. Les MRF sont
un mode`le de probabilite´ conditionnelle tel que la probabilite´ de l’e´tat observe´ d’un pixel
ne de´pend que de l’e´tat de ses voisins et seulement de ceux-ci. Segmenter revient alors a`
maximiser l’espe´rance des probabilite´s de´finies par les MRF par des techniques standards
telles que le recuit simule´, l’ICM (Iterated Conditioned Modes), les LPB (Loopy Belief
Propagation) ou les graph cuts que nous pre´sentons en section suivante. Nous verrons
aussi comment notre e´nergie est inscrite dans ce cadre.
5.2 E´tat de l’art des me´thodes de minimisation
Re´soudre un proble`me pose´ dans le cadre MRF via un algorithme de´terministe est im-
possible, l’ensemble des configurations possibles valant np ou` n est le nombre d’e´tiquettes1
et p le nombre de pixels. Il existe une large varie´te´ d’algorithmes dont les plus populaires
sont :
– le recuit simule´ (simulated annealing) [78] : cette technique est issue d’une analogie
entre l’e´nergie a` minimiser et la tempe´rature d’un syste`me physique. La tempe´rature
dirige la fac¸on dont l’e´nergie est minimise´e. Plus la tempe´rature est basse, plus
l’e´nergie est minimise´e selon une approche standard de descente de gradient. Plus la
tempe´rature est e´leve´e (recuit), plus on peut accepter une mauvaise solution, dans
des proportions bien de´finies, dans le but de sortir le plus possible des minima locaux.
Cette me´thode a e´te´ transpose´e en traitement d’images en 1984 par S.Geman et
D.Geman [60]. Elle permet d’obtenir de bons re´sultats mais au prix de longs calculs
avec une tempe´rature que l’on diminue tre`s lentement. Souvent trop lentement si
l’on veut obtenir des re´sultats satisfaisants. Ge´ne´ralement, un compromis est choisi :
on baisse rapidement la tempe´rature, ainsi la me´thode reste rapide et e´vite quelques
minima locaux. Mais, comme le soulignent Greig et al. [61], le recuit simule´ perd
beaucoup en efficacite´ si les termes d’a priori tels que les contraintes de lissage ont
un fort coefficient ;
– Iterated Conditional Modes (ICM) : de´veloppe´ par Besag en 1986 [18], cet algorithme
de´terministe maximise les probabilite´s conditionnelles locales de fac¸on se´quentielle
en adoptant une strate´gie dite gloutonne. A` chaque ite´ration, on de´termine, pour
chaque pixel, le meilleur e´tiquetage minimisant l’erreur de classification connaissant
l’e´tiquette (probable) de ses voisins. Cette me´thode est tre`s sensible a` l’initialisation
car elle peut eˆtre rapidement coince´e dans un minima local ;
– Loopy Belief Propagation (LPB) : cette technique calcule une approximation de
la solution optimale d’un proble`me MRF. Elle s’appuie sur la Belief Propagation
qui calcule la solution optimale d’un graphe sans cycle. Les articles [126] et [125]
comparent (entre autre) les LPB aux graph cuts et montrent que ces algorithmes
1Dans notre cas, les e´tiquettes sont les couches. Dans le cas de la reconstruction tridimensionnelle,
les e´tiquettes correspondent a` un pas de disparite´ (Rox et Cox [115]).
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donnent des re´sultats parfois sensiblement e´quivalents [125] mais aussi moins bons
que les graph cuts [126] ;
– Tree-ReWeighted Message Passing (TRW) : initialement de´veloppe´e par Wainwright
et al. en 2003 [90], ame´liore´e par Kolmogorov en 2006 [80] (garantie de convergence),
cette technique qui s’appuie sur la Belief Propagation permet d’obtenir des re´sultats
similaires a` ceux obtenus par les graph cuts pour des graphes faiblement connecte´s1
mais moins bons lorsque ceux-ci sont hautement connecte´s [81]. Cette technique
permet cependant de minimiser une plus large cate´gorie d’e´nergies. Les temps de
calculs sont 3 a` 5 plus longs que ceux des graph cuts.
5.3 Les graph cuts
C’est une approche assez re´cente en vision et traitement d’images qui s’appuie sur
la the´orie des graphes en utilisant certaines proprie´te´s propres aux flux : minimiser une
e´nergie via les graphes revient a` calculer un flot circulant a` travers les arcs et les nœuds
d’un graphe.
L’utilisation des graphes est motive´e par au moins deux raisons. D’abord les graphes
permettent une interpre´tation ge´ome´trique : sous certaines conditions, une coupe peut
eˆtre vue comme une hypersurface en 2D ou 3D (voire davantage), ce qui rend l’approche
efficace pour de nombreuses applications en vision, notamment la segmentation. Elle per-
met notamment d’obtenir un lissage par morceaux en toutes dimensions en pre´servant
les discontinuite´s de forme. Deuxie`mement, cette technique permet de minimiser de fac¸on
optimale un grand nombre d’e´nergies binaires que l’on retrouve fre´quemment en vision
(exemple : la classification binaire), permettant d’obtenir dans le cas d’une classification
multi-e´tiquettes, de tre`s bonnes approximations de la solution globale via des techniques
ite´ratives comme l’alpha-expansion que nous allons pre´senter dans ce chapitre.
La notion de graphe est d’abord de´finie puis nous de´taillons la fac¸on dont les graphes
permettent de minimiser certaines e´nergies classiques de la vision, notamment notre e´ner-
gie de segmentation spatiotemporelle (e´quation (3.20)).
5.4 De´finitions
Les notations introduites par Boykov et al. dans [25] sont reprises ici. Un graphe
G = 〈P , E〉 est un ensemble de nœuds P et d’areˆtes oriente´es E qui les relient. Il y a
deux nœuds spe´ciaux, dits terminaux : la source s et le puit t. On assigne a` chaque areˆte
connectant p et q un poids w(p, q) aussi appele´ capacite´. Ces areˆtes peuvent eˆtre classe´es
en deux cate´gories : les areˆtes dites n-links et t-links. Une areˆte n-link est une areˆte qui
connecte deux nœuds non terminaux. Un t-link connecte un nœud non terminal a` un
nœud terminal, s ou t.
On de´finit la coupe C comme e´tant une partition des nœuds en deux ensembles disjoints
S et T de sorte que la source s appartienne a` S et que le puit t a` T . La figure 5.1 montre
un exemple de graphe (constitue´ de 9 nœuds relie´s a` la source et au puit) et une coupe
1Lorsque les contraintes spatiales sont en 4-connexite´ par exemple
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possible (en vert). Son couˆt c(S, T ) est la somme de tous les poids des areˆtes (p, q) telles
que p ∈ S et q ∈ T . La coupe minimale est la coupe de couˆt minimal. Celle-ci peut
eˆtre de´termine´e via un algorithme polynomial de recherche du flot maximum. En termes
intuitifs, le flot maximum est la quantite´ maximale d’eau qui peut eˆtre envoye´e de la
source au puit en passant par les areˆtes oriente´es de la source vers le puit qui ont une
capacite´ maximale e´gale a` leur poids. Le the´ore`me de Ford et Fulkerson (1956) e´nonce
que le flot maximum depuis la source au puit sature un ensemble d’areˆtes (qui se´pare les
nœuds en deux ensembles disjoints S et T ). Cet ensemble correspond a` la coupe minimale
et la valeur du flot maximal est e´gale a` la valeur de la coupe minimale. Pour une large
introduction aux possibilite´s des graph cuts, on peut se re´fe´rer au chapitre « Graph Cuts
in Vision and Graphics : Theories and Applications » du livre [104].
(a) (b)
Figure 5.1 – Exemple de graphe et de coupe : (a) exemple d’un graphe avec 9 nœuds
relie´s au puit et a` la source par des t − links (en rouge et en bleu) et entre eux par des
n − links (en jaune). (b) exemple d’une coupe (en vert) qui partitionne le graphe en 2
parties distinctes de sorte que chaque nœud appartienne soit au puit, soit a` la source.
Notons qu’ici, pour des raisons de clarte´, la coupe est sche´matise´e par une courbe et non
par une hypersurface : elle coupe aussi certains t− links rouges et bleus.
5.5 Calcul du flot maximal / coupe minimale
Il existe plusieurs algorithmes de calcul de flot maximum [34] que l’on peut classer en
deux cate´gories :
– les algorithmes dits a` chemins augmentant, dont le plus connu est celui de Ford et
Fulkerson ;
– les algorithmes dits avec pre´flots (« push&relabel »).
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Les algorithmes avec pre´flots sont en ge´ne´ral les plus rapides sur des graphes ge´ne´-
riques. Cependant, en vision ou` les graphes sont principalement des grilles re´gulie`res,
d’autres algorithmes se re´ve`lent plus performants comme celui de´veloppe´ par Boykov et
Kolmogorov [22] qui s’appuie sur les chemins augmentant. Sa complexite´ est de l’ordre
O(|P| · |E| · |C|) et de´pend du poids attribue´ a` chaque areˆte. Plusieurs travaux re´cents
contribuent a` acce´le´rer les temps de calcul du flot maximal. Citons :
– le dynamic graph [79] qui s’appuie sur l’e´tat final du pre´ce´dent flot calcule´. Ainsi, s’il
y a peu de variation d’un graphe a` un autre, la me´thode propose´e peut de´terminer
le flot plus rapidement ;
– les active cuts [73] : cette technique s’appuie sur la pre´ce´dente coupe (et non sur le
pre´ce´dent flot) pour acce´le´rer le calcul de la coupe du nouveau graphe, notamment
efficace dans un cadre multi-e´chelles ;
– et le multilevel banded graph cuts [88] qui s’appuie sur le principe des narrow-bands
propres aux Level Set : seule une bande autour du passage probable de la coupe est
conside´re´e, permettant d’obtenir des temps de calculs ame´liore´s en utilisant le cadre
multi-e´chelles.
Comment les graphes permettent de minimiser une e´nergie donne´e ? En premier lieu,
nous montrons le lien entre une e´nergie donne´e de classification binaire et la structure du
graphe associe´ et de la minimisation de son flot. Puis nous abordons le cas des classifica-
tions multi-e´tiquettes via l’algorithme de l’alpha-expansion.
5.6 Minimisation d’une e´nergie de classification bi-
naire
Nous de´finissons les e´nergies binaires qui peuvent eˆtre minimise´es via l’approche par
graphe puis nous donnons la construction du graphe correspondant.
5.6.1 Quelles e´nergies binaires peuvent eˆtre minimise´es ?
Les graphes permettent d’obtenir la solution optimale a` un proble`me de classification
binaire f()1 que l’on e´crit sous la forme d’une e´nergie E a` minimiser :
E(f) =
∑
p∈P
Dp(fp)︸ ︷︷ ︸
attache aux donne´es
+λ ·
∑
(p,q)∈Np
Vpq(fp, fq)︸ ︷︷ ︸
lissage spatial
(5.1)
ou` P est l’ensemble des pixels de l’image, Np le voisinage de p et Vpq(fp, fq) le terme de
lissage spatial. La fonction Dp(fp) de´finit le couˆt de l’e´tiquetage du pixel p a` l’e´tiquette
fp (avec fp ∈ L = {0, 1}) : la plus faible est cette valeur, la plus vraisemblable le pixel p
a pour e´tiquette fp.
Il a e´te´ de´montre´ par Kolmogorov et Zabih [82] qu’une telle e´nergie peut eˆtre minimise´e
de fac¸on optimale par graphe si la fonction Vpq ve´rifie la condition dite de re´gularite´ qui
1La fonction f associe un pixel a` son e´tiquette. L’e´tiquette du pixel p est note´e fp = f(p).
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est la suivante :
Vpq(0, 0) + Vpq(1, 1) ≤ Vpq(1, 0) + Vpq(0, 1) (5.2)
Nous allons voir maintenant comment construire le graphe associe´.
5.6.2 Construction du graphe associe´
On construit le graphe comme suit : en rouge, les t-links qui repre´sentent les termes
d’attache aux donne´es et en bleu les n-links qui repre´sentent les contraintes de voisinage.
Chaque pixel p ∈ P est ainsi relie´ :
1. a` la source par un t-link ts→p de valeur Dp(0) ;
2. au puit par un t-link tp→t de valeur Dp(1) ;
3. et aux quatre (ou huit) pixels voisins qi par des n-links non oriente´s tp↔qi de poids
w(p, qi) = λ.
La coupe de ce graphe est une se´paration du graphe en deux parties disjointes S (partie
contenant la source) et T (contenant le puit) assignant de ce fait chaque nœud/pixel soit
a` T , soit a` S, constituant le principe de la classification binaire. Si l’on conside`re les deux
e´tiquettes f = 0 et f = 1, on peut conside´rer que si p ∈ S alors fp = 0 et que si p ∈ T
alors fp = 1. Le couˆt de la coupe est la somme des poids des arcs coupe´s :
– ceux des t-links (un et un seul t-link coupe´ par nœud) : si le nœud conside´re´ p ∈ S
alors ne´cessairement le t-link tp→t de valeur Dp(1) est tranche´ (fp = 1), sinon, c’est
le t-link ts→p de valeur Dp(0) qui est tranche´ (fp = 0) ;
– et ceux des n-links : ici de poids λ.
On re´sume ainsi le couˆt de la coupe comme suit :
c(S, T ) =
∑
p∈P
Dp(fp) + λ ·
∑
(p,q)∈N
p∈S,q∈T
w(p, q) (5.3)
La coupe minimale du graphe de´crit ci-dessus (qui peut eˆtre obtenue en temps quasi-
line´aire) donne la solution optimale a` l’e´nergie associe´e :
E(f) = c(S, T ) =
∑
p∈P
Dp(fp) + λ ·
∑
(p,q)∈N
1(fp = 0, fq = 1) (5.4)
ou` 1(x) est la fonction indicatrice qui vaut 1 si x est vrai, 0 sinon. Le parame`tre λ > 0
est ici le parame`tre de lissage, et plus celui-ci est e´leve´, plus il sera couˆteux de couper un
n-link, incitant a` couper le minimum de n-links et a` avoir ainsi les plus grandes re´gions
possibles. La figure 5.2 montre la construction du graphe et un exemple de coupe.
Nous allons maintenant voir que la classification binaire via les graphes peut eˆtre
e´tendue aux cas des classifications multi-e´tiquettes de fac¸on performante.
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coupe
p
s
t
Dq(0)
Dq(1)Dr(1)
Dr(0)
Dp(1)
λ
r q
λ
Dp(0)
Figure 5.2 – Construction du graphe associe´ a` l’e´nergie binaire de´finie par l’e´quation (5.4)
(pour des raisons de clarte´, on ne conside`re qu’une dimension de l’image). La valeur de la
coupe vaut ici c(S, T ) = Dr(1) +Dp(1) + λ+Dq(0).
5.7 Le cas d’une classification multi-e´tiquettes : l’al-
gorithme de l’alpha-expansion
Conside´rons la forme d’e´nergie ge´ne´rique de classification multi-e´tiquettes :
E(f) =
∑
p∈P
Dp(fp)︸ ︷︷ ︸
attache aux donne´es
+ λ ·
∑
(p,q)∈Np
Vpq(fp, fq)︸ ︷︷ ︸
lissage spatiotemporel
(5.5)
ou` f est la fonction de classification qui associe a` tout pixel p ∈ P son e´tiquette fp ∈ L
et Np correspond au voisinage de p dans P . L’e´tiquette peut repre´senter aussi bien la
couche associe´e au pixel que son intensite´ lumineuse re´elle, sa direction de mouvement ou
sa profondeur (en ste´re´ovision).
Nous allons nous inte´resser ici a` certains types d’e´nergies qui ne peuvent pas eˆtre
minimise´es de fac¸on directe et optimale via les graphes, notamment celles ou` les contraintes
spatiales pre´servent les discontinuite´s spatiales. Un exemple de telle contrainte est le
mode`le de Potts [25] :
Vpq(fp, fq) = 1(fp 6= fq) (5.6)
Ce mode`le pe´nalise les frontie`res entre les re´gions et pe´nalise ainsi les re´gions de petite
taille. La minimisation d’une telle e´nergie est NP-complet et il n’existe donc pas d’algo-
rithme polynomial permettant d’en de´terminer une solution. Nous allons pre´senter une
technique ite´rative qui s’appuie sur les graphes capable de de´terminer une tre`s bonne
solution au proble`me en temps raisonnable : l’alpha-expansion.
Celui-ci consiste a` modifier certaines e´tiquettes ( 6= α) vers une nouvelle e´tiquette
α ∈ L si ce nouveau e´tiquetage fait de´croˆıtre l’e´nergie conside´re´e. Cette ope´ration, appele´e
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−→
Figure 5.3 – Expansion de la couche verte.
α-expansion, n’est possible que si la fonction Vpq ve´rifie la contrainte dite de re´gularite´ :
Vpq(α, α) + Vpq(β, γ) ≤ Vpq(α, γ) + Vpq(β, α) (5.7)
pour tous α, β et γ ∈ L. L’algorithme de minimisation consiste, pour toutes les e´tiquettes
l ∈ L possibles, a` effectuer une l-expansion (figure 5.3) sur les e´tiquettes des pixels p ∈ P
(l’ordre des e´tiquettes n’est pas primordial et peut eˆtre ale´atoire). Cette ope´ration est
finalement d’ordre binaire : il s’agit de classer chaque pixel p vers son ancienne e´tiquette
fp ou vers sa nouvelle e´tiquette α. Et surtout, elle est faite de fac¸on optimale via les
graphes, expliquant sa robustesse face aux minima locaux puisque chaque sous-proble`me
(i.e. chaque α-expansion) est re´solu de fac¸on optimale. La construction d’un tel graphe
est re´sume´e ici : pour l’attache aux donne´es, chaque nœud est relie´ a` la source via un
t-link ts→p de valeur Dp(α) et au puit via un t-link tp→t de valeur Dp(fp). Si la coupe
tranche le t-link tp→t, cela signifie qu’il est moins couˆteux que p reste e´tiquete´ fp. Sinon,
changer l’e´tiquette de p vers α permet de faire de´croˆıtre l’e´nergie. Pour prendre en compte
les contraintes spatiales, on utilise la construction propose´e par [82] (voir figure 5.4 et
tableau 5.1), la moins couˆteuse en nombre de nœuds et d’areˆtes.
Dans [25], Boykov et al. de´montrent que le minimum e obtenu via l’algorithme d’alpha-
expansion est borne´ par l’optimum global eˆ comme suit :
e ≤ 2 · c · eˆ (5.8)
ou` c correspond au ratio entre la plus large valeur non nulle de V (., .) et la plus petite
valeur non nulle de V (., .). En 4-connexite´, on a c = 1 et en 8-connexite´, c =
√
2.
5.8 Et l’alpha-beta-swap ?
C’est la concurrente de l’alpha-expansion. La` ou` ce dernier essaie de passer tous les
pixels vers l’e´tiquette α, l’alpha-beta-swap teste les pixels d’e´tiquette α s’ils ne devraient
pas mieux eˆtre β et vice-versa. De cet algorithme, beaucoup moins utilise´ dans la com-
munaute´ vision, on peut de´gager quatre caracte´ristiques :
1. la convergence est plus lente : Boykov et al. [25] indiquent des temps 3 fois plus longs
que l’alpha-expansion. Pour n e´tiquettes, il est notamment ne´cessaire d’effectuer n2
α-β-swap au lieu de n α-expansions ;
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q
s
p
t
Figure 5.4 – Construction du graphe de l’alpha-expansion : areˆtes oriente´es pour les
contraintes spatiales et temporelles. Les poids sont donne´s dans le tableau 5.1.
areˆte poids associe´
s→ p Dp(α) + Vpq(α, fq)− Vpq(fp, fq)
s→ q Dq(α)
p→ t Dp(fp)
q → t Dq(fq) + Vpq(α, fq)− Vpq(α, α)
p→ q Vpq(fp, α) + Vpq(α, fq)− Vpq(fp, fq)− Vpq(α, α)
Tableau 5.1 – Poids associe´s aux areˆtes pour l’alpha-expansion. En noir : attache aux
donne´es. En bleu : contraintes avec le voisinage (spatial et temporel) .
2. il est le´ge`rement plus optimal en moyenne (ce qui ne motive pas pour autant a` le
pre´fe´rer a` l’alpha-expansion) ;
3. il est utilisable avec une plus large varie´te´ d’e´nergies : cette dernie`re n’a pas besoin
de ve´rifier la contrainte de re´gularite´ (Eq. (5.7)) mais la contrainte suivante, moins
restrictive :
Vpq(α, α) + Vpq(β, β) ≤ Vpq(β, α) + Vpq(α, β) (5.9)
4. un autre point positif : il permet davantage de possibilite´s d’e´changes d’e´tiquettes.
Souvent insignifiante en traitement d’images, cette caracte´ristique se re´ve`le tre`s
inte´ressante lorsqu’on utilise les contraintes temporelles.
Le graphe se construit tel qu’il est indique´ dans la figure 5.5 et le tableau 5.2 en notant
Pα l’ensemble des pixels d’e´tiquette α et Pβ l’ensemble des pixels d’e´tiquette β.
5.9 Minimisation de notre e´nergie
L’e´nergie globale (3.20) est continue spatialement. La discre´tisation des contraintes
spatiales se fait ici sur une grille re´gulie`re de nœuds en 8-connexite´ : chaque pixel est
relie´ a` ses huit voisins (figure 5.6) tel qu’il est indique´ dans [24]. Cette discre´tisation est
un bon compromis entre la 4-connexite´ qui ge´ne`re des effets d’escalier trop geˆnants et les
n-connexite´s (ou` n > 16) trop complexes (couˆteuses en temps de calcul et me´moire). De
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q
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Figure 5.5 – Construction du graphe de l’alpha-beta-swap : areˆtes non oriente´es pour les
contraintes de voisinage. Les poids sont donne´s dans le tableau 5.2.
areˆte poids associe´
s→ p Dp(α) +
∑
q∈Np
q /∈Pα∪Pβ
Vpq(α, fq)
p→ t Dp(β) +
∑
q∈Np
q /∈Pα∪Pβ
Vpq(β, fq)
p↔ q Vpq(α, β)
Tableau 5.2 – Poids associe´s aux areˆtes pour l’alpha-beta-swap. Seuls les pixels d’e´ti-
quette α ou β sont repre´sente´s, il n’y a pas de nœud ni d’areˆte pour les autres pixels. En
noir : attaches aux donne´es, uniquement de´finies ici pour les pixels p (de´finies de fac¸on
e´quivalente pour q). En bleu : contraintes avec le voisinage.
surcroˆıt, plus le voisinage conside´re´ est important, moins l’algorithme de l’alpha-expansion
est performant (voir sous-section 5.7).
Le nombre d’e´tiquettes (v,h) possibles pour un pixel explose avec le nombre de couches
et il n’est pas raisonnable de tester toutes les e´tiquettes avec l’alpha-expansion : (n+2)2n−1
expansions possibles pour n couches ! On s’inte´resse ainsi a` un sous-espace pertinent de
L. Plusieurs approches ont e´te´ imple´mente´es et e´tudie´es.
5.9.1 Premie`re approche pour la minimisation
On re´duit le nombre d’alpha-expansions en ne conside´rant qu’un seul type de change-
ment : 1 couche visible et 1 couche cache´e, i.e. on effectue des (v,hi)-expansions pour les
diffe´rents choix successifs de couches i. On re´duit ainsi le nombre d’ite´rations a` 2n2 : pour
chaque couche visible j (soit n ite´rations), on effectue 2n (vj,h
i)-expansions, en testant
simultane´ment si la j-ie`me couche est visible et si la i-ie`me couche est cache´e ou non (avec
i 6= j).
Cependant, certains e´tiquetages sont impossibles a` obtenir. Si nous conside´rons l’exem-
ple suivant (figure 5.7) : la solution optimale est vx = 0, vx′ = 1, vx′′ = 2 et h
0
x′ = h
0
x′′ =
true (avec toutes les autres couches cache´es a` false). Si on conside`re l’e´tiquetage initial
vx = 0, vx′ = 1, vx′′ = 2 et h
0
x′ = h
0
x′′ = false, il n’existe aucune (vj,h
0)-expansion
pouvant donner la solution optimale. En effet, ni la (v1,h
0 = true)-expansion, ni la
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Figure 5.6 – Discre´tisation en 8-connexite´ pour les contraintes spatiales. Les poids entre
le nœud central (du pixel conside´re´ ep) et les nœuds voisins e2 et e4 sont ponde´re´s par
1
dist(ep,e2)
= 1
dist(ep,e4)
= 1√
2
. En 4-connexite´, les areˆtes (ep, e2) et (ep, e4) sont supprime´es.
(v2,h
0 = true)-expansion ne permet de changer les e´tiquettes de x′ et x′′. Notons qu’une
telle limitation est aussi rencontre´e s’il l’on ne change, non pas une seule couche cache´e,
mais aussi toutes les autres en meˆme temps. On est confronte´ ici a` l’une des restrictions
critiques de l’algorithme de l’alpha-expansion.
L0
Image t+ 1Image tImage t− 1
x′′x
′x
L1
L2
Figure 5.7 – Exemple de se´quence ou` la solution ne peut eˆtre obtenue via des (vj,h
i)-
expansions. Ici, il y a trois couches l0, l1, l2 (respectivement en bleu, rouge et vert), le pixel
blanc x et ses projete´s x′ = T0(x) et x′′ = T1(x′).
Seul un changement des e´tiquettes cache´es sans modifier la moindre couche visible peut
ge´rer ce cas. Ainsi, on propose une seconde approche pour minimiser l’e´nergie globale.
5.9.2 Deuxie`me approche de minimisation
On conside`re ici d’autres types d’alpha-expansions, ou` l’on alterne entre :
– un changement seul de l’e´tiquette de la couche visible sans modifier les statuts des
couches cache´es (exception faite pour la couche cache´e de meˆme indice hv qui est
syste´matiquement mise a` false) :
⇒ (v,hv = false)-expansions pour les diffe´rents choix de v ;
– et un changement seul du statut (true ou false) d’une couche cache´e, sans modifier
la couche visible :
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⇒ (hi = false/true)-expansions pour les diffe´rents choix de i.
On re´duit ainsi le nombre d’ite´rations ne´cessaires a` 3n : on effectue une alpha-expansion
par couche (soit n ite´rations) et 2n (hi)-expansions pour tester si la ie couche est cache´e
ou non. On obtient ainsi une segmentation en temps raisonnable sans modifier de fac¸on
notable la qualite´.
Mais cette approche posse`de aussi un inconve´nient : certains e´tiquetages ne peuvent
eˆtre obtenus dans certains cas extreˆmes. Par exemple, si un pixel x est actuellement
e´tiquete´ (vx = 1,h
0
x = h
1
x = false) et que l’e´tiquetage optimal soit (vx = 0,h
1
x = true), il
n’est pas garanti qu’une (v = 0)-expansion fasse de´croˆıtre l’e´nergie globale en changeant
l’e´tiquette de x a` (vx = 0,h
1
x = false) pourtant ne´cessaire avec cette approche pour
atteindre l’optimum.
5.9.3 Construction du graphe
Le graphe correspondant est tridimensionnel, la troisie`me dimension e´tant le temps.
Les termes d’attache aux donne´es et de lissage spatial sont standards dans le cadre des
graph cuts. Pour les v− ou hi−expansions, les contraintes temporelles backward ou forward
sont symbolise´es par les liens entre le pixel x a` l’instant t et les 2(2 + n) autres pixels :
xv ou xh , xvx et xhix (i ∈ [1, n]) a` l’instant t + 1, et similairement a` l’instant t − 1 (la
figure 5.8 montre le graphe simplifie´). La` encore, c’est la construction de Kolmogorov et
al. de´taille´e en section 5.7 qui est mise en œuvre.
La figure 5.9 montre quatre exemples de coupes de graphes (uniquement sur les par-
ties visibles) permettant de visualiser la correspondance entre la coupe du graphe et les
contraintes temporelles :
– dans le cas (a), l’e´tiquette de xt ne change pas, seule l’e´tiquette de xt+1vx est conside´re´e
(du fait de son orientation, l’areˆte xt+1α → xt n’est pas conside´re´e1). Ici son e´tiquette
ne change pas aussi ;
– dans le cas (b), l’e´tiquette de xt ne change pas mais celle de son projete´ xt+1vx dans
l’image t + 1 passe a` α ce qu’on pe´nalise ici via l’areˆte oriente´e xt+1vx → xt (sous
l’hypothe`se que l’e´tiquette α soit diffe´rente de celle de xt) ;
– le cas (c) est similaire au cas (b) et l’areˆte xt+1α → xt n’est pas conside´re´e en raison
de son orientation ;
– dans le cas (d), l’e´tiquette de xt bascule a` α et l’e´tiquette de xt+1α est alors conside´re´e.
Or celle-ci est reste´e a` vxt+1α (6= α), la cohe´rence temporelle n’est plus garantie et
l’areˆte xt+1α → xt pe´nalise la coupe.
5.10 Conclusion de l’approche par graphe
Les avantages de l’approche MRF+graph cuts sont les suivants :
– c’est une approche pleinement discre`te, contrairement aux EDP ou` il faut discre´tiser
une e´nergie a` l’origine continue (avec les difficulte´s inhe´rentes a` la me´thode : sche´mas
de discre´tisation, stabilite´, etc.) ;
1La valeur d’une coupe est la somme des poids des areˆtes oriente´es de la source vers le puit.
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xt+1vx
xt+1hix
xt+1H or x
t+1
V
source
source
sink
sink
xt−1H or x
t−1
V
xt−1vx
xt−1hix
frame t+ 1
xt
sink
source
t
frame t
frame t− 1
s
Figure 5.8 – Construction du graphe : les t-links vers la source sont en rouge, les t-links
vers le puit en vert. Pour une (V,hV = false)-expansion donne´e (ou hH-expansion), les
n-links temporaux sont en noir et relient le pixel x (image t) aux pixels xvx ,xhix ,xV (or
xH) des images t − 1 et t + 1. Note : pour la clarte´, seuls les liens relatifs a` la ie couche
cache´e sont montre´s.
– au regard de la complexite´ des contraintes (spatiales et temporelles), l’algorithme
de l’alpha-expansion est rapide et l’ame´lioration des performances du calcul du flot
maximal (par imple´mentation paralle´lise´e sur GPU par exemple) est un domaine de
recherche actif ;
– chaque ite´ration de l’alpha-expansion (qui re´soud un sous-proble`me, celui de la
meilleure expansion a` un instant donne´) est optimale. Par conse´quence, le risque
de tomber dans un minima local est faible ;
– c’est un domaine de recherche en pleine activite´, les derniers travaux permettent de
tirer profit d’une pre´ce´dente solution, i.e. de la pre´ce´dente coupe de graphe ou du
pre´ce´dent niveau de la pyramide, pour re´duire les temps de calculs.
Le chapitre suivant montre maintenant les re´sultats obtenus avec notre me´thode.
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Figure 5.9 – Quatre exemples de coupes : (a) l’e´tiquette de xt ne change pas, seule
l’e´tiquette de xt+1vx est conside´re´e ; (b) meˆme cas que (a) sauf que le pixel x
t+1
vx voit son
e´tiquette passer a` α rompant ainsi la cohe´rence temporelle. La coupe est alors pe´nalise´e
par le poids de l’areˆte xt+1vx → x ; (c) meˆme cas que (b) sans influence sur l’e´tiquette de
xt+1α ; (d) l’e´tiquette de x passe a` α et seule l’e´tiquette de x
t+1
α est alors conside´re´e et est
ici pe´nalise´e via l’areˆte xt+1α → x.
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Chapitre 6
Re´sultats et applications
Ce chapitre pre´sente une se´lection1 des re´sultats obtenus par notre algorithme d’ex-
traction de couches, se´lection qui permet de bien rendre compte des capacite´s de notre
algorithme mais aussi de quelques-unes de ses faiblesses dans certains cas particuliers. Le
site Internet http://cermics.enpc.fr/˜dupont regroupe cependant l’ensemble des re´sultats
et des se´quences vide´os originales.
Quelques applications de la segmentation en couches sont aussi donne´es en seconde
partie de ce chapitre, notamment la comple´tion de texture.
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6.1 Re´sultats obtenus de l’extraction de couches
Nous analysons d’abord les performances de notre algorithme sur les se´quences ou`
l’extraction des parties cache´es n’est pas pertinente. Dans ces cas, seule l’extraction des
parties visibles est conside´re´e.
6.1.1 Extraction des parties visibles sur des se´quences re´elles
Nous comparons notre algorithme avec celui de´veloppe´ par Kumar, Torr et Zisser-
man [84] sur la se´quence Mash ou` la voiture suit un mouvement repre´sentable par un mo-
de`le projectif. La se´quence est initialise´e avec les points d’inte´reˆts (section 2.2, page 54).
La figure 6.1 montre l’extraction des parties visibles des couches avec notre algorithme :
1Pour un soucis de gain de place en raison de la nature meˆme des re´sultats (se´quences vide´os).
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1 3
5 7
Figure 6.1 – Re´sultats de l’extraction des parties visibles des couches sur les images 1,
3, 5 et 7 de la se´quence Mash.
l’extraction du ve´hicule est effectue´e avec succe`s malgre´ les nombreuses ambigu¨ıte´s lie´es
au mouvement (notamment au niveau des pneus). La figure 6.2 compare nos re´sultats
avec ceux obtenus par Kumar et al. sur deux images (il y a peu de variations tout au long
de la se´quence). Nous pouvons noter trois principales caracte´ristiques :
1. notre algorithme est moins pre´cis au niveau des contours que celui de Kumar et al.,
ce qui est notamment duˆ au lissage spatial plus important et a` l’utilisation de la
corre´lation croise´e (qui est analyse´e en sous-section 3.1.3) ;
2. notre algorithme est ne´anmoins plus robuste, tout le ve´hicule est correctement ex-
trait (y compris au niveau des pneus et de leurs e´claboussures de boue qui suivent
le mouvement de la voiture) ;
3. les lissages spatial et temporel sont trop forts et ne permettent pas d’obtenir une
segmentation pre´cise au niveau du pare-brise sur les dernie`res images : l’e´troitesse
de la re´gion entre les soldats et le pare-brise rompt l’hypothe`se de photoconsistance
avec les images pre´ce´dentes et suivantes.
Nous analysons maintenant les performances de notre algorithme d’extraction des
parties cache´es des couches.
6.1.2 Extraction des parties cache´es sur une se´quence synthe´-
tique
Par la suite, les re´sultats sont pre´sente´s sous l’une des deux repre´sentations suivantes :
1. pour chaque image, nous montrons deux images :
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notre me´thode me´thode de Kumar et al.
(images extraites de [84])
Image 1(a) Image 1(b)
Image 7(a) Image 7(b)
Figure 6.2 – Comparatif entre nos re´sultats et ceux de Kumar et al. [84] sur les images 1
(premie`re ligne) et 7 (seconde ligne) de la se´quence Mash.
(a) la segmentation des parties visibles, 1 couleur par couche ;
(b) la segmentation des parties cache´es dont nous montrons la superposition des
couleurs des couches cache´es. Cette repre´sentation condense´e ne permet pas de
voir tous les de´tails, d’ou` la seconde repre´sentation ;
2. pour chaque image de la se´quence, nous montrons n images pour les n couches
pre´sentes, chacune d’entre elles montrant la partie visible et la partie cache´e de la
couche correspondante. Cette repre´sentation est comple`te.
La figure 6.3 montre que notre algorithme fonctionne sur une se´quence synthe´tique
sans bruit et donne les re´sultats attendus.
6.1.3 Extraction des parties cache´es sur des se´quences re´elles
En l’absence de ground-truth1, nous pre´sentons nos re´sultats sur des se´quences re´el-
les connues pour les comparer aux re´sultats re´cents de l’e´tat de l’art tels que Xiao et
1Comme discute´ en section 1.1.2, il n’existe pas de solution optimale pour telle ou telle se´quence.
Tout de´pend de l’application souhaite´e ou de la segmentation que l’on souhaite obtenir.
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Figure 6.3 – Re´sultats sur une se´quence synthe´tique. De gauche a` droite : se´quence
originale, couches 1, 2 and 3. En blanc, les parties visibles, en gris les parties cache´es.
Note : aucun pixel n’est classe´ ∅V en raison de l’absence de bruit.
Shah [144].
La figure 6.4 montre les re´sultats sur la se´quence Carmap. La segmentation des par-
ties visibles obtenue est comparable aux segmentations de l’e´tat de l’art. Cette se´quence
posse`de plusieurs difficulte´s :
– les occultations sont nombreuses ;
– les mouvements des roues sont distincts de ceux de la voiture ;
– le mouvement du pied de la pancarte est tre`s proche de celui de l’arrie`re-plan et du
plan de la chausse´e mais ne´anmoins distinct. De surcroˆıt, la re´gion du pied n’est pas
texture´, re´duisant encore les contraintes de photoconsistance.
Cette se´quence montre plusieurs caracte´ristiques propres a` notre me´thode :
– les pixels x tels que vx = ∅V ne concernent que les pixels dont la photoconsistance
n’est pas garantie pour des raisons de bruit et non du fait des occultations comme
c’est le cas pour Xiao et Shah [144] ;
– la segmentation est cohe´rente temporellement ;
– le plan de la pancarte est bien distinct de l’arrie`re-plan mais le pied est moins bien
extrait qu’avec la me´thode de Xiao et Shah. Le pied de la pancarte a un mouvement
tre`s proche de celui du sol et il faut regarder tre`s loin dans le temps pour noter une
diffe´rence de mouvement suffisante. Les bons re´sultats de Xiao et Shah s’expliquent
graˆce a` la combinaison de trois crite`res :
1. leur terme de photoconsistance uniquement forward dont les conse´quences ont
e´te´ montre´es et e´tudie´es en section 3.1.3 (figures 3.4 et 3.5) dans le chapitre 3
sur la segmentation ;
2. leurs contraintes temporelles sur les occultations : ce crite`re tire profit des
occultations engendre´es par le pied sur le sol ;
3. le lissage spatial qui e´tend les deux contraintes ci-dessus a` l’ensemble de la
re´gion uniforme de couleur noire propre au pied.
La figure 6.5 montre les re´sultats obtenus sur une autre se´quence Croisement. Pour
des raisons de place, seuls les re´sultats sur trois images de la se´quence sont de´taille´s et les
figures 6.6 et 6.7 exposent les autres images pertinentes dans un format simplifie´ (i.e. la
1re repre´sentation). L’image 9 re´ve`le deux caracte´ristiques notables :
1. la voiture noire est correctement extraite a` travers le pare-brise de la voiture grise,
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Image 2 Image 5 Image 8
Figure 6.4 – Re´sultats obtenus sur la se´quence Carmap sur trois images caracte´ristiques.
De haut en bas : la se´quence originale avec les bordures des parties visibles en rouge, les
couches 1, 2 and 3 (en blanc, les parties visibles et en gris, les parties cache´es).
signe d’un juste e´quilibre entre les contraintes spatiales et temporelles et les attaches
aux donne´es ;
2. une partie de la chausse´e est mal classe´e puisqu’elle est conside´re´e comme apparte-
nant a` la voiture noire. Ceci s’explique par le fait que cette partie ne se retrouve ni
dans l’image 8 (occulte´e par la voiture noire), ni l’image 10 (occulte´e par la voiture
grise) : la photoconsistance (attache aux donne´es) n’est donc pas garantie. L’ambi-
gu¨ıte´ ne peut eˆtre releve´e que via les contraintes temporelles. Mais le mouvement de
l’arrie`re-plan e´tant de faible amplitude, celles-ci ne suffisent pas a` contraindre la seg-
mentation pour toute la partie en question : il faut chercher l’information beaucoup
plus loin dans le temps.
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Image 7 Image 9 Image 13
Figure 6.5 – Re´sultats obtenus sur la se´quence Croisement sur trois images caracte´ris-
tiques. De haut en bas : la se´quence originale avec les bordures des parties visibles en
rouge, les couches 1, 2 and 3 (en blanc, les parties visibles et en gris, les parties cache´es).
Notons aussi qu’a` l’image 11, la voiture noire est comple`tement occulte´e. Son mouvement a
e´te´ interpole´ a` partir des mouvements calcule´s aux instants pre´ce´dents et suivants de sorte
a` fournir des contraintes temporelles valides (en conside´rant l’hypothe`se que le mouvement
n’est pas sujet a` de brusques variations d’une image a` l’autre). Nous proce´dons ainsi de`s
lors que la surface visible n’est plus suffisante (images 9,10 et 12).
La figure 6.8 montre les re´sultats sur une se´lection d’images d’une se´quence connue :
Garden flowers. Elle sert souvent de re´fe´rence pour comparer les segmentations malgre´ le
fait que les branches suivent un mouvement distinct du tronc (elles sont plus proches de
la came´ra et n’appartiennent pas au plan 3D du tronc : elles sont sujettes a` la parallaxe).
De surcroˆıt, nous avons vu en sous-section 1.5.2 que plusieurs segmentations valides sont
possibles. La difficulte´ principale de la se´quence est finalement de bien doser les contraintes
spatiales et temporelles car il faut faire un compromis entre :
– un lissage fort mais les branches sont me´lange´es a` l’arrie`re-plan ;
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– un faible lissage mais quelques re´gions sont mal segmente´es du fait des ambigu¨ıte´s
de mouvement.
Temps de calcul et utilisation me´moire
Sur un Pentium 4 cadence´ a` 2GHz, une dizaine de minutes sont ne´cessaires pour
segmenter une trentaine d’images 300× 200 (ou 320× 240 selon les se´quences) :
– 4-5 cycles « raffinement du mouvement → segmentation en couches » sont ne´ces-
saires pour atteindre une segmentation stable ;
– chaque cycle se de´compose en deux e´tapes :
1. raffinement du mouvement (chapitre 2, section 2.3) : le processus ite´ratif dure
ge´ne´ralement moins d’une minute avec notre imple´mentation ;
2. segmentation en couches (chapitres 3 et 4) : l’extraction des couches cache´es et
visibles dure 1 minute environ. La segmentation consiste en effet en 3n alpha-
expansions (n expansions pour les couches visibles et 2n expansions pour les
couches cache´es) qui durent chacune 5 a` 10 secondes en temps de calcul (pour
n couches).
Il faut noter que les temps de calcul de chaque cycle de´croˆıt rapidement au fur et a` mesure
que l’on se rapproche de la solution optimale. Concernant l’initialisation, le temps de
calcul reste ne´gligeable au regard du reste du processus : l’extraction des points d’inte´reˆts,
l’estimation de leurs descripteurs SIFT ainsi que leur classification en couches ne´cessite
une dizaine de secondes en conside´rant 5-6 images pour l’initialisation.
L’occupation me´moire reste cependant importante en raison du graphe de l’alpha-exp-
ansion (il faut en effet stocker la totalite´ du graphe en me´moire, soit 1 noeud par pixel
et par image conside´re´e et une dizaine d’areˆtes environ par noeud) et limite le nombre
d’images que nous pouvons conside´rer simultane´ment. Le chapitre 7 qui suit propose
plusieurs solutions a` ce proble`me.
6.2 Applications
Plusieurs champs d’applications sont e´tudie´s ici.
Environnement urbain
Nous verrons en seconde partie du me´moire le processus de nume´risation de l’environ-
nement urbain a` partir du sol. Celui-ci fait notamment appel a` des came´ras (et te´le´me`tres
laser) embarque´s sur un ve´hicule en de´placement, les came´ras e´tant oriente´es vers les fa-
c¸ades. De ce point de vue, les se´quences vide´os acquises par ces came´ras comportent une
succession de plans, 1er plan, 2e plan, ainsi de suite jusqu’a` l’arrie`re-plan (la fac¸ade ou le
ciel) : plan de la chausse´e, plan des arbres aligne´s, plans des pie´tons, plans des voitures,
plan de la fac¸ade, etc. La figure 6 (en introduction du me´moire) donne un exemple d’une
telle de´composition. Celle-ci est permise par le mode`le de couche retenu qui s’appuie sur
le mode`le projectif permettant d’associer une couche a` chacun de ces « plans ».
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Mettons l’accent sur une particularite´ importante de la sce`ne urbaine : elle regorge
d’objets qui se chevauchent tels que les pie´tons derrie`re les arbres, les voitures qui se
croisent, les occultations entre les plans, etc. Or, nous avons propose´ une mode´lisation
des parties cache´es des couches qui permet de conside´rer explicitement ces occultations
de fac¸on naturelle. Connaissant les parties occulte´es pour chaque couche a` chaque ins-
tant, nous sommes en mesure d’effectuer des traitements adapte´s pour la reconstruction
tridimensionnelle. Le choix des textures des fac¸ades a` projeter sur les mode`les tridimen-
sionnels (fournis par le te´le´me`tre laser par exemple) ou le choix des re´gions a` apparier
(«masque de visibilite´ ») dans le cadre de la ste´re´ovision sont deux exemples qui montrent
l’inte´reˆt de notre mode´lisation. Nous voyons ci-dessous une autre application, notamment
inte´ressante pour la nume´risation de l’environnement urbain.
Comple´tion de texture
Aussi appele´e inpainting [17], cette technique consiste a` comple´ter les parties man-
quantes (occulte´es ou de´truites) des images et des se´quences vide´os a` partir des intensite´s
des parties visibles de l’image et/ou des autres images de la se´quence.
Dans le cadre urbain, les parties manquantes sont ge´ne´ralement les fac¸ades et les
chausse´es, occulte´es par les nombreux obstacles tels que les pie´tons, le mobilier urbain,
les arbres, etc. Leurs de´placements ou le de´placement de la came´ra permettent ge´ne´ra-
lement de retrouver les parties manquantes des couches plus e´loigne´es (les fac¸ades par
exemple) via l’ensemble des images capture´es par la came´ra. La comple´tion de texture
permet une mode´lisation tridimensionnelle texture´e et comple`te de l’environnement ur-
bain (notamment des fac¸ades, souvent occulte´es par les arbres, le mobilier urbain et les
pie´tons). Elle permet de surcroˆıt la suppression d’objets inde´sirables tout au long de la
se´quence : on souhaite, par exemple, pouvoir retirer la pre´sence d’un personnage ou d’un
objet particulier dans un film. Il s’agit alors, une fois la re´gion concerne´e extraite, de la
remplacer par les intensite´s des couches plus e´loigne´es telles que l’arrie`re-plan, en utilisant
les informations visuelles pre´sentes sur les autres images de la se´quence.
A` cette fin, il existe deux cate´gories d’algorithme de comple´tion de textures :
1. ceux qui propagent les parties visibles (notamment en bordure des masques de vi-
sibilite´) vers les parties cache´es par interpolation/extrapolation. On peut citer les
approches variationnelles [11, 17, 32, 53], adapte´es aux parties manquantes de petites
tailles et lisses et les approches statistiques [51, 52, 85, 123, 138], notamment adap-
te´es a` la comple´tion de textures dites stochastiques (qui s’apparentent au bruit) ou
quasi-stochastiques telles que les textures (anime´es ou non) de la mer, des flammes,
des fontaines, etc. On peut se re´fe´rer a` l’e´tat de l’art dresse´ par Bertalmio et al. [16] ;
2. ceux qui recherchent dans toute l’image des petits blocs d’image a` « copier/coller »
vers les parties cache´es (Igehy et Pereira [69], Komodakis [83], Alle`ne et Paragios [7]).
Re´cemment, Xiao et Shah ont utilise´ l’extraction en couches pour retrouver les
textures manquantes [147].
Notre algorithme d’extraction des couches, visibles et cache´es, est particulie`rement bien
adapte´ a` cette seconde approche. Il permet en effet de de´terminer :
– le masque des couches a` supprimer (par exemple, la couche d’une voiture) ;
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– le masque des couches cache´es, nous indiquant quelles couches sont occulte´es ainsi
que les re´gions occulte´es ;
– les textures vraisemblables de ces parties cache´es que l’on souhaite retrouver via la
connaissance du mouvement de chaque couche. Celui-ci nous permet de de´termi-
ner d’e´tablir une correspondance entre les parties visibles et cache´es a` des instants
diffe´rents pour une meˆme couche.
Cette approche est cependant confronte´e a` plusieurs difficulte´s. Le mode`le de mouve-
ment projectif n’est pas toujours adapte´ au mouvement re´el des couches, induisant des
de´formations ge´ome´triques lors des projections. De surcroˆıt, dans la mesure ou` les parties
visibles peuvent apparaˆıtre dans plusieurs images, nous devons les choisir (et e´ventuelle-
ment les fusionner) de fac¸on judicieuse pour comple´ter les parties cache´es. Les plus proches
dans le temps auront vraisemblablement le moins de de´formations ge´ome´triques mais, plus
on s’e´loigne temporellement, plus les parties visibles « collables » dans les parties cache´es
auront une taille importante, e´vitant les arte´facts des collages successifs.
Compression vide´o : MPEG-4
L’ide´e d’utiliser la de´composition en couches pour compresser une vide´o n’est pas
nouvelle. Citons notamment Wang et Adelson [135, 137], Ke et Kanade [76]. Cette repre´-
sentation est en effet compacte : si l’on conside`re que les informations visuelles propres
a` chaque couche sont constantes dans le temps, seules les textures et les mouvements de
chaque couche sont ne´cessaires pour synthe´tiser l’ensemble de la se´quence.
Nous avons vu dans ce chapitre les principaux re´sultats obtenus avec notre nouvel
algorithme d’extraction de couches et ses applications potentielles. Le chapitre suivant
pre´sente une discussion et propose quelques perspectives.
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Images originales Parties visibles et parties cache´es
Figure 6.6 – Re´sultats obtenus sur la se´quence Croisement sur les images 5 a` 10. A`
gauche, les images originales (dont on superpose les bordures des couches visibles) ; au
milieu, les parties visibles extraites ; a` droite, les parties cache´es (superpose´es).
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Images originales Parties visibles et parties cache´es
Figure 6.7 – Re´sultats obtenus sur la se´quence Croisement sur les images 11 a` 15. A`
gauche, les images originales (dont on superpose les bordures des couches visibles) ; au
milieu, les parties visibles extraites ; a` droite, les parties cache´es (superpose´es).
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Images originales Parties visibles et parties cache´es
Figure 6.8 – Re´sultats obtenus sur la se´quence Flower Garden sur les images 1,3,5,7 et
9. A` gauche, les images originales (dont on superpose les bordures des couches visibles) ;
au milieu, les parties visibles extraites ; a` droite les parties cache´es.
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Chapitre 7
Discussions sur la premie`re partie
D’abord motive´s par la reconstruction de l’environnement urbain, nous avons mis au
point une technique fonctionnelle de segmentation des se´quences vide´os de sce`nes urbaines
pertinente dans ce cadre : les occultations sont en effet nombreuses et explicitement prises
en conside´ration par notre mode`le de couche ainsi que notre algorithme qui les extrait.
Les re´sultats sont satisfaisants et prometteurs et montrent que notre me´thode est robuste
face aux nombreuses ambigu¨ıte´s rencontre´es dans les se´quences vide´os.
Ce chapitre discute les notions et me´thodes introduites au cours de la premie`re partie.
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Sec. 7.1. Pertinence du choix du mode`le projectif/affine
7.1 Pertinence du choix du mode`le projectif/affine
La notion de couche repose essentiellement sur la mode´lisation du mouvement, pro-
jectif ou affine, et c’est sur ce point qu’il convient de s’inte´resser tout particulie`rement.
Nous avons choisi un tel mode`le de mouvement car il est a` la fois ge´ne´rique et simple a`
estimer (en terme de robustesse, de rapidite´ d’estimation et de controˆle de l’estimation).
Cependant, il fait preuve de rigidite´ car il ne permet pas de conside´rer les mouvements
plus complexes :
– de´formations de formes ;
– non-plane´ite´ des objets.
De`s lors, une certaine tole´rance est de´finie dans notre me´thode d’extraction de couches via
l’utilisation de l’estimateur robuste de Heaviside ou les contraintes spatiales et temporelles
qui lissent les erreurs locales de mode´lisation. Mais il reste ne´cessaire de bien parame´trer
l’e´nergie et il subsiste certaines difficulte´s lorsque les mouvements des diffe´rentes couches
sont proches entre eux ou lorsque les plans sont proches de la came´ra (on rencontre ce
proble`me sur les se´quences carmap et croisement avec le ve´hicule du 1er plan).
Il existe d’autres mode´lisations du mouvement, ge´ne´ralement non parame´triques [141,
21, 57]. Certaines approches proposent ainsi de combiner un mode`le rigide de mouvement
(projectif par exemple) a` un mode`le non-parame´trique (comme le flot optique) permettant
de prendre en compte les variations locales des mouvements mal mode´lise´es (sous forme
hie´rarchique ou non).
7.2 Pertinence des statistiques de couleurs
Le crite`re de statistiques de couleurs a e´te´ utilise´ avec succe`s dans nos premiers tra-
vaux [47, 48] pour relever certaines ambigu¨ıte´s lie´es a` la photoconsistance. Cependant,
la parame´trisation est de´licate et constitue le principal de´faut du crite`re. Les principaux
parame`tres sensibles sont :
– le nombre de gaussiennes : lors de nos expe´rimentations, il a e´te´ fixe´ ge´ne´ralement
a` 5. Il existe cependant des me´thodes qui de´terminent le nombre « optimal » de
gaussiennes selon certains crite`res (fusion en cas de similarite´ de couleurs ou crite`re
MDL). Si le nombre de gaussiennes est trop faible, certaines couleurs sont mal
distingue´es et la variance re´sultante pour chacune d’entre elles devient trop e´leve´e.
A` l’inverse, si le nombre de gaussiennes est trop e´leve´, la discrimination entre les
couleurs s’estompe et le crite`re perd de son inte´reˆt ;
– la me´trique et le poids γ accorde´ a` ce crite`re : quelle importance accorder a` ce
crite`re ? Question commune a` la plupart des parame`tres re´glant une e´nergie mais
celui-ci est le plus de´licat. Le parame´trage de ce crite`re fut propre a` chacune de
nos se´quences en raison de sa sensibilite´. Si γ est trop e´leve´, les statistiques de
couleurs prennent le dessus inde´pendamment du mouvement. S’il est trop faible, les
ambigu¨ıte´s ne sont pas releve´es. De surcroˆıt, a` l’inverse du mouvement, la distinction
entre pixel bien classe´ et mal classe´ est difficile a` e´tablir.
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7.3 Ne´cessite´ de conside´rer toute la se´quence
Nous avons vu que l’extraction des parties cache´es des couches ne concernent que les
parties qui disparaissent puis re´apparaissent (section 4.3). La me´thode de´crite conside`re
ainsi ne´cessairement toute la se´quence simultane´ment. Le stockage des donne´es et du
graphe des alpha-expansions en me´moire peut poser proble`me. Mais il est possible de
travailler dans un cadre multi-e´chelles puis sur une feneˆtre temporelle suffisamment grande
pour re´duire la me´moire ne´cessaire.
7.4 Importance de l’e´tiquette ∅V (bruit)
Tout au long des re´sultats, nous avons observe´ tre`s peu de pixels e´tiquete´s ∅V (pixels
sujets au bruit ou aberrants). Ceci est duˆ aux contraintes spatiotemporelles qui filtrent
les petites re´gions et a` la valeur du parame`tre ψindtr (e´quation (3.4)) fixe´ a` 3, valeur
tre`s proche de pi. En effet, le bruit ou les variations locales de la vitesse qui ne sont
pas correctement mode´lise´es, sont ge´ne´ralement ponctuels ou occupent une faible surface.
La figure 7.1 montre diffe´rents re´sultats obtenus pour diffe´rentes valeurs de ψindtr sur la
se´quence Croisement. Si ψindtr est faible, les roues et l’arrie`re-plan a` travers les vitres sont
classe´s ∅V , i.e. occulte´es : les mouvements des roues ne sont pas mode´lise´s et l’arrie`re-plan
est occulte´ par la carosserie des voitures a` la fois dans les images pre´ce´dente et suivante.
De surcroˆıt, si pour l’estimation du mouvement dominant, l’extraction des pixels aber-
rants permet d’ame´liorer les re´sultats (voir sous-section 2.3.4), on souhaite cependant, en
segmentation, minimiser le nombre de pixels aberrants. Car ceux-ci ne permettent pas de
de´finir des contraintes temporelles. Ainsi, si les mouvements de la sce`ne sont peu com-
plexes (c.-a`-d. repre´sentables par un mode`le projectif) et si le bruit est faible, la couche
des pixels aberrants peut eˆtre ignore´e (gain d’une ite´ration d’alpha-expansion). Dans le
cas contraire, elle ame´liore la robustesse des re´sultats en re´duisant l’influence des pixels
aberrants sur la segmentation des autres couches.
7.5 Limitation des α-expansions possibles
Que ce soit l’alpha-expansion ou l’alpha-beta-swap, les deux algorithmes que nous avons
utilise´s pour minimiser notre e´nergie ont la meˆme caracte´ristique : a` chaque ite´ration, ils
modifient une seule e´tiquette a` la fois (voire deux e´tiquettes pour l’alpha-beta-swap). C’est
leur principale restriction. En segmentation d’images, les conse´quences sont ne´gligeables
mais de`s lors que la dimension temporelle est conside´re´e, on souhaite pouvoir modifier
plusieurs e´tiquettes diffe´rentes en meˆme temps. En section 5.9, la figure 5.7 a montre´
un exemple d’une telle limitation de ces algorithmes. Pour minimiser une e´nergie, il est
parfois souhaitable de modifier plusieurs e´tiquettes diffe´rentes simultane´ment car nous
avons de´fini des contraintes temporelles entre une e´tiquette et une autre : une couche
visible peut devenir cache´e dans l’image suivante. En ne changeant une seule e´tiquette a`
chaque ite´ration, nous n’avons pas la garantie que l’e´nergie est minimisable pour atteindre
la solution optimale.
Parmi les diverses expansions que nous avons imple´mente´es (voir la section 5.9), les
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ψindtr = 2 ψindtr = 2.5
Figure 7.1 – Influence du parame`tre ψindtr sur les re´sultats sur la se´quence Croisement.
Les lignes correspondent respectivement aux images 5, 9 et 13.
meilleurs re´sultats ont e´te´ obtenus avec la deuxie`me approche (V-expansions suivies des
H-expansions).
7.6 Parame`tres de l’e´nergie
Nous discutons ici l’influence et la stabilite´ des parame`tres sur les re´sultats. Notre
me´thode d’extraction de couches comporte une dizaine de parame`tres qui ajustent l’in-
fluence des contraintes spatiotemporelles ou qui adaptent les ope´rateurs robustes (telle que
la fonction de Heaviside pour le re´sidu lie´ au mouvement) au niveau de bruit pre´sent dans
les images. De meˆme, l’estimation du mouvement est de´finie par plusieurs parame`tres qui
sont notamment l’influence du lissage temporel des mouvements estime´s et le niveau de
bruit pre´sent dans les images a` prendre en conside´ration.
Le nombre de parame`tres peut paraˆıtre important et re´dhibitoire. Cependant, les ex-
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pe´rimentations ont montre´ que notre me´thode est peu sensible aux faibles variations de
ces parame`tres et ces derniers sont simples a` re´gler et intuitifs. Graˆce a` l’estimateur de
Heaviside, les valeurs du crite`re de photoconsistance sont comprises entre 0 et pi, faci-
litant le re´glage des contraintes spatiales et temporelles. Les principaux parame`tres que
nous avons e´te´ amene´ a` ajuster a` telle ou telle se´quence sont les trois suivants (par ordre
de´croissant d’importance) :
1. la fre´quence des images retenues : les se´quences diffe`rent notamment par l’am-
plitude moyenne des mouvements des objets entre chaque image. Or celle-ci doit eˆtre
suffisamment importante pour que l’attache aux donne´es soit discriminante. On ne
conside`re ainsi, selon les se´quences, qu’une image sur deux, voire sur quatre ;
2. le parame`tre des contraintes temporelles λD qui doit eˆtre adapte´ en fonction
de la qualite´ de l’estimation du mouvement. En effet, si le mode`le projectif repre´sente
de fac¸on impre´cise le mouvement re´el d’une couche, deux conse´quences inde´sirables
peuvent alors survenir :
(a) les parties en bordures des couches sont mal de´finies et se propagent d’image en
image sans que le crite`re de photoconsistance et le lissage spatial1 ne puissent
les corriger ;
(b) certaines re´gions peuvent disparaˆıtre comple`tement ;
On adapte ainsi l’influence de ce crite`re a` la qualite´ de l’estimation du mouvement
de telle ou telle couche. Cette parame´trisation est manuelle mais peut parfaitement
faire l’objet d’un processus automatique2. Les figures 7.2 et 7.3 montrent l’influence
de ce crite`re sur les re´sultats selon diverses valeurs de λD : les contraintes temporelles
garantissent une cohe´rence temporelle et ame´liorent la robustesse des re´sultats ;
3. le terme de sensibilite´ au bruit τ de l’ope´rateur de Heaviside : il doit prendre
en compte a` la fois le bruit pre´sent dans l’image et l’e´ventuelle mauvaise mode´lisation
du mouvement (mode`le de mouvement inadapte´ ou mauvaise estimation). Nous
avons vu, en sous-section 3.1.3, les effets d’un tel parame`tre (figure 3.4).
Les autres parame`tres sont en ge´ne´ral inchange´s d’une se´quence a` l’autre :
1. le parame`tre des contraintes spatiales µV (parties visibles) de´pend des parame`tres
ci-dessus et est ge´ne´ralement laisse´ inchange´ d’une se´quence a` l’autre ;
2. le parame`tre des contraintes spatiales µH (parties cache´es) est constant quelque soit
la se´quence conside´re´e et permet d’homoge´ne´iser spatialement les couches cache´es :
si les parame`tres µV (contraintes spatiales des couches visibles) et λD (contraintes
temporelles) sont adapte´s a` la se´quence, il n’est pas ne´cessaire d’adapter µH ;
3. les parame`tres λV et λH e´vitent qu’une couche disparaisse et re´apparaisse de fac¸on
spontane´e et empeˆchent les erreurs locales lorsque les contraintes spatiales n’ont pas
permis de les e´viter. Nous avons ge´ne´ralement fixe´ une faible valeur (telle que 0.1)
pour ces parame`tres, suffisante pour e´viter les erreurs locales ;
4. les parame`tres lie´s a` l’estimation du mouvement (pre´-lissage gaussien des images,
pre´cision et lissage temporel des mouvements souhaite´s, etc.) sont constants car le
1qui incite les bordures des couches a` suivre les discontinuite´s d’intensite´ de l’image
2en fonction par exemple du re´sidu moyen propre a` telle ou telle couche
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jeu de parame`tres que nous avons fixe´ permet d’obtenir des re´sultats satisfaisants
quelque soit les situations rencontre´es.
λD = 0 λD = 0.2 λD = 0.5
Figure 7.2 – Influence du parame`tre λD (contraintes temporelles) sur les re´sultats sur la
se´quence Carmap. Les lignes correspondent respectivement aux images 5, 13, 22 et 32.
7.7 Perspectives
Nous dressons plusieurs perspectives pour notre me´thode d’extraction de couches.
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Faire e´voluer le mode`le de couche
Une premie`re possibilite´ d’e´volution consiste a` enrichir le mode`le des couches cache´es
pour prendre en compte la transparence des objets. On ne conside`re alors non plus un
statut cache´/visible mais partiellement cache´/visible ou` l’espace d’e´tiquetage est de la
forme :
L = {[0, 1], false}n (7.1)
ou`, en chaque pixel x, il est ve´rifie´ :
n∑
i
1li(x) 6=falseli(x) = 1 (7.2)
Notre mode`le actuel serait alors un cas particulier ou` li(x) = 0 indique que la couche
est totalement cache´e et li(x) = 1 indique que la couche est totalement visible, sans
valeur interme´diaire possible. Outre la transparence, cette mode´lisation est adapte´e au
matting [145, 74] qui analyse les transitions des couleurs entre deux re´gions (un exemple
classique est la transparence des cheveux).
Inte´grer des informations a priori sur la sce`ne
Des informations a priori sur la sce`ne (telles que les grammaires de ville [96]) peuvent
eˆtre inte´gre´es. Nous avons vu que le champ des applications ne se limite pas a` la segmen-
tation des sce`nes urbaines et inclut notamment la compression vide´o ou la comple´tion de
texture.
De surcroˆıt, pour mieux prendre en compte les spe´cificite´s de l’environnement urbain ou
pour e´largir notre algorithme a` d’autres champs d’applications, nous pouvons conside´rer
d’autres mode`les de mouvement, parame´triques ou non parame´triques, tel qu’il a e´te´
propose´ en de´but de chapitre.
E´tudier cette repre´sentation pour d’autres applications
Les applications de la repre´sentation en couches peuvent eˆtre davantage e´tudie´es.
Quelle est sa pertinence en compression vide´o ? Comment adapter le mode`le pour mieux
re´pondre aux requis de la reconstruction tridimensionnelle de l’environnement urbain ?
La seconde partie de ce me´moire pre´sente les me´thodes de nume´risation de l’environne-
ment urbain. Nous verrons aussi comment nous pouvons inte´grer les me´thodes de´veloppe´es
en premie`re partie (l’extraction de couches notamment) et quels sont leurs apports dans le
cadre de la fusion des donne´es photographiques et te´le´me´triques pour obtenir des mode`les
tridimensionnels de qualite´.
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λD = 0 λD = 0.2 λD = 0.5
Figure 7.3 – Influence du parame`tre λD sur les re´sultats sur la se´quence Carmap
(contours). Les lignes correspondent respectivement aux images 5, 13, 22 et 32.
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Fusion des Approches Te´le´me´trique
et Photogramme´trique

Chapitre 8
Approches te´le´me´trique et
photogramme´trique : e´tat de l’art
Pour mode´liser l’environnement urbain, il y a deux approches majeures que nous de´-
taillons a` travers ce chapitre : l’approche photogramme´trique et l’approche te´le´me´trique.
Ce chapitre en dresse un e´tat de l’art illustre´ pour bien rendre compte des avance´es vi-
suelles dans ce domaine. Nous voyons aussi en fin de chapitre que ces approches sont
comple´mentaires et que leur fusion fait l’objet de nombreuses e´tudes, y compris la noˆtre,
qui est de´taille´e en fin de ce chapitre et dans le chapitre suivant. L’approche photogram-
me´trique, la plus ancienne, est d’abord pre´sente´e.
Sommaire du chapitre
8.1 Approche photogramme´trique . . . . . . . . . . . . . . . . . . . 127
8.1.1 Introduction sur la ste´re´ovision . . . . . . . . . . . . . . . . . . 128
8.1.2 Reconstruction tridimensionnelle a` partir des photographies ae´-
riennes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
8.1.3 Ge´ne´ration de panoramas . . . . . . . . . . . . . . . . . . . . . 130
8.1.4 Reconstruction tridimensionnelle a` partir de photographies ter-
restres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
8.1.5 Autres approches actives . . . . . . . . . . . . . . . . . . . . . 134
8.1.6 Industrialisation . . . . . . . . . . . . . . . . . . . . . . . . . . 134
8.2 Approche te´le´me´trique . . . . . . . . . . . . . . . . . . . . . . . 134
8.2.1 Le Laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
8.2.2 Localisation du ve´hicule . . . . . . . . . . . . . . . . . . . . . . 140
8.3 Fusion des approches te´le´me´trique / photogramme´trique . . 144
8.1 Approche photogramme´trique
La photogramme´trie regroupe l’ensemble des techniques visant a` mode´liser, en trois
dimensions, l’environnement ou les objets, exclusivement a` partir d’images. Parmi ces
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techniques, il y en a une qui se de´marque de toutes les autres car tre`s largement utilise´e
et e´tudie´e : la ste´re´ovision.
Cette section introduit d’abord la technique de ste´re´ovision puis dresse un e´tat de
l’art des approches photogramme´triques majeures de la reconstruction de l’environnement
urbain :
– la ge´ne´ration de mode`les 3D via les photos ae´riennes ;
– la ge´ne´ration de mode`les 3D via les photos terrestres ;
– la ge´ne´ration de panoramas.
8.1.1 Introduction sur la ste´re´ovision
La ste´re´ovision permet, a` partir de deux images d’une meˆme sce`ne ou d’un meˆme objet,
d’en de´duire la forme tridimensionnelle par triangulation, comme le font nos yeux. Ainsi,
a` partir de deux vues ae´riennes prises depuis deux points de vue le´ge`rement de´cale´s, nous
sommes capable, via la ste´re´ovision, d’extraire le relief et la forme ge´ne´rale des baˆtiments
vus du ciel (figure 8.1). Applique´e aux photographies terrestres, la ste´re´ovision permet
d’extraire le relief des fac¸ades et des objets qui composent l’environnement. On peut se
re´fe´rer aux livres [100, 101, 66] et articles [107, 122] pour plus de de´tails.
Figure 8.1 – Principe de la ste´re´ovision : la profondeur Z d’un pixel X est estime´e a`
partir des distances u et u′ et de la focale f de la came´ra.
Sans rentrer dans les de´tails de la ste´re´ovision, attardons-nous sur les conditions de
son efficacite´. Il faut notamment :
– que les caracte´ristiques physiques de la came´ra (taille des pixels notamment) et de
l’objectif utilise´ (focale, distorsion notamment) soient connues avec pre´cision. Ces
parame`tres dits intrinse`ques sont obtenus via une calibration sur mire ;
– que la position spatiale ainsi que l’orientation des came´ras a` partir desquelles ont e´te´
prises les deux photos soient connues avec pre´cision : ces parame`tres dits extrinse`ques
sont obtenus :
128
Chap. 8. Approches te´le´me´trique et photogramme´trique : e´tat de l’art
1. soit par un processus de calibration via une mire (processus bien maˆıtrise´) si
l’on conside`re deux came´ras fixe´es sur un bloc ste´re´oscopique ;
2. soit par d’autres techniques telles que l’utilisation du GPS ou l’autocalibration
des came´ras (on voit en sous-section 8.2.2 une e´tude e´tendue de ces techniques)
si l’on conside`re une came´ra en de´placement ;
– que l’on sache effectuer une correspondance point par point entre les deux images.
C’est elle qui permet de de´terminer la profondeur de chaque pixel et donc la structure
tridimensionnelle de la sce`ne observe´e.
Ce dernier point est ge´ne´ralement le plus difficile a` mettre en œuvre : les techniques ac-
tuelles, de plus en plus performantes, e´chouent encore face aux situations les plus difficiles,
notamment :
– les occultations (du fait des points de vue de´cale´s des came´ras, certaines parties des
objets visibles dans la premie`re came´ra peuvent eˆtre occulte´es dans la seconde) ;
– le bruit pre´sent dans les images, duˆ au capteur ;
– les ambigu¨ıte´s de structure et de texture comme les motifs pe´riodiques (murs de
brique, grille etc.) ou les surfaces uniformes sans texture ou encore la transparence
des objets ;
– les surfaces spe´culaires ;
– les objets qui se de´placent ou se de´forment entre les deux photos si celles-ci n’ont
pas e´te´ prises simultane´ment ;
– les sources lumineuses qui se de´placent ou qui varient d’une image a` l’autre.
Malgre´ tout, les re´sultats sont ge´ne´ralement satisfaisants (voir les travaux de Pollefeys,
Van Gool et al. [107] et de Stretcha et al. [122]) et la ste´re´ovision est ainsi a` la base
de nombreux algorithmes de reconstruction tridimensionnelle. A` noter que les dernie`res
techniques de´veloppe´es ne se contentent plus d’utiliser une paire d’images mais plusieurs
images afin d’ame´liorer la qualite´ de la reconstruction, aussi bien en pre´cision qu’en ro-
bustesse [109, 118].
8.1.2 Reconstruction tridimensionnelle a` partir des photogra-
phies ae´riennes
La ge´ne´ration de mode`les tridimensionnels de villes a de´bute´ autour des anne´es 1970 a`
partir des donne´es ae´riennes car ces dernie`res permettent de reconstruire de larges parties
de l’environnement urbain avec un nombre restreint de photographies.
La forme des baˆtiments (vus du ciel) ainsi que leurs hauteurs peuvent eˆtre obtenues
de fac¸on simple, donnant ainsi une mode´lisation directe de la ville. Les photographies
ae´riennes peuvent eˆtre rectifie´es de fac¸on orthographique facilitant leur fusion et leur
inte´gration dans les bases de donne´es cartographiques (syste`me GIS par exemple). Nous
avons vu en introduction de ce me´moire deux exemples d’une telle reconstruction sur les
villes de Rennes et de Paris.
Les mode`les tridimensionnels des baˆtiments sont obtenus quant a` eux soit via des
techniques traditionnelles de la vision, soit a` partir des cadastres (polygones de´finissant
les emprises planime´triques des baˆtiments) analyse´s automatiquement ou non, soit encore
de fac¸on strictement manuelle par des graphistes e´paule´s par des logiciels de CAO ou
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DAO. Nous nous inte´ressons ici seulement aux techniques automatiques : en 1998, Lin et
Nevatia [87] extraient la forme des baˆtiments a` partir d’hypothe`ses et de re`gles sur leurs
formes (compositions de formes rectangulaires donnant les formes L,T ou I par exemple).
Avec l’aide de la projection des ombres forme´es par les toits et les murs, ils en de´terminent
la forme la plus probable du baˆtiment conside´re´ ainsi que sa hauteur (figure 8.2).
Figure 8.2 – Vue ae´rienne segmente´e [87] : ici, deux baˆtiments extraits.
En 1998, Faugeras et al. [55] et Fitzgibbon et al. [56] proposent une chaˆıne comple`te
d’algorithmes de vision (extraction de points d’inte´reˆt, calibration des came´ras, recons-
truction tridimensionnelle euclidienne) pour nume´riser avec succe`s l’environnement urbain
sans ne´cessiter d’intervention humaine.
En utilisant d’autres donne´es comme les cadastres ou les DEM (Digital Elevation Map),
Durupt et Taillandier [49] obtiennent 95% de baˆtiments correctement identifie´s (pouvant
alors eˆtre reconstruits) de fac¸on automatique (voir la figure 8.3). Citons de meˆme Bretar
et al. (IGN) [27] qui extraient avec succe`s les toits de baˆtiments en utilisant les donne´es
ae´riennes photographiques et te´le´me´triques.
Cependant, la faible re´solution (actuelle) des photographies ne permet pas de mode´li-
ser de fac¸on pre´cise l’environnement urbain, notamment les fac¸ades des baˆtiments (sous
la condition que celles-ci soient visibles du ciel !) dont leur mode´lisation ne´cessite d’autres
capteurs, place´s au niveau du sol. De surcroˆıt, la complexite´ de la sce`ne urbaine et des
baˆtiments ainsi que les caracte´ristiques inhe´rentes aux images (bruit, occultations, condi-
tions lumineuses) font que la segmentation des images pour extraire les baˆtiments, suivie
de leurs reconstructions tridimensionnelles est a` l’heure actuelle encore difficile.
Cette approche permet cependant d’obtenir des mode`les tridimensionnels texture´s des
toits des immeubles et des parties inaccessibles aux approches terrestres telles que les
cours d’immeubles, les jardins prive´s, les ruelles, etc.
8.1.3 Ge´ne´ration de panoramas
Dans [127, 128], Teller utilise un robot ge´ore´fe´rence´ muni d’une came´ra et scanne la
ville de point en point, ge´ne´rant des panoramas 360˚successifs aux points strate´giques
(figure 8.4). L’ensemble de ces panoramas peut alors eˆtre utilise´ pour la mode´lisation
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Figure 8.3 – Extraction automatique de la structure des baˆtiments [49].
Figure 8.4 – [128] : en haut, l’ensemble des points utilise´s pour la ge´ne´ration des pano-
ramas. En bas, un exemple de panorama ge´ne´re´.
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et la texturation de l’environnement. Cette approche de « reconstruction tridimension-
nelle » est simple a` mettre en œuvre. Les derniers algorithmes de´veloppe´s (Brown et
Lowe [28], Komodakis [83]) et les logiciels commerciaux disponibles (Stitcher de Realviz
par exemple) permettent d’obtenir des panoramas de haute qualite´ de fac¸on automatique.
Dans [4], Agarwala et al. proposent une me´thode permettant de convertir une se´quence
vide´o compose´e d’objets en mouvement sous la forme d’une seule image panoramique
ou` les diffe´rences d’intensite´ lie´es au mouvement sont correctement prises en compte et
corrige´es1. Dans [121], Steedy, Pal et Szeliski proposent une me´thode rapide et robuste
qui ge´ne`re des panoramas de haute qualite´ a` partir de longues se´quences vide´os (plusieurs
milliers d’image) sans erreur lie´e aux de´rives spatiales dans le temps en se´lectionnant les
images les plus pertinentes.
8.1.4 Reconstruction tridimensionnelle a` partir de photogra-
phies terrestres
En 1996, Debevec propose l’un des premiers syste`mes de mode´lisation tridimension-
nelle a` partir de quelques photographies [39] : l’utilisateur indique quelques-unes des areˆtes
les plus importantes du mode`le tridimensionnel en s’appuyant sur les images (voir la fi-
gure 8.5). Le mode`le tridimensionnel approximatif est alors reconstruit et projete´ dans les
images. Le logiciel affine alors le mode`le par ste´re´ovision et le texture. La ste´re´ovision, ainsi
guide´e par l’utilisateur, est plus robuste, les photographies pouvant eˆtre prises de points
de vue e´loigne´s. L’ide´e d’une telle reconstruction tridimensionnelle semi-automatise´e est
Figure 8.5 – Principe de reconstruction semi-automatise´e : l’utilisateur indique quelques-
uns des bords des images (en vert sur la premie`re figure, a` gauche). Le mode`le tridimen-
sionnel approximatif est alors reconstruit (deuxie`me figure). Celui-ci est projete´ dans les
images (troisie`me figure) et assistent alors la ste´re´ovision pour affiner le mode`le qui est
alors texture´ (qutrie`me figure, a` droite).
reprise par plusieurs logiciels commerciaux tels que RealViz’s ImageModeler ouMetaCrea-
1La me´thode est cependant restreinte aux sce`nes dont le mouvement est pe´riodique (le cas d’une
fontaine d’eau par exemple) mais permet alors de ge´ne´rer un panorama anime´ de sorte a` reproduire ce
mouvement.
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tion’s Canoma.
En 1999, Pollefeys et al. [108] proposent un processus complet et automatique permet-
tant d’obtenir une mode´lisation tridimensionnelle texture´e a` partir d’une se´quence vide´o
non calibre´e. On trouvera dans [107] les derniers de´veloppements de cette approche.
Van Gool et al. [35, 36] ont re´cemment propose´ une me´thode automatique permettant
de reconstruire grossie`rement1 l’environnement urbain : une voiture en de´placement munie
de deux came´ras scanne la ville puis un algorithme construit automatiquement un mode`le
tridimensionnel a` partir des photographies. En simplifiant ainsi la mode´lisation, la me´-
thode a ainsi le me´rite d’eˆtre efficace et de donner des re´sultats visuellement inte´ressants
(exemple sur la figure 8.6). Elle s’appuie sur un processus d’autocalibration pour locali-
ser pre´cise´ment le ve´hicule et une inte´gration d’information se´mantique dans le processus
permet de mieux ge´rer le cas des voitures sur la chausse´e : un syste`me d’apprentissage
de´tecte la pre´sence de voitures en utilisant les informations issues de la reconstruction tri-
dimensionnelle (notamment la vraisemblabilite´ de leurs positions). Ces informations sont
alors re´utilise´es pour la reconstruction tridimensionnelle pour qu’elle tienne compte des
voitures (que l’on souhaite e´carter de la reconstruction) et ainsi de suite. Ces multiples ite´-
rations (appele´es cognitive loops) permettent ainsi de mieux ge´rer ces objets inde´sirables
propres a` l’environnement urbain.
Figure 8.6 – Exemple de reconstruction tridimensionnelle de l’environnement urbain via
le processus automatique mis en place par [35, 36]. A` noter que dans cette image, la
reconstruction des voitures a fait l’objet d’un processus a` part.
Enfin, si la spe´cialite´ de l’IGN est avant tout l’acquisition et le traitement des don-
ne´es ae´riennes, il s’inte´resse aussi a` la reconstruction de l’environnement urbain via des
photographies prises du sol. Citons les travaux de Penard et al. [106] ou` l’environne-
ment urbain est photographie´ a` partir de plusieurs came´ras embarque´es sur un ve´hicule
en de´placement et ge´olocalise´ (GPS). Ce syste`me permet d’effectuer une reconstruction
1Une rue est repre´sente´e par trois plans : la chausse´e et les deux fac¸ades oppose´es
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tridimensionnelle a` grande e´chelle par ste´re´ovision sans proble`me d’ambigu¨ıte´s dues aux
objets en de´placement.
8.1.5 Autres approches actives
Une autre cate´gorie de capteurs permet aussi de nume´risation l’environnement : les
capteurs actifs s’appuyant sur la lumie`re visible. Ils e´mettent des lumie`res structure´es
(franges colore´es) ou module´es sur l’environnement qui sont alors analyse´es par une came´ra
classique pour en de´terminer la structure tridimensionnelle [117]. Ces capteurs font l’objet
de nombreuses recherches car ils sont peu couˆteux au regard des capteurs lasers mais
projeter de la lumie`re structure´e sur les fac¸ades n’est pas une mince affaire : ils sont encore
difficilement exploitables dans le cadre de la nume´risation de l’environnement urbain.
8.1.6 Industrialisation
Signe de la maturite´ des algorithmes de reconstruction tridimensionnelle, de nombreux
logiciels de mode´lisation tridimensionnelle semi-automatiques voient le jour :
– Stitcher de Realviz : ge´ne`re des panoramas (jusqu’a` 360˚) de fac¸on automatique a`
partir d’un ensemble de photographies prises d’un meˆme point de vue ;
– ImageModeler et VTour de Realivz et MetaCreation de Canoma : ces logiciels per-
mettent a` partir d’un ensemble de photographies d’un objet ou d’un monument
(voire d’une seule pour VTour) de le mode´liser en maillage 3D texture´ en fournissant
des outils de calibration et de reconstructions tridimensionnelles semi-automatiques.
L’utilisateur doit de´finir les primitives 3D (areˆtes, sphe`res, cylindres...) du mode`le
et la texturation se fait alors automatiquement.
Les algorithmes de reconstruction tridimensionnelle sortent rapidement du domaine de la
recherche et du statut de prototype. On se rapproche toujours un peu plus du « tout-
automatique » pour le grand public.
8.2 Approche te´le´me´trique
La technique de te´le´me´trie laser (appele´e aussi Lidar - Light Detection And Ranging)
est aujourd’hui souvent employe´e pour mesurer et mode´liser l’environnement qui nous
entoure, au point d’en faire un outil majeur pour la nume´risation de l’environnement
urbain. C’est une technique active qui e´met de la lumie`re visible ou infrarouge (Laser IR)
de fac¸on controˆle´e.
8.2.1 Le Laser
Tous les outils te´le´me´triques pre´sente´s ici s’appuient sur l’utilisation du laser. D’autres
approches utilisent d’autres types d’ondes, comme les ultrasons ou les ondes Radars mais
elles restent marginales car inadapte´es au cadre de l’environnement urbain.
Le laser (acronyme anglais de Light Amplification by Stimulated Emission of Radia-
tion) est un dispositif qui amplifie la lumie`re (et plus ge´ne´ralement tout rayonnement
e´lectromagne´tique) et, par un jeu de miroirs semi-re´fle´chissants, l’e´met dans une seule
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direction sans divergence (la figure 8.7 de´taille et illustre ce principe). En ge´ne´ral, l’onde
e´mise est monochromatique, seules quelques longueurs d’ondes sont re´ellement e´mises
(visible ou infrarouge ou ultraviolet ou encore rayons X), permettant d’affiner certaines
analyses. Pre´cisons un point non ne´gligeable : contrairement a` ce qu’on peut croire, un
Figure 8.7 – Principe du laser : une source e´nerge´tique (2) excite le re´servoir d’e´lectrons
solide, liquide ou gazeux (1) qui ge´ne`re alors des photons. Ceux-ci rebondissent contre le
miroir totalement re´fle´chissant (3) et le miroir semi-re´fle´chissant (4). Leur e´nergie aug-
mente au fur et a` mesure des aller-retours. Une partie de ces photons sort du re´servoir via
le miroir (4) donnant alors le faisceau lumineux directif (5).
faisceau laser ne forme pas un cylindre bien de´fini mais a une forme le´ge`rement conique
(divergence) due a` la diffraction. La divergence est inversement proportionnelle au dia-
me`tre du faisceau a` son point le plus e´troit. C’est ainsi qu’un faisceau laser e´mis peut eˆtre
re´fle´chi plusieurs fois (donnant plusieurs e´chos) (nous y reviendrons un peu plus loin).
Les outils te´le´me´triques laser, qu’ils soient 2D ou 3D, sont tre`s appre´cie´s et utilise´s
dans le cadre de la nume´risation tridimensionnelle de l’environnement re´el/urbain ou des
objets d’arts. En effet, ils peuvent fournir des mode`les 3D sous la forme de nuage de
points de fac¸on imme´diate pour les lasers 3D ou indirectement pour les lasers 2D (nous
verrons comment en fin de section). De fac¸on similaire a` une came´ra, un laser posse`de
un angle de vue sur la sce`ne et en collecte des informations. Si une came´ra acquiert une
information colorime´trique sur la sce`ne, le laser indique, lui, une information de distance
entre les premiers objets qu’il « voit » et lui-meˆme. Cette distance s’inscrit dans un espace
sphe´rique : a` chaque point de la sce`ne visible par le laser, lui est associe´ une distance, deux
angles de vue φ et θ qui sont convertis en coordonne´es spatiales carte´siennes ge´ne´rant ainsi
un nuage de point (voir l’exemple de la figure 8.13).
Il existe actuellement plusieurs techniques permettant de mesurer cette distance :
– par temps de vol : on mesure le temps que met un faisceau laser pour faire l’aller-
retour entre le laser et l’objet et, connaissant la vitesse de la lumie`re, on en de´-
duit la distance. La principale difficulte´ consiste a` bien estimer cette dure´e car 3.3
pico-secondes (10−12) correspond approximativement a` 1 millime`tre parcouru. La
pre´cision de cette estimation de´pend ainsi de l’horloge interne du laser et provoque
ainsi une erreur syste´matique quelque soit la distance entre l’objet et le laser. Cette
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erreur est de l’ordre de 5 cm pour notre laser (et baisse a` l’ordre du millime`tre pour
les meilleurs lasers) ;
– par triangulation : le faisceau laser visible est re´cupe´re´ par un capteur CCD oriente´
vers l’objet a` mesurer. Connaissant l’angle de tir du laser et la position relative
du capteur CCD, la position du projete´ du faisceau laser sur le capteur permet
d’en de´terminer la distance par triangulation (voir figure 8.8). Cette technique est
ge´ne´ralement plus pre´cise que celle par temps de vol pour les courtes distances (si
l’objet est situe´ a` une distance infe´rieure a` quelques me`tres, la pre´cision est de l’ordre
du dixie`me de millime`tre [63]) ;
– par analyse de phase : en faisant varier de fac¸on sinuso¨ıdale l’intensite´ du faisceau
laser, on ne mesure plus le temps de vol mais la diffe´rence de phase entre le faisceau
e´mis et celui rec¸u. De la meˆme fac¸on que pour le temps de vol, la pre´cision de´pend
directement de la re´solution temporelle du capteur laser pour mesurer la diffe´rence
de phase. Ne´anmoins, cette approche permet d’obtenir des re´sultats plus pre´cis que
celui par temps de vol (de l’ordre de 0.1 a` 0.3 mm).
Figure 8.8 – Mesure de la distance par triangulation, ici pour deux points distincts.
Notons une distinction importante entre deux types de laser :
1. les lasers 3D qui fournissent directement une information sur l’espace 3D environ-
nant ;
2. et les lasers 2D (rotatif) qui fournissent juste un profil planaire de l’espace et doivent
donc eˆtre de´place´s afin d’avoir un mode`le spatial et complet de l’environnement. Les
travaux de cette the`se ont utilise´ ce type de laser.
On de´nombre trois approches principales de nume´risation de l’environnement re´el que
l’on de´taille maintenant.
Laser embarque´ sur un avion
Si l’utilisation du laser a commence´ autour des anne´es 70 pour la mode´lisation tri-
dimensionnelle, ce sont les de´buts du GPS autour des anne´es 80 qui ont lance´ ceux du
syste`me « Avion-GPS-Laser » , le GPS permettant une localisation pre´cise de l’avion.
Ainsi, embarque´ sur un avion et couple´ a` une centrale inertielle et a` un GPS, le laser 2D
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ge´olocalise´ fournit alors un ensemble de mesures directes et ge´ore´fe´rence´es de la distance
entre l’avion et le sol (voir figure 8.9). Cet ensemble est alors transforme´ en nuage de
points ge´ore´fe´rence´s, ge´ne´ralement appele´ carte d’e´le´vation de la surface (en communaute´
scientifique anglo-saxone, DEM - Digital Elevation Map).
Figure 8.9 – Lidar embarque´ sur un avion. Localise´ par GPS/INS, le laser fournit une
carte d’e´le´vation du terrain.
Pre´cisons que d’un point de vue technique, le syste`me te´le´me´trique doit eˆtre capable
de mesurer plusieurs e´chos pour un meˆme faisceau laser, car ce dernier, du fait de sa
forme conique et de la transparence de certains mate´riaux rencontre´s, peut se re´fle´chir
sur plusieurs obstacles avant meˆme d’atteindre le sol, notamment sur les arbres ou les
immeubles. Cette technique d’acquisition a ainsi e´te´ utilise´e par [62, 26, 131, 134]. Tout
l’enjeu consiste a` distinguer correctement les baˆtiments et a` en de´terminer leurs positions,
leurs formes et leurs hauteurs.
Lasers 3D au sol
Les lasers 3D balayent tout l’espace, fournissant en quelques secondes (parfois quelques
minutes) un nuage de points complet. Ils sont parfois couple´s avec une came´ra inte´gre´e
fournissant les couleurs associe´es a` chaque point et permettent de texturer le nuage de
points obtenu.
Ces outils sont tre`s prise´s pour la nume´risation d’objets d’art et de statues. Une nu-
me´risation a beaucoup fait parler d’elle, celle des statues de Michelangelo, notamment
son David [86] : 30 jours de nume´risation pour une meˆme statue via des lasers 3D, 32
Giga-bytes de donne´es, plusieurs mois ne´cessaire de calcul par ordinateur (la pre´cision est
de 0.25 mm permettant de distinguer les traces de couteaux utilise´s pour la sculpture !
voir la figure 8.10). Dans le cadre urbain, ils sont avant tout utilise´s pour nume´riser en
de´tail les monuments historiques (voir les travaux d’Allen et al. [6], figure 8.11, et de
Deveau et al. (IGN) [41]). Ge´ne´ralement couple´s avec une came´ra CCD, ils permettent
d’obtenir un nuage de points et les textures correspondantes depuis un meˆme point de
vue sans intervention humaine. Selon les mode`les de laser et la pre´cision souhaite´e, la nu-
me´risation prend un temps non ne´gligeable, de quelques secondes a` plusieurs dizaines de
minutes. Pour obtenir un scan complet d’un baˆtiment ou d’un environnement, ils doivent
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Figure 8.10 –David de Michelangelo nume´rise´ via des lasers 3D : 2 milliards de polygones,
7000 images, 30 jours de nume´risation, 1500 heures de calcul.
Figure 8.11 – Cathe´drale de Beauvais, nume´rise´e via un laser 3D.
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eˆtre de´place´s de sorte a` re´duire les occultations. Ainsi, s’ils fournissent des mode`les 3D
de qualite´, les lasers 3D ne sont pas particulie`rement adapte´s a` la nume´risation d’une
ville entie`re en raison du temps d’acquisition ne´cessaire (couˆteux en ressource humaine).
Citons le projet AVENUE [5] qui vise a` re´duire ce temps d’acquisition : un robot mo-
bile ge´olocalise´ embarque un laser 3D et fournit un ensemble de scans 3D ponctuels de
l’environnement urbain, simplifiant les ope´rations de nume´risation.
Nous pre´sentons maintenant une autre approche, celle du « laser 2D embarque´ sur un
ve´hicule » qui a le me´rite de nume´riser l’environnement urbain a` la vitesse d’avancement
du ve´hicule (10-15 km/h en moyenne).
Lasers 2D au sol
Les travaux de Zhao et al. [149], de Abuhadrous et al. [2] et de Fru¨h et Zakhor [58]
font appel a` la meˆme ide´e : embarquer un (ou plusieurs) laser(s) 2D sur un ve´hicule en
de´placement, fournissant une succession de coupes verticales de l’environnement urbain
qui sont alors recale´es dans un meˆme re´fe´rentiel. Les figures 8.12 et 8.13 illustrent quelques-
uns des re´sultats obtenus.
Figure 8.12 – Tokyo : ve´hicule d’acquisition et re´sultat visuel obtenu.
Nos propres donne´es te´le´me´triques ge´ore´fe´rence´es ont e´te´ obtenues via notre syste`me
d’acquisition (figure 8.14). Il est constitue´ de capteurs de localisation (GPS / INS /
Odome´trie), d’un laser 2D et de deux came´ras CCD, embarque´s sur un ve´hicule.
La principale difficulte´ consiste a` recaler correctement tous les profils te´le´me´triques
dans le meˆme re´fe´rentiel sachant que la voiture est en de´placement permanent. La localisa-
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Figure 8.13 – Exemple de nuage de points de l’environnement urbain (obtenu via le
syste`me d’acquisition de l’ENSMP, figure 8.14) : la fac¸ade de l’E´cole des Mines de Paris,
acquise via un laser 2D embarque´ sur un ve´hicule en de´placement.
tion du ve´hicule (voiture ou robot) s’obtient ge´ne´ralement via le syste`me «GPS/Centrale
inertielle/Filtre de Kalman » . La section suivante pre´sente les diverses techniques per-
mettant de localiser pre´cise´ment un ve´hicule en de´placement.
8.2.2 Localisation du ve´hicule
Une reconstruction pre´cise de l’environnement urbain n’est possible que si le ve´hicule
est localise´ de fac¸on pre´cise ge´ographiquement. Il existe a` cette fin une grande varie´te´ de
capteurs et de me´thodes mais ces dernie`res ne sont pas encore pleinement ope´rationnelles
en toutes situations. Certains capteurs permettent une localisation absolue (GPS) mais
peu pre´cise et a` intervalles de temps e´leve´s, d’autres donnent des indications fre´quentes
Figure 8.14 – Syste`me d’acquisition de donne´es te´le´me´triques (et photographiques) ge´o-
re´fe´rence´es : gros plan du bloc laser/came´ras (fixe´ sur la boule de remorque de la voiture)
a` droite.
140
Chap. 8. Approches te´le´me´trique et photogramme´trique : e´tat de l’art
mais de´rivent progressivement (odome´trie, autocalibration via l’image).
GPS
Le GPS (Global Positioning System) est le seul capteur qui permet une localisation
absolue (longitude, magnitude et altitude), de fac¸on continue et instantane´e sur toute
la plane`te. Mis en place par le De´partement de la De´fense des E´tats-Unis en 1978, le
syste`me GPS s’appuie sur 24 satellites orbitaux qui e´mettent en permanence un signal
code´ et date´ (figure 8.15). Un re´cepteur GPS utilise les signaux provenant de ces satellites
(ge´ne´ralement, 4 satellites suffisent) pour en de´terminer sa position 3D relative par trilate´-
ration. La pre´cision de la localisation est l’ordre de 5 a` 15 me`tres. Signalons l’existence du
GPS diffe´rentiel (DGPS) qui utilise des balises additionnelles terrestres (tre`s pre´cise´ment
localise´es) permettant d’atteindre une pre´cision de quelques me`tres (voire au millime`tre
pour les syste`mes les plus sophistique´s). Cependant, un tel syste`me (que l’Europe a no-
tamment mis en place sur son territoire permettant une localisation a` 2 me`tres pre`s, via
une quarantaine de balises terrestres) n’est pas toujours disponible sur le globe terrestre
et de surcroˆıt, couˆteux. Re´cemment, un syste`me similaire au GPS a e´te´ mis en place par
l’Europe : le projet Galileo qui permet a` la fois d’ame´liorer la qualite´ de la localisation et
de garder une inde´pendance vis-a`-vis du syste`me ame´ricain.
Figure 8.15 – Syste`me de localisation absolue (par GPS ou Galileo)
Notons, pour la petite histoire, que c’est le temps de parcours des ondes e´lectro-
magne´tiques entre le satellite orbital et le re´cepteur GPS qui permet de mesurer la dis-
tance qui les se´pare. Or, du fait de la vitesse de ces ondes (300 000 km/seconde), une
erreur infe´rieure a` un millionie`me de seconde engendre 300 me`tres d’erreur ! Il est indis-
pensable que les deux appareils soient parfaitement synchronise´s temporellement, ce qui
n’est pas e´vident (difficile d’inclure une horloge atomique dans un petit re´cepteur GPS).
Des algorithmes sophistique´s permettent alors de corriger ces erreurs de synchronisation.
Ils prennent en compte les phe´nome`nes propres aux relativite´s restreinte et ge´ne´rale car
la grande vitesse du satellite en orbite et la gravitation plus faible en son sein font que le
temps s’e´coule diffe´remment sur terre et dans le satellite...
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Ce syste`me de localisation posse`de ainsi de nombreux avantages : localisation absolue
sans de´rive temporelle, mise en œuvre simple et peu couˆteuse. Cependant, les inconve´-
nients sont nombreux : en environnement urbain, le GPS est confronte´ a` de multiples
difficulte´s, comme les obstacles (les immeubles notamment, voir la figure 8.16), qui en-
traˆınent une perte de signal satellitaire ou des re´flections a` l’origine des signaux multiples
rallongeant le temps de vol du signal et faussant ainsi la position absolue du re´cepteur
GPS. De surcroˆıt, dans le cadre d’une reconstruction tridimensionnelle, sa pre´cision est
aussi insuffisante et inconstante : elle de´pend notamment des conditions atmosphe´riques
et du nombre de satellites en communication optimale avec le re´cepteur.
Figure 8.16 – La localisation par GPS peut eˆtre fortement geˆne´e en environnement
urbain. En effet, divers obstacles comme les immeubles peuvent empeˆcher les ondes satel-
litaires d’atteindre le re´cepteur ou entraˆınent des re´flections multiples.
Centrale inertielle - Odome´trie
Un syste`me comple´mentaire est la centrale inertielle (en anglais, INS - Inertial Navi-
gation System). C’est un dispositif de navigation de pre´cision muni (figure 8.17) :
– de gyroscopes, au nombre de trois (pour les trois orientations) qui mesurent une
variation d’orientation ;
– et d’acce´le´rome`tres (qui mesurent l’acce´le´ration line´aire), au nombre de trois, un
pour chaque axe. La position du ve´hicule est obtenue via deux inte´grations de l’ac-
ce´le´ration entraˆınant une de´rive importante.
Un tel syste`me de localisation a l’avantage d’eˆtre autonome (contrairement au GPS)
mais est rapidement sujet aux de´rives spatiales : une petite erreur dans la mesure de
l’acce´le´ration se fait rapidement ressentir sur la position du ve´hicule. Cependant, sur une
courte dure´e, la pre´cision est tre`s bonne et son rafraˆıchissement fre´quent, infe´rieur a` 10
ms, permet d’obtenir a` tout instant une localisation relative du ve´hicule.
Pre´sentons aussi l’odome´trie qui s’appuie principalement sur la vitesse de rotation
des roues et de leurs orientations. Si ce mode de mesure simple et peu couˆteux permet
d’obtenir une bonne pre´cision de localisation a` court terme, il est rapidement pe´nalise´
par une forte de´rive. Il ne permet pas notamment de prendre en compte les patinages des
roues et les glissements late´raux.
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Figure 8.17 – Centrale inertielle : syste`me Gimbaled
Autocalibration via l’image
Le principe ici est de s’appuyer sur les images acquises par une (ou plusieurs) came´ra(s)
embarque´e(s) sur le ve´hicule. La localisation, relative ici, consiste a` conside´rer deux images
successives prises par la came´ra aux instants t et t + 1 et a` de´terminer quel a pu eˆtre le
de´placement de la came´ra entre t et t + 1 ayant pu produire ces deux images. Cette
approche a re´cemment e´te´ utilise´e avec succe`s par les fre`res Cornelis et Van Gool [35] :
elle s’appuie sur la de´tection de points caracte´ristiques dans la se´quence vide´o et sur leurs
suivis temporels [14, 38, 64, 97, 108].
Dans [130], Tournaire et al. proposent d’utiliser conjointement les photographies ae´-
riennes et les photographies prises a` partir du ve´hicule pour recaler la position du ve´hicule
en mettant en correspondance les marquages de la route (passages pie´tons notamment)
qui sont automatiquement extraits sur les deux sources d’images. La pre´cision du recalage
de´pend directement de la pertinence des marquages routiers et de leur extraction ainsi que
de la re´solution spatiale des photographies ae´riennes. Avec les photographies ae´riennes de
l’IGN, les auteurs obtiennent une pre´cision de ge´olocalisation infe´rieure au de´cime`tre.
Dans [58], Fru¨h et Zakhor utilisent aussi les photographies ae´riennes pour recaler la
position du ve´hicule : les bords des routes sont d’abord de´tecte´s dans la mesure du possible
et les profils te´le´me´triques horizontaux sont alors superpose´s et recale´s.
Recalage de profils te´le´me´triques 2D
Le laser 2D, place´ sur le ve´hicule de sorte a` balayer horizontalement l’espace, permet
d’obtenir un grand nombre de profils te´le´me´triques horizontaux de l’environnement, qui,
recale´s entre eux, permettent d’en de´duire la position du ve´hicule. Cette approche uti-
lise´e par [150, 58] permet d’obtenir une grande qualite´ de localisation, mais la` encore,
a` court terme. En effet, les erreurs de recalage s’accumulent (notamment lors des forts
changements de direction) et la position estime´e du ve´hicule de´rive alors ine´vitablement.
Fusion d’information - syste`me hybride : filtre de Kalman
Nous avons vu qu’il n’existe pas un seul capteur permettant de localiser a` lui tout
seul un ve´hicule avec pre´cision. Ne´anmoins, ils ont des caracte´ristiques comple´mentaires
et leur coope´ration est alors naturelle :
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– le seul capteur absolu, le GPS, souffre d’une impre´cision de localisation assez im-
portante au regard des applications envisage´es (la reconstruction tridimensionnelle)
et posse`de de surcroˆıt une faible fre´quence de mise a` jour de ses donne´es (de l’ordre
de 100 ms) ;
– les capteurs relatifs (centrale inertielle, odome´trie, autocalibration et recalage te´le´-
me´trique) ont exactement les caracte´ristiques inverses. Ils sont tre`s pre´cis a` court
terme et posse`de une fre´quence de mise a` jour des donne´es importante (infe´rieure a`
10 voire 1 ms) mais souffrent ine´vitablement d’une de´rive dans le temps.
L’ide´e consiste alors a` utiliser le GPS pour recaler au fur et a` mesure les capteurs relatifs.
Une me´thode a fait ses preuves en matie`re de fusion d’informations he´te´roge`nes [3] : le
filtre de Kalman [75]. A` partir d’une mode´lisation des erreurs propres aux donne´es, ce
filtre permet de les lisser de fac¸on optimale (si cette mode´lisation est line´aire). Ainsi,
il permet de fusionner les donne´es GPS et les donne´es de la centrale inertielle de fac¸on
optimale, a` la line´arisation du proble`me pre`s [3].
En conclusion
La pre´cision de localisation actuelle est suffisante au regard de la re´solution des
capteurs. Le GPS permet de corriger les de´rives des capteurs de localisation pre´cis a`
court terme (INS, recalage d’images ou de profils te´le´me´triques). A` l’avenir, nul doute
que ces techniques vont s’ame´liorer, que ce soit pour l’autocalibration, la localisation
par GPS/Galile´o ou pour l’inte´gration des donne´es he´te´roge`nes dans un meˆme re´fe´ren-
tiel. Ce qui sera ne´cessaire pour exploiter la re´solution toujours en hausse des capteurs
CCD/CMOS et pour satisfaire l’exigence toujours plus forte de la qualite´ des mode`les
tridimensionnels.
8.3 Fusion des approches te´le´me´trique / photogram-
me´trique
Cette section conside`re la fusion des deux approches photographique et te´le´me´trique,
pre´sente´es dans ce chapitre. Le tableau 8.1 re´capitule les principaux inconve´nients et
avantages de chaque capteur.
Le laser permet ainsi de pallier certaines difficulte´s propres aux approches strictement
photogramme´triques (spe´cularite´ des surfaces, transparence, ambigu¨ıte´s de textures, faible
pre´cision a` grande distance, etc.). C’est ainsi que de nombreuses e´quipes s’inte´ressent a`
la fusion des donne´es issues de ces capteurs. Parmi les travaux les plus avance´s, citons
celui de Fru¨h et Zakhor [59] (figure 8.18). Cette approche s’appuie sur l’utilisation d’un
laser 2D vertical qui scanne la ville en profils verticaux, d’un syste`me de localisation
(GPS+INS+recalage via un laser 2D horizontal) et de plusieurs came´ras. Les re´sultats
qu’ils obtiennent montrent les difficulte´s inhe´rentes a` la nume´risation de l’environnement
urbain :
– la pre´sence d’objets dynamiques, tels que les pie´tons et voitures notamment, qui
faussent, d’une part la reconstruction du fait de leurs de´placements propres, et
d’autre part, qui ne sont pas souhaitables dans la reconstruction finale ;
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Donne´es Laser Came´ra CCD / CMOS
Avantages : Avantages :
- ge´ne´ralement pre´cises - information dense
- mode`les 3D faciles a` obtenir - information colorime´trique
- large champ de vue (270 a` 360 ˚) - information 3D directe via la ste´re´ovision
- localisation par recouvrement de scans - localisation par autocalibration (Sfm)
Inconve´nients : Inconve´nients :
- donne´es e´parses (selon le laser) - reconstruction 3D parfois difficile
- pas d’information colorime´trique (surfaces spe´culaires ou uniformes)
- proble`me de mauvaises re´flexions - pre´cises a` courte distance seulement
(vitres notamment)
Tableau 8.1 – Caracte´ristiques des capteurs : avantages et inconve´nients
– la pre´sence d’objets fins tels que les e´chelles, les poteaux, les balcons, etc. qui passent
au travers des mailles du laser1. Seule une analyse pousse´e de l’image permet de les
extraire correctement ;
– les occultations : le ve´hicule n’a pas acce`s a` toutes les structures exte´rieures des
baˆtiments ;
– et les autres difficulte´s telles que la transparence des objets, les textures moins
de´taille´es en hauteur, l’aspect colorime´trique, les ombres, etc.
Figure 8.18 – Exemple de reconstruction tridimensionnelle obtenue a` partir d’un laser
et de plusieurs came´ras embarque´s sur un ve´hicule en de´placement [59].
1si le ve´hicule avance a` 10 km/h environ, du fait de la vitesse de balayage du laser (10 a` 40
points/seconde pour notre laser IBEO), on obtient un point laser 3D tous les 10 a` 30 cm en horizontal.
Nous avons aussi une faible densite´ verticale de points en raison de la re´solution angulaire du laser (pas
de 0.25˚au mieux).
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La segmentation en couches, pre´sente´e en premie`re partie de ce me´moire, est une so-
lution a` quelques-unes de ces difficulte´s : elle permet de segmenter aussi bien les textures
que le nuage de points. Les objets en de´placement peuvent ainsi eˆtre filtre´s. De surcroˆıt,
la triangulation du nuage de points est plus aise´e (via une triangulation de Delaunay
« 2D 1/2 ») si les points te´le´me´triques sont classe´s dans leur couche respective. Mais une
telle coope´ration n’est possible que lorsque les donne´es sont projete´es de fac¸on pre´cise
dans un meˆme re´fe´rentiel, ce qui ne´cessite que les capteurs photographiques et te´le´me´-
triques soient pre´cise´ment calibre´s (extrinse`quement notamment). Le chapitre suivant de´-
crit maintenant une me´thode de´veloppe´e en de´but de the`se pour calibrer de fac¸on pre´cise
et robuste une came´ra avec un te´le´me`tre laser.
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Chapitre 9
Fusion laser / came´ra : calibration
des capteurs
Ce chapitre aborde maintenant la calibration extrinse`que des deux capteurs laser et
came´ra : l’objectif est de de´terminer la transformation ge´ome´trique permettant de passer
du re´fe´rentiel de la came´ra a` celui du te´le´me`tre (et vice-versa) afin d’exploiter leurs donne´es
dans un re´fe´rentiel commun.
Cette calibration est ne´cessaire pour obtenir une reconstruction tridimensionnelle s’ap-
puyant sur les deux types de donne´es photographiques et te´le´me´triques dont l’inte´reˆt a
e´te´ de´montre´ dans le chapitre pre´ce´dent.
On de´crit d’abord le syste`me d’acquisition puis les caracte´ristiques propres a` chaque
capteur qui influent sur le re´sultat final. Notre me´thode de calibration est ensuite pre´sen-
te´e, suivie des re´sultats sur des donne´es synthe´tiques et re´elles. Elle a e´te´ publie´e dans la
confe´rence internationale 3DIM [46].
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9.1 Descriptif du mate´riel d’acquisition
Notre syste`me d’acquisition est compose´ d’un te´le´me`tre laser et d’une came´ra CCD
lie´s entre eux rigidement. Le « centre optique » du laser a e´te´ place´ le plus pre`s possible
Sec. 9.2. Objectif
de celui de la came´ra afin de re´duire les occultations dues a` un point de vue de´cale´ (voir
la figure 8.14 page 140).
Le te´le´me`tre est un laser IBEO rotatif qui balaye un plan dans l’espace. Il donne,
pour chaque angle de vue (270˚de vue maximum, par palier de 0.25˚), la distance entre
le laser et le premier obstacle rencontre´. Son faisceau laser est dans les infrarouges, donc
invisible, et sa pre´cision est de l’ordre de 5 cm, quelque soit la distance du premier obstacle.
Notons aussi que le faisceau laser n’est pas un cylindre parfait, il a une forme le´ge`rement
conique (voir section 8.2.1). En conse´quence, les distances peuvent apparaˆıtre errone´es,
tout particulie`rement sur les bords des objets. Car un faisceau laser qui froˆle le bord d’un
objet, sans le toucher the´oriquement, est re´fle´chi du fait de sa forme conique : la distance
obtenue est celle de l’objet au lieu d’eˆtre celle de l’arrie`re-plan (figure 9.1). On s’attachera
a` prendre en compte ce phe´nome`ne lors de l’analyse des re´sultats et de la reconstruction
tridimensionnelle.
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Figure 9.1 – Re´flections multiples du laser du fait de sa forme conique. Notre laser IBEO
permet de ne re´cupe´rer que le premier e´cho rec¸u. Ici, seule la distance entre le te´le´me`tre
et l’objet est donc conside´re´e, faussant quelque peu la distance re´elle (te´le´me`tre ↔ mur)
pour l’angle de vise´e conside´re´ ici.
9.2 Objectif
On se place dans l’espace euclidien orthonorme´ direct de dimension 3 ou` chaque point
posse`de trois coordonne´es (x, y, z)T . Dans un tel espace, le vecteur de translation s’e´crit
T = (tx, ty, tz)
T et la rotation d’un point autour de l’origine s’e´crit ici sous la forme d’une
matrice orthogonale R de taille 3 × 3. Le point P ′ de coordonne´es (x′, y′, z′)T re´sultant
de la transforme´e du point P par la translation T et la rotation R autour de l’origine
s’obtient comme suit :
P ′ = R ∗ P + T (9.1)
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soit encore :  x′y′
z′
 =
 r1 r2 r3r4 r5 r6
r7 r8 r9
 xy
z
+
 txty
tz
 (9.2)
La figure 9.2 illustre les re´fe´rentiels du te´le´me`tre laser RL et de la came´ra RC (re´fe´rentiels
orthogonaux et directs) ainsi que leurs axes.
Figure 9.2 – Re´fe´rentiels Laser RL et Came´ra RC
L’objectif de la calibration extrinse`que des capteurs est d’estimer la matrice de rotation
R et le vecteur de translation T de sorte que :
PL = R ∗ PC + T (9.3)
avec PL = (xL, yL, zL)
T les coordonne´es des points 3D du laser dans le re´fe´rentiel Laser
RL et PC = (xC , yC , zC)T dans le re´fe´rentiel Came´ra RC 1. Notons qu’une transformation
euclidienne a e´te´ retenue, la me´trique entre RC et RL e´tant la meˆme.
Motivation, e´tat de l’art et proble´matique
Pour fusionner les deux types de donne´es te´le´me´triques et photographiques, la trans-
formation ge´ome´trique permettant de passer du re´fe´rentiel Came´ra au re´fe´rentiel Laser
(et vice-versa) doit eˆtre e´tablie avec pre´cision. A` cette fin, la calibration manuelle est
ge´ne´ralement effectue´e mais, aussi rigoureuse soit-elle, elle reste toujours impre´cise car :
– une faible erreur dans l’estimation de l’orientation relative, meˆme de l’ordre du
degre´, entraˆıne des erreurs importantes a` grande distance : 1 degre´ couvre 35 cm a`
20 me`tres de distance du laser. De plus, estimer manuellement les angles autour des
axes Y et Z est difficile ;
1Note : les coordonne´es des points te´le´me´triques PL sont toujours de la forme (0, y, z)T dans RL car
ils appartiennent tous au plan x=0.
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– la position du centre optique du laser n’est pas toujours connue et ne correspond
pas ne´cessairement au centre de la teˆte rotative1.
A` ce jour, la plupart des techniques de calibration de ce genre sont uniquement conc¸ues
pour le laser a` faisceau visible [72, 91] et ne fonctionnent pas si le faisceau est invisible
(infrarouge). Dans ce dernier cas, on peut citer les travaux de Deveau et al. (IGN) [42]
qui s’appuient sur les points d’inte´reˆts et segments pre´sents a` la fois dans les images et les
donne´es te´le´me´triques pour calibrer extrinse`quement les deux capteurs. Autre approche,
celle de Pless et Zhang [105] qui proposent un syste`me de calibration extrinse`que bien
controˆle´e en utilisant une mire : ils scannent un motif planaire (un e´chiquier) dans diverses
poses avec le te´le´me`tre laser et la came´ra, donnant ainsi un ensemble de contraintes entre
la position et l’orientation relatives des deux capteurs. Les parame`tres extrinse`ques entre
ces capteurs sont alors obtenus par descente de gradient. La me´thode propose´e souffre de
plusieurs de´fauts : la calibration obtenue n’est pas assez pre´cise et peu robuste. Elle ne tient
pas compte des caracte´ristiques techniques du laser, notamment de l’erreur syste´matique
(quelque soit la distance) dans l’estimation de la distance « laser ↔ 1er obstacle ». Leur
me´thode de calibration est d’abord pre´sente´e suivie des diverses ame´liorations que nous
y avons apporte´es.
9.3 Principe ge´ne´ral du processus de calibration
Le principe ge´ne´ral est de pre´senter une mire, ici un e´chiquier (figure 9.3) devant le
bloc laser/came´ras. Le te´le´me`tre scanne la mire, fournissant un profil 2D (un segment dans
l’espace 3D) pendant que la came´ra capture l’image de l’e´chiquier. A` partir de celle-ci, les
parame`tres extrinse`ques de la came´ra sont alors estime´s pour de´terminer les parame`tres
( ~N ,d) du plan de la mire dans le repe`re Came´ra, tel que ~N ·x = d avec avec d, la distance
entre le plan de la mire et la came´ra et ~N , la normale au plan dans RC .
Figure 9.3 – Calibration sur une mire (e´chiquier) dont nous modifions sa position et son
orientation.
1ceci entraˆıne un offset dans la mesure de distance qui peut cependant eˆtre de´termine´ via une cali-
bration simple.
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Les points te´le´me´triques appartiennent ne´cessairement tous a` la mire et sont donc tous
sujets a` des contraintes qui permettent d’estimer la position et l’orientation relatives entre
RC et RL. Cependant, ces contraintes sont insuffisantes si la mire est statique (ou si le
bloc laser/came´ras est statique), aussi on la de´place dans diverses poses (rotations autour
des axes vertical et horizontal).
On formalise le proble`me. Quand le te´le´me`tre balaye la mire, les points te´le´me´triques
PL appartiennent au plan de l’e´chiquier et ve´rifient donc :
~N · PC − d = 0
~N · [R−1(PL − T )]− d = 0
La mire est de´place´e enN poses distinctes (fournissant chacuneNb(i) points te´le´me´triques
appartenant a` la mire) et on estime finalement R et T en minimisant la fonctionnelle E
suivante :
E =
N∑
i=1
Nb(i)∑
j=1
D2ij(R, T ) (9.4)
avec Dij, la distance entre le j-ie`me point PCj de la i-ie`me pose de la mire. Pless et Zhang
utilisent la distance alge´brique (orthogonale) Dij = ~N · PC − d qui se re´ve`le inade´quate
ici du fait que la variance des erreurs diffe`re selon l’angle de « tir » du faisceau laser,
induisant ine´vitablement un biais. Ainsi, nous conside´rons une autre distance, la distance
D le long du faisceau laser
→
r (de centre s) entre le point PC = R
−1(PL− T ) et le plan de
la mire :
Dij =
∥∥∥PC − (s+ →r ·τ)∥∥∥ (9.5)
avec
τ =
(−d+ ~N · s)
~N · →r
→
r = (PC − s)
s = −R ∗ T
La valeur τ correspond au temps de collision entre le plan de la mire et le rayon laser
→
r
passant par le centre s. La figure 9.4 montre ces deux distances.
La matrice de rotation R est remplace´e par le couple (V,α) ou` le vecteur V repre´-
sente la direction de l’axe principal de la rotation et α, l’angle autour de cet axe. Posant
‖V ‖ = α, cette repre´sentation (aussi appele´e repre´sentation de Rodrigues) s’appuie sur
trois parame`tres et e´vite les proble`mes rencontre´s avec la repre´sentation d’Euler qui n’est
ni unique, ni continue partout et finalement inade´quate pour le processus d’optimisation.
9.3.1 Descriptif expe´rimental du processus de calibration
On pre´sente la mire devant le bloc laser/came´ra et, pour chaque pose de la mire,
on extrait plusieurs profils te´le´me´triques 2D (au nombre de n) et une image de la mire.
Multiplier les profils re´duit les erreurs lors de l’estimation des distances en calculant, pour
chaque angle de vue, une moyenne robuste (via le me´dian) des n distances xi. On proce`de
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Figure 9.4 – Les lignes rouges en gras illustrent les distances re´siduelles entre la mire et
les points 3D fournis par le laser, les lignes en pointille´s montrent les distances alge´briques
et les croix, les points te´le´me´triques.
comme suit : on calcule un re´sidu robuste σmad, aussi appele´ median absolute deviation
(MAD) via :
σmad = 1.48median
i
|xi −median
j
|xj| | (9.6)
On pose ri = xi − medianj |xj| le re´sidu pour chaque point xi. On obtient ainsi des
re´sultats robustes contre les points aberrants en supprimant les points dont |ri| > 4.7σmad
tel qu’il a e´te´ recommande´ empiriquement par Holland et Welsch dans [67]. Les re´sidus
sont alors recalcule´s sans les points classe´s aberrants, ainsi de suite jusqu’a` stabilisation.
Ainsi, la pre´cision augmente : l’erreur passe de 5 cm a` moins d’1 cm. Les points 3D sont
ensuite segmente´s selon qu’ils appartiennent ou non a` la mire (voir figure 9.5).
La calibration de la came´ra est quant a` elle effectue´e avec Matlab avec le Matlab Ca-
libration ToolKit qui utilise des me´thodes de calibration standards [54, 148]. La pre´cision
de la projection est subpixellique (moins de 0.3 pixel) et les parame`tres extrinse`ques sont
estime´s avec une pre´cision infe´rieure a` 0.25˚pour la rotation et infe´rieure a` 1 cm pour
la translation1. Notons aussi que la pre´cision de mesure des dimensions de la mire ainsi
que la taille des cases de l’e´chiquier peuvent entrer en jeu dans la qualite´ de la calibra-
tion : on a constate´ environ 3% d’erreur dans l’estimation de distance, erreur a` prendre
en conside´ration car la calibration laser/came´ra est re´alise´e dans un espace me´trique.
La fonctionnelle a` minimiser n’e´tant pas line´aire, sa minimisation est faite via l’algo-
rithme ite´ratif Levenberg-Marquardt. Les re´sultats sont pre´sente´s en sous-section 9.4.
Notons que la pre´cision des distances mesure´es par le te´le´me`tre est de 5 cm (la distribu-
1Ces erreurs valent trois fois l’e´cart type des erreurs d’estimation. Les de´tails sont disponibles sur le
site internet : http://www.vision.caltech.edu/bouguetj/calib doc/
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Figure 9.5 – Segmentation d’un profil te´le´me´trique horizontal (vue de dessus) : a` gauche,
l’origine du te´le´me`tre et au milieu, les points de la mire (target) extraits via un algorithme
na¨ıf.
tion des erreurs constate´e empiriquement suit une gaussienne centre´e d’e´cart type 5 cm),
quelque soit la distance du premier obstacle. Ainsi, plus la distance est importante, plus la
pre´cision relative du te´le´me`tre augmente. Il convient de choisir un compromis entre une
mire suffisamment proche, pour que la came´ra l’observe avec une re´solution suffisante pour
la calibration, mais suffisamment e´loigne´e pour que les erreurs d’estimation de distance
restent raisonnables1. La taille de la mire doit eˆtre aussi grande que possible : dans notre
configuration, la taille de l’e´chiquier avoisine les 100*100 cm2.
9.3.2 Estimation robuste de l’orientation relative de la mire
Si les objets de la sce`ne re´elle que l’on veut nume´riser, tels que les fac¸ades, sont e´loigne´s
du syste`me d’acquisition, la position relative entre les deux capteurs n’est pas primordiale.
Mais l’orientation relative devient critique. La me´thode propose´e ci-dessus donnent des
re´sultats satisfaisants en pre´cision mais s’ave`re peu robuste contre les points te´le´me´triques
errone´s. La calibration extrinse`que de certaines poses de la mire est de surcroˆıt parfois
impre´cise (a` cause d’un angle trop e´leve´ avec la came´ra par exemple).
On ajoute deux e´tapes de filtrage : la premie`re supprime les points te´le´me´triques dont
le re´sidu D2ij est supe´rieur a` 4.7 fois l’e´cart type robuste (MAD) du me´dian de tous les
re´sidus, i.e. les points tels que :
D2ij > 4.7
[
1.48median
i,j
∣∣∣∣D2ij −mediani,j ∣∣D2ij∣∣
∣∣∣∣ ] (9.7)
1Ce compromis devient critique lorsqu’on utilise des objectifs grand-angles et fish-eyes, souvent utilise´s
pour photographier ou filmer l’environnement urbain ou` les rues sont e´troites.
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On re´estime alors R et T sans ces points, ainsi de suite jusqu’a` ce qu’aucun point n’est
supprime´ (ge´ne´ralement 3 ite´rations sont ne´cessaires). En seconde e´tape, on applique le
meˆme principe pour supprimer les poses qui ont un re´sidu global trop important. Les
re´sultats sont discute´s en sous-section 9.4.2.
9.4 Re´sultats
Les me´thodes de calibration sont compare´es ici sur des donne´es re´elles et synthe´tiques.
9.4.1 Donne´es synthe´tiques
On ge´ne`re des donne´es synthe´tiques via la me´thode suivante : on fixe T et R et on
de´termine les n e´quations de plan dans RC correspondant aux n poses de la mire. Ces
e´quations sont celles obtenues lors des expe´riences sur des donne´es re´elles, afin de coller
au plus pre`s des re´alite´s expe´rimentales. Ces e´quations sont alors exprime´es dans RL, on
simule l’e´mission de faisceaux lasers (l’angle de balayage est de´termine´ a` partir des expe´-
riences) et on calcule les intersections avec le plan de la mire. En coordonne´es cylindriques,
ces points sont bruite´s selon les caracte´ristiques du laser (dans notre configuration, c’est
un laser IBEO avec un bruit gaussien centre´ d’e´cart type 5 cm).
Me´thode nombre d’ite´rations erreur de translation
Distance orthogonale 1500 5 mm
(Pless and Zhang [105])
Notre me´thode 300 1.5 mm
Tableau 9.1 – Donne´es synthe´tiques : estimation des positions relatives
Les re´sultats sont re´sume´s dans les tableaux 9.1 et 9.2. Le tableau 9.1 donne le nombre
d’ite´rations ne´cessaires pour obtenir la meˆme pre´cision ainsi que l’erreur re´siduelle de l’es-
timation des positions relatives entre le te´le´me`tre et la came´ra (exprime´e en millime`tres).
Le tableau 9.2 donne le re´sidu moyen des orientations relatives entre les deux capteurs.
Ces erreurs de´pendent de plusieurs parame`tres, principalement de l’axe de rotation et des
parame`tres initiaux utilise´s pour le processus d’optimisation. Ces erreurs sont regroupe´es
dans un intervalle. Deux niveaux de bruit ont e´te´ ge´ne´re´s : avec un e´cart type de 10 mm,
l’autre de 50 mm.
L’utilisation de la distance le long du faisceau augmente la pre´cision a` la fois pour
l’estimation de la translation et de l’orientation. En particulier, les erreurs de rotation
ont e´te´ divise´es par deux. De plus, on note une robustesse accrue contre les minima
locaux lors de nos expe´riences. Les expe´riences ont aussi montre´ que la me´thode converge
presque toujours vers le minimum global, meˆme lorsque l’on de´marre l’optimisation avec
une initialisation grossie`re (jusqu’a` 30˚d’erreur par rapport a` l’orientation exacte).
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Me´thode erreur de rotation erreur de rotation
bruit std=10 mm bruit std=50 mm
Distance orthogonale 0.03± 0.03˚ 0.30± 0.06˚
(Pless & Zhang [105])
Notre me´thode 0.015± 0.015˚ 0.05± 0.03˚
Tableau 9.2 – Donne´es synthe´tiques : estimation de l’orientation relative
9.4.2 Donne´es re´elles
Il n’existe pas de donne´es de re´fe´rence pour comparer nume´riquement la pre´cision du
processus de calibration. On utilise alors une projection virtuelle des points te´le´me´triques
sur les images en guise de crite`re comparatif.
Les figures 9.6 et 9.7 montrent les points te´le´me´triques projete´s sur divers objets et
environnements. On peut voir que les points sont correctement projete´s. Notons que le
centre optique du te´le´me`tre ne co¨ıncide pas avec celui de la came´ra, ce qui explique que
certaines parties des objets vues par le te´le´me`tre ne le sont pas par la came´ra. Ainsi, sur
les figures 9.6 et 9.7, on peut remarquer la pre´sence de points te´le´me´triques qui, du fait
des occultations, apparaˆıssent mal projete´s.
La figure 9.8 montre les points te´le´me´triques projete´s sur une fac¸ade. Les points te´-
le´me´triques sont projete´s de fac¸on pre´cise. Comme on l’a pre´cise´ en sous-section 9.1, la
pre´sence de points au-dessus de la fac¸ade est uniquement due aux caracte´ristiques du
te´le´me`tre et non a` la calibration.
De plus, dans la plupart des cas, aucune pose n’a e´te´ supprime´e durant le processus :
l’orientation des plans de chaque mire a toujours e´te´ correctement estime´e. De surcroˆıt,
peu de points te´le´me´triques errone´s ont e´te´ supprime´s durant la phase de filtrage. Cela
est duˆ aux nombreux points laser disponibles et a` la robuste moyenne estime´e apre`s
l’acquisition des divers profils te´le´me´triques 2D (de´crite en sous-section 9.3.1).
Conclusion
On a re´alise´ une e´tude e´tendue du processus de calibration et propose´ une technique
ame´liore´e qui s’appuie a` la fois sur une distance plus approprie´e et sur des statistiques
robustes. Le processus a e´te´ teste´ sur de nombreuses donne´es synthe´tiques et re´elles.
Pour des applications qui ne´cessitent l’acquisition de mode`les tridimensionnels pre´cis et
texture´s, les re´sultats sont tre`s satisfaisants au regard des caracte´ristiques du laser et de
la came´ra.
9.5 Perspectives d’applications
Cette section pre´sente quelques re´sultats pre´liminaires et applications potentielles de
l’utilisation combine´e du laser et d’une came´ra et de la segmentation en couches pour
reconstruire l’environnement urbain.
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Figure 9.6 – Projection des points te´le´me´triques sur quatre mires de calibration avec
notre me´thode.
Une proce´dure simplifie´e d’acquisition de donne´es te´le´me´triques et photographiques a
e´te´ mise en place :
1. le te´le´me`tre, embarque´ sur un ve´hicule, fournit une succession de profils te´le´me´-
triques tandis que la came´ra acquiert une image photographique a` chaque instant ;
2. la position du ve´hicule n’est pas de´termine´e de fac¸on exacte via le GPS et la centrale
inertielle. On conside`re que l’orientation et la vitesse du ve´hicule sont constantes ;
3. il n’y a pas d’interpolation temporelle des points te´le´me´triques entre deux positions
estime´es du te´le´me`tre laser. Par conse´quent, au lieu d’obtenir une se´rie de profils
te´le´me´triques recale´s en forme de spirale (du fait de l’avancement du ve´hicule), ceux-
ci sont parfaitement planaires. De surcroˆıt, la distortion du fait de l’objectif de la
came´ra n’est pas corrige´e.
Ces simplifications induisent des erreurs a` prendre en conside´ration pour l’analyse des
re´sultats montre´s en figures 9.9 et 9.101. La calibration extrinse`que entre le laser et la
1Nous pouvons trouver a` l’adresse web http://cermics.enpc.fr/˜dupont/demo.html l’ensemble de ces
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Figure 9.7 – Projection des points te´le´me´triques sur une chaise avec notre me´thode.
came´ra a e´te´ effectue´e selon la me´thode pre´sente´e dans ce chapitre. Nous voyons que les
textures sont correctement projete´es sur le nuage de points.
Au cours de ce chapitre, nous avons propose´ d’utiliser la segmentation en couches
pour guider celle du nuage de points, en projetant celle-ci sur les points te´le´me´triques.
Nous avons segmente´ une partie de la se´quence vide´o d’acquisition : on s’est inte´resse´ a`
la segmentation d’une seule voiture. Cette segmentation en deux couches, arrie`re-plan (la
fac¸ade) et 1er plan (la voiture), a ensuite e´te´ projete´e sur le nuage de points a` la place des
couleurs pre´ce´demment issues des photographies. La figure 9.11 montre les re´sultats de la
segmentation en deux couches effectue´es sur un extrait de la se´quence d’images.
La figure 9.12 montre la projection de cette segmentation sur le nuage de points. Nous
avons ainsi pu, sans conside´rer l’espace tridimensionnel du nuage de points, segmenter ce
dernier en identifiant correctement l’arrie`re-plan de la voiture.
re´sultats et les nuages de points correspondants.
157
Sec. 9.5. Perspectives d’applications
Figure 9.8 – Projection des points te´le´me´triques sur une fac¸ade avec notre me´thode.
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Figure 9.9 – Nuage de points obtenu a` partir d’une succession de profils te´le´me´triques.
Les couleurs sont obtenues a` partir de photographies prises simultane´ment et projete´es
sur le nuage de points.
Figure 9.10 – Nuage de points obtenu a` partir d’une succession de profils te´le´me´triques.
Les couleurs sont obtenues a` partir de photographies prises simultane´ment et projete´es
sur le nuage de points.
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Figure 9.11 – Re´sultat de la segmentation en deux couches : a` gauche, bordures des
couches, a` droite, chaque couche repre´sente´e par une couleur propre (en noir les occulta-
tions).
Figure 9.12 – Projection de la segmentation en couches sur le nuage de points.
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Autour du the`me de l’environnement urbain, nous nous sommes inte´resse´s a` deux
aspects diffe´rents de la reconstruction tridimensionnelle :
1. la segmentation des se´quences vide´os en couches de meˆme mouvement et le suivi de
leurs parties cache´es (notons que les applications de´passent le champ de l’environ-
nement urbain : citons notamment la compression vide´o MPEG-4 et la comple´tion
de texture) ;
2. la nume´risation de l’environnement urbain via la fusion des donne´es te´le´me´triques
et photographiques ainsi que la calibration des capteurs laser et came´ra.
Ce travail de the`se a ainsi pre´sente´ une nouvelle me´thode d’extraction de couches,
performante et robuste. Elle s’appuie sur l’utilisation de contraintes temporelles et d’une
me´thode d’optimisation qui prennent en conside´ration toutes les images simultane´ment
et non plus successivement, comme c’est le cas traditionnellement.
Elle est initialise´e a` partir des points d’inte´reˆts extraits et apparie´s avec succe`s, per-
mettant de fournir l’ensemble des mode`les de mouvement des couches. Cette approche est
efficace quelque soit l’amplitude des mouvements entre les images et permet de contour-
ner le principal inconve´nient des me´thodes d’estimation ite´ratives : leur sensibilite´ a` une
mauvaise initialisation, souvent fatale lorsque les mouvements sont de grande amplitude.
L’extraction des couches prend alors la forme d’un processus ite´ratif qui alterne entre,
d’une part, l’estimation des mouvements parame´triques propres a` chaque couche, et
d’autre part, la segmentation en couches a` partir des mouvements, jusqu’a` convergence.
Nous avons obtenu des re´sultats de segmentation de qualite´, graˆce a` la combinaison de
deux facteurs : d’une part, l’estimation des mouvements parame´triques est tre`s satisfai-
sante, et d’autre part, notre me´thode de segmentation en couches est pre´cise et robuste
aux occultations ainsi qu’aux diverses ambigu¨ıte´s des images. Les contraintes temporelles,
de´finies entre les e´tiquettes des pixels d’une image a` l’autre, permettent d’obtenir une seg-
mentation cohe´rente temporellement et d’e´liminer les erreurs ponctuelles. Ces dernie`res
sont notamment dues au bruit de l’image, aux ambigu¨ıte´s de forme et de texture, ainsi
qu’aux mode´lisations imparfaites des mouvements re´els des couches par les mode`les para-
me´triques (affines ou projectifs). La me´thode de minimisation retenue, l’alpha-expansion,
qui s’appuie sur les graph cuts, permet d’optimiser les contraintes temporelles sur l’en-
semble de la se´quence, et d’obtenir ainsi des re´sultats optimaux.
L’extraction et le suivi des parties cache´es constituent la deuxie`me contribution ma-
jeure et prometteuse de la the`se. La nouvelle formalisation des occultations dans le cadre
des MRF permet de de´finir des contraintes temporelles plus efficaces et de mieux ge´rer les
re´apparitions e´ventuelles et progressives des couches. Elle permet, de surcroˆıt, de mode´li-
ser diffe´remment les occultations et le bruit. Ainsi, notre segmentation ne comporte pas
de couche d’occultations (le cas de Xiao et Shah [146]) et permet de de´finir des contraintes
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temporelles, et donc une cohe´rence temporelle, pour tous les pixels non sujets au bruit.
De meˆme, de`s lors que nous connaissons les parties occulte´es d’une couche, nous sommes
aussi en mesure d’effectuer des post-traitements plus efficaces : la comple´tion de texture
ou la reconstruction tridimensionnelle, via la ste´re´ovision notamment, peuvent tirer profit
de la connaissance des parties cache´es des couches.
Nous nous sommes aussi inte´resse´s a` la nume´risation de l’environnement urbain via
l’utilisation des donne´es te´le´me´triques, fournies par un te´le´me`tre laser 2D, et photogra-
phiques, fournies par les came´ras CCD. Ces capteurs sont embarque´s sur un ve´hicule
ge´ore´fe´rence´ en de´placement, permettant de nume´riser le paysage urbain a` la vitesse
d’avancement du ve´hicule et de fac¸on peu contraignante.
Nous avons de´veloppe´ une nouvelle me´thode de calibration, robuste et pre´cise, pour
de´terminer l’orientation et la position relatives entre les capteurs te´le´me´triques et photo-
graphiques. Elle s’appuie, d’une part, sur l’utilisation de la distance re´elle entre les points
te´le´me´triques et le plan de la mire de calibration au lieu de la distance orthogonale, et
d’autre part, sur l’utilisation de statistiques robustes.
La calibration permet d’exploiter pleinement les donne´es photographiques avec les
donne´es te´le´me´triques dans un meˆme re´fe´rentiel. Nos re´sultats montrent que les points
te´le´me´triques se proje`tent correctement et pre´cise´ment sur les images acquises par la ca-
me´ra, permettant une reconstruction tridimensionnelle de qualite´ de la sce`ne observe´e.
Nous pouvons de`s lors texturer de fac¸on pre´cise le nuage de points et tirer profit de la
segmentation en couches, aussi bien pour le filtrage des points te´le´me´triques que pour la
segmentation et la triangulation du nuage de points. Nous avons montre´ en chapitre 9
section 9.5 quelques re´sultats pre´liminaires de l’utilisation combine´e des donne´es photo-
graphiques et te´le´me´triques et de la segmentation en couches.
Perspectives
Nous proposons plusieurs perspectives a` ce travail.
Nous avons vu que la notion de couches est pertinente dans un cadre urbain, car ce
dernier est principalement compose´ de plans (fac¸ades, chausse´es) et d’objets qui posse`de
un mouvement bien distinct (pie´tons, voitures). Il reste cependant a` bien e´tudier cette
repre´sentation et a` l’adapter aux situations rencontre´es. Nous avons vu que le mode`le
de mouvement parame´trique projectif (ou affine) ne suffit pas a` repre´senter correcte-
ment tous les mouvements composant une sce`ne. Par exemple, lorsque les objets sont
proches de la came´ra et non planaires, les erreurs de mode´lisation de leurs mouvements
deviennent trop importantes et engendrent des erreurs de classification. D’autres mode´li-
sations existent [141, 21, 57] (ou sont a` de´velopper) et permettent de prendre en compte
les mouvements complexes de la sce`ne ou d’e´largir la porte´e de l’algorithme. Il faut ainsi
e´tudier le comportement de notre algorithme d’extraction de couches sur d’autres se´-
quences vide´os, de sce`nes urbaines et ge´ne´riques. Son aptitude a` condenser l’information
issue des se´quences vide´os en vue de leur compression est encore peu e´tudie´e [135, 137, 76]
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et pourrait l’eˆtre davantage. Pour une telle application, l’e´tude de la de´termination du
nombre optimal de couches en terme de compression, ainsi que du choix du mode`le de
mouvement, peut eˆtre poursuivie.
De surcroˆıt, l’ajustement de notre e´nergie de segmentation fait appel a` de nombreux
parame`tres. Nous avons vu que la plupart d’entre eux sont stables d’une se´quence a` l’autre
(chapitre 7) et peu sensibles. Mais certains parame`tres, notamment le terme de sensibilite´
au bruit τ ainsi que le poids λD accorde´ aux contraintes temporelles, pourraient eˆtre
ajuste´s automatiquement a` partir de l’analyse des re´sidus propres aux couches.
Notons aussi que les temps de calculs, ge´ne´ralement longs lorsqu’on traite les se´quences
vide´os, sont reste´s raisonnables malgre´ le nombre important d’e´tiquettes conside´re´es pour
la classification (le temps ne´cessaire pour la segmentation d’une trentaine d’images est de
l’ordre de la minute). Nous avons en effet restreint le nombre d’alpha-expansions effectue´es,
sans conse´quence notable sur la qualite´ des re´sultats. Ne´anmoins, en section 5.9, nous
avons montre´ que certaines solutions optimales ne sont pas toujours atteignables. D’autres
techniques re´centes de minimisation peuvent alors eˆtre conside´re´es, telles que les TRW
(Kolmogorov [80]).
Une autre piste qui nous semble inte´ressante a` explorer est l’e´volution du mode`le
des parties cache´es des couches et des contraintes temporelles en regroupant notam-
ment les contraintes temporelles que nous avons de´finies avec celles propose´es par Xiao et
Shah [146], qui utilisent les occultations pour contraindre la segmentation. Aussi, comme
nous l’avons propose´ en chapitre 7, on peut envisager d’inte´grer une mode´lisation de
la transparence des couches et de la transition progressive des couleurs (matting) d’une
couche a` l’autre au niveau de leurs frontie`res [145, 74].
Dans le cadre de la nume´risation de l’environnement urbain, il reste aussi a` e´tudier
la fac¸on dont la segmentation en couches peut guider celle des donne´es te´le´me´triques (et
vice-versa). La segmentation du nuage de points en couches ou objets distincts permettrait
en effet, d’une part, une triangulation plus efficace et robuste pour chacune des couches
inde´pendamment, sur les fac¸ades et la chausse´e a` titre d’exemple. D’autre part, les points
te´le´me´triques appartenant a` un objet inde´sirable ou en de´placement (pie´ton, voiture, etc.)
pourraient eˆtre filtre´s, processus difficile si l’on ne conside`re exclusivement que les points
te´le´me´triques.
Enfin, la comple´tion des textures des fac¸ades et du mobilier urbain en utilisant les
donne´es issues de l’extraction et du suivi des couches cache´es peut eˆtre aussi de´veloppe´e.
Les informations a priori sur l’environnement urbain telles que les grammaires de villes [96]
peuvent aussi eˆtre inte´gre´es. Nous serons alors en mesure de reconstituer automatiquement
les structures et les textures de l’environnement urbain a` partir des donne´es d’acquisition
obtenues via un syste`me simple et peu contraignant.
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Annexe A
Calcul du mouvement a` partir des
couples de points
On de´crit ici comment sont obtenus les parame`tres des mode`les parame´triques a` partir
des couples de points d’inte´reˆts apparie´s.
A.1 Pour un mouvement affine
On note B l’ope´rateur, qui a` tout couple de coordonne´es (u, v) lui associe la matrice :
B(u, v) =
(
1 u v 0 0 0
0 0 0 1 u v
)
(A.1)
Chaque couple de points d’inte´reˆts apparie´s ci = [(ui, vi), (u
′
i, v
′
i)] appartenant au mouve-
ment affine de´fini par A = (a1 · · · a6) 1, on a la contrainte :
B(ui, vi) · AT = (u′i − ui, v′i − vi) (A.2)
On cherche alors a` estimer A de sorte a` minimiser :∑
i
‖B(ui, vi) · AT − (u′i − ui, v′i − vi)i‖2 (A.3)
La solution a` ce proble`me des moindres carre´s est le pseudo-inverse de
B = [B(u1, v1) · · ·B(un, vn)]T (A.4)
multiplie´ par le vecteur
B′ = [B(u′1 − u1, v′1 − v1) · · ·B(u′n − un, v′n − vn)]T (A.5)
ou` les coordonne´es sont re´ordonne´es en colonne. Au final, nous avons :
A = (BBT )−1BTB′ (A.6)
1selon le contexte, on notera A soit comme e´tant la fonction de mouvement, soit comme e´tant le
vecteur des parame`tres.
Sec. A.2. Pour un mouvement projectif
A.2 Pour un mouvement projectif
La formulation n’e´tant pas tout a` fait la meˆme, on la de´crit ici. Les points x et x′ sont
lie´s par la relation x′ = Hx. Les deux vecteurs x′ et Hx ont ainsi la meˆme direction, ce
qui implique que x′ ×Hx = 0 (produit vectoriel) . D’ou` :
v′tH3u− tH2v = 0
tH1u− u′tH3u = 0
u′tH2u− v′tH1u = 0
(A.7)
ou` H i correspond a` la i-ie`me ligne de H. Soit encore :
AiH =
 0 0 0 −u −v −1 v
′u v′v v′
u v 1 0 0 0 −u′u −u′v −u′
−v′u −v′v −v′ u′u u′v u′ 0 0 0
H = 0 (A.8)
On extrait le noyau via une SVD (telle que A = USV ′ ou` A = [A0 · · ·An]). La 9e`me
colonne de V correspond au noyau et au vecteur propre associe´ a` la 9e`me valeur propre a
priori nulle. Afin de mieux conditionner les donne´es, les coordonne´es (u, v) et (u′, v′) sont
normalise´es de sorte a` eˆtre centre´es et re´duites (la distance maximale entre l’origine et le
point le plus e´loigne´ vaut ici
√
2).
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Annexe B
Estimation ite´rative des mode`les
affine et projectif
Cet annexe comple`te les me´thodes d’estimation des mode`les parame´triques affines et
projectifs pre´sente´es en section 2.3 (chapitre 2 sur le mouvement).
B.1 Estimation du mouvement affine
Il consiste en 6 degre´s de liberte´,
T (u, v) =
(
u
v
)
+
(
a1 · u+ a2 · v + a3
a4 · u+ a5 · v + a6
)
T (x) = x + A(x)
(B.1)
L’estimation du mouvement consiste a` de´terminer les parame`tres A de ce mode`le
de sorte a` e´tablir une correspondance entre les projections 2D des meˆmes surfaces 3D
entre deux images successives. Cette e´tape e´tant critique pour obtenir une segmentation
satisfaisante, nous de´taillons ici le processus d’estimation de mouvement utilise´ pour une
re´gion donne´e.
Pour de´terminer les parame`tres du mode`le affine qui minimisent la fonction de´finie
dans Eq. (2.14), on proce`de en deux e´tapes : l’initialisation suivie d’un processus ite´ratif
pour raffiner l’estimation initiale.
B.1.1 Estimation initiale
Pour une premie`re estimation des parame`tres du mode`le affine A, on utilise la forme
line´aire de premier ordre de la contrainte locale du flot optique que l’on adapte au cas du
mode`le affine :
A(x) · ∇I t(x) + ∂
∂t
I t(x) = 0 (B.2)
Sec. B.2. Estimation de la transformation projective
ou` ∇I t est le gradient spatial de l’image a` l’instant t et ∂
∂t
I t le gradient temporel. Pour
une re´gion Si donne´e, on cherche alors a` minimiser la fonction de couˆt correspondante :
E(A) =
∫
Si
∥∥A(x) · ∇I t(x) + I t+1(x)− I t(x)∥∥2 dx (B.3)
via une me´thode line´aire standard mais qui est incapable de prendre en compte correcte-
ment les larges de´placements entre deux images successives. Tel qu’il l’est souligne´ dans
[103], la line´arisation induit des erreurs d’approximations que l’on peut mesurer. Si l’on
note
→
v (x) le flot the´orique, vˆ(x) le flot approxime´ par la line´arisation et d =
→
v (x), on
peut de´montrer que (dans le cas unidimensionel) :
|d− vˆ(x)| ≤ d
2 · ∇2I(x)
2 · ∇I(x) +O(d
3) (B.4)
Ainsi, la pre´cision de l’estimation est majore´e par l’amplitude et par ∇2I/∇I. On peut
conside´rer qu’a` partir d’une amplitude de mouvement supe´rieure a` 1 pixel, la pre´cision
devient insuffisante. Pour contourner cette limitation, on conside`re le processus ite´ratif
de´crit ci-apre`s.
B.1.2 Raffinements successifs de l’estimation
On s’appuie sur la me´thode de´crite par Odobez et Bouthe´my dans [98] : a` chaque
ite´ration, connaissant l’estimation courante Ak des parame`tres du mode`le, on estime ∆Ak
telle que la solution optimale de l’e´quation soit A = Ak + ∆Ak. Via un de´veloppement
de Taylor autour du point x+∆A(x) au temps t+1, on minimise ainsi l’erreur re´siduelle
suivante :
E(∆Ak) =
∫
Si
∥∥I t(x)− I t+1(x+Ak(x)) − ∆Ak(x)∇I t+1(x+Ak(x))∥∥2 dx (B.5)
Nous avons ici une forme line´aire en ∆Ak, en posant :
X = ∇I t+1(x+Ak(x)) (B.6)
et
Y = I t(x)− I t+1(x+Ak(x)) (B.7)
nous avons :
E(∆Ak) =
∫
Si
‖Y −∆AkX‖2 dx (B.8)
dont la minimisation est directe en utilisant les me´thodes line´aires classiques.
B.2 Estimation de la transformation projective
La me´thode d’estimation reprend celle pre´sente´e par Szeliski dans [124]. On conside`re
ici deux images I t et I t+1, une re´gion Sti et son mouvement projectif P de´fini par les
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parame`tres H = (h1 · · ·h8). On de´finit la fonction T (u, v) = P(u, v;H) de R2 dans R2 :
(u, v) 7−→ (u′, v′)

u′ =
h1u+ h2v + h3
h7u+ h8v + 1
v′ =
h4u+ h5v + h6
h7u+ h8v + 1
(B.9)
Pour une re´gion Sti donne´e, on estime les 8 parame`tres de l’homographie P de sorte a`
minimiser l’erreur re´siduelle des projections des points de la re´gion Si entre l’image I
t et
I t+1 :
E(H) =
∑
x∈Si
∥∥I t(x)− I t+1(H(x;H))∥∥2 (B.10)
La minimisation de cette e´nergie non line´aire en H se fait ici de fac¸on ite´rative : on part
d’une solution initiale H0 que l’on raffine par estimations successives.
B.2.1 Me´thode ite´rative
On pose H = Hk + ∆H, ou` Hk est l’estimation courante de H. On cherche alors a`
estimer ∆H qui minimise l’e´nergie :
E(∆H) =
∑
x∈Si
∥∥I t(x)− I t+1(P(x;Hk +∆H))∥∥2 (B.11)
Le de´veloppement limite´ de Taylor au premier degre´ autour de ∆H donne :
I t+1(P(Hk +∆H)) = I t+1(P(Hk)) + ∆H · ∂
∂H
I t+1(P(Hk)) (B.12)
avec
∂P
∂hi
(Hk) =
∂I t
∂x
(P(Hk)) · ∂P
∂hi
(Hk) (B.13)
Les de´rive´es sont les suivantes :
∂P
∂h1
(H) =
(
u
h7u+ h8v + 1
, 0
)
∂P
∂h2
(H) =
(
v
h7u+ h8v + 1
, 0
)
· · ·
∂P
∂h8
(H) =
(−v(h1u+ h2v + h3)
(h7u+ h8v + 1)2
,
−v(h4u+ h5v + h6)
(h7u+ h8v + 1)2
)
B.2.2 Re´solution par moindres carre´s
Via le de´veloppement de Taylor, on transforme le proble`me non line´aire (Eq. (2.22))
en proble`me de moindres carre´s facile a` re´soudre. On pose :
Y (xi) = I
t(xi)− I t+1(P(xi)) (B.14)
A(xi) =
(
∂
∂h1
I t+1(P(xi;Hk)), · · · , ∂
∂h8
I t+1(P(xi;Hk))
)
(B.15)
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L’e´nergie a` minimiser devient E(∆H) =∑xi∈Si ‖A(xi)∆H − Y (xi)‖2, la solution est alors
la pseudo-inverse de A multiplie´ par Y :
∆H = (ATA)−1ATY (B.16)
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