In the last few decades, the resource-constrained project-scheduling problem has become a popular problem type in operations research. However, due to its strongly NP-hard status, the effectiveness of exact optimisation procedures is restricted to relatively small instances. In this paper, we present a new genetic algorithm (GA) for this problem that is able to provide near-optimal heuristic solutions. This GA procedure has been extended by a so-called decomposition-based genetic algorithm (DBGA) that iteratively solves subparts of the project. We present computational experiments on two data sets. The first benchmark set is used to illustrate the performance of both the GA and the DBGA. The second set is used to compare the results with current state-of-the-art heuristics and to show that the procedure is capable of producing consistently good results for challenging problem instances. We illustrate that the GA outperforms all state-of-the-art heuristics and that the DBGA further improves the performance of the GA.
Introduction
We study the resource-constrained project-scheduling problem (RCPSP) denoted as m, 1 cpm C max , using the classification scheme of Herroelen et al. (1999) . The RCPSP can be stated as follows. In a project network in AoN format G N A , we have a set of nodes N and a set of pairs A, representing the direct precedence relations. The set N contains n activities, numbered from 1 to n #N = n . The set of pairs A + adds the transitive precedence relations to A. Furthermore, we have a set of resources R, and for each resource type k ∈ R there is a constant availability a k throughout the project horizon. Each activity i ∈ N has a deterministic duration d i ∈ and requires r ik ∈ units of resource type k. We assume that r ik a k for i ∈ N and k ∈ R. The dummy start and end activities 1 and n have zero duration and zero resource usage. A schedule S is defined by an n-vector of start times s S = s 1 s n , which implies an n-vector of finish times f S , where f i = s i + d i ∀ i ∈ N. A schedule is said to be feasible if it is nonpreemptive and if the precedence and resource constraints are satisfied. The objective of the RCPSP is to find a feasible schedule that minimizes the project makespan f n .
The research on the RCPSP has widely expanded over the last few decades, and reviews can be found in Brucker et al. (1999) , Herroelen et al. (1998) , Icmeli et al. (1993) , Kolisch and Padman (2001) , and Özdamar and Ulusoy (1995) . Numerous exact solution approaches have been advanced, such as Brucker et al. (1998) , Herroelen (1992, 1997) , Mingozzi et al. (1998) , and Sprecher (2000) . However, these procedures are only capable of resolving relatively simple problem instances. This has motivated researchers to develop heuristic methods for dealing with more challenging RCPSP instances. Hartmann and Kolisch (2000) present a performance evaluation of existing heuristic procedures. An update is given in Kolisch and Hartmann (2004) .
The metaheuristic procedures of Alcaraz and Maroto (2001) , Lova (2001, 2003a) , Valls et al. (2002 Valls et al. ( , 2004 Valls et al. ( , 2005 , Valls et al. (2003) , and Debels et al. (2006) make use of the iterative forward/backward scheduling technique (Li and Willis 1992) in which both left-justified and right-justified schedules are used. A left-justified schedule is obtained by iteratively scheduling precedence-feasible activities forwards. To get a right-justified schedule, the precedence relations should be reversed such that precedence-feasible activities can be scheduled backwards. The iterative forward/backward scheduling technique iteratively transforms a left-justified schedule into a right-justified schedule and a right-justified schedule into a left-justified schedule. Debels et al. (2006) have used the iterative forward/backward scheduling technique as a local search method and illustrated that by using start times (finish times) of a rightjustified (left-justified) schedule as a priority rule to build a left-justified (right-justified) schedule, only improvements are possible.
In this paper, we present a genetic algorithm (GA) for the RCPSP. Furthermore, this algorithm will be embedded in a heuristic search procedure (subsequently referred to as the decomposition-based genetic algorithm (DBGA)) that iteratively solves subparts of the problem under study. More precisely, the procedure selects a subproblem from a feasible solution for the main problem under study. The GA is then used to find a high-quality solution for the subproblem that can be reincorporated into the solution of the main problem. The idea of focusing on subparts of the problem is not new and has already been elaborated on by Mausser and Lawrence (1997) , Palpant et al. (2004), and Sprecher (2002) . These authors all present a methodology in which they use subparts of an initial schedule to create subproblems, which can be solved by an exact or heuristic solution procedure to improve the current schedule. However, we believe that our DBGA outperforms these decomposition-based procedures thanks to the wellthought-out construction of the subproblems, which will be described later. Mausser and Lawrence (1997) only consider so-called block structures as possible subproblems, which makes their decomposition method rather inflexible because they have less control of the size of the subproblems. We believe that the decomposition method of Sprecher (2002) offers more flexibility than that of Mausser and Lawrence (1997) . However, a major disadvantage is that the resulting main schedule (obtained by solving all subproblems) may be a schedule that is worse than the initial schedule. Palpant et al. (2004) construct a subproblem that can be classified as an RCPSP with time windows and varying resource availability. However, their specific approach does not guarantee that an improvement found in the subproblem also leads to an improvement of the main problem. Moreover, the authors solve this problem with the ILOG SCHEDULER 5.0, and hence, they fail in reporting results that can compete with the currently best existing procedures.
This paper is organized as follows. In §2, we describe our GA approach for the RCPSP in detail. In §3, we explain the different steps of our DBGA. Section 4 discusses extensive computational results of the GA and the DBGA and compares the performance with other "state-of-the-art" heuristics. Section 5 contains overall conclusions and suggestions for future research.
A Genetic Algorithm for the RCPSP

Representation and Generation of a Schedule
The representation and evaluation of a schedule determine the backbone of a metaheuristic for the RCPSP. The schedule representation can be seen as an encoding of a schedule. To decode the schedule representation into a schedule S, identified by s S and f S , a schedule generation scheme (SGS) is necessary. For both the representation and generation of a schedule, various approaches exist. Kolisch and Hartmann (1999) distinguish five different schedule representations, but the activity-list (AL) representation and the random-key (RK) representation are the most widespread. In both representations, a priority structure between the activities is embedded. The AL representation obtains this structure by making use of a sequence of the activities. The position of the activity in this sequence determines its relative priority versus the other activities. The RK representation that is utilized in our procedure uses a vector x ∈ n such that x i denotes the priority value of activity i. Hartmann and Kolisch (2000) concluded from experimental tests that procedures based on AL representations outperform the other procedures. However, Debels et al. (2006) recently illustrated that the RK also leads to promising results thanks to the use of the topological ordering (TO) notation (Valls et al. 2003) . The TO condition for the construction of left-justified schedules implies that for all activities i and j for which s i S < s j S , activity i should have a higher priority than activity j. We adapted the TO condition to our settings because we rely on two types of schedules: left justified and right justified. Hence, to fully exploit the advantages of the iterative forward/backward scheduling technique, our procedure uses right-justified schedules to generate left-justified children and left-justified schedules to generate right-justified children. Therefore, we embed the TO condition in the RK representation as follows:
In §2.2, we rely on this specific TO condition to perform the crossover operations in an effective way.
In the literature there also exist different types of SGSs. The serial SGS constructs an active schedule by scheduling each activity one at a time and as soon as possible within the precedence and resource constraints. Alternatively, a parallel SGS could be used. However, Kolisch (1996b) has shown that, contrary to the serial SGS, the parallel SGS is sometimes unable to reach an optimal solution. This motivated us to use the serial SGS. Our procedure requires two different procedures, "Serial_SGS_left x " and "Serial_SGS_right x ," to build left-justified and rightjustified schedules, respectively. These procedures differ in the evaluation of the priority values. If x i < x j , activity i will have a higher priority than activity j for Serial_SGS_left x , while the opposite will be true for Serial_SGS_right x .
We introduce the example project depicted in Figure 1 , with a single renewable resource type with availability a 1 = 10. Table 1 shows the RK vector x. In each column, a priority value is given, belonging to the corresponding activity. The construction of a left-justified schedule by calling the procedure Serial_SGS_left x leads to the left-justified schedule of Figure 2 , while calling Serial_SGS_right x brings us to the right-justified schedule of Figure 3. 
Our Genetic Algorithm
The evolution of living beings motivated Holland (1975) to solve complex optimization problems by using algorithms that simulate biological evolution. This approach gave rise to the technique known as a genetic algorithm (GA). In a Figure 1 .
The example project P. GA, processes loosely based on natural selection, crossover, and mutation are repeatedly applied to a population that represents potential solutions. The procedure "Genetic_Algorithm C " with stop criterion C, for which the pseudo-code is given below, incorporates the principles of a GA to obtain a qualitative solution for an RCPSP problem. Contrarily to a conventional GA, there are two separate populations: a left population PopL that contains left-justified schedules and a right population PopR that contains right-justified schedules. The procedure starts with the generation of an initial left population, followed by an iterative process that continues until the stop criterion C is met. The iterative process consecutively adapts the population elements of PopL and PopR. The right (left) population is updated by feeding it with combinations of population elements taken from the left (right) population. Therefore, the left (right) population elements are transformed in right-justified (left-justified) schedules by means of the procedure Serial_SGS_right x (Serial_SGS_left x ). In doing so, we can fully exploit the advantages of the iterative forward/backward scheduling technique in our metaheuristic framework. The remainder of this section reveals some further details about the GA.
Procedure Genetic_Algorithm C
Step 1. Build an initial population PopL.
Step 2. While (C not satisfied). Build an Initial Population. We start the GA by building an initial population PopL of popsize left-justified schedules. Each population element PopL a is created by randomly generating a priority vector x a that is decoded to the left-justified schedule S a by calling Serial_SGS_ left(x a ). To satisfy the TO condition, the generated schedules are represented by the priority vectors PopL a = f S a .
Parent Selection. The procedure Select_Parents index pop selects the couples of population elements for the crossover operator. Two parents are selected from the population pop as follows. The first parent is the indexth element of pop, denoted as element pop index (e.g., PopR a is the ath element of PopR). The second parent is selected using the two-tournament selection where two population Right-justified schedule. t elements from pop are chosen randomly, and the element with the best objective-function value is selected. Afterwards, we randomly label one element as the father and the other element as the mother.
Crossover Operator. After the selection of the parents, a crossover operation combines the RK representations x f of the father S f and x m of the mother S m in a new RK vector x c of the child S c . As mentioned before, if S f and S m belong to PopL (PopR), we create a right-justified (leftjustified) schedule S c as a candidate to enter PopR (PopL). The combination of the genes of both parents is done by a two-point crossover operator based on a modified version of the peak crossover operator of Valls et al. (2002) that makes use of the resource utilization ratio (RUR). This ratio measures the resource utilization at time unit t. Let active t S be the set of active activities in schedule S at time instant t. Then, RUR is calculated as
The RUR allows us to select time intervals for which the resource utilization is high, so-called peaks (Valls et al. 2002) , and time intervals with low resource utilization. In our procedure we determine one peak, identified by the time interval t 1 S t 2 S , representing the crossover points of schedule S. To that purpose, we randomly choose the length l of the peak between 1/4 · makespan S and 3/4 · makespan S and calculate the total resource utilization (TRU) of a subschedule of S with start time t and length l:
The peak with length l is then chosen as the time interval t 1 S t 2 S by setting t 1 S at t ∈ 0 makespan S − l for which TRU(t l S) is maximal and t 2 S at t 1 S + l. For the remaining intervals 0 t 1 S and t 2 S makespan S , the average resource utilization will be low. The two-point crossover operator uses the crossover points t 1 S f and t 2 S f of the father to generate the RK vector of the child as follows:
The use of the TO condition allows the crossover operator to replace the (weak) subschedules with a low resource utilization of the father S f by better-corresponding subschedules of the mother S m . To prevent the relative priority structure between the activities of a case from being mixed with priority values of activities of another case, we use c as a large constant.
Consider Figure 4 , which represents an example of a leftjustified schedule S f of PopL. To calculate the crossover points t 1 S f and t 2 S f of a peak, we first compose the resource utilization profile of Figure 5 by calculating the RUR at each time instant t. If l has been chosen randomly to 19, then TRU(t 19 S f ) has a maximal value of 16.8 when t = 11. Consequently, t 1 S f equals 11 and t 2 S f equals 30.
We assume a mother schedule S m ∈ PopL, as depicted in Figure 6 . Table 2 displays the RK vectors x f = f S f and x m = f S m . Because 11 and 30 are the crossover points of the father, the RK vector x c of the child is calculated as demonstrated in Table 2 . The dark-coloured activities 5, 6, 7, 9, 10, 14, 15, and 17 with x mi ∈ 11 30 belong to Case 2, and consequently the priority values x fi are copied in x ci . The activities 11, 12, 13, 16, 18, 19, 20 , and 21 with x mi > 30 belong to Case 3, while the remaining activities 1, 2, 3, 4, and 8 for which x mi < 11 belong to Case 1. For the light-coloured activities of Case 1 and Case 3, we use the corresponding x mi as priority values in x c . However, a large constant c needs to be subtracted for activities of Case 1, and added for activities of Case 3, to avoid mixing the priority structures of Case 1, Case 2, and Case 3. In our example, we set c at 50.
The corresponding child schedule can be constructed based on the calculated RK vector x c of Table 2 . Because the parents belong to PopL, we call Serial_SGS_right x c to build the right-justified schedule S c of Figure 7 . As this schedule is a candidate to enter PopR, the RK vector is set equal to s S c . The schedule S f of the father. 
Diversification. We implemented a diversification methodology to escape from a premature convergence. A lack of diversification leads to a homogeneous population, of which the offspring will be identical to the parents. Our diversification method can be considered as reactive because it only operates on a child when it originates from two parents who are not mutually diverse. To define whether the parents are sufficiently diverse, we need a threshold and a distance measure. Because we employ s S or f S , to represent a schedule S in PopR or PopL, we use the sum of the absolute deviations between the priority values of both parents divided by the number of activities as an easy and efficient distance measure. Thus, diversification is desirable if
and is exerted on the child x c by randomly biasing a limited number nr_div of priority values by adding a random number between −n n . Selection Mechanism. The selection mechanism determines the way in which the new generation replaces the old generation. To make the GA successful, the survivalof-the-fittest principle should be embedded. Good children should have a better chance to enter the new generation than inferior ones to improve the quality of the population.
The population PopR (PopL) is fed by children generated from PopL (PopR). In the following, we will explain how we update PopR. The way in which we update PopL is analoguous. For each element PopL a , we iterate the complete process of building a child nr_children times, leading to a set of children Child a 1
Child a nr_children . From this set, we select the child with the lowest makespan Child best a . This schedule will replace the element PopR a even if this leads to a deterioration of the makespan. However, to avoid loosening high-quality schedules, we do not automatically perform a replacement if PopR a corresponds to a schedule with the best-found makespan so far. In this case, PopR a will only be replaced if Child best a represents a new bestfound schedule. The GA of the previous section can be used as a subroutine in a heuristic decomposition approach. This decompositionbased genetic algorithm (DBGA) runs as follows: An intermediate solution of the main problem (the main schedule) is used as a start base to derive a smaller subproblem. This subproblem is then solved with the GA, resulting in an improved subschedule. Afterwards, this improved subschedule will be reincorporated in the main schedule, leading to an overall decrease of the total makespan. These three steps can be summarized as follows:
Step 1. Construct the Subproblem. This subroutine transforms a schedule S of the main problem P into an intermediate schedule S b and uses that schedule to construct a smaller subproblem P sub and an initial subschedule S in sub
Step 2. Genetic Algorithm. This subroutine transforms the initial subschedule S in sub into an improved subschedule S * sub .
Step 3. Merge. This subroutine embeds the improved subschedule S * sub into the intermediate schedule S b , leading to an overall improvement of the total makespan.
In the following sections (3.2, 3.3, and 3.4), we explain each of the three subroutines of the DBGA in detail.
Construct the Subproblem
This subroutine uses a right-justified schedule S and a predetermined time interval [pt 1 , pt 2 ] to create an intermediate schedule S b . This schedule is used to create the subproblem P sub . The details are summarized in the pseudo-code below, using the following symbols. Problem P = G N A with start schedule S will, based on the transformed intermediate schedule S b , be reduced to subproblem P sub = G N sub , A sub ). The set of nodes N sub of subproblem P sub is further subdivided in the sets B 1 , B 2 , and Core. These sets are used in the GA approach as will be described in §3.3.
Procedure Build_subproblem S pt 1 pt 2 P
Step 1.
Step 2. Transform S into S b .
Step 3. Determine lft = max f i s i < pt 1 and est = min s i f i > pt 2 .
Step 4. Construct the subproblem P sub = G N sub , A sub .
Step 5 
Step 1 initializes the sets of activities B 1 , B 2 , and Core. In Step 2, we transform the schedule S into S b by using the start times as a priority rule and scheduling all activities that finish before pt 2 forwards. The other activities remain untouched. In doing so, the number of active activities scheduled within the time interval [pt 1 , pt 2 ] is reduced compared to the schedule S, which makes it more likely to find improvements in that part of the schedule. In Step 3, we calculate time window lft est with lft pt 1 and est pt 2 . More precisely, lft denotes the latest finish time of all Figure 7 .
The schedule S c of the child. In
Step 4, we construct the subproblem P sub = G N sub A sub , defined by the set of activities N sub and the set of activities A sub . N sub contains the dummy activities zero and n and the activities that are partly or completely active within the time interval [pt 1 , pt 2 ] of schedule S b . The set of all precedence constraints A corresponds to d i , except when i is active at pt 1 or pt 2 . In Step 5, the set N sub is further subdivided in the sets Core, B 1 , and B 2 . Core contains the activities that are completely active within [lft, est] . The remaining activities belong to either B 1 or B 2 , depending on whether they are scheduled before lft or after est.
In our example, we use the right-justified schedule of Figure 3 as S. The time interval pt 1 pt 2 is set randomly at 4 34 . Figure 8 shows the steps to obtain the resulting subproblem P sub . The intermediate schedule S b , displayed in Figure 8(a) , is the result of forward scheduling of all activities that finish before time instant 34. Consequently, the time interval lft est equals 8 29 . Indeed, from the activities that start before pt 1 = 4 in S b , 8 is the finish time of the latest finishing activity 4. Twenty-nine corresponds to the start time of the earliest starting activity that finishes later than pt 2 = 34. The activities 2, 11, 12, 18, 19, and 20 do not belong to N sub , as these activities are never active in S b within the time interval [pt 1 pt 2 = 4 34 . The set 5 6 7 9 10 14 15 determines Core because these activities are scheduled completely within lft est = 8 29 . 
The Genetic Algorithm to Solve a Subproblem
After the construction of a subproblem P sub , this subproblem is the subject of the GA described in §2.2 to find an improved subschedule S * sub . However, some modifications to the schedule generation schemes (i.e., subroutines Serial_SGS_left x and Serial_SGS_right x of §2.2) are necessary to make the GA applicable for the DBGA. More precisely, the activities of B 1 , B 2 , and Core need to be treated differently. The serial schedule generation scheme to construct a left-justified subschedule only schedules the activities of N sub , based on the random key vector x sub , and is applied in four consecutive steps:
Step 1. Schedule the activities of B 1 in a sequence determined by the start times of S b .
Step 2. Schedule the activities of Core based on the RK values.
Step 3. Schedule the activities of B 2 in a sequence determined by the start times of S b and by using the original durations d i .
Step 4. Replace the durations of B 2 by d sub i . The reason to use the original durations d i to schedule the activities of B 2 is to obtain a schedule that can be incorporated easily into the schedule S b without incurring preemption as will be described in the merge step of §3.4. After
Step 4, we obtain a feasible schedule for the subproblem.
The construction of a right-justified schedule works oppositely and schedules the activities of B 2 , Core, and B 1 backwards in four consecutive steps. The sequence to schedule B 1 and B 2 is determined by the finish times of S b . Figure 9 displays a left-justified schedule S sub of P sub based on the RK vector x sub of Table 3 . First, activities 3, 4, and 8 of set B 1 are scheduled in a sequence determined by the start times of S b . Then, the dark-coloured activities of Core are scheduled in a sequence based on the RK vector x sub . Finally, activities 13, 16, and 17 are scheduled in a sequence determined by the start times of S b . To find the earliest time to schedule these three activities, the original durations d i are used. The makespan of S sub equals 27, which is a reduction of three time units compared to the Figure 9 .
The schedule S sub obtained from Serial_SGS_left x sub . with an overall improvement of the total makespan. To do so, the merge subroutine creates an RK vector x as follows:
The vector x can be transformed to a right-justified schedule S * by applying the schedule generation scheme Serial_SGS_right x .
Let the schedule S sub of Figure 9 correspond to the improved schedule S * sub for the reduced problem. Then, the RK vector x , leading to the improved schedule S * , is depicted in Table 4 . Applying Serial_SGS_right x , results in the schedule S * of Figure 10 .
The Decomposition Strategy
In our procedure, we iteratively pass through the three steps of the DBGA. After each iteration, we use the improved schedule S * to restart the first step. For all iterations, we have to predetermine the time interval [pt 1 , pt 2 ] and a stop condition for the GA. The settings of these parameters determine the decomposition strategy and will be described in the next section.
Computational Results
We have coded the procedure in Visual C++ 6.0 and performed computational tests on an Acer Travelmate 634LC with a Pentium IV 1.8 GHz processor using two data sets. The first one is the well-known PSPLIB data set (Kolisch and Sprecher 1997) , which we use to compare our procedure with other existing procedures from the literature. This data set contains the subdata sets J30, J60, J90, and J120 with problem instances of 30, 60, 90, and 120 activities, respectively. The schedule S * resulting from Serial_SGS_right x . The subdata sets J30, J60, and J90 contain 480 problem instances, while J120 consists of 600 problem instances. We also constructed a second data set RG300 containing 480 large problem instances using RanGen (Demeulemeester et al. 2003) . Each instance contains 300 activities and four resources. The order strength is set at 0.25, 0.50, or 0.75; the resource usage at 1, 2, 3, or 4; and the resource constrainedness at 0.2, 0.4, 0.6, or 0.8. Using 10 instances for each problem class, we obtain a problem set with 480 network instances. The RG300 problem instances are available at www.projectmanagement.ugent.be/RG300Instances. php.
Parameter Settings
To test our procedure, we predefine the settings of the parameters of the GA. The number of children nr_children is fixed at 2, the number of priority values nr_div in the diversification step is set equal to (#Core)/10, and the threshold for applying diversification is set equal to 2.(#Core). Note that #Core represents the number of activities in the subproblem that belong to Core. We fine-tune the popsize parameter, as its optimal value reflects the extra need for diversification and is related to the stop condition and the size of the problem instances.
Computational Results of the GA and the DBGA
For the experiments with the DBGA, we developed a decomposition strategy, as depicted in Figure 11 . In the beginning, the GA is used to find a good initial solution for the main problem. Afterwards, we iteratively run the GA on a subproblem determined by the values for both pt 1 and pt 2 . Figure 11 . The decomposition strategy. More precisely, we run the DBGA nr_sub times, each time focusing on another part of the main schedule. The X-axis of Figure 11 shows the total makespan of the schedule for the main problem rescaled to the interval 0 1 . In the first iteration, the main problem is solved by setting the time interval [pt 1 , pt 2 ] equal to the complete schedule. In the following nr_sub iterations, we select [pt 1 , pt 2 ] such that the DBGA iteratively focuses on a later part of the schedule and also has a small overlap with a part of the subschedule of the previous iteration. To get an overlap, we set pt 2 − pt 1 equal to 2 makespan / nr_sub + 1 . As an example, if nr_sub = 3, then we construct three reduced (2000) 0.42 0.17 - Valls et al. (2005) 0.46 0.28 0.11 Bouleimen and Lecocq (2003) 0.38 0.23 - Coelho and Tavares (2003) 0.74 0.33 0.16 Schirmer (2000) 0.65 0.44 - Baar et al. (1998) 0.86 0.44 - Kolisch and Drexl (1996) 0.74 0.52 - Hartmann (1998) 1.03 0.56 0.23 Kolisch (1996b) 0.83 0.53 0.27 Coelho and Tavares (2003) 0.81 0.54 0.28 Kolisch (1995) 1.44 1.00 0.51 Hartmann (1998) 1.38 1.12 0.88 Kolisch (1996a, b) 1.40 1.28 - Kolisch (1996b) 1.40 1.29 1.13 Kolisch (1995) 1.77 1.48 1.22 Leon and Ramamoorthy (1995) 2.08 1.59 -problems for which pt 2 −pt 1 is equal to 2/4·makespan. The procedure focuses iteratively on a later part of the schedule as follows: [pt 1 pt 2 ] equals 0 1/2 · makespan for the first subproblem, 1/4 · makespan 3/4 · makespan for the second subproblem, and 1/2 · makespan makespan for the third subproblem. We tested the GA by fixing nr_sub at zero and the DBGA by fine-tuning nr_sub to an optimal value. To illustrate that the DBGA can level up the performance of the GA, it is impossible to use the number of generated schedules as a stop condition because considering a schedule for a subproblem as a complete schedule would remove the advantage of decomposition. Indeed, decomposition benefits from the fact that the CPU time needed to build a schedule is proportional to the size of the problem or the value of pt 2 − pt 1 . Therefore, we use the number of generated schedules and a time equivalent as a stop criterion for the GA and the DBGA, respectively. More precisely, the time needed to solve a problem instance with the GA within a given schedule limit determines the maximal allowable time to solve the same instance with DBGA. In our experiments, we used an equal value of popsize for all iterations of the DBGA. Because an optimal value for popsize depends on the number of generated schedules (cf. supra), Kolisch and Drexl (1996) 13.51 13.06 - Kolisch (1996a, b) 13.66 13.21 - Coelho and Tavares (2003) 13.80 13.31 12.83 Kolisch (1996b) 13.59 13.23 12.85 Baar et al. (1998) 13.80 13.48 - Leon and Ramamoorthy (1995) 14.33 13.49 - Kolisch (1996b) 13.96 13.53 12.97 Kolisch (1995) 14.89 14.30 13.66 Kolisch (1995) 15.94 15.17 14.22
we allocate the available time for each iteration proportional to the value of pt 2 − pt 1 . In doing so, we generate a more or less equal number of schedules in each iteration. In Figure 11 , the percentages of the time allocations are depicted between brackets.
For our experiments, we imposed a stop condition of 1,000, 5,000, and 50,000 schedules (GA) or the corresponding time equivalent (DBGA). We tested the GA and the DBGA on the PSPLIB-data sets and on the RG300 data set, and the results can be found in Table 5 . The line Avg.CPU reports the average CPU time needed to solve a problem instance. As the DBGA uses a time equivalent for the CPU time needed by the GA, the values for Avg.CPU are equal for GA and DBGA. The line Avg.Dev.Ub shows the average deviation from the best solutions found so far. For the RG300 instances, we used the solutions found within a time limit of 50,000 schedules and optimal values for popsize and nr_sub. For the PSPLIB data sets, these solutions can be found on http://www.bwl.uni-kiel.de/bwlinstitute/Prod/ psplib/datasm.html. The number of problem instances for which the obtained solution is better than the best solution so far is indicated in parentheses in the same line (only displayed when positive). The line Avg.Dev.Lb gives the average deviation from the critical path-based lower bound. Kolisch and Drexl (1996) 41.37 40.45 - Coelho and Tavares (2003) 41.36 40.46 39.41 Leon and Ramamoorthy (1995) 42.91 40.69 - Kolisch (1996b) 42.84 41.84 40.63 Kolisch (1995) 44.46 43.05 41.44 Kolisch (1995) 49.25 47.61 45.60 Finally, the lines popsize and nr_sub report the optimal values for both parameters. The test results of Table 5 can be interpreted as follows. First, the table reveals that the introduction of the DBGA has a beneficial effect for large problem instances. The percentage improvement (Avg.Dev.Ub) for the J30, J60, and J90 instances is small and only occurs for a stop criterion of 1,000 schedules. However, the large instances (J120 and RG300) can be improved by the DBGA, regardless of the stop criterion. As an example, the Avg.Dev.Ub for the RG300 instances decreases from 1.89% to 1.45% due to the decomposition of the main problem into eight subproblems. Second, the table reveals that nr_sub is negatively related to the stop criterion, i.e., the more schedules generated, the less beneficial the DBGA. Last, the results reveal that the popsize parameter is positively related to the stop criterion and negatively related to the size of the problem instance. Consequently, the use of a large population avoids the creation of a homogeneous population, and this effect becomes more important for small problem instances and high stop conditions. Note also that when nr_sub > 0 in the DBGA, the corresponding optimal value for popsize slightly decreases compared to the popsize in the GA.
Comparative Computational Results
In this section, we illustrate that GA and DBGA are very effective heuristic procedures. To be able to compare procedures for the RCPSP, Hartmann and Kolisch (2000) presented a methodology in which all procedures can be tested on the PSPLIB data sets by using 1,000 and 5,000 generated schedules as a stop condition. Kolisch and Hartmann (2004) give an update of these results, and also report results for 50,000 schedules. In Tables 6, 7 , and 8, we compare the results for GA and DBGA in Table 5 with these results for the data sets J30, J60, and J120, respectively. The average deviation from the optimal solution is used as a measure of quality for J30 and the average deviation from the critical path-based lower bound for J60 and J120. In each table, the heuristics are sorted with respect to increasing deviation for 50,000 schedules. The results for 5,000 and 1,000 schedules are used as a tiebreaker.
