I. INTRODUCTION
R ECENTLY joint multiuser detection in which the multiuser interference is treated as a part of the information, rather than noise, has attracted much attention [1] - [8] . The optimal detector proposed by Verdú achieves optimum near-far resistance and a significant performance improvement over the conventional detector [1] , [2] . These improvements, however, are obtained at the expense of a dramatic increase in computational complexity, which grows exponentially with the number of users.
Similarly, reliable performance measures like the bit-error rate, the minimum Euclidean distance, or the asymptotic efficiency of optimum detection are equally difficult to calculate, and are essentially not known for large numbers of users. Currently, only the single-user bound is readily computed. This quandary makes it hard to gauge the performance of different suboptimum detectors. In this letter, we present a simple way to calculate the minimum distance for multiuser CDMA systems. This, in turn, then directly gives the asymptotic efficiency of optimum detection, which can be used as a benchmark for performance.
The computation of the asymptotic efficiency of optimum multiuser detection is known to be an NP-hard problem [2] . However, Verdú's work, which, like most early work on multiuser detection, can be viewed as being based on the matched filter receiver. It is known, for the case where the receiver knows perfect channel state information, however, that suboptimum detectors can significantly improve performance if they are based on the whitening matched filter (WMF) instead [7] , [8] . Our method to compute the minimum distance of the optimum multiuser detection is based on the Cholesky factorization of the positive-definite symmetric correlation matrix, also needed to derive the WMF. We demonstrate that the computation of the minimum distance (and hence the asymptotic efficiency) of the optimum multiuser detection, albeit NP-hard in general, can be performed very efficiently in almost all cases of practical interest. (Pathological cases with a very strong correlation between all users or very different power levels can be constructed for which the method fails to be significantly less complex than an exhaustive search.) In this letter, we will concentrate on synchronous CDMA; however, the method presented here can be generalized easily for asynchronous CDMA systems.
In Section II, we present the system of synchronous CDMA with multiuser detection, the relationship between the minimum distance and the asymptotic efficiency, and give our method to calculate the minimum distance of optimum multiuser detection. We also show the new problem to be NP-hard. In Section III, we present numerical results, and in Section IV, we conclude with a summary.
II. THE MINIMUM DISTANCE CALCULATION
Consider a synchronous CDMA system with users and a set of unity energy preassigned signature waveforms of duration as shown in Fig. 1 . At the receiver, a bank of filters matched to the set of preassigned waveforms is sampled at times
The sample values (1) form a sufficient statistic for optimum multiuser detection [2] , where is vector of information bits, is the nonnegative-definite symmetric correlation matrix with entries and where is the energy per bit of user
The superscript denotes matrix transposition. The noise vector in (1) is a Gaussian noise vector of dimension with the autocorrelation matrix where is the one-sided noise power spectral density of the zero-mean additive white Gaussian noise (AWGN) source and
In a synchronous CDMA system, the relationship between and the matrix of discrete signature sequences is given by where is the discrete signature sequence of the th user with and is the length of the sequences.
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If is a positive-definite symmetric matrix (nonsingular), there exists a unique lower triangular, nonsingular matrix such that (Cholesky decomposition [9] ). Using this, we obtain (4) Let for Then, (4) can be rewritten as (5) where and since is lower triangular,
Since depends only on we can perform a tree search to evaluate the minimum value of expression (6). This tree branches into two new nodes at level and the nodes are labeled with
The branch is labeled with which connects the two nodes and
The node is labeled with the accumulated weight
The key observation now is that only a small part of this tree needs to be searched in general since, due to distances will quickly accumulate and most nodes can be discarded from further consideration. From the single-user bound, we know that which can be used as a discard threshold. Now, we present the following simple algorithm to find the minimum distance of user :
1) initialize activate the root node; 2) compute for all active nodes;
3) deactivate nodes with i.e., drop these paths from future consideration; 4) set if stop; otherwise, go to 2). Since the paths with are dropped, the number of tree branches searched by the above algorithm is significantly smaller than the number of branches of the full tree Proposition: The modified minimum distance calculation in (4) is NP-hard.
Proof: In [2] , it is shown that the original minimum distance calculation (2) is NP-hard by transforming the KNAP-SACK problem (a known NP-hard problem) into the problem (2) .
The Cholesky decomposition can be performed in steps, and hence we can transform the original problem (2) into the modified problem (4) in polynomial time. Hence, we can transform the KNAPSACK problem into (4) in polynomial time.
III. NUMERICAL RESULTS
In this section, we use the above algorithm to evaluate the minimum distance of synchronous CDMA with binary random signature waveforms of length 31.
The procedure is as follows. First, a set of random signature waveforms of length 31 is generated for every bit duration and the correlation matrix is computed. Then we check whether the matrix is singular. If for any is singular and the WMF does not exist; hence, if the set is discarded and a new set of random waveforms is generated. The signature waveforms with are used to spread the signal at the transmitter and to detect the signal at the receiver. Let for i.e., we look at an equal power system.
In Fig. 2 , we show the widths of the active tree as a function of the search depth for the worst case found. Among the first five sets of random signature waveforms generated, the maximum width of the active tree is 48 479 and 147 for 31-user and 20-user systems, respectively, which is significantly less than the total number of tree branches for and for In Figs. 3 and 4 , we show a histogram of the minimum distances of the binary random signature waveform sets which have been tested for a system with 20 users and 31 users, respectively. Interestingly, we found that among 100 sets of random waveforms tested, there were only five discrete values of the minimum distance (see figure) . Fig. 4 shows the minimum distances for a full set of users, while Fig. 3 shows the case for a smaller number of users. Not surprisingly, the minimum distances in Fig. 3 concentrate more around the value 1.0.
As an example of unequal powers, let us study the following particular matrix, (7), shown at the bottom of the page, which is generated by binary random signature waveforms of length 10. The maximum width is 51 if we drop nodes with For both cases, we have for respectively.
If and for the maximum width is 75 if we drop the paths with We have that for respectively (i.e., we do not know the asymptotic efficiency of user 4 with this threshold). The maximum width is 1011 if we raise the threshold to and we find that for respectively. Obviously, when is large, the algorithm needs to go through more nodes. However, the complexity of finding the asymptotic efficiency is still small.
IV. DISCUSSION AND CONCLUSION
In [2] , Verdú concluded that " the worst-case complexity measure may be overly pessimistic for specific instances exhibiting low cross-correlations." The application of the Cholesky decomposition allows us to extend this conclusion to almost all cases, in particular, all cases of practical importance, excluding only such pathological cases with very high cross correlations among all users or very different power levels. Numerical results have been presented for synchronous (7) CDMA with randomly generated binary signature waveforms of length 31. They show that the maximum width of the active tree of the search algorithm is significantly smaller than the total number of tree branches.
