Abstract: Genetic feedback is one of the mechanisms that enables metabolic adaptations to environmental changes. The stable equilibria of these feedback circuits determine the observable metabolic phenotypes. We consider an unbranched metabolic network with one metabolite acting as a global regulator of enzyme expression. Under switch-like regulation and exploiting the time scale separation between metabolic and genetic dynamics, we develop geometric criteria to characterize the equilibria of a given network. These results can be used to detect mono-and bistability in terms of the gene regulation parameters for any combination of activation and repression loops. 
Introduction
Metabolism and gene expression are two fundamental levels of cellular regulation. Gene expression can impact metabolic levels through changes in enzyme concentration and, conversely, metabolic species can inuence gene transcription and hence modulate enzyme synthesis [9] . These two levels have specic functions and properties, and it remains a challenge to characterize the interconnections between them. The congurations of metabolic-genetic interactions can lead to a diverse range of dynamic behaviors, each one of which denes a specic metabolic phenotype. Our understanding of natural regulatory circuits is important not only for revealing the design principles that underlie observed metabolic dynamics, but also for our ability to design synthetic circuits that enable new phenotypes [1] .
A specic phenotype depends, among others, on: the regulatory topology (i.e. which metabolites regulate which enzymes), logic (i.e. activation or repression), and the sensitivity of regulation (i.e. graded or switch-like regulation). In this paper we present a mathematical analysis of these properties by studying the interconnection between an unbranched metabolic network and a one-to-all genetic control circuit. The gene circuit implements a form of global control in the sense that one metabolic species modulates the activity of all enzymes.
The model integrates the classical kinetic equations to represent metabolite dynamics and piecewise ane (PA) systems to represent gene regulation (Section 2) . To analyze the model we consider that metabolic reactions happen in a much faster time scale when compared to gene transcription or translation [1] . PA models [2] provide a convenient way of encoding switch-like regulation with relatively few parameters (only expression rates and regulatory thresholds), whereas the time scale separation allows for an approximation of the metabolic dynamics by a system of algebraic equations. This approximation ultimately leads to a reduction of the model to a 2-dimensional PA system dened in conic domains (Section 3). Solutions of these type of systems can be obtained by dening the system as a dierential inclusion and using a construction due to [5] . The conic geometry introduces new features in the solutions at the switching domains, and we characterize the existence and stability of the possible sliding motion and singular equilibria (Section 4). This analysis is applied to study a particular conguration of the globally regulated metabolic chain (Section 5).
Global genetic control
We consider an unbranched metabolic network with one metabolite as a global regulator of enzyme expression. A schematic diagram of such class of networks is shown in Figure 1 , where s i denotes the concentration of the i th metabolite and v i is the rate of the i th reaction (catalyzed by an enzyme with concentration e i ).
As a way of accounting for the mass exchange between the network and its environment, we assume that the metabolic substrate s 0 is constant. For the sake of generality, in this paper we deal with networks of n metabolites and n + 1 enzymes regulated by a single global regulator s −1 ( > 1). change of both metabolite and enzyme concentrations can be described bẏ
where κ The regulatory function σ i (s −1 , θ i ) represents the lumped eect of gene expression control by a transcription factor, together with its interaction with the regulator s −1 . To account for the typical switch-like nature of transcriptional regulation, σ i (x, θ) is assumed to be a step function; depending on whether gene expression is activated or repressed by s −1 , we assign σ i = σ + or σ i = σ − = 1 − σ + , respectively, with
This class of regulatory functions is widely used used in the analysis of genetic networks [10, 3] and was rst suggested in [6] . In the sequel we will not presuppose a specic form of the enzyme kinetics; instead to keep the analysis as general as possible, we make the following assumption on the enzyme kinetics.
Assumption 1. The metabolic reaction rates are linear in the enzyme concentrations and non-decreasing functions of the metabolite concentrations, so that the rate functions are written as
where g i is the enzyme turnover rate (i.e. the reaction rate per unit of enzyme concentration) and saties
The monotonicity condition in (5) accounts for a broad class of saturable enzyme kinetics that includes, in particular, Michaelis-Menten and Hill kinetics [4] . In the rest of the paper we aim at characterizing the equilibria of the feedback system in (1)(2). Metabolic dynamics operate in a much shorter time scale than their genetic counterpart [1] . This property allows the approximation of the nonlinear dynamics in (1) by an algebraic relationship between the enzymes and metabolite concentrations. If the metabolites are assumed to be in quasi steady state (QSS) with respect to the enzyme concentrations, then we setṡ i (t) = 0 for all t ≥ 0 to obtain
Equation (6) holds for every i = 1, 2, . . . , n and hence it is equivalent to
The trajectory of the global regulator can be then computed by solving the equation
If the function g i does not saturate, a nonnegative solution of (7) exists at all times. However, for saturable functions one must guarantee that this is true by stating appropriate assumptions on the parameters (for instance, of the form κ
. For space reasons we will assume that solutions of (7) do exist and omit the details. A key aspect of this approximation is that the solution of (1)(2) depends only on two proteins. The dynamics of the complete feedback system can thus be fully characterized by analyzing the 2-dimensional phase plane of the dierential equationṡ
subject to s −1 satisfying (8).
Equivalent piecewise ane system in conic domains
The algebraic equation in (8) can be interpreted as a mapping from R ≥0 to R 2 ≥0 , whereby each value of the regulator s −1 maps into a half-line in the (e 1 , e ) plane. Moreover, as a consequence of the monotonicity of g , the partition of R ≥0 induced by the thresholds can be mapped into a partition of R 2 ≥0 : if
which combined with (8) yields
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The relation in (11) denes a cone in the x = (e 1 , e ) plane
and we dene its complementary cone
The half-line S i is a subset of the (e 1 , e ) plane where the regulator reaches the switching threshold θ i . The dynamics of the reduced system in (9) depend on the value of s −1 with respect to the thresholds θ 1 and θ . Assume, without loss of generality, that θ 1 < θ (the problem can be treated analogously in the case θ 1 > θ , and the case θ 1 = θ is treated as in Section 4). With the previous denitions we can establish the following relations
where
In the sequel we refer to S i as a switching domain, whereas the cones R j are called regular domains (see [2] for detailed denitions). The system in (9) is equivalent to a piecewise ane (PA) system [8] in conic domainsẋ
The vectors h 1 , h 1 and h are constant and their values depend on whether s −1 activates or represses the expression of enzymes e 1 and e . For example, in the case of repression (i.e. σ 1 = σ − and σ = σ − ) we have
These vectors determine the location of the focal points of the PA system, dened as
The conic partition of the (e 1 , e ) phase plane and the focal points are shown in Figure 2 . For any x(t 0 ) in a regular domain, e.g. x(t 0 ) ∈ R 1 , the right-hand side of (20) is well dened and its solution satises a standard ane dierential equation, that is
so that x(t) monotonically approaches φ 1 , possibly reaching the switching domain S 1 , where the vector eld of (20) is not dened, and thus a specialized analysis is required. As we shall see in the next section, the location of the focal points plays a major role in the dynamics of (15). 
Piecewise ane systems in cones
To understand the dynamics of the PA system in (15), in this section we rst study the solutions of a 2-dimensional PA system dened only in two cones (as opposed to three cones, cf. Figure 2 ). Consider the half-line S = x ∈ R 2 ≥0 : x 2 = βx 1 with β > 0, and the PA systeṁ
We denote the generating vector of S as η = 1 β T ; the vector elds f (
T are ane and given by
where h f and h g are entrywise positive vectors, and Γ = diag {γ 1 , γ 2 } > 0 . The focal points of f (x) and g(x) are given by φ f = Γ −1 h f and φ g = Γ −1 h g , respectively, and are assumed to satisfy φ f , φ g / ∈ S. Solutions of dierential equations with discontinuous vector elds are typically characterized with a construction due to Filippov [5] . This method proceeds by extending (20) to a dierential inclusionẋ
where H(x) is a set-valued function dened as the closed convex hull of f (x) and g(x), i.e.
The solutions of (22) are understood in the following sense (see also [7, 2] for more details).
Denition 4.1 or a given ρ 0 , a solution of (22) in [0, T ] is an absolutely con-
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Solutions in the switching domain
Depending on the directions of the vector elds f (x) and g(x), Filippov's construction may not allow for uniqueness of solutions in the switching domains [5] . When uniqueness can be guaranteed, then solutions of (22) can: (a) cross to a regular domain or, (b) slide along the switching surface S. Roughly speaking, case (a) occurs when f (x) and g(x) point in similar directions in a vicinity of S, so that the vectors in H(x) point toward a regular domain irrespective of α. In case (b) both vector elds point towards the switching domain, so that one can nd a unique value of α such that H(x) points in the direction of S (in this case we say that the solution exhibits stable sliding motion in S). Uniqueness of solutions is lost when both vector elds point away from the switching domain, in which case solutions starting at S cannot be uniquely dened and any small perturbation will drive x away from S (referred to as an unstable sliding motion).
Next we identify the above scenarios for the PA system dened in (20). To that end we dene the sets 
and cross from D f to D g in the set
Proof: We only prove the rst case (i.e. that if the solution reaches L gf dened in (24), then it crosses from D g to D f ); the converse case follows analogously. From Filippov's construction, the vector eld in S has the forṁ
with 0 ≤ α ≤ 1. By the denition of Ω + f and Ω + g , for any point x ∈ L gf we have that
which implies that the vector eld points to D f for any 0 ≤ α ≤ 1. In other words, the set H(x) in (22) 
Proof: We rst prove by contradiction that for all x(t 0 ) ∈ L s the vector elds are such that x(t) cannot leave the switching domain in an interval (t 0 , t 0 + ∆ ] . Dene the absolutely continuous function
Suppose that there exists ∆ > 0 such that z(t) > 0 for t ∈ ( t 0 , t 0 + ∆ ]. If x(t 0 ) ∈ S we have that z(t 0 ) = 0, so by continuity it must be thatż > 0 for t ∈ ( t 0 , t 0 + ∆ 0 ] and some 0 < ∆ 0 ≤ ∆. In addition, from the denition of the PA system in (20), if z(t) > 0 thenẋ = f (x) for t ∈ ( t 0 , t 0 + ∆ 0 ] and sȯ
However, the right-hand side of (30) is continuous in t, and when x(t 0 ) ∈ L s it follows thatż ≤ 0 for t ∈ ( t 0 , t 0 + ∆ 0 ], which is a contradiction. The converse argument can be used to show that z(t) < 0 for t ∈ ( t 0 , t 0 + ∆ ] leads to a contradiction. We thus conclude that z(t) = 0 for t ∈ [t 0 , t 0 + ∆], and so
The proof follows by checking that the vector elds for x ∈ L s are compatible with Filippov's construction, see [7] . If there is sliding motion in L s , then there exists ∆ > 0 such thatż
Since x(t) must be a solution in Filippov's sense for t ∈ [t 0 , t 0 + ∆], then there must exist 0 ≤ α ≤ 1 such thaṫ
Combining (31) and (32) we get
Solving for α in (33) gives
For x ∈ L s it holds that (f 2 − βf 1 ) ≤ 0 and (g 2 − βg 1 ) > 0, therefore α(x) is unique for all x ∈ L s and satises 0 ≤ α(x) ≤ 1. 2
Lemma 4.3 [Unstable sliding motion]
The solutions of (20) cannot be uniquely dened in the set
Proof: Consider the function z(t) dened in (29). As opposed to the proof of Lemma 4.2, in this case it can be shown that for x(t 0 ) ∈ Ls both z(t) > 0 and z(t) < 0 for t ∈ ( t 0 , t 0 + ∆ ] are possible solutions. Note that another possible solution can be dened by picking α as in (34) so that x(t) slides along S. 2
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Geometric representation
The results of last section dene a partition of the switching domain into regions for crossings and sliding motions that has a convenient geometric representation. An alternative denition of the sets in (23) can be constructed as follows: dene the normal vector of S as
Analogous denitions can be constructed for the other sets in (23). The boundary between Ω − f and Ω + f is the half-line
whereas the boundary between Ω − g and Ω + g is
The focal points satisfy φ f ∈ C f and φ g ∈ C g , respectively. Moreover, C f and C g are parallel and thus the sets L s and Ls correspond to the intersection between S and the band generated by C f and C g . Figure 3 illustrates this idea; a necessary condition for sliding motion (stable or unstable) is that the band between C f and 
is a singular equilibrium of (20). Moreover, if
then φ s is locally stable, and if
then φ s is unstable.
Proof: The proof follows by looking at the form of the vector eld along S when solutions are dened with Filippov's method. When x ∈ L s the solution satiseṡ
with α = α(x) given in (34). Substituting α(x) in (44) we geṫ
where A f g (x) is given by
with P = 0 1 −1 0 so that x T P x = 0 for all x ∈ R 2 . A point φ s ∈ L s is a singular equilibrium of (20) if it satises A f g (φ s ) = 0. The equation A f g (x) = 0 is satised by both focal points, i.e. A f g φ f = A f g (φ g ) = 0, and so the curve
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is the line containing both focal points. We thus conclude that any singular equilibrium must be located at φ s = L φ ∩ L s . The stability of φ s follows by examining the direction of the vector eld in (45). We know that
for all x ∈ L s , and hence the direction of the right-hand side of (45) depends only on the sign of
with slope
Note that the line in (49) is transversal to the line L φ and they intersect at φ s (because A f g (φ s ) = 0 and φ s ∈ L s ). Therefore A f g (x) changes sign at x = φ s , so the local stability of φ s depends on the sign of the slope in (50); namely
which are equivalent to the angle conditions in (42)(43) (note that φ f − φ g , η ⊥ = 0 since φ f , φ g / ∈ S by assumption). 2 The result in Lemma 4.5 provides a geometric condition to check the existence of singular equilibrium points for the PA system (20). These equilibria can be locally stable or unstable, a property that can be graphically checked with a simple angle condition; the stable and unstable cases are illustrated in Figure 4 (a) and Figure 4(b) , respectively. The PA system can also lack a singular equilibrium, in which case L s ∩ L φ = ∅ and the solutions may exhibit sliding motion in L s but eventually escape to one of the regular domains; this scenario is shown in Figure 4 
INRIA 5 Equilibria of genetic control circuit
In this section we return to the original problem of determining the metabolite and enzyme equilibria of the system in (1)(2), after its reduction to a PA system dened in three conic domains, see (15). If θ 1 = θ , then the region R 1 is empty, and the equilibria can be obtained directly with the analysis in Section 4. In the case θ 1 = θ , the idea is to use Lemmas 4.4 and 4.5 by splitting the three cone case into a pair of two cone problems: one for the switching domain S 1 with the focal points φ 1 and φ 1 , and another one for S with the focal points φ 1 and φ . As discussed in Section 3.2, the location of the focal points depends on the regulatory logic in (9) , which is comprised in the functions σ 1 and σ . If θ 1 = θ and regardless of the particular regulatory logic, one pair of focal points will share the same vertical coordinate and another pair will share the horizontal coordinate. We can then use our results to show that the system can have one or two stable equilibria. Due to space constraints we only focus in the case of Figure 2 , with θ 1 < θ .
Lemma 5.1 [Equilibrium of
genetic circuit] Consider the PA system in (15) with σ 1 = σ − and σ = σ − , θ 1 < θ , and the focal points located as in Figure 2 . Then, (15) has only one equilibrium point φ 1 s , which is singular, locally stable, and located at
where L φ is the line containing φ 1 and φ 1 .
Proof: In Figure 2 we see that the focal points lie outside their corresponding regular domains, so they cannot be equilibria of (15). The only option then is to look for singular equilibria in S 1 or S . Denote the normal vectors to S 1 and S as η ⊥ 1 and η ⊥ , respectively. We proceed by cases: φ f = φ 1 and φ g = φ are aligned vertically, and hence
for all γ 1 , γ 2 > 0; from Lemma 4.4, (53) implies that S cannot contain any stable sliding motion.
are aligned horizontally, and thus we have
for all γ 1 , γ 2 > 0; from Lemma 4.4 (54) implies that S 1 can contain a region for stable sliding motion; the existence, location and stability of a singular equilibrium in S 1 follow directly from Lemma 4.5 and inspection of Figure 2 . The equilibrium enzyme concentrations for the feedback system in (1)(2) can be directly obtained with Lemma 5.1. Assuming that θ 1 < θ and given RR n°7468 inria-00541112, version 1 -29 Nov 2010 that φ 1 s ∈ S 1 is a singular equilibrium, we haves −1 = θ 1 and hence (see Figure  2) 
The remaining equilibrium enzymes can be computed from (2) as
where the threshold are assumed to satisfy θ i = θ 1 for i = 1. The equilibrium metabolites can be computed by solving the algebraic equation (cf. (7))
As an illustrative example, in Figure 5 we plot the (e 1 , e ) phase plane and the metabolite trajectories for the system in (1)(2), together with its QSS approximation in (9) . The simulations in Figure 5 were obtained for a system of length n = 2 with 
Discussion & outlook
The analysis carried out in this paper shows how genetic regulation of enzyme activity can generate dierent metabolic equilibria. This mechanism can control metabolic adaptations to environmental changes and is based on the interaction between metabolic species and transcription factors which modulate enzyme biosynthesis.
Key elements in our analysis are the use of a PA model for gene regulation and exploiting the time scale separation between metabolic and genetic dynamics. Applying a quasi steady state approximation ultimately permits to study the n-species gene circuit by a 2-dimensional PA system dened in conic domains. The algebraic equations in (7) will be a good approximation of the metabolite trajectories provided that the time constants of the enzyme kinetics are much smaller than protein half-lifes, which in turn are inversely proportional to their degradation rates γ i . In addition, enzyme saturation may invalidate the INRIA QSS approximation when a positive solution of (7) fails to exist. This issue has been briey mentioned, and will be addressed in an upcoming paper.
The analysis of the reduced PA system with Filippov's method [5] allows the derivation of geometric conditions on the protein expression and degradation rates to identify the behavior of solutions at the switching domain. We have obtained two angle conditions to check the existence of stable or unstable sliding motion (Lemma 4.4), and the existence of singular equilibria at the switching domains (Lemma 4.5). By combining these two results we can characterize the equilibria for a given combination of gene regulatory parameters. Because of length constraints we have limited the analysis to the setup of Lemma 5.1 (see Figure 2 ), but the procedure can be applied to any combination of activation or repression feedback loops.
