Thin films of metals and other materials are often grown by physical vapor deposition.
I. INTRODUCTION
Thin films of metals and other materials are grown by physical vapor deposition for a wide variety of technological applications, for example in the fabrication of microelectronics and computer parts, solar cells, light-emitting diodes, reflective and protective coatings, chemical sensors, and electrodes of various types. Thin films and nanoparticles are also grown by physical vapor deposition for a wide variety of fundamental research applications aimed at studying the properties of surfaces, interfaces, nanoparticles, and nanomaterials. A great deal of basic understanding of the film growth process, the thermodynamic stability of the resulting films or nanoparticles, and the strength of chemical bonding at the resulting interface(s) is provided by measuring the adsorption energy versus coverage during such deposition processes [1] [2] [3] [4] [5] . The strengths of chemical bonding at interfaces between materials have a remarkable impact on almost all areas of science, technology, and industrial manufacturing 6 . The adhesion energy between two solids can also be determined by measuring the adsorption energy versus coverage during vapor deposition 2 , even in cases where the deposited material grows as nanoparticles rather than a continuous film 7 . Adhesion energies define the relative stability of the interface, control the mechanical properties of composite materials, and define the shape of supported nanoparticles such as, for example, those used in catalytic or fuel-cell materials consisting of metal nanoparticles supported on high-area oxide or carbon supports 8 . In this latter example alone, the adhesion energy also dictates how the chemical potential of the metal atoms depends on the particle size and support material, which in turn controls catalytic reactivity and its deactivation by coarsening or sintering 9 .
Thus, there is great motivation to measure adsorption energies during physical vapor deposition of one material onto another. Such measurements are particularly enlightening when performed on the clean surface of a single crystal of the substrate material, since this enables better structural homogeneity and structural characterization of the adsorbed precursors, nanoparticles, and thin films whose energies are being measured [10] [11] [12] . We previously described in this journal the first adsorption calorimeter capable of such measurements of metal adsorption energies on single-crystal surfaces in a ultrahigh vacuum (UHV) chamber where the substrate surface cleanliness and the structure of the resulting thin film or nanoparticles could also be measured with surface analysis techniques 1 . Here we describe a new apparatus that incorporates several major improvements to the capabilities of that original design. These decrease the pulse-to-pulse standard deviation of the metal adsorption energy measurements by ~18-fold, while also improving the absolute accuracy of the energy calibration. Most importantly, these improvements allow for measurements of the adsorption energies of metals which would have been impossible to study with our earlier design, namely metals with very low vapor pressures or high heats of sublimation (e.g., Pt, Pd, Rh, Ni, Au, etc.).
The ability to determine heats of adsorption on clean surfaces of single crystals in UHV is not new. Techniques such as temperature programmed desorption (TPD) and equilibrium adsorption isotherm (EAI) analysis have often been used to measure adsorption properties of atoms and molecules on single crystalline supports. However, with these techniques, heats of adsorption are measured indirectly in a way that requires completely reversible adsorption. In cases where adsorption is not reversible, a technique for directly measuring heats of adsorption is necessary. Single crystal adsorption calorimetry (SCAC) was developed for such cases 13 . This approach is particularly important for studying metal adsorption and metal thin-film growth, since metal adatoms frequently sinter into very large particles or diffuse into the substrate upon heating at temperatures well below those necessary for desorption 3, 14 . This was the motivation for designing the instrument mentioned above for SCAC of metal vapors 1, 2 . Subsequently, it has been employed to measure the adsorption energies of several metals on a variety of different single crystal surfaces as a thin metal film is grown and the metal / substrate interface is formed 2, 4, 7, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] .
We describe here a new calorimeter for SCAC of metal adsorption energies which offers several important advantages over that previous design. It uses an electron beam evaporator as the metal atom source instead of the Knudsen cell metal evaporator previously used. This localizes the heat input to the surface of the metal melt and produces much less optical radiation than the Knudsen cell type metal vapor source, thereby increasing the signal/noise of the calorimetry measurements. The atomic beam design was also modified to further decrease the relative amount of optical radiation that accompanies evaporation. In addition, an off-axis quartz crystal microbalance (QCM) was added for real-time measurement of the flux of the atomic beam during calorimetry experiments, and optics were added that allow for in-situ relative diffuse optical reflectivity determinations (necessary for heat signal calibration).
These improvements allow more sensitive and accurate measurements of metal adsorption energies and the interfacial bonding strengths of a wider variety of metal / support systems. The methods described here are not limited to adsorption calorimetry during metal deposition, but also could be applied to study film growth of other elements and even molecular adsorbates that are relevant not only to heterogeneous catalysis, but also to technologies such as coatings, microelectronics, computers, optoelectronics and solar cells.
II. EXPERIMENTAL DETAILS
The principles behind the design of this calorimeter have their basis in the groundbreaking designs from the group of Sir David King [26] [27] [28] . Their original single crystal adsorption calorimeter (SCAC) design used optical pyrometry to measure the transient temperature rise that occurs upon adsorption of a pulse of gas from a molecular beam onto a ~0.2 μm thick single crystal. In a later experiment, the single crystal was fused directly onto a LiTaO 3 crystal, whose pyroelectric properties were used to measure the heat, allowing for improved sensitivity to heat released upon adsorption at low temperature 28 , although this technique was limited since the detector could not tolerate the high temperature annealing that is necessary for creating wellordered surfaces for many materials. This new calorimeter described here instead uses a pyroelectric ribbon as the heat detector, which we introduced and improved previously, 1, 29-31 and which has several important advantages over the heat detectors used by King's group.
A general schematic of the new calorimeter can be seen in Fig. 1 . A thin polyvinylidene fluoride (PVDF) ribbon serves as the heat detecting element of our calorimeters, as described in detail elsewhere 1, 30 . Briefly, the 9 μm thick ribbon consists of amorphous PVDF in which poled β-PVDF crystals, which are both piezoelectric and pyroelectric, are embedded. When brought into gentle mechanical contact with the back of a sample, the pyroelectric properties of β-PVDF respond to a slight increase in temperature with a measurable change in the face-to-face voltage of the ribbon. This method of heat detection increases the sensitivity by a factor of ~100 over detection via optical pyrometry at 300 K. This improvement factor is also estimated to increase as 1/T 3 with decreasing temperature of the single crystal (T) 13 , thus allowing for routine cryogenic measurement that would have been impossible using optical pyrometry.
The samples are typically 1 μm thick single crystals 1 , although a new method for mounting the ribbons has been developed to allow the use of much thicker crystals 30 . When heat is transiently deposited on the face of a 1 μm crystal, as in the experiments described here, ~10% of the energy is transferred to the ribbon. The intimate thermal contact between the sample and the ribbon allows for the heat released from adsorption of a 100 ms pulse of gas to be detected almost instantaneously (i.e., with an instrument response time capable of detecting kinetic delays in heat deposition as short as 10 ms 32 ). The measured calorimetric heat response in these instruments corresponds to the change in internal energy for the adsorption of the hot metal atoms in the beam onto the single crystal at its chosen temperature. The difference in temperature between the gas and the support is accounted for as described previously to give the adsorption energy for the system, with both gas and surface at the crystal's temperature, which is the negative of the internal energy change for adsorption (ΔU ad ) 1 . Since the ideal gas law holds up to 1 bar, the standard enthalpy of adsorption (ΔH ad ) is just RT less than this change in internal energy: ΔH ad = ΔU ad -RT, where R is the gas constant and T is the temperature of the single crystal 1 . The heat of adsorption is defined here as the negative of this standard adsorption enthalpy. With this setup, we have been able to determine heats of adsorption to within 3% accuracy in most cases and with a point-to-point standard deviation of only 0.6 kJ/mol when depositing 2% of a monolayer per pulse, and a temperature range of 100 to 350 K 30 .
The basic design of this new calorimeter is similar to two other calorimeters that have been constructed previously by our group for measuring the heats of adsorption for various systems 1, 29, 30 . The metal atom adsorption calorimetry, sample preparation, and surface characterization are all performed in a single UHV system, with a four-axis translator used to manipulate the sample in vacuum.
Surface characterization spectroscopies are performed using a PHI 10-360 precision energy analyzer equipped with a PHI 72-250 position sensitive detector, which is used to measure the kinetic energy distribution of electrons or ions originating from the sample surface after irradiation by an electron beam for Auger electron spectroscopy (AES), an x-ray beam for x-ray photoelectron spectroscopy (XPS), or an ion beam for low energy ion scattering spectroscopy (LEIS). This combination of techniques provides detailed information on the surface structure, with XPS or AES analysis providing information on the elemental composition of a surface down to ~3 nm from the surface, and LEIS providing the elemental composition of the top-most atomic layer. The chamber is also equipped with a low-energy electron diffraction (LEED) screen, which allows for verification of the crystallinity of the sample and any thin film grown on its surface. The instrument also includes a sample preparation chamber that can be closed off with a gate valve during preparation of the single crystal's surface in order to protect the UHV conditions in the calorimeter and surface analysis region.
The most significant improvement in this calorimeter involves the method for generating the pulsed atomic beam of metal atoms. The SCAC measurements require a very high flux from a source located far from the sample in order to reduce optical radiation from the oven. Typical fluxes are 4x10 14 However, heating this large element to the high temperatures (upwards of 1660 K for Cu) required for the very high fluxes necessary in our calorimetry experiments produced too much background radiation that also contributes to the measured heat signal, and it therefore proved unsuitable for studying metals with larger enthalpies of vaporization than that of Cu. The excessive heat load from the Knudsen cell also causes problems with background pressure increase for such metals, which can give rise to surface impurities.
To overcome this issue, we have instead used a Thermionics 150-0010 crucible-fed electron beam evaporator as the source for the metal atom beam. Its 4 kV electrons are focused directly onto the surface of the metal to be evaporated, thereby localizing the heating to the metal itself. The metal to be evaporated is electrically grounded so that there is no difference in potential between the metal source and the single crystal, thus preventing acceleration of any charged species from the source to the sample. We found that electron beam evaporation allows for a significant flux of evaporated metals with a significant reduction in the heat and source radiation output when compared to a traditional Knudsen cell, and therefore will allow us to use this new calorimeter with metals such as Pt, Pd, Rh, Ni, and Au. This also results in lower background pressures at higher evaporation temperatures for any metal, thus decreasing surface contamination.
The evaporated metal atoms are used to create a temporally-and spatially-resolved pulsed atomic beam by passing them through a chopper and a series of collimating apertures.
The metal atom beam is typically chopped into 100 ms pulses at a rate of 0. The flux of the metal atom beam is measured using a quartz crystal microbalance (QCM)
that is positioned in front of the sample. A UTI 100C quadrupole mass spectrometer (QMS) in line-of-sight to the sample provides a signal that is proportional to the number of metal atoms reflected from the surface and can be used to determine the fraction of atoms in each pulse that stick to the surface using a modified King and Well's method 33 . The QMS ion source is located at the "magic angle" of θ = 35° from the surface normal in order to minimize deviations in signal due to changes in the angular distribution of the atoms leaving the surface 1 . The sticking probability of each pulse is measured simultaneously with its heat. A heated Ta flag is placed in the sample position before or after these measurements to record the QMS signal associated with zero sticking probability (100% reflected), and with this information we can determine the fractional sticking probability of the gaseous atoms in each pulse. Multiplying this sticking probability by the metal atom flux gives the incremental increase in surface coverage associated with that pulse. The details of this analysis have been presented previously 29 .
The voltage response of the PVDF ribbon to the applied energy is calibrated using a stabilized HeNe laser that is first diffused with a lens and then directed along the atomic beam path using a translatable mirror. By passing the laser through the same apertures and choppers as the atomic beam, the calibration pulse reaches the sample with the same spatial and temporal distribution as that of the atomic beam pulse. The laser power at the sample position is determined by positioning a mirror in front of the sample that reflects the beam through a quartz window equipped with a power meter. This measured value is scaled using a previously determined linear relationship between the laser power at the window and the laser power at the sample position. Using this method, the voltage response of the ribbon to transient energy changes can be calibrated directly before each experiment. The heat detector's response intensity is proportional to laser pulse energy over the range of deposited energies used in our experiments 1 .
The evaporation sources used in our metal atom beams heat the metal to a temperature at which sublimation or evaporation occurs rapidly. The optical radiation from these hot sources is included with each pulse, and its contribution to the heat signal must be measured and subtracted. This is accomplished using a BaF 2 window, which can be translated into the atomic beam path. The window blocks all metal flux, but is >90% transparent to photons between 300 nm and 9.5 μm in wavelength 34 . The heat signal from the HeNe laser passing through this window is periodically measured in order to determine its exact transparency, which decreases with use over its lifetime. Thus, the heat signal due to optical radiation from the source is measured using this BaF 2 window, corrected for transparency, and subtracted from the total heat signal, to determine the portion of the signal that corresponds to the actual heat of metal atom adsorption, as described previously
Both the thermal reservoir of the calorimeter and the sample manipulator fork are plumbed with internal tubes for carrying gaseous or liquid nitrogen at controlled temperature, which are used to either cool or warm these parts during experiments, as described previously 30 .
In brief, two streams of heated or cooled gases are mixed in various ratios and flowed through these lines, allowing us to perform calorimetry experiments over a wide range of temperatures.
Similar setups on our other calorimeters have enabled effective measurements of heats of adsorption on surfaces at any temperature between 100 and 300 K 30 . In principle, hot water could also be used to heat our thermal reservoirs, allowing for stable sample temperatures between 77 and 350 K
30
. Since surface mobility of adsorbed metal atoms decreases with temperature, metal atoms deposited at lower temperatures will grow as smaller, more dispersed nanoparticles. Performing these calorimetry experiments over a large range of temperatures will allow us to determine the effect that particle size has on heats of adsorption. The relationship of surface dispersion and particle size to energetic stability and reactivity are extremely important for understanding heterogeneous catalytic applications of nanoparticulate metals.
III. REAL-TIME FLUX DETERMINATION IN THE METAL ATOM BEAM
In order to analyze the calorimetry data, the flux of the metal atoms colliding with the sample surface must be known at all times. In previous calorimeter designs for SCAC, this was accomplished by measuring the flux before and after the experiment to prove that it had been stable during the calorimetry measurements 1, 13, 29 . However, this requires a stable beam flux, which is more difficult to accomplish with metals with high vaporization enthalpies, as desired here. In other groups, stabilization of the metal flux of an e-beam evaporator has been accomplished by controlling the e-beam emission current with feedback loops which monitor either the ion current associated with the ~1% of metal atoms that are ionized in by the e-beam evaporator of the atomic beam 35, 36 or the atomic adsorption spectrum of the metal atoms in the beam 37 . This new system was originally set up with a rod-fed e-beam evaporation source.
Attempts were made to stabilize this source using the ion current, but it was found that, with the high fluxes required, sudden changes in the shape of the tip of the rod caused large instabilities in the flux which could not be overcome. To minimize the effects of the changing shape of the metal source on the flux, we switched to the crucible-fed evaporator described above.
An off-axis QCM was installed so that the flux of the source can be monitored at all times during the calorimetry experiments. This monitor QCM was installed 225 mm from the metal source (compared to 353 mm to the sample) at a 70° angle from the atomic beam path to the sample. This QCM head was mounted directly onto a cooled 4.5" conflat flange to reduce its temperature drift and fluctuation. Using a QCM to stabilize the flux of an e-beam evaporator is a well-established practice 38 , but in our system the ratio between the flux at the sample position and the flux at the monitor QCM was found to increase as the flux decreases over time when the evaporator is run at constant emission current, as can be seen in Fig. 2 . For this reason, simple feedback regulation of the flux failed in this instrument.
Instead, we developed a scheme to determine the real-time flux at the sample position based on the flux at the monitor QCM (seen in Fig. 1 ), which can be recorded simultaneously with the calorimetry data. An example run using Cu is illustrated in Fig. 2(a) , where the physically measured values are plotted along with the calculated fits. The ratio between the fluxes of the two QCMs is measured before and after the calorimetry experiments. As shown in Fig. 2(b) , this ratio was found to increase linearly with time while the source is being operated at constant emission current (provided the source has not used up almost all of its metal load). A linear fit to the ratio of the experimentally measured fluxes at the beginning and end of the calorimetry experiment (seen as a solid black line in Fig. 2(a) ) was used to scale the flux at the monitor QCM so that it represents the actual flux at the sample position in real time over the entire duration of the calorimetry experiment. The end result is plotted in Fig. 2(a) as a solid red line. Monitoring flux in real time in this way not only allows for more accurate calculations of heats of adsorption vs. coverage, but also allows us to use data sets in which there is a sudden shift in the flux of the metal atom beam, which can occur due to flow effects in the metal melt in the crucible and are especially problematic at high evaporation rates 39 .
IV. OPTICAL RADIATION FROM THE METAL ATOM BEAM
When any metal evaporation source is used as a directed doser, as is the case in our calorimetry experiments, the atomic flux is also accompanied by optical radiation from the hot source. This contribution to the heat signal must be measured and subtracted from the signal in order to correctly determine the heat of adsorption 1 . In our instrument, the source is located 353 mm from the sample and is collimated to a 4 mm diameter beam. This distance is necessary to minimize the effect of the radiated heat from the oven, which decreases as the square of the distance. However, the flux per unit area from an effusion oven also decreases as the square of the distance. Because of this, very high temperatures in the source are required to reach the fluxes necessary for the signal/noise of our experiments (~0.5 Å/s at 353 mm). Fortunately, the flux increases with temperature as an Arrhenius equation (proportional to e -ΔHvap/RT , where ΔH vap is the enthalpy of vaporization for molten metals) while the optical radiation increases only as ~T 4 . For the enthalpies of vaporization of typical metals, the increase in flux is much faster than the increase in radiation, so that higher temperatures give larger fluxes and have a smaller contribution from optical radiation in this design.
In our original metal atom source for SCAC of metal vapors, the source-to-sample distance is ~330 mm, with the first beam-defining aperture 108 mm from the source (which was necessary due to the dimensions of the commercial thermal evaporation oven) and only 87 mm between the first and last beam-defining apertures 1 . Geometric constraints resulted in a situation in which the sample has direct line-of-sight to not only the metal melt in the thermal evaporator, but also to a portion of the heated crucible. In this new calorimeter, we have increased the source-to-sample distance by 13% while drastically reducing the distance between the source and the first beam-defining aperture to 33.4 mm and increasing the distance between the first and last beam-defining apertures to 295.9 mm. With this new geometry, the sample can now see only a 4.90 mm diameter portion of the metal source, which is substantially less than the ~15 mm diameter e-beam evaporator crucible.
The overall combined effect of the changes in geometry along with the new type of metal atom source on the thermal radiation from the evaporative oven can be seen in Fig. 3 to which the other data is normalized.
In Fig. 3(a) , the signal for 0.014 ML Cu pulses (which correspond to a flux of ~0.3 Å/s at the sample in our systems with the Cu melt at 1500 to 1510 K) adsorbing onto 17 ML of Cu on a ~4 nm MgO(100) film on Mo(100) from our older calorimeter using a Knudsen cell 1 are shown.
As seen, the optical radiation accounts for ~65% of the total heat signal. In Fig. 3(b) , the signal for 0.014 ML Cu pulses adsorbing onto 17 ML of Cu on Pt(111) in this new calorimeter using an e-beam evaporator are plotted in the same manner. In this case, the optical radiation is reduced to only ~14% of the total signal, which greatly improves the signal/noise ratio in the final heat of adsorption determinations. Since the Cu source was almost the same distance from the sample in these two cases (it is 7% longer in this new design), and the Cu flux is the same, the effective temperature of the Cu source (which defines the evaporation rate) was almost the same, but the new e-beam source clearly generates much less optical radiation at the detector. The difference in the line shapes between the two instruments is merely due to the use of a different time constant for the high-pass filter.
It should be noted that some of this apparent improvement is probably due to the difference in reflectivity of the samples. However, based on the reflectivities of Mo (R ≈ 0.57 40 ) and Pt (R ≈ 0.76 41 ), the maximum reduction in absorbance of optical radiation for the sample used in the e-beam evaporator (compared to that in the Knudsen cell experiment) would be 44%.
We instead see a reduction in the absorbed optical radiation of 92%. This proves that there is a minimum 51% reduction in optical radiation reaching the sample with our new calorimeter using an e-beam evaporator. It is likely that this improvement is even greater considering that the reflectivities of the two samples should be approaching that of bulk Cu as the metal coverage increases. However, this may not be entirely due to the difference in the metal sources, as it is impossible to rule out a contribution from decreased internal reflections in the atomic beam path due to improvements in the design of the light baffles.
Since this new metal atom beam is capable of easily generating much larger fluxes of gaseous metal atoms without any significant rise in the background pressure, and since the atomic flux increases with temperature much faster than the optical radiation flux, the ratio between the radiative and adsorption heats can be further improved as needed. Fig 3(c) shows heat pulses from the same instrument onto the same sample used in Fig. 3(b) , but the flux has been increased by a factor of ~4 to 0.058 ML per pulse (a flux of ~1.2 Å/s at the sample). In order to achieve this larger flux, the temperature of the melt was increased to 1600 K by increasing the emission current of the e-beam evaporator. This results in a decrease in the optical radiation with respect to the total heat signal, so that the optical radiation now only accounts for 7% of the total heat signal. This high-temperature capability also proves that we will be able to use this atomic beam to perform adsorption calorimetry measurements with metals that have higher enthalpies of vaporization than Cu, such as Au and Pt.
Based on the T 4 temperature dependence of the optical radiation, we expected an increase in optical radiation of only 26% in Fig. 3 (c) compared to Fig. 3(b) , yet its signal nearly doubled.
This could be due to an increase in the relative contribution to the optical radiation signal from indirect light coming from the hot crucible and filaments in the e-beam evaporator. Therefore, increasing the number of baffles for blocking indirect radiation could allow for an even greater reduction of the radiation reaching the sample, which would further increase the signal/noise ratio in our calorimetry measurements.
V. REAL-TIME IN-SITU RELATIVE DIFFUSE OPTICAL REFLECTIVITY DETERMINATION
When using the laser to calibrate the calorimeter's heat response, the optical reflectivity of the sample must be taken into account. This is also true when correcting for the optical radiation from the hot metal source of the beam. Reflectivities of single crystalline metal samples are taken from literature, and are also compared to integrating sphere measurements performed at atmospheric pressure. However, deposition of a thin film changes the reflectivity of a single crystal even when the overlayer thickness is much less than the wavelength of light [42] [43] [44] . This effect is generally linear with coverage, though nanoparticulate films with particles in the 20-100 nm range cause more rapid changes in the reflectivity versus coverage than equivalent films of uniform thickness 45 .
Previous attempts at UHV in-situ direct relative optical reflectivity determination have measured the change in spectral reflectivity 46 or attempted to estimate diffuse reflectivity by measuring the total angular-integrated change in reflectivity over a larger area 19 . For our purposes, the diffuse reflectivity is more appropriate since we need to know the total amount of light absorbed by the sample. Determination of the relative diffuse reflectivity using the absorbed portion of an incident heat source measured with a pyroelectric detector, such as the one in our calorimeter, has also been proposed and applied 19, 47, 48 . In previous SCAC experiments, the voltage response of the PVDF ribbon to laser pulses on the sample surface was measured as a function of coverage by interrupting the metal deposition at several points during coverage build-up 19 . This method introduces a ±3-4% error associated with repositioning the mirror to reflect the laser through the atomic beam path. Also, because of the time required, it has only ever been performed over large coverage steps and is usually not repeated in successive experiments.
In an attempt to more accurately account for the change in reflectivity with coverage, and to allow real-time measurements of the reflectivity during the course of an experiment, we have designed and built a setup for performing in-situ relative diffuse optical reflectivity determinations. A beam sampler, seen in Fig. 1 , picks off 5% of the HeNe laser intensity used for calibrating the calorimeter's heat response and reflects it directly onto the sample at a 45° angle of incidence. It has been shown previously that changes in optical absorbance estimated using direct measurements of the relative total angular-integrated reflected light intensity at an incident angle of 45° agree well with changes in the absorbance of laser pulses normal to surface 19 . An external chopper and aperture are used to break the 45° beam into pulses of the same time duration and spatial distribution as that of the pulses travelling down the atomic beam, for convenience. The external chopper is synchronized with the internal chopper of the beam line, with the ability to change both the pulse window and the duration between pulses so that there is no overlap in the heat signal. This staggering is accomplished by having the chopper wheels pause in a closed position for a fixed amount of time. This setup also allows deposition of multiple pulses of metal atoms between each laser pulse, saving both time and material.
The laser-on-sample measurements can now be made without the need for any mechanical manipulation, and the change in diffuse optical reflectivity can be calculated without the noise associated with repositioning the mirror. A sample run, where the heat pulses from the calorimeter are simulated by the laser reflected down the beam path, is seen in Fig. 4 . The black portions of the curve are the signal response due to heat from the atomic beam path, while the red portions are the response from the 45° laser pulses. All pulses still have the typical 2 s interval and 100 ms window, but with an absorbance measurement occurring after every second pulse from the beam path. In this manner it is possible to monitor the relative diffuse optical reflectivity in real time during the entire calorimetry experiment at coverage increments as low as 1% of a monolayer. As the coverage increases, the reflectivity of the sample will eventually reach the bulk reflectivity of the deposited metal. Using literature values for bulk metal reflectivities allows for determination of the absolute diffuse optical reflectivities of clean single crystalline oxide thin films.
VI. EXAMPLE MEASUREMENTS OF THE HEATS OF ADSORPTION FOR METALS ON SINGLE CRYSTALLINE SUPPORTS
In this section we show a simple example application of this new atomic beam source for measuring heats of adsorption on single crystals. for the conversion from internal energy to enthalpy have also been applied, as described elsewhere 1 , so that the y-axis values plotted in Fig. 5 equal the heat of adsorption (defined as the negative of the standard enthalpy of adsorption with both the surface and gas at 300 K, -H ad ).
The heat measurements shown in Fig. 5 were performed for Cu pulses containing 0.017 ML of Cu adsorbing onto clean Pt(111) at 300 K. Shown here is a single run of 100 Cu pulses over the multilayer coverage range from 4.5 to 6.2 ML. Copper is known to grow layer-by-layer on Pt(111) when vapor deposited in UHV at 300 K [49] [50] [51] [52] , so the data presented in Fig. 5 represents the multilayer heat of adsorption, which is equal to the enthalpy of sublimation of bulk Cu (337.4 kJ/mol 53 ) at these conditions. This is generally true for metals that grow in a continuous film, as they typically do at room temperature and above.
The pulse-to-pulse standard deviation in the heats of adsorption in Fig. 5 for the 100 data points shown, about their average value (equal to the bulk enthalpy of sublimation of Cu), is 0.83 kJ/mol, or 0.25%. This standard deviation is a factor of ~18 better than that reported using our previous Knudsen cell atom source (which gave standard deviations for multilayer Cu adsorption of 6% using 0.01 ML/pulse and almost 2% with ~0.03 ML/pulse 1 , which interpolates to 4.6 % for the flux used in Fig. 5 of 0.017 ML/pulse). The pulse-to-pulse standard deviation in measuring the heat from simple laser pulses, for the 13 calibration pulses used in the same experiment as Fig. 5 and which deposited almost the same amount of heat per pulse as in Fig. 5 , was also 0.25%. This implies that this standard deviation of 0.25% in Fig. 5 is dominated by the noise in the pyroelectric heat detection system rather than from variations in the metal atom flux or additional noise due to heat from the optical radiation. The 18-fold decrease in relative standard deviation compared to our previous measurements of the heat of Cu adsorption is mostly due to an improvement in the design of the heat detector reported previously 30 and incorporated in this new system, but approximately one-third of this improvement is due to the removal of a large amount of heat signal from optical radiation, which also contributes to the noise.
We have previously shown that the absolute accuracy of heat of adsorption measurements with this type of SCAC heat detector and laser calibration method is within 3%, after averaging several runs 54 . This was done by comparing the average multilayer heat of adsorption of four different molecules to their known bulk enthalpies of sublimation at the same temperatures.
Since these same methods are used here, similar accuracy can be expected.
VII. CONCLUSIONS
An improved UHV single crystal adsorption calorimeter for measuring heats of adsorption of metal atoms onto single crystal surfaces is described. It utilizes an e-beam evaporator as the metal atom source. Its decreased optical radiation as compared to a Knudsen cell type evaporator allows for an 18-fold improvement in signal-to-noise ratio. Its ability to operate at higher temperatures allows for the use of metals with higher enthalpies of vaporization than that of Cu (such as Pt, Pd, Rh, Ni, and Au), for which heats of adsorption have never been determined experimentally. The calorimetric technique has also been improved by monitoring the flux of the metal atom beam in real time, which corrects for momentary instabilities in the flux of atoms reaching the surface. The system also allows for in-situ relative optical reflectivity measurements on the single crystal, which improves the accuracy of the heat signal calibration and the correction for optical radiation from the hot source.
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