Abstract-Identification of radar targets has often been based on information gathered from only a single relative aspect between the radar and target. However, identification performances can be significantly improved, provided that radar signals at multiple aspects are simultaneously used to identify radar targets. In this paper, we investigate performances of various approaches to identification using multiaspect radar signals. In addition, some novel techniques based on the feature space trajectory concept are introduced to further enhance the identification performance of the conventional methods. All of these approaches are demonstrated using radar cross section (RCS) data of various aircraft models measured at compact range. Results show that the proposed methods via the FST concept can provide the most promising identification accuracy.
I. INTRODUCTION
T HE use of radar signals for identification of radar targets has been a long-standing interest. Radar signals such as one-dimensional (1-D) range profiles and two-dimensional (2-D) radar images have been extensively used for the purpose of target identification. These radar signals effectively show 1-D and 2-D distributions of high energy scattering centers on a target, which are directly related to the geometrical structure of an individual target. The most difficult problem for use of those radar signals as features for target identification, is that they are very sensitive to the relative orientation between radar and target. A number of attempts have been made at reducing dependence on the radar-target orientation, while maintaining useful information for discrimination [1] - [4] . However, they have inherent limitations in improving their performances because they use radar signals at only a single-look (i.e., a single relative orientation between radar and target) to reach a decision on the target's identity. In particular, an inverse synthetic aperture radar (ISAR) collects radar signals to generate radar images during a certain period of time, called coherent processing interval (CPI). During each CPI, we can obtain several hundred range profiles over many different orientations, and therefore it is desirable to fuse information from these multilook range profiles in order to further improve the identification accuracy.
In this study, range profiles will be exploited to classify different targets. Recently, a variety of algorithms have been proposed to identify radar targets based on the single-look range profiles [1] - [8] . In [1] , a matching score algorithm was used as a decision rule to identify the single-look range profiles. According to their algorithm, the matching score is defined as the maximum correlation coefficients for linear shifts between two range profiles. Therefore, their computational complexity grows rapidly as the number of target classes and aspect angles increases, unless accurate information about the target's aspect is available. Moreover, the enhancement of range resolution for the improvement of identification accuracy increases the number of translation shifts to obtain a matching score between two range profiles, resulting in an additional computational cost.
In [2] - [4] , various neural network approaches such as a multilayer perceptron network with a back-propagation learning, self-organizing feature map (SOFM) network, and radial basis function network have been applied to classify single-look range profiles. They can produce high-order and nonlinear decision surfaces that enable us to classify highly-scattered features due to dependence on the radar-target orientation. However, they also have many serious shortcomings as classifiers in radar target identification. First, the conventional neural networks require a large number of training samples that are generally not available, giving rise to a poor generalization. In addition, a large number of network parameters must be determined by searching the global minimum of an appropriate cost function, but this goal is often not achieved due to the well-known local minima problems. Another difficulty comes from the fact that there is no systematic way to select some parameters, such as the number of input features and hidden layer neurons, which leads to an ad hoc selection of them. In addition, the classifier should be retrained when the associated classification scenario, like the number of target classes to be identified, is changed.
Recently, we proposed a systematic approach based on the central moments of a range profile and a Bayes classifier [5] - [8] , in order to identify single-look range profiles. Since central moment features are used, the resulting feature vectors are invariant to the relative distance between radar and target, and a principal component analysis (PCA) was further applied to compress the computed central moments, yielding very small dimensional feature vectors. It was demonstrated that the Bayes classifiers can successfully identify the resulting feature vectors over a relatively small range of aspects, i.e., 30 [6] . However, as the range of aspects becomes broader, the performance of our algorithm significantly deteriorates because statistical classifiers such as the Bayes classifier have a poor generalization capability, as the traditional neural networks have. To overcome this drawback, a subclass concept was introduced in [8] , resulting in an additional improvement of identification accuracy even with a radar cross section (RCS) data across a relatively large range of aspects. However, a further improvement can be achieved, provided that we can make use of several range profiles at multiple aspects for target identification.
In this study, we present various strategies that fuse information from multiaspect range profiles in order to effect target identification. First, two combination rules such as the majority vote and sum vote are applied to the target identification algorithm in [6] , in order to achieve the multiaspect target identification task. Besides the two strategies, a hidden Markov model (HMM) in conjunction with the central moment features in [6] is utilized to identify multiaspect range profiles. A recent study has shown that the discrete HMM combined with wave-based matched pursuits can provide successful classification results against 2-D canonical structures whose scattering physics is relatively simple and well-known [10] .
Furthermore, we devise a scheme based on the recently developed feature space trajectory (FST) concept [11] , [12] . In [13] , the classifier based on the FST concept was applied to identify single-look range profiles [13] . However, our scheme in this paper not only exploits the FST classifier as a main classification engine, but also the majority vote and sum vote are adopted to fuse the information from multilook range profiles. Moreover, within the framework of FST concept, two identification algorithms based on the line-to-line distance metric are developed in order to further enhance the identification accuracy of the original FST classifier in conjunction with the majority vote or sum vote.
In this paper, the various strategies discussed above are carefully demonstrated and investigated in the context of a target recognition framework. The rest of this paper is organized as follows: In Section II, our feature extraction method from range profiles is briefly described. Section III presents the description of three conventional algorithms including the HMM classifier as well as the Bayes classifier with the majority vote and the Bayes classifier with the sum vote. In Section IV, we explain four different schemes based on the FST concept, such as the FST classifier with the majority vote, the FST classifier with the sum vote, and our proposed two methods on the basis of line-to-line distance metric. Identification results using six different aircraft models are provided in Section V, followed by a concluding remarks in Section VI.
II. FEATURE EXTRACTION
A feature extraction process plays an essential role for the success of target identification. In the framework of target identification, feature vectors should not only be informative for discrimination, but also be invariant to translation. Furthermore, a compression of original features (i.e., range profiles) is often required in order to complete the identification task within a real time. It is worthwhile to note that the feature extraction technique based on the central moments in [6] satisfies the above three requirements that efficient feature vectors should have. Thus, in this study, we will make use of our feature extraction strategy in [6] , which will be combined with various multiaspect identification approaches throughout the paper.
Our approach for feature extraction in [6] is briefly summarized as follows.
• 
where each column indicates a single feature vector at a certain aspect of a target class. Thus, corresponds to the dimension of each feature vector, and corresponds to where is the number of aspects used for training, and is the number target classes. to the normalized training data matrix, resulting in a final feature vector whose dimensionality is much less than that of the original feature vector, . When a test range profile is applied to a classifier, it undergoes the above Step 1-Step 3, Step 5, and Step 6 to obtain the test feature vector whose class is unknown, and then it is identified by a classifier. However, it should be noted that the transformation matrix obtained in Step 5 of the training phase is also used to generate a test feature vector in the testing phase.
The selection of is dependent on the specific problem at hand. If the amplitudes of range profiles fluctuate rapidly, should be large in order to preserve information on high-frequency spectral contents of range profiles, and vice versa. From numerous identification experiments in this study, we found that is sufficient for identifying 1-D range profiles from different targets [6] . In other words, the identification performance deteriorates for , whereas the selection of adds a computational burden without improving identification accuracy.
III. CONVENTIONAL APPROACHES
In this section, we describe three different multiaspect identification techniques such as the Bayes classifier combined with the majority vote, the Bayes classifier combined with the sum vote, and the HMM. These three different techniques can be categorized into two kinds of pattern recognition paradigms: an independent approach and a dependent approach.
The former corresponds to the majority and sum vote, which are the most frequently used techniques for combining multiple decisions [16] , [17] . In the independent approach, range profiles of an unknown target at several orientations are assumed to be statistically independent, and they are sequentially applied to a classifier. The associated classification results are then combined by some fusion rules to identify the unknown target.
On the other hand, the dependent approach, like the HMM, assumes that range profiles across many orientations are related to each other (statistically dependent), and a specially-designed classifier determines the class of the target using this information on the temporal evolution of range profiles.
A. Independent Approach
Let us assume that the feature extraction method in Section II is applied to consecutive range profiles of an unknown target, resulting in a sequence of test feature vectors . The majority vote then determines the class of the test sequence as follows: (3) where is the number of target classes to be identified, and denotes the number of the th class decisions made by the Bayes classifier when test feature vectors are sequentially applied to the Bayes classifier. In fact, the class which receives the largest number of votes among the decisions of the Bayes classifier is selected as the consensus (majority) decision.
On the other hand, the sum vote can be described by (4) where represents the th output of the Bayes cost function when the th test feature vector is applied to it. The cost function can be written by [6] (
where and are the sample mean vector and sample covariance matrix of class respectively. Thus, in (4) indicates the average value of the th outputs of Bayes cost function over all feature vectors, and consequently the sum rule determines the class of the unknown test sequences as that of the maximum average output.
B. Dependent Approach
A discrete HMM can be described by two interrelated mechanisms such as an underlying Markov chain with a finite number of states and a set of random functions including the state-transition probability matrix , the observation symbol probability matrix , and the initial state probability . More precisely, the 3-tuple to describe the discrete HMM can be explained as follows.
• corresponds to the state transition probabilities at at , which denotes the probability that there will be a transition from state to at time .
• is the probability of observing the symbol in state , given as at .
• is the initial state distribution at . In this paper, features on the basis of central moments of a range profile are combined with the above discrete HMM classifier in order to identify the unknown target. First, range profiles of a target with an equal angular increment are obtained to provide a training data set, and a set of training feature vectors is computed from those range profiles via the use of the feature extraction process discussed before. Subsequently, a vector quantization (VQ) algorithm is applied to them, developing a set of codes (observation symbols ). Although there exist many algorithms for VQ, a fuzzy c-means clustering technique was adopted in this study [14] . After an initial estimate of HMM parameters via the procedure in [10] , the Baum-Welch algorithm is applied to refine those initial estimates [15] . Once the model has been constructed, the probability that a new observation sequence from an unknown target is generated by the HMM model of the th target class, can be calculated by the Viterbi algorithm [15] , and consequently the unknown class can be determined as (6) As a result, the information on the temporal evolution of multilook range profiles is incorporated into the HMM classifier, making a decision via the use of relationships between range profiles of an unknown target.
IV. PROPOSED APPROACHES BASED ON THE FST CONCEPT

A. FST Concept
The FST represents piecewise straight lines that connect two points corresponding to the two adjacent aspect views in the feature space. Each FST provides all distorted views of an object. Thus, the FST would be closed if the feature vectors of an object for a full 360 rotation are given. The FST classifier first computes the Euclidean distances between all FST line segments from several objects and a test feature vector whose class is unknown, and then determines its class as that of the FST with the minimum distance. In addition, the pose of an object can be estimated by interpolating along the closest FST line segment.
The procedure of the FST classifier using a single-look range profile is described as follows.
• For each target class, select feature vectors at an equal angular increment, and take them as vertexes of each FST. This is illustrated in Fig. 1 for the two class problem. Let the th vertex (feature vector) in the FST corresponding to the th target class be denoted by , where is the number of target classes.
• Compute the distance between an unknown feature vector and the FST line segment connecting and as follows: otherwise (7) where (8) • The class of the unknown feature vector is determined as that of the FST that produces the minimum .
It is interesting to note that the above FST makes use of an ordered set of feature vectors like the HMM, implying that the FST classifier belongs to one of the dependent approaches mentioned before. In general, two range profiles from two different targets at different orientations may have similar shapes, and this yields two very close training samples in the Euclidean feature space. Thus, once one of the independent approaches is utilized, it is likely that there will be a classification error, particularly around the associated closely-spaced training samples. To address this difficulty, it is desirable to take advantage of additional information on the order of feature vectors as the aspect varies, as in the case of the HMM and FST classifier.
In addition, the use of point-to-line distance between an unknown feature vector (a point in the feature space) and the the straight line segment connecting two adjacent aspect views enables the FST classifier to have a better classification capability than the nearest-neighbor classifier, based on the point-to-point distance. This is caused by the fact that the decision surfaces of the nearest neighbor classifier is piecewise linear, while that of the FST classifier is piecewise hyperquadratic [12] .
Another benefit of the FST classifier is its good generalization capability. In other words, the FST classifier requires a relatively small set of training templates to obtain a robust classification accuracy, even for the test data set that does not take part in constructing each FST. This is because the use of the straight-line segment in each FST is equivalent to generating an infinite number of training samples on that line segment. In contrast, other classifiers such as neural networks and statistical classifiers have a poor generalization performance because their decisions are usually based on a limited number of training samples. This implies that the FST classifier consumes less computational resources than other classifiers to achieve the same classification accuracy. As a result, it has been demonstrated [12] , [13] that the FST classifier significantly outperforms other conventional classifiers such as the nearest neighbor classifier, and multilayer perceptron neural network with a back-propagation learning rule.
When a new target class is added to the classifier, traditional neural network classifiers require a re-training to update the whole weights constructing the network. However, the FST classifier can handle this problem easily by simply adding a new FST associated with the new target. Consequently, the FST classifier becomes very efficient against scenario variations as well as in identification performance.
B. Multiaspect Identification of Range Profiles Based on the FST Concept
Once such information of a test trajectory (e.g., test sequence) other than only one test feature vector (a test point in the feature space) is available, the sensitivity of the range profiles on the relative aspect variations can be significantly reduced, improving the identification accuracy. A test trajectory consisting of several feature vectors (vertexes) is illustrated in Fig. 2 . Simple and convenient ways of classifying a test trajectory within the framework of FST concept are a majority vote and sum vote, as in the case of the Bayes classifier discussed in Section III.
The class of the test trajectory consisting of vertexes (feature vectors) can be determined with the use of both majority vote and FST concept as follows: where (10) and denotes the number of th class decisions made by the FST classifier when vertexes on the test trajectory are sequentially applied to the FST classifier. On the other hand, the sum rule in conjunction with the FST concept can be described by (11) where (12) and represents the shortest distance between the th vertex on the test trajectory and the FST of the th class. Thus, in (11) corresponds to the average minimum distance between the th FST and all vertexes on the test trajectory , and the sum rule determines the class of the test trajectory as that of the FST with the minimum average distance . It should be noted that the above two approaches for identifying multiaspect range profiles inherently exploit a classification metric based on the point-to-line distance of the traditional FST concept in (7) . However, once a test trajectory is available, we can define a metric based on the line-to-line distance rather than the point-to-line distance. More precisely, the distance between a line segment of each FST and a line segment connecting two adjacent vertexes on a test trajectory can be used as a measure to identify the class to which the given test trajectory belongs. Based on these facts, another algorithm to identify multiaspect range profiles is presented below.
• For each target class, select feature vectors at an equal angular increment, and take them as the vertexes on each FST. This is illustrated in Fig. 2 for the two class problem. Let the th vertex (feature vector) in the FST corresponding to the th target class be denoted by .
• Construct the two line equations connecting and on the test trajectory, and connecting and on the FST, respectively (13) where , and .
• Compute the distance between Line1 and Line2 as follows: (14) where (15) • The class of the test trajectory is determined as that of the FST that produces the minimum for all , and . It is worthwhile to note that the line-to-line distance metric in (14) is equivalent to generating an infinite number of testing samples on the line connecting and . In other words, it effectively increases the number of testing samples on the test trajectory, giving rise to an additional improvement of identification accuracy. Thus, it is expected that the above algorithm will outperform the traditional FST classifier combined with the majority vote or sum vote, which fuses information from only testing samples on the test trajectory. For the sake of brevity, the above algorithm will be called FSTND (i.e., FST classifier with a new distance metric) throughout the paper. Although it is likely that FSTND will have a better identification accuracy against the traditional FST classifier, a further enhancement can be achieved, provided that we can make use of a combinatorial test trajectory rather than the conventional test trajectory, as shown in Fig. 3 . Fig. 3(a) shows the conventional test trajectory, whereas Fig. 3(b) shows the combinatorial test trajectory in the case of . Note that the conventional test trajectory connects only two adjacent vertexes, and , and yields line segments on the trajectory. Conversely, the combinatorial test trajectory connects every two vertexes whether they are adjacent or not, resulting in line segments. In general, the number of line segments on the combinatorial test trajectory, becomes much larger than that of the conventional test trajectory, , as the length of each test sequence (test trajectory), increases. This suggests that the combinatorial trajectory can take advantages of more testing samples on its trajectory than the conventional trajectory. Consequently, the FSTND with the combinatorial test sequence may achieve some improvements over the FSTND with the conventional test sequence in classifying multiaspect range profiles.
However, if the combinatorial test sequence rather than the conventional test sequence is used, the number of line-to-line distances in (14) required to complete the classification task is significantly increased. Strictly speaking, the number of line-to-line distance computations needed for the conventional trajectory is proportional to , while that of the combinatorial trajectory is . Thus, the improved performance of the combinatorial test trajectory against the conventional trajectory can only be achieved at the cost of an additional computation time.
V. IDENTIFICATION RESULTS
In this section, we evaluate the performances of the multiaspect identification approaches discussed in Sections III and IV. For the sake of notational brevity, the Bayes classifier with the majority vote will be called "BMV," the Bayes classifier with the sum vote "BSV," the FST classifier with the majority vote "FSTMV," the FST classifier with the sum vote "FSTSV," the FSTND with a conventional test trajectory "FSTND1," the FSTND with a combinatorial test trajectory "FSTND2" for all later identification experiments.
A. Experimental Setup
To demonstrate seven different multiaspect identification approaches mentioned before, we conducted various identification experiments using six scale-reduced (1:16) aircraft models: F4, F14, F16, F22, F117, and Mig29. A stepped frequency measurement of radar signals from those six aircraft models has been performed for the frequency bandwidth of 8.3-12.3 GHz with a 10 MHz step, yielding 401 frequency samples. In addition, the relative aspect angle in the azimuth plane of each target is varied from 0 to 180 with a 0.5 increment, and this corresponds to 361 samples across the aspects. Then, the obtained 401 frequency samples at each aspect are transformed into 401 range Fourier bins in the range profile domain. Therefore, the experimental setup in this paper is a very difficult condition for target identification experiments. Range profiles of the six aircraft models across 0 -180 are shown in Fig. 4 . It can be clearly observed from this figure that the range profiles of each target are very sensitive to its aspect angle. This suggests that target identification based on 1-D range profiles requires a large number of training templates to guarantee a reliable identification performance.
In order to design a classifier and evaluate its performance, range profiles of the six aircraft models must be divided into a training set and a test set. As described in Sections III and IV, training templates for each target are obtained by sampling the measured angular region of 0 -180 with an equal angular increment. In the testing phase, we have to generate various test sequences in order to demonstrate the multiaspect identification strategies discussed in Section III and IV. A schematic illustration for generating a test sequence of length is shown in Fig. 5 . In general, it is very difficult to estimate the relative pose of a sequence of range profiles from an unknown target, and therefore the starting angle of the test sequence is unknown in most cases. Hence, in this study, is randomly selected between 0 and 180 . In addition, in a practical situation, the angular increment between two consecutive test samples in a test sequence are also unknown and uncontrollable due to the target's arbitrary motion. Thus, the increment in Fig. 5 is randomly chosen from 0.5 to a certain maximum value of . Consequently, a test sequence covers an angular region of , corresponding to being a value between and . After a training set and test sequences are formed, it is necessary to compute the feature vectors based on the central moments, as presented in Section II. In the training phase, the maximum order of was used to compute the central moment features. These central moments are further compressed via the use of PCA, yielding eight-dimensional training feature vectors. In the testing phase, the same feature extraction process as in the training phase is applied to a sequence of test range profiles, producing a test sequence of feature vectors whose dimensions are also eight.
The design of the discrete HMM classifier requires initial estimates of the 3-tuple, and parameters related to HMM structures such as the number of hidden states and that of the observation symbols per state [10] . In the research described here, we followed the rules in the Appendix in [10] in order to estimate those initial parameters. In addition, the number of hidden states and observation symbols were respectively chosen as and . However, it should be noted that the state partitioning defined in the measurement angular sector is ambiguous because of the complicated scattering physics of the aircraft model considered in this paper. Fig. 6 shows a typical example of the variation in codebook elements of the F14 aircraft model as a function of its aspect angle. It can be readily observed from this figure that the interstate variation is not obvious, so that a clear definition of hidden states is nearly impossible to establish. In contrast, it was demonstrated that some simple targets in [10] can allow us to clearly identify hidden states due to their relatively simple scattering mechanisms ([10, Fig. 7] ). This implies that it is very difficult to clearly partition hidden states, especially for a target with complex scattering physics across the aspects. Due to the above reason, in this paper, the state partitioning was achieved using an equal angular interval, i.e., 30 , as indicated in Fig. 6 .
In order to estimate the identification accuracy of each identification scheme in Sections III and IV, we performed 100 identification experiments using 100 independent additive white Gaussian noises (AWGNs). Thus, the measured RCS of the six aircraft models were contaminated by AWGN to achieve a specified level of signal to noise ratio (SNR). In order to generate training feature vectors, the whole angular measurement range of 180 was equally swept with a 5 interval, leading to . Subsequently, for each target, 40 independent testing sequences with randomly chosen 40 different starting angles (as seen Fig. 5 ) were generated at random, producing independent test sequences across all six targets. The maximum angular increment between two test samples in a test sequence was selected as . Therefore, the angular increment in Fig. 5 was randomly chosen as one of the values . Fig. 7 presents identification results of the multiaspect identification schemes discussed in Sections III and IV, when the length of each test sequence is varied from 2 to 12 with an increment of two. In particular, the average values of 100 correct recognition rates resulting from 100 independent AWGNs at the SNR of 30 dB are shown in Fig. 7(a) , and the associated standard deviations are shown Fig. 7(b) . As seen in Fig. 7(a) , all seven approaches gradually improve their identification accuracy as the length of each test sequence increases. For small values of , six approaches except the HMM have a similar identification accuracy, while the improvements of the proposed FSTND1 and FSTND2 over the other approaches are pronounced with the increase of . In specific, the identification accuracy of the FSTND1 and FSTND2 approach 90% in the case of . Between the FSTND1 and FSTND2, the FSTND2 exhibits a slightly better identification performance than the FSTND1, as was expected in Section IV. It can be readily seen from Fig. 7(a) that the FSTMV and FSTSV are superior to the BMV and BSV, and the associated differences of the estimated values become significant with the increase of . This is attributed to the fact that the FST concept makes it possible to generate a virtually infinite number of training samples on the FST, improving the generalization capability of the classifier.
B. Effect of the Length of a Test Sequence
In the case of the HMM, the associated identification performances are unreliable during all values considered. In [10] , it was assumed that within a state, the underlying physics of a target is invariant, demanding the identification of an angular sector over which the scattering physics is slowly varying. In this study, however, it is virtually impossible to capture angular sectors whose feature vectors are robust to aspect changes, as shown in Fig. 6 . In general, the scattering mechanisms of military targets such as aircraft, ships, and ground vehicles are very sensitive to aspect changes so that a clear identification of states is nearly impossible in most cases. Thus, as discussed before, the state assignment was performed using an equal angular interval of 30 (because of ), yielding poor identification results, as noted from Fig. 7(a) . In order to further investigate performances of the HMM classifier, some identification experiments have been carried out, varying the number of states with an equal angular partitioning and the number of observation symbols . We have found that the further increase of and does not guarantee an improvement of , providing similar identification performances as in Fig. 7(a) .
In Fig. 7(b) , the estimated standard deviations when estimating the values in Fig. 7 (a) are plotted. As indicated in this figure, the FSTND1 and FSTND2 maintain the lowest level of standard deviations for large values, i.e., . Consequently, the proposed FSTND1 and FSTND2 give the most promising identification accuracy, especially when the length of each test sequence is large. It should be noted that the line-to-line distance metric of the proposed approaches is analogous to providing an infinite number of testing templates as well as training templates, whereas the line-to-distance metric of the FSTMV and FSTSV leads to an infinite number of templates only on the training FST. That is the reason for the fact that the proposed approaches perform better than the approaches based on the original FST concept.
C. Effect of Additive Noise
Here, performances of the multiaspect identification schemes are analyzed in terms of additive noises. For this purpose, the AWGNs are added to the measured RCS data, varying the SNR of 0-30 dB with a 5 dB increment. The length of each test sequence remains unchanged at . The other experimental setup is the same as that used in Fig. 7 . The associated identification results are plotted in Fig. 8 , which was obtained from 100 independent noise realizations at each specified SNR.
From Fig. 8(a) , we see that the proposed FSTND1 and FSTND2 are robust to the variation of SNR. In particular, the difference between the value at the highest SNR of 30 dB and that at the lowest SNR of 0 dB is only about 10% for the case of the FSTND1 and FSTND2. Between the FSTND1 and FSTND2, the estimated values with the FSTND2 are somewhat higher than those with the FSTND1. In contrast, performances of the other approaches significantly deteriorate as the SNR becomes low. As a result, the proposed approaches significantly outperform the other five schemes, especially when the SNR is low. The estimated standard deviations in Fig. 8(b) gradually improve as the SNR becomes higher. It can be also identified from Fig. 8(b) that the FSTND1 and FSTND2 preserve the lowest level of standard deviations except when dB.
D. Effect of Training Set Size
In a practical situation, the number of training templates are often limited by several reasons. Therefore, an efficient identification algorithm should guarantee a high accuracy even though the training set size is small. The small size of the training set implies that the training database can be efficiently compressed, giving rise to significant advantages in terms of memory storage and computation time.
In order to produce various sizes of training databases in this study, the angular interval between the training templates was increased from 1 to 11 with 2 steps. That is, the training set size becomes smaller with the increase of the angular interval, and vice versa. Fig. 9 shows the effect of training set size variations on the performances of the multiaspect identification approaches. In Fig. 9 , the experimental setup is the same as that of Fig. 7 , except the angular interval for training. In can be readily identified from Fig. 9 (a) that, as expected, all of the seven approaches lower their identification accuracies as the angular interval increases. Among them, the FSTND1 and FSTND2 exhibit the best identification performances, and their improvements in identification accuracy become significantly pronounced especially for smaller angular intervals. In the case of 1 , the FSTND1, FSTND2, FSTMV, and FSTSV achieve nearly perfect identification performances, while the other approaches show far inferior performances. For large angular intervals (e.g., for small training set sizes), the advantages of the FSTND1 and FSTND2 over the other approaches in identification performances become less evident. Nevertheless, during all variations of training set sizes, the FSTND1 and FSTND2 maintain the best identification accuracies among the seven approaches considered in this paper. The estimated standard deviations of the FSTND1 and FSTND2 remain very small, especially for small angular intervals, as shown in Fig. 9(b) . However, all seven approaches exhibit similar levels with the increase of angular intervals. 
E. Comparison of Computation Time
An additional requirement that an efficient target identification strategy should have is the ability to complete the identification task within a very short time. The computation time to complete the identification task when an input test sequence is applied, is measured using MATLAB programs and a PC with its CPU clock speed of 2.8 GHz. It should be noted that each MATLAB program that implements each method is not optimized to obtain its best computation speed. The estimated computation time of each approach is shown in Fig. 10 when the length of each test sequence is varied from 2 to 12 with an increment of two. The estimated times in Fig. 10 are the averages values resulting from 100 independent AWGNs at dB. The other experimental setup is the same as that used in Fig. 7 .
In Fig. 10 , all seven approaches spend more time with the increase of . Among them, the computation times of the conventional approaches like the BMV, BSV, and HMM remain very small irrespective of . However, the FST-based methods including the proposed FSTND1 and FSTND2 consume a relatively larger time than that of the conventional approaches as increases. In particular, the FSTSV is the worst, while the FSTND1 is the best among the four approaches. As expected in Section IV, the FSTND1 is computationally more efficient than the FSTND2 especially for large values.
Although the proposed FSTND1 and FSTND2 are less efficient in computation time than conventional approaches, their computation time required to identify a test sequence is just within a few hundred milliseconds. In addition, the BMV, BSV, and HMM need more effort and a relatively large computation time in the training phase, whereas the proposed approaches do not.
VI. CONCLUDING REMARKS
In this paper, the FST concept is applied to identify multilook range profiles. In particular, the traditional FST concept has been combined with the majority vote and the sum vote, which are conventional rules for information fusion. Moreover, the traditional FST concept was further improved through the use of a new metric based on the line-to-line distances, i.e., the FSTND. This FSTND concept was also combined with a conventional test trajectory (FSTND1), and a combinatorial test trajectory (FSTND2) in order to identify multiaspect range profiles.
Various identification experiments have been conducted in order to compare performances of the the conventional approaches including the BMV, BSV, and HMM, as well as the four different approaches based on the FST concept, i.e., the FSTMV, FSTSV, FSTND1, and FSTND2. Results show that the proposed FSTND1 and FSTND2 significantly outperform the other five approaches in the context of the length of each test sequence, additive noises, and training set sizes, at the expense of a moderate increase of computational complexity during the testing phase. The efficiency of the proposed approaches comes from the fact that the line-to-line distance metric can enable us to produce a virtually infinite number of samples on the test trajectory as well as on the training FST.
From the target identification point of view, there are many radar signals that can be used as feature vectors for the multiaspect target identification: ISAR images, SAR images, 1-D scattering center estimates and 2-D scattering center estimates. The next step of our research focuses on the application of the FSTND concept to these various radar signals.
