Effective learning in multi-label classification (MLC) requires an appropriate level of abstraction for representing the relationship between each instance and multiple categories. Current MLC methods have been focused on learning-to-map from instances to ranked lists of categories in a relatively high-dimensional space. The fine-grained features in such a space may not be sufficiently expressive for characterizing discriminative patterns, and worse, make the model complexity unnecessarily high. This paper proposes an alternative approach by transforming conventional representations of instances and categories into a relatively small set of link-based meta-level features, and leveraging successful learning-to-rank retrieval algorithms (e.g., SVM-MAP) over this reduced feature space. Controlled experiments on multiple benchmark datasets show strong empirical evidence for the strength of the proposed approach, as it significantly outperformed several state-of-the-art methods, including Rank-SVM, ML-kNN and IBLR-ML (Instance-based Logistic Regression for Multi-label Classification) in most cases.
INTRODUCTION
Multi-label classification (MLC) refers to the problem of instance labeling where each instance may have more than one correct label. MLC has a broad range of applications. For example, a news article could belong to both topics politics and economics, and also could be related to China and USA as the regional categories. An image (picture) could have flower as the object type, yellow and red as the colors, and outdoor as the background category. A computer trouble report could be simultaneously related to a hardware failure, a software problem, an urgency-level category, a regional code, and so on.
MLC is technically challenging as it goes beyond the scope of well-studied two-way classifiers, such as binary Support Vector Machines (SVM), Naïve Bayes probabilistic classifiers, etc. Approaches to MLC typically reduce the problem into two subproblems: the first is learning to rank categories with respect to each input instance, and the second is learning to place a threshold on each ranked list for a yes/no decision per category. The first subproblem is the most challenging part and therefore has been the central focus in MLC. A variety of approaches has been developed and can be roughly divided into two types: binary-classifier based methods versus global optimization methods, and the latter can be further divided into model-based and instance-based methods.
Binary-classifier based methods are the simplest. A representative example is to use a standard SVM ("binary-SVM") [17] to learn a scoring function for each category independently from the scoring functions for other categories. Other kinds of binary classifiers could also be used for such a purpose, such as logistic regression, Naïve Bayes probabilistic classifiers, boosting algorithms, neural networks etc. In the testing phase, the ranked list of categories is obtained for each test instance by scoring each category independently and then sorting the scores. Binaryclassifier based methods have been commonly used due to their simplicity, but also have been criticized for the lack of global optimization in category scoring. These methods are common baselines in benchmark evaluations of stronger methods in MLC.
Elisseeff and Weston [5] proposed a large-margin approach, Rank-SVM, which is a representative example of model-based methods. Unlike conventional binary SVM which maximizes the margin for each category independently, Rank-SVM maximizes the sum of the margins for all categories simultaneously, conditioned on partial-order constraints. That is, ranking the relevant categories of each training instance higher than the irrelevant categories is an explicit optimization criterion in this method. The scoring function is parameterized by the weights of input features for every category; thus, the number of parameters in Rank-SVM is the product of the number of categories and the size of the feature set. In other words, the model complexity (measured using the number of free parameters) is the same as that of m binary-SVMs where m is the number of target categories. Experiments by the authors of Rank-SVM show that this method significantly outperformed binary SVM in gene classification on a micro-array dataset (namely "the yeast dataset").
Zhang and Zhou [25] proposed an instance-based approach which is named as Multi-label k-Nearest Neighbor (ML-kNN).
Cheng and Hullermeier proposed another variant called InstanceBased Logistic Regression (IBLR) [3] . Multi-label versions of kNN have been studied in text categorization for a long time and commonly used as strong baselines in benchmark evaluations [2] [20] [22] . ML-kNN and IBLR are relatively new variants which are similar in the sense that both use Euclidean distance to identify the k nearest neighbors for each test instance, but differ in how the local probabilities are estimated for categories. ML-kNN gives an equal weight to each label occurrence in the neighborhood of the input instance while IBLR varies the weight of each label according to how distant it is to the test instance. Further, ML-kNN assumes independence among category occurrences while IBLR explicitly models pairwise dependencies among categories using logistic regression. IBLR also makes combined use of instance-based features (such as the similarity score of each neighbor) and conventional features (such as words in the test document) in the logistic regression. The evaluations by the authors of ML-kNN showed its superior performance over Rank-SVM, BoosTexter [14] and Adaboost.MH [15] , and the experiments by the authors of IBLR showed further performance improvement by IBLR over the results of ML-kNN on multiple datasets [3] .
MLC methods, including the ones discussed above, have been focused on learning-to-rank in a relatively high-dimensional space. In Rank-SVM for text categorization the features are words in the training-set document vocabulary. In IBLR for text categorization the feature set is the union of word-level features and kNN-based features (used to model the interdependencies among categories). Both methods learn a linear function per category, so the total number of features is md where d is the feature-set size and m is the number of categories. In machine learning, it is generally understood that when the number of model parameters is unnecessarily large, the model tends to overfit training data and does not generalize well on test data. To what extent would this be an issue in current MLC methods? Further, can we find a better solution for MLC by transforming lower-level features to higher-level ones, and then learning to rank more effectively in the reduced space? Thorough investigation is needed to answer these questions, and such is the primary focus of this paper. Specifically, we address these questions by the following means: 1) We propose a generic framework that allows automated transformation of a conventional data representation (such as a bag of words per instance and a set of training instances per category) into meta-level features. This enables a broad range of learning-to-rank algorithms in information retrieval (IR) to be deployed for ranking categories in MLC.
2) We use SVM-MAP, a large-margin method for optimizing ranked lists of documents with respect to the Mean Average Precision in IR, as the choice of algorithm in this paper to illustrate effective MLC learning with meta-level features. For convenience we call this instantiation of our framework SVM-MAP-MLC in distinction from the use of SVM-MAP in ad-hoc information retrieval.
3) We conduct controlled experiments on multiple benchmark datasets to evaluate SVM-MAP-MLC in comparison with other state-of-the-art methods, including Rank-SVM, MLkNN, IBLR and Binary SVM.
4)
We provide strong empirical evidence for the strengths of the proposed method, with p-values at the 1% level or smaller on all the datasets in statistical significance tests for comparing our approach with the other state-of-the-art methods.
The rest of the paper is organized as follows. Section 2 introduces the meta-level features for MLC. Section 3 describes the method for category ranking optimization, i.e., SVM-MAP-MLC and the strategy for optimizing the threshold on each ranked list. Section 4 presents design of controlled experiments. Section 5 reports the main results. Section 6 summarizes our findings and conclusion. given T. Now we define a transformation from X x ∈ to Z z ∈ with the following properties:
META-LEVEL FEATURES FOR MLC
1) The feature-set size of Z should be relative small.
2) The features in Z z ∈ should be highly informative about how each instance is related to multiple categories, and should discriminate relevant instances from irrelevant instances with respect to any possible subset of categories.
3) The transformation from
should be learnable based on a labeled training set and automatically computable for each test instance on the fly.
4) The transformed training data should allow a broad range of learning-to-rank algorithms to be used for MLC optimization with respect to various loss functions.
Based on these criteria we define vector z as the concatenation of the sub-vectors below, which are defined for each test instance 0 x and category
x among the members of j c in the training set, and
L -norm of the difference between the two vectors 1 ;
is the 1 L -norm of the difference between the two vectors;
k-dimensional vector whose elements are the cosine similarity of the corresponding vector pairs; More importantly, these meta-level features are induced in a supervised manner, taking the labels of training instances into account. Also, the meta-level features make a combined use of local information (through kNN-based features) and global information (through category centroids) in the training set. Vector Z z ∈ synthetically represents a pattern for each instance about how it is related to multiple categories. Figure 1 illustrates the concept geometrically in a 2-D space. For simplicity we only plot the L2-norm links in this graph and omit the other types of links.
Figure 1:
The link-based representation of one particular instance (the dot in the center) in relation to multiple categories is shown. Each category is represented using its positive examples (points in the same color) in the training set and its centroid (triangle). Each instance is represented using the "average links" (i.e., the distance to each category centroid, shown by thick lines) and multiple "single links" (i.e., the distance to each of the k nearest neighbors, shown by the thin lines) per category. These links together portray an informative picture about how the instance is related to multiple categories.
OUR APPROACH: SVM-MAP-MLC 3.1 Learning to rank for MLC
Our goal now is to solve the mapping
is an transformed input vector whose elements are meta-level features, and Y y i ∈ is a true ranked list of categories for the input 2 . Any learning-to-rank algorithm could be deployed in principle; among the successful ones, we choose SVM-MAP in the remainder of this paper.
SVM-MAP is originally designed for ranking documents with respect ad-hoc queries where ad-hoc means that queries could be any combination of words, not fixed in advance. The learning-to-rank problem is to find the optimal
where Q the input space (of all possible queries), Y as the output space (of all possible ranked lists of documents), and optimal means to minimize the training-set loss as well as the model complexity. A variety of learning-to-rank algorithms have been developed recently in machine learning for ad-hoc retrieval, with different loss functions and model selection criteria. SVM-MAP [24] is designed to maximize the Mean Average Precision (MAP) of ranked lists, which is a common metric for method comparison in IR evaluations. Methods focusing on other optimization criteria include a multivariate version of SVM [8] that maximizes ROC-Area for classification, MCRank and AdaRank [11] [19] that use boosting algorithms to maximize the Normalized Discounted Cumulated Gain (NDCG) of ranked lists, and so on.
Most learning-to-rank algorithms in ad-hoc retrieval rely on a shared representation between queries and documents, i.e., a bag-of-words per query and per document. Such a shared representation facilitates a natural way to induce features for discriminating the relevance of query-document pairs. For example, SVM-MAP uses a conventional search engine (Indri) to produce the cosine similarity and language-model based scores for each query-document pair, discretizes those scores into bins, and treats the bins as the features in a dimension-reduced vector space where each query-document pair with relevance judgment is treated as a training instance. Optimizing the mapping from queries to ranked lists of documents therefore reduces to the learning of feature weights in the dimension-reduced vector space.
In order to apply SVM-MAP to MLC, or to apply any learning-to-rank retrieval algorithm to MLC in general, we need to find discriminative features to represent instance-category pairs and the one-to-many mapping from each instance to categories. The meta-level features we introduced in the previous section are exactly designed for such a purpose, allowing a broad range of learning-to-rank algorithms in IR to be deployed for MLC. The category-specific links ( 2 3 + k per category) in vector z (Section 2) and the corresponding label (yes or no with respect to the category) is treated as an instance-category pair in the training set. We focus on SVM-MAP in this paper because it explicitly optimizes MAP which is one of the primary metrics we use in our evaluation of MLC methods (Section 4.3). SVM-MAP and other learning-to-rank retrieval methods have not been used for MLC before, to our knowledge. We name our novel application of SVM-MAP as SVM-MAP-MLC, in contrast to its conventional use in ad-hoc information retrieval.
Learning to threshold for MLC
In order to enable the system to make classification decisions in MLC, we need to apply a threshold to the ranked list of categories for each test instance. A variety of thresholding strategies have been studied in the literature [21] , [5] , among which we choose the linear regression approach proposed in [5] . Unlike binary-SVM where the natural choice of threshold is zero and probabilistic classifiers (such as logistic regression, Naïve Bayes, IBLR, etc.) where the default choice of threshold is 0.5, SVM-MAP-MLC produces non-probabilistic scores to rank categories with partialorder preferences. Obviously, neither 0 nor 0.5 is the appropriate optimal threshold on a ranked list of categories given an instance. The strategy proposed in Rank-SVM [5] is designed for optimizing the threshold conditioned on each ranked list. That is, the system uses a training set to learn a linear mapping from an arbitrary ranked list of categories to the optimal threshold as: optimal mapping is defined as the linear-least-squared-fit (LLSF) solution given a training set of ranked lists with the optimal threshold per list. The optimal threshold given a list is defined as the threshold that minimizes total error, i.e. the sum of type-I errors (the false positives) and type-II errors (the false negatives). Such a training set can be automatically generated by 1) learning a SVM-MAP-MLC model to score all categories conditioned on each input instance, and 2) finding the optimal threshold for each vector of scored categories given an instance. The LLSF function is applied in the testing phase, to the system-scored categories conditioned on each test instance. The resulting threshold is then applied to the corresponding ranked list of categories: the categories above or at the threshold receive a yes decision, and the categories below the threshold receive a no decision. We modified the original method by rescaling scores of each instance to make it in the unit norm.
EVALUATION DESIGN 4.1 Methods for Comparison
We conducted controlled experiments to evaluate SVM-MAP-MLC 3 in comparison with the following methods:
• Binary-SVM is a standard version of SVM for one-versus-rest classification, and a common baseline in comparative evaluation of classifiers (including MLC methods) [5] [9] 4 .
• Rank-SVM, the method proposed by [5] , is representative among the model-based methods which explicitly optimize ranked lists of categories for MLC 5 .
• IBLR, the instance-based method recently proposed by [3] , is a new method in MLC evaluations. The method has two versions, one using kNN-based features only (IBLR-ML) and another (IBLR-ML+) using world-level features in conjunction with kNN-based features. We tested both versions and found that IBLR-ML performed consistently better than IBLR-ML+, which agrees with the conclusion by the authors of IBLR [3] . We therefore use the results of IBLR-ML for method comparison in the rest of the paper. We used the Weka [7] implementation provided by the authors.
• ML-kNN, the instance-based method proposed by [25] is another strong baseline in MLC evaluations [3] . We used the publicly available Weka implementation [7] of this method in our experiments.
All the systems produce a ranked list of categories given a test instance. The ranked lists can be directly evaluated using rank-based metrics, and indirectly evaluated based on binary classification decisions (yes or no on each category) after applying a threshold to each ranked list.
The choice of thresholding strategy depends on the nature of each classification method. In Binary-SVM, for each category, we used the conventional threshold of zero to obtain a yes/no decision for that category. In ML-kNN, IBLR-ML and Rank-SVM we follow the same thresholding strategies as proposed by the authors. Specifically, for ML-kNN and IBLR we set the threshold to 0.5, and for Rank-SVM we use the linear least squares fit solution as the threshold, as proposed in [5] .
Datasets
We used five datasets 6 in our experiments, namely emotion, scene, yeast, Reuters-21578 and Citeseer. These datasets form a representative sample across different fields and they vary in training-set size and feature-space size. All the datasets except Citeseer have been used in previous evaluations of MLC methods, with conventional train-test splits. We follow such conventions in order to make our results comparable to the previously published ones. Table 1 Citeseer is a set of research articles we collected from the Citeseer web site 7 . Each article is indexed using the words in its abstract as the features, with a feature-set size of 14,601. We use the top level of 17 categories in the Citeseer classification hierarchy as the labels in this dataset, and randomly split 80% of the corpus into training and the rest as testing instances. The dataset will be made publicly available along with the publication of this paper.
• Reuters-21578 is a benchmark dataset in text categorization evaluations. The instances are Reuters news articles during the period 1987 to 1991, and labeled using 90 topical categories. We follow the same train-test split in [21] .
Metrics
We select two standard metrics for evaluating ranked lists, and two standard metrics for evaluating classification decisions.
• F and macro-averaged 1 F are informative for method comparison. The former gives the performance on each instance an equal weight in computing the average; the latter gives the performance on each category an equal weight in computing the average.
Mean Average Precision
We choose the evaluation measures so as to evaluate the performance of both the ranking algorithms as well as the thresholding strategies. MAP and RankLoss measure how well a system ranks the categories; Micro-F 1 and Macro-F 1 evaluate the effectiveness of the thresholding strategies for making classification decisions.
Experimental Setting Details
All parameters are tuned to optimize MAP and the tuning is done through a five-fold cross validation on the training set for each corpus. The tuned parameters include the number of nearest Table 2 . Results Summary: Each method is evaluated on five datasets using four metrics. The bold-faced numbers indicate the best system on a particular dataset given the metric; the numbers in parentheses are the ranks of the systems accordingly. 10 . For IBLR, on Citeseer and Reuters-21578, the best choice for the number of nearest neighbors through cross validation was found to be 300 and 190 respectively.
Dataset
Feature selection was not performed on any of the datasets for any method. For term weighting in Citeseer and Reuters documents, we used a conventional TF-IDF scheme (namely "ltc") [22] . On the Emotions dataset, each feature was rescaled to a unit variance representation since we observed that the original values of the features are not comparably scaled.
RESULTS
The results of all the systems on the five datasets are summarized in Table 2 . The methods with the best scores are highlighted in bold, and the relative ranks among the methods on each dataset in a specific metric are provided inside parentheses. We report the value of 1-RankLoss instead of RankLoss just to make the scores consistent to each other, i.e., higher values are better. The total rank of each system is provided at the bottom line of the table.
Comparative Analysis
Let us call each line in Table 1 a case, which corresponds to a particular dataset and a specific metric. SVM-MAP-MLC is the best in 18 out of the 20 cases while Binary-SVM is the best on the two remaining cases. That is, the proposed approach consistently outperformed other methods in most cases.
Comparing Rank-SVM with binary-SVM, both are largemargin methods but the former outperformed the latter on 12 out of the 20 cases. These results are consistent with the previously reported evaluation on the Yeast dataset [5] , showing some success of Rank-SVM by reinforcing partial-order preferences among categories. Comparing Rank-SVM with SVM-MAP-MLC, on the other hand, the latter outperformed the former in 19 out of the 20 cases although both methods have partial-order preferences in their objective functions for optimization. The advanced Comparing SVM-MAP-MLC, ML-kNN and IBLR-ML, these methods have one property in common: they are either fully instance-based or partially instance-based leveraging kNN-based features. IBLR-ML outperformed ML-kNN in 13 out of the 20 cases in our experiments; this is more or less consistent with the previous report by [3] in terms of the relative performance of the two methods. Nevertheless, both IBLR-ML and ML-kNN underperformed SVM-MAP-MLC in all the 20 cases, showing the advantage of using of the meta-level features in the learning-torank framework with SVM-MAP.
Comparing Rank-SVM with ML-kNN, the former outperformed the latter in 13 out of the 20 cases. The relative performance of these two methods compared to each other is different from the previously reported evaluation in [25] where ML-kNN outperformed Rank-SVM on average. In order to clarify this issue, we compared the performance of Rank-SVM with different values of its regularization parameter which controls the balance between the training-set loss and model complexity. We found Rank-SVM performed suboptimally with the default parameter setting,, and performed better when this parameter was tuned through cross validation. Our results of Rank-SVM are based on the properly tuned parameters, and this should explain why Rank-SVM performed stronger than ML-kNN in our experiments. Comparing Rank-SVM with IBLR-ML, each method outperformed the other in 10 out of the 20 cases. Thus the two methods have comparable performance; both are strong baselines for method comparison in MLC.
SIGNIFICANCE TESTS
We used the Wilcoxon signed-rank test to compare the performance of each method with that of SVM-MAP-MLC. Signed-rank is a non-parametric statistical test for pairwise comparison of methods, and a better alternative to the paired t-test when the performance scores are not normally distributed. Due to the space limit of the paper, we only present the tests based on the MAP scores of the systems. Each test instance is treated as a random event, and the average precision scores of systemgenerated ranked lists over all test instances are used to compare each pair of systems. The null hypothesis is that the system being compared with SVM-MAP-MLC is equally good; the alternative is that SVM-MAP-MLC is better. The p-values are presented in Table 3 where the null hypothesis is rejected with strong evidence in most cases. That is, the performance difference is statistically significant in 17 out of the 20 tests if using 1% p-value as the threshold.
We did not use ANOVA tests for multi-set comparison of systems because such tests have a normal-distribution assumption about the data which is inappropriate for the performance scores we use for system comparison. The Friedman test has been recently advocated for comparing classifiers on multiple datasets [4] [6], which does not have the normal assumption. However, it treats each dataset as a random event, and requires a relatively large number of datasets for meaningful testing. It is not recommended to use the Friedman test when the number of datasets is 10 or less 8 .
Experiments with Feature Subsets
In 
CONCLUDING REMARKS
In this paper we produced a new approach for learning to rank categories in multi-label classification. By introducing meta-level features that effectively characterize the one-to-many relationship from instances to categories in MLC, and by formulating the category ranking problem as a standard ad-hoc retrieval problem, our framework allows a broad range of learning-to-rank retrieval algorithms to be deployed for MLC optimization with respect to various performance metrics. Using SVM-MAP-MLC as a specific instantiation of this framework, and with controlled experiments on multiple benchmark datasets, the strength of the proposed approach is strongly evident, as it significantly outperformed all the state-of-the-art methods (Rank-SVM, MLkNN and IBLR-ML) being evaluated in our experiments. We hope this study provides useful insights into how to enhance the performance of MLC methods by improving the representation schemes for instances, categories and their relationships, and by creatively leveraging dimensionality reduction. A line of future research would be to explore our framework with other learning-to-rank algorithms, using different dimensionality reduction techniques (such as SVD or LDA), and for different optimization metrics (such ach NDCG and other types of loss functions).
