We study a general class of discrete p-Laplace operators in the random conductance model with long-range jumps and ergodic weights. Using a variational formulation of the problem, we show that under the assumption of bounded first moments and a suitable lower moment condition on the weights, the homogenized limit operator is a fractional p-Laplace operator.
Introduction
In a recent work [10] , the authors together with Slowik studied homogenization of a discrete Laplace operator on Z 
The operator was studied on a bounded domain under proper rescaling with Dirichlet boundary conditions. The coefficients ω x,y being random and positive with ω x,y = ω y,x , the operator L ε acts on functions Z d ε → R, and the corresponding linear equation in [10] reads
where Q is a bounded open domain in R d . The assumptions on ω x,y imposed in [10] are ergodicity and stationarity in x, together with a first moment condition of the form
and a lower moment condition of the form
where e i is the i-th unit vector in Z d . Under these assumptions, it could be shown that in the sense of G-convergence, the homogenized operator in the limit ε → 0 is a second order elliptic operator on L 2 (Q) of the form ∇ · (A hom ∇•) with Dirichlet boundary conditions, where A hom ∈ R d×d is symmetric and positive definite. The surprising result that the non local operator L ε localizes in the limit ε → 0 motivates us to explore this phenomenon in more detail, in particular to find out what assumptions on ω would cause L ε to remain non local in the limit ε → 0. By a non local limit operator, we mean a pseudo differential operator of fractional Laplacian type. Noting that the second order type of the limit operator in [10] is strongly linked to the scaling ε −2 (refer also to [3] ), we first relax this scaling to ε −2s , s ∈ (0, 1) obtaining 
where the new random variable c on Z 2d relates to ω through c x,y := ω x,y |x − y| d+2s .
Note that the prefactor ε d balances |x − y| −d and ε −2s is absorbed into |x − y| −2s . In case c x,y = c 0 is constant for all x, y, it is intuitive that the limit operator of (5) is no longer a second order elliptic operator but rather a non local fractional operator of the form where PV stands for principle value of the integral. We refer to [17] for a list of equivalent characterizations, among which the most common is the Fourier-symbol |ξ| 2s . Our main theorems confirm our intuition in the case when c is a positive random variable with finite, non-zero expectation 0 < E(c) < ∞ and a suitable bound on the lower tail 0 < E(c −q ) < ∞ (see Assumption 1 below). Furthermore, we assume c to be ergodic in Z d×d . This is different from the ergodicity assumptions in [10] , where ω x,z is ergodic only in the first variable. The reason is that c x,y = ω x,y |x − y| d+2 in [10] decreases to 0 with growing distance |x − y|, implying E(c) = 0 and causing localization of the operator. Hence no statistical independence w.r.t. the second parameter is needed in [10] . In contrast, in the present work we want to study non local limit behavior and in order to get a spatially homogeneous operator, we need some assumptions that provide good mixing conditions.
Note that in view of [10] one could get the idea that our setting corresponds to a relaxation of condition (3) to, say 
Moreover, Theorem 8 shows that (6) causes the pseudo-differential operator to vanish in the limit ε → 0.
In this work, we study the above homogenization problem in a more general setting. Our focus lies on energy functionals which take the form E p,s,ε (u) = ε where V satisfies a lower p-growth condition (see Assumption 3 below) with p ∈ (1, ∞) and s ∈ (0, 1), which is in accordance with the continuous theory of fractional p-Laplace operators. We will study both the convergence behavior on the whole of R d and on the restriction u(x) = 0 for x ∈ Q, where Q ⊂ R d is a bounded domain. Like in [18] , we study R m -valued u but for simplicity, we will sometimes restrict in our discussion to m = 1. The corresponding limit functional (in the sense of Γ-convergence) will turn out to be
In case V (ξ) = |ξ| p this functional generates the fractional p-Laplace equation (see [12] and reference therein). In what follows, we will shortly recall the relation between the homogenization problem for the linear equation and the homogenization of convex functionals.
In order to understand our way to approach this problem, note that the weak formulation of (2) with L ε given by (5) reads 
We recall that the literature usually provides a factor 1 2 on the left hand side, which is not the case here as the sum in (5) is over all neighbors and not only the neighbors in "positive" direction e i . In a variational formulation, u is the minimizer of the energy potential E 2,s,ε (u) = ε 2d 1 2
We will also look at the constraint u(x) = 0 on Z d ε \Q. In the continuum, a corresponding functional is known for the solutions of the fractional Laplace equation (−∆) s u = f and on Q = R d it reads
In every of the above mentioned cases, the corresponding Γ-limit functional will turn out to be
However, as we will see below, we even obtain a kind of Mosco convergence in suitable spaces L r (Q). Mosco convergence means that the lim inf-estimate can be obtained for weakly converging sequences while the recovery sequence can be constructed with respect to strong convergence.
The homogenization on bounded Q announced above will be performed both for a constraint on the average value and for the constraint of Dirichlet boundary conditions. Here we have to be careful since the notion of boundary conditions in spaces W s,p (Q) does not make sense in case s ≤ 1 p . In this case, it is still possible to consider E p,s,ε with the constraint that u = 0 on Z d ε \ Q and we therefore also study this particular situation. Our convergence results rest upon a well-balanced interplay between p, s, c and d, which we formulate in the following condition on the coefficients: Assumption 1. We assume that the random variable c is ergodic in
and given s ∈ (0, 1), p > 1 we assume that there exists q ∈ d ps , +∞ and r ∈ (1, p) such that
In the hypothetical case s = 1 and p = 2, the last assumption reduces to q > . Hence Assumption 1 is in accordance with the assumptions in [10] , which we recalled in (3)-(4).
Remark 2. As we will see in Theorems 4-7, sequences u ε with bounded
In particular, it turns out that q > 2d ps is a sufficient condition to have boundedness of u ε in L p (Q ε ). In order to obtain suitable bounds on u ε in L r (Q), we ask that V satisfies the following assumption.
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The notation p ⋆ q is related to the fractional critical exponent p ⋆ in the classical theory of fractional Sobolev spaces, which is introduced in Theorem 18. However, we will see that the random weights c will force us to lower the value of the classical p ⋆ with decreasing q. We finally introduce our assumptions on V . These assumptions are a natural generalization of the fractional p-Laplace potential and are also natural in the context of Sobolev spaces which we will use. Assumption 3. We assume that V : R m → R is continuous and there exist α, β, c > 0 and
The study of discrete elliptic operators has some history starting from works by Künne-mann [16] and Kozlov [15] . The interest in this topic has been tremendous both from the physical point of view, e.g. as a model for Brownian motion (see [3, 5] ), or from mathematical point of view when studying numerical schemes (see [3, 15] or [11] for a numerical application). The current research particularly focuses on higher order corrector estimates, see e.g. [2] and references therein.
A further related work is by Neukamm, Schäffner and Schlömerkemper [18] on the homogenization of discrete non-convex functionals with finite range as discrete models for elasticity. Like in the present work, they allow for higher dimensional variables and non-convex V . In contrast to our approach, they do not weight the potential V by |x − y| −d−ps and hence, even on bounded domains, the results of [18] and the present work cover different problems, though they fall in the same class of discrete homogenization. Since [18] treats only finite range interaction, the problem localizes and the homogenized potential is obtained from a sequence of "cell-problems".
We emphasize that all of the above mentioned works where on finite range connectivity. From the stochastic point of view of random walks among random conductances [3] , this corresponds to Brownian motion of the random walker while our ansatz allows for long range jumps, which can be considered as discrete analogue of Levi-flights, such as are used to model the movement of bacteria.
The homogenization of the fractional Laplace operator seems to be only recent and rather unexplored. However, there are a few results in the literature: Most of them are focused on the periodic homogenization of the continuous fractional Laplace operator (−∆) s , starting from a work by Piatnitskii and Zhizhina [20] and Kassmann, Piatnitskii and Zhizhina [14] . A first result on the stochastic homogenization of the (continuum) fractional Laplace operator with uniformly bounded c is given in [21] . We will not investigate the relation between [21] and the present work, but we expect that the methods developed below could help to generalize [21] to non-uniformly bounded coefficients with bounded moment conditions.
From the point of view of non local discrete operators, our work is related to our previous result [10] but also to a recent result by Chen, Kumagai and Wang [6] . They show homogenization of the discrete fractional Laplace, i.e. p = 2, on Z d in case d > 4 − 4s and under the assumption E(c
. Note that the authors of [6] also allow for percolation with the restriction that P (c = 0) < 2 −4 , which we exclude for simplicity. Hence, some choices of d and s are Berlin 2018
contained both in the setting of [6] and the present work, while there are other choices of d and s that are contained either in [6] or in the present work but not in both. In this sense, the results are complementing each other. The outline of the paper is as follows: In the next section we first provide Mosco convergence of E p,s,ε and E p,s,ε,Q to E p,s and E p,s,Q respectively. Recall that Mosco convergence is slightly stronger than weak or strong Γ-convergence. Based on these results, we formulate our homogenization results for the fractional Laplace operator, including also spectral homogenization in case q > 2d ps . In Section 3 we provide basic knowledge on fractional Sobolev spaces and generalize these to the discrete setting. Lemma 31 in Section 3.4 can be considered as the heart of our homogenization results. Finally, in Section 4 we prove the main theorems from Section 2. For readability of Section 3, we shift some standard proofs to the appendix.
Main results
The discrete space, on which our functionals E p,s,ε and E p,s,ε,Q are defined, are denoted
However, the limit functionals are defined on the measurable functions on R d and in order to compare discrete solutions with continuous functions we introduce the operators R * ε through
As observed in [10] , the operator R * ε is the dual of the operator
Homogenization of the global energy E p,s,ε
On bounded domains Q ⊂ R d we find the following convergence behavior of E p,s,ε . 
Then the sequence E p,s,ε restricted to H ε (Q) Mosco-converges almost surely to E p,s in the following sense:
there exists C > 0 such that
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Note that for q > 2d ps
we can choose r = p.
Theorem 5. Let c, s, p, q and V satisfy Assumptions 1 and 3, and let the sequence f ε and the function G : R m → R satisfy either one of the following conditions:
1. G is non-negative and convex and there exists a bounded
2. G(ξ) = α|ξ| r +G,G is non-negative and convex and r, r * > 1 with
Then the sequence E p,s,ε restricted to H ε Mosco-converges to E p,s in the following sense:
, and a subsequence ε ′ → 0 such that R * ε ′ u ε ′ → u pointwise almost everywhere and
2.2 Homogenization of the local energy E p,s,ε,Q
The following two theorems deal with the homogenization of the functional E p,s,ε,Q . In this work, we will study E p,s,ε,Q with boundary conditions u ε | ∂Q ε ≡ 0, mean value conditions or with suitable conditions on G. In a first step, we define the following spaces similar to the continuum case:
As mentioned in the introduction, the consideration of bounded domains comes up with technical difficulties. These concern in particular uniform compact embeddings of
is coupled to the property of Q being an extension domain. We replace this property by the concept of uniform extension domain, see Definition 16, which is a domain that allows for a uniform bound for all ε > 0 on the extension operator of 
Then the sequence E p,s,ε,Q restricted to H ε,0 (Q) Mosco-converges to E p,s restricted to W s,p 0 (Q) in the following sense:
If we do not consider zero Dirichlet boundary conditions, we have to find a suitable replacement that guarantees that the necessary (compact) embeddings hold. We use the concept of uniform extension domains introduced in Definition 16. 
in the following sense:
and (11) holds.
For every
and (12) holds.
We have already mentioned in the introduction that by Lemma 30 our above assumptions imply E ( z ω x,x+z |z| ps ) = ∞. The following theorem shows that the assumption E ( z ω x,x+z |z| ps ) < ∞ would imply that the differential part of E p,s,ε,Q vanishes in the limit of Γ-convergence. We formulate and prove the result for E p,s,ε,Q with zero Dirichlet conditions but note that the proof also works for zero mean value and for E p,s,ε .
In particular,
and for u ∈ L m (Q) there exists a sequence u ε ∈ H ε with R
Proof. (14) follows immediately by definition. In order to prove (15) we use (13) and observe that for every sequence
In this way, successively choosing first u δ and then ε we construct the sequence u ε . It remains to prove (13) . By assumption, it holds
Defining E := E ( z ω x,x+z |z| ps ), we observe for any δ > 0 and ε ≪ δ
p−ps and hence in the limit it holds for all K > 0:
This provides (13).
Application to the (spectral) homogenization of the fractional Laplace operator
It is well-known that strong/weak Γ-convergence of convex functionals implies strong/weak convergence of the minimizers towards the minimizer of the limit functional, see [7] . Hence, we expect that solutions of L ε u ε = f converge to solutions of the fractional equation
This indeed holds true and we recall the proof in the context of the following result.
Theorem 9. Let the assumptions of Theorem 4 hold with p = 2. For every ε > 0 there exists a unique solution u ε ∈ H ε (Q) such that for every v ∈ H ε (Q) it holds
and as ε → 0 we find R *
where u = 0 outside of Q.
Proof. Let u be the unique minimizer of E 2,s and let u * ε be a sequence such that R * ε u * ε → u strongly in L r (Q) and (9) holds. Furthermore, let u ε ∈ H ε (Q) be the minimizer of E ε,2 and letũ = lim ε→0 R * ε u ε according to Theorem 4. Then
where we used in the last inequality that u is the minimizer of E 2,s . Since the minimizer of E 2,s is unique, we obtainũ = u and the theorem is proved.
In a similar way, we prove the following theorems.
Theorem 10. Let the assumptions of Theorem 5 hold with p = 2. For every ε > 0 there exists a unique solution u ε ∈ H ε such that for every v ∈ H ε equation (16) holds and as ε → 0 we find R * ε u ε → u pointwise where u ∈ W s,2 (R d ) is the unique solution to (17).
Theorem 11. Let the assumptions of Theorem 6 hold with p = 2. For every ε > 0 there exists a unique solution u ε ∈ H ε,0 (Q) such that for every v ∈ H ε,0 (Q) it holds
and as ε → 0 we find R * ε u ε → u strongly in L r (Q) and u ∈ W s,2 0 (Q) is the unique solution such that for every v ∈ W s,2 0 (Q) the following equation holds
Theorem 12. Let the assumptions of Theorem 7 hold with p = 2. For every ε > 0 there exists a unique solution u ε ∈ H ε,(0) (Q) such that for every v ∈ H ε,(0) (Q) equation (18) holds and as ε → 0 we find R *
We finally take a look on the topic of spectral homogenization. Theorem 32 together with Remark 2 and Theorem 6 shows that the operators B ε c : H ε (Q) → H ε,0 (Q), where B ε c (f ) solves (18) , are uniformly compact with respect to the norm L p (Q ε ). Furthermore, Theorem 6 yields that
where u is the solution to (19) . Furthermore, the solution operator B to (19) is compact by the compact embedding W s,2 (Q) ֒→ L 2 (Q). Hence, we obtain the following result from [13] , Theorem 11.4 and 11.5 following the argumentation in Section 8 of [10] . • Let k ∈ N and let ε m be a null sequence. Then there P-a.s. exists a family {ψ 0 j } 1≤j≤k of eigenvectors of B and a subsequence still indexed by ε m such that
• If the multiplicity of µ k is equal to s, i.e. 
Preliminaries
We first fix some convenient notation for discrete integrals (i.e. higher dimensional sums) and function spaces. For A ⊂ R d we write
Hence, ε is a discrete equivalent of the integral´.
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Discrete and continuous Sobolev-Slobodeckij spaces
We introduce the Sobolev-Slobodeckij space
is the Gagliardo seminorm. This family of spaces is discussed in detail for example in [9, 23] . In general, they can be constructed as the interpolation of
, see e.g. [1, 23] , but in this work, we follow the outline of [9] . We also consider Sobolev-Slobodeckij spaces
As can be found for example in Theorem 5.4 of [9] ,
if ∂Q is bounded and of class C 0,1 . Property (20) is called the W s,p -extension property of domains Q and it is used to prove compactness of embeddings
for every 1>s > 0 and
If ∂Q is bounded and of class C 0,1 and sp > 1, it makes sense to consider
as in this case the trace is well defined.
Remark 14. In general, the space
is the interpolate of W 
A further space we will use is
On R d we do not have compact embedding but it holds that
We finally need the following approximation result. 0) ) with η ≥ 0 and´η = 1 and for k ∈ N denote η k (x) := η(kx). Denoting f * η k the convolution of a measurable function f and η k we find for every
We shift the proof to the appendix, as it is standard. In this work, we will need a discrete notion of Sobolev-Slobodeckij spaces and generalizations of the above embedding results to the discrete setting. To this aim, we consider the following normed subspaces of H ε . First, set 
For some of the proofs below, we need a discrete version of the continuous extension property (20) which holds uniformly in ε. As announced in the introduction we formulate this condition in a definition.
Remark 17. We may assume for a uniform extension domain Q that there exists a further bounded domainQ ⊃ Q and such that the extensions have compact support inQ. We prove this in the appendix.
We will not go into details on this point but note that being a uniform extension domain is immediate for rectangular boxes Q = d i=1 (a i , b i ), where −∞ < a i < b i < +∞ for every i = 1, . . . d. This can be checked by reflection at the boundaries. Furthermore, Theorem 21 suggests that every C 0,1 domain should be a uniform extension domain. However, the proof of such a statement is beyond the scope of this work.
In the following, we formulate the four most important results of this subsection. The proofs are technical and either standard ( and hence shifted to the appendix ) or will be presented in Section 3.2 below.
Theorem 18 (Discrete Sobolev inequality on Z d ε ). Let s ∈ (0, 1) and p ∈ [1, ∞) be such that sp < d and let p ⋆ := dp/(d − sp). Then, for every q ∈ [p, p ⋆ ], there exists a constant C p,q > 0 depending only on d, p, q and s such that for every ε > 0 and every
The exponent p ⋆ is called the fractional critical exponent. As a corollary, the last result extends to bounded domains.
Furthermore, we obtain the following compactness result on bounded domains.
Theorem 20. Let Q ⊂ R d be a bounded uniform extension domain and let s ∈ (0, 1) and
The proofs of Theorems 18 and 20 are very technical and mostly follow the outline of proofs from [9] . Hence, for better readability of the paper, we shift them to the appendix.
Finally, we turn to Poincaré-type inequalities on bounded domains with Dirichlet boundary conditions or zero mean value. We hence define the spaces
The corresponding embedding theorems are the following.
with its extension by 0 outside Q ε , there exists C > 0 independent from ε such that
For every q ∈ [p, p ⋆ ], there exists a constant C p,q > 0 depending only on d, p, q, s and Q such that for every ε > 0 it holds
Finally, let p ⋆ := dp/(d − sp) if sp < d, and
Furthermore, we have a similar result in case W s,p
Theorem 22. Let Q ⊂ R d be a bounded uniform extension domain with C 0,1 boundary, let p ∈ (1, ∞), s ∈ (0, 1). For every q ∈ [p, p ⋆ ], there exists a constant C p,q > 0 depending only on d, p, q, s and Q such that for every ε > 0 it holds
Finally, let p ⋆ := dp/(d − sp) if sp < d, and 
Proof of Theorems 21 and 22
We first study an interesting connection between
the finite element interpolation of ϕ. Our first corollary on the operator Q ε is the following.
This corollary is straight forward to prove from the definition of Q ε . Moreover, we obtain the following natural property.
Lemma 24. Let p ∈ [1, ∞) and s ∈ (0, 1). Then there exists C > 0 such that for every ε > 0
Proof. For κ ∈ {0, 1} d we write κ i,0 and κ i,1 for the vectors where the i-th entry of κ is replaced by 0 and 1 respectively. In order to reduce notation, we write
and hence obtain
For every x ∈ R d let ⌊x⌋ ε ∈ Z d ε be the unique element such that x ∈ C ε (x) := ⌊x⌋ ε + [0, ε) d . We denote x ε the center of C ε (x) and define
Now, observe that with (29) it holdŝ
where C changes in each line but is independent from ε and ϕ. Furthermore, estimating
over each cell C ε (y) it is easy to verify (see also the proof of Lemma 40 in the appendix) that we havê
Hence the term in brackets on the right hand side of (30) is independent from x ∈ z + (0, ε) d and we find
Since C does not depend on ε or ϕ, this finally yields (28).
Proof of Theorem 21. Let u ∈ W s,p 0 (Q ε ). Due to (27) and (28) we know that Q ε u ∈ W 
Summing up the last inequality over x and y yields (31).
Proof of Theorem 22. Let us first verify that (26) holds. Assume that (26) was wrong. Without loss of generality, we might assume that q > p. In particular, we use
. Then there exists a sequence (ε k ) k∈N , ε k > 0, and a sequence of functions
. This is a contradiction. The compactness follows from Theorem 20.
Dynamical systems
Throughout this paper, we follow the setting of Papanicolaou and Varadhan [19] and make the following assumptions.
Assumption 25. Let D ∈ N and let (Ω, F , P) be a probability space with a given family (τ x ) x∈Z D of measurable bijective mappings τ x : Ω → Ω, having the properties of a dynamical system on (Ω, F , P), i.e. they satisfy (i)-(iii):
Let the system (τ x ) x∈Z D be ergodic i.e. for every F -measurable set B ⊂ Ω holds
Theorem 26 (Ergodic Theorem [8] Theorem 10.2.II and also [22] ). Let (A n ) n∈N be a family of convex sets in Z D such that A n+1 ⊂ A n and such that there exists a sequence r n with r n → ∞ as n → ∞ such that
x∈Z D is a stationary ergodic random variable with finite expectation, then almost surely
The last theorem has an important consequence for our work:
Lemma 27. Let (A n ) n∈N be a family of convex sets in R D such that A n+1 ⊂ A n and such that there exists a sequence r n with r n → ∞ as n → ∞ such that B rn (0) ⊆ A n . If (c x ) x∈Z D is a stationary ergodic random variable with finite expectation, then almost surely
Proof. Defining c n,ε :=
we observe that Theorem 26 implies ∀ε > 0 : c n,ε → E(c) as n → ∞ , and ∀n : c n,ε → E(c) as ε → 0 .
Assume that (34) was wrong. Then there exists a sequence (n k , ε k ) n∈N such that c n k ,ε k → ∞ as k → ∞. If we assume n k was bounded by N, then the second part of (35) implies existence of C > 0 such that sup
which is a contradiction to the assumption that (34) was wrong. Hence we can w.l.o.g. assume n k ↑ ∞.
By the same argument, we can assume ε k ↓ 0. But then, the Ergodic Theorem 29 implies c n k ,ε k → E(c), a contradiction with c n k ,ε k → ∞. Hence (34) holds.
A further important consequence is the following: where C only depends on Q and d.
Proof. We consider
By Lemma 27 the sequence
is bounded. Hence we observe
and since
k is bounded, the lemma is proved. We will need to test the convergence (33) 
As a direct consequence of the above ergodic theorems we obtain the following result on our coefficients ω and c.
Lemma 30. Let 0 < E(c) < ∞ and let c x,y = ω x,y−x |x − y| d+ps . Then
Proof. For every R > 0 and every k < R we have
Hence, passing to the limit R → ∞ on both sides we obtain
Since the last inequality holds for arbitrary k ∈ N we find |S d−1 |E z∈Z d ω 0,z |z| ps = ∞.
Weighted discrete Sobolev-Slobodeckij spaces
This section is concerned with the (compact) embedding of discrete weighted SobolevSlobodeckij spaces into the discrete Sobolev-Slobodeckij spaces from Section 3.1. More precisely, the heart of this section (and of the whole article) is the inequality
for suitable r > 1 and s ′ ∈ (0, s), where C should depend on s, s ′ , p and r but not on ε. Let us first establish some conditions on c x,y , s ∈ (0, 1) and p ∈ (1, ∞], under which we can expect existence of suitable r and s ′ . For simplicity of notation, we establish the following semi-norm corresponding to (22) 
In order to obtain (36), it is necessary to show that the second factor on the right hand side of (37) is uniformly bounded in ε > 0. We have to distinguish two cases.
In the first case, we assume that 1 −
and can be fulfilled for a suitable s ′ ∈ (0, s) if and only if . In this case, the factor
(s−s ′ )) stays bounded since Q ε is bounded. It follows that the right-hand side of (37) exists -provided that E(c
In the second case, we assume that 1 −
Here, we choose a suitable q and apply once more Hölder's inequality to obtain that the right-hand side of (37) is bounded by 
Hence, we infer the following lemma.
Lemma 31. Let p ∈ (1, ∞) and let s ∈ (0, 1). If c satisfies Assumption 1 for some q ∈ (38) is fulfilled and therefore the right-hand side of (37) stays bounded if E(c there exists C > 0, which does not depend on ε, such that
Proof. Note that Theorem 19 and Lemma 31 imply that for every r > 1 such that q > and the claimed compactness holds. It only remains to verify that r ⋆ can take any value up to dpq/(2d + dq − spq). Let us note the following equivalences
and r ⋆ can take any value between 1 and the right-hand side. A short calculation shows that this is the claim.
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Auxiliary Lemmas
We recall the following useful lemma. 
The proof is simple. However, we provide it here as a preparation for the more involved proofs that will follow.
Proof. For simplicity, restrict to m = 1. Without loss of generality, we may assume
For M ∈ N we denote u From continuity of v and Lebesgue's dominated convergence theorem, we infer
and hence the lemma is proved.
A related lemma is the following.
Lemma 34. Let Q ⊂ R d be a bounded domain and let v : R m → R be non-negative and continuous such that for some α > 0 and r
Proof. We have for some positive constant C that
and hence the lemma is proved as δ becomes arbitrary small.
Another important result connected with convex functions is the following.
Lemma 35. Let G : R → R m be non-negative and convex, let u : R d → R m be measurable and such that´R d G (u(z)) dz < ∞ and let (η k ) k∈N be as in Lemma 15. Then
Proof. We note that η k (x − z)dz induces a probability measure on R d for every k ∈ N and every x ∈ R d . Hence we infer in a first step by Jensen's inequalitŷ
On the other hand, Fatou's Lemma yieldŝ
In what follows, we prove in three steps that
where we show (47) only in case (41) holds. Without loss of generality, we will thereby assume that R > 2diam(Q). In what follows, we prove (45)- (47) Inequality (39) can be proved on noting that
and applying the Beppo Levi monotone convergence theorem as ξ → 0 and R → ∞. We note that (40) and (44) can be proved in the same way using some slight modification. In particular, we replace V (u ε (x) − u ε (y)) bỹ
and study 
Proof of Theorems 4 and 6-7
For simplicity of notation, we restrict to m = 1. We will only prove Theorem 4. Theorems 6-7 can be proved in the same way replacing Theorem 20 by the Embedding Theorems 21 and 22.
Proof of Part 1.
Thus, we find from the scaled young inequality for every δ > 0 some C δ such that
, where 
implying (for suitable choice of δ) boundedness of
In particular, we obtain that
In case of Theorem 4, since Q is bounded and u ε is 0 outside Q, we can assume w.l.o.g. that Q is cubic and hence a uniform extension domain. From Assumption 1 and Theorems Berlin 2018 20 and 32 it follows that sup ε>0 R Proof of Part 1. Since f ∈ C c (R d ), we chose some bounded domain Q such that f has its support in Q. From here, we may follow the lines of Section 4.2 to obtain boundedness of
is bounded. Now, let m ∈ N and consider B m := x ∈ R d : |x| < m . From Assumption 1 and Theorem 32 it follows that sup ε>0 R * ε u ε L r (Bm) < ∞ and the existence of u m ∈ L r (B m ) and a subsequence ε m such that R * εm u εm → u m as ε m → 0 strongly in L r (B m ) and pointwise a.e. in B m . Furthermore, for M ∈ N we denote u M ε := max {−M, min {u ε , M}} and obtain using Lemma 36 that
Since the above considerations hold for every M, we apply Fatous Lemma (resp. the monotone convergence theorem by Beppo-Levi) and find
Using a Cantor argument, we infer the existence of a measurable u : R d → R such that R * ε ′ u ε ′ → u pointwise a.e. along a subsequence ε ′ → 0 and the Fatou Lemma yields
Moreover, we have from Lemma 33 that
Proof of Part 2
We first consider u ∈ C 1 c (Q). In this case, we set u ε (x) = u(x) for x ∈ Z d ε . From Lemma 36 we infer
Now, let E p,s (u) < ∞ with u(x) = 0 outside of Q, set ε 0 = 1. By Assumption 3, we find u ∈ W s,p (R d ) and in particular, by Lemma 15 we infer
From the above calculation, there exists ε k > 0 such that for all ε < ε k , |E p,s,ε (
A Proofs of Auxiliary results
A.1 Proof of Lemma 15
Lemma 37.
Proof. It is well known that
and it only remains to show
and let B be a ball that contains the support of u. We write u h (x) := u(x − h) as well as f (x, y) = u(x) − u(y) and similarly f h (x, y). Since, for small h, f (x, y) = f h (x, y) = 0 if both x, y ∈ 2B, we observe that
For every δ > 0 the right-hand side can be split into an integral over A δ := {(x, y) : x ∈ 2B, |x − y| < ξ} and the complement. We find
The first integral can be estimated by
The second integral converges to 0 as h → 0 as it is bounded by
Hence, we have shown that
the lemma follows from a standard approximation argument.
Remark 38. Via the triangle inequality, the last lemma implies that h → u(·) − u(· − h) s,p is continuous:
Proof of Lemma 15. First note that it is well known that
and it only remains to show The inequality can be easily verified from the fact that The limit behavior follows from Lemma 37, Remark 38 and the following calculation: Proof. We first emphasize that ||f (x)| − |f (y)|| ≤ |f (x) − f (y)| and hence we only consider f ≥ 0, possibly replacing f by |f |. We define
with a k+1 ≤ a k .
We define
and d k := |D k | with d k and a k are bounded and they become zero when k is large enough, since f is bounded. We define D −∞ = {f = 0} and further observe that the sets D k are mutually disjoint and
As a consequence, we have
The first equality implies that the series l≥k d l are convergent. For convenience of notation, in the following we write for arbitrary expressions g(y) It only remains to apply Lemma 42 and relabeling the constant C to find (23) in case q = p ⋆ . In case q = θp + (1 − θ)p ⋆ , θ ∈ (0, 1), we obtain from Hölder's inequality and the case q = p 
[f ] 
A.4 Proof of Theorem 20
Proof. Since Q is a uniform extension domain, the family R * ε u ε is precompact if and only if R * ε E ε u ε is compact, where we recall the operator E ε from Definition 16. We will apply the Frechet-Kolmogorov(-Riesz) theorem to prove compactness of R * ε E ε u ε . More precisely, it suffices to verify the following three properties:
Note that the conditions in (54) are satisfied due to Theorem 18 and Remark 17. Thus, it only remains to show (55).
For h ∈ R d we write τ h u(x) := u(x + h), whenever this is well defined. Moreover, for every ε > 0 we define However, this time we find V (z, h) → 0 uniformly and linearly in |h| → 0. Hence, we have
Since C does not depend on ε, we infer
This implies (55) in case p = q. In case q < p, we use Remark 17 and letQ denote the common support of E ε u ε . We then obtain by Hölder's inequality
, and hence compactness by (57).
In case q ∈ (p, p ⋆ ) we use the same trick as in the proof of Theorem 18: we have for f = u − τ h u and for q = θp
, and hence (55) follows from Theorem 18 and (57).
