Research has proven that stress reduces quality of life and causes many diseases. For this reason, several researchers devised stress detection systems based on physiological parameters. However, these systems require that obtrusive sensors are continuously carried by the user. In our paper, we propose an alternative approach providing evidence that daily stress can be reliably recognized based on behavioral metrics, derived from the user's mobile phone activity and from additional indicators, such as the weather conditions (data pertaining to transitory properties of the environment) and the personality traits (data concerning permanent dispositions of individuals). Our multifactorial statistical model, which is person-independent, obtains the accuracy score of 72.28% for a 2-class daily stress recognition problem. The model is efficient to implement for most of multimedia applications due to highly reduced lowdimensional feature space (32d). Moreover, we identify and discuss the indicators which have strong predictive power.
INTRODUCTION
Nowadays, the number of mobile phones in use worldwide is about 5 billion, with millions of new subscribers everyday 1 . Mobile phones allow for unobtrusive and cost-efficient access to huge streams of previously inaccessible data related to daily social behavior [29] . These devices are able to sense a wealth of behavioral data such as (i) location, (ii) other devices in physical proximity through Bluetooth scanning, (iii) communication data, including both metadata (logs of who, when, and duration) of phone calls and text messages (sms), etc. Correspondingly, the availability is continuously growing of huge streams of personal data related to activities, routines and social interactions [11, 29] which represent a novel opportunity to address fundamental problems of our societies in different fields, such as mobility and urban planning [19] , finance [46] , healthy living and subjective well-being [31, 33] .
In this work, we focus on one of the most widespread and debilitating problem of our subjective well-being and our society: stress. Stress is a well-known condition in modern life and research has shown that the amount of cumulative stress plays a role in a broad range of physical, psychological and behavioural conditions, such as anxiety, low selfesteem, depression, social isolation, cognitive impairments, sleep and immunological disorders, neurodegenerative diseases and other medical conditions [8] , while also significantly contributing to healthcare costs. Hence, measuring stress in daily life situations has become an important challenge [39] . Today, the availability of huge and diverse streams of pervasive data produced by and about people allows for automatic, unobtrusive, and fast recognition of daily stress levels. An early prediction of stress symptoms can indeed help to prevent situations that are risky for human life [23] .
Several studies have produced interesting results that support the feasibility of detecting stress levels through phys-iological sensors (see [23] , [26] ). However, the use of physiological sensors is limited by several shortcomings. Stress detection systems based on physiological measurement such as heart-rate variability or skin conductance are intrusive and need to be easily wearable to be exploited in natural settings; the data they produce can be confounded by daily life activities such as speaking or drinking; they exhibit important between-person differences [39] .
Recently, social psychologist Miller wrote "The Smartphone Psychology Manifesto" in which he argued that the smartphones should be seriously considered as new research tools for psychology. In his opinion, these tools could revolutionize all fields of psychology and other behavioral sciences making these disciplines more powerful, sophisticated, and grounded in real-world behavior [36] and [30] . Indeed, several works have started to use smartphone activity data in order to detect and predict personality traits [6, 9, 37, 48] , mood states [31] , and daily happiness [38] . Stopczynski et al. [49] described the Copenhagen Networks Study, a largescale study designed to measure human interactions spanning multiple years.
Smartphones data can be used to detect stress levels as well. Indeed, stress levels are associated with the type of activities people engage in, including those executed at/through their smartphone (for instance, a high number of phone calls and/or e-mails from many different people could be associated with higher stress levels). Weather conditions -an environmental transitory property -in turn, have been argued [24] , [41] to be often associated with stress, acting either directly (as stressors) or indirectly (by affecting individual sensitivity to stressors). Finally, the impact of all these transitory factors -(smartphone) activities and weather conditions -on stress induction can be expected to be modulated by personal characteristics and differences [50] , [52] . For example, a neurotic person could react with higher levels of stress to a high number of interactions (call, sms or proximity interactions) than an emotionally stable person; an extrovert or agreeable person, in turn, might well find him/herself at ease with a high number of interactions.
In this paper, we approach the automatic recognition of daily stress as a 2-class classification problem (non-stressed vs stressed) based on information concerning different types of data: a) people activities, as detected through their smartphones; b) weather conditions; c) personality traits. The information about people activities is represented by features extracted from call and sms logs and from Bluetooth hits, able to capture (i) the amount of calls, of sms and of proximity interactions; (ii) the diversity of calls, of sms, and of proximity interactions; and (iii) regularity in user behaviors. In addition, we use weather conditions (environmental and transitory factors) along with personality traits (internal and stable factors); the latter are mediating factors that can modulate people responses to stressors (e.g., weather, daily activity). This multifactorial approach will be compared to approaches based only on a family of features (personality, weather conditions, mobile phone features) or simpler combinations of families of features (personality and weather conditions; personality and mobile phone features; weather conditions and mobile phone features).
Classification experiments are performed using a variety of approaches and the best solution for our classification problem was found using an ensemble of tree classifiers based on a Random Forest algorithm. Our multifactorial approach obtains an accuracy score of 72.28% for a 2-class daily stress recognition problem, providing evidence that individual daily stress can be reliably predicted from the combination of smartphone usage data, weather conditions and individual dispositions (personality traits). Interestingly, if one of these information sources is dropped, the recognition performances decrease drastically.
In sum, the main contributions of this paper are as follows:
1. We propose a multi-factorial data-driven approach to the prediction of individual daily stress;
2. We validate our approach with a seven-months dataset collected from 111 subjects;
3. We provide a comprehensive analysis of the predictive power of the proposed approach and a comparison with approaches based only on single families of features (personality, weather conditions, mobile phone features) or pairwise combinations thereof (personality and weather conditions, personality and mobile phone features, weather conditions and mobile phone features).
RELATED WORK
A large body of research on stress detection focused on physiological measurements to infer stress levels (see [23] , [34] , [39] ). Heart-rate variability, galvanic skin response, respiration, muscle activity and temperature are among the most relevant features. However, despite providing reliable insights on stress levels, this approach has major limitations because it comprises wearable sensors that need to be carried at all times to allow for continuous monitoring.
Among the different changes in physiological parameters that happen during stressful situations, variation in speech production has inspired a number of studies using acoustic sensing on smartphones. Research on stress detection based on voice analysis considered different speech characteristics such as pitch, glottal pulse, spectral slope and phonetic variations. For example, Lu and colleagues [32] proposed StressSense, an Android application for stress detection from human voice in real-life conversation, and they achieved 81% and 76% accuracy for indoor and outdoor environments.
However, these methods depend on sound quality, which is not granted in natural settings (e.g., crowded public places, noisy outdoor), and the correlation between speech and emotion is subjected to large individual differences [43] . Hence, our performance of 72.28% is a good and reliable alternative to stress detection. Other studies focused on the video analysis of behavioural correlates of psychological stress [18] . These systems, despite providing an unobtrusive method for stress monitoring, cannot be employed in a large variety of real world and mobile environments and pose privacy concerns related to the recording of people's behaviour.
A promising approach that can overcome the major shortcomings of stress detection based on physiological measures and on audio/video analysis is activity recognition from smartphone usage patterns. Studies in this field have been mainly focused on the understanding of relational dynamics of individuals [14] . Recently studies have started to investigate how smartphone usage habits can provide insights into users' affective state [31] and stress levels [1] . LiKamWa and colleagues [31] proposed MoodScope, a mobile software system that recognizes the users' mood, but not stress states, from smartphone usage analysis. They collected usage data and self-reported mood in a two months longitudinal study and used them to train mood models. Smartphone usage data consisted in phone calls, SMSes, e-mail messages, application use, web browsing histories and location changes, while self-reported mood was collected from users' input at least four times a day. MoodScope reached a 66% accuracy of participants' daily-average mood, with phone calls and categorized applications as the most useful features for mood discrimination.
Bauer and Lukowicz [1] focused on mid-term stress detection, monitoring 7 students during a two week exam session followed by two weeks of non-stressful period. The recorded data were related to participants' mobility patterns and social interactions, and included users' location, Bluetooth proximity, phone calls and SMSes. These features allowed to detect an average behaviour modification of 53% for each user during the exam session. A limitation of this study is the small number of subjects. Our multifactorial approach outperforms the approach proposed by [1] although a direct comparison may be not adequate given the different focus: our approach tend to daily classify people as "not stressed" or "stressed", while Bauer and Lukowicz try to detect stressful situations.
In 2013, Sano and Picard [42] reported an accuracy performance in stress recognition of 75% using a combination of features obtained from mobile phones and wearable sensors. However, the limited number of subjects used in their experiments (18) and the limited number of days (5) make preliminary the results of this study.
DATA COLLECTION
From November 12, 2010 to May 21, 2011, we collected a dataset capturing the lives of 117 subjects living in a married graduate student residency of a major US university. Our sample of subjects has a large variety in terms of provenance and cultural background: we have subjects from 16 countries such as USA, China, Israel, India, Iran, Russia, etc. During this period, each participant was equipped with an Androidbased cellular phone incorporating a sensing software explicitly designed for collecting mobile data. Such software runs in a passive manner and does not interfere with the every day usage of the phone. The data collected consisted of: (a) call logs, (b) sms logs, (c) proximity data, obtained by scanning near-by phones and other Bluetooth devices every five minutes, and (d) data from surveys administered to participants, which provided self-reported information about personality traits ("Big Five") and self reported information about daily stress.
Proximity interaction data were derived from Bluetooth hits in a similar way as in previous reality mining studies [13] . Bluetooth scans were performed every 5 minutes in order to keep the battery from draining while achieving a high enough temporal resolution. The Bluetooth log of a given smartphone were then used to extract the list of the other participants' phones which were in proximity.
In total, the dataset consisted of 33497 phone calls, 22587 SMS, and 1460939 Bluetooth hits.
Stress data
At the evening, the participants were also asked to fill daily surveys about their daily self-perceived stress level.
The stress information was reported by the participants filling a seven items scale with 1 = "not stressed", 4 = "neutral" and 7 = "extremely stressed". In our experiments we used the data only for the subjects (111 subjects) who had provided at least 2 weeks of consecutive data.
The distribution of daily stress is visualized in Fig. 1 . We see that it has a small negative skew -the density is moved to the higher region of stress score. The distribution has negative excess kurtosis, which in our case means that the sample reported a specific daily stress score more often than the neutral. Fig. 2 shows that within-person daily stress variance is more spread than between-person, but the density of between-person variance is higher. 
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Personality Data
Several studies in social psychology investigated the relationships between personality traits and psychological stress. Personalities that tend to be more negative are usually associated with greater distress, while outgoing and positive personalities generally experience less distress [50] , [52] . The majority of the studies that have examined the relationship between personality and distress focused on the Big Five traits [25] , a personality model owing its name to the five traits it takes as a constitutive of people's personality: Extraversion, Neuroticism, Agreeableness, Conscientiousness, and Openness to experience. Researchers showed significant associations between psychological stress, on the one hand, and Neuroticism, Extraversion and Conscientiousness, on the other. Duggan et al. [12] found that individuals high in Neuroticism may be more vulnerable to experiencing distress as they respond more negatively to daily stressors and report more daily stressful events and higher levels of daily stress. When people with high scores in Neuroticism encounter stressful events, they tend to experience them as more aversive than those low in this trait [3] , [21] . Finally, in a study with university students, Volrath and Torgensen [52] showed that students with more adaptive personalities such as Extraversion and Conscientiousness are more positive and sociable and hence less affected by daily stress. In our study, Big Five personality traits were measured by asking subjects to answer the online version of the 44 questions Big Five questionnaire developed by John et al. [25] , by means of 5-point likert scales. The scores on the five traits were the average over the raw scores (inverted when needed) of the items pertaining to each trait.
Weather data
The question about the relationship between mood, health and weather has been extensively debated [22] , [41] . Studies in environmental psychology investigated the role of weather as a stressor and showed significant effects of temperature, hours of sunshine and humidity on mood [24] , [41] . A largescale study by Faust and colleagues [15] on 16,000 students in Switzerland showed an association between weather and sleep disorders, depressed mood and irritability. More recently, Denissen et al. [10] investigated the effects of six daily weather variables (temperature, wind power, sunlight, precipitation, air pressure, photoperiod) on three mood variables (positive affect, negative affect, and tiredness). Their results revealed main effects of temperature, wind power, and sunlight on negative affect, while sunlight had also a main effect on tiredness and mediated the effects of precipitation and air pressure on tiredness.
In our experiments, we used the following weather variables: (i) mean temperature, (ii) pressure, (iii) total precipitation, (iv) humidity, (v) visibility and (vi) wind speed (measured in m/s) metrics. The source weather data were collected from Wolfram Alpha 2 . All weather metrics are computed on a daily scale for the same day that is under investigation and the source data are extracted from the Boston area weather stations (e.g. KBOS) located on the same relative elevation as the campus where the data collection was performed.
FEATURE EXTRACTION
Based on previous works that characterize social interactions by means of mobile phone data and use social interactions data to predict people's behaviors, states [2, 31] , and traits [6, 9, 37] , we derived the 25 call and sms basic features reported in Table 2 and the 9 proximity basic features reported in Table 3 .
For each basic feature, we calculated second order features, such as mean, median, min, max, 99%, 95% quan-tiles, quantiles corresponding to 0.5, 1, 1.5 and 2 standard deviations (applying Chebyshev's inequality), variance and standard deviation functions. Moreover, for each basic feature we calculated the same functions as above for 2 and 3 days backward-moving window to account for the possibility that past events influenced the current stress state.
In the following subsections we will describe more in detail the 25 call and sms basic features and the 9 proximity basic features.
Call and Sms Features
The features reported in Table 2 fall under four broad categories: (i) general phone usage, (ii) active behaviors, (iii) regularity, and (iv) diversity. Features for general phone usage consist of: the total number of outgoing, incoming and missed calls and the total number of sent/received sms. Moreover, we also computed the following ratios: outgoing to incoming calls, missed to (outgoing + incoming) calls, sent to received sms.
Then, we captured the active behaviors of an individual computing the following features: (i) percentage of calls done during the night, (ii) percentage of initiated calls during the night, (iii) the sms response rate, (iv) the sms response latency, and (v) the percentage of initiated sms. In particular, we consider a text from a user (A) to be a response to a text received from another user (B) if it is sent within an hour after user A received the last text from user B. The response rate is the percentage of texts people respond to. The latency is the median time it takes people to answer a text. Note that by definition, latency will be less or equal to one hour.
Diversity and regularity have been shown to be important for the characterization of different facets of human behavior. In particular, entropy, used as a measure of diversity, has been successfully applied to predict mobility [47] , spending patterns [28, 46] , online behavior [44] and personality traits [37] . Concerning regularity features, we measured the time elapsed between calls, the time elapsed between sms exchanges and the time elapsed between call and sms. More precisely, we consider both the average and the variance of the inter-event time of one's call, sms and sum thereof (call+sms). Noticeably, in fact, even when two users have the same inter-event time for both call and sms, that quantity can be different for their sum.
Diversity measures how evenly an individual's time is distributed among others. In our case, the diversity of user behavior is addressed by means of three kinds of features: (i) entropy of contacts, (ii) unique contacts to interactions ratio, (iii) number of unique contacts, all computed both on calls and on sms. In particular, the entropy of an individual is the ratio between his/her total number of contacts and the relative frequency at which he/she interacts with them. The more one interacts equally often with a large number of contacts, the higher the entropy will be. For entropy calculation, we applied Miller-Madow correction [35] , which is explained in Equation 1.
wherem is a number of bins with nonzero θ-probability. The likelihood function is given as the product of probability density functions P (θ) = f (x1; θ)f (x2; θ) · · · f (xn; θ) for a random sample X1, · · · , Xn . θML is the maximum likelihood estimate of θ, which maximizes P (θ). Miller-Madow correction was applied, dealing with the data quality problems, to get bias-corrected empirical entropy estimate.
Proximity Features
Starting from the Bluetooth hits collected, we filtered out all the cases with RSSI < 0. From the filtered Bluetooth proximity data we extracted the following basic Bluetooth proximity features (Table 3) . In this case, the extracted fea- tures fall under three broad categories: (i) general proximity information, (ii) diversity, and (iii) regularity. As for call and sms, we applied Miller-Madow correction for entropy calculation.
METHODOLOGY
We formulated the automatic recognition of daily stress as a binary classification problem ("not stressed" vs "stressed"), with labels 0 for "not stressed" and label 1 for "stressed". The two classes included all the cases with scores <= 4 and scores > 4, respectively. The sizes of the resulting two classes are 36.16% for "stressed" and 63.84% for "not stressed". The inclusion of the cases with stress=4 in the 0 class meant to provide a more clearcut distinction between the "stressed" and the "non-stressed" cases.
The data set was then randomly split into a training (80% of data) and a testing (20% of data) dataset, carefully avoiding that data for the same subjects appeared in both the training-and in the test-set. In order to accelerate the convergence of the models, we normalized each dimension of the feature vector [4] . Additionaly, we also used a leave-onesubject-out cross-validation strategy. Hence, 111 models for each personality trait were trained on 110-subject subsets, evaluating them against the remaining ones and finally averaging the results. The results obtained are not significantly different from the ones obtained using the random split 80% vs 20%. In the rest of the paper, we will discuss only the results obtained with the random split 80% vs 20%.
Feature Selection
As an initial step, we carried out a Pearson correlation analysis to visualize and better understand the relations between variables in the feature space. We found quite a large subset of features with strong mutual correlations and another subset of uncorrelated features. Hence, there was room for feature space reduction. We excluded using principal component analysis (PCA) because the transformation it is based on produces new variables that are difficult to interpret in terms of the original ones making the interpretation of the results more complex.
Therefore, we turned to a pipelined variable selection approach, based on feature ranking and feature subset selection, which was perfomed using only data from the training set. The metric used for feature ranking was the mean decrease in the Gini coefficient of inequality. This choice was motivated because it outperformed other metrics, such as mutual information, information gain and chi-square statistic with an average improvement of approximately 28.5%, 19% and 9.2% respectively [45] . The Gini coefficient ranges between 0, expressing perfect equality in predictive power and 1, expressing maximal inequality in predictive power. The feature with maximum mean decrease in Gini coefficient is expected to have the maximum influence in minimizing the out-of-the-bag error. It is known in the literature that minimizing the out-of-the-bag error results in maximizing common performance metrics used to evaluate models (e.g. accuracy, F1, AUC, etc.) [51] .
The feature selection procedure produced a reduced subset of 32 features from an initial pool of about 500 features. Hence, we obtained a low-dimensional feature space that makes our approach efficient to implement into mobile and multimedia applications.
Model Building
We trained a variety of classifiers: (i) an ensemble of tree classifiers based on a Random Forest algorithm [5] , (ii) a Generalized Boosted Model (GBM) [16] , (iii) Support Vector Machines with linear and Gaussian radial basis kernels, and (iv) Neural Networks. The best solution of the classification problem was found using an ensemble of tree classifiers based on Random Forest algorithm. In the rest of the paper, we report the performance results only for Random Forest.
Random forest algorithm produces a combination of simple decision tree predictors, such that each tree is dependent on the values of a random vector sampled independently with the same distribution for all the classification trees in the forest [5] . The decision boundary is formed according to the margin function. Given an ensemble of tree classifiers h1(x), h2(x), ..., hK (x) and if the training set is drawn at random from the empirical distribution of the random vector Y, X the margin function is defined as:
where I(·) is the characteristic function. The margin function measures the distance between the average votes at (X, Y ) for the right class and the average vote for any other class. For this model the generalization error function is:
where P X,Y is the probability over X, Y space. For any event A ⊂ Ω of the feature space the characteristic function I(·) of A is:
Random Forests classifiers were trained with a stepwise increase of the number of trees equal to the upper limit of 2 11 . Optimal number of trees for model generalization as measured by mean misclassification rate for 10-fold crossvalidation strategy is estimated to be 112 trees. In order to find the final model, we trained a number of models and selected the best one based on κ metrics for the 10-fold validation strategy. The Cohen's κ measures pairwise agreement among a set of functions which are making classification decisions with correction for an expected chance agreement [7] :
κ = 0 if there is no agreement more than expected by chance following the empirical distribution; while κ = 1 when there is a max agreement. κ is a state-of-the-art statistics about how significantly the classification model is different from chance. Importantly, κ is a more robust measure than the simple percent agreement, given that it takes into account chance agreement occurring without being too conservative.
During the learning and model selection process we used a random sampling with replacement to generate a new set of data for each fold from the basic training set, and followed leave-one-out 10-fold cross validation scheme. We adopted this strategy in order to prevent data overfitting and to deal with potential data loss in cases where calls, sms and Bluetooth proximities existed in the real world but were not registered by the smartphone logger software. Our structural risk minimization, as opposed to empirical risk minimization solution to prevent data overfitting, was incorporated by working with a regularization penalty into the learning process, balancing the model's complexity against training data fitting and by sampling the model training sets in such a way that they mimic the empirical distributions without most probable erroneous outliers.
Model parameter estimation selection was done iteratively on the basis of our exploratory analysis, inferred knowledge of the relationships between variables and model performance metrics (κ and Accuracy). Confounding variables are identified but not removed from the dataset during training and test phases.
EXPERIMENTAL RESULTS
The performance metrics used to evaluate our approach are: accuracy, κ, sensitivity, and specificity. The recognition model based on random forest algorithm shows 90.68% accuracy on the training set and 72.28% accuracy on the test set. In Table 4 we provide the final stress recognition model performances on the test set along with their statistical significance [17] . Information about accuracy and κ metrics distribution using 10-fold cross validation strategy is provided in Table 5 . As we can see, the distribution of the estimated performance metrics does not vary substantially among folds, signaling a good generalization despite the possible existence of heterogeneous data in each fold and the "noise" coming from the resampling procedure. We also compared our approach based on combining multiple indicators with simpler approaches using as predictors (i) only personality traits, (ii) only weather conditions, (iii) only activities inferred from mobile phone data, (iv) a combination of personality traits and weather conditions, (v) a combination of personality traits and activities inferred from mobile phone data, (vi) a combination of weather conditions and activities inferred from mobile phone data. Table 6 reports accuracy, κ, sensitivity, specificity and F1 for each approach. In this table we also report the performance of (vii) a simple majority classifier, which always returns the majority class as prediction (accuracy = 63.84%). Finally, we also ran experiments with three classes ("not stressed", "neutral", "stressed"), with labels −1 for "not stressed", label 0 for "neutral", and label 1 for "stressed". The class "not stressed" included all the cases with scores < 4, the class "neutral" included all the cases with scores = 4, and the class "stressed" included all the scores > 4. The sizes of the resulting three classes are 42.83% for "not stressed", 20.98% for "neutral", and 36.15% for "stressed". The global accuracy obtained by our multifactorial model, 59.57%, significantly outperformed the performance of simple majority classifier, which always returns the class "not stressed" as prediction.
Accuracy
DISCUSSION
The comparison among the performance of the various models in Table 6 provides convincing evidence that none of the features sets (personality, weather, smartphone activity) considered alone is endowed with a good enough predictive power. This conclusion applies also to pairwise combinations of the same features sets to the extent that neither personality+smartphone activity, nor personality+weather, nor weather+smartphone activity do any better than the majority classifier (accuracy=63.84%). Interestingly, significant improvements over the latter can only be obtained by the simultaneous usage of the three features sets: our final model based on a Random Forest classifier using 32-dimensional feature vectors obtained a 72.28% accuracy for our 2-class classification problem.
As pointed out in Section 2, some recent works have used mobile phones data for stress recognition [1, 42] . Bauer and Lukowicz [1] reported a 53% of accuracy in detecting the transition from stressful periods (a two week exam session) to non-stressful periods (two weeks after the exam session). Our multifactorial approach outperforms the approach proposed by [1] altough a direct comparison may be not adequate given the different task. More recently, Sano and Picard reported an accuracy performance of 75% using a combination of features from mobile phones and more obtrusive wearable sensors. However, the limited number of subjects (only 18) and the limited number of days (only 5) make the results preliminary. Other approaches used video and audio features for stress recognition [18, 32] . For instance, StressSense, an application for stress detection from human voice, achieved a 76% of accuracy in outdoor environments. However, this method depends on sound quality and it may pose privacy concerns for people perceiving voice recording and analysis as a threat to their privacy. Hence, our performance of 72.28 shows that the proposed multifactorial approach is a reliable and less obtrusive alternative.
An investigation of the most important predictors of daily stress reveales interesting associations. Table 1 reports the 32 features selected and used in our model ranked by their mean reduction in accuracy. All the personality traits contributes significantly in predicting the daily stress variable. These results are interesting because the previous studies in social psychology focused their analyses mainly on the associations between stress and Neuroticism, Extraversion and Conscientiousness. Instead, our work shows the important contribution played also by Agreeableness and Openness to Experience to the automatic classification of daily stress. Moreover, these results open us the possibility of creating a multi-step stochastic model in which we first estimate the personality and then we use those estimates as independent variables for the daily stress recognition problem. Our current approach uses self-reported information on personality and this strategy could be a limitation for scaling to larger sample of users. However, recent studies showed that personality traits may be reliable recognized from mobile phone data [6, 9, 37, 48] .
With regard to weather, we found confirmation for the association between temperature and stress. Moreover, sig- nificant effects of other meteorological variables -humidity, visibility, and wind speed -for predicting daily stress were also found.
Regarding the mobile phone data, it is interesting to note the contribution of proximity features. Out of the selected 32 features, 11 features are proximity ones, 6 comes from call data and 6 from sms data. In particular, an interesting predictive role is played by the number of time intervals for which an id is seen. The results obtained using proximity features seem to confirm previous findings in social psychology: in particular, the relevant role played by face-to-face interactions and by interactions with strong ties in determining the stress level of a subject [27] . For sure, this result requires further investigation. In addition, two features capturing the entropy in proximity interactions are among the selected ones. This finding seems to confirm results available in the social psychological literature about the associations between stress and the richness/diversity of social interactions [20] . Further confirmation to this conclusion comes from the similalry important role played by entropy-based call and sms features.
The remaining selected features related to sms interactions are (i) the latency in replying to a text message, defined as the median time to answer a text message and (ii) the amount of sms communications (outgoing+incoming).
IMPLICATIONS AND LIMITATIONS
Stress has become a major problem in our society. Ubiquitous connectivity, information overload, increased mental workload and time pressure are all elements contributing to increase general stress levels. While in some cases people may realize that they are undergoing stressful situations, severe and chronic stress may be more difficult to detect. Moreover, stress may be considered the norm in a modern and demanding society. Nonetheless, while slightly increased stress levels may be functional for productivity, prolonged and severe stress can be at the source of several physical dysfunctions like headache, sleep or immunological disorders, unhealthy behaviours such as smoking and bad eating habits, as well as of psychological and relational problems. Beside manifest social costs, stress also entails considerable financial costs for our economies, which are estimated by the World Health Organization in 300 billion dollars a year for American enterprises, and 20 billion euro for Europe ones, in terms of absenteeism and low productivity.
Our technology provides a cost-effective, unobtrusive, widely available and reliable tool for stress recognition. It detects daily stress levels with a 72.28% accuracy combining real life data from different sources, such as personality traits, social relationships (in terms of calls, sms and proximity interactions), and weather data. The development of a reliable stress recognition system is a first but essential step toward wellbeing and sustainable living, and its scope can be extended to different areas of applicability. Providing people with a tool capable of gathering rich data about real life, and transforming them into meaningful insights about stress levels, paves the way to a new generation of contextaware technologies that can target therapists, enterpises and common citizens.
This technology can inform the design of automatic systems for the assessment and treatment of psychological stress. With such a tool, therapists could monitor and record patients' daily stress levels, access longitudinal data, identify recurrent or significant stressors and modulate treatment accordingly.
In work environments, where stress has become a serious problem affecting productivity, leading to occupational issues and causing health diseases, our system could be extended and employed for early detection of stress-related conflicts and stress contagion, and for supporting balanced workloads. Awareness is a first but crucial step to motivate people to change their behaviour and take informed and concrete steps toward a healthy lifestyle and appropriate stress coping strategies. Mobile applications developed on the basis of our technology could provide feedback to increase people's awareness of their stress levels, alerts when they reach a warning threshold, and suggest stress management and relaxation techniques when appropriate.
However, our study has also some limitations. We can list the following ones: (i) our sample comes from a population living in the same environment. Our subjects were all married graduate students living in a campus facility of a major US university; and (ii) the non-availability of proximity data concerning the interaction with people not participating in the data collection, a fact that is common to many other relevant studies and that has been also pointed out by [40] . The first problem is at least partially attenuated by the large variability of the sample in terms of provenance and cultural background (in our sample we have subjects from 16 countries and from all the continents), which can be expected to correspond to a wide palette of interaction behaviors that efficaciously counterbalance the effects of living-place homogeneity.
CONCLUSION
The goal of this paper was to investigate the automatic recognition of people's daily stress from three different sets of data: a) people activity, as detected through their smartphones (data pertaining to transitory properties of individuals); b) weather conditions (data pertaining to transitory properties of the environment); and c) personality traits (data concerning permanent dispositions of individuals). The problem was modeled as a 2-way classification one. The results convincingly suggest that all the three types of data are necessary for attaining a reasonable predictive power. As long as one of those information sources is dropped, performances drop below those of the baselines. Moreover, the distributional data for accuracy and κ show the robustness and generalization power of our multifactorial approach.
Taken together, and despite the limitations discussed above, our results not only provide evidence that individual daily stress can be reliably predicted, but they also point to the necessity of considering at the same time people's transitory properties (smartphone activity), transitory properties of the environment and information about stable individual characteristics. For the sake of transitory individual properties, mobile phone usage patterns have important advantage over alternative methods: they are less unobtrusive and raise limited privacy problems as compared to, e.g., voice analysis or the exploitation of data from physiological sensors. Moreover, and importantly, automatic stress detection based on mobile phone data can take advantage of the extensive usage and diffusion of these devices, it can be applied in several real world situations and it can be exploited for a variety of applications that are delivered by means of the same device. For example, applications used to inform the design of clinical decision support systems or self-monitoring applications of stress levels in work settings and in other daily life situations, which allows people to identify personal stressors and enforces their proactive role in stress prevention and management.
