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CHAPTER I 
INTRODUCTION 
The correspondence between probability measures - more generally 
Lebesgue-Stieltjes measures - and distribution functions is essential in 
studies of mathematical statistics and probability theory,. This corre­
spondence, although rarely mentioned in elementary works^ is usually 
given at more advanced levels (cf„ CRAMER [l], pp 0 80-81; KOLMOGOROV, pp 0 
25-26; LOEVE, pp. 96-98? WILKS [l], pp 0 9-10; and WILKS [2], pp 0 31-33, 
39-41). Loeve outlines the proof for the one-dimensional case, and states, 
perhaps misleadingly, that the generalization to the multidimensional case 
is immediate 0 CRAMER [l] and KOLMOGOROV state the correspondence and refer 
to LEBESGUE (pp. 152-156, 163) and RADON for the proofs 0 WILKS [l] states, 
but does not prove, weaker versions of the one- and two-dimensional caseso 
Lebesgue seems to have discovered the one-dimensional case, or 
rather a result similar to it, prior to 1903 o Radon gives somewhat of 
2 
a generalization to closed intervals about the origin in E (two-
dimensional euclidean space) but does not prove this generalization for 
any higher dimensional case. 
More recently the correspondence has been investigated from a 
measure-theoretic standpoint without any direct appeal to the notion of 
distribution functions 0 For example KAMKE (pp. 41-47) arrives at the 
notion of some types of measures via the approach of finitely additive 
functions defined on intervals, and VON NEUMANN (pp 0 160-170) proves 
2 
a powerful theorem relat ing to ta l add i t iv i ty to the monotone property 
possessed by the difference operator but never e x p l i c i t l y gives the 
correspondence i t s e l f o 
Probabi l i s t s and s t a t i s t i c i a n s tend to present cursory develop­
ments of the correspondence theorem while measure-theoretists , although 
tending to neglect the correspondence i t s e l f , nevertheless obtain pertinent 
r e s u l t s in more abstract settings* Two purposes of th i s paper are to 
re la t e these probab i l i s t i c and s t a t i s t i c a l discussions to the similar 
and more general measure-theoretic resu l t s and to provide an eas i ly read­
able trans i t ion from the former to the latter, , 
N / The di f ference operator A, . for functions on E (N-dimen-
K , o o o K 
1 n 
sional euclidean space) and l e f t - cont inu i ty are discussed in Chapter I I 0 
Theorems concerning the permutation of the differencing subscripts in 
the operator and the representation of the operator as a f i n i t e sum are 
stated and proved,, A necessary and suf f ic ient condition for l e f t - c o n t i n ­
u i ty u t i l i z i n g the difference operator i s given 0 
In Chapter I I I the correspondence theorem in one dimension i s stated 
in three parts and proved in such a way that the trans i t ion to the 
N-dimensional case can be made as e a s i l y as possible,. 
The N-dimensional case and the d i f f i c u l t i e s in generalizing the 
one-dimensional case are discussed in Chapter IV 0 
In Chapter V the superiority of some of von Neumann' s terminology 
over that of Loeve and some of von Neumann's measure-theoretic general i ­
zations are discussed,, I t i s shown that , although von Neumann does not 
s tate the correspondence theorem ? portions of i t fol low from some of his 
theoremso 
3 
The following notations are common throughout the text* E.. and 
E J denote, respectively, one-dimensional and j-dimensional euclidean 
spacef the union of disjoint sets A., is denoted by 2?A^| the empty set 
is denoted by $\ and the symbol I is the "Halmos Finality Symbol" 
which indicates the end of a proofo 
Certain well-known theorems are cited and are given here* 
Caratheodory Extension Theorem^ A measure \L on a field C can be 
extended to a measure on the minimal <J-field over C If in addition 
H is cJ -finite3 then the extension measure is unique and <j-finite,, 
Helne-Borel Theorems Let F be an open cover of a closed and bounded 
set A in E^0 Then a finite subcollection of F also covers A„ 
Continuity Theorem for Measures^ If {A^} is a sequence of sets such 
that A^ I3 A4+i» * ~ 1J 2 , . O . j i and AN = 0$ and if p, is a measure 
n=l 
on a field containing the A , then lim \ik * 0 V provided JJLA < oo 
n - > o o " r 
for some r 0 
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CHAPTER II 
DIFFERENCING AND CONTINUITY FROM THE LEFT 
In this chapter a difference operator for functions on E^ (N-dimen­
sional euclidean space) is definedo Theorems concerning its properties^, 
its representation as a finite sum 3 and its relation to continuity are 
provedo The usual notion of continuity from the left in E* is general-
N 
ized to E and a theorem relating continuity from the left to the dif­
ference operator is partially provedo The remainder of the proof is 
given in Chapter IV 0 
Unless it is otherwise stated, g will be a real^valued func­
tion defined on an open set S CZE^, and n < N 0 
Pi fferencing 
Definition 2 o l s The difference operator A, , is defined recursively 
1 
as followsj 
A g(x| X) = h. (x) = g(x + X u „ ) - g(x) 
K ^  A . K ^ 
th 
where u^ is a unit vector with unity in the i position^ and, for 
n > 2 , 
\...k g ( x' x i " - - » x n ) = \ V . o o X , ( x > \ ] = V . o . x ( x ) o 
I n n 1 n-1 1 n 
Each of the integers k^, k^90oas>k^ is to be in {I , 2 , . . . ,N}. 
For convenience, A. . g(xs X , o o o o 2 X ) will be written s
 k , o o o k 3 ' I s s n 
1 n 
U 9(*5 X) and when g is a function of one variable^ A,g(x£ X) will 
1 n 
be written Ag(x§ x ) 0 
5 
Theorem 2.2; A, , g(x; X,,... A ) = A g ( x ; \!' . = . , V ) where 
1 n 
(k^,...,k ) is any permutation of (l,...,n) a n d is 
the corresponding permutation of (\^,...,\^) 0 
Proof. The assertion is obviously true for n = L Assume it true for 
all r < n - 1. There are two cases. 
Case 1. Suppose k^ = n. By definition 
1 n-1 
By the inductive assumption 
\ . . . X - , ( x ) - A l . , . n - 1
 9 ( x i
 X i — ' N , - 1 > = 
1 n-1 
=
 \ . . . k , 9 ( * ; > V " ° > x n - i ) = \
 A W 
1 n-1 1 n-1 
Hence, according to the definition, 
A l . . . n 9 ( x ' V ) " V V . . A - , ( x > V n ) = 
1 n-1 
1 n-1 1 n-1 
1 n-1 1 n-1 
A n \ . . . \ , ( x i X n ) = A k , . . . k , n 9 ( x ' X l V l ' ^ ' 
1 n-1 1 n-1 
The last expression is A. , g(x; X) since it is assumed that k = n, 
k, o . o K n 
1 n 
Case 2. Suppose that k^ = n, where r / n. Then 
V . . k g ( x i x ) = \ \ . . . \ , 9 ( x ; V = 
I n n 1 n-1 
\ . . . \ , (x + Xn u k ] - \ . . . \ , ( x ) = 
1 n-1 n 1 n-1 
= A k . . . . k , 9 ( x + V k » x i » - - " V l ) • V . . . k , 9 U i 
1 n-1 V n - 1 
A , h. . (x + X u. ; X , ) - A , h. . (x 
k , X , . . . X
 N n k n-1 k , A . , . O . X 0 
n-1 1 n-2 n n-1 1 n-2 
= h, A « (x + X u. + X ,u. ) - h. . (x+X u, X....X _ v n k n-1 k ' \ . o a a \ • n k 1 n-2 n n-1 1 n - 2 n 
V . . A . ( X + X n - 1 " k ' + \...\ . ( x ) = 
1 n-2 n-1 1 n-2 
= A k \...\ „ ( x + V l u k
 9
( x
' V 
n 1 n-2 n-1 n 1 n-2 
= A k , . . . k „ k 9 ( X + Xn-1 u k ,5 X l ' " ° ' X n - 2 ' V + 
1 n-2 n 
- A 
n-1 
k , . . . k
 0 k g ( x' x i » ° - - ' X n - 2 ' V 
1 n-2 n 
\ . . . \ , H U + V l U k > " V . . . \ , x ( x ) = 
1 n-2 n n-1 1 n-2 n 
= A k . \ , . . . \ „ K ( x ; V l * = \ , . . . k J t k , « > ( x » X l < 
n-1 1 n-2 n 1 n-2 n n-1 
A k , . . . k 9 ( x ' X ) = A k . < x ' V 
I n n 1 n-1 
= ,
( X + X n u k ) • \ . . . \ , ( x ) 
1 n-1 n 1 n-1 
= A k , . . . k , g ( x + \ , u k 5 X l » - ' " X n - l ) + 
1 n-1 n 
- V . . k , 9 ( x ; x i ' " " ' V P -
1 n-1 
By the inductive assumption this l a s t difference i s 
A k' . , k ' , 9 ( x + X n u k 5 X l > ' ° ° > X n - l } + 1 7 n-1 n 
~ ^ j^, 9 (X j X ^ 9 » ° • ? X
 n ) j 
1 ° n-1 
where k^_^ = n, w h e r e ( k ^ , . . 0 , k ^ ^) i s the same permutation of 
(k^, o o . jk^^^) a s ( X ^ X ° n i s of ( X ^ j . o o , ^ ^ 2 ) ? and where 
X ' 1 = X . o Thus h - 1 k 
r 
A k . g (x ; X ) = A . , . g(x$ X ' ) , 
I n 1 n-1 n 
where k^ ^ = n, and where the subscripts and increments of the l e f t 
member are appropriately permuted. 
So far i t has been shown that 
V . . k 9 ( X ! X ) = A k ' . . „ k -
 0 n k 9(x| X ' 1 , . . . , X ' n . 1 A n ) 
I n 1 n-2 n 
=
 \ \ a o c k« J< n g ( x ? X l J O O 0 , X n - 2 , X n , X n - l ) ° 1 n-2 n 
The assert ion follows from the resu l t of Case 1. This completes the proof. 
Corol lary 2 . 3 : A f c l k , 9 (* | \« , . . . , \ ' n ) = \ k 9 ( » • ^ » • • • A n ) , 
i n I n 
where (k^, k ^ , . « . , k ^ ) i s a permutation of ( k j , k 2 , . . , , k ^ ) , and 
( X ^ , X ^ , • • • y X ^ ) i s the corresponding permutation of ( X ^ X 2 , o . . , X n ) . 
Proof. Relabel the variables x ^ , . . . , ^ so that xl i s x^ for 
i = 1 , 2 , . . . , n . Define G by G ( x ' 1 , . . . ,x^) = g ( x 1 ? ... ,x^). Then 
A, , g(x; \) = A, G(x' ; \) for all relevant x and all \. 
K . • • • K i « . . n 
1 n 
But by Theorem 2.2, A G(x' ; \) = A G(x' ; V ), where 
x . . . n r, • • • r 
1 n 
(r^ ... ,r ) is the same permutation of (l,2,...,n) as (k^,k^,•••,k^) 
is of ( k 1 , k 2 , . . . , k n ) , and A p G(x' ; V ) = A k, ^ _ k, g(x ; V ). 
1 " * * n 1 " * ' n 
The conclusion follows from the three equalities. I 
Theorem 2.4: 
s s 
j=o /n . s=l 
j 
with the understanding that ^ denotes summation over all subsets 
{.^ "1' * * *' i j l °^ | i > 2 > , , * > n } > a n c l that for j = 0 its value is g(x) 
Proof: The assertion is obvious for n = 1. Assume it true for n = k-1. 
By Definition 2.1 
A l . . . k 9(x;X 1,...,X k) = A 1 # _ k - 1 g(x + \ k u k , \ l f . . . , \ k _ 1 ) + 
•
A i „ . . k - i G ( X ; X i ' - ' x h ' ' 
By the inductive assumption the last two differences can be written as 
sums so that 
k-1 j 
A i . . .
 k h V • I ( - 1 ) k " 1 " J I 9 ( x + V k + 1 \ u i > + i i , s s j=o ,k-l. s=l 
(
 3 ' 
k-1 j 
j=o /k-L s = l 
j 
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The difference of sums will be transformed into the desired result* 
*l...k
 9
^
X ; K i ^ - ° A k ) = 
k-2 j 
J=o / J c - l v s = l s 
j 
k - 1 j 
" Z ( " 1 ) k ' 1 " J l 9 ( x ^ L U i ) + 
j=l ^ k - l j s = l s s 
k 
+ g(x + £ \ s u s ) + ("1-)k 9 ( x ) = 
s = l 
j = 1
 l < £ > 2 = 1 5 s ( k T l ) s 5 
+ g(x + ][ X s u s ) + (-l) k g(x) 
s=l 
Since the sum over ( ^  ) is the sum of all values g(c^ s„ 0<> sc^o x ^ + ^ 5 o 0 . Q x ^ ) 
for which exactly j of the c's are of the form x. + \ o a with the 
l i y 
remaining ones of the form x^, it can be written as the sum of two quan­
tities: the first being the sum of those values for which c. = x, + X, 
3
 k k k 
and the second being the sum of those values for which c^ = x ^ o These 
two sums are the ones in braces,, Their sum is therefore 
10 
Hence 
E 9 ( x + Z x i u i > • 
i . s s 
< > - 1 
k-1 j k 
4 i . . . k ^ ^ ) • E ( - 1 ) k ~ j E 9 ( x + E x i u i ) + 9 ( x + E x i u i ) + 
• i i . s s . s s j=l / k v s=l s=l 
j 
IN. — 
+ ( - l ) k g ( x ) = ] T ( - l ) k _ j [ g ( x + u. ) . 
i . s s j=o / k v s=l 
j 
This completes the proof, i 
n j 
Corollary 2.5: A R g (x ; ^ ,... , \ ) = £ (-l) n~ J £ g(x + £ X ) 0 
1° * * n . , s i c 
j=o / H n s=l s 
j 
Proof: Relabel the x i as in the proof of Corollary 2.3. 1 
Theorem 2.6: A necessary condition that g be continuous at x is that 
lim A. g(x; X) = 0 for r = 1,2,...,n. 
X - » o 1 ' 0 * r 
X e E r 
r
 m J 
Proof: x i m A g(x; X) = V ( - l ) r ~ J V lim g ( x + V x , u. ) = 
*
 x i . . . r LJ Z _ i i i X-* o . X ->o , s s 
J = 0 ,Ts S = l 
j 
r 
= g(x) I ( - D r " j ( T . ) = g ( x ) ( l - l ) r = 0. 1 
Theorem 2.7: If lim A, , g(x; X) = 0 for r = l,2,...,n for every 
X->o V ' * r 
X e E r
 n 
^1 ^ ^ 2 < " " ^ k r w n e r e
 k > e
 l 1 ) 2 , . . - ^ ] , then lim g(x + F ^ s u s ) = 9( x)° 
P J
 X-»o . S S 
n s = i 
X e E n 
11 
Proofs For n = 1 there is nothing to prove since both limit assertions 
are the same* Assume the theorem true for n < q 0 Then 
\ K 9(x| X) = 
V ° q + 1 
= A k l 0 0 k 9 ( x H q + l V 5 S r ° 5 ' V " V c o . k 9(xj X 1 B o . o , X ) = l q ^ 1 q 
[ g ( x
 + V u + L X , u k ) - l £ 9 ( x + ) > , u k ) -
S I S I 
j=o ^ s = l s j-o ^ s=l s 
q + 1 q - 1 ^ j 
= g(x + l x s % ) + I ( - D q " J I g ( x + X q + 1 u q + 1 + I J ^ u ) + 
s=l j=o s-1 s 
i S 1 
j=o
 fq^ s=l s 
The function values in each of the last two sums over ( °? ) are of the 
J 
form g(x + Y X k U k ^ where r < q so that by the inductive assumption 
, s s 
s=l 
each of these tends to g(x) 0 Hence 
q + 1 
0 = lim A, . g(xj X) = lim g (x + ) X u ) + 
-> o 1 q+1 X ™* o 
S — J. 
fq-1 q ^ 
+ 9(x)<^ I ( - 1 ) " ( « ) - I ( p \ -
l j = o j=o J 
6+1 
= lim g(x + Y X s u s ) " ^ ( x ) 
o . 
s=l 
T h e c o n c l u s i o n f o l l o w s . 
C o n t i n u i t y f r o m t h e L e f t 
D e f i n i t i o n 2 . 9 : F o r a n y x e E a n d a n y ( t n , t } . . . , t w h e r e 
t n < t _ < ... < t . a n d t . e 1 . 2 , . . . , N f o r j = 1 , 2 , . . ., k , w r i t e 1 2 k J 
x ~ ( x , x , . . ., x , ) . g i s s a i d t o b e c o n t i n u o u s f r o m t h e l e f t a t 
t k t l "2 " C k 
p r o v i d e d t h a t , f o r e v e r y - j t ^ , t ^ , . . ., t ^ j - ( ^ ^ 1 , 2 , . . . ,nJ- , w i t h 
* 1 < * 2 < ••• < V 
_ l i m _ \
 N g ( a ; x-a) * 0 
a t ~ " X t k k 
w h e r e , f o r e a c h r e l e v a n t t ., - < x > < a ^ < x _ , _ < o o . 
j t . - t . 
3 3 
I t i s c l e a r t h a t f o r N = 1 t h e a b o v e d e f i n i t i o n d e s c r i b e s t h e 
u s u a l n o t i o n o f c o n t i n u i t y f r o m t h e l e f t . T h e f o l l o w i n g t h e o r e m 
T h e o r e m 2 . 7 g i v e s a s u f f i c i e n t c o n d i t i o n f o r c o n t i n u i t y o f g . 
F u r t h e r m o r e , a s l i g h t m o d i f i c a t i o n o f t h e p r o o f o f T h e o r e m 2 . 6 s h o w s 
t h a t t h i s c o n d i t i o n i s a l s o n e c e s s a r y . T h e d i f f e r e n c e b e t w e e n t h i s 
c o n d i t i o n a n d t h e o n e o f T h e o r e m 2 . 6 i s i l l u s t r a t e d b y t h e f o l l o w i n g 
T h e o r e m 2 . 8 : T h e c o n d i t i o n i n T h e o r e m 2 . 6 i s n o t s u f f i c i e n t . 
P r o o f : C o n s i d e r t h e f u n c t i o n g ( x ^ x ^ ) w h i c h i s z e r o i f x ^ = 0 a n d 
u n i t y o t h e r w i s e . T h e n 
A j g C O ; X 1 ) - 0 a n d g ( 0 ; \^ = 0 . 
b u t g i s d i s c o n t i n u o u s a t t h e o r i g i n . 
1 3 
c o n s i d e r a b l y s i m p l i f i e s t h e n o t i o n o f c o n t i n u i t y f r o m t h e l e f t I f t h e 
f u n c t i o n g h a s a m o n o t o n e p r o p e r t y ( A ^ ^ g > 0 ) . 
T h e o r e m 2 . 1 0 : S u p p o s e g i s d e f i n e d t h r o u g h o u t E a n d t h a t 
^ g ( a j x - a ) > 0 f o r e a c h a = ( a _ ^ , a ^ , . „ . , a ^ T ) s u c h t h a t 
a ^ < x ^ , i = 1 , 2 , A n e c e s s a r y a n d s u f f i c i e n t c o n d i t i o n t h a t g 
" b e c o n t i n u o u s f r o m t h e l e f t a t x i s t h a t 
l i m
 =
 A 1 ^ g ( a ; x - a ) = 0 
a . - > x , 
i i 
f o r i - 1 , 2 , . . . , N . 
A D i s c u s s i o n o f t h e P r o o f . T h e c o n d i t i o n i s o b v i o u s l y n e c e s s a r y ; i t s 
s u f f i c i e n c y f o l l o w s f r o m t h e f i n i t e a d d i t i v i t y o f A - , ^ o n t h e c l a s s 
o f a l l i n t e r v a l s h a l f - o p e n o n t h e r i g h t . T h e p r o o f i s t h e r e f o r e d e l a y e d 
u n t i l t h i s p r o p e r t y i s e s t a b l i s h e d . 
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CHAPTER I I I 
THE CORRESPONDENCE THEOREM IN ONE DIMENSION 
In th i s chapter the concepts of "distribution function" and 
"Lebesgue-St ie l t jes measure" wi l l be defined in E
 f and the correspond­
ence theorem i ; i one dimension wi l l be stated and p r o v e d o Assumed i s an 
acquaintance with the elementary concepts of the theory of functions of 
a real variable^ espec ia l ly the material in Part One of LOEVE„ 
i 
Definit ion 3 o l s A real-valued function F on E i s said to be a d i s ­
tr ibut ion function in case i t i s f ini te ,nondecreasing ? and continuous from 
1 
the l e f t throughout E . 
Def ini t ion 3 o 2 ; A measure defined on a c lass S of s e t s in a 
euclidean space i s said to be a Lebesgue-St ie l t jes measure on S i f i t 
i s f i n i t e on any f i n i t e interval in S. 
The Statement of the Theorem 
The theorem i s stated in three par t s 0 
Part I : Let (3 = [ [ a s b ) | - °° < a < b < ° ° } 0 A Lebesgue-Stielt j e s 
measure jx on extends uniquely to a Lebesgue-St ie l t jes measure on 
the c lass flQ = I k + 1 ° | I k e Q>15 I e or I = E j> , a f i e * d 
over ; the Borel f i e ld Q i s the minimal d - f i e ld over Q s and I 0 
\L on Q extends uniquely to a Lebesgue-St ie l t jes measure on 
15 
® H = { A I A = B + N> where B e 6 and N C T Q e ® with = o j , the 
completion of the Borel field for \ l . 
Part lit The relation, ~, on the class of distribution functions 
defined by 
F ~ G if, and only if, AF(x; \) = AG(x; X) 
1 1 ^ 
for all x e E and all X e E is an equivalence relation on J" <> The 
relation 
n [ a , b) = AF(a; b-a) , 
where -«> < a < b < oo , defines a finite measure |i on 6Bj» 
Part III: The function <p which assigns to each equivalence class 
(represented by F) the measure of Part II establishes a one-to-one 
correspondence between the equivalence classes and the class of Lebesgue-
Stieltjes measures on Q > ^ 
The Proof of Part I 
It will first be shown that the class Q of Part I is a field 
o 
and that Co is minimal over Co
 0 The extensions from $ T to ( B and 
o I o 
from Q to Q are accomplished in a natural way and the extension from 
<j$o to Q is guaranteed by the Caratheodory extension theorem. 
Theorem 3.3: The class & is a field. o 
n m 
Proof: Let A = 1^ + 1° and B = ^ + J° be arbitrary sets in 
k=l k=l 
3 <» By definition of a field, it suffices to show closure under 
o 1 ' 
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complementation and the formation of f i n i t e unions. The proof given here 
of closure under complementation involves three cases. 
n 
Z c c I k i s empty, then A = I and A = I . Since 
k=l 
I i s e i ther in © _ or I = E*. in ei ther case I i s in the c lass ( 3 . 
I 7 o 
n 
Case 2 . I f I C i s empty, then A = £ I ^ o Write 1^ = [ a k , b k ) . 
k=l 
Relabel , i f necessary, the intervals 1^ so that a^  < b^ < a^ < b ^ . o X a ^ 
That th i s can be done follows from the fact that A i s a d i s j o i n t union 
of in terva l s . I t fol lows that 
n-1 
A° = [ a x , b n ) c + I [ b k , a k + 1 ) , 
k=l 
so that A has the desired form, 
Case 3 . I f neither I k nor I c i s empty? then A C = i f ^ 
k=l \ k = l / 
But from Case 2 
n . c n-1 
( E O - E 
\ k = l 7 k=l 
Ls + L C k 
where L and a l l the L. are in ( ? T . Thus 
k I 
AC
 "
 1
 I Lk + L j = 'I V + I L C 
\ k = l ' k=l 
Now I L C i s empty, an element of or a d i s j o i n t union of two in ter ­
vals in A l so , the c lass &^ is closed under the formation of f i n i t e 
17 
intersections, as can easily be seen P so that L^I e 3 for each ko 
Thus A C is a disjoint union of intervals in 3^ and hence is in Q
 0 
The proof of closure under complementation is now complete„ 
It remains to verify closure under the formation of finite unions 
It suffices to prove that if A and B are in (% , then A IJ Be Q > ^ a 
n m 
As before, suppose that A = ^ 1 ^ + 1 ° and B = ^ X + J C be sets in 
k=l i=l 
$ Q° Two cases arise 
Case 1 o Suppose that (IJ) C = 0 o This means that I = J = F?"
 0 
Use the identity A U B = AB C + AB + A CB to write 
\k = l ' M = l / k=l i=l Xk=l J i = l 
Let [a_ s bj) = I_ be the shortest interval half-open on the right which 
n m 
contains ^ Let 1 ke similarly defined for ^ J L „ 
m 
Then 
l 
m
 n C *
= 1 i = 1 
y Z ^ij = *" where the J\ are intervals in J disjoint from 
i =l m > n . c 
the J i o (In fact, Z J ± = J - ^ J i ^ Similarly f Z I k ) = 2 I k + - ° 8 
i=l 
It follows that 
x k = l 
s n . m 
A
 u b = ( Z j k ) o u i + j c ) + Z : k j i + ( 2 I k + ^ Z J i 
^k=i y i,k i=l 
m 
c 
I ¥ i + E v - c + E V i + E + l J i l -
x ^ l c 1 c — X l j i c x ^  1 c x X 
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Thus A U B is a finite disjoint union of intervals in ( 3 ^ and therefore 
is in S . 
o 
Case 2. Suppose that either I or J is in 3^ so that 
IJ = 1 6 ^ . Then 
A U B = (A IJ B)E 1 = (A U B) (I + 1°) = (A U B)l + (A U B)T C = 
• n m N / n n» v 
k^l i=l 7 Vk=l i=l 7 
/ n m \ 
Xk=l i=l 
/ n m v n m 
^k=l i=l 7 k=l i=l 
where the Ij^  and Jl are in (3
 8 This, by Case 1, is reducible to a 
n' 
disjoint union ^ lj| of intervals in fl^.. It follows that 
k=l 
n' 
A U B = I + I C , 
k = l 
and hence A U B e (3 o < , This completes the proof. i 
Theorem 3.4; The Borel field Q is the minimal d-field over Q> <, o 
Proof: Let 0 * be any d-field over (3 . and let ( 3 T be the class of o J 
all intervals 0 Since ( 3 is the minimal d-field over ( 3 ^ , it is suf­
ficient to show that (3*^) Q>y 
Let I e Q j , If I = [a, b ) , then by definition I e S Q < . Since 
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# o C # * , I effl*. I f I = [ a , b ] , then 
OO 
I = [ a , b)(J H[b» b + • 
n=l 
Since Co i s a d - f i e l d and i s therefore closed under the formation 
of countable intersect ions and countable unions, i t fol lows that I e Q 
If I = (a , b ] , then 
oo 
I = [ a , b] - f ) [ a 9 a + £ ) , 
n=l 
and since ( 3 * i s closed under di f ferencing, I e(3* . I f I = (a , b ) , 
then 
CO 
I = (a, b] - f t l > , b + £ ) 
n=l 
and I e ( 3 * . If I = E 1 or I = ( - C O , b ) , then I can c lear ly be rep­
resented as a union of intervals in and therefore belongs to ( 3 * o 
Since [ b , 0 0 ) = ( - » , b ) c , [ b , 0 0 ) e f i * , and since (-«>, b] = ( - » , b) + 
OO \ w.
 c 
+ [ b , b + £ ) , ( - 0 0 , b] e <3 . F inal ly (b , « ) = (-«>, b] so ( b , » ) e 
n=l 
I t follows that B j(Z6B*<» This is the desired assert ion . I 
Definit ion 3.5; Suppose \i i s a f i n i t e measure on Define \i on 
CO 
( 2 q as fo l lows: p, A = ^ p.1^  where {l^"} 1 S any pairwise d i s j o i n t 
- k -1 
sequence of sets in CP^  for which ) 1^  = A, where A e G q 0 
k = l 
This de f in i t ion requires that every A e Q q be representable as 
an i n f i n i t e d i s j o i n t union of sets in & T . If A has the form 
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I 4 
^ I k , then A = ^ 1^ where 1^ = 0 for k > n. If A i s of the 
k=l k=l 
n 
form £ 1^ + I c , where I C f 0 and I = [ a , b ) , then 
k=l 
n oo oo 
A = £ I k + £ [a - n - 1, a - n) + £ [b + n, b + n + 1 ) . 
k=l n=o n=o 
In e i ther case A is representable as an i n f i n i t e d i s j o i n t union of 
sets in . The def in i t ion is therefore meaningful <= 
Lemma 3.6: The re la t ion LL defined above i s a function on $ « 
— r o 
Proof; Suppose that A e S q has two representations\ that i s , 
n m 
A = £ I k + 1° = £ J r + J° . 
k=l r = l 
c 
As shown above, I can be written as a d i s j o i n t union of intervals in 
oo n oo 
<3 , say 1° = ^ I k » Thus ^ 1 ^ 4- 1° = ^ I k , where a l l I k are in 
k=n+l k=l k=l 
m 
T 
r= l r= l 
i n 
^ Simi lar ly £ + J C = £ J 
CO CO 
E I k + l C = Z ^ k = I ^ k A = Z ^ k I J r = 
k=l k=l k=l k=l r=l 
8
 M V r = I I ^ k J r 
k=l r=l k=l r=l 
since \L i s countably additive on ( 3
 0 By interchanging the roles of 
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n m 
Y 1^ + 1° and Y ^ r + J C the same expression can be obtained for 
k=l r=l 
m 
\i E ^r + ^° * Thus ^ i's a function,, S 
r=l 
Theorem 3.7; The function p, on ( 3 Q is a measure, and it is the unique 
extension of u, to (3 „ 
^ o 
Proof; To prove that \i is a measure on Q>^ it only remains to show 
that it is countably additive, since it is nonnegativec Assume that 
A e Q> and A = ) A where each A e Q
 0 It must be shown that 
o Z_i n n o 
n=l 
0 0 
n=l 
m 
Note first that if B e ( 3 q and B = ^ + J C , where 
k=l 
J C = V J , and J , e G L , then J C is itself a set in 0 
k=l 
/~\ 
such 
K k l' o 
k=m+l 
°° m m 
that \iJc = Y l^^ 0 Also \i Yj^k= E ^ k " ^ ^ ° ^ ^ o w s that 
k=m+l k=l k=l 
m 
— ,c 
^
B =
 P E J k + ^ J 
k=l 
Since A and each A are in Q , 
n o' 
m m n 
^ _ \ T _L T C I A _ V -["(n) 
= E X k + l C a n d A n = E I k s n = 2 > 3 ' ° 
k=l k n=l n 
m m l 
1^ + IK } where I e &^ or 
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c (l) c 
Clearly either I and I are either both empty or they 
are both not„ Suppose they are both empty,, Then 
m m m oo m n 
f A = - ^ I k A = £ > I k I I I 
(n) 
k 
k=l k=l k=l n=l k =1 n 
n 
m 
oo
 n 
(n) Since I k C T A , *k = Z Z *k K Since \i is countably additive on 
n=l k =1 n 
n 
m a. m n oo m m n 
> V ? ° • E { E E 
k=l n=l k =1 n n=l U = l k =1 n 
But 
n 
n n m n 
\ - E i f 0 - * E ^ n ) = E E v i n ) > 
k =1 n k =1 n k=l k =1 n 
n n n 
and each 1,^1, £ G T . Hence k k I 
n 
m
 n 
^
A n = Z Z ^ k 1 (n) k^k 
k=l k =1 n 
n 
Substitute above to obtain the countable additivity assertion. 
c (l) c 
Now consider the case where both I and I are not empty. 
Since I c = I C I ( 1 > C + I c i ^ ) , 
m m m" 
A =
 E i k + i C - E x k + u u i ( 1 ) ) c + i c - E v j C > 
k=l k=l k=l 
23 
where each J k e ® and J = I U l ^ . Similarly 
k 1=l k x=l 
( l ) c ( l ) c 
and since I is disjoint from A^jA^,. <>.
 9 I I is also disjoint 
V (1) 
from them. Thus the sets in ) maintain the disjoint relation-
k i = 1 1 
ship. Hence it may be assumed that 
A - I I k + I C, and A l - I I< j > + I C . 
k=l k x=l 
m 
Now observe that p,A = JJU ^ ^k + a n c ' ^ A i = M* ^ * k ^ + 
k=l k ^ l 1 
Next it is clear that 
m 
(n) 
k 
k=l n=l k =1 n 
n 
From the preceding case 
m. 
m 1 oo 
* I h ' ? I X k ) ) + I ? A n 
k=l k x=l n=2 
Therefore 
m ' " i oo 
i T A - £ £ i k + j T i c - J T £ i < j 5 + M C + £ M n = 
k=l k,=l n=2 
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=
 *
 A l + E * A n = E * A n ' 
n=2 n=l 
This proves that \ i on ( 3 Q is a measure. 
It remains to show that the extension is unique. So suppose p.' 
CO 
is another extension. Write A = E *k* w n e r e e a c n e ®j a n c J A * s 
n=l 
arbitrary in ( 3 q . Then 
oo oo 
A =
 E X k = E Xk = ^ A " 
n=l n=l 
Therefore \i* and \L agree on The proof is now complete. !i 
Theorem 3 . 8 . The measure \ i extends uniquely to 
Proof: It has been shown that the Borel field & is the minimal 
d-field over the field ( 2 . Since u, is assumed finite on $ T , its 
o r 1 7 
extension to Q q is clearly d-finite on $ Q . The Caratheodory extension 
theorem applies to yield that \L extends uniquely to 
Let \ i denote the extension of \ i from 3 to fi, and let u, 
denote the extension of u, from Q> to Q> . The extension LT is defined 
as follows: if A = B + N where B e 8 and N C Q e $ with jiQ = 0, 
then p T A = |i B , That \L is a measure on G is obvious. 
Suppose p,' is another extension. Then p.* A = ji1 (B + N) = p . ' B + 
+ ji* N < ^ ' B + ^ ' Q = JiB + J T Q = JiB = | l A , so that p,' A < j f A . On the 
other hand p.* A = p.1 (B + N) > p.1 B = [ T B = A so that ji' A > jf A . It 
follows that p,' and jT agree on G > ^ . This completes the proof. I 
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Theorems 3.3, 3 . 4 , 3 . 7 , and 3.8 give the resu l t s stated in 
k*l 
Part I . 
The Proof of Part II 
In order for the re lat ion ~ to be an equivalence re lat ion i t i s 
necessary and suf f i c i ent that F ~ G G ~ F; F ~ G and G ~ H = = > F 
and F ~ F; for a l l F, G, and H in c£. I t i s e a s i l y seen that these 
three conditions hold,so that ~ i s an equivalence re la t ion . I t i s a lso 
c lear that \i i s f i n i t e . To ver i fy the remaining assert ion i t must be 
oo 
shown that i f I = ) I , where I = [ a , b) and I = [a , b ) , then 
L n' n L n' n ' 
n=l 
oo 
^ = I ^ n ' 
n=l 
Let n be given. Then each L C I , j = l , 2 , . . . , n , and the 1^ 
are pairwise d i s j o i n t . Interchange the subscripts , i f necessary, so that 
a < a, < b, < a 0 < b» < o.. < a < b < b. Then 
- 1 - 1 - 2 - 2 - - n - n -
n n n 
j > k = I A F ( v b k - a k ^ I t F < V - F M + 
k=l k=l k=l 
n+1 
+
 I ^ - F ( b k - i ^ 
k=l 
since the l a s t written sum i s nonnegative. Here F(b Q ) = F(a) a n d 
F ( a n + 1 ) = F ( b ) . Thus 
£ p.I k < { ^ ( b ^ - F ( 3 l ) ] + [ F ( b 2 ) - F ( a 2 ) ] + . . . + [ F ( b n ) - F ( a n ) ] j + 
+ { [ F ( a 1 ) - F(a) ] + [ F ( a 2 ) - F ( b 1 ) ] + . , . + [ F ( a n ) - F C b ^ ) ] + 
+ [F(b) - F ( b n ) ] ] = F(b) - F(a) = AF(a; b - a) = [ii . 
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Since th i s holds for a l l n, 
n=l 
I t remains to prove the reverse inequal i ty . I f b = a, there i s 
nothing to prove; so assume that a < b. Let e > 0 be arbi trary . Set 
I & = [ a , b - b) where, using l e f t - cont inu i ty of F, b i s chosen so 
that a < b - b and AF(b - 6 ; b) < - , Also due to l e f t - cont inu i ty , 
for every n there i s a 6 > 0 such that 
n 
AF(a - 6 ; b ) < —^— . 
n n n
 2
n +
^ 
b b °° b Write I = (a - b , b ) . Then, since I C U I , i t follows from the 
n n rr n . n 
n=l 
Heine-Borel theorem that some f i n i t e subclass of the I & a lso covers 1^ 
n 
I t i s assumed that no interval in th i s subclass i s redundant; for i f 
» 
that be the case, the redundant intervals may be eliminated. Thus 
i l c U i s . 
k=i n k 
Also there i s no loss of general i ty in assuming the subscripts are 
ordered so that 
a - 6 < a ; b > b - 6 ; a - 6 < a - b ; b < b 
n. n. ' n n. n. n 0 n ' n , n 1 1 m 1 1 2 2 m-1 m 
and so that for i = 2 , 3 , . . . , m - l , 
a - 6 < b < a - b < b 
n. n. n. , n. . . n. . . n. 
I I i - i l + l l + l I 
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The situation is illustrated below. 
a b b ... b b b 
1 2 m-1 m 
1 . ) 1 1 1 1 j j 1 1 — — h 
a - 6 a - 6 a - 6 . . . a - 6 b - 6 
n. n n 0 n 0 n n n n 1 1 2 2 3 3 m m 
Now 
A F(a; b - a - b) < AF(a - 6 s b - a + 6 ) = 
-
 n l
 n l n m n l n l 
m 
= AF(a -b ; b - a + 6 ) + V AF(b ; b - b ) 
n l n l n l n l n l . L 0 V l n k n k - l 
k=2 
Since AF(b ; b - b ) < AF(a - 6 ; b - a + 6 ) , if the 
V l n k V l " n k n k n k n k n k 
former is replaced by the latter in the last written sum, the inequality 
becomes 
m 
AF(a; b - a - b) < V AF(a - b ; b -a + 6 ) 
~ .
L
,
 n k V n k n k n k 
k=l 
But 
m 
y A F ( a - & ; b - a + & ) < Y A F ( a - 6 ; b - a + 6 ) = 
L n. n, n, n. n, - L n n n n n' 
. . 'k "k "k "k "k 
k=l n=l 
o o oo 
= Y l*AF(a ; b - a ) + AF(a - & ; & ) } = V AF(a ; b - a ) + 
L I n' n n' v n n' n'J L n' n n 
n=l n=l 
o o o o 
+ Y AF(a - b ; 6 ) < Y AF(a 5 b - a ) + % . 
L n n n - L nJ n n' 2 
n=l n=l 
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The above inequal i t i es then reduce to 
AF(a; b - a - b) < Y AF(a ; b - a ) + | 
' - L n' n n 2 
n=l 
Final ly 
AF(a; b - a) = AF(a; b - a - b) + AF(b - 6 ; b) < 
CO 
< AF(a; b - a - 6 ) + | < Y AF(a ; b - A ) + e . 
' 2 L n n n 
n=l 
Since th i s holds for every e > 0 , 
oo 
AF (a; b - a) < Y AF(a ; b - A ) „ 
' - Z_i n' n n 
n=l 
This i s the reverse inequal i ty . Therefore p, on d ^ i s countably 
addit ive and i s hence a measure. This completes the proof of Part I I o § 
The Proof of Part I I I 
Let ffl{£j) be the c lass of Lebesgue-St ie l t jes measures on (B^f 
and l e t cp be the function which assigns to each equivalence c lass 
eir the measure p.[a, b) = AF(a J b - a ) . By Part I I , c p f c ) C I 7 t t ( £ ) . 
I f P . e M(Sj) and ^ = < P C £ P ) = c p C ^ G ) , then AF = AG by def in i t ion of < P , 
and hence & = J ^ Q » I t i s therefore suf f ic ient to show that cp maps 
onto t / l ( S j ) . To do so , a d i s tr ibut ion function F wi l l be constructed 
so that AF = p. for any given p. e 7/l(Sj)« The function F defined by 
j J A [ O , x ) , i f x > o ; 
F(x) = < 
1^ -p. [ x, o ) , i f x < o 
2 9 
is such a distribution function- To verify that AF = p,, three cases 
will be consideredo 
Case l o If 0 < a Q < a^, then from the additivity of \ i on ( 8 ^ 9 
n [ a Q , a 1) = ji[o, a 1) -\L[O, a Q ) , or ^ [ a Q ? a 1) = F ( a 1 ) - F(a Q) = 
= AF(a Q; a 1 - a Q ) 9 
Case 2 0 If a Q < 0 < a^, then V-la0? a^) = M-[a Qo 0 ) + p , [ 0 , a ^ ) , 
or ti[aQ, a x) = - F(a Q) + F(a 1) = AF(a Q$ a^ ^ - a Q) . 
Case 3 o If a Q < a^ < 0 , then n [ a Q > a^) = u,[aQ, 0 ) - p . [ a 1 ? 0 ) , 
or ji[ao, a 1) = - F(a Q) + F(a x) = AF(a Q, a x - a Q ) . 
Thus AF - [i o 
It remains to show that F is a distribution function Clearly 
F is finite 0 If < then since \ i = AF, F(x 2) - F(x^) = 
= p.[x^, x^) > 0 so that F is nondecreasing 0 It follows from the con­
tinuity theorem for measures that 
0 | F ( X _ 2 ) - F(x 1)^ = lim _ n [ x 1 ? x 2) = p, lim _ [ x ^ x ^ = y>0 = 0 , lim 
x^ ~ ^ ^ 2 x^ y X 2 x^ X 2 
so that F is continuous from the l e f t o F is therefore a distribution 
function and Part III is provedo 
I 
This completes the proof of the theorem in E » 
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CHAPTER IV 
THE CORRESPONDENCE THEOREM IN N DIMENSIONS 
In this chapter the correspondence theorem in E^ is proved 0 The 
proof mimics the proof of the theorem in E^ 0 
The Proof of Part I 
The definitions and theorems of Part I remain the same in E^ (with 
obvious modifications) except for the followingo 
Distribution functions F on E^ are described just as those on 
except that the nondecreasing condition is replaced by the monotone 
requirement A.
 kl F > 0 given in Theorem 2 010 o 
The ordering process used to prove that $ Q is a field in the one-
dimensional case is more complicated in the multidimensional case. It is 
described in the following 
Theorem 4„ls The class Q is a f i e l d o 
.—_ o 
Proof; The ordering process for the case N = n = 2 is illustrated 
below. 
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r T 2 
<h2 
A , 2 [ * V ) = [ l , 1 . 
i=l 
2 . 2 ^ . 
1 = 1 1 = 1
 A 
Li 1 J L l J 
1 > J 1 ? J 
b 2 * 
h l 2 x3 4 
n 
It will first be shown that if I L , ^ 
n k=l 
I, where I and the I, 
k k 
are in then I - ^ 1^ is a disjoint sum of intervals in 
k=l
 K 1 
N + t N + t t t 
Write I = [a, b) = X [a x, b x ) = O A , where A = E x Q O O x [ a ^ b 1 ) 
N
 t t N t 
x.. o xE^. Similarly write 1^ * X [a^ , b^ ) = ^\ A^
 e Now, for each 
t, rearrange the a ^ and b ^ in ascending order, and let them be 
relabeled as follows: 
a
t
 - x* < x* < ... < x* - b* 
o - 1 - - n t 
Denote [ x£ , x£ ) by I*' and E x .
 0 » x l } x . • • x E by A^ , 
V t K t 1 t t 
3 2 
k^ . = l , 2 , . . . , n ^ , t = 1 , 2 , . . . , N. Then 
[ a * , b*) -lit, A t - I A* , and I - 0 £ £ • 
k =1 Z k =1 k =1 t t t 
By a d i s t r ibut ive law the l a s t intersect ion can be written as a sum of 
intersect ions of the A,^  . A l so , each of these intersect ions of the 
k t 
t t A, can be written as a cross product of the I,
 0 Thus I can be 
k t k t 
written 
n 
t = l K t V 1 
N 
Some of these basic intervals ) ^ I* add to the intervals 1^, 
t = 1 t
 N m 
while the sum of the remaining ones i s I - 1^ = 1^ , say, where 
1 1 
the I,' are intervals in ( 3 T o k I 
m 
Let A = £ I k + I c and B = £ J k + J c be arbitrary sets in 
k=l k=l 
As in the proof in E* there are three cases considered in proving 
that Qn i s closed under complementation 
E c c I k i s empty, then A = I and A = I» I i s in 
k=l 
(3 since I i s e i ther in (3T or I = E^0 
o I
 n 
Case 2 o I f 1° i s empty, then A * £ I k o There i s an interval 
n 
k=l 
I D ^ I k » I t has been shown that 
k=l n m 
T
 " I h • I J r 
k=l 1 
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Where the J are in ( 3 - . Thus 
r I 
(i h) - (- • u 
x k = l / x r=l ' r=l 
+ I C 
n .c 
E \ ) 
<=i / 
Hence f £ I b ) e & 
k ]
Q C C 
Case 3. If neither ) 1^ nor I is empty, then A = (~) I 1^ < 
k-i k = 1 
Since I Z D I ^ , k = l, 0 O 0,n, and since I 1^ = 1 - 1 ^ 9 
i : k c • E J - » 
v 1 
where the J e < j f L . Thus 
r k 1 
m. 
n K 
=
 n E
 J r • 
k=l , k 
By the distributive law this intersection can be written as a sum of 
intersections of the J
 a It can easily be shown that the class QT 
r k 1 
is closed under the formation of finite intersections a It follows that 
A C can be written as a sum of intervals in ( 3 _ and hence A° g (3 <= 
I o 
This completes the proof of closure under complementation. 
The proof of closure under the formation of finite unions follows 
now just as in the one-dimensional case. 
The proof is now complete. K 
Theorem 4.2. Q> is the minimal d-field over Q> , 
^ Q 
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Proof; As in the one-dimensional case i t i s suf f ic ient to show that any 
d - f i e l d (£ over Q> contains the c lass of a l l in terva l s . So l e t 
o 
N
 t N t 
I = X I be any interval at a l l . Write I = ( \ A , where 
t = l t = l 
t t t' 
A = E. x . . . x I X . . . x E . , and for t' d t l e t V = [-n, n ) , 
1 N' ' n L ' ' 
be a sequence of one-dimensional intervals of 
o o o o 
Q ) for which P j ^ ~ * o r ^ I ^ = I <> (Such a sequence can always 
be constructed.) Clear ly , e i ther 
o o o o A t = U U ( V 1 X . . . X l t X c » < . X V N ) or 
. . n m 
m=l n=l 
o o o o 
A 1 = 0 U ( V 1 X . . , XI t X . c X V N ) , I ' , n m n ' 
m=l n=l 
so that e i ther 
f j o o o o I = pi U U ( V 1 ^ 0 0 o x I t X o . . x V N ) o r I \ . , n m n 
t=l m=l n=l 
J \ ] o o o o 
t=l m-1 n=l 
I n e i ther case I e ( 3 since 0 $ i s a d - f i e ld over Q and i s there-
o 
fore closed under the formation of countable unions and countable in ter ­
sect ions . This completes the proof* U 
The only remaining modification in Part I i s the ver i f i ca t ion that 
a n y set in Q> can be represented as an in f in i t e sum of intervals in ( 3 T < 
O o o - L 
It suf f ices to show that i f I e Q
 f where 1/^0, then I C = £ 1^, 
n=l 
where each I e ( 3 ^ . . Clearly there i s a sequence { j n ^ } of intervals in 
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0T such that J. = I, J C j , n = 1,2,,,,, and U J = E . Also 
I i n n-ri i " 
oo 
it is clear that 1° = £ ( J n + 1 - J n ) • B Y t h e f i r s t result in Theorem 4,: 
n=l 
J n + l " J n = I 1 ! * ' W h e r e i n k * 3 ! ' x = l,...,mn, n = l , 2 , . . . . Thus 
k=l 
oo m n 
• E I 
n=l k=l 
so that I has the desired form. 
Difficulties arise in generalizing the proofs in Part l i e That 
vJ N 
the relation, ~, on the class J of distribution functions in E , 
defined by 
F ~ G if and only if A ^ ^ F = * l 2 o o o l f 
N 
for all x e E , is an equivalence relation and that the set function 
u. = ^F is finite and nonnegative are obvious assertions. It 
remains to prove that |JL is d-additive on 0
 0 This is the difficult 
part. 
The proof of d-additivity will require finite additivity, and 
the proof of finite additivity requires several preliminaries to which 
the following section is devoted. 
Preliminaries to Generalizing Proof of Part II 
N r ") 
Definition 4,3; Let A CZE , T^ = ^ l , 2 , , o o , N j , and let 
T|Vl = jt^, ^ 2 , 0 ° ° s ^ M } b e a s u b s e t 0 T > ^he projection A^ of A 
M 
T M M 
onto E = X E is defined as follows; 
j=l j 
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M I M 
Here we have written E ^ ^ 
W \ x ( x t 1 —^ A for some x_ _ e E 
1 e
 TK 1-T» 
N M 
Corollary 4 . 4 : A I j B = (A U B) j ( X A J = X A , 
M M *M \ t = l / T,, t eT . . 
t t 
where each A e E 5 and i f T D C. T.. , (A T )_ = A T <, 
R M TM T R T R 
Proof: The proof follows from set inclusion arguments,, The d e t a i l s w i l l 
not be.given here 0 
N
 t N t 
Theorem 4 . 5 : Let I . = X * i a n d I 0 = X I 9 $ where for j = 1 , 2 , 
1
 t = l 1 Z t = l ^ 
1 ^ = [ a ^ , b ^ ) i s a one-dimensional intervale A necessary and s u f f i -
^ t t t t 
c ient condition for I , + I 9 = I = X I ? where I = [a , b ) i s a one-
t = l 
t t dimensional interval , i s that for a l l t save one I , = I~ , and that for 
9
 i 2 3
the remaining ones the one-dimensional intervals abuts 
Proof: The suff ic iency of the condition w i l l be proved f i r s t o Relabel , 
i f necessary, so that 1 ^ and 1 ^ abuto That i s , 1 ^ + l £ = [ a ^ , b^) + 
[ a 9 , b 9 ) = [a,^ , b 9 ) „ Now use the device X I * = 0 A ^ where 
t £ T J t e T J 
Aj E^X 900 X < ° > X Ej^ j, t 1 , 2 j o o o , N, j 1 , 2 , wxth "^"fj ^ l , 2 , o o o , N ^ o 
N
 t N t 1 ! 
I t follows that I . = P | A, , I Q = r\ A Q , that A, + A 9 = 
1
 t = l 1 1 t = l 
= ( 1 ^ " + 1 ^ ) x E^ X 0 o o x E^ and that A^ = A^ for t = 2 , 0 <>»,N= Clearly 
1 ^ and I^ are d i s j o i n t and 
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-> * =2 • a * * * A *= • ( a *') (*•' * *=D • 
so that 1 ^ + I = I . The condition i s therefore su f f i c i en t . 
Conversely suppose that 1 ^ + = I* I t i s eas i l y seen that for 
some t , ^2 * s e m P t y ° F ° r i f not, there i s an in ^1^2 ^ o r 
each t = 1 , 2 , . . . , N so that (x^, x^, . . . , x ^ ) e s i n c e 
N
 t t 
I 1 I 2 = « ^ ^ 1 * 2 ^ ' a n c l therefore 1 ^ i s not d i s j o i n t from 1^° Relabel , 
i f necessary, so that 1 ^ and 1 ^ are d i s j o i n t . I t w i l l now be shown 
that 1^ and 1 ^ " abut. For def ini teness l e t 1^ be to the l e f t of I ^ 
Suppose they do not abut. Then b ^ < a^ and 1 ^ + 1 ^ i s not an in terva l . 
But 1 ^ + I^ i s an interval ( in E ) . 
By Corol lary 4 . 4 the project ion of 1 ^ + onto E^ (the projec­
t ion i s an interval in E^) must be equal to the union of the project ions 
of 1 ^ and I ^ o Thus I± + 12 ^ s a n in terva l . Hence we must re jec t 
the supposition that I^" and I^ do not abut. 
I t remains to prove that I± ~ ^2 ^ o r a ^ r e m a i n i n 9 t . Suppose 
O 2 
t h i s i s not the case. Relabel t h e i n t e r v a l s so that 1 ^ / I^ « 
Corol lary 4 . 4 and the assumptions that 1 ^ , and 1 ^ + are a l l 
in terva l s y ie ld that the p r o j e c t i o n of I onto E^ i s 1 ^ + 1^ , 
that the project ion of I onto E^ i s the union of the p r o j e c t i o n 
of 1 ^ onto E^ and t h e project ion of I^ onto E^, and t h a t th i s 
2 2 
union i s 1 ^ y . Again by the corol lary the project ion of I onto 
1 2 1 2 
^ 1 * ^ 2 * S ^ 1 * * 1 ^ + ^ 2 * * 2 ^ a n c ' * S a * s o a n in terva l . Moreover the 
1 ' 2 1 2 
project ions of ( 1 ^ x ^ ^ + ^ 2 * * 2 ^ o n t ° a n c l E 2 a r e > r e s P e c t i v e l y ? 
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1 1 2 2 
I. + I 0 and I. U I 0 • The projections of I onto E , E 0 , and 
1 2 1 2 
E^ x E^ are also I , I and I X I „ By the above, then, 
I 1 = I* + I^ , I 2 = I^lJ I 2 2 and I 1 x I 2 = ( i / U I 2 2) + (Ig1 X I 2 2) o 
It follows that 
(I^X Ij 2) + (I^X I 2 2 ) = (i/t I^) X ( I ^ U I 2 2) . 
2 2 
Now suppose that b e I^ « If b ^ 1^ , then for any 
a e 1 ^ , (a, b) e ( i ^ + I^ ) x ( 1 ^ ' J I 2 2) . But since b 4 1 ^ , 
(a, b) $ I]^* a n c * since 1^ and I^ are disjoint, a ^ I^- so 
1 2 
that (a, b) ) X o This contradicts the last equality. Hence 
2 2 2 
b e 1^ and I^ CTI^ . The reverse inclusion is proved similarly,, 
2 2 
Therefore the last equality implies that 1^ = • This proves the 
theorem. 1 
Theorem 4.6; If \L is defined on 63 by the rule, [j,[a,b) = A 1 F(a|b-a) 
where F is a distribution function and -co < a < b < co^ and if I ^ I ^ , 
and 1^ + I^ = I are all intervals in S , then \il = |il^ + 
Proof; By Theorem 4.5, 1^, I , and I can be written 
I = [a \ b 1 ) X X [a 1, b 1 ) , I = [a X , b 1 ) x X L a 1 , b t ) , 
1 1
 t=2 t=2 
and I = [ a ^ b J " ) * X [ a ^ b 1 ) 
t=2 
where b ^ = a^". By Theorem 2.2 and Definition 2.1 
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A T A N/- 1 2 N , 2 2 , N N X , 1 1
 N 
M.I1 = A 1 L A 2 O . . N 9 3 ' ° * 0 , A 5 " 3 » E O ' » B " A ' ' B L " A L J 
I R ^ L 2 N V . 2 2 K N N > J . 
= A 0 Fib. , a , . . . , a ; b - a , » O . , b - a ; + 
A
 C / - 1 2 N , 2 2 , N N % 
" 2 O O O N ^ a l ' 3 > O O 0 ? a ' b ~ a >°°°>b _ a ) 
S imi lar ly 
RR/W 1 2 N , 2 2 , N N X ^ 
M > I 2 = A 2 E O O N 2 ? 3 > 9 0 0 > A ' B " A ? ° ° ° 5 > B " A J + 
- A . „ F ( a , X , a 2 , . „ . , a N ; b 2 - a 2 , . . . , b N - a N ) 
so that 
T • T A
 c / u l 2 N V 2 2 V N N X , 
P L 1 + p . I 2 = A 2 O O O M F ^ B 2 > A S ° ° ° J a ? b - a ,
 e . . ,b - a ) + 
- A 
2 0 O , N 
1 2 N 2 2 N N V 
r \ «a , O O » , a | D *°a ^ • O • — a J 
w 1 2 N , 1 1 . 2 2 , N N \ _ 
~ 1 2 O .
 0 N 1 ? 3 > 0 0 ° > A » B 2 "
 a l ' " A ? " ' ' J " A ' = ^ A L ' 
This completes the P R O O F O V 
N
 T N 
Theorem 4„7; Let I = [ a , b) = X t a > b ) = X 1 
be an interval 
t = l t = L 
in d ^ c For t = L , 2 , 0 8 O , N form part i t ions of I * : a^ = x < x^ < ^ E O I 
Then 
< x* = b 1 . Denote [x* , , x f ) by I* , k = l , 2 , 0 . . , n , 
n t K t t t 
" N " 2 "l
 N 
[a, b) • I ... I I X I * t , 
N 2 1 
and for the [i of the previous theorem 
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n, n n 
N 2 1 
2 
Proof: The situation in E is illustrated below 0 
[a,b) - I I { l l k 
k 2 = l k L = l 
k * X k > K l 2 
t V"1 t t 
It is easily seen that I = ) 1^ (t = 1,2,. 8.,N). Let A 
V 1 * 
and A, be cylinders constructed, respectively, on I and I, „ That is, 
k t k t 
A 1 = I 1 x ( X E ) , A - I * x ( X E ) . 
V/t Z K t K t V/t Z 
n 
*t t V t 
Then A = ) A^ and 
n t 
N N N 
[ a , « . x i* • n ** • n E A k • 
t-i t=i t=i , , t V
1 
By the distributive law, the last intersection can be written 
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n, n N N 
k = 1 k = 1 T = 1 1 
K l 1 K N 1 
- E E x i * 
k =1 k =1 
t=l t 
It remains to prove the measure additivity statement. Since 
nn 
the fact that 1^ and l£
 + ^ are adjoint and ^ ^ 
1 1 k i = 1 \ 
1
 J N 
£ l£ = I* guarantees 
that for any integer j, 1 < j < n^, the sum £ X -^ ^ i-s 
interval. So, for fixed k 2, k^9*..9k^j 
k l - i t=i t 
E 
k l - i 
t=i t 
1
 N 
> E x i < 
t=i t 
by a repeated application of the previous theorem. The last expression 
1 N t 
is \i I X ( X K ) • Similarly 
t=2 K t 
n 0
 n
, n n 
,
2
 1 N 
k 2=i k i = i 
t=i t 
k 2=l 
t=2 t 
k 2=l 
M M 
= p £ i 1 x ( x i k ) = ii i 1 x i 2 x (X}tj 
t = 2 t 
N 
X 
t=3 "t 
The conclusion follows by an obvious induction. 1 
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The l a s t two theorems i l l u s t r a t e the problem of generalizing the 
correspondence theorem: d i s j o i n t intervals which do not pairwise add up 
to intervals can block together to form an interval . 
We now return to f in i t e add i t iv i ty and d-addi t iv i ty . 
The Proof of Finite Addi t iv i ty and d-Addi t iv i ty 
Theorem 4 . 8 : The set function u, = A. .,F, where F i s a d i s tr ibut ion 
1 . . .N 
funct ion , i s f i n i t e l y additive on d^, 
m
 N N 
Proof: Let I = V I , where I = X [ a 1 , b 1 ) = ) < IZ and 
r
 t = l t = l 
r=l z x 1 
N
 t t N t t 
I = X [ a ) = X I • F o r fixed t consider a l l the numbers a 
r
 t = l r t = l r r 
and b Z (r = 1 , 2 , . . . , m). Order these into x * < x^ < . . . < . Write 
r ' i i i i o - 1 - " " n t 
J?* = [ \ , , ) . Then 
k t k t _ 1 k t 
I* - [ a * , b*) - I J* . 
V 1 
A l s o , for given t and r , there i s an = a^ and an x^ = , 
a t r r P t r r 
so that 
I r t = C * * ' O = Z J k t ' 
k, =a, t t r 
where J?* e (3r, The s i tuat ion in E 2 i s i l l u s t r a t e d below. 
k t 1 
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By analogy with the previous theorem 
N
 t 
t = l 
'lr 
E 
Nr 
E 
: r a i r k = 
N
 t 
t=l t 
N % 
m 
Since I 
- E 
r=l 
m r P 
E 
r = l 
lr Nr 
E - E 
< - k r a i r k N ~ a N r 
N
 t 
t=l t 
=
 I - I * J k t > 
V 1 k N = 1 
each side being a grouping of the same intervals,, Also, by the previous 
theorem, 
44 
N N 
k l - l 
E > x t - 1 
lr 
E 
k.=a. 
-1 ir 
I ^ ^ Jk 
. _ t=l t 
V a N r 
m 
r=l 
This completes the proof, I 
As a corollary to the finite additivity property, the sufficiency 
of the condition in Theorem 2,10 will be established. 
Proofs It is to be shown that if A g(a^ b - a) > 0 for any [a, b) 
X O O O IN """" 
in and if lim A g ( a ; b - a ) = 0 for t = l s 2 , 0 O 0 , N where 
a, b. 
t t 
a
t <
 b
t 9 then lim g (a j b - a) = 0 for any ( I P , * 0 P I J c { l / 2 , , , , N ) 
(a, , a o o , a . )-*(b. , M . » b . ) 
a. < b. , 
x k " x k 
Due to Theorem 2,2 it I S sufficient to consider the case where 
(ip,.,,!^) = (l,2,. e.,k). Write f ( a ^ , „ O O , a k ) = N g(a°, b - a ) , 
where a, . . . , 5 a , , and b are considered fixed. Consider a monotonic 
k+1' N 
f n n n"")^ ° n n 
sequence <(a. . a,.
 9»,, 5a, )]• for which a„ < b. and lim a 0 = b 0 s V 1 2 K V N = 1 1 - 1
 n ^ o o 1 I S 
i = 1,2, 0oe,k. It will be shown that for any such sequence 
n o o 
lim f(a^ ,a , 0 . 0 , a ^ ) = 0. This is sufficient to establish the theorem. 
n -*» 
Consider the intervals 
1 1 N + 
: = I 1 x X I 
n n /> 2 
I n t 1 
for n = 1,2,..., where I = [a^ , b^) and I = [a^ , b^). Also 
consider 
r
- "
i
"
x ( . 4 i " ) x C i i t ) 
where I S = [ a 0 , b ) , s = 1 , 2 , o • « , k . Since a * < * <> • < a n < b 
s ' s s - S ' 
1 1 
- I Jt > k =1 a 
s 
k k +1 
where, for k = l , 2 , a 0 o , n - l , = [a , a ) , and, for k( 
5 K S 5 
s 
j f = [a n , b ) = I s
 0 Thus k L s 7 s n 
s 
= n 
k =1 S ' \ t=k+l , 
By Theorem 4 a 7 
k \ / N . 
2 k s , t=k+l 
the summation being over k g = l , 2 , 0 o o , n , for s = 2 , 3 , . 0 0 , k, 
The term corresponding to k^ = k^ = ° ° ° = k^ = n i s 
n
 \ s = 2 " / \t=k+l. / 
Hence I i s the d i s j o i n t union of J and n 
n n 
k-1 
J . 
n 
- 1 intervals in 
I t follows from the f i n i t e a d d i t i v i t y of J I that 
|Un < |Un • 
Now l e t e > 0 be given 0 By hypothesis , and since lim a n = b. , 
n-»°° 
a. < b . , there i s an n such that 
1 - 1 ' e 
^loo . N 9 ^ a l f a 2 J• S•J 3^ » b l " a l ' b 2 " a 2 , 0 0 * , B N ~ A N ^ { 
whenever n > n » This difference i s u.I . But 
s * n 
f ( a ^ , ooo , a k n ) = p J n < \iln c 
This completes the proof of Theorem 2<,10„ 1 
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It remains to prove that \ i is a-additive. 
Theorem 4,9: The set function u = A , F is d-additive on @>r* 1...N i 
N 0 0
 t 
Proof: Let I = [a, b) = V [a ,b ) = ) I. where the [a , b ) are 
t=l 
x 1
 k=l 
one-dimensional intervals and I and all I. are in Q_; let 
k I 
*k ' *k , , , 0 , ^ k ' o e a ^^n^-^e s u°set of the 1^; and let 1^ = [a^*^) = 
1 2 m 
t=l t=l 
Again, for fixed t, use the ordering device on the a \ b \ a^ ,b£ , 
r r 
t t t t t 
r = 1.2.....m. to obtain a = x < x, < ... < x = b . These order-
> > > > o - 1 - n t 
ings effect the usual grid-like decomposition of I. Furthermore, some 
m 
of these intervals add to ) 1^ . By finite additivity, then, 
, r 
r=l 
m 
v-i > £ | H k ; 
r=l 
and since this is true for every subset > K2» 0 0 0 ' ^ m \ 9 
0 0 
k=l 
It will now be shown that the reverse inequality also holds 0 Assume 
that I and all the 1^ are not empty - for if I is empty there is 
nothing to prove, and, if some 1^ is empty, it may be deleted., Define 
- 6 N - t N t t t t 
I = )( I = )( [a , b -i] where a < b - 6 for each to Define 
t=l 6 t=l 
ft N
 + N + + 
I = X V = X t a » b -*>). For each such 5 > 0 
t=l t=l 
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where A * = [a 1, b1 - b) and A^ = [>*-&, b 1 )
 0 By the distributive law 
N N 
I = X A. t+ ) X A k > 
t=l 1 U t=l k t 
where the summation is over k^ . = l s 2 y t = l ?2 ?ooo,N, except 
^ t b 
k^ = k 2 = oo. = k^ = 1 o Notice that X A ^ = I and for every other 
N
 t t=l 
term X A. in the sum k = 2 for some to So ? by finite additivity. 
t=l k t t 
2 N~1 
p- i = p.i6 + Y P DJ 0 
9 
b N t 
where the D. are the sets V A. with at least one k. = 2o But for 
J
 A kt t 
each j = 1
 ?2,..«, ? 2 N-1 
where 
= AloooN
 F ( V - - - » V V ° ° ' Y N " X N ) ' 
t t t t 
[x^.? y^) is either [a , b -b) or [b - 6 S b ) 0 Also 
x^ = - b for some to It follows that y - = 6 for some t. 
Thus by Theorem 2,10 
lim p,D? = 0 , j = l s 2 ? 0 o o , 2 N - 1 0 
b 0 + J 
Now let e > 0 be given. For each j there is a b^ such that 
p. D. <C ~ , j = ly2jooo ? 2 " I , 
3
 2 ( 2 N - 1 ) 
whenever 6 < 6„o Let 6 be the smallest of the 6. s6 0, 0o 0,6 K T , j o 1 y 2' y
 0 N ' J
 2 - 1 
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b^ " - a\..., b^ - a^. It follows that for any 6 < 6 q 
2 N-1 
6 T 6 6 e 
pi = pi + ^ pDj < pi + | . 
j=l 
6. N t,5K 
Now for an arbitrary k, let I, K = X. I, , where 
K
 t=l k 
t , 6 k t t - & k w - t , 6 k 
: k = ( a k V b k ] > 6 k > 0 j a n d l e t lk = X Xk 
= X ^ k 1 " V b k t ) s T h e n T k 6 k = X ( Blk + B 2 k ) W h e r e 
B * k = [a£ - 6 ^ , a£ ) and B ^ k = [ a k> b£ ) . Employing the same method 
used previously, it follows that 
2 N-1 
bk n t n t t 
where each E., is one of the sets V B, , = X [\ > YL. ) > A N C L 
J K
 t=l K t K t=l t K t 
where, for some t, [x£ , y£ ) = [a£ - 6 ^ , aj^)« From this, from the 
finite additivity of p, and from the left-continuity of F, there 
o o 
exists a number 6 ^ such that when 6 ^ < 6 ^ 
k » 
jk
 2 - 2 k ( 2 N - l ) 
This inequality implies that, for each k = 1,2,..., 
2 N 1 
-
& k
 k 
jk " ^ k ' k+i ' 
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o -
6 k & k 
for any fixed 6^ < 6 ^
 0 Thus for each k = 1 , 2 , 0 , 1 ^ ID 1 ^ _) 1^. so 
that 
6. 0 0 
00 k 00 & 1 n ,
 x 
U I 3 U l k k 3 y i k = l 3 l 6 D l 6 
k=l k=l K , . K 
k=l 
It follows that \ I. 1 is an open cover of the compact set I so that 
6ki 6 k 
by the Heine-Borel theorem there exist sets I,
 5 0 0 0 , I . M such that 
U I. rZ> I D I „ 
i k r=l r 
M 6 , 
Z — r 6 p, I f c > jil o The ordering device 
r = 1
 t t is used again 0 For fixed t consider the intervals [a^ - , b^ ) 0 
r r r 
t t t t 
For some r° , a, - 6 < a , and for some r", b, > b - 6 0 Order 
i r r 
t t 
these numbers, including a and b - 6 , and label them 
a. •= 6, = C < C , < j o o <. C = D,
 0 
r' r4 t r" 
t t t t t t 
Notice that c < a and c > b - 6 0 Denote [c, . , c, ) by 
o m t K t - i K t 
J, and [c o c ) by J „ 
t t 
Since for each r there exist a a . and a 6 . such that 
rt K r t 
'rt 
^
ak " 6 k > b k } = I Jl ' 
r r t 
n =a , 
t rt 
it is the case that 
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_&k N
 r n v. N 
I, r = X T A J - 6. , ) = J ..o ) X J * 
k r t=l k r k r k r L L t = l n t 
n =a . n. =a 
i rl N rN 
It follows from the finite additivity of p that 
M 6, M ^rl ^rN 
_ k N 
I > V * - I I - E \ X ^ . 
n r i t=l t 
r=l r=l n =a n =a
 M 1 ri N rN 
t t t 
Since the a and b - 6 appear in the lists of the , the expres­
sion on the right is a sum of values of p on intervals some of which add 
to 1°. Another appeal to the finite additivity of p yields that 
r - k r 6 
r=l 
Thus far it has been established that for any e > 0 
M oo 
pi < ill6 + | j < ) pi. r < ) pi, 5 and pi. K < pi. + 
2 ' ^  - ^ ^ x k Z_i k ' r i k " r i k ' Jc+1 
r 2 
r=l k=l 
Hence for any e > 0 
k=l 
I 
k=l 
( M K + Jc+1 ; 2 • E 
pi. + e 
k=l 
This establishes the reverse inequality and completes the proof of the 
theorem. I 
Part II has now been established. 
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The Proof of Part III 
It is sufficient, as in the one-dimensional case, to exhibit a 
distribution function F for which A. F = p, for any given p. e f?l($T) „ 
The technique employed is to represent any interval in u3j in 
terms of intervals one of whose vertices is the origin. F is then 
defined in terms of the measure p. evaluated at such intervals 0 I t is 
2 
instructive to consider the construction of F in E . 
2 1 2 
If [ a 0» a-j_) * s a n interval in E where a^ = (a,. , a ^  ) , j = 1 , 2 , 
which lies in the first quadrant it can be written as follows: 
[ a 0* al) = [oj-a^) * [o9a^) - [o sa o X) X [o.a^) + 
• \[o,^)x [o,a Q 2) - [o, a ^ X [o» a Q 2)|., 
If l a Q » lies in the first and fourth quadrants it can be represented 
as 
[a o,a 1) = [o, a^) X [a Q 2, o) + [o, a*) x [o, a 2 ) - [o, a^) x [ a Q 2 s o) + 
- [o, a o X) X [o, a x 2) „ 
The other cases are treated similarly;, Each case is subsumed under the 
following general formulas 
2 s^+l s 
[ a o , 3 l ) = > ( { ( = D ° [ % > + ( - D 1 [ " j * ^ 4 ) ] 
where m } = min | o , a ^ " M , = max | o s a ^ \ f and s ? " is 0 in case 
t 
rru = 0 and 1 otherwise 0 That the notation is meaningful is readily 
verifiedo 
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2 
Lemma 4.10; Let a = ( a ^  , . . . , a ^ ) and a. = ( a / 9 0.. 9a.^ ) 
o o 9 9 o 1 v i ? 9 1 ' Then 
N 
1...N
 F ( a o ' a l - a o } = I ( - 1 ) k I F C a ^ 1 , . . . , a V 
k = o N 
2 i. = N-k 
1 1 
Proof; This is a special case of Theorem 2.4 
N 
Lemma 4.11. Let [ a ^ a ^ = X L a ^ a ^ ) . L e t m i t = m i n { ? ' a i j 
M. 1 = max {o,a*}, A* = , M*) x ^ , and 
A * = [ m * , M* ) x Q>^_ Et?) - Define s* t o be 0 if m S 0 a n d 1 I 
r t t 
otherwise so that ^ s^ is the number of nonzero for given t. Then 
i = l 
s t + l s 1 
[ a ^ , a*) = (-I)' 0 [ m ^ , ^ ) + (-l)' 1 [m* , M * ) , 
It remains to define F on E . A little experimentation suggests 
that, if F(0) * 0, then 
F(x) = (-l) Sp[(m 1, m 2 ) , (M 1 ? M 2 ) ) , 
where = min |0, x^| and = max-jo, x^j-, will be a distribution 
function. Here the exponent is the number of nonzero m^. It is easily 
seen that the interval on which p is defined has a vertex at the origin., 
That F is a distribution function follows from a subsequent theorem for 
N 
the general case in E . 
The procedure for the general case is analogous except that the 
notions of indicator functions and expected value are explicitly used 0 
It is contained in what follows. 
and 
5 3 
N s t +1 s fc 
[a , a ) - P , [(-1) 0 A t + ( -1) 1 A * ] . 
t=l 
Proof; It is easily seen that if [ A '% a , ) is not empty it is impos-
_ _ _ _ _ _ O JT 
sible for s to be 0 and, at the same time, for s.4, to be l s and 
o 1 * 
that either [m 1 9 u t ) a n c j [ m t 5 u t) are disjoint,, or one is a subset 
o o 1 1 
of the otherO The cylinders A * A N D A ^ behave the same way* The nota^ 
tion therefore is appropriate 0 
The set-theoretic identities follow from familiar arguments => H 
It is helpful to use indicator functions and the notion of expected 
value, 
— N 
Definition 4 0 1 2 O Let A C E
 0 The function 1 ^ which is zero on A 
and unity otherwise is called the indicator function of A O 
m 
Lemma 4 0 1 3 O I
 m = N I . < X = ) L A ^ and I. A = I A ~ I A 
. .. « A = JY> L_i A A , " A - A , A _ 
A
 A j J = 1 J Z A . , = 1 ] 1 2 i 2 
J _ A
 J=l J 
if A C A L 0 
Proof; The proof is obvious. H 
m m 
Definition 4 C 1 4 ; Suppose E N = £ A ^ and that f ( x ) = £ f J - A (x) 
where each f^ is a number, Then the expected value E [ f ] of f rela-
m 
tive to a given measure p. is defined to be ^j^ Aj = J ^ 
j=l 
L emma 4
 0 1 5 : E 
m 
.j=i j J j=i 
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Proof: The proof is straightforward and is omitted. I 
Theorem 4.16: 
*[a ,a.) = E ( " 1 ) k I ^ 11 V . . M. . ) 
0 1
 k=o 2i =N-k V ° o l N 1 1 , " 1 N 
where m. . = (m. , m, ,..9m„ ),M. = (MT ,M7 , ..O,M. ) and the 
1 l o o o l N 11 12 XN V ^ N Xl *2 *N 
s.* , m.^ , a n d are as in Lemma 4„11. 
i i l 
t t t 
Proof: By the second assertion of Lemma 4.11 
I [ 3
- ^ •
I
^ [ ( - D , ° t + 1 A 0 * + ( - l ) , l t A,*! 
+ t 
o 1 
By Lemma 4„13, the right side can be written as n [(-1) I^t +(-1) *At-I 
t = l o 1 
The distributive law for real numbers allows this to be written 
E E < - l ) k ^ l t ° : A t • 
k=o Zi =N-k t 
N N 
Now apply Lemma 4,13 to n I ^ and notice that p A.* 
t=l A i t=l 1t 
t 
N 
= X t m * * ) o The conclusion f o l l o w S o El 
t=l x t xt 
The next theorem is the culmination of this section 
Theorem 4.17: Let JJ, be a given Lebesgue-Stieltjes measure on 
55 
Consider F(x) = (-l) S j i[m, M ) for x f 0, F(0) = 0, where the compo­
nents m^ and of m and M are m^ = min ^ O j X ^ j and = 
= max x^j* with x = (x^, x ^ j o , . , ^ )
 ? and where s is the number of 
nonzero m. . Then A. F(a \ a„ - a ) = ii[a
 ? a,) for all [a , a.) e 
L l a o o l N O l O 0 1 0 1 
and F is a distribution function on E^. 
Proof; First apply the definition of F to the right side of the equa­
tion in Lemma 4.10. Then apply Lemma 4 G15 to the result to obtain 
N 
A .
 K l F(a ? a. - a ) = V (-l ) k Y F ( a 1 , a 2 , . . „ , a . N ) = L . , N o i o L L i ' i ' ' i ' 
k=o Zi t=N-k 
1 2 
N 
- £ < - l ) k £ ( - 1 ) ^ K , -
k=o 
N S i s * 
= £ (-l) k£ ^ E 
k=o 
1 N I N 
[m. . , M . . ) 
V o a l N 1 i o o o l N -J 
= E 
m. . , M . . ) 
V o l N 1 l , o o l N J 
By Theorem 4.16 the last expression is Eflr v] = i_[a , a . ) o 
L L a o J a l i 0 
It remains to prove that F is a distribution function. Clearly 
F is finite and A,
 M F > 0 since JJ, is a measure. Since 
l o , • IN 
lim 
t _^ t 
a —> a. 
o 1 
A. F(a ; a.-a ) = 1 
1, c J o 1 o 
lm 
a —» a, 
o 1 
i i [ a . a . ) = ii 1 im [ a , a . 
t __ t 
a -»a, 
o 1 
for t = 1,2,.. 0,N, F is continuous from the left by Theorem 2,10, This 
completes the proof. 1 
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Theorem 4 017 gives the distribution function sufficient for the 
proof of Part I I I . The proof of the correspondence theorem in E N is 
now complete 0 
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CHAPTER V 
SOME GENERALIZATIONS 
The class (B in E^ is not a field and it is therefore difficult 
to use the version of the Carathe'odory extension theorem stated in the 
introduction to prove Part I. However, the class is a half-ring; 
and Part I of the correspondence theorem can be deduced from results in 
VON NEUMANN and HALMOS. Theorems 10.1.12 and 10.1,2 in VON NEUMANN state 
that a measure p on a half-ring 6L extends uniquely to the minimal ring 
$. over 6L and that 61 is the collection of all finite disjoint unions 
m m 
of sets in 61, A stronger form of the extension theorem is found in 
Theorem A, § 13, of HALMOS. It states that p on 61 extends uniquely 
to the minimal d-ring $ over (£ . In the case of the correspondence 
m m 
theorem (B is the Borel field $„ These results prove Part I up to 
the extension to the completion & of the Borel field for p. 
A portion of Part II and all of Part III can be obtained from 
other results in VON NEUMANN, pp. 160-167. These results are stated in 
Theorems 5.3 - 5.6 with slight modifications and without proof. Theorem 
5.7 is also from VON NEUMANN and relates intimately to the correspondence 
theorem. 
Definition 5.1: Denote [a, b) where a - (a^, 0..,a^) and 
= (b 1,...,b N) by I 
p . . o ,a N 
Since I is either empty - in 
Lbi y90 0 » bNJ 
>r at least c 
a^. < b^ and are uniquely determined by I, any set function p on (2 1 
which case a^. = b^ for at least one t - or all a^ and b^ . satisfy 
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which vanishes at the empty set can be thought of as a paint function 
a l t • • •> aN 
b^,...,b N 
of the variables a.... ..a... b.,...,b.. which is defined 
1 N 1 N 
for a^ < b and which has the value zero if some a^ . = b^.. That is, 
= F ~ V
9 , , , a N ~ ] 
-
bl y9c e > bN J 
F is said to be the point function belonging to n,. 
Definition 5.2; A real valued function \i on a half-ring 6L is called 
a finite measure function in case p is non-negative, finite, and finitely 
additive on It is assumed that the original space is covered by a 
sequence of sets of 
Theorem 5.3: Suppose \i is a finite measure function on the half-ring 
& T o Then F satisfies I [i 
a l ' , 0 , ' a N 
>bN-
= F 
^ , . . o , a _ £ , . . . 
N. 
+ F 
a ^ , o . o , e ^ , c o o • 3 . , 
N 
[__b^  , o a o , b^ , • a o , . 
where a^ < b^, a = 1,2,„..,N, and a^ < < b^„ Conversely any 
finite F satisfying this equation determines a finite measure function 
[i. Moreover, the function 
a
 1,.. „, a^ 
L b i * - " » b N , 
= (-1)' 
a l j • • • » a N 
U>1 y • • • y \ . 
where a = min la . b 1 , b = max la , b . and e is the number d U ' 6) 9 d I d 9 d ) 9 
of indices for which a > b,, is the unique extension of F to all of 
d d ' ^ [i 
.2N 
for which the equation holds for all e^. 
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Theorem 5.4: F is the extended function of some finite measure func-H 
tion on & in the sense of the previous theorem if and only if there 
is a finite real-valued function cp on E^ for which 
r, + . . o +rt 
«P \ t 0 0 0 t c^ ) 
where c ^ = a and c ^ = b , d = 1.2,o...N« d d d d' 7 > 7 
Theorem 5,5. The extended function F 
1,...,a N"| 
l , o o o s b N J 
does not determine 
cp. But if cp is one such function, cp8 is another if and only if there 
are N real-valued functions ^ , 0 . , , y ^ defined on E1^ * such that 
q>' ( c ^ , . , c N ) = q>(c1,.. • .c^) + ^ ^ C l ' 0 °" , C t - l ' C t + 1 ' " ' , C N ^ 0 
t=l 
Moreover there is a unique cp such that cp(c^,. „., c^) = 0 if any 
c^ = 0. This unique cp is 
cp(c 1,...,c N) - F° 
* 0 , . „ . , 0 
Theorem 5.6; A finite measure function ii on & j is non-negative and 
totally additive if and only if at least one of its cp's has the mono­
tone property of Theorem 2.10 and is continuous from the left. 
Theorem 5.7; Let $ 1 be a half ring in a topological space S. A finite 
measure function ii on G~ is d-additive on if for every e > 0 and 
every M e there exist sets P and Q in $ L , a compact set C 
60 
and an open set G such that P CZC CIM CZGCZQ and such that 
\iP > jj,M - e and pQ < pM + e. 
Prooft It is sufficient to establish that if M = ^ where M, 
oo i = l 
N^, Ng,••. are all in then pM < pN^ since, for any n, 
n n i=l oo 
plSL = [i < pM so that the reverse inequality ^ M-N^ < pM 
i=l i=l i=l 
holds. 
Let e > 0 be given. There exist a set P e & and a compact 
set C such that 
pP > [iM - | 
Since each N. e (2,, there are sets Q. e $ and open sets G. such 
l ' I I 
that N . C G. C Q . and 
i i i 
CO CO 
Since C C Z M (Z )^  Z s e"^ s G. form an open cover of C, 
i=l i=l 
By the Heine-Borel theorem there is an n such that 
n 
c c Z v 
i=l 
n n 
Thus P C C c £ G. Q i so that 
i=l i=l 
61 
H»«<nP+§< I ^ i + | < ) > . +
 + § < £ > . + e . 
i=l i=l i=l i=l 
OO 
Since e is arbitrary, i iM < ^ i i N ^ . This completes the proof. I 
i=l 
Theorem 4G9 is proved as a special case of the previous theorem 
. - 5 _ by. b y. ^ 
with I, Ij, 1°, I
 ? 1^ , and 1^ playing roles similar to those of 
M, N, P, C P and G^, respectively. 
The sufficiency of the condition on ep in Theorem 5 , 6 rests on 
constructing sets p , C, G, and Q meeting the conditions in Theorem 
5o7o 
Since cp is finite the conditions on cp in Theorem 5 , 6 say that 
cp is a distribution function. Thus a paraphrase of Theorem 5 . 6 is that 
a finite measure function |_ on is also a measure on $ j if and 
only if one of its tps s is a distribution function. 
Theorem 5 . 4 states that 
u.[a,b) = ^ ^ 1 ° ! > ° ° ° > C N i « 
The proof that this sum is A . ep(a; b - a) parallels that of Theorem 
1 o o o K 
2 . 4 0 
Since all the 4^ a r e defined on E1' % the condition on cp in 
Theorem 5 . 5 implies that A <p = A cp' . Conversely, von Neumann 
shows in his proof of Theorem 5 . 5 that if A. cp5 = A cp, then 
1 c » o In 1 O O • W 
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N 
cp' = cp + It follows that the class of all cp which generate the 
i=l 
same extended function F° is the equivalence class described in Part II 
containing one such cp. Thus, as soon as it is known that ji = 
is finitely additive on Theorem 5 . 6 implies that p is d-additive. 
It has been stated that to prove Part III it is sufficient to 
demonstrate the existence of a distribution function F for which 
U = A. ..Fo While there is still interest in such a direct construction 
Theorem 5.6 guarantees the existence of one and thus establishes Part III 
without the actual construction. Furthermore s it is easily seen that the 
distribution function constructed in Chapter IV is the unique one mentioned 
in Theorem 5 . 5 0 
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