Single-machine scheduling with no idle time and release dates to minimize a regular criterion
Introduction
We consider the situation where a set N = {1, . . . , n} of n jobs is to be processed by a single machine subject to the non-idling constraint where no intermediate idle time is permitted between the operations processed by the machine (10) . This constraint is of great interest in industrial contexts where it is better to process jobs later while ensuring a full machine utilization, rather than stopping and restarting the machine.
Associated with each job i are a release date r i and a processing time p i . All data are non-negative integers. A job cannot start before its release date, preemption is not allowed, and only one job at a time can be scheduled on the machine. Let Φ be a regular criterion, i.e. an objective function which is nondecreasing with respect to all completion times of jobs (1, 13) , e.g. the makespan Cmax or the total completion time C i . The problem is to find a feasible schedule minimizing Φ. In its classical version without the non-idling constraint, the single-machine problem has been intensively investigated. While some problems such as 1|r i |Cmax are polynomially solvable, most of them, including 1|r i | (w i )T i and 1|r i | (w i )C i , are known to be NP-hard in the strong sense (22, 25) . For these problems various enumeration methods based on dominance properties and lower bounds have been described, e.g. (3, 11, 12, 19) .
In contrast to the well-known no-wait constraint in shop scheduling, where no idle time is allowed between the successive operations comprising a particular job, the non-idling machine constraint does not seem to have been widely studied in the literature. One of the first explorations of the subject was by Wolf (30) who described the "Reduce-To-The-Opt" algorithm which allows him to solve optimization scheduling problems in which jobs are allowed to take their starts in given sets of possible starting times. In this work, the non-idling machine constraint is called "continuous task scheduling". This algorithm is notably applied to surgery scheduling problems in which different surgeries in operation rooms have to be scheduled contiguously such that some sequence-dependent setup costs are minimized. Later, Valente and Alves (28) developed a branch-and-bound method within the context of the earliness/tardiness single-machine scheduling problem with no unforced idle time. To our knowledge, the most important work is Chrétienne's (10) , in which the non-idling machine constraint is introduced. Thus, a machine whose operations must be processed without any intermediate delay is called a non-idling machine. By extension, a non-idling schedule is a schedule for which the non-idling constraint is satisfied on the machine. Chrétienne proposed the notation N I associated with the machine in the 3-field notation. Thus, a problem belonging to the class of problems under consideration is denoted as 1, N I|r i |Φ, where Φ is a regular criterion. Chrétienne studied some aspects of the impact of the non-idling constraint on the complexity of single-machine scheduling problems. Thus, while it is not always true that the non-idling version of an NP-complete single-machine problem is also NP-hard, some problems such as 1, N I|r i | (w i )T i and 1, N I|r i | (w i )C i are NP-hard in the strong sense. Moreover, Chrétienne looked at some of the issues surrounding non-idling schedules, including how to find the earliest starting time α N I of such a schedule. He derived a sufficient condition such that for any instance of a given classical single-machine problem (without the non-idling constraint), there is an optimal schedule starting at time α N I which is non-idling. A problem with that property is said to have the EN I (Earliest Non-Idling) property and the non-idling variant of this problem can be solved using the same algorithm. In particular, this is the case for single machine problems where preemption is allowed. Thus, 1, N I|r i , pmtn| C i can be solved in O(n log n) with the Shortest Remaining Processing Time Rule (26) (see Section 7), by replacing each release r i by max(r i , α N I ). It should nevertheless be noted that the non-preemptive version of the problem (i.e. , 1, N I|r i | C i ) does not have the EN I property. More recently, Carlier et al. (7) studied the non-idle one-machine sequencing problem in which jobs are subject to release dates and latency durations. This problem, denoted as 1, N I|r i , q i |fmax, is strongly NP-Hard (10). Carlier et al. (7) described a branch and bound algorithm to solve exactly this problem. They also propose an adaptation of the Jackson's algorithm to polynomially solve the preemptive version 1, N I|pmtn, r i , q i |fmax of the problem.
In this article we describe a constraint programming approach for solving the problem under consideration exactly. In Section 2, we describe our constraint-based branch and bound approach. We next show in Section 3 how the non-idling constraint may be applied. In Section 4 and Section 5, we study respectively the non-idling semi-active and the non-idling active schedules. Properties of such schedules are given, along with propagation rules that depend on these properties. Subsequently, in Section 6, we propose sufficient conditions for eliminating nodes of the search tree which cannot lead to optimal solutions, and in Section 7, by way of an application, we show how the 1, N I|r i | (w i )C i problem may be solved. Experimental results are then provided in Section 8 to demonstrate the effectiveness of the method.
A constraint-based scheduling method
In this section we propose a constraint-based scheduling approach for solving a problem belonging to the class 1, N I|r i |Φ, where Φ is a regular criterion.
Constraint programming is a programming paradigm aimed at solving combinatorial optimization problems that can be described by a set of variables, a set of possible values for each variable, and a set of constraints between the variables. The set of possible values of a variable x is called the variable domain of x and is denoted as Dom(x). A constraint between variables expresses which combinations of values are permitted for the variables. The question is whether there exists an assignment of values to variables such that all constraints are satisfied. The power of the constraint programming method lies mainly in the fact that constraints can be used in an active process termed "constraint propagation" where certain deductions are performed, in order to reduce computational effort. Constraint propagation removes values not belonging to a solution from the domains of variables, deduces new constraints not changing the solution set, and detects inconsistencies.
The principles of constraint programming have been widely applied in the area of scheduling (2) . In a constraint-based scheduling model, two variables start i and end i representing respectively the starting time and the completion time are associated with each job i. The constraint start i + p i = end i is maintained. The minimum and maximum values of the domain of start i are respectively denoted as:
the earliest starting time of job i, -lst i = max v∈Dom(starti) v: the latest starting time of job i.
Similarly, the minimum and maximum values of the domain of end i are respectively denoted as:
-eet i = min v∈Dom(endi) v = est i + p i : the earliest completion time of job i, -let i = max v∈Dom(endi) v = lst i + p i : the latest completion time of job i.
Thus, each job i has to be executed within the time window [est i , let i ) whose bounds can be initialized with est i = r i and let i = max i∈N r i + i∈N p i (see Section 4, Corollary 1). Note that the domains of variables start i and end i will be reduced all along the search using propagation algorithms. Thus, the bounds of the domains of start i and end i (i.e. est i , lst i , eet i and let i ) cannot be expressed with formal equations since they are the results of some decisions taken all along the search. We use edge-finding propagation techniques (2) which are able to adjust the time-windows of jobs according to the disjunctive constraints between jobs and their possible starting times. Note that when the starting times of jobs have been fixed we have, for each job i, start i = est i = lst i and end i = eet i = let i = start i + p i .
Two additional variables Start and End represent respectively the start and completion times for the entire schedule. Start = min i∈N start i and End = max i∈N end i . The constraint Start + P = End is maintained where P = i∈N p i is the total processing time of the jobs. The notation Est = min v∈Dom(Start) v, Eet = min v∈Dom(End) v, Lst = max v∈Dom(Start) v and Let = max v∈Dom(End) v will be used to denote respectively the lower bounds and the upper bounds of the domain of these variables.
An additional constrained variable Φ represents the objective function to be optimized. For instance, the variable Φ = n i=1 w i · end i is used for the 1, N I|r i | w i C i problem. Arc-B-Consistency (see for instance (23) ) is used to propagate this constraint, ensuring that when a schedule has been found the value of Φ is actually equal to the value of the studied criterion of the schedule.
To find an optimal solution we use a branch and bound algorithm solving successive variants of the decision problem. At each iteration we try to improve the best known solution and to this end we add an additional constraint stating that Φ is lower than or equal to the best solution minus 1. Each time, the search resumes at the last-visited node of the previous iteration.
To solve the decision variant of the problem, the same scheme as in (19) is used, and we make use of the Edge-Finding branching scheme (see for instance Carlier (6) ). This involves ordering jobs on the machine ("edges" in a graph representing the possible orderings of jobs): at each node a set of jobs is selected, and for each job i belonging to this set, a new branch is created where job i is constrained to be first or last among the jobs in this set. Consequently, rather than searching for the starting times of jobs, we look for a sequence of jobs. This is why this scheme is particularly suitable for the non-idling constraint. In the version of the problem without the non-idling constraint, being given a partial sequence of jobs to be scheduled at the beginning of the schedule, jobs can be scheduled as soon as possible in the order of the sequence without changing the value of an optimal schedule which starts with this sequence (see for instance (1)). Here the starting times of jobs in a partial sequence are not necessarily known, since they are highly dependent on the next decisions to be taken (which would have led to idle times in the classical problem). Nevertheless, the domains of the starting times of these jobs will be adjusted according to the propagation rules described in the following sections. The sequence is built both from the beginning and from the end of the schedule using a depth-first strategy. Throughout the search tree, we dynamically maintain several sets of jobs that represent the current state of the schedule (see Figure 1 ):
is the sequence of jobs sequenced at the beginning, -L (Last) is the sequence of jobs sequenced at the end, -NR (Not Ranked) is the set of as yet unranked jobs which are to be sequenced between F and L, -PF ⊆ NR (Possible First) is the set of jobs which can be ranked immediately after F , -and PL ⊆ NR (Possible Last) is the set of jobs which can be ranked immediately before L.
By extension, we use the notation est F , lst F , eet F and let F to designate respectively the earliest start time, the latest start time, the earliest end time and the latest end time for sequence F . If F is empty we have est F = eet F = Est and lst F = let F = Lst, otherwise (if there is at least one job which has been sequenced at the beginning) we have est F = min i∈F est i = Est, lst F = min i∈F lst i = Lst, eet F = max i∈F eet i and let F = max i∈F let i . Similarly, we use the notation est L , lst L , eet L and let L to designate respectively the earliest start time, the latest start time, the earliest end time and the latest end time for sequence L. If L is empty we have est L = eet L = Eet and lst L = let L = Let, otherwise (if there is at least one job which has been sequenced at the end) we have est L = min i∈L est i , lst L = min i∈L lst i , eet L = max i∈L eet i = Eet and let L = max i∈L let i = Let.
At each node of the search tree, sets PF and PL are initialized with NR and are filtered using techniques described in the next sections. Next, a new node is derived from the current node by the following way. Either a job is selected from PF and ranked immediately after F , or it is selected from PL and ranked immediately before L. Upon backtracking, this job is removed from PF or PL. Of course, if NR is empty then a solution has been found and we can iterate to the next decision problem. If NR = ∅ while PF or PL is empty then a backtrack occurs. Note that if a job i is neither in PF nor in PL, it does not mean that no solution can be obtained from this node. It only means that no solution can be derived from this node in which i is sequenced just after F or just before L.
Each time a job i ∈ PF is ranked immediately after F then the constraint start j + p j = start i is added, where j is the last job in sequence F if it is not empty. Moreover, each time a job i ∈ PL is ranked immediately before L, then the constraint start i + p i = start j is added, where j is the first job in sequence L if it is not empty. Adding these constraints allows us to adjust the domains of starting times of ranked jobs according to the domain of starting times for jobs in the same sequence. Thus, relations,
Note that the set of these constraints and the constraint Start + P = End represent the non idling constraint in our approach.
We use the term "partial solution" to designate a state of the variables at a node of the search tree, in which some jobs are already ranked in F or L while some other ones are unranked and belong to NR. Below we shall use the notation start i (S), est i (S), lst i (S), . . . , Lst(S), Let(S), . . . , F (S), L(S), PF (S), . . . to represent the state of the variables in a partial solution S. Thus, note that a partial solution S represents all the solutions which can be obtained with a fixed list F (S) of first tasks and a fixed list L(S) of last tasks. From now on, only partial solutions as described above will be considered in the remainder of the paper.
Propagating the non-idling constraint
The Start + P = End constraint (see the previous section) is sufficient to assure that once all job starting times have been fixed, the obtained schedule is non-idling. In this section we describe an algorithm which propagates the non-idling constraint by adjusting the domain of variables Start and End of a partial schedule according to the domain of variables associated with job start and completion times.
From (10) , given a sequence σ = (σ 1 , . . . , σn), the earliest non-idling feasible schedule respecting this sequence of jobs starts at time
Moreover, the value α N I = α N I (σr) obtained from the sequence σr in which the jobs are sorted in nondecreasing order of release dates, is the earliest starting time of a feasible non-idling schedule (10) .
Noting that
q=1 pσ q + n q=k pσ q − P ) = max k∈N (rσ k + n q=k pσ q ) − P and that a sequence of jobs cannot start before min k∈N r k , we can equivalently express α N I (σ) as follows:
Symmetrically, this result can be used to compute the latest completion time of a feasible non-idling schedule where a deadline d i is associated with each job i (i.e. each job i has to be terminated before d i ) and where the jobs are released at time 0 (i.e. ∀i, r i = 0). Given a sequence σ = (σ 1 , . . . , σn), the latest non-idling feasible schedule respecting this sequence of jobs ends at time
Moreover, the value ω N I = ω N I (σ) obtained from the sequence σ in which the jobs are sorted in nondecreasing order of deadlines is the latest starting time of a feasible non-idling schedule. These results can be used in Algorithm 1 to adjust the bounds of the domains of variables Start(S) and End(S) (i.e. Est(S), Lst(S), Eet(S) and Let(S)) of a given partial solution S (as defined in Section 2). Equations 1 and 2 are used taking into account the domain of variables start i (S) and end i (S) of each job i in the partial solution S. Thus, jobs being sorted in nondecreasing order of earliest start times, the release date r i of a job i in Equation 1 is replaced by the earliest start time est i (S). It allows to compute an earliest start time for the partial solution S. Similarly, jobs being sorted in nondecreasing order of latest end times, the deadline d i of a job i in Equation 2 is replaced by the latest end time let i (S). Thus, it allows to compute a latest end time for the partial solution S. Since the sort of jobs in nondecreasing Algorithm 1: Propagating the non-idling constraint on Start and End variables Data: A partial solution S (cf. Figure 1 ) σ ← the sequence of jobs sorted in nondecreasing order of est i (S); t ← Est(S); for i ← 1 to n do t ← max(t, est σ(i) (S)) + p σ(i) ; Eet(S) ← max(Eet(S), t) and Est(S) ← max(Est(S), t − P ); σ ← the sequence of jobs sorted nondecreasing order of let i (S); t ← Let(S);
order of earliest start times and next in nondecreasing order of latest end times can be done in O(n log n), Algorithm 1 allows us to adjust in O(n log n) the bounds of domains of variables Start and End.
Unfortunately, since we are using release dates (earliest starting times) and deadlines (latest finishing times) simultaneously, Algorithm 1 is not able to perform all possible deductions. Take, for example, a problem with 3 jobs where p 1 = 3, est 1 = 0, let 1 = 15, p 2 = 3, est 2 = 1, let 2 = 15, p 3 = 4, est 3 = 5, let 3 = 9. Algorithm 1 computes Est = 0 and Let = 15, but we observe that no non-idling feasible schedule can start before 2. This fact cannot be deduced using Edge-Finding techniques, since est 1 = 0 and est 2 = 1 are possible starting times in feasible schedules where the non-idling constraint is not imposed.
After experimental results, we have noted that in practice this case is unlikely to be encountered often. We may use techniques based on the solution of subset-sum problems to refine the adjustments on Est or Let. In the previous example it was possible to deduce that Est = 2. However, after performing experimental tests, we have noted that in practice such deductions do not improve the performance of the search method.
Non-idling semi-active schedules
In this section we show that the notion of a semi-active schedule can be applied to non-idling scheduling. We present a necessary and sufficient condition for a non-idling schedule to be semi-active, which allows us to show that the set of semi-active schedules is dominant for the regular criteria, i.e. that there exists at least one optimal schedule which is semi-active (1). We also establish some properties for such schedules. We then describe an algorithm for propagating the non-idling semi-active constraint.
A semi-active schedule is defined as a schedule in which no job can be scheduled earlier without changing the sequence of execution of jobs on the machine or violating the constraints (5). Applied to non-idling problems we obtain the following definition:
Definition 1 A non-idling feasible schedule is said to be semi-active if no job can be scheduled earlier without either changing the sequence of execution of jobs on the machine or violating a model constraint (including the non-idling constraint).
However, this property is not the same as in the case of semi-active schedules in the classical problems. For example, Figure 2 shows two schedules S and S for the same sequence of jobs. S is semi-active for the classical problem, while S is not. However, S is a non-idling semi-active schedule while S is not. We now give a necessary and sufficient condition for a non-idling schedule to be semi-active relying on the fact that if no job starts at its release date in a non-idling schedule, the jobs can be scheduled earlier without changing the sequence of execution of jobs.
Theorem 1 A non-idling schedule S is semi-active if and only if there is at least one job which starts at its release date, i.e. min i∈N (start i (S) − r i ) = 0.
An upper bound of the makespan in a non-idling semi-active schedule is provided in the following corollary:
The latest start and completion times for a non-idling semi-active schedule are respectively max i∈N r i and max i∈N r i + i∈N p i , and these bounds are tight.
Proof If a schedule S starts strictly after max i∈N r i , then no job can start at its release date and S is not semi-active. Moreover, any semi-active schedule whose first job has the latest release date starts at max i∈N r i . If all other jobs are scheduled as soon as possible after this first job, then whatever the sequence the obtained schedule is semi-active and ends at max i∈N r i + i∈N p i .
It is well known that the subset of semi-active schedules is dominant (i.e. there exists at least one optimal non-idling schedule which is semi-active) for problems with a regular criterion (1), and the following proposition can therefore be obviously derived:
The set of non-idling semi-active schedules is dominant (i.e. there exists at least one optimal non-idling schedule which is semi-active) for non-idling problems where a regular criterion is to be minimized.
Consequently, only non-idling semi-active solutions need to be considered, and the following proposition provides a necessary condition that a partial solution S starting at its current latest starting time Lst(S) has to fulfill to yield a non-idling semi-active schedule. In this proposition, for each job i the value δ i (S) is a lower bound of the distance between its release date r i and its starting time in a schedule obtained from S starting at Lst(S).
Proposition 2 Given a partial solution S, let δ i (S) be equal to:
If there exists a non-idling semi-active schedule obtained from S and which starts at Lst(S), then we must have min i∈N δ i (S) = 0.
Proof Consider any schedule S obtained from S starting at Lst(S). Then every job i ∈ F (S) ∪ L(S) starts exactly at start i (S ) = lst i (S) in S . A job i ∈ PF (S) starts not earlier than max(let F (S), est i ). In S , since a job j ∈ PF (S) is necessarily scheduled before a job i ∈ NR(S)\PF (S), i starts not earlier than max(let F (S) + min j∈PF (S) p j , est i (S)). Consequently, for each job i the value δ i (S) is a lower bound of the distance between its release date r i and its start time start i (S ). Thus, if min i∈N δ i (S) > 0, then S is not semi-active.
This proposition yields Algorithm 2, which runs in O(n) time since value δ i has to be computed for each job i. It enables us to perform adjustments on a partial solution S. If no job can start at its release date, then a backtrack occurs, since S cannot lead to a semi-active schedule. If only one job can start at its release date, then it is obliged to do so (see Theorem 1). Moreover, the upper bounds of the domains of variables Start and End (i.e. Lst and Let) are adjusted in order to satisfy Proposition 2.
Algorithm 2: Propagating the non-idling semi-active constraint
Data: a partial solution S (cf. Figure 1 )
Non-idling active schedules
In this section we show that the notion of an active schedule can be applied to non-idling scheduling in the same way as for semi-active schedules. We establish that the set of non-idling active schedules is dominant (i.e. there is at least one optimal schedule which is non-idling active) for the regular criterion, and present a necessary condition for a non-idling schedule to be active. Using this condition we put forward three propositions for adjusting the variables' domains of a partial schedule, and then describe an algorithm based on these propositions for propagating the non-idling active constraint.
Like in the case of semi-active schedules, the notion of non-idling active schedules can be defined as follows:
Definition 2 A non-idling feasible schedule is said to be active if no job can be completed earlier without either delaying another job or violating a model constraint (including the non-idling constraint).
Nevertheless, once again this property is not the same as for the active schedules of the classical problem. For example, in the instance of Figure 3 we have r 1 = 0, p 1 = 4, r 2 = 2 p 2 = 2, r 3 = 6, p 3 = 3. Schedule S is active for the 1|r i |Φ problem while it is not feasible for 1, N I|r i |Φ since it is not idling. Schedule S , with the same sequence as S, is non-active for both 1|r i |Φ and 1, N I|r i |Φ since it is possible to schedule job 1 with start 1 = 0 without delaying jobs 2 and 3, as shown in schedule S , which, however, is an active schedule both for 1|r i |Φ and 1, N I|r i |Φ.
It is hard to find a direct relation between sequences yielding active schedules for the classical problem and those yielding non-idling active schedules. Indeed, as shown in the previous example, a sequence of jobs yielding an active schedule for the classical problem does not necessarily yield a non-idling active schedule. Moreover, a sequence of jobs yielding a non-idling active schedule does not necessarily yield an active schedule for the classical problem. There is, however, an obvious relation between non-idling semi-active schedules and non-idling active schedules:
Proposition 3 A non-idling active schedule is a non-idling semi-active schedule.
Proof Consider a schedule S which is not semi-active. A job may therefore be scheduled earlier without changing the sequence of jobs and without violating the non-idling constraint. Consequently, S is not active.
It is well known that the subset of active schedules is dominant (i.e. there is at least one optimal schedule which is non-idling active) for problems with a regular criterion (1) , and the following propositions may therefore be derived:
The set of non-idling active schedules is dominant (i.e. there is at least one optimal schedule which is non-idling active) for non-idling problems where a regular criterion has to be minimized.
Proof Consider a non-idling schedule S which minimizes a regular objective function. If S is not active, then there exists a job i which can be scheduled earlier without violating a model constraint and without delaying another job. This yields a non-idling schedule S with a cost not greater than that of S, and which is therefore optimal. The process is repeated until no such a job i exists. Thus an optimal non-idling active schedule has been obtained.
The following theorem provides a necessary condition for a schedule S to be a non-idling active schedule. It relies on the fact that if the condition is not satisfied for a schedule S, a job i may be inserted earlier without delaying the other jobs. It covers all insertions of this kind through considering the longest possible one.
Theorem 2 If S is a non-idling active schedule then:
Proof Consider a non-idling active schedule S where Condition 3 is not satisfied for a job i. Since the schedule is active, it is also semi-active, and a job cannot be scheduled earlier simply by scheduling the entire schedule earlier. Let A = {j/start j (S) > start i (S)} be the set of jobs which are scheduled after i, let B = {j/start j (S) < r i + p i } be the set of jobs starting before r i + p i , and let C = {j/r i + p i ≤ start j (S) < start i (S)} be the set of jobs which are scheduled between jobs belonging to B and job i (see Figure 4 ). If
Condition 3 is not satisfied, this means that min j∈A (start j (S) − r j ) ≥ p i . Thus, job i can be removed from the schedule and the jobs belonging to A can be scheduled p i units of time earlier since they are scheduled at least p i units of time from their release dates. The non-idling constraint is thus restored. Jobs belonging to set B can be also scheduled p i units of time earlier since min {j∈B} (start j (S) − r j ) ≥ p i . Job i can then be inserted just after B without delaying subsequent jobs, giving us a non-idling schedule S in which job i has been scheduled earlier without delaying any other job. This contradicts the fact that S is active. Note that the starting times of jobs belonging to C do not change during the move of i. Note also that if C is empty, it means that the whole schedule can be simply brought forward from at least p i units of time contradicting the fact that S is semi-active and active. Finally, note that this condition covers all possible insertions of i before a job in C, since C has been chosen to be maximal.
Note that this condition is not sufficient, since a non-idling non-active schedule satisfying Condition 3 may exist of Theorem 2. For example, in the instance of Figure 5 , we have r 1 = 1, r 2 = 0, r 3 = 7, r 4 = 4, p 1 = p 3 = 3 and p 2 = p 4 = 2. Schedule S satisfies Condition 3 while it is non-idling non-active since jobs 2 and 4 can be scheduled earlier without delaying another job as shown in schedule S . Below we provide some sufficient conditions under which ranking a job in the first or the last position, or scheduling a job after a certain date according to a partial solution S, cannot yield an active schedule. These conditions are all based on Condition 3 of Theorem 2. From these conditions we then derive an algorithm for propagating the non-idling active constraint.
In the following proposition we establish a sufficient condition ensuring that ranking a job i immediately after F (S) yields a partial solution in which i can be scheduled earlier, regardless of how subsequent jobs are scheduled. We do this by showing that it leads to a partial solution that fails to satisfy Condition 3 of Theorem 2.
Proposition 5 Given a partial solution S, let i be a job belonging to NR(S) such that eet i (S) ≥ max j∈NR(S) r j and let δ = est i (S) − eet F (S). If there exists a job x ∈ NR(S)\{i} such that:
then ranking i immediately after F (S) cannot lead to a non-idling active schedule.
Proof Consider such a partial solution S and such jobs i and x. Let S be a non-idling schedule obtained from S by ranking i immediately after F (S) and by completing the schedule with any sequence of jobs belonging to NR(S)\{i} between i and L(S) (see Figure 6 ). Let z be the last job in sequence F (S). Since job i
Scheduling i immediately after F (S) cannot lead to a non-idling active schedule.
is scheduled immediately after job z, then endz(S ) ≥ est i (S), otherwise the non-idling constraint is violated in S . This means that all jobs in F (S) and L(S) are scheduled at least δ = est i (S) − eet F (S) units of time later in S than their earliest starting times in S. Consequently, we have ∀j
Moreover, all jobs j belonging to L(S) are such that start j (S ) ≥ est j (S) + δ. Consequently, all jobs j scheduled after x, including jobs in L(S), are such that start j (S ) − r j ≥ px. Since S does not fulfill Condition 3 of Theorem 2, then S is not active.
In the following proposition we establish a sufficient condition ensuring that ranking a job i immediately before L(S) yields a partial solution in which i can be scheduled earlier, regardless of how subsequent jobs are scheduled. To do this, once again we show that it leads to a partial solution which does not satisfy Condition 3 of Theorem 2.
Proposition 6 Given a partial solution S, let i ∈ NR(S) such that min
ranking i immediately before L(S) cannot lead to a non-idling active schedule.
Proof Consider such a partial solution S and such a job i. Let S be a schedule obtained from S by ranking i immediately before L(S) and by completing the schedule with any sequence of jobs of NR(S)\{i} between F (S) and i (see Figure 7 ). Note that min {j∈NR(S)\{i}} est j (S) ≥ r i + p i implies that every job belonging
Scheduling i immediately before L(S) cannot lead to a non-idling active schedule.
to NR(S)\{i} start not earlier than r i + p i in S and that a job j which can satisfy start j (S ) < r i + p i is necessarily sequenced in F (S). Let z be the last job in F (S). Since i is not scheduled immediately after F (S) and since S is a non-idling schedule, then endz(S ) ≥ min {j∈NR(S)\{i}} est j (S). This means that all jobs in F (S) and L(S) are scheduled at least δ = min {j∈NR(S)\{i}} est j (S) − eet F (S) units of time later in S than their earliest starting times in S. Consequently, we have ∀j ∈ F (S) ∪ L(S), start j (S ) ≥ est j (S) + δ. Thus, all jobs belonging to F (S) such that est j (S) + δ < r i + p i and all jobs scheduled after i, i.e. belonging to L(S), satisfy start j (S ) − r j ≥ est j (S) + δ − r j ≥ p i . Since S does not fulfill Condition 3 of Theorem 2, then S is not active.
In the following proposition we establish a sufficient condition ensuring that scheduling a job i after a certain date always yields a schedule in which i can be scheduled earlier.
To this end we consider a schedule in which i is scheduled after a certain date and we show that Condition 3 of Theorem 2 is not fulfilled.
Proposition 7
Given a partial solution S, each job i ∈ NR(S) ends strictly before
z∈NR(S) pz + max {j∈NR(S)\{i}/estj (S)−rj<pi} r j in any non-idling active schedule derived from S.
Proof Consider a partial solution S and a job i ∈ NR(S). Let S be a schedule obtained from S by completing the schedule with any sequence of jobs of NR(S) between F (S) and L(S). Suppose that i ends at time t ≥ d i (S). In S ,sequence L(S) cannot start earlier than t. Consequently, any job j belonging to F (S)∪L(S) is scheduled in S at time start j (S ) ≥ est j (S) + t − est L (S). Indeed, all jobs in F (S) and L(S) are scheduled at least t − est L (S) units of time later in S than their earliest starting times in S. Therefore,
In S , a job j belonging to NR(S)\{i} starts at start j (S ) ≥ max{est j (S), t− z∈NR(S)
Since the set of non-idling active schedules is dominant, only non-idling active solutions need to be considered. Throughout the search, sets PF and PL can thus be filtered using Proposition 5 and Proposition 6. Moreover, Proposition 7 can be used to adjust the latest end times of unranked jobs. All these deductions can be performed by Algorithm 3, based on these propositions. For each unranked job i, computing d i (S) Algorithm 3: Propagating the non-idling active constraint Data: A partial solution S (cf. Figure 1 )
can be done in O(n) time, searching a job x satisfying Proposition 5 can be done in O(n · |NR(S)|) time and verifying if the condition of Proposition 6 is satisfied can be done in O(n). Therefore, Algorithm 3 runs in O(n · |NR(S)| 2 ) time since there are |N R(S)| unranked jobs to consider.
Eliminating non-optimal schedules
In this section, only problems for which Φ is additively separable into nondecreasing functions of individual end times are considered. It will be remarked that this is the case for most of the regular criteria used in scheduling (see for example (5)). Jouglet et al. (19) introduced the notion of "better" sequences for the 1|r i | (w i )T i and 1|r i | (w i )C i problems, which enabled them to compare two partial sequences σ and σ in the same set of jobs (i.e. , σ is a permutation of σ ). Informally speaking, a sequence σ is said to be "better" than a sequence σ if replacing σ by σ in any feasible schedule which starts with the sequence σ, we obtain a schedule with a lower cost. Following the same idea, in this section we put forward some sufficient conditions whereby a partial solution will not yield an optimal solution. We then propose techniques for filtering the sets PF (S) and PL(S) of a partial solution S according to these sufficient conditions. Note that, thanks to the non-idling constraint, such dominance rule can consider any subsequence of jobs, not necessarily at the beginning of the whole sequence, unlike that in (19) . In particular, such a dominance rule can be applied to L(S).
From now on α N I (σ) will refer to the earliest starting time of a non-idling schedule following the sequence σ (see Section 3), and Φσ(t) will denote the cost of the schedule where jobs belonging to sequence σ are scheduled as early as possible after t in the order of the sequence. Note that only for t ≥ α N I (σ), the schedule obtained for the jobs in σ is non-idling. Moreover, given two sequences of jobs σ 1 and σ 2 , we use the notation σ 1 • σ 2 to represent the sequence resulting from the concatenation of sequences σ 1 and σ 2 .
We rely on the following idea. Consider a non-idling schedule S implementing a sequence which is separated into three complementary subsequences ρ • σ • τ (see Figure 8) . If we can find a permutation
σ of σ such that the sequence ρ • σ • τ leads to a non-idling schedule S with a lower cost than those of S, i.e.
, then S is obviously not optimal. Note that depending on the jobs which start at their release dates in S, we can have
Consider any non-idling schedule S and consider a subset X ⊂ N of jobs. Let us assume that we delay the whole schedule by δ time units, retaining exactly the same sequence of jobs. Note that this schedule is non-idling. Let us define ∆ X (δ) as any nondecreasing upper bound of the difference between the total cost of jobs belonging to X before and after delaying the schedule by δ time units, for any schedule S. Now, suppose that the whole schedule may be brought forward from δ time units without violating the non-idling constraint and retaining exactly the same sequence of jobs. Let us define ∆ X (δ) as any nondecreasing lower bound of the difference between the total cost belonging to X before and after bringing forward these jobs from δ time units, for any non-idling schedule S.
Given a sequence of jobs σ, we denote asσ the set of jobs not belonging to sequence σ, i.e.σ = {l ∈ N |l / ∈ σ}. We can now describe sufficient conditions ensuring that a partial solution S cannot lead to an optimal solution: Proposition 8 Suppose that Φ is additively separable into nondecreasing functions of individual end times. Consider a partial schedule S and three complementary subsequences ρ, σ, τ in
Consider a sequence σ such that σ is a permutation of σ. If one of the following two conditions holds:
then S cannot lead to an optimal solution. Moreover, if the following condition holds:
then S cannot lead to an optimal semi-active solution.
Proof Consider a partial solution S and let S be any complete solution derived from solution S. Consider three complementary subsequences ρ, σ, τ of Figure 9 ). Given that in S all jobs in σ are already sequenced, we must have α N I (σ) ≤ est σ(1) (S) by definition. In S , the first job of the subsequence σ starts at time start σ(1) (S ) with lst σ(1) (S) ≥ start σ(1) (S ) ≥ est σ(1) (S) ≥ α N I (σ).
Suppose that there exists a sequence σ satisfying condition (1). Since α N I (σ ) ≤ est σ(1) (S) ≤ start σ(1) (S ), rescheduling the jobs belonging to σ in the order of σ from time start σ(1) (S ) to obtain schedule S does not delay the other jobs and does not violate the non-idling constraint. Moreover, since ∀t/est σ(1) (S) ≤ t ≤ lst σ(1) (S), Φ σ (t) < Φσ(t) holds, it follows that Φ σ (start σ(1) (S )) < Φσ(start σ(1) (S )). Consequently, we obtain a schedule whose cost is strictly lower than Φ(S ). Thus, S is not optimal.
Suppose that there exists a sequence σ satisfying condition (2) . Suppose that start σ(1) (S ) ≥ α N I (σ ). Just as we did for the previous condition, we can prove that rescheduling the jobs belonging to σ in the order of σ leads to a non-idling schedule better than S , which is consequently not optimal. Now, if start σ(1) (S ) < α N I (σ ), then rescheduling the jobs belonging to σ in the order of σ leads to a schedule S in which all other jobs belonging toσ also are to be delayed by α N I (σ ) − start σ(1) (S ) time units. Since ∆σ is nondecreasing, the additional cost of delaying these jobs is at most ∆σ(α N I (σ ) − start σ(1) (S )) ≤ ∆σ(est αNI (σ ) − est σ(1) (S)). Since it holds that Φ σ (α N I (σ )) + ∆σ(start σ(1) (S ) − α N I (σ )) ≤ Φ σ (α N I (σ )) + ∆σ(est σ(1) (S) − α N I (σ )) < Φσ(α N I (σ )), then we obtain a schedule whose cost is strictly lower than Φ(S ). Thus, S is not optimal.
Suppose that there exists a sequence σ satisfying condition (3). If S can lead to a semi-active schedule S , then it must hold that start σ(1) (S ) = est σ(1) (S ) = α N I (σ) because min {i∈σ} (est i (S) − r i ) > 0, and at least one job in σ has to start at its release date (see Section 4). If we reschedule the jobs belonging to σ in the order of σ , we then obtain a non-idling schedule S which can be brought forward by δ ≤ min(est σ(1) (S) − α N I (σ ), min {i∈σ} (start i (S ) − r i )) time units. The benefit to be gained by bringing these jobs forward is therefore at least ∆σ(δ). We have start σ(1) (S ) = est σ(1) (S) − δ. Since Φ σ (est σ(1) (S) − δ) − ∆σ(δ) < Φσ(est σ(1) (S)), we obtain a schedule whose cost is strictly lower than Φ(S ). Thus, S is not optimal.
While under Condition (3) the partial solution cannot lead to an optimal semi-active solution, it can lead to an optimal solution. Note that for regular criteria such as the total tardiness, an optimal schedule is not necessarily semi-active. This nuance is not needed for Conditions (1) and (2). These remarks explain why these cases are handled separately.
The previous proposition can be used to filter the sets PF (S) and PL(S) of a partial solution S. Suppose that ranking a job i belonging to PF (S) (respectively, to PL(S)) immediately after F (S) (respectively, immediately before L(S)) leads to a partial solution such that there exists a permutation σ of a subsequence σ in F (S) • (i) (respectively, (i) • L(S)) satisfying one of the above conditions, then i can be removed from PF (S) (respectively, from PL(S)). Of course, enumerating all such possible sequences σ is not relevant from a practical point of view. During the search with our enumerative method, we only consider sequences σ recorded from previously encountered solutions. Using suited data structures, relevant recorded sequences can be found in an effective way. An example on how to consider such sequences is provided in the next section for the 1|r i | w i C i problem. Such sequences σ could be also searched heuristically for example with a local search algorithm with a limited time complexity (see for example (18) ). Values ∆ X (δ) and ∆ X (δ) should be established according to the criterion to be minimized.
Minimizing the total (weighted) completion time
In its classical version without the non-idling constraint, the one-machine total (weighted) completion time problem has been intensively addressed over the last two decades. The problems are denoted as 1|r i | C i and 1|r i | w i C i . In the case of identical release dates, both the unweighted and the weighted problems can easily be solved polynomially in O(n log n) time by applying the WSPT (Weighted Shortest Processing Time) priority rule, also known as Smith's rule (27) : this consists of sequencing the jobs in nondecreasing order of their ratio of processing time to weight. The unweighted problem with release dates is NP-hard in the strong sense (22) . Several authors have proved dominance properties and proposed a number of algorithms (9, 15, 16). Chu (11) proved several dominance properties and provided a branch-andbound algorithm. Chand, Traub and Uzsoy used a decomposition approach to improve branch-and-bound algorithms (8) . In its preemptive version, 1|r i , pmtn| C i can be solved polynomially with the Shortest Remaining Processing Time (SRP T ) rule (26) : pieces of jobs are iteratively scheduled by choosing at each time a job with the shortest remaining processing time among the available and uncompleted jobs; this job is partially or totally scheduled until the time it is completed or another job becomes available. The solution of this problem is often used within branch-and-bound methods as a lower bound for the non-preemptive problem. However, Della Croce and T'Kindt (14) proposed an improved lower bound relying on the preemptive relaxation. The weighted case with release dates 1|r i | w i C i is NP-hard in the strong sense (25) , even when preemption is allowed (21) . Several dominance rules and branch-and-bound algorithms have been proposed (3, 4, 17, 24) . Finally, Jouglet et al. (19) studied both the weighted and the unweighted cases (along with the more general problem 1|r i | (w i )T i ). They generalized and improved the above dominance rules which were used in a branch-and-bound method and in heuristic algorithms (20) .
In this section we show how to apply the method and the techniques described in the previous sections to the 1, N I|r i | w i C i problem. In Section 7.1 we show that all optimal schedules of the problems are semi-active and active. In Section 7.2, we propose an application of the non-optimality sufficient condition of Proposition 8 and we describe a "no-good recording" technique for applying it. Some dominance rules specific to the studied problem are described in Section 7.3. Finally, techniques based on the lower bounds of the problems are described in Section 7.4.
Semi-active and active non-idling schedules
We saw in Section 4 and Section 5 that non-idling semi-active and active schedules are dominant for regular criteria. Note that for 1, N I|r i | w i C i , any non-idling schedule which is not semi-active or active allows the possibility of a strict improvement of the value of the objective function. Thus, according to the following propositions, the properties are much stronger for the 1, N I|r i | w i C i problem:
Proposition 9 All optimal non-idling schedules of the 1, N I|r i | w i C i problem are active.
Non-optimal schedules
In this section we show how to express the non-optimality sufficient condition of Proposition 8 for the 1, N I|r i | w i C i problem, and we describe a "no-good recording" technique for applying it.
Because of the non-idling constraint (and in contrast to the classical problem), the following lemma holds and allows us to derive interesting properties for applying the non-optimality sufficient condition:
Lemma 1 For any sequence σ and for any times t and t such that min(t, t ) ≥ α N I (σ), we have Φσ(t) − Φσ(t ) = (t − t ) i∈σ w i .
Proof Since min(t, t ) ≥ α N I (σ), the schedules obtained by scheduling jobs in the order of sequence σ, starting at time t and t respectively, are non-idling. Without loss of generality, suppose that t < t. Delaying a job i by t − t units of time increases its cost by (t − t )w i , and bringing forward a job by t − t units of time decreases its cost by (t − t )w i .
The first and most obvious consequence is that ∆ X (δ) = ∆ X (δ) = δ i∈X w i are valid and the tightest evaluations which can be taken according to their definition (see Section 6) . Moreover, the following corollary is established:
Corollary 2 Let σ and σ be two sequences of the same set of jobs X. If for a given time such that t ≥ max(α N I (σ), α N I (σ )) we have Φσ(t) < Φ σ (t), then ∀t ≥ t we have Φσ(t ) ≤ Φ σ (t ).
Proof We have Φσ(t ) = Φσ(t) + (t − t) i∈X w i and Φ σ (t ) = Φ σ (t) + (t − t) i∈X w i . Thus, Φσ(t) < Φ σ (t) ⇒ Φσ(t ) < Φ σ (t ).
It will be noted that the following corollary of Lemma 1 allows us to compute Φσ(t) for all t ≥ α N I (σ), given Φσ(α N I (σ)) and i∈σ w i :
Corollary 3 For any t ≥ α N I (σ), we have Φσ(t) = Φσ(α N I (σ)) + (t − α N I (σ)) i∈σ w i .
As in Section 6, given a sequence of jobs σ, we denote asσ the set of jobs not belonging to sequence σ, i.e.σ = {l ∈ N |l / ∈ σ}. Since we know that all optimal schedules are semi-active for Φ = w i C i (which is additively separable into nondecreasing functions of individual end times), we see that the following proposition (which is a simplification of Proposition 8) also holds:
Proposition 10 Consider a partial schedule S and three complementary subsequences ρ, σ, τ of
If there exists a sequence σ such that σ is a permutation of σ and such that one of the 3 following conditions holds:
then S cannot yield an optimal solution.
As in (19) , a no-good-recording technique (29) can be used, which "records", information about partial solutions encountered within the search tree. The characteristics of any partial solution S associated with a particular node of the search tree are stored in a "no-good" set. For a subsequence σ of F (S) or L(S), only the following data are saved: the set of jobs belonging to sequence σ, its associated earliest starting time α N I (σ), the cost Φσ(α N I (σ)) of this sequence when scheduled at α N I (σ), and the total weight i∈σ w i of jobs belonging to σ. We store only the subsequences of F (S) that include the last job of F (S) and the subsequences of L(S) that include the first job of L(S), since the other sequences have already been stored at a previous node during the construction of S.
We use this information to filter the set of possible first jobs PF (S) and PL(S) of a partial solution S. For all i ∈ PF (S) and for all sequences σ such that F (S) • (i) = ρ • σ, we seek a permutation σ in the "no-good" set whose state meets the sufficient condition of Proposition 10. If such a state is found then scheduling a job i immediately after F (S) yields a partial solution which is not optimal, and we can remove i from set PF (S). Set PL(S) is filtered in the same way.
A hash table combined with height-balanced binary search trees makes for an efficient use of the "nogood" set. It generally allows us to obtain a pertinent state of the set in O(n log n). A state of the set consists of a list of jobs sorted in lexicographic order coded in a vector, and a list of couples (Φ, α N I )) corresponding to the different states of the nodes which have been visited within this set of jobs. Note that only non-comparable couples according to Proposition 10 can be kept. Suppose that we search a state with the same set of jobs belonging to sequence σ. Sorting jobs in lexicographic order runs in O(n log n) time. Computing an index in the hash table of this set of jobs runs in O(n) time. Since jobs are sorted in lexicographic order, a comparison of two sets of jobs runs in O(n) time. Thus, if there is no collision with another state at the same index in the hash table, seeking the set of relevant sequences σ encountered from previously encountered solution in the search runs in O(n log n) time. In case of collision with k states at the same index in the hash table, a height-balanced binary search tree is used with an additional search running in O(n log k) time. Once a relevant state has been found with the same set of jobs, it remains to look if a couple (Φ, α N I )) of the state satisfies the sufficient condition of Proposition 10. After experimental tests, we noted that the amount of such (non-comparable) couples is very low. As shown with experimental results of Section 8, the search of relevant sequences σ in the "no-good" set with such algorithm is very effective.
Dominance rules
In this section we describe dominance rules specific to 1, N I|r i | w i C i . These dominance rules can be used to adjust time windows of jobs or to filter sets PF and PL. They all rely on the fact that when we have equal release dates an optimal sequence obeys the WSPT rule (27) .
Proposition 11 Given a partial solution S, if there exists a job i such that ∀j ∈ NR\{i}, pi wi < pj wj and est i (S) = min j∈NR(S) est j (S), then in all optimal schedules that can be obtained from S, job i starts immediately after F (S).
Proof Let S be an optimal schedule derived from S in which a job j = i is scheduled just after F (S) in S . Let x be the job scheduled just before i in S (eventually j). We have est i (S) ≤ est j (S) ≤ start j (S ) ≤ startx(S ) < start i (S ). Thus, jobs i and x can be interchanged without violating the non-idling constraint and without changing the starting times of all other jobs. Let S be the obtained schedule. We have Φ(S ) − Φ(S ) = wx(startx(S ) + px) + w i (startx(S ) + px + p i ) − w i (startx(S ) + p i ) − wx(startx(S ) + p i + px) = w i px − wxp i > 0 since p i /w i < px/wx. Consequently, the interchange leads to a schedule S with a strictly lower cost than Φ(S ), which contradicts the fact that S is optimal. Proposition 12 Given two jobs i and j such that p i = p j , r i ≤ r j and (w i > w j ) ∨ (w i = w j ∧ i < j), then there exists an optimal schedule in which i is scheduled before j.
Proof Let S be an optimal schedule in which j is scheduled before i. The two jobs can be interchanged without modifying the starting times of the other jobs since p i = p j and r i ≤ r j . We have w i ≥ w j . Consequently, the interchange leads to a schedule with a cost at least as good as Φ(S) since w j end j (S) + w i end i (S) ≥ w j end i (S) + w i end j (S).
Proposition 13
Proof Consider an optimal schedule S in which there exist two consecutive jobs i and j (i just before j) such that p i /w i > p j /w j and start i (S) ≥ r j . Jobs i and j can be interchanged without violating the nonidling constraint and without changing the start times of all other jobs. The difference of cost between S and the obtained schedule is equal to
Consequently, the interchange leads to a schedule with a strictly lower cost than Φ(S), which contradicts the fact that S is optimal. Proposition 14 Given a partial solution S, if there exists a job i ∈ NR(S) with δ = est i (S) − eet F (S) such that:
then ranking job i immediately after F (S) cannot lead to an optimal solution.
Proof Suppose that there exists an optimal schedule S derived from S in which i is scheduled just after F (S). Thus, F (S) ends not earlier than est i (S) in S , hence ∀j ∈ F (S), start j (S ) ≥ est j (S) + δ holds and min {j∈F (S)/estj (S)>estx(S)} (start j (S ) − r j ) ≥ min {j∈F (S)/estj (S)>estx(S)} {est j (S) + δ − r j } ≥ px − p i . Consequently, jobs x and i can be interchanged without violating the non-idling constraint since all jobs between x and i can be scheduled px − p i units of time earlier. Note that in the obtained schedule, i ends at endx(S ) − px + p i and x ends at end i (S ). Note that the start times of the other jobs (before x and after i) do not change. Therefore, the difference between the cost of S and the cost of the obtained schedule is greater than or equal to wxendx(S )
As a result of the interchange the total cost strictly decreases. This contradicts the fact that S is optimal.
Proposition 15 Given a partial solution S, let x and i be two jobs in the sequence F (S) such that (px > p i ∧ wx ≤ w i ) ∨ (px ≥ p i ∧ wx < w i ) and estx(S) < est i (S) (i.e. x is before i in sequence F (S)). Let δ be equal to:
then in any optimal schedule S which may be derived from S, we have ∀j ∈ F (S), start j (S ) < est j (S) + δ.
Proof Suppose that there exists an optimal schedule S derived from S in which ∃k ∈ F (S) with start k (S ) ≥ est k (S) + δ. It holds ∀j ∈ F (S), start j (S ) ≥ est j (S) + δ. Thus, we have r i ≤ estx(S) + δ ≤ startx(S ). Moreover, we have min {j∈F (S)/estx(S)<estj (S)<esti(S)} (start j (S ) − r j ) which is greater than or equal to min {j∈F (S)/estx(S)<estj (S)<esti(S)} (est j (S) + δ − r j ) ≥ px − p i . Consequently, jobs x and i can be interchanged without violating the non-idling constraint since all jobs between x and i can be scheduled px − p i units of time earlier. Note that the starting times of the other jobs (before x and after i) do not change. Therefore, the difference between the cost of S and the cost of the obtained schedule is greater than or equal to wxendx(S )
Proposition 16 Given a partial solution S, if there exists a job i ∈ NR(S) with δ = min j∈NR(S)\{i}
then ranking job i immediately before L(S) cannot lead to an optimal solution.
Proof Symmetrically analogous to the proof of Proposition 14.
Proposition 17 Given a partial solution S, let i and x be two jobs of sequence L(S) such that (px < p i ∧ wx ≥ w i ) ∨ (px ≤ p i ∧ wx > w i ) and est i (S) < estx(S) (i.e. i is before x in sequence L(S)). Let δ be equal to:
then in any optimal schedule S which may be derived from S we have ∀j ∈ L(S), start j (S ) < est j (S) + δ.
Proof Symmetrically analogous to the proof of Proposition 15.
Lower bounds: cuttings and adjustments
In this section we describe the lower bounds which are used in our branch-and-bound algorithm. In Section 7.4.1 we show how the WSPT rule can be efficiently used to filter sets PF (S) and PL(S) in O(n) time if the WSPT order is known. In Section 7.4.2 we recall other lower bounds which are also used in the branch-and-bound method.
Relaxing the release dates
Given a partial schedule S, the WSPT rule can be easily used to compute a lower bound of the total cost of S by relaxing the earliest starting times of jobs belonging to NR(S). Let WSPT X (t) be the value of the cost function obtained by applying the WSPT rule to jobs in set X by relaxing their release dates to t. Since we have est
is a lower bound of the cost of the partial solution S. If this bound is strictly greater thanΦ, then the partial solution S cannot lead to a better solution than one which has already been found. Note that if the W SP T sequence of jobs belonging to NR(S) (taking the original earliest starting times) leads to a non-idling schedule starting at time eet
is an upper bound of the cost of the partial solution S, and jobs belonging to NR(S) can be automatically scheduled according to the WSPT order. Note also that delaying a complete schedule by one time unit increases the cost of the objective function of i∈N w i . A complete schedule derived from S will have a total cost of at least LB WSPT (S) and cannot end earlier than Eet(S). Therefore, the latest completion time Let(S) of the partial solution can be adjusted to min(Let(S), Eet(S)+(Φ−LB WSPT (S))/ i∈N w i ). From now on, to simplify the presentation, we shall assume that jobs in NR(S) are indexed from 1 to |NR(S)| according to the WSPT rule. Let Φ WSPT i (S) = w i (eet F (S) + i j=1 p j ) be the contribution of job i to the lower bound WSPT NR(S) (eet F (S)).
Suppose now that a job i belonging to NR(S) is scheduled in the first position immediately after F (S). If est i (S) > eet F (S) then the end time of the last job of sequence F (S) will be adjusted to be greater than or equal to est i (S) to satisfy the non-idling constraint, right-shifting the whole sequence by at least δ i = eet F (S) − est i (S) > 0 time units. Thus, in the obtained schedule, sequence F (S) will not end before eet F (S) + δ i . A lower bound of the cost of a solution which can be obtained from S if i is scheduled immediately after F (S) then becomes LB
Fortunately, this new lower bound can easily be computed from LB WSPT (S). The following relation holds:
. It corresponds to the initial bound with corrections according to the insertion of job i before the other jobs (see Lemma 1) . Now, if LB WSPT i→f irst (S) is strictly greater thanΦ, then i cannot be scheduled immediately after F (S), and it can be removed from PF (S).
Algorithm 4: Evaluating, filtering and adjusting a partial solution with the WSPT rule.
Data: A partial solution S (cf. Figure 1) , jobs being assumed to be sorted in nondecreasing order of the processing time to weight ratio
earliest_job ← the job belonging to NR(S) with the smallest earliest start time breaking times by choosing the job with the smallest index ; earliest_job ← the job belonging to NR(S)\{earliest_job } with the smallest earliest start time breaking times by choosing the job with the smallest index ;
Similarly, suppose that a job i belonging to NR(S) is scheduled in the last position immediately before L(S). Sequence F (S) cannot end earlier than eet F (S) + δ i and sequence L(S) cannot start earlier than est L (S) + δ i , in which δ i = min j∈NR(S)\{i} est j (S) − eet F (S), otherwise the non-idling constraint cannot be satisfied. A lower bound LB WSPT i→last (S) of the cost of a solution which can be obtained from S if i is scheduled immediately before L(S) can easily be computed from LB WSPT (S), since the following relation holds:
WSPT i→last (S) is strictly greater thanΦ, then i cannot be scheduled immediately before L(S), and it can be removed from PL(S). Where LB WSPT i→last (S) is not strictly greater thanΦ, we can nevertheless use this lower bound to adjust the latest completion time of job i. If i is scheduled immediately before L(S) and completes at time t ≥ est L (S) + δ i , then a lower bound of the solution is LB
it follows that all jobs need to be delayed by t − eet F (S) − δ i time units (see Lemma 1) . This bound has to be lower than or equal toΦ. Thus, job i cannot end after est
Considering that the WSPT order of jobs is known (for example, it is computed only once in O(n log n) at the beginning of the branch and bound algorithm), and in the light of the above remark, Algorithm 4 allows us to compute in O(n) the lower bound LB WSPT (S), along with all lower bounds LB WSPT i→f irst (S) and LB WSPT i→last (S). These lower bounds are then used to trigger a backtrack or to adjust the time-windows of jobs.
Preemption and splitting
In addition, we use other lower bounds from the literature according to the criterion we want to minimize, in order to filter sets PF (S) and PL(S) for jobs which cannot be eliminated by the WSPT rule. For the 1|r i | w i C i problems, we use the lower bound of Belouadah, Posner and Potts (3), which is based on job splitting. For the 1|r i | C i problem we use the SRPT rule (26).
Experimental results
All the techniques presented in this article have been incorporated into our branch-and-bound method implemented on top of the Ilog Solver and Ilog Scheduler. All experimental results were computed on a Dell Latitude D620 PC with a Genuine Intel T2600 2.16GHz CPU, running Windows Vista Professional.
The instances are generated using the same scheme as the test problems of Hariri and Potts (17) and, Belouadah, Posner and Potts (3) for the classical problems. For each job i, a processing time p i is generated from the uniform distribution [1, 100] and a weight w i from the uniform distribution [1, 10] for the weighted case. For a size n = {10, 20, . . . , 100} of problem, an integer release date r i for each job J i is generated from the uniform distribution [0, 50.5 · n · R], where R controls the range of the distribution. For each selected value of n, five problems are generated for each of the R values 0.2, 0.4, 0.6, 0.8, 1.0, 1.25, 1.5, 1.75, 2.0 and 3.0 producing 50 problems for each value of n.
In Table 1 , the efficiency of the techniques described in the previous sections is studied on instances of size n = 50 jobs for the 1, N I|r i | C i problem. For this experiment, we used a branching strategy in which the next job to be scheduled is chosen always from among the jobs in PF : the job in PF which yields the state with the smallest lower bound is ranked immediately after F . First, the results of the branch and bound method using all of the described techniques are shown ("all tech."). Then the different techniques are removed one by one to test their global contribution to the efficiency of the method. Algorithm 1, for propagating the non-idling constraint, is shown as "NI". Algorithm 2 and Algorithm 3, for propagating the non-idling semi-active and active constraints, are shown as "SAA". The no-good-recording technique, described in Section 7.2, is shown as "NGR". The application of the dominance rules of Section 7.3 are shown as "DR". Finally the different lower bounds are shown as WSPT and SRPT. For the different configurations of the branch and bound method and for each value of parameter R, the average number of generated nodes ("nodes") and the average computation time in seconds ("cpu(s)") over the 5 generated instances are shown. A time limit of 200 seconds was used. The number of instances over 5 which were not solved within the time limit is given in brackets. In this case, the time limit and the number of nodes generated within this time limit are used for the statistics. We can see that any of the techniques improves the behavior of the branch and bound method. Some techniques, such as SAA or WSPT, improve only the computation time. They adjust the state of the different variables more efficiently than other techniques which can perform the same deductions but at a higher computation time cost. Some others improve the behavior of the branch and bound method, in terms of both search space and computation time. The propagation of the non-idling constraint and the use of the SRPT lower bound would appear to be particularly effective. However, using only these two techniques is not really efficient, as shown by the column "NI + SRPT", which corresponds to the results obtained by the branch and bound procedure using only these two techniques.
In Table 2 , different branching strategies are studied with instances of size n = 50 jobs for the 1, N I|r i | C i problem, using all the described techniques. Column F shows the results obtained by the method in which the next job to be scheduled is chosen always from among the jobs in PF . Column L shows the results obtained by the method in which the next job to be scheduled is chosen always from among the jobs in PL. Column F L shows the results obtained by the method in which the next job to be scheduled is chosen from among the jobs in both PF and PL. In each configuration, the job which yields the state with the smallest lower bound is placed in the considered subset of jobs. For the different configurations of the branch and bound method and for each value of parameter R, the average number of generated nodes ("nodes") and the average computation time in seconds ("cpu(s)") over the 5 generated instances are given. It can be seen that the method F is significantly better on average than the methods L and F L. However, for instances with a large R (R ≥ 1.5), we can see that the method L is more efficient. This can be explained by the fact that the parameter has a lot of influence on the starting time of the whole schedule. Recall that in an optimal (semi-active) solution, at least one job starts at its release date. For a given schedule, let µ be the first job starting at its release date in the schedule. It is this job which fixes the starting time of the entire schedule. With a small value of R, instances with µ located among the first jobs of the schedule often give the best solutions, because the range of release dates is small. Consequently, for these instances, it is often better to choose the next job to be scheduled from among those in PF , so as to make the starting time of the whole schedule the earliest possible. Conversely, when R is higher, µ is often located at the end of the schedule, and it may be more effective to chose the next job to be scheduled from among jobs belonging to PL. Note that the method F L does not represent an interesting compromise. In order to improve the performance of the branch and bound procedure, we compute two descriptors λ 1 and λ 2 for each instance. They allow us to decide the branching strategy which has a good chance of being the most efficient. Computing α N I for a given instance, let χ N I be the index of the last job necessitating a shift to the right of the whole schedule if the jobs are sorted in nondecreasing order Table 2 Testing branching strategies of release dates (see Algorithm 1). The value λ 1 = χ N I /n is then the ratio between this value and n. A high value of λ 1 means that the starting time of a lot of jobs is delayed because of this job. The value λ 2 = (α N I − min i∈N {r i })/(min i∈N {r i } + i∈N {p i }) represents the distance between the minimum release date and the α N I value of the instance normalized by the sum of the processing times added to the minimum release date. Thus, the higher the values λ 1 and λ 2 , the greater the number of solutions with a good chance of having µ among the last jobs of the schedule. Columns "F or L" show results obtained by the method using strategy F if λ 1 ≤ .5 or λ 2 ≤ 0.1, and strategy L otherwise. For each parameter R we also give the average values for λ 1 and λ 2 , in order to justify this choice. Columns nb F and nb L show the number of times strategies F and L respectively were chosen. We can see that the results are significantly improved. However, note that this way of choosing F or L does not select the best strategy in several cases. We have also tested the "Reduce-To-The-Opt" algorithm of Wolf (30) . This method uses a strategy similar to the "F " strategy since it also builds a sequence of jobs by iteratively schedule jobs at the end of a partial sequence: considering that the start time of the whole sequence is fixed, this method relies on the fact that only jobs which are available can be scheduled at the end of the partial schedule. Thus, at each node of the search tree, an unscheduled job among ones with the smallest earliest start time is scheduled as soon as possible just after the partial sequence. Note that contrary to the method "F ", the start time of the job which is scheduled is known at the time it is sequenced. Therefore, the advantage of this method is that propagation algorithms are more efficient and faster since the start time of scheduled jobs and the end of the whole schedule are known. The drawback is that the method has to be run on each possible start time of the sequence to find the optimum. As for our method, the "Reduce-To-The-Opt" algorithm is not able to solve most of the instances of 50 jobs within the time limit. However, except for the propagation of the non-idling constraint with Algorithm 1 which is useless since the start time of the whole sequence is known, all other techniques described in the article are also efficient with the "Reduce-To-TheOpt" method to reduce the search space. The results obtained by using the "Reduce-To-The-Opt" method and our techniques are reported on column "RT T O". As for our method, we have used an incremental search and the job yielding the state with the smallest lower bound is chosen to be scheduled at each node of the search tree. We can see that the number of nodes generated with the "Reduce-To-The-Opt" algorithm is higher than if we use our algorithm with the "F " strategy. However, from a practical point of view, computational times are not so different, showing that propagation stages run faster when the start time of the sequence is known. Whereas our algorithm using the "F " strategy seems to be slightly better on the average, the "Reduce-To-The-Opt" algorithm is competitive on a non-negligible part of the instances. Thus, better results could surely be obtained by combining the two algorithms. Note that we have also tried the "Reduce-To-The-Opt" algorithm by using "L", "F L" and "F or L" strategies. Similar observations and conclusions than for our method can be done. As suggested in (30), we have also tried a dichotomic bounding strategy concerning the value of the objective function. However, the results were decidedly lower.
In Table 3 and Table 4 , general results of the branch and bound method for n = {10, 20, . . . , 100} are provided for the two studied criteria. The branching strategy "F or L" is used. For each instance size and for each value of R the average ("av.") and the maximum ("max") computation times in seconds ("cpu(s)") are shown, along with the average and the maximum number of generated nodes ("nodes") over the five generated instances. A time limit of 5000 seconds was used. Some instances are not solved within the time limit. In this case the number of unsolved instances is shown in brackets instead of the maximum 10 algorithm seems to be competitive and could be more deeply studied. Moreover, a dynamic programming approach could also be investigated, since some of the properties of the problem would tend to suggest this approach.
