In this paper, we study commutative weakly distance-regular digraphs whose attached association schemes are regular, and give a characterization of mixed arcs. As an application, we classify such digraphs of diameter 2.
Introduction
Throughout this paper Γ always denotes a finite simple digraph, which is not undirected. We write V Γ and AΓ for the vertex set and arc set of Γ, respectively. A path of length r from x to y is a sequence of vertices (x = w 0 , w 1 , . . . , w r = y) such that (w t−1 , w t ) ∈ AΓ for t = 1, 2, . . . , r. A digraph is said to be strongly connected if, for any two vertices x and y, there is a path from x to y. The length of a shortest path from x to y is called the distance from x to y in Γ, denoted by ∂(x, y). The diameter of Γ is the maximum value of the distance function in Γ. Let∂(x, y) = (∂(x, y), ∂(y, x)) and∂(Γ) = {∂(x, y) | x, y ∈ V Γ}. A path (w 0 , w 1 , . . . , w r−1 ) is said to be a circuit of length r if ∂(w r−1 , w 0 ) = 1.
An arc (u, v) of Γ is of type (1, r) if ∂(v, u) = r. An arc of type (1, q − 1) is said to be pure, if every circuit of length q containing it consists of arcs of type (1, q − 1); otherwise, this arc is said to be mixed. We say that (1, q − 1) is pure if any arc of type (1, q − 1) is pure; otherwise, we say that (1, q − 1) is mixed.
A strongly connected digraph Γ is said to be weakly distance-regular if, for allh, i,j ∈∂(Γ) and∂(x, y) =h, ph i,j (x, y) := |{z ∈ V Γ |∂(x, z) =ĩ and∂(z, y) =j}| E-mail address: yangyf@mail.bnu.edu.cn(Y.Yang), bjlv@bnu.edu.cn(B.Lv), wangks@bnu.edu.cn(K.Wang).
depends only onh,ĩ,j. The integers ph i,j are called the intersection numbers.
We say that Γ is commutative if ph i,j = ph j,ĩ for allĩ,j,h ∈∂(Γ). The size of Γĩ(x) := {y ∈ V Γ |∂(x, y) =ĩ} depends only onĩ, denoted by kĩ. A weakly distance-regular digraph is thin (resp. quasi-thin) if the maximum value of kĩ's is 1 (resp. 2). A weakly distance-regular digraph Γ is p-equivalenced if kĩ = p for anỹ i ∈∂(Γ) \ {(0, 0)}.
Some special families of weakly distance-regular digraphs were classified. See [5, 4] for valency 2, [6, 7, 8] for valency 3, [4] for thin case, [9] for quasi-thin case and [10] for 3-equivalenced case.
For anyĩ ∈∂(Γ), define Γĩ = {(x, y) ∈ V Γ × V Γ |∂(x, y) =ĩ}. Then Γ is weakly distance-regular if (V Γ, {Γĩ}ĩ ∈∂(Γ) ) becomes an association scheme. For the theory of association schemes, we refer readers to [2, 13, 14] .
Let Γ be a commutative weakly distance-regular digraph. For two nonempty sets E and F consisting of some Γĩ's, define
and write ΓĩΓj instead of {Γĩ}{Γj}.
i. In this case, ph i,ĩ , ph i,ĩ * ∈ {0, kĩ} for allĩ,h. Recently, some interesting results on regular association schemes have been obtained in [11, 12] .
For convenience's sake, we say that the configuration C(q) (resp. D(q)) exists if p (1,q−2)
(1,q−1),(1,q−1) = 0 (resp. p (1,q−2),(q−2,1) = 0) and (1, q − 2) is pure. In this paper, we obtain the following results. 
(ii) Cay(Z 4 , {1, 2}).
(iii) Cay(Z 6 , {1, 3, 4}).
(iv) Cay(Z 6 , {1, 2, 3, 5}). 
Some properties
In the remaining of this paper, we always assume that Γ is a commutative weakly distance-regular digraph whose attached association scheme is regular.
Lemma 2.1 ([1, 2 ]) The following hold:
(ii) |ΓdΓẽ| ≤ gcd(kd, kẽ).
The desired result holds from Lemma 2.1 (ii). ✷ A nonempty set E consisting of some Γĩ's is called closed if Γĩ * Γj ⊆ E for any Γĩ and Γj in E. Let Γ 1,q−1 be the minimum closed subset containing Γ 1,q−1 , and ∆ q (x) be the connected component of digraph (V Γ, Γ 1,q−1 ) containing vertex x. Note that ∆ q (x) does not depend on the choice of vertex x up to isomorphism. If no confusion occurs, we write ∆ q instead of ∆ q (x).
, where the first subscription of x are taken modulo q. Then∂(x 1,0 , x 3,0 ) = (2, q − 2). By m = k 1,q−1 , we have Γ 1,q−1 (x 0,0 ) = Γ q−1,1 (x 2,0 ) and Γ 1,q−1 (x 1,0 ) = Γ q−1,1 (x 3,0 ). It follows from the induction that
Lemma 2.6 Suppose that C(q) exists. Then the following hold:
(ii) Any circuit of length q containing an arc of type (1, q − 1) consists of arcs of types (1, q − 1) and (1, q − 2).
consisting of arcs of the same type. Suppose that
(ii) Let (y 0 , y 1 , . . . , y q−1 ) be a circuit such that∂(
, contrary to (i). By the commutativity of Γ, we may assume∂(y 0 , y 1 ) = (1, p − 1) with p = q. It suffices to show that p = q − 1. It follows from Lemma 2.2 that∂(y q−1 , y 1 ) = (2, q − 2). By p (1,q−2),(1,q−1) = 0, we may choose a vertex y ∈ P (1,q−2),(1,q−1) (y q−1 , y 1 ). Since p (1,q−2)
(1,q−1),(1,q−1) = k 1,q−1 , one has∂(y 0 , y) = (1, q−1). In view of (i), we get p = q−1.✷
Proof. Pick a path (x, y, z) consisting of arcs of type (1, q − 1). Choose a vertex w ∈ P (1,q−2),(q−2,1) (x, y). Since p
The proof of Theorem 1.1
We begin with two lemmas. = 0 with s = t, then q ∈ {s, t}.
Proof. Let x 0 , x, x ′ , x 1 be four distinct vertices such that∂(x 0 , x 1 ) = (1, q − 1), x ∈ P (1,s−1),(1,t−1) (x 0 , x 1 ) and x ′ ∈ P (1,t−1),(1,s−1) (x 0 , x 1 ). Assume the contrary, namely, q / ∈ {s, t}. Note that q > 2. Since (1, q − 1) is pure or C(q) exists, there exists a vertex
(1,q−1),(1,q−1) = k 1,q−1 , one has q − 1 / ∈ {s, t}, which implies ∂(x 2 , x) = ∂(x 2 , x ′ ) = q − 1 from Lemma 2.6 (ii). Similarly, x, x ′ ∈ Γ q−1,2 (x 2 ).
Since x 1 ∈ P (1,s−1),(1,q−1) (x ′ , x 2 ), there exists a vertex x ′ 1 ∈ P (1,s−1),(1,q−1) (x, x 2 ). By P (1,q−1),(1,q−1) (x 0 , x 2 ) = Γ q−1,1 (x 2 ), one has∂(x 0 , x ′ 1 ) = (1, q − 1). Observe that x ∈ P (1,s−1),(1,s−1) (x 0 , x ′ 1 ) and p (1,s−1),(1,t−1) = 0 with s = t, then q ∈ {s, t}.
Proof. Let x 0 , x, x 1 be distinct vertices such that∂(x 0 , x 1 ) = (1, q − 1) and x ∈ P (1,s−1),(1,t−1) (x 0 , x 1 ). Suppose q / ∈ {s, t}. Since s = t and p
(1,q−1)
(1,q−2),(q−2,1) = k 1,q−2 , we have q − 1 / ∈ {s, t}. Pick vertices x 2 ∈ P (1,q−2),(q−2,1) (x 0 , x 1 ) and y ∈ P (1,q−1),(1,q−2) (x 1 , x 2 ).
Case 1.
(1,s−1),(1,t−1) = 0, from the commutativity of Γ, there exists a vertex x ′ ∈ P (1,t−1),(1,s−1) (x 0 , x 1 ). By p (1,q−2),(q−2,1) = k 1,q−2 , we have x, x ′ ∈ Γ q−2,1 (x 2 ). Note that ∂(y, x) = q−2 or q−1, and ∂(y, x ′ ) = q−2 or q−1. Since P (1,q−1),(1,q−1) (x 0 , y) = Γ q−1,1 (y) and p (1,q−2)
(1,q−2),(1,q−2) = 0, one gets ∂(x, y) = ∂(x ′ , y) = 2. By Lemmas 2.2 and 2.7, we obtain∂(x, y) =∂(x ′ , y).
Since x 1 ∈ P (1,s−1),(1,q−1) (x ′ , y), there exists a vertex x ′ 1 ∈ P (1,s−1),(1,q−1) (x, y). By P (1,q−1),(1,q−1) (x 0 , y) = Γ q−1,1 (y), one has∂(x 0 , x ′ 1 ) = (1, q − 1). Observe that x ∈ P (1,s−1),(1,s−1) (x 0 , x ′ 1 ) and p
(1,s−1),(1,t−1) = 0, contrary to Lemma 2.2. Case 2. Γ 1,s−1 / ∈ Γ 1,q−2 Γ q−2,1 . Since (1, q − 2) is pure, one has ∂(x 2 , x) = q − 2 or q − 1. By Lemma 3.1, we get p (1,q−2) (1,s−1),(1,q−1) = 0, which implies ∂(x, x 2 ) = 2 from Γ 1,s−1 / ∈ Γ 1,q−2 Γ q−2,1 .
Suppose∂(x, x 2 ) =∂(x 0 , y). By x 1 ∈ P (1,t−1),(1,q−2) (x, x 2 ), there exists a vertex x ′′ 1 ∈ P (1,t−1),(1,q−2) (x 0 , y). Since p
(1,q−2),(q−2,1) = k 1,q−2 , we have x 0 , x 1 ∈ Γ 1,q−2 (x ′′ 1 ), contrary to t = q − 1. Hence,∂(x, x 2 ) =∂(x 0 , y). By Lemma 2.7, we have q − 2 ≤ ∂(y, x) ≤ min{∂(x 2 , x), ∂(y, x 0 )} + 1 = q − 1. In view of Lemma 2.2, one gets∂(x, y) =∂(x 0 , y) and ∂(x, y) = 2 from Lemma 3.1. It follows that∂(x, x 2 ) =∂(x, y). Since x 1 ∈ P (1,t−1),(1,q−2) (x, x 2 ), there exists a vertex y 1 ∈ P (1,t−1),(1,q−2) (x, y). By p (1,q−2),(q−2,1) = k 1,q−2 , we obtain∂(y 1 , x 1 ) = (1, q − 2). Since x ∈ P (t−1,1),(1,t−1) (y 1 , x 1 ), one has p (1,q−2) (t−1,1),(1,t−1) = k 1,t−1 , which implies∂(x, y) = (1, t − 1), contrary to ∂(x, y) = 2. ✷ Proof of Theorem 1.1. "⇐=" It is obvious. "=⇒" By way of contradiction, we may assume that q is the minimum integer such that neither C(q) nor D(q) exists. Note that q > 2.
Case 1. Γ 1,q−1 ∈ Γ q−1 l−1,1 for some l ∈ {2, 3, . . . , q − 1}.
Pick a circuit (x 0 , x 1 , . . . , x q−1 ) such that (x q−1 , x 0 ) ∈ Γ 1,q−1 and (x i , x i+1 ) ∈ Γ 1,l−1 for 0 ≤ i ≤ q − 2.
Case 1.1.
(1, l − 1) is pure. If l = 2, from Γ 3 1,1 = {Γ 1,1 }, then q = 3 and p
(1,2)
(1,1),(1,1) = 0; if l > 2, from Lemma 2.5, then q = l + 1 and∂(x q−1 , x 1 ) = (1, q − 2), which imply p (1,l−1),(1,l−1) = 0 and q > 3, there exists a vertex
By the commutativity of Γ, we may assume∂(z q−2 , z q−1 ) = (1, s − 1) with s / ∈ {p, q}. Suppose∂(z q−1 , z 1 ) = (1, q − 2). By the minimality of q and Lemmas 3.1, 3.2, we have p = q − 1. Since s = q − 1, (1, q − 2) is mixed, which implies that C(q − 1) or D(q − 1) exists. If D(q − 1) exists, from p (1,q−2)
(1,q−3),(q−3,1) = k 1,q−3 , then there exists a vertex z ′ q−2 such that z q−1 , z 0 , z 1 ∈ Γ q−3,1 (z ′ q−2 ), contrary to q − 1 = ∂(z 0 , z q−1 ) ≤ 1 + ∂(z ′ q−2 , z q−1 ) = q − 2. Hence, C(q − 1) exists. Pick a vertex z ′ 2 ∈ P (1,q−3),(q−2,1) (z q−1 , z 1 ). In view of Lemma 2.6 (i), we have∂(z 0 , z ′ 2 ) = (2, q − 2). By Lemma 3.1, one gets∂(z q−2 , z 0 ) = (2, q − 2). Since z q−1 ∈ P (1,s−1),(1,q−1) (z q−2 , z 0 ), from the commutativity of Γ, there exists a vertex z ′ 1 ∈ P (1,q−1),(1,s−1) (z 0 , z ′ 2 ). By P (1,q−2),(1,q−2) (z q−1 , z ′ 2 ) = Γ 1,q−2 (z q−1 ) and s = q − 1, we obtain∂(z q−1 , z ′ 1 ) = (2, q − 2). Observe z 0 ∈ P (1,q−1),(1,q−1) (z q−1 , z ′ 1 ) and z ′ 1 ∈ P (1,q−1),(1,s−1) (z 0 , z ′ 2 ), contrary to Lemma 2.2. Hence,∂(z q−1 , z 1 ) = (2, q − 2). Similarly,∂(z q−2 , z 0 ) = (2, q − 2).
Since z 0 ∈ P (1,q−1),(1,p−1) (z q−1 , z 1 ), there exists z ′ q−1 ∈ P (1,q−1),(1,p−1) (z q−2 , z 0 ). Note that the number of arcs of type (1, p − 1) in the circuit (z ′ q−1 , z 0 , z 1 , . . . , z q−2 ) is more than the number of arcs of type (1, p − 1) in the circuit (z 0 , z 1 , . . . , z q−1 ). Repeat this process, there exists a circuit of length q consisting of an arc of type (1, q − 1) and q − 1 arcs of type (1, p − 1), contrary to Γ 1,q−1 / ∈ Γ q−1 l−1,1 for 1 < l < q. Case 2.2. ∂(z i+1 , z i ) = q − 1 for some i ∈ {1, 2, . . . , q − 2}. By the commutativity of Γ, we may assume i = q − 2. Note that∂(z q−1 , z 1 ) = (2, q−2). It follows from Lemma 2.2 that∂(z q−2 , z 0 ) = (1, q−2) and p (1,q−1),(1,q−1) = k 1,q−1 . Since C(q) does not exist, (1, q − 2) is mixed. In view of the minimality of q, C(q − 1) or D(q − 1) exists.
Suppose that C(q − 1) exists. Pick a vertex z ′′ 1 ∈ P (1,q−3),(q−2,1) (z q−2 , z 0 ) and a circuit (z q−2 , z ′′ 1 , z ′′ 2 . . . , z ′′ q−3 ) consisting of arcs of type (1, q − 3). Note that
, from the commutativity of Γ, there exists a vertex z ′′ 0 ∈ P (1,q−1),(1,q−3) (z q−1 , z ′′ 1 ). By p (1,q−3) (1,q−2),(1,q−2) = k 1,q−2 , we have∂(z ′′ 0 , z 0 ) = (1, q − 2). Since p
(1,q−2)
(1,q−1),(1,q−1) = k 1,q−1 , one gets∂(z ′′ 0 , z q−1 ) = (1, q − 1), contrary to q > 2. Suppose that D(q − 1) exists. Pick vertices w ′′ 1 ∈ P (1,q−3),(q−3,1) (z q−2 , z 0 ) and
, by z 0 ∈ P (1,q−2),(1,q−2) (z q−2 , z), then there exists a vertex w ∈ P (1,q−2),(1,q−2) (z q−1 , w ′′ 1 ), which implies z q−1 , w ∈ Γ 1,q−3 (z 0 ) from p (1,q−2)
(1,q−3),(q−3,1) = k 1,q−3 , contrary to q = 2. In view of Lemma 2.7, one has∂(z q−2 , z) = (2, q − 3). Observe that∂(z q−1 , z) = (2, q − 2). Since z 0 ∈ P (1,q−1),(1,q−2) (z q−1 , z), there exists a vertex w ′ ∈ P (1,q−1),(1,q−2) (z q−1 , w ′′ 1 ). By p
(1,q−3),(q−3,1) = k 1,q−3 , we obtain z 0 , z q−2 ∈ Γ q−3,1 (w ′ ). Note that z q−1 ∈ P (1,q−1),(1,q−1) (z q−2 , w ′ ) and z q−1 ∈ P (q−1,1),(1,q−1) (z 0 , w ′ ), a contradiction. ✷ Combining Theorem 1.1 and Lemmas 3.1, 3.2, we obtain the following corollary.
Corollary 3.3 If p
(1,s−1),(1,t−1) = 0 with s = t, then q ∈ {s, t}.
4 The proof of Theorem 1.2
First, we introduce the following proposition. (1,q−1),(q−1,1) = 0. Pick vertices x q+1 , x 1 , x 2 such that ∂(x q+1 , x 1 ) = (1, 1) and∂(x 1 , x 2 ) = (1, q − 1). Since (1, q − 1) is pure, by Corollary 3.3, we have ∂(x q+1 , x 2 ) = 2. Note that ∂(x 2 , x q+1 ) = q − 1 or q. It suffices to show that ∂(x 2 , x q+1 ) = q − 1. Suppose∂(x q+1 , x 2 ) = (2, q − 1). Pick a path (x 1 , x 2 , . . . , x q+1 ). Assume that there are exactly i arcs of type (1, q −1) in this path. By the commutativity of Γ, we may assume∂(x j , x j+1 ) = (1, q − 1) for 1 ≤ j ≤ i.
Case 1. i ≥ q − 1. Since (1, q − 1) is pure, from Lemma 2.5, one has∂(x q , x 1 ) = (1, q − 1). By Corollary 3.3, (x q , x q+1 ) is an arc of type (1, q − 1), contrary to p (1,q−1),(q−1,1) = 0. Case 2. i < q − 1. By x 1 ∈ P (1,1),(1,q−1) (x q+1 , x 2 ) and the commutativity of Γ, there exists a vertex x ′ 1 ∈ P (1,q−1),(1,1) (x q+1 , x 2 ). Since (1, q − 1) is pure, we have ∂(x ′ 1 , x q ) = q − 1, which implies ∂(x q , x ′ 1 ) = 2. By x ′ 1 ∈ P (1,q−1),(1,1) (x q+1 , x 2 ), there exists a vertex x ′ q+1 ∈ P (1,q−1),(1,1) (x q , x ′ 1 ). Note that x ′ q+1 = x 2 . Since (1, q − 1) is pure, one gets ∂(x q−1 , x ′ q+1 ) = (2, q − 1). Then there exists a vertex x ′ q ∈ P (1,q−1),(1,1) (x q−1 , x ′ q+1 ). Note that x ′ q = x ′ 1 . In view of Γ 3 1,1 = {Γ 1,1 }, we obtain∂(x ′ q , x 2 ) = (1, 1), contrary to the fact that (x ′ q , x 2 , x 3 , . . . , x q−1 ) is a circuit of length q − 1. ✷ In the remaining of this section, we assume that the diameter of Γ is 2. Note that Γ has at most two types of arcs and (1, 2) ∈∂(Γ). (1, 2) is pure, then Γ is isomorphic to one of the digraphs in Theorem 1.2 (i), (iii) and (vii).
Lemma 4.2 If
Proof. Suppose (1, 1) / ∈∂(Γ). Since the diameter of Γ is 2, by Lemma 2.5, we have k 1,2 = 1. It follows that Γ is isomorphic to the digraph in Theorem 1.2 (i). We only need to consider the case that (1, 1) ∈∂(Γ). Since the diameter of Γ is 2, from Proposition 4.1, we have
Suppose Γ 1,2 Γ 2,1 = {Γ 0,0 , Γ 1,1 }. By Lemma 2.3, we have k 1,2 = 2, which implies k 1,1 = 1 from Lemma 2.1 (i). In view of Theorem 1.3 in [6] , Γ is isomorphic to the digraph in Theorem 1.2 (iii).
Suppose Γ 1,2 Γ 2,1 = {Γ 0,0 , Γ 1,1 , Γ 2,2 }. Since (1, 2) is pure, from Lemma 2.5 and Γ 1,1 Γ 1,2 = {Γ 1,2 }, we have Γ 2,2 ∈ Γ 2 1,1 . By Γ 3 1,1 = {Γ 1,1 } and p
(1,1)
(1,2),(2,1) = k 1,2 , one gets Γ 2 1,1 = {Γ 0,0 , Γ 2,2 }. In view of Lemma 2.3, k 1,1 = 2. By Lemma 2.1 (i), we obtain k 2,2 = 1, which implies k 1,2 = 4 from Γ 1,2 Γ 2,1 = {Γ 0,0 , Γ 1,1 , Γ 2,2 }. Then∂(Γ) = {(0, 0), (1, 1), (1, 2), (2, 1), (2, 2)} and |V Γ| = 12. In view of [3] , Γ is isomorphic to the digraph in Theorem 1. 2 (vii) . ✷
In order to prove Theorem 1.2, we only need to consider the case that (1, 2) is mixed. By Theorem 1.1, we have p (1,2),(1,2) = p (2, 2) (1,2),(1,2) = k 1,2 , one has Γ 1,2 Γ 2,1 = {Γ 0,0 }, which implies k 1,2 = 1, contrary to Lemma 2.1 (ii). By Lemma 2.6 (i), we get Γ 2 1,2 = {Γ 1,1 }. If k 1,1 = 1, from Lemma 2.1 (i), then k 1,2 = 1, which implies that Γ is isomorphic to the digraph in Theorem 1.2 (ii) by Theorem 1.1 in [5] . We only need to consider the case that k 1,1 > 1. In view of p (1,1) (1,2),(1,2) = k 1,2 and Γ 3 1,1 = {Γ 1,1 }, we have Γ 2 1,1 = {Γ 0,0 , Γ 2,2 }. It follows from Lemma 2.3 that k 1,1 = 2. By Lemma 2.1 (i), one gets k 2,2 = 1. Since Γ 2 1,2 = {Γ 1,1 }, we obtain k 1,2 = 2. Then Γ is quasi-thin. In view of Theorem 1.1 in [9] , Γ is isomorphic to the digraph in Theorem 1. 2 (v) . ✷ (1,1),(1,1) = 0, then Γ is isomorphic to one of the digraphs in Theorem 1.2 (iv), (vi), (viii) and (ix).
Proof. By Lemma 2.7, we have Γ 2 1,2 = {Γ 2,1 } or Γ 2 1,2 = {Γ 2,2 }. Case 1. Γ 2 1,2 = {Γ 2,1 }. We consider three cases. Case 1.1. k 1,2 = 1 and Γ 2,2 / ∈ Γ 2 1,1 .
