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1. INTRODUCTION 
The changing nature of populations in terms of their composition and in terms 
of the characteristics of their elements has brought considerable interest in the design 
and analysis of repeated surveys. Many government and private agencies conduct 
repeated surveys on a regular basis. The U.S. Current Population Survey and the 
Opinion Research Center's General Social Survey are examples of repeated surveys 
conducted by the U.S. government and a private agency respectively. There are many 
types of repeated surveys depending on the nature of the population, the objectives of 
the survey, and the cost of the survey. 
When the survey is such that we have a weU defined partial overlap of the 
samples on different occasions whose form remains unchanged over time, the design is 
said to have a rotation scheme. The rotation scheme creates a correlation structure 
between the sampling errors which can be used in the analysis of repeated surveys to 
improve the estimates of the characteristics of interest. In repeated surveys, the usual 
survey estimate at time t can be modeled as 
+ ^t ' 
where is the population characteristic of interest and Uj. is the sampling error. 
The use of the correlation structure of the u^'s to improve estimates has been 
considered by many authors and can be classified into two broad categories: 
i) the classical approach in which is a fixed unknown quantity, 
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ii) the time series approach which considers to be a realization of a time 
series independent of the u^'s . 
Under the time series approach, the problem is then to estimate the parameters 
of the {x^} series and to predict the values of x^ from the observations . 
Generally, the correlation structure of the u^'s is estimated based upon a model. 
In this study, we consider the time series approach and propose the estimation 
of the structure of the {x^} series in the frequency domain. Chapter 2 presents a 
review of literature on repeated sampling. The types and objectives of repeated 
sampling are discussed and both classical and time series approaches are reviewed. 
The use of the Kalman filter for recursive prediction is also briefly reviewed. 
Chapter 3 gives the notation and definitions used in this work and the 
properties of the periodogram ordinates. Using the properties of the periodogram 
ordinates, an approximate maximum likelihood estimation procedure in the frequency 
domain is presented. The asymptotic properties of the estimators are given. 
In Chapter 4, a Monte Carlo study is used to assess the bias of the estimators in 
the frequency domain and to compare the frequency and the time domain estimators. 
Theoretical justification of the procedures used in the study and the main results of the 
experiments are given. 
Chapter 5 applies the estimation procedures to data from the Current 
Population Survey data. The Current Population Survey is a monthly household 
survey conducted by the U.S. Bureau of Census for the U.S. Bureau of Labor 
Statistics. The objective of the survey is to provide estimates of employment, 
unemployment, and other characteristics of the U.S. labor force. For any given month, 
the sample is composed of about 72,000 households selected firom 729 primary sampling 
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units with coverage in the 50 states and the District of Columbia. The sample is 
divided into subgroups called rotation groups. The sample for a month is partitioned 
into eight rotation groups in such a way that one rotation group is in the sample for 
the first time, one for the second time, ..., and one for the eighth time. A particular 
rotation group is in the sample for four months, rotates out for eight months, and then 
re-enters the sample for four more months. Under this 4—8—4 rotation scheme, the 
sampling error of the Current Population Survey is a fifteenth order moving average. 
The first step in the estimation procedure consists of constructing estimates of the 
covariance structure of the sampling errors of the direct estimates of labor force 
characteristics. Using the estimated autocovariance function of the sampling error and 
the sequence of observations firom the Current Population Survey, the estimation of 
the structure of the true series is estimated. The series for employed and unemployed 
persons are studied. 
2. LITERATURE REVIEW FOR ANALYSES OF REPEATED SURVEYS 
In sample survey and in statistics in general, one must identify the population 
for which inferences are drawn. Most populations change over time in terms of their 
elements and in terms of the characteristics of the elements. This changing nature of 
the populations has produced considerable interest in the design and analysis of surveys 
that are repeated over time. We review the objectives, types, and analysis of repeated 
surveys. Analyses are divided into classical and time series approaches. The time 
series approach requires modeling of the observations and the estimation of the 
parameters of a model. Estimation can be done either in the time domain or in the 
frequency domain. 
2.1. Objectives and Types of Repeated Surveys 
Duncan and Kalton (198,7) gave some objectives for and types of repeated 
surveys. The objectives identified are: 
i) To provide estimates of population characteristics at distinct time periods. 
ii) To provide estimates of population parameters averaged across time. 
iii) To measure net change, i.e. change at the aggregate level. 
iv) To measure various components of change such as: 
— gross change which is a change at the individual level, 
— average change for an individual, 
— variability for individual. 
v) To aggregate data for individuals over time. 
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vi) To measure the frequency, timing, and duration of events within a given time 
period. 
vii) To accumulate information on a rare population. 
The types of surveys repeated over time defined by Duncan and Kalton are: 
a) Repeated Survey in which no attempt is made to ensure that elements are 
sampled on more than one occasion. The same primary sampling units and 
second stage sampling units may be included in the sample on more than one 
occasion but the individual elements are not. An example of such a survey is 
the U. S. Health Interview Survey in which weekly data are collected on 
households. 
b) Panel Survey where repeated measurements of the same characteristics are 
made on the same individuals at different time periods. Panel surveys are also 
called longitudinal surveys. The Panel Study of Income Dynamics which 
collects data on American households is an example of a panel survey. 
c) Rotating Panel Survey in which elements are observed for a fixed number of 
times under a fixed pattern and then taken out of the survey. An example of a 
rotating panel survey is the Current Population Survey, a monthly household 
survey conducted by the Bureau of Census for the Bureau of Labor Statistics. 
The Current Population Survey is based on a rotating sample partitioned into 
eight rotation groups. This survey will be described in more detail in 
Chapter 5. 
d) Split Panel Survey which is a combination of a panel and a rotating or repeated 
survey. The British Social Attitudes Survey is an example of a split panel 
survey. 
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The objectives and the cost of the survey should dictate the type to use. As 
stated by Cochran (1977, p. 345), it is best to retain the same sample throughout all 
occasions for estimating change while drawing a new sample on each occasion is a 
better choice for estimating the average over all occasions. This is so because there is 
often a positive correlation between measurements on the same unit on two successive 
2 2 
occasions. The estimated change on a unit has variance + Sg — , where the 
subscripts refer to the occasions. If the change is estimated from two different units, 
2 2 its variance is + Sg . The estimate of the overall mean for two occasions has 
—1 9 2 
variance equal to 4 (Sj + Sg + if the same unit is retained, and a variance 
1 2 2 
of 4 (Sj + Sg) if a different unit is chosen on each occasion. In practice, we may be 
interested in estimating change and average over the two occasions. In that case, a 
compromise of a partial overlap between the two samples should be considered. 
2.2. Analysis of Repeated Surveys and General Results 
Previous estimation work for repeated surveys in which a subset of elements are 
observed at successive times and the characteristic of interest is assumed fixed is 
reviewed in Subsection 1. Subsection 2 addresses the case when or (X^ — X^_j^) 
is a realization of a stationary time series independent of the survey error and the 
survey is either rotating or repeated. Subsection 3 discusses the Kalman filter 
approach for prediction and Subsection 4 contains a description of estimation of model 
parameters in repeated surveys. 
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2.2.1. Generalized least squares 
Generalized least squares is considered to be the classical approach to the 
analysis of repeated surveys. It uses the correlation structure of overlapping units to 
derive minimum variance linear unbiased estimators (MVUE). The first attempt to 
incorporate the information &om previous occasions into the estimate for the current 
occasion was made by Jessen (1942). He studied the optimal allocation of units to 
overlapping and nonoverlapping groups in sampling on two occasions. An extension of 
Jessen's work to the case of sampling on more than two occasions with a fixed sample 
size and a constant replacement fraction can be found in Yates (1960). Patterson 
(1950) investigated sampling on T occasions under partial replacement of a fixed 
proportion of sampling units on successive occasions. He assumed that the value y^. 
of the i—th unit at time t is related to its value at time (t — 1) through the model 
where is the mean of the population at time t, 
E(e^j) = 0, Var(e^j) = {1-^^)0^, 
and 
E(yti-Mt)^ = ^r^. 
He derived optimal estimators of fj,^ and of Assuming an exponential 
correlation structure, Eckler (1955) derived the minimum variance linear unbiased 
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estimator of a population mean in a two—level rotation scheme. He generalized the 
procedure to obtain minimum—variance estimators of linear functions of two or more 
population means at different times. Gurney and Daly (1965) used the rotation 
scheme of the Current Population Survey and geometric arguments to illustrate the 
derivation of the linear minimum variance unbiased estimator under the assumptions: 
i) The estimates of the panels for a given month have the same expected value. 
ii) The covariances between estimates from the same panel are stationary. 
iii) The panels are independent. 
Raj (1965) considered cluster sampling on two occasions with probability 
proportional to size. A portion of the sample on the second occasion (the matched 
part) is a simple random sample of clusters drawn from the first sample and the 
unmatched part is selected with probability proportional to size. He derived the 
minimum variance estimator of the population total based on the matched and 
unmatched units at the two occasions. Singh (1968) derived the minimum variance 
linear unbiased estimator of a population mean in sampling over two and three 
occasions with a multistage design. Cochran (1977, pp. 346—351) considered sampling 
on two or more occasions and derived the proportion of matched and unmatched 
sample for optimum variance using least squares theory and straight minimization 
techniques. 
Wolter (1979) investigated the estimation problem in a two—level rotation 
scheme in finite populations. A two-4evel rotation scheme is one in which when a 
panel is enumerated at time t , it provides data for times t and t — 1 . He assumed 
that the two—level scheme has been in operation for p months and defined the 2p * 1 
vector of simple estimators as 
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Y - (Xj, Y^_j, X^_^, Y^ g,\-p) ' 
where and are data provided by the same panel for times t and t — 1, 
respectively. If ^ = (X^, X^_^, X^_p) , and e are the vectors of monthly totals 
and of the estimation error, respectively, the objective is to find the minimum variance 
unbiased estimators of monthly totals that are linear combination of the elements of 
Y. The estimation problem can be formulated as 
Y = W)9 4- e. 
where 
W = 
1  0  0  0  • •  o
 
• 
0  1  0  0  • •  •  0  
0  1  0  0  • •  •  0  
0  0  1  0  • •  •  0  
0  0  1  0  • •  •  0  
•
 •
 o
 
0  0  0  • •  .  1  (2p X p+l), 
E(e) = 0, E(ee') = V, 
V is assumed to be nonsingular and its structure depends on the rotation pattern. By 
the Gauss—Markov theorem, the minimum variance linear unbiased estimator of is 
given by ^ = (W V~^W)~^W V~^Y. The estimator P uses all data available up to 
and including month t. Battese, Hasabelnaby, and Fuller (1989) considered the 
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estimation of livestock inventory in farm surveys conducted by the U.S. Department of 
Agriculture. Given that N estimators for a given livestock inventory are available for 
each of the T years and that the Agricultural Statistics Board has made ofGcial 
estimates for the first (T — 1) years, their objective was to estimate the livestock 
inventory in the T—th year using all the available information. Assuming a general 
linear model 
yti = «t + + eti, 1 < t < T , 1 < i < N , 
where 
is the livestock inventory for the t—th year 
is the effect associated with the i—th estimator, 
e^^ is a random error with zero mean, 
and the restriction that the average of the true livestock inventories in the first (T — 1) 
years is equal to the average of the corresponding official estimates of the Agricultural 
Statistics Board, they derived the estimated generalized least squares estimator of the 
livestock inventory for the T—th year. 
Several authors proposed the use of composite estimators which are 
approximations of the optimal estimators and are easier to compute. Composite 
estimators combine the information from the previous occasions as well as the 
information from the current occasion to get estimators with small variances. Rao and 
Graham (1964) considered the estimation for a finite population with a general 
rotation pattern in which a group of k units stays in the sample for r occasions, 
leaves the sample for m occasions, re-enters the sample for another r occasions, then 
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leaves the sample for m occasions and so on. Under that rotation scheme and the 
assumptions of a fixed population and sample size, and of an exponential or an 
arithmetic correlation structure, they developed a theory for composite estimates of the 
current population mean and of change in level between successive occasions. Gurney 
and Daly (1965) considered several composite estimators for the Current Population 
Survey, but the one that received the most attention is the AK composite estimator. 
For month t the AK composite estimator is defined as 
= 8 ^{(1 - K + A)(y^j + y^g) 
+ (1 - K - 3~U)(y^2 + yt3 + yt4 + ^tG + ^t? + 
+ K(Y^_i + 
where y^. is the estimate from the panel which is in the sample for the i—th month at 
time t 
is a measure of change from the overlapped portion of the samples, and A, K are two 
nonnegative constants less than one. 
When A = 0 and K = 0, the AK composite estimator reduces to the average of 
the eight panels which is called the simple estimator. When A = 0, the AK 
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composite estimator reduces to the class of simple composite estimators 
Y; = (l-K)Y, + K(Y;_j + dj,_j), 
where is the simple estimator and d^ is defined as in the AK estimators. 
Gurney and Daly showed that the values A = 0.2 and K = 0.7 are not the best for 
all characteristics but provide appreciable gains over the simple average of elementary 
estimates when the correlations between elementary estimates from the same panel are 
high to moderate. An elementary estimate is defined as an estimate which only uses 
the data of the time period to which it refers. Huang and Ernst (1981) studied the 
variance, the bias and mean square error of the AK composite estimator. They showed 
that for a given K , 0 < K < 1 , the optimum variance of the AK composite estimator 
is always less than the variance of a simple composite estimator, and for K = 0.5 and 
A = 0.4, the AK composite estimator had the smallest mean square error for monthly 
level among the AK composite and simple composite estimators. Also, under the 
assumptions of constant rotation group bias and that the average of 8 rotation group 
ratio estimates is unbiased, the AK composite estimator has less bias than the current 
composite estimator for the same K . Breau and Ernst (1983) considered alternative 
estimators including the current composite, the simple composite and AK composite 
estimators for the CPS. They compared the estimators in terms of variance, bias and 
mean square error and concluded that there is no estimator which is optimal for all 
characteristics and for all parameters of interest, where parameters include monthly 
level, month—to—month change and annual average. Kumar and Lee (1983) studied 
the suitability of composite estimation for the Canadian Labor Force Survey which 
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uses a rotation scheme with replacement of one—sixth of the sample each month. A 
panel stays in the sample for six consecutive months and then drops out forever. They 
investigated the performance of different composite estimators for estimates of level 
and estimates of change for several characteristics of the Canadian Labor Force. 
In a repeated survey, let be an unbiased estimator of a characteristic . 
Then we can write 
+ u^, E(u^) = 0, V(u^) = (2.2.1) 
The objective of the generalized least squares and related analyses is to use the 
information up to and including time t, i.e. Y^ = (Y^, Y^_p Y^ g, ...) to form an 
improved estimator of X^, X^ — X^_p etc. In the analysis, the parameter X^ is fixed 
and Y^ depends on previous Y^_p Y^_2, ... only through 1' 2' 
2.2.2. Time series prediction 
Smith (1978) pointed out that the estimation procedures reviewed in 
Section 2.2.1 lead to a seemingly anomalous position that although individual values at 
time t are related to individual values at time t — 1, X^ in model (2.2.1) which is a 
linear combination of those values is not related to X^_j. An alternative approach, 
called time series prediction, is to assume in model (2.2.1) that 
i) Xj. is a realization of a stationary process, 
ii) u^ is stationary, and 
iii) X^ and u^ are uncorrelated series. 
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The objective is to predict values from the observed . In what follows, we 
review the previous work on time series prediction. 
Blight and Scott (1973) assumed the Patterson model but added the assumption 
that 
(X^ — /i) = — /i) + 6^, E(e^) = 0 , and E(c^) = . 
Under the assumptions that the e^'s are normally and independently distributed and 
the parameters of the model are known, they derived recursive formulas for minimum 
mean square error predictors of X^ and X^. — X^_j . Their results reduce to those of 
Patterson if a is infinite, i.e., there is no relation between X^ and X^_j . Scott 
and Smith (1974) generalized the Blight and Scott (1973) results in two directions. 
For nonoverlapping surveys and processes X^ having a stationary p—th difference, 
they used conditional distribution arguments to derive the minimum mean square error 
predictor of X^ under the assumption of known model parameters. For overlapping 
surveys, assuming that the processes X^ and u^ in (2.2.1) are stationary and 
independent with general covariance structure, they used Whittle's (1963) method to 
get the minimum mean square error linear predictor of X^ and of linear combinations, 
SdjX^^j . Scott, Smith and Jones (1977) extended the results of Scott and Smith 
(1974) to complex surveys in which units may overlap at one or more stages of 
sampling. Smith (1978) presented a short literature review when X^ in model (2.2.1) 
is fixed or random. When X^ is fixed and the surveys are nonoverlapping, the 
optimum estimator of X^ is based on the data at time t . Data from previous 
surveys can be used in the estimation of X^ only if strong assumptions are made 
15 
about X^, for example, = X for all t. Smith pointed out that when X^ is 
assumed random, the greatest problems occur when the primary data are not available 
because it is difficult to get satisfactory estimates of some parameters of the model. If 
TTj. is the ratio of the sampling variance to the total variance of in model 2.2.1, the 
time series approach provides a 1007r^.% gain relative to the fixed X^ approach. 
Jones (1979) compared the efficiencies of Patterson (1950), Blight and Scott 
(1973), and Scott and Smith (1974) estimators of X^ and of X^— X^_^ under the 
Blight and Scott (1973) model and known model parameters. The comparison revealed 
that substantial gains in efficiency are achieved when X^ is assumed to be a 
realization of a time series, particularly when the sampling variance is larger than the 
variance of the time series X^. However, for short series, when detrending or 
deseasonalizing are necessary, and also when there is a nonzero mean, the time series 
approach loses its efficiency. Jones (1980) used least squares theory to show the 
relationship among the results of Gurney and Daly (1965), Blight and Scott (1973) and 
of Scott and Smith (1974). For fixed X^, his best linear unbiased estimator is the 
Gurney and Daly (1965) estimator. For random X^, he generalized the Scott and 
Smith (1974) model by letting be any unbiased estimate of X^ and assumed that 
X^ is independent of the survey error u^. Using this generalization, he replaced Y^, 
the standard survey estimator of X^ in the Scott and Smith (1974) model, by the 
Gurney and Daly (1965) estimator and obtained the Blight and Scott estimator using 
least square theory for random parameters as given by Rao (1973, p. 234). He 
mentioned that for the time series approach to be useful, methods which overcome the 
problem of unknown mean must be found. 
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An important assumption in time series prediction is that and u^ in model 
2.2.1 are uncorrelated. This may be difficult to justify in practice since X^ and u^ 
are two processes from the same population. Bell and Hillmer (1990) showed that in 
model 2.2.1 Cov(Xj,, u^.) = 0 for all time points t and j under the following two 
conditions. 
Let Y.^ be the value of the characteristic of interest for the i—th unit in the 
population at time t and let = {Y.^, i = 1, 2, N^} be the collection of of these 
units. Let ft = ..., 0;^) . The probability of selection of the sample s^ at time t is 
p(s^ I n) and Y^ as an estimator of X^ is a function of the sampled Yj^. The first 
condition is 
p(s^|n) = p(sjn^) 
for all t, i.e., the sample selection process at time t depends only on the population value 
at time t. 
The second condition is 
E(Yjn j )  =  SYjp(S j |n , )  =  x , .  
which is the usual design unbiasedness of Y^ as an estimator of X^ if p(s^|0^) = p(s^) . 
They also showed that if the errors in the original estimates Y^ of X^ are small, then the 
errors X^ — X^ wiU also be small. 
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2.3 State Space Models and Kalman Filters 
In this section, we briefly review some results and notation associated with state 
space models and Kalman filtering. For a more detailed review, see Kalman (1960, 
1963), Kalman and Bucy (1981), Anderson (1973), Anderson and Moore (1979), and 
Astrom (1970). The Kalman filter approach can be used to predict in model 2.2.1 
when the model parameters are known. 
Suppose that in model 2.2.1 is a univariate stationary time series with zero 
mean given by 
X^ = aX^_j + e^ t = 1, 2,... (2.3.1) 
where {e^} is a sequence of independent and identically distributed (0, random 
variables. Suppose we cannot observe X^ directly but we observe , where 
= X^ + u^ t = 1, 2,... (2.3.2) 
and u^ is the measurement error. We assume that 
0 R °1 
0 0 
u 
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where the notation ~ II means identically and independently distributed. Models 
(2.3.1) and (2.3.2) constitute the state space representation of a time series. Equations 
(2.3.1) and (2.3.2) are called the state equation and observation equation of the 
system, respectively. Given a realization of , the objective is to predict . A 
recursive prediction procedure was proposed by Kalman (1960) and is called the 
Kalman filter. 
We assume we have an initial estimator Xq of Xg . Let 
^0 ~ ^0 + VQ > (2.3.3) 
where Vq ~ (0, ) independent of (u^, e^) for t = 1, 2, ... . Equation (2.3.3) is 
called the starting equation. At time t = 1, we have (Yj^, Xq) and would like to 
2 2 predict X^^ assuming that the parameters cr^, and a are known. From 
equations (2.3.1), (2.3.2), and (2.3.3), we have the model 
Yi = Xi + Ui , 
(2.3.4) 
= X^ + w^ , 
where w^ = otVg — e^ , 
Var(uj, Wj)' = diag(cr^, + a^d^^) 
19 
Then using generalized least squares 
^ 1 = .  
where tr^ = + oP • Let Wi e Vq 
then 
Vj = Xi -Xj = 
A t = 2 , the objective is to predict Xg given Yg, Y^, Xq and the parameters of the 
model. The best linear unbiased estimator of yg based on (Yp Xq) is 
aXj = aXj^ + a(X^ — Xj) = oX^^ + avj. 
Then 
^2 - ^2 ^2 ' 
oX^ = Xg + Wg , 
(2.3.5) 
where Wg = CKv^ — eg . 
/ 2 Since Ug and Wg are uncorrelated, E{(ug, Wg) (ug, Wg)} = diag((T^, 
2 2 2 £7e + a (7^ ) , and it follows that the best linear unbiased estimator of y-g given (Yp 
20 
Yg, Xq) and the parameters of the model is 
^2 = . (2 3 6) 
where a= <t^ + . 
"2 1 
 ^ —9 —9 —1 —9 o 
Let ^2 = Xg - Xg = [o-^ + cr^ ] [cr^ Ug + Wg] , and the variance of Vg 
is a = {d~ + o""" ]~ . For general t, we have 
Vg U Wg 
^t " ^ t + *1 ' 
(2.3.7) 
A-1 = ^t + ^t ' 
where w^ = — e^ , and w^ are uncorrelated, and X^ can be derived as 
previously, but we choose a different derivation. Given a predictor w^ of w^ , X^ is 
equal to . 
From (2.3.7), we have 
Yt -aXt_ i  =  u^-w^ .  
Since we know the variance of (w^., — w^) , to predict w^ , we regress w^ on 
w^ = [Cov(w^, u^ - w^)][Var(u^ - w^)] - aX^_^) 
Then 
21 
= -Var(wj)[ff^ + Var(w,)) '(Yj - aX,_^) 
= - \ (4+4r 'm-4- i )  
= <_i+4/4+4,r\Y, - «x,_i) 
4, = Vat(wj -W() = jlyl + ^ 
- (% + 
The results for model (2.3.1)-{2.3.2) can be extended to a p-dimensional vector 
time series . Let be a p—dimensional vector first order autoregressive time 
series defined by 
Xj. = A^X^_j + , t = 1, 2, ... . (2.3.8) 
and 
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Suppose we cannot observe X^, but we observed which satisfies the model 
Y^ = H^Xj + u^, t = 1, 2, .... (2.3.9) 
E[{u{ej)-(nje;)l = Bloc diag(S„^„, 
At t = 0, let Xq be an initial estimator of Xq. Then 
Xq = Xq + ^0' ~ ^(^0^6) ~ ^vvOO' (2.3.10) 
Equation (2.3.10) is called the initial equation as in the univariate case. The initial 
estimator Xq, the parameters of the model and the matrices 
and are assumed known. At each stage t, given the observations (Y^, Y^_p ..., 
Yj^) , we would like to predict X^. One possibility is to consider linear function of 
(Yj., Y^_p ..., Yj) which has minimum variance. As with the univariate case, the 
approach leads to a recursive prediction and can be based on the following result: 
Proposition. Let 
X hi. ^xx ^XY 
Y 
) 
^YX SYY 
Then the minimum variance linear unbiased predictor (BLUP) of X given Y is 
E (X| Y) — iJr^ + ^XY^YY^^ ~ /^y)' (2.3.11) 
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Proof. See Anderson and Moore (1979, p. 93). 
In equations (2.3.8) and (2.3.9), let be the prediction error in the 
prediction of by with E(v^_^v^_^) = S^t-l,t-l ' ®(^t-l) = ° ' Then 
conditional on Y^_j, , 
and 
^t-1 ~ (&-!' ^vvt-l,t-l) 
•Y, 
•HtAtXt_i  
1 
A ^t^t-1.  
^t^wwtt^t  ^ t^wwtt  
wwtt  
where 
»t = Vt-i + «t ' 
= ^eett + 
Using proposition 2.3.11, the BLUP of X^ is 
(2.3.12) 
(2.3.13) 
°t ~ ^uutt ^t^wwtt^t ' (2.3.14) 
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E[(Xj-X,)(X,-Xt)'] = E(v,v;)=!;,v,t 
= W - SwwttHiDl'i'.SIw*» • (2 315) 
Alternatively, 
E(vt) = KCH,+Ctr'-
Equations 2.3.12, 2.3.13, 2.3.14, and 2.3.15 form a set of equations that can be used at 
each time t to construct given and Syy , recursively. 
Kalman recursive equations have been investigated by several authors. 
Harrison and Stevens (1971) derived the Kalman filter recursive equations from a 
Bayesian forecasting perspective. Duncan and Horn (1972) considered the random 
parameters regression theory to provide a regression development of the Kalman 
recursive equations. They established the equivalence between the two approaches and 
showed that the recursive Kalman equations can be written as a single regression 
model. Ledolter (1979) used the Kalman filter procedure to estimate the parameters of 
autoregressive moving average models. Meinhold and Singpurwalla (1983) gave a 
Bayesian derivation of the Kalman filter equations. S alias and Harville (1981) 
extended the Kalman filter for the state—space random model to recursive estimators 
for a mixed linear model. They derived a limiting technique to obtain a mixed—model 
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analog for the recursive approach of Kalman filter. Tarn (1987) considered model 2.3.1 
— 2.3.2 for the univariate AR(1) model case under the assumptions of normality and 
correlated u^ and e^. Through a state representation of the model, he derived 
maximum likelihood estimators of population parameters which led to the prediction of 
finite population totals. 
2.4. Estimation of Model Parameters 
The papers reviewed in 2.2.2 and the Kalman filter in 2.3 concentrate on 
predicting the true value of when is assumed to be random in model 2.2.1, 
given that the parameters of the model are known. In practice, this is seldom the case 
and the parameters need to be estimated. The parameters of the sampling error 
process can be estimated from past survey data, but the estimation of the parameters 
of the process requires additional considerations such as modeling thé process. 
Several authors considered the problem of modeling the observations and the 
estimation of the parameters. Walker (1960) showed that in model 2.2.1 if X^ follows 
n 
an AR(p) process and u^ is distributed (0, cr^) independently of X^, then 
foUows an ARMA (p, p) process. Using this property and the autocovariance function, 
he derived method of moment estimators of the variances of X^ and u^ and 
estimators of the autoregressive coefficients. He established the asymptotic properties 
of the estimators when X^ is an AR(1) process. Anderson et al., (1969) generalized 
Walker results by considering a model in which X^ is a k—dimensional vector following 
an ARj^(l) process and u^ is a k-dimensional white noise. Pagano (1974) investigated 
the same problem as did Walker (1960). Under the assumption of normality and using 
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nonlinear least squares procedures, he derived strongly consistent and asymptotically 
efficient estimators of the parameters of an AR(p) process corrupted by white noise. 
Miazaki (1985) extended the work of Pagano (1974) by assuming that follows an 
AR(p) process and u^ is a MA(q) process. She then established that follows an 
ARMA (p, p+q) process and used a nonlinear least squares procedures to estimate the 
parameters of the model and gave conditions under which the estimators were 
consistent and asymptotically normal. Eltinge and Fuller (1990) considered model 
2.2.1 where the observed Y = (Yj, Yg, ..., Y,j,)' is the sum of an unobserved true 
value y = (y^, y^, ..., y^) and a survey error u = (u^, Ug,..., u^) . They assume 
J ~ N(/l.  Syy(«p), 
(2.4.1) 
Then 
Y = y + U ~ N(/i, Eyy), 
where 
Ïyy = 
* 
Under the normality assumption and given an initial estimator, Syy the 
covariance matrix of the observations, and assuming known they derived the first 
iterate of the least squares estimator as the value of a in the parameter space which 
minimizes 
I {vech(Y - /i)'(Y - /i) - SyY(a)}' 
27 
x {vech[(Y-/i)'(Y-/i) -SyyCa)]}, (2.4.2) 
where 
Var[vech(Y'Y)] = ® SyY^'^T' 
V-l[vech(Y'Y)] = #'(3:^9 J^)i, 
=  ( #  # )  
* The maximum likelihood estimator of a  is obtained through iterations with Syy 
stage i replaced by the estimate of Syy of stage (i — 1). Several other authors used 
nonlinear least squares and Kalman filter techniques to estimate the parameters of the 
models. The estimation of the parameters of moving average models are more difficult 
than those of autoregressive models because of the intractability of the likelihood 
equations. Fuller (1976), using Taylor series expansions, provided a method of 
computing efficient estimators of parameters of moving average models. Brockwell and 
Davis (1987) describe an estimation procedure for mixed autoregressive moving 
average or pure moving average models using exact likelihood equations. 
Given the structure of the process and of the sampling error in model 2.2.1, 
the problem is the estimation of the parameters of an autoregressive moving average 
model ARMA (p, q). The estimation procedures reviewed so far are called estimation 
in the time domain in time series literature. It is also possible to carry out the 
estimation of the parameters of stationary ARMA (p, q) models in the frequency 
domain. The procedures can be classified into two categories: 
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(i) Least squares estimation in the frequency domain. 
Let {X^} be a stationary time series defined by 
2 
with /3q = 1 , ~ NID(0,(T ). Assume that the /?j's are functions of p independent 
parameters 0 = (6^, ... , ^p)'. The logarithm of the likelihood of the data X = 
(X^, Xg, ..., Xj' is: 
= ~ JLog|r^(tf)| -^n Log27ro-^ — (2cr^) ^X (2.4.3) 
The value of 0 in the parameter space which minimizes 
QgCtf) = x'r~\<?)x and â2 = n~Vr~V)X 
is called least squares estimator. Under certain regularity conditions, Whittle (1953, 
1954) showed that 
n-»iD 
and for large n, X P^^X can be replaced by 
S X E 
t=l ^ 
iwt [g(w.fl)] ^dtf 
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where 
g(w, 9) = S j=0 •> 
He used those properties to establish the asymptotic properties of the least squares 
2 
estimators of P and a , namely 
a) plim 6^ = 0. 
n-»oD 
where 
A 
c) pi im 0"^ = cP". 
n-*(D 
d) —(P") and —^ are distributed independently. 
Walker (1964) established results (a — d) for a linear process 
^t ~ .^/iVi' 1=1) 
where the rj^ are independently and identically distributed with E(7;^) = 0, E(77^) < 00 
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and < ». 
Let Aj^, Ag, Ajj be the characteristic roots of F, the covariance matrix of 
X = (Xj, Xg, ..., X^) from a stationary ARMA(p, q) process. For large n, the A-
are approximately equal to 27rf(w.) where f(w) is the spectral density of X^ and 
Wj = n ^2Tn, i = 0, 1, 2, ..., n — 1. [See Hannan (1960, p.27), Fuller (1976, pp. 
133-138).] 
Hannan (1969, p.581) considered the transformation 
xr^'x = «[pr^pT\ 
where is the covariance matrix of X = (Xp Xg,..., X^) , 
P = (27m) -1/2 
i^o 2iwQ 
e e 
iw, 2iw, 
e e 
ni w, 0 
ni w. 
e'"n-le2'"n-l ... 
" - ("i' "2' %) ' "j = (2™) S Xje''"^, 
* * 
P and a are the complex conjugate of P and a, respectively. Asymptotically, 
* 
PrP tends to diag(f(wQ), f(w^), ..., f(w^_2)), and then, asymptotically, (2.4.3) is 
equal to 
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**/ 
n 1 ^1 1 1 I ( <^i) L{0, (T )  = -^Log2ir-j^E^Logf(cjj ,  f(Wj4)'  
where 
** 
I (WJ) = = (27M) ^ 
n itw. 
S X.e •> 
t=l ^ 
The same likelihood function can be derived by using the asymptotic distribution 
properties of the periodogram ordinates [See Walker (1964)]. 
Hannan (1973) investigated the asymptotic properties of the estimators 0^, gg 
and 0^ of 0 obtained by minimizing 
** 
1 n—11 (w.) cicl {(J) 
Q^(0) = 27m £(u/.,0)' ^2^^) = '^-7r^(w, 0) 
** 
7rl  (w  
and 
Q3(fl) = n Vr-V)X, 
respectively, where f(w, 0) = ^  ^(w, 0). Three estimators of cr^ are defined as 
'a^ = Q^(gj), âg = Q2(y. and = Qg(Ôg). 
He established that 0^ &nd 0^ and âg; aiid are consistent estimators of 
2 2 0Q and ag, respectively, where 0Q  and JQ  are the true values of the parameters. He 
also showed that and have the same asymptotic normal distribution. 
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Brockwell and Davis (1987, p. 376) showed that the estimators 0^, 0^ have the same 
limiting distribution. 
He showed that the minimum of W(0) is achieved at 0Q , the true value of 0, and 
conjectured that if is any consistent estimator of W(0), then under certain 
conditions, it is reasonable to expect that 0^, the value at which W^(^) achieves its 
minimum is a consistent estimator of OQ. He chose Q2(^ for W^, which is in 
agreement with Lemma (3.2.4). Bloomfield (1973) considered the estimation of the 
parameters of ARMA models by fitting models formulated in terms of the spectral 
density functions. Taniguchi (1981) and Chiu (1988) gave procedures for the 
estimation of the parameters of a time series by minimizing a criterion function which 
measures the closeness between the spectral density and the periodogram of the series, 
ii) Maximum likelihood estimation in the frequency domain. 
Dzhaparidze (1985) showed that under certain regularity conditions, (2.4.4) can 
be expressed as 
9 Ibragimov (1966) obtained the estimators 02 and from other 
considerations not related to the likelihood function. Let 
** 
_ I 1  1  rvr l  (w) 
Tn('^) = g- Log 2,r + ^ j_^Log[27rf(w)] du + ^ ' 
(2.4.5) 
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where f(w) is the spectrum of the process and 
** 1 
In (w) = (2?m) 
n —iw. 
S X.e J j=l J 
He showed that the estimators obtained by minimizing (2.4.4) are consistent and 
asymptotically normal. Rice (1979) considered the estimators obtained by minimizing 
I (w. ) 
log g(.^, «) + J) (2.4.6) 
where 
I^(w) = n -1 
n -iw. 
S X.e J j=l J 
and g(w) = 27rf(w). Under certain regularity conditions, he conjectured that 
pUm LM I  )  =  1(0,  w) =  /  .  log i (u ,  Si  +  
n-toD ' ' 
dw, (2.4.7) 
where 0^ is the true value of the parameters and A is such that = n~^27rk 6 A, 
A assumed to be a finite union of intervals. Assuming that L{0, u) is a continuous 
function of 0 and has a unique minimum at (P, he sketched a proof of the consistency 
of the maximum likelihood 0 of (P. He then proceeded to establish the asymptotic 
properties of the estimates obtained by approximating them by linear functions of the 
34 
periodogram. In Chapter 3, we give an independent derivation of the asymptotic 
properties of estimators obtained from (2.4.6). 
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3. MAXIMUM LIKELIHOOD ESTIMATION IN THE FREQUENCY DOMAIN 
In this chapter, we assess the bias of the estimators of the parameters of ARMA 
models in the frequency domain after giving a derivation of the asymptotic properties 
of those estimators. Several authors considered the estimation problem in the 
frequency domain, but such estimation has received less attention than the estimation 
in the time domain. Generally, the frequency domain estimators require large samples 
to be as good as time domain estimators in terms of their sampling properties. 
However, in electrical engineering, geophysics, and meteorology, the frequency domain 
estimators may be preferred because of ease of interpretation. In complex survey 
designs, such as the Current Population survey, and with moderate sample size, 
frequency domain estimators may be considered because the computations are less 
cumbersome. In Section 3.1, we briefly review some definitions and give some notation 
used later in this chapter. Section 3.2 presents some properties of periodogram 
ordinates. In Section 3.3, using Lemmas 3.24 and 3.25, and Taylor series expansions, 
we derive the asymptotic properties of the exponential maximum likelihood estimator 
that treats the periodogram ordinates as independent exponential random variables. 
The bias of the estimator is then assessed. It is known that as the sample size 
increases to infinity, the joint distribution of the periodogram ordinates tends to that 
of mutually independent random variables distributed as multiples of chi—square 
random variables. Also, if normality is assumed, it is shown in Lemma 3.2.3 that the 
covariance between two periodogram ordinates evaluated at equispaced frequencies is 
0(n-2). 
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3.1. Notation and Definitions 
In studying a stationary process, the autocorrelation (autocovariance) function 
of the process is one of the tools to consider. The frequency properties are described 
through the spectral density function (spectrum). Mathematically, the two functions 
form a Fourier transform pair. The following definitions are taken from Fuller (1976). 
If 7(h) is the autocovariance of a process at lag h, f(w) is the spectral density 
function at frequency w and if 7(h) is absolutely summable, we have 
A finite number of observations {X^, 1 < t < n} from a time series can be 
represented as the sum of sines and cosines with different frequencies, 
f(w) = ^ S 7(h)e -x< uj<T 
1 ® 
= ^ S 7(h)coswh 
h=—OD 
(3.1.1) 
h = 0 ± 1, ± 2, .... 
—1 X, = 2 + S (a-cos oj.t + /F.sinw.t), 
^ J J J J 
(3.1.2) 
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where 
Wj = n ^27rj, 
-1 
n 
a. = 2n S X.cosw.t, 
J t=l ^ J 
-1 
n 
P- = 2n S X.sinw.t, 
J t=l ^ J 
j = 0, 1, 2, m, 
j — 1) 2, m, 
and m equals 2 if n is even and 2 \n — 1) if n is odd. The periodogram of the 
n observations X^, 1 < t < n is defined as: 
y^^j) = 2~^n(aj + /3j) 
1 n 2 n 2" 
= 2n ^ S X.cosw.t 
t=l ^ J 
4- S X.sinw.t 
t=l ^ J 
j = 0, 1, m. 
The coefficients ttj and for j # 0, are regression coefficients in the regression of 
X^ on cosWjt and sinwjt, 1 < t < n and I^(Wj) is the regression sum squares 
associated with frequency Wj. 
One possible estimator of the autocovariance function is 
7(h) = a ^V(X,-X){Xj^^-X), 
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where 
1 n 
X = n~^ S X,. 
t=l  ^ 
The autocovariance estimator and the periodogram ordinate are both quadratic 
functions of the data and are related by a relation that is similar to that between the 
spectrum and the autocovariance function. The relation is 
1 n 2 n 2 
= 2n ^ S X.cosw-t 
t=l ^ J. 
+ S (X.)sinw.t 
t=l ^ J 
= 2n -1 
n 
S (X. — X)cosw.t 
t=l ' J 
+ 
n 
S (X. — X)sinw.t 
t=l ^ J 
21 
= 2n -1 
n n 
S S (X -X)(X -X) 
t=l  S=1 ^ ® coswjtcoswjs + sinwjtsinwjs 
n n 
S S (X. — X)(X — X)cosW'(s — t) 
t=ls=l ^ 
= 2n -1 
n—1 n—h 
S S (X,-X)(X, ,, -X)cosa;.h 
1=0 t=l ^ J 
— 1 n 
+ S S (X. — X)(X. . 1 — X)cosw.h 
h=l-n t=l-h ^ J 
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n—1 
= 2 S î{h)cosw.h. 
h=l—n ^ 
(3.1.3) 
3.2. Properties of Periodogram Ordinates 
Comparing (3.1.1) and (3.1.3), it appears that a natural estimator of 2?rf(w) is 
consistent. See Bartlett (1966). In what follows we give some lemmas used in the rest 
of this chapter. Other properties of periodogram ordinates can be found in Hannan 
(1967), Fuller (1976), Brillinger (1981), Priestley (1981), and Brockwell and Davis 
(1987). 
Lemma 3.2.1. Let 
2 ^I^(w). It can be shown that this estimator is asymptotically unbiased but is not 
00 
X — ^ ° (3.2.1) 
2 
where the e^ are NI(0, a ) random variables and 
OD 
S j\a.\ < CD. j=l •> (3.2.2) 
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Then 
Proof. 
Ï |h||7(h)| =0(1). 
h=—n 
s h 17(1.) I = Ï h| S a,0,. 
h=0 h=0 j=0 J 
^j!o + 
< s I a-1 s i 1 a. I cr^ < OD. j=0 J i=0 ^ 
Lemma 3.2.2. Consider model (3.2.1) and let I^(w) be the periodogram ordinate. Let 
f(w) be defined in (3.1.1). Assume that Sh|7(h)| < m. Then 
E{I^(w)} = W(w) + 0(n~^). 
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Proof. See Fuller (1976, p. 280). 
Lemma 3.2.3. Let be defined by (3.2.1), where the Oj satisfy (3.2.2). Let 
iw. (t-s) 
t=l 8=1 
2 ^ ^ 
and 
n n n iw.(u-v) 
be the k—th and j—th periodogram ordinates. Then, 
. Cov{I„(<^), = E{l„(<^)ywj)} -E{y<^)}E{I_j(«.)} = 0(n-2), 
if k ^ j. 
Proof. Our proof follows the proof of theorem 7.2.1 of Fuller (1976, p. 390). Using 
(3.2.3), the covariance between I^(w^) and I^(Wj), k # j is given by 
Cov{y Wk), IJWj)} 
w n n n n iw, (t-s) iw.(u—v) 
= 4 Ï s s ï E(XjX X XJe ^ e J 
n t=l s=l u=l v=l 
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4 n n iw, S S E(X Xje 
t=ls=l ^ ® 
n n iw.(ii-v) 
. n n n n 4 E S S E 
n t=l s=l 11=1 v=l 
4 S 
r=—QD 
+ 7(s - t)7(u - v) + 7(t - u)7(s - v) 
+ 7(t -v)7(u-s) 
iwi (t-s) iw.(u-v) a o J 
^ n n n n iw, (t-s) iwYu-v) 
= 4 s s s s 7(s-t)7(u-v)e ^ e J 
n t=l s=l u=l v=l 
(See Fuller 1976, p. 238.) 
^ 1 J, j, V.-U Vw 
4 n n n n iw, (t-s) iw/u-v) 
I S S E E 7(t-u)7(s-v)e ^ e •> + -?
n t=l s=lu=l v=l 
4 n n n n iw, (t-v) iw.(u-s) 
I E S S S 7(t-u)7(u-s)e ^ e •> . + -?
n t=l s=l u=l v=l 
(3.2.4) 
The first term is zero because of the assumption of normality of the e^ in model 
(3.2.1) and the second term can be written as 
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n n n iw, t iw-u 
^ S S 7(t-u)e ^ e •> 
^ t=l u=l 
g n n —iw, s —iw-v 
^ S S 7(s-v)e ^ e J 
S=1 V=1 
n n iw. t iw-u n n iw, (t—u) i(w.+w. )u 
E S 7(t-u)e^e J = S S 7(t-u)e^ e •> ^ . 
t=l u=l t=l 11=1 
Let t — u = ^ so that the indices change from t and u to ^ = t — u and u. The 
double summation over t and u is transformed into a summation over the u and 
I. Then 
n n iw, (t-u) i(w.+w. )u n n iw. ^ i(w.+w. )u 
S S 7(t-u)e ^ e J ^ = S S 7(i)e ^ e J ^ 
t=l u=l u=l ^=1—u 
n—1 iw, ^ n—^ i(w.+w, )u 0 iw, ^ n i(w.+w,)u 
= S 7(^e ^ S e J ^ 4- ^ V/iA ^ T ^ J ^ 
(=0 u=l + S 7(^e S e =^1—n u=\—l 
n—i i(w.+w, )u 
S e J * 
u=l 
n i(w.+w. )u n 
^ o J ^ - S e 
u=n—^+1 
S e 
u=l 
i(wj+w^)^ 
-Ir Let X = Wj + Wj^ = n [27r(j + k)], then 
S , ixu^^ixe: ;^- l_^ixe 
inx T 
u=l e^^ -  1 
inx 
e " ^ - e  
—inx 
2 
IX 
.T 
IX 
e ^ - e  
—IX 
T 
i(n+l)x 
= e ^ [sin I -^sin5 |=0.  
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Thus, 
Similarly, 
n—I i(w.4-w, )u 
S e J * 
u=l 
n 
0 — S e 
u=n—^+1 
i(Wj+w^)u 
< t 
n 
S e 
u=n—^ 
0 i(w.+wju n i(w.+w, )u 
S e J ^ + E e •' 
u=n—^ u=l 
<1 .  
Therefore, 
n 
- S S 7(t — u)e e 
iw, t iw-u 
— iiV p J 
t=l u=l £=-(n-l) 
by Lemma 3.2.1 and hence. 
. n n n n 
S S S S 7(t — u)7(s — v)e 
n t=l s=l u=l v=l 
Similarly, 
^ n n n n iw, (t-v) iw/u-s) „ 
4 S S S S 7(t - v)7(u - s)e ^ e J = OiiTy 
-5 n t=l s=l u=l v=l 
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Thus, 
Cov(In(a;j^), I^(Wj)) = 0(n ^), j # k. 
If the assumption of normality of the e^ is dropped in model (3.1.4), then the first 
term in (3.2.2) is 
Afr, A n a n n (D 
^ V.-. V.-V 
and this term is not zero. It can be shown to be 0(n ^) (See Fuller 1976, p. 291) 
and, thus, the covariance would be 0(n~^). (See Brillinger 1981, p. 125). 
Lemma 3.2.4. Let be a mixed autoregressive moving average satisfying 
" i=oYt-i' (3.2.5) 
where ag = bg = 1, the roots of 
and of 
mP + a.m^ ... + a = 0 (3.2.6) 
m^ + b^m^ ... + b = 0 (3.2.7) 
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p 
are distinct and are less than one in absolute value. Assume {e^} are NID(0, a ) 
random variables. Let 
^ ~ (^0' ^1' ••• ®'p' ^0' ^1' 
and 0 be the parameter space, i.e. the set of where the roots of (3.2.6) and of 
(3.2.7) are distinct and less than one in absolute value. Let ï^(w^^) be half of the 
periodogram ordinate at = n~^27rk and i{u),-(P) be the spectrum of (3.2.5) 
respectively. Then for any function Q(w, 0) continuous on [— t t, t t] x 0, 
lim(27r)n'"^ S Q(w, 0)1 (w,) = ^ Q(w, %(w, ^)dw a.s. 
n->a> k=l ° ^ 
where g(w, ^) = 2id(oj ,  fP).  
Proof. See Hannan (1973, Lemma 1). 
3.3. Exponential Maximum Likelihood Estimator in the Frequency Domain 
3.3.1. Asymptotic properties of the estimators 
One half of the individual periodogram ordinates are approximately 
independent exponential random variables with parameter g(Wj^), where (27r)~"^g(a;j^) 
is equal to the spectral density at On the basis of the exponential approximation, 
the density for a sample of m ordinates is, approximately. 
47 
m —1 1 
exp{-I(wj^)[g(a;j^)] }. 
It follows that the likelihood for such a sample is proportional to 
where is one half of the periodogram ordinate at = 2n~^7rk of the 
process, respectively. The periodogram and the spectrum are as defined in Section 3.1. 
We follow a method used by Walker (1963) to show the consistency of the maximum 
likelihood estimator obtained by minimizing (3.3.1). 
I  ( w , )  
log 6("^, 4 + il) (3.3.1) 
Lemma 3.3.1. Consider the mixed autoregressive moving average model (3.2.5) and 
the likelihood function (3.3.1). Assume 
i) The values of 0 belong to a compact set 8 contained in an open set S of IR^ 
where u = p + q. 
ii) g(w, 0) is identified i.e., E 8 and if 0^ f 0^, then g(w, 0^) f g(w, O^)-
iii) For O & S  and — i r < u j < i r , g { u j , f f )  and {g(w, are twice differentiable 
functions of (w, Q) and the second derivatives are continuous functions of 
(w, tf) on 8 X [—TT, tt]. Let 0 be the true value of the parameter 9 and let 0 
be such that L('0, ï„) = min L(0,  Î ). Then pi im 0= (P. nv n^ nv n^ 
48 
Proof. 
V i ' V - V s ' î . )  
1 ^ 
27m"^ S 
k=l 
. ®l) ? , , 
g("^, «2) 
1 
1—1 
1 
gc^. »1 cm
 
_i ™ 
< 2)01 S 
k=l gWk' 
- 1  + 
1 1 
gWk' ^1^ e((^' ^2'' 
1 m 
27m~^ S 
k=l SK' ^1) - ^ii('^k) g((^' ^1) 
Now, by the mean value theorem. 
1 1 u 
sK- 'zi'et-i. "1)" - W 
d 1 ëO^ g(^. <'1) \9=0 1. 
where 
0 = aO  ^ + (1 — a)02, 0 < a < 1. 
d 1 Let II (?n — <?J| < 5 and M.(<?,) = sup 
21 '' ' II W, II <((»;) 
l<k<m 
^ gW^, ( f )  
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where 5 > 0 is chosen so that {ft ||0— < 6(0^)} c S. Then 
IVi.  y-V'2'  g 
k=l  
m 
[g(w, - îj^(wj^)] 
u 
Let 
^g,n - 5 
u 
<y S M.(g^) 
i=l 
m 
By Lemma 2 of Walker (1964), to show the consistency of 0, we need to establish 
E (G r ) = 0 uniformly in n 
un (J-^0 
and 
1 im Var(Gg^) = 0 for all & 
n-toD 
,-l The derivative of {g(w, 0} is continuous and thus, is bounded over a close 
Hence, M.(^j^) is finite 
E[g((^, 0^) - y Wj^)] = g(w^, ^j) -g(£^, <?q) + 0(n ^), 
and 
|g(^, ^i) -g(«^, %)l < sup g(w^, 0^) + sup g(Wj^, Ô Q )  <  CD. 
-7r<Wj^<7r 
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Then 
uniformly in n. 
lim E(Gr ) = 0 
var(g^ ^ 
u 
i=l ^ ^ 
m 
^s^var[i^(^)] + ss,cov[y^), ij<^,)1 
k#k' 
v»r(i„("^)) = 0(1), 
-2. 
Then 
co'l'nk)' 'nk-)l = 0(= ) 
lim Var(Gr„) = 0 for all 8. 
n-o, 
The consistency of 0 follows from Walker (1964, Lemma 2, pp. 368—369). 
Lemma 3.3.2. Let f(x) be a function of period 2ir which has a continuous 
derivative on any bounded interval of K. Let be the Fourier coefficients of 
f(x) relative to the set {e'^}^. Then < ®-
Proof. Let b^ be the Fourier coefficients of f (x) the derivative of f(x). An 
integration by parts of the coefficients {a^^} gives 
-1 t"" 
aj^ = TT f(x)cos hx dx 
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\-lr_: 
= (Trh) [sin hx f(x)]_^ — (jrh) J_^ sin hx f (x)dx 
v'-
Since f (x) is continuous on [—tt tt], it is uniformly continuous and is bounded. Since 
~ ^h' 
I S |a^|V| <{2irl/^|t'(x)l2dx 
n=—oD 
by Bessel's inequality, and hence. 
2 , ,  , 2  S |a, r|hr <m. 
h= 
—OD 
(3.3.2) 
By the Schwarz inequality, we get 
OD 
s av 
h=-m ^ 
S h 
h= 
-2 
Thus, 
S |ajj| < m. 
h=—m 
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Hannan (1973) and Dzhaparidze (1985) established the asymptotic normality of 
the estimators obtained by minimizing 
m 1 1 
and (2.4.5), respectively. The following theorem establishes the asymptotic normality 
of the maximum likelihood estimator 0 oi obtained from (3.3.1). 
Theorem 3.3.1. Let the model and the conditions be as in Lemma (3.3.1). Let 
0 be the maximum likelihood estimator of P obtained by minimizing (3.3.1) where 
^ •••' ^p' ^0' ^1' ' 
Then 
where 
nV2(è_^)^N(0, V), 
3 = 4% c ^ Log g(w, ™Log g(w, (P) m dw 
-1 
2 
Proof. Let ^ ^n^^' ^n^ be the vector and the matrix of 
first and second derivatives of L (<?, Ï ) with respect to (? evaluated at (P. Let 
n"^ ' n' 
53 
A second order Taylor series expansion of Ï) about (P is 
i](», i) = 1)+j («k- :) 
where Lj, Lj^ and are the first, second, and third derivatives of the L^(tf, I) 
r e s p e c t i v e l y ,  0  = a é > + ( l - a ) f l ® ,  0 < a < l .  
Since Lj(^, Ï) = 0, 
- ^ )[ljk(^) + )] = î). 
Let 
1 <i<m 
Then 
u 
t 
and thus. 
plim - ) = 0. 
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To apply Lemma 4.1 of Lehman (1983, p. 432), we need to find the limiting 
distribution of Lj(fl^, Î) and the limit of Lj^(<7^, Ï). We have 
27r ^ 
•^k=l 
^log g((^, 
When n-»QD, so does m and 
l i m ^  s  ^ l o g  g ( w ^ ,  0)\(f^(P 
ati-» 00 k= 1 
= /!l l^^logg(w, 0)dw\g^^ 
= â-^7r^°6g(w, 0)dw| 
^ [27r(Log + Log 27r)], 
Thus, 
and 
= 0. See Hannan (1967, p.21). 
m a 2 
(3.3.3) 
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The reciprocal, {g(w, 0)] ^ is assumed to have continuous first and second derivative 
with respect to w, —vr < w < tt. By Lemma (3.3.2), the Fourier coefficients /flj of 
{g(w, 0)}"^ satisfy Sj|/?-l < m . Also, 
j •' 
d 
IB 
.g(w, (P). 
g{uj, é^)à.u 
=ri ( f ) M  ^^ = ^ /^logg(w, (f)àuj\ 
= 0. 
Then, by Brockwell and Davis (1987, p. 378, proposition 10.8.6), 
2x " S „ 
converges to a multivariate normal distribution with mean 0 and covariance matrix 
equal to 
n n -TT ^ Log g(w, (P) Log g(w, fi) dw (3.3.4) 
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and hence, 
By (3.3.3) and Lemma (3.2.4), Ljj^(^) converges a.s. to 
c dw 
- c - \w b(^' \w g((^, ^)j dw jk (3.3.5) 
^jk-
Thus, 
The limiting distribution of 0 is that of the solution of 
V(Â-^) = Y, 
where Y has a multivariate normal distribution with mean zero and variance ^ V. 
The result follows by Lemma 4.1 of Lehman (1983, p. 432). • 
57 
3.3.2. Bias of the estimators 
The estimator of 'O does not take into account the bias of as an 
estimator of f(w^^, 0). The bias of as an estimator of f(w^^, 0) was given in 
Lemma 3.2.2. Following Rice (1979), we assess the bias of 0 as an estimator of 
Theorem 3.3.2. Let the conditions be as in Theorem 3.3.1. Let û — sP = B 
and —V L^(^, ï^) = S, where V~^ and ^ L^(^, ï^) are as defined in 
Theorem 3.3.1. Then 
b-«=op(n-') 
and 
where 
E(g) = 0(n~^) 
5^N(0, V ^), 
= c  •p Log g{u), é^) Log g(w, é^) dw. 
Proof. Let Lj, Ljj^, and ^L^ be as defined in the proof of Theorem 3.3.1. A 
first order Taylor series expansion of Lj(Ô, Ï) about iP is 
!.;(«, ij = î.) + - {iljkc* in). 
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where 0  =  a O  +  { I  -  a ) ( P .  Then 
^ ' AOn t " / / ! *  T  
But 
^jk(^ ' u = ^n) + ~ ' ^n 
where 
'  V  =  V l 0 =o** 
** * n 
and 0 = aO + {1- a)^. 
Since is bounded by hypothesis 
£=1 
because and {0- (P) = 0^(ti  Then 
jj(\ - ^)[ljk(«°, i) + op(n-'/2)l = i) 
which implies 
|j(\ - i) = -lj((^. i) + op(n-l). 
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Also, 
- {)lvjk + :) - v = ') + op'"' 
and because Î) converges a.s. to Vjj^, we have 
- 02)vjk = ï) + Op(n-l). 
It follows that 
w { e - ^n) + 
which implies that 
e-é^ = -v îjj) + Op(n ^), 
and 
P-à = op(n ^), 
E(g) = -V~% 
v~^e 
2vr 
n 
m 
k=l 
^Log g(w^, 0) + ^ y«^)[g('^k. ^ 
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= V"^  
-v^^e 
e = 
Now, the second term is equal to 
-\r^ej 2ir m S n k=l 
= -v^e 2ir m S 
n k=l 
tjl[otl'°6s(-^.9)][g(-^. «)r'i„(<^) 
<?= 
\0= (P 
by Lemma 3.2.2. 
Thus, E(6) = 0(n ^). The asymptotic normality of S follows from the fact 
that 
-oty^'in)-^n{0,4im-lv) 
which was established in the proof of Theorem 3.3.1. 
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4. A MONTE CARLO STUDY 
The properties of the maximum likelihood estimators in the frequency domain 
derived in the previous chapter are large sample properties. In this chapter, a 
simulation study compares the maximum likelihood estimators in the frequency 
domain with the least squares estimators in the time domain. Pukkila (1977) 
compared the frequency and time domain estimators of parameters based on untapered 
and tapered series. For short untapered series, he found that the time domain 
estimation method produces better estimates for the parameters of ARMA models if 
the true parameters lie near the boundary of the parameter space. Time and frequency 
domain estimators are similar when the true parameters are not situated near the 
boundary. His study shows that with tapered or long series, the frequency and time 
domain estimators have similar sampling properties. 
Instead of tapering the data, we consider an iterative estimation procedure 
which is described in Section 1. A Monte Carlo experiment is presented in Section 2 
and the results of the experiment are given in Section 3. 
4.1. Theoretical Backgromid 
Let {X^} , 1 < t < n be a realization of a time series with spectral density 
f(w) . Let 
yw) = 2n 0<a;<7r (4.1.1) 
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be the periodogram ordinate. Asymptotically, the distribution of I^(w) is that of 
27rf(w)%^(2) for 0 < u < ir, 
and 
27rf(w)%^(l) for w = 0 , tt 
2 
where % (d) is a chi—square distribution with d degrees of freedom. Let g(w) = 
27rf(w) . If I^(w) one is half of the periodogram ordinate then the distribution of 
I^(w) , 0 < w < TT is that of an exponential random variable with parameter g(u) . If 
w = 0 or TT, the distribution of ï^(w) is 
and the negative of the log likelihood is 
5 + J Log g(w) + ï^(w)g ^(w) . 
If we drop the term 2"  ^ Log I^(w) , we can use the same form for the one degree of 
freedom ordinates as for the exponentially distributed ordinates in approximating the 
likelihood. Thus, we approximate the negative of the log likelihood by 
* ^ * 1 
L(A = ^S^yLog g(w^) + yw^)g (w^)} , (4.1.2) 
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where m equals 2 if n is even and 2 \n — 1) if n is odd, 
ro*"l 
y = 
2 for 0 < < TT 
ly^^k) = 0, t , 
w, = 27rk n ^ , 
P is the vector of parameters to be estimated, 
^k = 
1 k = 2, 3, ... m — 1 
2~^ k = m . 
If the periodogram is computed after mean adjustment, its value at = 0 is zero. 
* 1 * 
In that case, we take I^(wQ) = 2 and = 2' 
Consider (4.1.2) for a general model with spectral density f(w) . Then, we let 
g(w) = 27rf(w) = , and 
^-1 
m 
m y = s yiog • (4.1.3) 
k—0 
Setting the first partial derivative with respect to a equal to zero yields 
^2 = m 
s & 
k=0 " 
—1 m * iw, , 
2 Putting the expression for â back into (4.1.3), we get the concentrated likelihood 
m 
L(/3,In)= S & Log 
" k=o n 
m 
S j=0 
lU); He j) -1 • iw. + Log £{e ) 
(4.1.4) 
The periodogram is a biased and an inconsistent estimator of the spectral 
density (See Fuller 1976, p.287). By (3.1.3), the periodogram is a function of the n 
sample autocovariances. As noted by Priestley (1981, p.432), even though the variance 
of each covariance is 0(n~^) , the cumulative effect of the n terms produces 
periodogram ordinates whose variances are 0(1) . 
One of the procedures for reducing bias consists of tapering the data (See 
Priestley, 1981, p. 558—563) as considered by Pukkila (1977). Tapering uses weighted 
observations in the computation of the periodogram and its purpose is to reduce the 
bias in the spectral estimates by reducing the bias in the periodogram. 
A second procedure is 'prewhitening', a method proposed by Press and Tukey 
(1956). The objective of 'prewhitening' is to transform the original data set into a set 
of uncorrected random variables with equal variance. This is done because a white 
noise series has a perfectly flat spectral density and is easier to estimate (See Priestley 
1981, p. 556—557, Brillinger 1981, p. 158—159.). Unfortunately, the required 
transformation is unknown. If it were known, there would be no need to estimate the 
parameters of the series or its spectral density since the structure of the series could be 
completely described by the transformation required. Let {X^} , t = 0, ± 1, ± 2, ..., be 
the original series, and let 
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be the transformed series. The relationship between the spectral densities f^(w) of 
{X^} and fyCw) of {Y^} is 
fycw) = (2?r)^f^(w)f^(w)f*(w) , (4.1.5) 
where 
00 —\(jJ-
y w) = (27r) 2 a.e •• j=-m ^ 
and fg^(w) is the complex conjugate of . (See Fuller, 1976, p.l40.) 
In order for the spectrum of {Y^} to be constant, the transformation should be 
such that 
(^Tr) fg^(a')fg^(a') = c (w) , (4.1.6) 
where c is a constant. This requires the form and parameters of the spectral density 
of the series {X^} to be known. Assuming that the form of the spectral density of the 
series {X^} is known, the following estimation scheme can be implemented. 
i) Let 0 be the vector of parameter estimates obtained by minimizing (4.1.4). 
ii) Using ^, transform the original data {X^} into a set {Y^} of 'nearly' 
uncorrelated random variables with equal variance. If 0 were known and used 
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in the transformation instead of P, the {Y^} would be uncorrected random 
variables with equal variance. 
iii) Compute the periodogram of {Y^} treating 0 as fixed. Let T^(w) and 
lyCw) be the power transfer function of the transformation and the 
periodogram ordinate of {Y^} at frequency w , respectively. The 
minimization of (4.1.4) is carried out after replacing the periodogram ordinates 
of the original data set by Iy(w)T^^(w). The expression to minimize becomes 
H + Log ^e ) . 
iv) Using the estimates obtained from iii), iterate steps ii) and iii). 
The remainder of this section derives some results which justify the above 
iterative estimation scheme. 
Lemma 4.1. Let Xj, 1 < j < n be random variables such that E|Xj|P < œ for 
1 < p < oD. Then 
n p 
E| S X.| < j=l ^ e (e|x.|p)^/p ,j=l •' (4.1.7) 
Proof. Let •^(X) = (E|X|P)^/P , 1 < p < œ . Then ip{X) is convex. Let Xj, 
Xg be random variables such that E|Xj|p<cd,E|X2|^<od and ae(0, 1) . Then 
^(axj + (1 - a)x2) = (e| axj + (1 - a)x2|p)^/p . 
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By the Minkowski inequality, we have 
(E| aXj + (1 -  ajXjiP)'/» < (E| aXj|P)l/P + E|(l -
= a(e|x^|p)'/p + (1- a)(e|x2p)'/p 
Then by induction, it follows that 
E 
1 n P 
i  E (e|xj|p)'/p 
and hence. 
E I  S  x /  < f  S  ( E l X - l V ^ P  j=1 j _ j=i j 
Theorem 4.1. Let + e^ be a stationary time series with 
E(YJ < OD , 2|h| I T^h)! < m , and e^'s that are independently and identically 
2 distributed (0, a ). Let , 1 < i < p be an estimator of a. such that 
Let 
E(&. - af = O(n^) 
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Then 
where and Ig(w) are the periodogram ordinate of {Z^} and {e^} , 
respectively, and E|R^j| = 0(n~^/^) . 
Proof. Let 
n 
Jy(w) = C S Z.e 
^ t=l  * 
iwt 
be the Fourier transform of {Z^} , where C = (2n , 
JyCw) = C S Z.e"^^ = C S 
^ t=l  ^ t=l  
—iwt 
n * , n • 1 
+ C s e,e-^^ 
t=l  ^ 
CS (a.-â.)e-^'^ S Y.-e-^'^H) + J j=l  •'  J  t=l  ^ 
cs (a.-â.)e-^'^j°s'' y.e-^'^ + jh j=l J J t=l-j ^ ® 
C S (a.  — û!-)e  j=l J J S Y,e~''^ + °!;"^ Y.e"'^ - S Y.e"^'^ t=l  ^ t=l-j  ^ t=l  * 
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= H(e ^'^•')[Jy(w) + r^j(w)] + Jg(w), 
where &nd Jg(w) are the Fourier transforms of {Y^} and {e^} , and 
H(e-^'^j)= S (a -â)e-^^j 
j=l ^ ^ 
— g y.e"^'*^- s y.e"^"^ 
Lt=l-j ^ t=l t 
Since j < n , r^j(w) is the sum of 2(j + 1) random variables Y^'s , 
l^(u) = {H(e-'")(JY<..) + I^j(w)] + y w)}{H'(e-'") 
[Jy(w) + 
where 
— i 
|h(e-h !%(")+ iyw)l^ 
+ JY{u})T^^{uj) + jy(k')r^j(w)] 
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+ h(e-"^jy(w)j^(w) + h (e-'")jy(w)je(w) 
* —iw' * - - * H (e ) , JyCw), r^j(w) , and Jg(w) are the complex conjugates of H(e ) , 
nj 
, r^j(w), and Jg(w) , respectively. Then, 
E|R„j{")l < B{iH(e-'")|\(a,)) + E|H(e-''')r («)|2 
+ 2E(|H(e-''^)|2|J*(w)| |r„.(u)| + 2E(|H(e-^'^JY(a,)J^(«)|) 
+ 2E|H(e-'")r„.(u)JJw)|, 
E(|H{e~''*^|2lY(u) = 2E S (a -â  ) J==l , 
= 2E s (ttj — ôjvtylw} j==l •" •' 
< 2 s le{(<»,-a.)v 
J=1 •" 
(w)}] 1/2 (Lemma 1), 
E[(û!j — âp^IyCw)] < |E(aj - &j)^E|^Iyj (Schwarz inequality). 
f 
n> 
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Since EY^ < w , E(v^j) = 0(1) and 
e(|h(e-i'')r^j(,.)|2)=0(n-2) 
E (  I I ^ I J y W I I  y w )  I  )  =  E {  | J Y ( « )  I  |  ^  |  y w )  |  )  
< {e(|jy(a.)|2)e(|h'(e-^")|^|ya,)|2)}v^ . 
ecljymr) = e{iy(u)} = 0(1) , 
e(|h'(e-'")|^|yw)|^) < (e(|h'(e^")|8e|ya,)|^}l/2 . 
E ( | HV' ' ^ I ® )  =  E  P 8 p q 1 /q s  l( O j -  & i )l < S  ( E |  V'® 
.J=l •' •' J .j=l •' •' 
= 0(n-^) . 
and 
e|y'c,)|^ = c^elv„.|^ = 0(n-2), 
e(|h*(e-''^|^iyw)|2 = 0(n-3), 
E (  I  l ^ | J ^ w ) l i y w ) | )  =  0 { n - 5 / 2 )  
E( IH(e-'")||JY(w)||y w) I ) < (E|E(e-hI ^ E( | Jy(«) |^| J^(u)12)}l/2 _ 
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E|H(e ''')|2 = E| s (a,-à,)|^< S (E|aj-â.|Y/2 j=l J J j=l J J 
- 0(» '). 
e ( | j y ( 4 l ^ | j g w i ^ )  <  e ( | i y ( w ) | > ( | y u ) | 2 )  =  0 ( 1 ) ,  
e(|h(e-''^| |jy(«)| ij^mi) = 0(n-l/2). 
E(IH(«-h11yw)l|J*(w)l)< {E(I J*(«)12)E(I11yw)| )2}l/2 
E(|J»r) = E(I» = 0(l), 
E(|H(e-'")| < {E(|H(e-'")|«E|ya,)|^}^/2 
= 0(n • 
and 
E(|H(e-'")||i„»||J%)|) = 0(11-1), 
e(|k„j(<^)|) = 0(n-l/2). 
For moving average time series = e^ + •••+ «^q^t-q » ^ == 0, =*=2, 
... , the 'approximate' transformation is not straightforward. Because the e^'s are not 
observable, the equation of the model cannot be used as in the autoregressive case to 
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generate 'nearly' uncorrelated random variables with the same variance. When the 
roots of characteristic equation of the moving average time series are less than one, the 
time series has an infinite autoregressive representation (See Fuller, 1976, pp. 60-61), 
but in practice we only observe a finite number of the X^'s . An approach is to 
transform the data so that the transformed series approaches the series {e^} in a sense 
such that the expected value of the periodogram of the transformed series is 'nearly' 
equal to the expected value of the periodogram of {e^} . 
Lemma 4.3. Let {Y^} and {X^} be two square integrable stationary time 
series such that 
l imEjY,-X, |2  = 0.  
t-»m ^ ^ 
Then the expected value of the periodogram ordinate of the difference — X^ , 
goes to zero as t increases. 
l2 
Proof. Assume Y^ » X^ . The periodogram ordinate of the difference 
D,  =  Y,-X,  is  
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{E(Ij,)}1/2 = {| EI J^(Y, - I2}1/2 _< {| E| S (Y, - Xj) | ' 
Since (E| - XJ -4 0 , then 
IJ (E|Y,-X , |V /2_0 
t—1 
See Lemma 3.1.5 of Fuller (1976, p. 112). Now, 
0 < {e(ij3)}1/2 < i _xj2)1/2 
Thus, E(Ijj) -t 0 . 
Theorem 4.2. Let the time series {Y^; t = 0, ±1, ...} be defined by 
where /?q # 0 and the roots of the characteristic equation 
^ ... +3 = 0 
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are less than one in absolute value and {e^.} is a sequence of uncorrelated (0, (X ) 
random variables. Let 
Zj = t = 1 
(4.1.9) 
Zt = - ^S^C^,jZj t = 2, 3, ... , 
where 
^11 ~ ^ ' ^21 ~ ^ 1 ~ ' 
r-2 
cti = kj 7y(t - 1) , i = l, 
i-1 
ti = kf[ly(t-i)-.s^cycj.k2l 1 = 2, 3, ... t-1 , 
and 
t—1 
k j = 7 y( 0 ) - . s ^ c 2 , k 2 ,  t — 2, 3, 
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2 2 Then converges in mean square to e^ , converges to a , and 
converges to as t increases. 
Proof. The e^ can be written as 
2\ 2 (See Fuller 1976, pp. 60-61.) Since E(e^) = a , for all e > 0 3 Nq 3 N > Nq + 1, 
E(Y 
N-1 
j _ l  J  J  
(4.1.10) 
Let t > Nq + 1 and let b j^ be the values which minimize 
E 
Since the prediction error is bigger than the residual variance, we have 
E > a (4.1.11) 
Also, 
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t-1 
= y. - j-1 
t - vi + " vj. 
where is the residual from the regression of Y^ on Z^_2, ••• Z^) and also 
is the residual from the regression of Y^ on (Y^_j^, Y^_2, ... Y^). Thus, 
t—1 t—1 
j=i^t,t-j vj - jf 1 vh ' 
t—1 t—1 t-1 
y. - = v. - , s ^ byv- + . s^(b,. - bj) v-
nt li Y^ - Sj_j^b^jY^j is the residual from the regression of Y^ on (Y^_^, Y^_2, ..., Y^) 
Thus, 
Var 
t-1 t-1 
= Var + Var 
The inequalities (4.1.10) and (4.1.11) imply that 
t-1 
ft-1 
Var < e 
which implies 
Ft—1 
Var jf/'tj+vvj < e , 
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which implies 
Var-
t-1 
< e 
Therefore, Ve>03NQ3t>NQ=> E(Z^ - e^) < e . 
n n 
Thus, Zj converges in mean square to e^ . Then E| Zj -t E(ep . (See 
Chung 1968, p. 95.) Because Z^ is the residual from the regression of on (Z^_^, 
^t_2' •••' ^i) ' Z's are mutually uncorrelated. Also, 
ely,(zt-«t)l = b(yjz,)-e(y,e,), 
t—1 
E(Y,Z,) = E[(Z, + ,ï jC, 
= e(zt) 
E(Y,e,) = E[(ej + ,S = £(6=) 
Thus, E[Y^(Z^ - e^)] —» 0 as t increases. 
Now C. . • converges to /?• because C. . . is the regression coefficient of 
1)1—J J t,!'—J 
Z^_j in the regression of on (Z^_p Z^_2, ..., Zj) , and is the regression 
coefficient of e^_j in the regression of Y^ on e^_j^, e^_2, ... e^_^ . 
Since the Z's are mutually uncorrelated, the regression coefficient of 
Zj in the regression of Y^ on ^t-2' equal to 
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[Cov(Y^, Zj)][Var(Z.)]~^ . For a moving average of order q , the autocovariance 
function is zero for lag greater than q. Writing in terms of the Y's as in (4.1.12) 
shows that 
Ct t_i = 0 for t — i > q , 
and then 
^t,t-q " • 
2 2 Now is decreasing and is bounded, and hence, converges. Let I be the limit. 
Then I must be the solution of the equation 
^t,t-q ~ ' 
n-*m 
and 
Hence, 
I — ^ • 
4.2. Description of the Experiment 
In the experiment, we consider estimation for a first order moving average. The 
sample sizes are 50 and 200, and for each sample size and set of parameters, the 
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number of samples generated is 2000. All computations were performed using IMSL 
fortran subroutines, DRNNOF for generating standard normal random numbers, 
DPFFT for computing the periodogram using the fast Fourier transform, and DUMID 
for minimizing the objective functions of the MA(1) processes. The model used in the 
experiment is 
Yt = , (4.2.1) 
where 
e^ ~ NI(0, 1) t = 1, 2, ... n 
n = 50, 200 
/?= 0, ± 0.3, ± 0.7, ± 0.9, ± 0.95 . 
For each set of parameter values, the experiment was replicated and summary 
2 / 
statistics were computed. Let <?=(/?, <r ) . The comparison between the estimators 
in the frequency and in the time domains is done on the basis of the following 
statistics: 
i) The mean of the estimators over r samples is 
^=r"^ S ê(i) . 
i=l 
ii) The standard deviation for r samples is 
Sj  =|(r - i r \  s  ( (» , . -j)2]V2 
1=1 ^ '  
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iii) The ratio of the estimated bias to its standard error is 
For each sample of the experiment, and for each of the /3 parameters, we 
compute the "t—statistics" 
t = , 
where se(^) is the estimate of the standard error of the limiting distribution of 
estimated from the sample. The probabilities that t i [—b b] for b = 1.64, 1.78, 1.96, 
and 2.24 are estimated. 
The maximum likelihood estimation in the frequency domain consists of 
minimizing the objective function (4.1.4). A second estimate is then computed using 
the maximum likelihood estimator to transform the data. Given the data (Yp Yg, ... 
Y^) ; a set of 'nearly' uncorrelated random variables is given by the following 
transformation: 
^1 ~ ' '•j=1 + ^, 
zj = (yg - = (1 + ^) - (rfiif 
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Z^ = l,Yj-Pr-\)T-^ , rl = (l + fi)~(T-W (4.2.2) 
\ =  ( y , .  i =  ( l  +  A-{\J? 
If /3 were known and used in the transformation, the Z's would be 
uncorrelated with unit variance because is the residual from the regression of 
on Y^_2' •••> Yj) and hence, is uncorrelated with Y^_2, •••, Yj) 
and with any linear combination of (Y^_j^, Y^_2, ..., Y^) . Since each Z^ is divided 
by its standard deviation, the Z's have unit variance. 
The periodogram of the transformed variables after an adjustment by the 
transfer function of the transformation is used in the objective function (4.1.4) and the 
whole procedure is iterated twice. If the estimate of P is greater than 0.95 , then 
0.95 is used for the transformation. 
The estimate in the time domain is computed using the periodogram maximum 
likelihood estimate as the starting value. The estimation procedure is that described in 
Fuller (1976, p. 343—352). For the first order moving average, let P be the last 
maximum likelihood estimate in the frequency domain and let the Z's be those 
computed in (4.2.2). Let 
W j  =  0  
= Z^_j t = 2, 3, ..., n . 
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Regressing on , we get an estimator of AP = {P -0) . The estimate in the 
time domain is then computed according to an iterative scheme. Let Z(y5(k — 1), j) 
and A;9(k) be the values of Zj and of , respectively after the k—th iteration, k > 
1, 1 < j < n • 
a) Let ^(k — 1) be the value used in the transformation at iteration k . Compute 
the transformed data set using (4.2.2) and 0(k — 1) , and then compute 
Aj0(k) . Let /9(k) = |8(k — 1) + A|3(k) and BMAX(k) be the boundary value 
for iteration k . If |5(k) is greater than BMAX(k) , then P{k) is set equal to 
BMAX(k) . 
b) If 
s < s - l),j), j=l j=l 
then the estimator in the time domain at iteration k is /? (k + 1) = /3(k) . 
c) If 
S Z\p{k),i)> S Z%(k-l),j), j=l j=l 
then let j8^(k) = 'P{k) + 2 ^A^(k) and compute 
S Z2(^ (k), j) . j=l ^ 
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If 
^ ,2/2, n.\ ,  S E Z%(k),j)< E Z^(/3(k-l),j), j=l j=l 
then the estimate in the time domain at iteration k is 0 (k) = 0-^{k) 
d) If 
s z2(Â(k), i) > s -1), j) , j=l j=l 
then ^^(k) = )9(k) + 2~^à0{k) and repeat b) and c). 
e) The points b), c), and d) are repeated if necessary until an increment of 
2~^Ay5(k) is reached. The whole procedure, consisting of the points a), b), c), 
- + 
d), and e) is repeated five (1 < k < 5) times using 0 (k) as starting value for 
iteration k 4- 1 . From the second to the fifth iteration, the values of 
BTMAX(k) are 0.97, 0.99, 0.995, and 1.0, respectively. The final estimate is 
the time domain estimate. 
4.3. Results and Discussion 
The main results of the experiment are summarized in Tables 4.1 — 4.10. The 
first line in Table 4.1 gives the average of the P values for the first iterate of the 
frequency domain estimator. The numbers in parentheses are the estimated standard 
deviations of the population of 0 values. The next line gives the ratio of the average 
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2 bias of P to its standard error. The average of the a values, the standard 
2 2 deviations of the population of a values and the ratio of the average bias of a to 
its standard error are given in the last three lines of Table 4.1, respectively. Tables 
4.2 — 4.8 present the same results for different iterations and sample sizes. 
For the same sample size, the biases of the moving average parameter and of 
the residual variance estimates decrease in absolute value from the first to the third 
iteration. When the sample size is equal to 200, the biases of the estimators in the 
second and third iterations are about the same for parameter values not situated near 
the boundary of the parameter space. 
As expected from the asymptotic results, the bias decreases as the sample size 
increases. For n = 50 , the biases of the moving average parameter estimates are at 
least three times as large as those for n = 200 . The values of the t statistic for the 
bias of the residual variance estimate for n = 50 are at least four times those for 
n = 200. For both sample sizes, the bias of the estimators is smaller when the value of 
moving average parameters is near the center of the parameter space. When the value 
of the moving average parameter increases from -0.95 to a value in a neighborhood of 
zero, the bias of its estimate decreases in absolute value and then starts increasing in 
absolute value as the value of the parameter increases. The bias of the residual 
variance estimate follows a similar pattern. The sign of the bias of the moving average 
parameter estimate indicates that the moving average parameter is biased towards 
zero. When the value of the moving average parameter is near the boundary, the 
estimated variances of the estimated moving average parameter and of the residual 
variance decrease from the first to the second iteration and have about the same 
magnitude for the second and third iterations. When the value of the moving average 
2 Table 4.3. Results of the third iteration for 2000 experiments with sample size 50 and a = 1.0 
fi — values 
Estimates 
-0.95 -0.9 -0.7 -0.3 0.0 0.3 0.7 0.9 0.95 
P -0.800 -0.774 -0.625 -0.256 0.013 0.303 0.673 0.847 0.875 
sd(^) (0.101) (0.103) (0.131) (0.163) (0.161) (0.158) (0.130) (0.102) (0.094) 
t(bias) 66.416 54.706 25.603 12.072 3.611 0.849 -9.288 -23.236 -35.681 
cP 1.192 1.154 1.112 1.107 1.118 1.107 1.102 1.115 1.136 
sd(â^) (0.267) (0.259) (0.258) (0.254) (0.249) (0.253) (0.258) (0.247) (0.250) 
t(bias) 32.158 26.590 19.413 18.838 21.193 18.913 17.680 20.821 24.327 
2 Table 4.4. Results of least squares estimation for 2000 experiments with sample size 50 and a = 1.0 
/3 —values 
Estimates 
-0.95 -0.9 -0.7 -0.3 0.0 0.3 0.7 0.9 0.95 
P -0.925 -0.896 -0.712 -0.303 0.005 0.313 0.720 0.900 0.929 
sd(/9) (0.080) (0.087) (0.124) (0.155) (0.157) (0.155) (0.124) (0.085) (0.073) 
t(bias) 13.975 2.056 -4.327 -0.019 1.424 3.750 7.213 0.000 -12.865 
cr^  1.036 1.016 1.013 1.013 1.024 1.013 1.012 1.015 1.034 
sd(â^) (0.212) (0.209) (0.216) (0.205) (0.205) (0.205) (0.216) (0.207) (0.210) 
t(bias) 7.594 3.423 2.691 2.836 5.235 2.836 2.484 3.240 7.240 
2 Table 4.5. Results of the first iteration for 2000 experiments with sample size 200 and a = 1.0 
P — values 
Hisiimaxes 
-0.95 -0.9 -0.7 -0.3 0.0 0.3 0.7 0.9 0.95 
P -0.881 -0.847 -0.669 0.286 0.001 0.297 0.681 0.858 0.892 
<0) (0.055) (0.053) (0.058) (0.072) (0.075) (0.072) (0.056) (0.053) (0.055) 
t(bias) 56.103 44.721 23.902 8.695 0.596 -1.863 -15.173 -35.438 -47.159 
1.074 1.059 1.039 1.029 1.027 1.029 1.039 1.058 1.073 
sd(&2) (0.125) (0.118) (0.110) (0.107) (0.106) (0.107) (0.109) (0.115) (0.123) 
t(bias) 26.474 22.360 15.855 12.120 11.391 12.120 16.000 22.554 26.541 
2 Table 4.6. Results of the second iteration for 2000 experiments with sample size 200 and a = 1.0 
Estimates 
P- values 
-0.95 -0.9 -0.7 -0.3 0.0 0.3 0.7 0.9 0.95 
P -0.913 -0.870 -0.677 -0.287 0.001 0.298 0.688 0.882 0.925 
sd()9) (0.037) (0.043) (0.057) (0.073) (0.075) (0.072) (0.055) (0.041) (0.037) 
t(bias) 44.721 31,200 18.045 7.964 0.596 -1.242 -9.757 -19.633 -30.210 
1.036 1,032 1.031 1.029 1.027 1.029 1.030 1.030 1.034 
sd(ô-2) (0.110) (0.107) (0.108) (0.107) (0.106) (0.107) (0.107) (0.105) (0.109) 
t(bias) 14.635 13.374 12.836 12.120 11.391 12.120 12.538 12.777 13.949 
2 Table 4.7. Results of the third iteration for 2000 experiments with sample size 200 and a = 1.0 
P — values 
-0.95 -0.9 -0.7 -0.3 0.0 0.3 0.7 0.9 0.95 
0 -0.915 -0.872 -0.677 -0.287 0.001 0.298 0.689 0.884 0.925 SiCffI (0.036) (0.042) (0.057) (0.073) (0.075) (0.072) (0.055) (0.041) (0.037) 
t(bias) 43.470 29.813 18.045 7.964 0.596 -1.242 -B.944 -17.494 -30.216 
1.033 1.030 1.031 1.029 1.026 1.029 1.030 1.028 1.034 
sd(ï^) (0.109) (0.106) (0.108) (0.107) (0.106) (0.107) (0.107) (0.104) (0.109) 
t(bias) 13.539 12.656 12.836 12.120 10.969 12.120 12.538 12.040 13.949 
Table 4.8. Results of least squares estimation for 2000 experiments with sample size 200 and 
o
 II 
Estimates 
0-values 
-0.95 -0.9 -0.7 -0.3 0.0 0.3 0.7 0.9 0.95 
P -0.948 -0.902 -0.702 -0.301 0.003 0.302 0.704 0.902 0.947 
sdiP) (0.029) (0.036) (0.053) (0.070) (0.073) (0.070) (0.052) (0.035) (0.029) 
t(bias) 3.084 -2.484 -1.687 -0.638 1.838 1.277 3.440 2.555 ^.628 
1.005 1.005 1.007 1.004 1.003 1.004 1.006 1.005 1.006 
sd(ô-2) (0.103) (0.100) (0.101) (0.100) (0.100) (0.099) (0.101) (0.099) (0.103) 
t(bias) 2.171 2.171 3.099 1.788 1.342 1.806 2.656 2.258 2.605 
Table 4.9. Empirical tail probabilities for t = 0 — /3)(s.e(j3)) ^ of the third iteration for a sample size 50 
Region 
Parameter 
—0.95 —0.9 —0.7 —0.3 0.0 
< -1.64, > 1.64 0.519,0.003 0.362,0.008 0.163,0.058 0.099,0.060 0.080,0.07 
< -1.78, > 1.78 0.454,0.003 0.309,0.007 0.131,0.053 0.081,0.050 0.065,0.055 
< -1.96, > 1.96 0.359,0.002 0.227,0.006 0.099,0.042 0.058,0.041 0.052,0.034 
< -2.24, > 2.24 0.230,0.000 0.137,0.005 0.005,0.003 0.036,0.031 0.034,0.032 
Region 
Parameter 
0.3 0.7 0.9 0.9 
< -1.64, > 1.64 0.095,0.068 0.112,0.083 0.151,0.148 0.110,0.227 
< -1.78, > 1.78 0.083,0.055 0.106,0.064 0.143,0.114 0.100,0.181 
< -1.96, > 1.96 0.065,0.040 0.091,0.043 0.137,0.087 0.090,0.139 
< -2.24, > 2.24 0.049,0.030 0.073,0.024 0.122,0.053 0,079,0.081 
Table 4.10 Empirical tail probabilities for t = 0 — /3)(s.e(^)) ^ of the third iteration for a sample size 200 
Region 
Parameter 
-0.95 -0.9 -0.7 -0.3 0.0 
< -1.64, > 1.64 
< -1.78, > 1.78 
< -1.96, > 1.96 
< -2.24, > 2.24 
0.305, 0.039 
0.262, 0.034 
0.196, 0.026 
0.120, 0.022 
0.190, 0.054 
0.152, 0.05 
0.110, 0.041 
0.065, 0.033 
0.107, 0.045 
0.077, 0.036 
0.055, 0.031 
0.030, 0.024 
0.079, 0.039 
0.059, 0.032 
0.441, 0.021 
0.022, 0.014 
0.065, 0.058 
0.051, 0.047 
0.032, 0.032 
0.018, 0.019 
Region 
Parameter 
0.3 0.7 0.9 0.95 
< -1.64, > 1.64 
< -1.78, > 1.78 
< -1.96, > 1.96 
< -2.24, > 2.24 
0.065, 0.067 
0.052, 0.053 
0.040, 0.038 
0.024, 0.019 
0.066, 0.061 
0.052, 0.045 
0.042, 0.030 
0.029, 0.014 
0.078, 0.120 
0.073, 0.088 
0.059, 0.059 
0.048, 0.029 
0.093, 0.180 
0.089, 0.138 
0.080, 0.099 
0.074, 0.063 
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parameter is near the center of the parameter space, the estimated variances of the 
estimators are about the same for all three iterations. 
The bias of the maximum likelihood frequency domain estimate of the moving 
average parameter is at least four times the bias of the least squares estimator when 
the values of the moving average parameter is situated near the boundary. The 
maximum likelihood estimator has less bias than the least squares estimator when the 
parameter of the moving average is near zero. The bias of the frequency domain 
estimator of the residual variance is four to ten times the bias of the least squares 
estimator of the residual variance. 
The empirical distribution of X = 0- is highly skewed, especially 
when the moving average parameter is near the boundary of the parameter space. The 
estimated probabilities of t [-b, b] for b = 1.64 , 1.78 , 1.96 , and 2.24 exceed the 
probabilities for a standard normal distribution, except when the moving average 
parameter is near zero. The estimated probabilities are given in Table 4.9 and Table 
4.10 for sample size 50 and 200, respectively. 
The results of this experiment can be summarized as follows: 
i) As the sample size increases, the bias of the maximum likelihood frequency 
estimator of the moving average parameter decreases. 
ii) For the same sample size, the bias is bigger when the moving average is near 
the boundary of the parameter space. 
iii) The bias and the estimated variance of the estimator decreases from the first 
iteration to the third iteration. 
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average parameter is at least four times the bias of the least squares estimator when 
the values of the moving average parameter is situated near the boundary. The 
maximum likelihood estimator has less bias than the least squares estimator when the 
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estimated probabilities of t 0 [—b, b] for b = 1.64 , 1.78 , 1.96 , and 2.24 exceed the 
probabilities for a standard normal distribution, except when the moving average 
parameter is near zero. The estimated probabilities are given in Table 4.9 and Table 
4.10 for sample size 50 and 200, respectively. 
The results of this experiment can be summarized as follows: 
i) As the sample size increases, the bias of the maximum likelihood frequency 
estimator of the moving average parameter decreases. 
ii) For the same sample size, the bias is bigger when the moving average is near 
the boundary of the parameter space. 
iii) The bias and the estimated variance of the estimator decreases from the first 
iteration to the third iteration. 
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The absolute value of the bias of the maximum likelihood frequency domain 
estimator of the moving average parameter is at least four times that of the bias 
of the least squares estimator except for /? near zero. 
The absolute value of the bias of the frequency estimator of the residual 
variance is at least four times the bias of the least squares estimator. 
The empirical distribution of the pivotal quantity i = 0 — ;5)(s.e(|5))~^ is 
highly skewed and the use of the standard normal approximation in two—sided 
tests will result in large deviations from nominal error rates except when the 
value of the moving average parameter is near zero. 
The frequency domain estimators are poor relative to the time domain 
estimators. 
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5. ESTIMATION FOR THE CURRENT POPULATION SURVEY 
The Current Population Survey (CPS) is a monthly household survey 
conducted by the Bureau of Census for the Bureau of Labor Statistics. The Works 
Progress Administration provided a basis for the CPS which started in March 1940. In 
1942, the survey was transferred to the Bureau of Census and the name Current 
Population Survey was adopted in 1948. In 1959, the responsibility of coordinating the 
funding, planning and analysis of the CPS and of the publication of labor force 
statistics was given to the Bureau of Labor Statistics, while the Bureau of Census 
retained the responsibility of sample design, data collection, and methodological 
research. The objective of the CPS is to provide estimates of employment, 
unemployment, and other characteristics of the labor force. The CPS also provides 
information on the general population such as poverty, migration, school enrollment, 
fertility, child support, etc. A complete description of the survey is given in Hanson 
(1978). 
5.1. Sample Design 
The Current Population Survey sample design is a stratified two—stage cluster 
sample of the U.S. population of households. In the first stage, one primary sampling 
unit (PSU) per stratum is selected with probability proportional to size, where the size 
is the number of persons 16 years of age or older from the previous decennial census. 
Strata are combinations of primary sampling units where the strata are counties, 
groups of counties, or metropolitan areas. There are 717 strata of which 333 contain 
only one entity that the Bureau of Census calls a primary sampling unit. These 
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entities are called self—representing PSU's by the Census Bureau. They are included in 
the sample with certainty. The remaining primary sampling units are called 
non-self—representing PSU's and form the remaining 384 strata. The PSU creation 
was based on: 
— land area, 
— population size, 
— the 1940—1950 population growth rate, 
— the proportion of nonwhite, 
— principal industry, 
— defined urban areas now called Metropolitan Statistical areas (MSA's) 
— value of agricultural products 
— measure of the level of living in rural areas (the Hagood Index) 
In the second stage of sampling, clusters of households are selected 
systematically from the Census address list. For any given month, the sample is 
composed of about 72,000 households selected &om 729 primary sampling units with 
coverage in the 50 states and the District of Columbia. Of the 72,000 households, 
about 60,000 are eligible for interview, the remaining being vacant, destroyed, etc. 
The sampled households contain about 113,000 persons 16 years of age or older. 
5.2. Rotation Scheme 
A rotation scheme is used in the CPS to avoid respondent fatigue and also to 
have some overlap between periods so that changes can be measured effectively. The 
sample is divided into subgroups called rotation groups. The sample for a month 
consists of eight rotation groups divided in such a way that 1/8 of the sample is 
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interviewed for the fist time, 1/8 for the second time, and 1/8 for the eighth time. 
The first interview is defined as the first time-in—sample, the second as the second 
time—in—sample, etc. A particular rotation group is in the sample for four months, 
rotates out for eight months, and then re-enters the sample for four more months. 
This is a 4—8—4 rotation scheme and can be illustrated as in Table 5.1. The status of a 
rotation group, also called a panel, active, in temporary retirement, or inactive is 
indicated by X , 0, and blank, respectively. This rotation pattern allows a 75% 
overlap between two consecutive months and a 50% overlap between the same month 
of two consecutive years. The overlapped sample enhances the use of CPS data as a 
time series. The overlap is also used to compute composite estimators. 
5.3. Data Analysis 
Two data sets are considered in this analysis. The historical data set consists of 
eleven years (1980—1990) of eight monthly time—in—sample observations on 
employment and unemployment. The second data set the 1987 CPS data set contains 
48 replicate observations created from the original CPS data. 
The replication method of variance estimation is used for the CPS by the 
Census Bureau. Standard Error Computing Units are created for variance estimation 
purposes. A Standard Error Computing Unit is a "pseudo—stratum" and contains two 
panels (pseudo PSU's) for self—representing PSU's, and contains two primary sampling 
units or three primary sampling units for non—self—representing primary sampling 
units. A panel is a subdivision of the observations in a self—representing primary 
sampling unit. Note that a self—representing primary sampling unit is a sampling 
stratum. 
98 
Table 5.1. Rotation scheme 
Panel 
A B c D E F G H I • • • . 
January X 
February X X 
March X X X 
April X X X X 
May 0 X X X X 
June 0 0 X X X X 
July 0 0 0 X X X X 
August 0 0 0 0 X X X X 
September 0 0 0 0 0 X X X X 
October 0 0 0 0 0 0 X X X 
November 0 0 0 0 0 0 0 X X 
December 0 0 0 0 0 0 0 0 X 
January X 0 0 0 0 0 0 0 0 
February X X 0 0 0 0 0 0 0 
March X X X 0 0 0 0 0 0 
April X X X X 0 0 0 0 0 
May X X X X 0 0 0 0 
June X X X X 0 0 0 
July X X X X 0 0 
August X X X X 0 
September X X X X 
October X X X 
November X X 
December X 
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The replication theory developed by Fay (1989) was used to assign replicate 
factors to panels. The method is different for each of the three types of Standard Error 
Computing Units (See Lent 1991). Each replicate is formed as a weighted sum of the 
totals of the standard error computing units. The replicate factors are then used by 
the Census Bureau to create a full sample weight and 48 replicate weights for each 
sample person. 
The 1987 CPS data set consists of eight time—in—sample observations in twelve 
months for 48 replicates and the full sample estimates created ùom the 1987 CPS data. 
The historical and the 1987 data sets contain 1,056 and 4,704 observations, 
respectively. In the 1987 data set, the sum of the eight time—in—sample observations 
for a replicate is an unbiased estimate of the population total. The weighted linear 
combination forming a replicate is such that the expected value of the squared 
deviation between the replicate estimate and the full sample estimate is one fourth the 
variance of the full sample estimate. 
A characteristic of the labor force is modeled as 
where is the true value of the time series at time t , is the observed value of 
the time series obtained from the historical data set, and u^ is a random process due 
to sampling error. It is assumed that the sampling error process is known, and that 
the two processes x^ and u^ are independent. 
The 1987 data set is used to estimate the sampling autocovariance of the 
estimated characteristics of the labor force. Using the autocovariance of the sampling 
error, estimation of the parameters of the true process is carried out in Section 5.3.4. 
100 
5.3.1. Preliminary analysis 
The estimates of employment characteristics and the estimates of their standard 
errors for 1987 are giyen in Table 5.2. Those estimates are direct estimates and are 
different from the official estimates, where the official estimates are composite 
estimates. For each month of the survey and for a given characteristic, a direct 
estimate was obtained by taking the average over the 48 replicates of the sums of the 
eight time—in-sample values. The estimated variance of the direct estimate for a 
month is four times the usual variance estimate of the sums of the eight 
time-in—sample values. That is, 
V{y, } = 4(47rlf(y,. -y, )2, 
where 
/tjk • 
-1 48 
J—^ 
^tjk observation on the k—th time—in—sample of the j—th replicate at time t , 
y.. is the total of the eight time—in—sample values for replicate j and month t , and 
Table 
Mont 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
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Direct estimates and estimated standard errors of employment 
characteristics for 1987 
Unemployment 
Employed Unemployed CLF Rate 
(100,000) (100,000) (100,000) (%) 
1084.70 86.35 1171.05 7.37 
(3.31) (1.27) (3.44) (0.10) 
1102.46 86.67 1189.13 7.28 
(2.93) (1.45) (2.61) (0.12) 
1110.19 82.68 1192.88 6.93 
(2.68) (1.20) (2.58) (0.09) 
1119.47 75.76 1195.22 6.33 
(2.85) (1.44) (2.87) (0.11) 
1133.46 76.52 1209.99 6.32 
(3.24) (1.48) (2.77) (0.12) 
1147.30 80.39 1227.70 6.54 
(3.15) (1.53) (2.62) (0.13) 
1164.37 76.56 1240.93 6.16 
(2.89) (1.25) (2.67) (0.10) 
1160.04 72.41 1232.46 5.87 
(2.94) (1.42) (2.88) (0.11) 
1139.41 70.27 1209.68 5.80 
(2.94) (1.46) (2.78) (0.12) 
1148.35 70.30 1218.66 5.76 
(2.72) (1.25) (2.69) (0.10) 
1146.83 69.64 1216.48 5.72 
(3.00) (1.45) (2.77) (0.11) 
1145.66 66.60 1212.26 5.49 
(3.06) (1.38) (2.76) (0.11) 
1133.52 76.18 1209.70 6.30 
(1.80) (0.69) (1.69) (0.06) 
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Yj. is the average of the 48 replicate estimates. The average of the 48 replicates is not 
exactly equal to the full sample estimate. 
The individual direct estimates of the standard errors are relatively constant 
over months. The coefficient of variation for the estimates are about 0.26%, 1.83%, 
and 0.23%, and 1.76% for total employed, total unemployed, civilian labor force, and 
unemployment rate, respectively. 
Table 5.3 provides a description of the organization of the CPS data. The Latin 
letters identify a group of individuals that have the same interviewing pattern. We 
will generally call these groups "rotation groups." The g appearing as the first 
entry in column 2 identifies a group of individuals, called rotation group D, that were 
interviewed the second time in month one of our study period. The rotation group is 
interviewed for the third time in month two and for the fourth time in month three. 
The rotation group is then out of the sample for 8 months and is interviewed for the 
fifth time in month twelve. The columns of Table 5.3 are called streams. A rotation 
group appears in only one stream. Either three or four rotation groups appear in each 
stream during the 12 months. 
For the data associated with Table 5.3, we consider the analysis of variance 
decomposition, 
^tjk = + + + ^tjk ' 
Su- = Sa. = Sr, = £7^ = 0 , 
j J t ^ k ^ t*-
SCtk = 0 for all k , 
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Table 5.3. Data Arrangement for 1987 data 
Month ' Streams 
^ ^1,1 ^1,2 ^1,3 •^1,4 ^1,5 ^1,6 "^1,7 ^1,8 
^ ^2,2 ®2,3 ^2,4 ^2,5 ^2,6 ^2,7 ^2,8 ^2,1 
^ ^3,3 ^3,4 ^3,5 ^3,6 ^3,7 ^3,8 ^3,1 ^3,2 
^ ^4,4 ®4,5 ^4,6 ^4,7 ^4,8 ^4,1 ^4,2 ^4,3 
® ®5,5 ®5,6 ^5,7 ^5,8 ^5,1 ^5,2 ^5,3 ^5,4. 
^ ®6,6 ®6,7 ®6,8 ^6,1 ^6,2 ^6,3 ^6,4 ^6,5 
^ ®7,7 ®7,8 4,1 ^7,2 ^7,3 ^7,4 ^7,5 ^7,6 
® ®8,8 ^8,1 ^8,2 S,3 ^8,4 ^8,5 ^8,6 ^8,7 
® ^9,1 ^9,2 ^9,3 S,4 ^9,5 ^9,6 ^9,7 ^9,8 
^10,2 ^10,3 4O,4 •^10,5 °10,6 ^10,7 ^10,8 ^10,1 
^11,3 ^11,4 ^11,5 •'^11,6 °11,7 ^11,8 ^11,1 ^11,2 
12 Cj24 Dj2 5 Gj2 6 ^12,7 °12,8 ^12,1 ^12,2 ^12,3 
A. •• is observation for unit A in month i and j—th time-in—sample. 
^iJ 
S^tk = 0 for ail t, 
where is an estimate of a characteristic such as the total employed obtained from 
the j—th replicate for the k—th time—in—sample at time t , /x represents the overall 
mean, Uj is the replicate effect, represents the time effect, is the 
time-in-sample effect, 7^ is the effect of rotation groups identified by Latin letters in 
Table 5.3, represents interactions among time—in—sample, time and group effects, 
and is the error term. The subscript I — ^t, k) is completely determined by the 
subscripts t and k , i.e., once a month and a time—in—sample are given, the rotation 
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group is uniquely determined by the configuration displayed in Table 5.3. The time 
effect is sometimes called a month effect when dealing with the year 1987. For the 
CPS data from 1987 used in the analysis, t = 1, 2, ..., 12, k = 1, 2, ..., 8 , and j = 1, 
2, ..., 48 . 
Table 5.3 has 96 entries representing combinations of three factors, month, 
time-in—sample and group. There are 12 months, 8 times—in—sample and 27 groups. 
The three factors are not orthogonal. The 96 entries in Table 5.3 permit the 
estimation of 95 parameters. The sums of squares and degrees of freedom can be 
partitioned in different ways. One possible partition is shown in Table 5.4. The sum 
of squares of months and time—in—sample were first computed. The main effect for 
groups has been adjusted for the two main effects and has 25 degrees of freedom. The 
remaining 52 degrees of freedom in Table 5.4 correspond to interactions among the 
main effects. 
Table 5.4 Analysis of variance for employed, unemployed, and Civilian Labor 
Force, 1987 
Source d.f. 
Mean Squares 
Employed Unemployed CLF 
Employment 
Rate 
(%) 
Replicates 47 1.2134 0.1785 1.0762 0.0788 
Months 11 3553.2435 268.4974 2377.7240 149.8368 
Time—in—Sample 7 458.1149 75.4759 891.2340 20.3164 
Groups 1 25 113.4492 20.7709 91.5742 9.0534 
Interactions 52 12.9719 6.7783 11.7550 2.8615 
Residual 4465 0.2458 0.0554 0.2112 0.0247 
iThe groups mean square is adjusted for month and time-in—sample. 
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The three characteristics, Civilian Labor Force, total employed, and total 
unemployed, were coded by dividing each entry by 100,000. The analyses of variance 
in Table 5.4 reveal that the mean squares for all factors in model (5.3.1) are much 
bigger than the residual mean square for all characteristics. The ratio of the mean 
square of a factor to the residual mean square does not have an F—distribution because 
the replicates are not independent. 
The estimates of the effects of month are given in Table 5.5 for employed, 
unemployed. Civilian Labor Force, and unemployment rate. The overall means are 
141.69 for total employed, 9.52 for total unemployed, 151.21 for Civilian Labor Force, 
and 6.30% for unemployment rate. These means, except for unemployment rate, 
multiplied by 100,000 are one eighth of the estimated population total. Thus, there 
were an estimated 113,352,000 people employed in 1987. The month effect for 
employed and civilian labor force increased from January to July and then started 
decreasing, with its maximum value in July. For unemployed, the biggest value 
occurred in February and the smallest value in December. The month effect for 
unemployment rate decreases from January to May and then from June to December 
with the maximum value in January and the lowest in December. 
The most dominant time—in—sample effect for all four characteristics is the 
large positive value for the first time—in—sample. The estimates of time—in—sample 
effects are given in Table 5.6. The time—in—sample effect is largest for the first period 
for all four characteristics. All four characteristics show a definite decline from the 
first time—in—sample to the second time—in—sample and a further decline to the third 
time—in—sample. After the third time—in—sample, the effects vary somewhat by 
characteristic. Employed and Civilian Labor Force show negative effects for the four 
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Table 5.5. Estimates of month effects for 1987 data set 
Civilian Unemployment 
Total Total Labor Rate 
Month Employed Unemployed Force (%) 
January -6.1025 1.2713 -4.8312 1.0695 
(0.3565) (0.1486) (0.3655) (0.0971) 
February -3.8831 1.3114 -2.5716 0.9844 
(0.2992) (0.1453) (0.2820) (0.0969) 
March -2.9161 0.8129 -2.1032 0.6268 
(0.2415) (0.1311) (0.2640) (0.0833) 
April -1.7567 -0.0532 -1.8098 0.0336 
(0.2710) (0.1489) (0.2952) (0.0955) 
May -0.0069 0.0423 0.0353 0.0201 
(0.3193) (0.1670) (0.2573) (0.1121) 
June 1.7226 0.5272 2.2498 0.2469 
(0.2701) (0.1625) (0.2307) (0.1057) 
July 3.8557 0.0474 3.9031 -0.1338 
(0.2862) (0.1363) (0.2367) (0.0896) 
August 3.3153 -0.4711 2.8442 -0.4278 
(0.2858) (0.1445) (0.2698) (0.0929) 
September 0.7362 -0.7385 -0.0022 -0.4956 
(0.2859) (0.1473) (0.2669) (0.0963) 
October 1.8537 -0.7345 1.1191 -0.5355 
(0.2990) (0.1366) (0.2839) (0.0892) 
November 1.6642 -0.8175 0.8467 -0.5786 
(0.3029) (0.1716) (0.2655) (0.1124) 
December 1.5177 -1.1977 0.3200 —0.8098 
(0.3336) (0.1631) (0.2993) (0.1076) 
last time—in—sample effects, and the effects for unemployed and unemployment rate 
are negative for the sixth and seventh times—in—sample, and positive for the eighth 
time-in—sample. The estimated standard errors of month and time—in—sample effects 
in Tables 5.5 and 5.6 are the square roots of the variances of the 48 ordinary least 
107 
square estimators of month and time—in—sample, respectively. For example, let y.. — 
'J-
y • be the effect of month t for replicate j, 1 < t < 12 , 1 < j < 48 , where 
•J' 
^tj. = J,njk 
, 1 2  8  
Table 5.6. Estimates of time-in—sample effects for 1987 data set 
Civilian Unemployment 
Time-in Total Total Labor Rate 
Sample Employed Unemployed Force (%) 
1 1.9583 0.7573 2.7156 0.3825 
(0.1971) (0.1325) (0.2147) (0.0828) 
2 0.2905 0.0345 0.3251 0.0109 
(0.2261) (0.1211) (0.1945) (0.0805) 
3 -0.4317 -0.1459 -0.5777 -0.0701 
(0.1725) (0.1078) (0.1769) (0.0694) 
4 0.2214 0.0111 -0.2325 -0.0748) 
(0.2465) (0.1108) (0.2104) (0.0748) 
5 -0.2051 0.0517 -1.1534 0.0417 
(0.1969) (0.1496) (0.1886) (0.0971) 
6 -0.8582 -0.3879 -1.2462 -0.2059 
(0.2062) (0.1060) (0.2025) (0.0691) 
7 -0.7691 -0.4017 -1.1708 -0.2186 
(0.2053) (0.1064) (0.1846) (0.0709) 
8 -0.2060 -0.0809 -0.1251 0.0602 
(0.2256) (0.1185) (0.2029) (0.0786) 
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Then the estimated standard error for the effect of month t is the positive square root 
of 
.48 » 
4(47) S (y . - y  .)^. (5.3.2) j=l 'J- -J-
5.3.2. Components of variance model for the covariances 
The 4—8—4 rotation scheme of the CPS requires a sixteen—month period to 
complete the observations on a rotation group. Because we have data only for the 
twelve months of 1987, some of the possible correlations cannot be computed directly. 
Let y^j^ be the j—th replicate estimate for total employed in month t and k—th 
time-in—sample and let y^gj^ be the corresponding full sample estimate for month t 
and k—th time—in—sample. Lent (1991) used the following formulae to estimate 
correlations, 
-1 48 9 
1 48 
^°^(^tOk' ^t+h,0,k+h^ ~ 12 j^j^^tjk ~ ^tOk^^^t+h,j,k+h ~ ^t+h,0,k+h^ 
(5.3.4) 
p. . ,, = ^"^(^tOk' ^t+h,0,k+h^ , (5.3.5) 
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where is the correlation between time t and time t+h for the direct 
estimate. We shall use these basic formulas, but may occasionally replace the overall 
estimate with the average of the 48 replicates. 
For our computations, the data were arranged in the data matrix shown in 
Table 5.3. When the replicate effects are removed, the streams are assumed to be 
independent. Thus, when the replicate effects are removed, the.variance-covariance 
matrix of the vec of the data matrix is block diagonal, where the vec of a matrix M is 
the column vector formed by the columns of M arranged chronologically. 
The form of the covariance matrix when the streams are assumed independent 
is given in Appendix B. In the computation of the correlations between observations 
in the same rotation group at two points in time, we consider observations made on the 
same rotation group. Since no rotation group belongs to more than one stream, the 
form of the variance-covariance matrix given in Appendix B was used to estimate the 
correlations between observations made on the same rotation group at different points 
in time. 
The original data set is arranged in a data matrix as shown in Table 5.3. For 
each replicate and for the full sample estimate, we form a 12 * 8 matrix where the rows 
and the columns are the months and the streams, respectively. From each replicate 
matrix, we subtract the matrix of full sample estimates to obtain the matrices A • of 
••J 
deviations for 1 < j < 48 , where A^^j is the deviation for the j—th replicate in month 
t and stream m . Note that we use the indexes for month and stream to identify the 
observation. 
For each column of the A . matrices, we compute 12 * 12 matrices of sums of 
••J 
squares and cross products. We have 384 such matrices. We then compute the 
estimates Sp Sg, ..., Sg of Ep Eg, ..., Sg of Appendix B by taking the sums of the 48 
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matrices smns of squares and products for the corresponding stream and dividing by 
12. For example, 
Sm = (12)-' . A „.j - A.„o)( - A „o) ' 
where 
^.mj = (^Imj' ^2mj' ^12,mj^ ' 
^.mO ^ (^ImO'^2m0'•••''^12,m, 0^ ' 
A is the vector of full sample estimates for the elements of stream m , and 
is the j—th replicate observation for month i and stream m . The correlations are 
computed by identifying the covariances and variances in the matrices. The 
calculated correlations are given in Appendix A. The correlations are placed according 
to the disposition of the data in Table 5.3. The first columns of the tables in the 
appendices contains correlations between first time-in—sample and second 
time-in—sample for observations made on the same rotation groups. For example, in 
the first column of the table in Appendix A, 0.8436 is the correlation between the first 
time—in—sample and the second time—in—sample for the first and second months of the 
survey, 0.8221 is the correlation between the first time—in—sample and the second 
time—in—sample for the tenth and eleventh months of the survey. 
The correlations at lag 1, 2, 3, 9, 10, and 11 are obtained by taking the averages 
of all correlations at the respective lags. The average correlations are given in 
Table 5.7. Estimates of the standard errors of the average correlations are given in 
parentheses below the estiamtes. The correlations of Table 5.7 are similar to those 
Ill 
reported by Breau and Ernst (1983) for the Current Population Survey where the 
correlations were obtained by averaging estimates from the months, September 1976 
through December 1977. The correlations obtained by Breau and Ernst (1983) are 
given in Table 5.14. At each lag, the estimated standard errors of the average 
correlations were computed by inverting an approximate 95% confidence interval for 
the mean of the z—scores. The z-scores were obtained by the transformation 
z. = 0.5 Log{(l + Pj)(l -^j)"^}, 
where is the estimate of the correlation pj. The standard errors are only 
approximate because the correlations are not independent since more than one 
correlation is computed from some rotation groups. Also, the computed correlations 
are autocorrleations. 
Table 5.8 contains chi—square values of the tests that at each lag, the different 
values estimated the same correlations. These chi—square were computed as if the 
correlations were independent. The computation of the chi-square values is described 
in Snedecor and Cochran (1980, p. 187). If the correlations were computed from a 
bivariate normal, the Zj—scores used in the computation of the standard errors of the 
9 1 
estimated correlations would be approximately normal with variance cr. = (n- — 3) , 
where n. is the number of observations used to estimate p^. If the correlations are 
independent and if the z.'s have the same mean, the statistic 
k 
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Table 5.7. Average autocorrelations within a rotation group for 1987 CPS 
Lag 
No. 
Obs. Employed Unemployed 
Civilian 
Labor 
Force 
Unemployment 
Rate 
1 66 0.8068 0.4979 0.7876 0.5187 
(0.0062) (0.0136) (0.0068) (0.0132) 
2 40 0.7332 0.3788 0.7197 0.4019 
(0.0106) (0.0199) (0.0111) (0.0195) 
3 18 0.6856 0.3230 0.6668 0.3484 
(0.0182) (0.0312) (0.0192) (0.0306) 
9 3 0.6732 0.1566 0.6377 0.2034 
(0.0461) (0.0832) (0.0504) (0.0818) 
10 4 0.7191 0.2691 0.6187 0.3159 
(0.0354) (0.0686) (0.0452) (0.0665) 
11 3 0.6038 0.1401 0.4910 0.2138 
(0.0536) (0.0830) (0.0614) (0.0814) 
Ave. 9—11 10 0.6708 0.1966 0.5861 0.2443 
(0.0252) (0.0450) (0.0298) (0.0439) 
Table 5.8. "Chi—square" values for test of homogeneous autocorrelations. 
"Chi—square" 
Lag d.f. 
Unemployment 
Employed Unemployed CLF Rate 
1 65 60.25 90.59 59.90 89.55 
2 39 46.66 58.73 41.25 57.22 
3 17 18.74 20.49 12.06 21.16 
9 2 3.58 0.09 2.30 0.03 
10 3 3.20 2.91 4.06 2.86 
11 2 3.61 0.91 5.23 1.14 
Ave. 9—11 9 13.61 5.53 15.16 7.17 
is distributed as a chi—square with (k — 1) degrees of freedom, where = (n- — 3) 
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and 
r k 
s 
i=l 
-1 k 
S 
i=l 
O/jZi 
The correlations are not independent for the reasons given above. Therefore, the 
chi—square values do not have the tabulated chi—square distributions. However, 
except for unemployed and unemployment rate at lag one, the values of the chi—square 
give no reason to reject the hypothesis of equal correlations. The analysis of variance 
in Table 5.9 shows that the large chi—square values of unemployed and unemployment 
rate at lag one are due to a large within group variation where groups are formed on 
the basis of time-in—sample pairs. Because the variation is within group variation, we 
retain the model in which the correlation is constant at each lag. 
Table 5.9. Analysis of variance of correlations at lag one for unemployed and 
unemployment rate 
Source d.f. 
Mean squares 
Unemployed 
Unemployment 
Rate 
Among time-
in-sample/ groups 5 0.004140 0.002757 
Within Group 60 0.018302 0.017176 
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The data were used to construct estimates of the variances for each 
time—in—sample. The variances by time-in—sample for total employed are given in 
Table 5.10. Because of the similar variances, we assume equal variances for all 
time—in—sample observations in the remaining analyses. 
Direct computation using formula (5.3.5) does not provide estimates of all 
possible correlations. Therefore, a model was developed and used to construct 
estimates for the remaining correlations. The correlations for lag 9, 10, and 11 display 
no particular trend and are of similar magnitudes. Therefore, we will consider models 
in which correlations at lags greater than eight are nearly constant. 
To construct a model for the autocorrelations, we consider the sum of the 
replicate and error effects. 
Table 5.10. Estimates of variances and covariances by time—in—sample for total 
employed. 
Time-
in— 
Sample 1 
Time—in—Sample 
2 3 4 5 6 7 8 
1 
2 
3 
4 
5 
6 
7 
8 
1.0415 0.8105 0.7421 0.7192 
1.0228 0.8012 0.7843 0.7112 
0.9732 0.8458 0.7899 0.8616 
1.0702 0.7160 0.7496 0.5357 
0.9491 0.7629 0.6716 0.6695 
1.0034 0.7632 0.7263 
0.9517 0.7870 
1.0109 
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"^tjk ^tjk ' 
where Uj and c^jj^ are defined in model (5.3.1). Let an estimator of r^jj^ be 
'tjk = ïtjk (53') 
where /i, , 7j^ , 7^ and are the ordinary least squares estimates of the 
corresponding parameters of model (5.3.1). That is, the estimated effects correspond 
to estimating the 96 means associated with Table 5.3. Thus, r^j^ is the original 
observation with estimated month, time—in—sample, groups and their interactions 
effects removed. In model (5.3.1), observations were indexed by month, replicate, and 
time—in—sample. On the basis of Table 5.3, we can further identify particular rotation 
groups. If we know the month and the time—in—sample of an observation, we know the 
rotation group of the observation. With a slight abuse of notation, let r^j^ be the 
value of r^j^ obtained when we use the rotation group index in place of the time 
index. Thus, r^j^ is the original observation for the k—th time—in—sample of the g—th 
rotation group in the j—th replicate when the effects of factors of model (5.3.1) except 
replicate are removed. We assume 
'gjk = "j + 'gj + 'gjk' 
(5.3.8) 
3 
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where Uj is the replicate effect, e^j is the permanent effect of rotation group g 
within replicate j, and a^jj^ is a transient effect associated with rotation group g . It 
is assumed that the transient rotation group effect is a stationary third order 
autoregressive process. It is assumed that {uj} , {e^j} , and {a^j^} are independent 
sequences. It is also assumed that 
Uj ~ (0, (f^ , 
Ggj ~ lnd.(0, c7g) , 
bgjk ~ lnd.(0, (tJ) . 
While the method of constructing the replicates is complicated, we assume that 
construction is such that the Uj are nearly independent. It follows that 
7i(h) = j = 4 + "e + ' (S » ») 
*>j{h) = • (5 310) 
"u "e + "a 
V{:gjh) = "u + "e + "a • (S 3 ") 
where /)^(h) is the autocorrelation function of r^j^ , 'y^(h) is the autocovariance 
function of r^jj^, and /?g^(h) is the autocorrelation function of a^j^^. Thus /)^(h) is 
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the correlation between r^jj^ and r^ j , where r^jj^ is the observation on a single 
rotation group which is in the sample for the k—th time. 
One must remember that replicates are weighted linear combinations of 
observations on the original sampling units. Assume the original sample to be a simple 
random sample of primary sampling units of size n , and assume an equal number of 
observations were made on each of eight rotation groups in each primary sampling 
2 
unit. Then the variance of the replicate effects is an estimate of 
2 where is the variance of the primary sampling unit effect, and the estimated 
population total is the mean of n primary sampling unit estimated totals. 
Because the e of model (5.3.1) is the sum of e and a of model (5.3.8), the 
2 2 
residual mean squares of Table 5.4 provide estimates of for total employed, 
total unemployed, Civilian Labor Force, and unemployment rate, respectively. 
We have used the term stream to describe the sequence of observations created 
by a sequence of rotation groups, where all observations on a rotation group are in a 
single stream. A column of Table 5.3 corresponds to a stream. Table 5.3 contains 
twelve observations on each of the eight streams associated with the Current 
Population Survey. Each column of Table 5.3 contains observations on three or four 
different rotation groups. We use this fact to estimate the parameter of model 
(5.3.8). 
An analysis of variance table is constructed by taking the four observations 
from each of the two rotation groups in each stream for which four observations are 
available. The analyses of variance, using the means of the four observations as the 
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basic observations, are given in Table 5.11. There are 16 different groups in the 
analysis of Table 5.11. The main effects of these groups was removed by computing 
the deviations of (5.3.7). Therefore, the mean square for group means within replicates 
of Table 5.11 has 47 x 15 = 720 — 15 = 705 degrees of freedom. The 5% and 1% points 
for the F—distribution with 47 and 705 degrees of freedom are about 1.38 and 1.56. 
The F—statistics for the replicate effect are 1.44, 1.34, 1.48, and 1.32 for employed, 
unemployed, Civilian Labor Force, and unemployment rate, respectively. If the 
replicates are created so that replicate deviations are nearly independent, it is 
reasonable to conclude that there is a replicate effect which corresponds to a primary 
sampling unit effect. A primary sampling unit effect will arise if individuals within a 
primary sampling unit are correlated. Under the independence assumption, the 
expected value of the replicate mean square is 
Table 5.11. Analysis of variance of means of two rotation groups per replicate for 
model (6) 
Mean Squares 
Source d.f. 
Uni ent 
Employed Unemployed CLF 
Replicates 47 0.2886 0.0417 0.2466 0.0185 
Group Means/Reps 705 0.2003 0.0312 0.1667 0.0140 
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2 2 
•where a* is the variance of the mean of four observations on a rotation group and a 
2 is the variance of the replicate effect. On the basis of Table 5.11, we estimate = 
9 * 9 0.00552 for employment, cr^ = 0.00065 for unemployed, = 0.00499 for Civilian 
^ O Q 
Labor Force, and = 2.81 * 10 for unemployment rate. 
To estimate the autoregressive coefficients, ^ , of (5.3.8), we use the 
correlations of Table 5.7. An iterative estimation scheme is used which utilizes the 
fact that the correlations are nearly constant for lags greater than eight. Therefore, to 
construct initial estimates of the , we assume that the autocorrelations of a^j^ can 
be treated as zero for h > 9 . Then, 
7a(h) - 7i.(h) - 7r(ave) for h = 0, 1, 2, 3 . (5.3.12) 
where 
7j.(ave) = 3~Vj(9) + 7^10) + 7^(11)] 
Using the estimated 7 (h) , the initial estimates of were defined by the 
a J 
relationship 
^1 \(1) -1 yi) 
^2 
= yi) \(0) yi) \(2) 
^3 \(2) yi) 7J0) \(3) 
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In equation (5.3.13), the estimated autocovariances were defined by 
yo) = ô-a = [1 - ^ ].(^ve)]V(rgj^) 
~ ^r(»ve)]V(rgj^^) for h = 1, 2, 3 
%k) = + + 
?j(ave) = 3""'[fj(9) + Pj(lO) + i»j(ll)] , 
n 
where is computed from Table 5.11, the jô^(ave) and the jo^(h) are taken from 
Table 5.7. Using the estimates from (5.3.13), second round estimates of the were 
then computed. The average of the estimated autocovariances for lags 9, 10, and 11 of 
the first round model were computed and improved estimates of the first three 
covariances of a were computed as 
yh) = 7j.(h) - 7j.(ave) + 3~^[y9) + y 10) + yil)] , 
where yh) is the covariance computed firom the first round estimated parameters. 
A third iteration was conducted, and because the estimate changed little from the 
second to the third iteration, the third—round estimates were accepted as the final 
estimates. The estimated parameters are given in Table 5.12. 
At this point, we now have estimates of the parameters of the a—process, 
2 2 2 
estimates of firom Table 5.11 and estimates of from Table 5.3. 
2 Subtracting the estimator of from the estimated sum of Table 5.4, we obtain an 
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Table 5.12. Estimates of parameters of transient processes a^j^ 
Model agj^.= 2^gj,k-2 + ^3^gj,k-3 + ^gjk 
Characteristic 
^1 ^2 ^3 •"l 
Employed 0.40481 0.04270 -0.04945 0.06841 0.08263 
Unemployed 0.33422 0.08452 0.05267 0.03831 0.04508 
Civilian labor 
force 0.43415 0.11345 0.00318 0.06756 0.08962 
Unemployment 
rate (%) 0.32855 0.07524 0.04382 0.01579 0.01934 
2 
estimator of . The estimates of the three variances are given in Table 5.13 for the 
four characteristics. These variances must be multiplied by four when used to 
construct the estimates of the standard errors of the CPS estimates of totals. Table 
2 n 2 5.14 gives the approximate standard errors of and of The estimates are 
computed from the analysis of variance Tables 5.4 and 5.11 using the procedure 
described in Searle et al (1992, p.64). Thus, 
Var(â2 + al) = 2(MS^)^(4467r\ 
Var(â^) = 2 X 16~^{49~\mSj^)^ + 707~\mSq)^}, 
where MSj is the residual mean square of Table 5.4, MSj^ is the residual means 
square of replicate, and MSq is the mean square of groups means within replicates. 
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MSj^ and MSq are given in Table 5.11. The approximate standard errors for the 
replicate effect based upon the mean squares are all larger than one half of the 
estimators. However, the F test obtained from Table 5.11 for the replicate effect is 
significant at the 5% level for employed and Civilian Labor Force. 
2 2 2 Table 5.13. Estimates of and 
Variance component 
Characteristic Total 
Employed 0.00552 0.16319 0.08263 0.25134 
Unemployed 0.00065 0.01037 0.04508 0.05610 
Civilian labor force 0.00499 0.12159 0.08962 0.21620 
Unemployment rate (%) 0.00028 0.00466 0.01934 0.02428 
2 2 2 Table 5.14. Estimates and approximate standard errors of cr^ and (""g + 
Characteristic 
Variance component 
+ -a) 
Employed 0.00552 
(0.00370) 
0.25134 
(0.00367) 
Unemployed 0.00065 
(0.00053) 
0.05610 
(0.00083) 
Civilian labor force 0.00499 
(0.00316) 
0.21620 
(0.00316) 
Unemployment rate (%) 0.00028 
(0.00024) 
0.02428 
(0.00037) 
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The estimated autocorrelations of the three variables for lags up to 16 for 
observations on a single rotation group of a replicate are given in Table 5.15 for 
employed, unemployed, Civilian Labor Force, and unemployment rate, respectively. 
These correlations are defined by equation (5.3.10). Estimated autocorrelations for 
lags 4 through 8 are given in the table even though these lags have never been 
observed. The correlations for lag 1, lag 2, and lag 3 are essentially the same as the 
corresponding correlations in Table 5.7. From Table 5.13, we see that the permanent 
effect of a panel is smaller relative to the transient effect for unemployment than for 
Civilian Labor Force. 
The last two columns of Table 5.15 contain the autocorrelations as estimated by 
Breau and Ernst (1983) using data from 1976—1977. The survey was redesigned after 
the 1980 Census, but the correlations for the two periods are similar. The estimates 
for 1987 are slightly lower for the first few lags and slightly larger for long lags than 
those for 1976—77. 
The estimated autocorrelations for the first stream of Table 5.3 are given in 
Tables 5.16, 5.17, 5.18, and 5.19 for employed, unemployed, civilian labor force, and 
unemployment rate, respectively. The autocorrelations for the stream are 
(5.3.14) 
if observations are h distance apart in the same rotation group and 
(5.3.15) 
if observations h distance apart in the stream are made on different rotation groups. 
Table 5.15. Estimated autocovariances and autocorrelations for a rotation group 
Autocovariances Autocorrelations Autocorrelations ^  
(1987) (1987) (1976-1977) 
Lag 
Unemp. Unemp. 
Emp. Unemp. CLF Rate^ Emp. Unemp. CLF Rate Unemp. CLF 
0 0.2513 0.0561 0.2162 2.4281 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
1 0.2028 0.0279 0.1702 1.2594 0.8068 0.4979 0.7879 0.5187 0.5150 0.8160 
2 0.1843 0.0212 0.1555 0.9758 0.7332 0.3788 0.7197 0.4019 0.3950 0.7450 
3 0.1723 0.0181 0.1441 0.8459 0.6856 0.3230 0.6668 0.3484 0.3450 0.7070 
4 0.1691 0.0150 0.1373 0.7308 0.6727 0.2679 0.6355 0.3009 NA NA 
5 0.1682 0.0134 0.1331 0.6708 0.6691 0.2385 0.6157 0.2763 NA NA 
6 0.1682 0.0124 0.1305 0.6368 0.6694 0.2211 0.6035 0.2622 NA NA 
7 0.1684 0.0118 0.1288 0,6160 0.6701 0.2100 0.5958 0.2537 NA NA 
8 0.1685 0.0114 0.1277 0.6041 0.6706 0.2032 0.5910 0.2487 NA NA 
9 0.1685 0.0111 0.1271 0.5971 0.6707 0.1991 0.5881 0.2459 0.197 0.573 
10 0.1686 0.0110 0.1267 0.5930 0.6708 0.1966 0.5862 0.2442 0.192 0.567 
11 0.1686 0.0109 0.1265 0.5906 0.6708 0.1951 0.5850 0.2432 0.193 0.573 
12 0.1686 0.0109 0.1263 0.5892 0.6708 0.1951 0.5843 0.2426 0.195 0.569 
13 0.1686 0.0108 0.1262 0.5883 0.6708 0.1934 0.5838 0.2423 0.182 0.568 
14 0.1686 0.0108 0.1261 0.5879 0.6708 0.1932 0.5836 0.2421 0.191 0.548 
15 0.1686 0.0108 0.1261 0.5876 0.6708 0.1930 0.5836 0.2420 0.170 0.512 
16 0.1686 0.0108 0.1261 0.5874 0.6708 0.1930 0.5836 0.2419 
iSource: Breau and Ernst (1983) 
^Multiply entries for autocovariances by 10~® . 
NA; Not available. 
! 
Table 5.16. Estimated autocorrelations for one replicate of the first stream of Table 2 
Characteristic = Employed 
0.7332 0.6856 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 
0.8068 0.7332 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 
1 0.8068 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 
1 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 
1 0.8068 0.7332 0.6856 0.0219 0.0219 0.0219 0.0219 
1 0.8068 0.6856 0.0219 0.0219 0.0219 0.0219 
1 0.8068 
1 
0.0219 
0.0219 
1 
0.0219 
0.0219 
0.8068 
1 
0.0219 
0.0219 
0.7332 
0.8068 
1 
0.0219 
0.0219 
0.6856 
0.6856 
0.8068 
1 
Table 5.17. Estimated autocorrelations for one replicate of the first stream of Table 2 
Characteristic = Unemployed 
0.3788 0.3230 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 
0.4979 0.3788 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 
1 0.4979 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 0.0116 
1 0.0116 0.0116 0.0116 0.0116 0.0116 0.0H6 0.0116 0.0116 
1 0.4979 0.3788 0.3230 0.0116 0.0116 0.0116 0.0116 
1 0.4979 0.3788 0.0116 0.0116 0.0116 0.0116 
1 0.4979 
1 
0.0116 
0.0116 
1 
0.0116 
0.0116 
0.4979 
1 
0.0116 
0.0116 
0.3788 
0.4979 
1 
0.0116 
0.0116 
0.3230 
0.3788 
0.4979 
1 
Table 5.18. Estimated autocorrelations for one replicate of the first stream of Table 2. Characteristic = Civilian Labor 
Force. 
0.7197 0.6668 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 
0.7879 0.7197 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 
1 0.7879 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 
1 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 0.0231 
1 0.7879 0.7197 0.6668 0.0231 0.0231 0.0231 0.0231 
1 0.7879 0.7197 0.0231 0.0231 0.0231 0.0231 
1 0.7879 
1 
0.0231 
0.0231 
1 
0.0231 
0.0231 
0.7879 
1 
0.0231 
0.0231 
0.7197 
0.7879 
1 
0.0231 
0.0231 
0.6668 
0.7197 
0.7879 
1 
Table 5.19. Estimated autocorrelations for one replicate of the first stream of Table 2 
Characteristic = Unemployment Rate 
0.4019 0.3484 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 
0.5187 0.4019 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 
1 0.5187 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 
1 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 0.0115 
1 0.5187 0.4019 0.3484 0.0115 0.0115 0.0115 0.0115 
1 0.5187 0.4019 0.0115 0.0115 0.0115 0.0115 
1 0.5187 
1 
0.0115 
0.0115 
1 
0.0115 
0.0115 
0.5187 
1 
0.0115 
0.0115 
0.4019 
0.5187 
1 
0.0115 
0.0115 
0.3484 
0.4019 
0.5187 
1 
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The autocorrelations for employed for the third stream are given in Table 5.20. 
The autocovariances of a stream of observations corresponding to column one of Table 
5.3, but for the entire sample rather than for a single replicate, are given in Table 5.21 
for employed. Table 5.22 for unemployed. Table 5.23 for Civilian Labor Force, and 
Table 5.24 for unemployment rate. The estimated autocovariances are 
+ (5 31G) 
if the observations are on the same rotation group and 4^^ if the observations are on 
different rotation groups. For a characteristic, the variance from the Current 
Population Survey, constructed as the sum of the eight streams has an estimated 
variance of 
V{Sum of 8 streams} = 4(645^^ + 8âg + 8â^) 
= 9.2793 for employment 
= 1.9408 for unemployment 
= 8.0361 for civilian labor force. 
= 1.3124 X 10"^ for unemployment rate (5.3.17) 
Note that the replicate effect is multiplied by 64 in the variance of the sum because the 
replicate effect is the same for the eight streams. The variances 9.2793, 1.9408, 8.0361, 
and 1.3124 x 10"~® are about equal to the averages of the squares of the twelve 
respective standard errors for employed, unemployed. Civilian Labor Force, and 
Table 5.20. Estimated autocorrelations for one replicate of the third stream of Table 2 
Characteristic = Employment 
0.6708 
0.6708 
0.0219 
0.0219 
0.0219 
0.0219 
0.0219 
0.0219 
0.0219 
0.0219 
0.8068 
1 
Table 5.21. Estimated autocovariances for the whole sample estimate^ of the first stream of Table 2 
Characteristic = Employed 
1.0053 0.8111 0.7371 0.6893 0.0221 0.0221 0.0221 0.0221 0.0221 0.0221 0.0221 0.0221 
1.0053 0.8111 0.7371 0.0221 0.0221 0.0221 0.0221 0.0221 0.0221 0.0221 0.0221 
1.0053 0.8111 0.0221 0.0221 0.0221 0.0221 0.0221 0.0221 0.0221 0.0221 
1.0053 0.0221 0.0221 0.0221 0.0221 0.0221 0.0221 0.0208 0.0221 
1.0053 0.8111 0.7371 0.6893 0.0221 0.0221 0.0221 0.0221 
1.0053 0.8111 0.7371 0.0221 0.0221 0.0221 0.0221 
1.0053 0.8111 0.0221 0.0221 0.0221 0.0221 
1.0053 0.0221 0.0221 0.0221 0.0221 
1.0053 0.8111 0.7371 0.6893 
1.0053 0.8111 0.7371 
1.0053 0.8111 
1.0053 
lA stream estimates one eighth of the population total. 
0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.6708 
0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.0219 0.6708 
1 0.8068 0.7332 0.6856 0.0219 0.0219 0.0219 0.0219 0.0219 
1 0.8068 0.7332 0.0219 0.0219 0.0219 0.0219 0.0219 
1 0.8068 0.0219 0.0219 0.0219 0.0219 0.0219 
1 0.0219 0.0219 0.0219 0.0219 0.0219 
1 0.8068 
1 
0.7332 
0.8068 
1 
0.6856 
0.7332 
0.8068 
1 
0.0219 
0.0219 
0.0219 
0.0219 
1 
Table 5.22. Estimated autocovariances for the whole sample estimate of the first stream of Table 2 
Characteristic = Unemployed 
0.2244 0.1117 0.0850 0.0724 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 
0.2244 0.1117 0.0850 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 
0.2244 0.1117 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 
0.2244 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 0.0026 
0.2244 0.1117 0.0850 0.0724 0.0026 0.0026 0.0026 0.0026 
0.2244 0.1117 0.0850 0.0026 0.0026 0.0026 0.0026 
0.2244 0.1117 0.0026 0.0026 0.0026 0.0026 
0.2244 0.0026 0.0026 0.0026 0.0026 
0.2244 0.1117 0.0850 0.0724 
0.2244 0.1117 0.0850 
0.2244 0.1117 
0.2244 
lA stream estimates one eighth of the population total. 
Table 5.23. Estimated autocovariances for the whole sample estimate^ of the first stream of Table 2 
Characteristic = Civilian Labor Force 
0.8648 0.6811 0.6223 0.5766 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 
0.8648 0.6811 0.6223 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 
0.8648 0.6811 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 
0.8648 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 0.0199 
0.8648 0.6811 0.6223 0.5766 0.0199 0.0199 0.0199 0.0199 
0.8648 0.6811 0.6223 0.0199 0.0199 0.0199 0.0199 
0.8648 0.6811 0.0199 0.0199 0.0199 0.0199 
0.8648 0.0199 0.0199 0.0199 0.0199 
0.8648 0.6811 0,6223 0.5766 
0.8648 0.6811 0.6223 
0.8648 0.6811 
0.8648 
lA stream estimates one eighth of the population total. 
Table 5.24. Estimated autocovariances for the whole sample estimatei of the first stream of Table 2 
Characteristic = Unemployment Rate (* 108) 
9.7120 5.0376 
9.7120 
3.9032 3.3836 
5.0376 3.9032 
9.7120 5.0376 
9.7120 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1120 
9.7120 5.0376 
9.7120 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1120 
3.9032 3.3824 
5.0376 3.9032 
9.7120 5.0376 
9.7120 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1124 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1120 
9.7120 5.0376 
9.7120 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1120 
0.1124 0.1124 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1120 
0.1120 0.1120 
3.9032 3.3836 
5.0376 3.9032 
9.7120 5.0376 
9.7120 
^Multiply entries by 10~^ . 
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unemployment rate given in Table 5.2. The estimator actually released by the Bureau 
of Labor Statistics is a composite estimator that has a smaller variance than (5.3.17). 
Table 5.25 contains the variance of the sum of eight streams for the four 
characteristics. The percent of the variance attributable to the three sources is also 
identified. The contributions of the three sources are about the same for unemployed 
and unemployment rate, and the percentage contribution of replicate variance for 
employed and Civilian Labor Force are similar. The contributions are much different 
for Civilian Labor Force and unemployed. The replicate variance is responsible for 
about 16% of the variance of estimated Civilian Labor Force but is responsible for only 
about 9% of the variance of "estimated unemployed and unemployment rate. The 
transient effect of rotation groups is responsible for 74% of the variance of unemployed 
and unemployment rate, but is responsible for only 36% of the variance of the estimate 
of Civilian Labor Force. These percentages are consistent with the estimated 
Table 5.25. Variance of sum of eight streams 
Property Employed Unemployed 
Civilian 
Labor 
Force 
Unemployment 
Rate 
Variance 9.2793 1.9408 8.0361 8.3994 X 10"5 
% due to 15.22 8.60 15.89 8.56 
% due to ô-g 56.28 17.10 48.41 17.76 
% due to 28.50 74.30 35.70 73.68 
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correlations of Table 5.15 that show that the autocorrelations decline much faster for 
unemployed than for Civilian Labor Force, and the correlations for unemployed and 
unemployment rate are of similar magnitude. 
The estimated autocovariance functions of the sum of the eight streams is given 
in Appendix A for employed, unemployed. Civilian Labor Force, and unemployment 
rate, respectively. These autocovariances are used to compute the variances of one 
period through eleven period change, relative to the variance of the current level. The 
variance ratios are given in Table 5.26. For all four characteristics, the variance of 
change increases when the period of change increases from 1 to 4, is constant for 
periods of change between 4 and 8, and then decreases when the period of change 
increases from 8 to 11. 
Table 5.26. Variance of change divided by variance of current level 
Characteristic 
Period 
Change 
Employed Unemployed 
Civilian 
Labor 
Force 
Unemployment 
Rate 
1 0.6750 1.1539 0.6948 1.1253 
2 1.0789 1.4888 1.0824 1.4681 
3 1.4078 1.6846 1.4050 1.6734 
4 1.6954 1.8285 1.6821 1.8292 
5 1.6954 1.8285 1.6821 1.8292 
6 1.6954 1.8285 1.6821 1.8292 
7 1.6954 1.8285 1.6821 1.8292 
8 1.6954 1.8285 1.6821 1.8292 
9 1.5548 1.7852 1.5604 1.7750 
10 1.5498 1.7418 1.5545 1.7216 
11 1.2736 1.7014 1.3192 1.6686 
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5.3.3. Bivariate model 
The cross correlations between Civilian Labor Force and unemployed were 
computed using the same scheme as in the computation of autocorrelations. For each 
characteristic and for each replicate, we form 12 x 8 matrices of deviations by 
subtracting the full sample estimate from the replicate observations. The months are 
the rows of the matrices and the streams are the columns. The estimates of the 
covariance and cross covariance matrices are given by 
Sm = j V.mj-AW(A.„j-A .„o)' 
J 
j—A 
where 
^.mj = (-^Imj' ^2mj' ' ^12,mj) ' 
^.mO (^ImO' ''^2mO' " ' "^12,mO^ ' 
®.mj ~ (^Imj' ®2mj' ' ' ' ®12,mj^ ' 
®.mO (^ImO' ®2m0' ' ^12,mO^ ' 
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A and B are the vectors of full sample estimates of stream m for Civilian 
Labor Force and unemployed, respectively, and A^^j and B.^j are the j—th 
replicate observation for month i and stream m for Civilian Labor Force and 
unemployed, respectively. The estimated cross correlations are computed as 
yh) = , (5.3.18) 
where 7j. and 7- are taken from and , respectively, and 7jj(h) from 
•^m'm ' according to the form of the variance-covariance matrix given in 
Appendix B. The estimated cross correlations are given in Appendix A. The cross 
correlations are placed according to the disposition of the data in Table 5.3. The 
average cross correlations are given in Table 5.27. Under the model with permanent 
rotation group effects, the correlation /j(CLF^, approaches p(UN^, CLF^_^j^) 
as h increases. In estimating the cross correlation function we use the fact that 
employed is the difference between civilian labor force and unemployed. We also 
assume: 
a) the covariance between any two sampling errors depends only on the length 
of period between the two errors, 
b) the cross covariances between civilian labor force and unemployed are 
symmetric in that 
E(CIF,.-CLF„)(UN,^^.-UN,^^_(,) 
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Table 5.26. Average cross correlations between Civilian Labor Force and 
unemployed 
Lag XCLF,, UNt+h) p{m^, CLF^^j^) Symmetric' 
0 0.0964 0.0964 0.0951 
1 -0.0306 0.0081 -0.0207 
2 -0.0501 -0.0242 -0.0337 
3 -0.0752 -0.0283 -0.0456 
9 -0.0480 -0.2492 -0.1022 
10 -0.1232 -0.1687 -0.1446 
11 -0.1894 -0.1515 -0.1713 
Ave. 9—11 -0.1202 -0.1898 -0.1393 
^Estimated from the univariate models (5.3.8). 
where CLF j^ and CLF^q are the j—th replicate and the fuU sample estimates at 
month t for Civilian Labor Force and similarly for unemployed. With these 
assumptions, we can use the autocovariance functions 7g(h), 'yy(h), and T^^pCh) of 
employed, unemployed, and civilian labor force, respectively, to get estimates of the 
cross correlations between civilian labor force and unemployed. The cross correlations 
are 
^Uc(^) ~ S^^CLF^^^ "" ^ " (5.3.19) 
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The estimates are in the last column of Table 5.27. The estimates are slightly different 
from the averages of /o(CLF^, and /j(UN^, CLF^^^) because in (5.3.18), the 
denominator changes while it stays the same in (5.3.19). 
In this section, we consider a bivariate version of model (5.3.8) for the vector 
(Civilian Labor Force, unemployed). Let r^j^ and r^j^ be defined as in model 
(5.3.8) for Civilian Labor Force and unemployed, respectively. We assume 
^gjk ~ ^^gjk' ^gjk) ^ ®gj ^gjk ' 
(5.3.20) 
^gjk = ^l^gjk-1 + ^2®gjk-2 + ^3^gjk-3 + ^gjk ' 
where Hj, e^j, and are defined as in model (5.3.8). We also assume that {uj} , 
{Sgj} , and &re independent sequences and 
~ (0. \^) , 
Ggj ~ lnd(0, Egg) , 
bgjk ~ MO, Sbb) . 
Assuming that the Uj are nearly independent as in the univariate case, the 
autocovariances and autocorrelations of R are 
^R(^) - ^ (^gjk' ^gj,k+h) - ^ uu + ^ee + ^a(^) (5.3.21) 
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Pj^(h) = D~^rjj^(h)D~^ , (5.3.22) 
where rg^(h) is the autocovariance of the process and D = diag(vj/^, , 
and Y2 ^.re given by (5.3.11) for Civilian Labor Force and unemployed, 
respectively. The autocovariances of the a process satisfy 
r jh) - M^r(h -1) - M2r(h - 2) - Mgr(h - 3) = 0, h > 0, 
= ^b 
(5.3.23) 
h = 0 . 
It then follows that 
(Ml» Mg, Mg, Zyi^) 
faH) y») yi) y:) 
y-2) y-i) rjo) rji) 
r^H) rj-2) r^(-i) r,(o) 
1 0 0 0  
yo), rji), rj2), rj3)], 
where I is the 2*2 identity matrix. 
The cross correlations of the last column of Table 5.27 and the components of 
variance of Table 5.13 are used to estimate the coefficient matrices Mj with the 
iteration scheme described for the univariate case used to construct estimates. The 
estimated coefficient matrices are given in Table 5.28 and the components of variance 
2 in Table 5.29. The residual variances cr^ are about the same in models (5.3.8) and 
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Table 5.28. Estimated coefficients of the bivariate model (5.3.20) 
M 
0.43668 
0.01338 
1 
-0.01845 
0.32160 
^2 
0.09742 0.06436 
0.04164 0.06247 
Mg 
-0.01944 0.08893 
0.03643 0.03066 
Table 5.29. Estimated variance components of the bivariate model (5.3.20) 
uu 
0.00499 0.00006 
0.00006 0.00006 
ee 
• 0.12021 -0.01646 
-0.01646 0.00974 
aa 
0.09100 0.02688 
0.02688 0.04570 
^bb 
0.06715 0.01864 
0.01864 0.03800 
(5.3.20) for both Civilian Labor Force and unemployed. The predicted autocorrelations 
and cross autocorrelations are given in Table 5.30. 
Cross correlations of the observed magnitude mean that composite—type 
estimators constructed using the multivariate model will have variances very similar to 
those of composite-type estimators constructed using the univariate models. 
5.3.4. Estimation of structure of true series for emploved and unemployed 
In this subsection, we estimate the structure of the true employed and 
unemployed series using the historical data set and the components of variance model 
of the sampling error of Subsection 5.3.2. Consider the model 
Table 
Lag 
0 
1 
2 
3 
4 
5 
6 
7 
8 
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Predicted correlation matrices from model (4.3). 
Matrix Lag Matrix 
1.0000 0.0951 
1.0000 
3.7876 -0.0207 
0.4979 
3.7197 -0.0337 
0.3788 
3.6668 -0.04561 
0.3230 
3.6356 -0.0758 
0.2725 
3.6175 -0.0967 
0.2465 
3.6062 -0.1125 
0.2293 
3.5982 -0.12381 
0.2164 
3.5926 -0.1315' 
0.2073 
10 
11 
12 
13 
14 
15 
16 
0.5886 -0.1367 
0.2007 
[0.5858 -0.1404 
0.1961 
[0.5838 -0.1429" 
0.1928 
[0.5824 -0.14471 
0.1906 
0.5814 -0.1460" 
0.1890 
0.5807 -0.1469" 
0.1878 
0.5802 -0.1475" 
0.1871 
0.5798 -0.1479" 
0.1865 
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(5.3.24) 
where is the direct survey estimate of a characteristic at time t , is the true 
value of the time series at time t and u^ is the survey error. We assume: 
i) that {x^} and {u^} are independent stationary processes with spectral 
densities f^(w) and f^(w) , respectively. 
ii) the spectral density f^(w) and covariance function 7y(h) of the sampling 
error are known. 
Under the assumption i), {X^} is also stationary with spectral density 
where 7^(h), 'y^(h) , and 7y(h) are the covariance functions of {X^} , {x^} , and 
{u^} , respectively. Thus, {X^} is stationary and also (5.3.25) holds by the definition 
of the spectral density. Then a model for f^(w) can be estimated using the 
periodogram I^(w) of {X^} and f^(w) . The model is 
(5.3.25) 
Because of the independence of {x^} and {u^} , 
7x(^) = + \(^) ' (5.3.26) 
ï^(w) = 27rf^(w) + 27rf^(w) + error , (5.3.27) 
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where î^(w) is half of the periodogram ordinate of {X^} at frequency uj . In 
practice, the form of the spectral density f^(w) is unknown. The fit of the model 
should be assessed on the basis of residuals. If the model holds, then the observed 
values divided by the predicted values are, approximately, exponential random 
variables with parameter equal to one. If the model holds, the mean and variance of 
the ratio random variables are both approximately one. 
Another estimation procedure of the structure of the true process can be derived 
using (5.3.26). The sampling error process is a moving average process with roots 
whose absolute values are all less than one. If we assume that the true process is a low 
order stationary autoregressive moving average process, the resulting sum process of 
model (5.3.24) can be approximated by an autoregressive process. The estimation 
procedure is as follows: 
i) Fit an autoregressive model of order p to the observed series {X^} in 
model (5.3.24). The order p is chosen so that the autoregressive process is 
a good approximation to the true process. The order p is unknown and 
has to be determined empirically. Let â£g = (â^ ^g, ^2 j^g, ..., 
2 ' ' âp Ls> ^ ) be the vector of estimated autoregressive coefficients 
augmented with the estimated residual variance. Let V be the ° aa 
2 estimated variance of âj^g . It is assumed that the estimator cr of the 
O Q 
residual variance is distributed as u (n — p) , independent of the 
autoregressive coefficients, where n and p are the sample size and the 
order of the autoregressive model, respectively, and ^(n—p) ^ 
chi—square distribution with (n — p) degrees of freedom. 
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ii) Using the first few autocovariances of the observed time series {X^} and 
the autocovariance function of the sampling error, determine reasonable 
initial estimates of the parameters of the true process. Let be the 
initial estimates of the parameters of the true process. 
iii) Based on model (5.3.24) and the initial estimates of ii), compute the first p 
autocovariances of the process {X^} . Using the autocovariances and the 
Yule—Walker equations, estimate the parameters of the associated AR(p) 
process. Let be the p + 1 vector containing the p estimated 
coefficients and the estimated residual variance. Let be the 
estimated covariance matrix of ôy . 
iv) On the basis of a Taylor expansion, 
where Xy = ^ is the partial derivative of a with respect to 0 evaluated at 
^ , and L0= fi — 0^. Regressing X^^ provides an estimator 
of A0, and an improved estimator of 0 is 
« = «b + ' (5 3 29) 
and the estimated variance of Ô is 
(5.3.30) 
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While the parameter a is a function of the parameter 0 , it is very difficult to 
obtain an explicit functional relationship. Therefore, the derivatives are approximated 
by numerical methods. Let be the vectors of the parameters of the 
AR(p) process computed as in iii) but replacing the i—th element of with + 
69-^ and , respectively. The numerical derivatives of a, with respect to , 
is 
^%+Se^ ~ %-69) ^ ~ ^bi ' 
where is the i—th column of X|^. 
v) Let â be the estimated vector for 0 based on • Y^(h) + 7^ (h) when 0 is 
used to compute ^^(h) . If the dimension of 0 is s , a goodness-of—fit 
statistic is 
which approximately distributed as a chi—square with (p — s) degrees of freedom. 
The expressions (5.3.29), (5.3.30), and (5.3.31) can be computed using 
instead of . aa 
We now apply the estimation schemes to the Current Population Survey data, 
where I^(w) is estimated from the historical data set and f^(w) is estimated from 
the model of the sampling error of Subsection 5.3.2. The historical data set used in the 
analysis consists of the simple mean of the eight time—in—sample estimates available at 
each time point. This estimate is not the official estimate. The official estimate is a 
composite estimate. The estimation procedures are carried out treating the estimate of 
f^(w) as if it were the true sampling error spectral density. 
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We first estimate the covariance functions of the sampling error for employed, 
unemployed; and Civilian Labor Force. From the 4—8—4 rotation scheme of the CPS, 
by an extension of Table 5.3 up to 20 periods, one can obtain the number of overlapped 
rotation groups by lags. The number is given in Table 5.31. The variance components 
for replicate effect of Table 5.13, the numbers of Table 5.31, and the estimated 
autocovariances of Table 5.15 are used to estimate the covariance functions of 
employed, unemployed, and Civilian Labor Force. For example, for employed, the 
autocovariance at lag h is 
7g(h) = 4[7j,(h) — 0.00552][Number in Table 5.31 at lag h ] , 
* 
where 7g(h) is the autocovariance for a rotation group at lag h for employed, and 
* 
0.00552 is the replicate component of variance for employed. The 7g(h) and 0.00552 
are taken from Tables 5.11 and 5.13, respectively. The factor 4 is used because the 
7g(h) are computed according to (5.3.16), except for the replicate effect, and are 
estimates of the covariance for the entire sample rather than for a rotation group. The 
replicate effect is not included in the covariance function because this effect contributes 
equally to the variance of each time period mean. 
The covariance functions are given in Table 5.32 and Table 5.33 for the sum of 
eight streams and for the mean of eight streams, respectively. The estimated spectral 
density for the sampling error, f^(w) , was computed as 
15 
27rf (w) = 7 (0) + 2 S 
^ ^ h=l 
132 - p 
132 
coswh7^(h) . (5.3.32) 
145 
Table 5.31. Number of overlapped rotation groups by lag 
Number of Number of 
Lag rotation groups Lag rotation groups 
0 8 11 2 
1 6 12 3 
2 4 13 3 
3 2 14 2 
4 0 15 1 
5 0 16 0 
6 0 17 0 
7 0 18 0 
8 0 19 0 
9 1 20 0 
10 2 
Table 5.32. Estimated covariance functions (sum of 8 streams) 
Lag Employed Unemployed 
Civilian 
Labor 
Force 
0 7.8650 1.7744 6.7587 
1 4.7347 0.6540 3.9650 
2 2.8605 0.3288 2.4082 
3 1.3342 0.1396 1.1129 
4 0 0 0 
5 0 0 0 
6 0 0 0 
7 0 0 0 
8 0 0 0 
9 0.6519 0.0418 0.4884 
10 1.3056 0.0828 0.9737 
11 1.9570 0.1230 1.4581 
12 2.6092 0.1640 1.9410 
13 1.9579 0.1218 1.4545 
14 1.3046 0.0812 0.9689 
15 0.6523 0.0406 0.4844 
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Table 5.33. Estimated covariance functions (mean of 8 streams) 
Lag Employed Unemployed 
Civilian 
Labor 
Force 
0 0.1229 0.0277 0.1056 
1 0.0740 0.0102 0.0620 
2 0.0447 0.0051 0.0376 
3 0.0208 0.0022 0.0174 
4 0 0 0 
5 0 0 0 
6 0 0 0 
7 0 0 0 
8 0 0 • 0 
9 0.0102 0.0007 0.0076 
10 0.0204 0.0013 0.0152 
11 0.0306 0.0019 0.0228 
12 0.0408 0.0026 0.0303 
13 0.0306 0.0019 0.0227 
14 0.0204 0.0013 0.0151 
15 0.0102 0.0006 0.0076 
The plot of the employed and unemployed series reveals that the series contain 
a time trend and seasonal components. Therefore, the simple regression model 
containing an intercept, time, and eleven dummy variables for month was fit to the 
data. The deviations from this fit are the data for which the model is estimated. The 
autocovariances of the residuals tail off exponentially and both the partial and inverse 
autocorrelations drop to near zero after the first lag. Therefore, an approximation to 
the residual series is a first order moving average. The coefficient of the first order 
autoregressive process is 0.951 for employed and 0.953 for unemployed. Let 
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Zt = Y^-0.951Y^_l, 
Wt = Xt-0.953X^_l, 
where and are the residuals after the trend and seasonality adjustment of 
employed and unemployed, respectively. The original series contained 132 
observations, but there are only 131 observations on and . To create a series 
of observations that is a multiple of 12, a zero was added as the first observation for 
both series. Since the observations have been adjusted for seasonality, the periodogram 
of {Z^} , or of {X^} , at the seasonal frequencies is zero. 
After deleting the periodogram observations corresponding to the seasonal 
frequencies, model (5.3.27) was fit to the data. Three models were considered for . 
These were 
^t = ^t-l + ®t' 
^t ~ "^l^t-l "*• '^2*t-2 ®t ' 
e^ ~ IID(0, 
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The estimated variance of the process associated with is 
^ ~ ' (5.3.33) 
where 7g,j, ^(O) is the estimated variance of {Z^} and 7^ ^(O) is the variance of the 
sampling error for Z^ . When the maximum likelihood estimation procedure of 
Chapter 3 was applied, the estimated root of the autoregressive model was one. 
Therefore, an alternative estimation procedure was considered. For each of the three 
models, the variance of x^ can be expressed in terms of the variance of , and of the 
parameters of the model. Using expression (5.3.33) for the variance, the expression for 
\ be substituted into f^(w). Using (5.3.27) produces the expressions 
E{ÎhT,z('^)^ - Ci{7x^ %(0)(l - a^)(l - 2a cos w + a^)~^ + 27rf^(w)} , 
(5.3.34) 
[1 + + «2 ~ 2aj(l - a2)cosw - 2a2COs2w]~^ + 27rf^(a;)}, 
(5.3.35) 
E{Ig^ 2(w)} = c^{7^ 2(0)(l - ^ )(1 + hl + 2b^g^)-l X 
(1 + 2b2 cosw + b^)(l — 2^2cosw + ^) ^ + 27rf^^(w)} , 
(5.3.36) 
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where ïgrp is one half of the periodogram ordinate of at is the 
squared norm of the transformation, and 
Cj = 11 — 0.951e"^^| ^  for employed , 
= 11 — 0.953e"^^| ^ for unemployed. 
The models can be estimated by ordinary nonlinear least squares. Given the 
ordinary nonlinear least square estimates, a second round estimate can be constructed 
by generalized nonlinear least squares using the first round predicted values to 
estimate the variance of the periodogram ordinates. The second round model is 
ï^(w)[27rf^(w)]"^ = [27rf^(a;)]~^{27rf^(w) + 27rf^(w)} + error, (5.3.40) 
where 27rf^(w) is the predicted value of 2?rf^(w) as defined in (5.3.34), (5.3.35), or 
(5.3.36) from the first round. 
SAS NLIN was used to estimate the parameters of the models. The first and 
second round estimates are given in Table 5.34 and Table 5.35, respectively. The first 
and second round estimates are the ordinary nonlinear least squares and estimated 
generalized nonlinear least squares estimates, respectively. In Table 5.34 and 
Table 5.35, the standard deviations are the standard deviations output by the 
nonlinear regression program. These estimates are approximations because they treat 
^^2(0) as fixed. For all three models and for the first or second round estimates, the 
Table 5.34. Ordinary nonlinear least squares estimates 
Characteristic 
AR(1) 
Model 
AR(2) ARMA(1,1) 
Employed à = 0.9861 
(0.0040) 
= 0.0841 
àj = 0.9837 
^ (0.2332) 
On — 0.0058 
^ (0.3672) 
a = 0.0856 
0. = 0.9764 
^ (0.0066) 
= 0.6046 
^ (0.7752) 
= 0.0453 
Unemployed à = 0.9821 
(0.0036) 
= 0.0719 
à. = 0.0067 
^ (0.3287) 
% = 0.9828 
(0.2229) 
a = 0.0586 
g. = 0.9747 
^ (0.0049) 
b, = 0.6987 
^ (0.8340) 
= 0.0306 
Table 5.35. Estimated generalized nonlinear least squares estimates 
Characteristic 
AR(1) 
Model 
AR(2) ARMA(1,1) 
Employed à = 0.9797 
(0.0048) 
iP' = 0.1223 
= 0.9680 
^ (0.7240) 
= 0.0193 
^ (0.8252) 
= 0.1220 
e. = 0.9745 
^ (0.0072) 
b, = 0.4041 
^ (0.2790) 
(P" = 0.0560 
Unemployed a = 0.9821 
(0.0036) 
â, = 0.0151 
^ (0.7729) 
ôn = 0.9735 
^ (0.6604) 
g. = 0.9768 
^ (0.0056) 
b, = 0.4654 
^ (0.2536) 
= 0.0719 (P = 0.0719 a = 0.0325 
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estimates of the parameters are similar for employed and unemployed. The 
autoregressive coefficient of the AR(1) and the first autoregressive coefficient of the 
2 AR(2) are close to one for both characteristics. The cr of the tables is the estimated 
2 
variance of the e^ . The residual variance a is estimated using 
7ht(0) = Tx(®) + \(0) • 
If {xj,} is ARMA (1, 1) , we have 
= yo)(i - «2)(i + bj + 2bj«jr^. 
Table 5.36. Estimated mean and standard deviation of exponential variables 
Procedure Characteristic 
Model 
AR(1) AR(2) ARMA(1, 1) 
Ordinary 
nonlinear 
least squares 
Employed 
Mean 
Std. 
1.0792 
1.4622 
1.0660 
1.4359 
Unemployed 
Mean 
Std. 
0.8834 
1.0762 
1.0302 
1.2954 
1.0538 
1.1260 
1.0145 
1.0010 
Estimated 
generalized 
nonlinear 
least squares 
Employed 
Mean 
Std. 
0.8506 
1.0660 
1.8382 
1.0412 
Unemployed 
Mean 
Std. 
0.8834 
1.0762 
0.8749 
1.0591 
0.9613 
1.0311 
0.9949 
0.9916 
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If the model is correct, the periodogram ordinate divided by the estimated 
model should approximate an exponential random variable. Table 5.36 contains the 
mean and standard deviation of these ratios. Based on the estimated values of the 
mean and variance of an exponential random variable, the best fit is the second round 
A R M A  ( 1 ,  1 ) .  
The estimated covariances and correlations up to lag 16 of the true process for 
employed and unemployed are given in Table 5.37. 
Table 5.37. Estimated covariances and correlations 
Covariances Correlations 
iiag 
Employed Unemployed Employed Unemployed 
0 3.0451 2.0281 1 1 
1 2.9227 1.0549 0.9598 0.9639 
2 2.8482 1.9095 0.9353 0.9416 
3 2.7756 1.8652 0.9115 0.9197 
4 2.7048 1.8219 0.8882 0.8984 
5 2.6358 1.7797 0.8656 0.8775 
6 2.5686 1.7384 0.8435 0.8572 
7 2.5031 1.6981 0.8220 0.8373 
8 2.4393 1.6586 0.8010 0.8178 
9 2.3771 1.6202 0.7806 0.7989 
10 2.3165 1.5826 0.7607 0.7803 
11 2.2574 1.5459 0.7413 0.7622 
12 2.1998 1.5100 0.7224 0.7445 
13 2.1437 1.4749 0.7039 0.7273 
14 2.0891 1.4407 0.6860 0.7104 
15 2.0358 1.4073 0.6685 0.6939 
16 1.9839 1.3747 0.6515 0.6778 
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We now apply the estimation procedure based upon the autoregressive 
representation to the CPS data sets. An autoregressive model 
Xt - + "p^t-p ®t 
is fitted to the deviations of the historical data from the trend and seasonality 
regression. Values of p were p = 4, 5, 6, and 9. The parameters of the 
autoregressive models are estimated using the symmetric estimation procedure 
described in Fuller et al. (1984). The estimates of the parameters are given in Table 
5.38. For each p , the estimate of the first autoregressive coefficient is bigger than one 
and the estimate of the fourth autoregressive coefficient is negative. The sum of the 
coefficients is about 0.97. The models 
^t = ^l^t-1 + ®t' 
^t - ^ l^t-1 = ®t + ^l^t-l' 
^t ~ ^l*t-l •*" ^2^t-2 ^ ^ 3*t-3 ®t' 
^t = h^t-1 + ^ft-2 + ^3^t-3 + Vt-2 + ®t' 
e^ ~ IID(0, a^) 
were estimated for the true process. For the characteristic employed, the first order 
autoregressive and the autoregressive moving average were considered for p = 4, 5, 
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2 and 6. For the first order autoregressive model, starting values of 0^  and cr were 
computed on the basis of (5.3.26), using the autocovariances of the observed series 
{X^} and of the sampling error. The estimates of the periodogram based etsimation 
procedure were used as starting values for the autoregressive moving average model. 
One estimation of the results of the first order autoregressive and of the autoregressive 
moving average fits are summarized in Table 5.39. The estimated standard errors are 
given in parentheses below the etsimates. On the basis of the approximate chi—square 
goodness-of—fit tests of Table 5.40, the two models do not give a good approximation 
to the true process. 
The third and fourth order autoregressive models were estimated for both 
employed and unemployed using p = 9. The estimates of the parameters of the first 
order autoregressive for p = 6 were used as starting values for the first autoregressive 
coefficient and the residual variance. The rest of the autoregressive coefficients were 
set to zero as starting values. For the fourth order autoregressive model, the 
estimation procedure was iterated several times using estimates of iteration (k — 1) as 
starting values for iteration k. The value of the approximate chi—square 
goodness-of—fit test decreases at each iteration and the estimates of the autoregressive 
parameters and of the residual variance stabilize. The estimation process was stopped 
when the estimates changed very little, (less than 0.006) between two iterations. The 
estimated coefficients of the third and fourth order autoregressive models and the 
approximate chi—square goodness-of—fit tests are given in Table 5.41 and Table 5.42, 
respectively. For both models, the sum of the estimated autoregressive coefficients is 
less than one. The signs of the estimated autoregressive coefficients of employed are 
the same as those of unemployed and the estimates have similar magnitudes. On the 
basis of the approximate chi—square test, either model is acceptable. The fourth order 
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autoregressive model provides a somewhat better fit and the fourth autoregressive 
coefficient exceeds twice the standard error for both characteristics. Therefore, we 
prefer the fourth order model. 
Table 5.38. Estimates of the autoregressive parameters for the historical data adjusted for trend and 
seasonality 
Characteristic: Employed 
Order of 
the model Oti 
Parameter estimates 
«2 oil etc 
4 1.0232 0.0218 0.1259 -0.2043 0.1791 
(0.0434) (0.0629) (0.0626) (0.0435) (0.0224) 
5 1.0055 0.0345 0.1288 -0.1414 -0.0608 0.1791 
(0.0440) (0.0632) (0.0630) (0.0630) (0.0447) (0.0225) 
6 1.0098 0.0370 0.1203 -0.1379 -0.1020 0.0415 0.1806 
(0.0450) (0.0639) (0.0636) (0.0636) (0.0638) (0.0450) (0.0227) 
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Table 5.39. Estimated models for the true process 
Model 
for true 
process 
Order of fitted autoregressive model 
4 5 6 
K = 0.9829 = 0.9821 h = 0.9832 
(0.0136) (0.0151) (0.0155) 
= 0.0939 = 0.1032 = 0.1052 
(0.0238) (0.0230) (0.0229) 
h = 0.9754 = 0.9753 h = 0.9769 
(0.0084) (0.0099) (0.0099) 
= 0.4151 = 0.3323 h = 0.2989 
(0.2255) (0.2240) (0.2175) 
^2 
= 0.0790 ^2 = 0.0844 = 0.0871 
(0.0267) (0.0253) (0.0254) 
AR(1) 
ARMA(1, 1) 
Table 5.40. Chi—square tests for models of the true process 
Model 
for true 
process 
Order of autoregressive fit 
4 5 6 
AR(1) 
ARMA(1,1) 
9.85[3] 
7.59[2] 
* 12.35[4] 
10.86[3] 
12.84[5] 
10.62[4] 
^Degrees of freedom are given in square brackets. 
Table 5.41. Estimated third and fourth order autoregressive models for the true process 
Model for 
true process Characteristic Parameter estimates 
AR(3) 
Employed 
^1 = 1.227 (0.163) ^2 
= 0.083 
(0.298) 
â, = -0.329 
(0.160) 
= 0.071 
(0.027) 
Unemployed 
^1 = 1.220 (0.164) ^2 
= -0.231 
(0.312) 
â, = -0.475 
(0.168) 
cr^  = 0.066 
(0.023) 
Employed 
^1 = 1.243 (0.206) ^2 
= 0.307 
(0.387) 
â, = 0.485 
(0.323) 
â. = -0.446 
^ (0.168) 
AR(4) 
= 0.071 
(0.024) 
Unemployed 4 = 1.353 (0.246) ^2 
= -0.385 
(0.476) 
â, = 0.347 
(0.371) 
= 0.037 
(0.021) 
âj = -0.342 
^ (0.159) 
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Table 5.42 Chi—square tests for AR(3) and AR(4) models for the true process 
Model for Chi-square Degrees of 
true process Characteristic value freedom 
Employed 5.237 6 
AR(3) 
Unemployed 7.838 6 
Employed 1.472 5 
AR(4) 
Unemployed 3.466 5 
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BY TIME-IN-SAMPLE AND OF AUTOCOVARIANCE FUNCTIONS 
OF EMPLOYED, UNEMLOYED, CIVILIAN LABOR FORCE 
AND UNEMPLOYMENT RATE 
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Estimates of correlations by time-in-sample 
for 1987 total employed 
Time- Time—in—sample 
in-
Sample 2 3 4 5 6 • 7 
0.8436 0.7326 0.7362 
0.7953 0.7577 0.7675 
0.7705 0.6770 0.7098 
0.8082 0.8162 0.7589 
0.7715 0.7364 0.4881 
0.8397 0.6761 0.6252 
0.7893 0.6859 0.6126 
0.8084 0.8080 0.7326 
0.8227 0.8240 0.7196 
0.8217 0.7785 
0.8221 
0.8029 0.7948 0.5376 
0.8805 0.8106 
0.7867 0.7384 
0.7869 0.8537 
0.8525 0.8408 
0.7991 0.6298 
0.7462 0.5954 
0.7545 0.6502 
0.8462 0.7611 
0.7934 0.7788 
0.8184 
0.8460 0.7527 0.7382 
0.8667 0.7594 
0.9183 
0.8482 
0.8319 
0.8470 
0.6896 
0.7991 
0.7396 
0.8371 
0.7921 
0.7539 0.7671 0.5357 
0.7234 0.5973 
0.5423 
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Time— Time in sample 
in— 
Sample 6 7 
0.7783 0.5788 0.5868 
0.7542 0.7634 0.7692 
0.8526 0.6956 0.8197 
0.8136 0.6173 0.6043 
0.8047 0.8445 0.7366 
0.8594 0.7088 0.7363 
0.7561 0.7412 0.6163 
0.7843 0.6465 0.6526 
0.6625 0.7119 0.6683 
0.8231 0.7591 
0.8344 
0.6267 0.5859 
0.7822 0.7197 
0.8278 0.7933 
0.8112 0.7261 
0.8216 0.8532 
0.8586 0.7576 
0.8386 0.7447 
0.7434 0.7245 
0.8002 0.7220 
0.8148 0.6883 
0.8558 
0.8789 
0.8026 
0.8089 
0.7197 
0.8812 
0.8443 
0.8057 
0.8127 
0.7451 
0.8751 
0.8001 
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Estimates of corrleations by time-in—sample 
for 1987 total imemployed 
Time- Time—in-sample 
i n —  — — — — — — —  
Sample 
0.4627 0.4698 0.5385 
0.4672 0.4349 0.3322 
0.5403 0.4476 0.2863 
0.6786 0.4509 0.5244 
0.5693 0.5543 0.1058 
0.2485 0.1483 0.2494 
0.5877 0.4027 0.3849 
0.3742 0.4371 0.2488 
0.5612 0.6162 0.4753 
0.6809 0.6001 
0.4605 
0.4155 0.3958 0.2160 
0.5267 0.4741 
0.2956 0.4494 
0.5453 0.4757 
0.4218 0.3271 
0.5078 0.2908 
0.1123 0.1270 
0.4474 0.2839 
0.6129 0.2238 
0.6384 0.4263 
0.6662 
0.4802 0.1958 0.1760 
0.4833 0.1399 
0.6030 
0.4751 
0.5193 
0.5253 
0.3798 
0.3409 
0.5102 
0.4868 
0.5303 
0.1277 0.4293 0.1015 
0.1877 0.3113 
0.1551 
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Time— Time-in-sample 
in— 
Sample 6 7 
0.5142 0.2548 0.1267 
0.4461 0.2789 0.2067 
0.3077 0.2911 0.3600 
0.5258 0.0589 0.0787 
0.3745 0.5698 0.4667 
0.7256 0.4841 0.4039 
0.5152 0.5874 0.1895 
0.6354 0.2778 0.3766 
0.4406 0.3951 0.4702 
0.6626 0.3375 
0.4184 
0.3657 0.0043 
0.3983 0.2518 
0.4736 0.4049 
0.5322 0.3342 
0.6338 0.6726 
0.6932 0.4847 
0.5839 0.3466 
0.6105 0.1228 
0.1825 0.4633 
0.5398 0.4964 
0.7509 
0.3256 
0.4579 
0.5559 
0.2177 
0.6607 
0.6484 
0.3721 
0.4627 
0.6053 
0.4976 
0.5689 
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Estimates of correlations by time-in-sample 
for 1987 Civilian Labor Force 
Time- Time-in-sample 
in— 
Sample 
0.7574 0.7096 0.7056 
0.7664 0.7649 0.7736 
0.6949 0.6469 0.6446 
0.7792 0.7769 0.6943 
0.7688 0.7511 0.6323 
0.7978 0.6938 0.6461 
0.6968 0.7263 0.5326 
0.8130 0.7974 0.7232 
0.8166 0.8053 0.6724 
0.7712 0.7636 
0.8491 
0.7584 0.7013 
0.8769 0.8569 
0.7263 0.7069 
0.8306 0.8112 
0.8323 0.7363 
0.7943 0.7074 
0.7312 0.5973 
0.7904 0.5344 
0.8465 0.7487 
0.7533 0.7273 
0.8366 
0.8496 
0.8554 
0.8248 
n onm 
0.7517 
0.8244 
0.8003 
0.7994 
0.6370 
0.8396 
0.7221 
0.4643 
0.6411 0.6751 
0.6792 
0.6533 0.7034 0.4334 
0.7244 0.4513 
0.5356 
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Time— Time-in—sample 
in— 
Sample 6 7 
0.7253 0.4383 0.5058 
0.6718 0.6672 0.6671 
0.8057 0.7350 0.7791 
0.8111 0.6855 0.6450 
0.7874 0.8126 0.6643 
0.8359 0.7240 0.7435 
0.6790 0.7816 0.6763 
0.8497 0.6906 0.6265 
0.6848 0.6665 0.6701 
0.8465 0.7771 
0.8322 
0.7076 0.6408 
0.7935 • 0.7034 
0.7948 0.7288 
0.7516 0.7662 
0.8004 0.8351 
0.8470 0.7420 
0.8519 0.6882 
0.6985 0.6862 
0.8290 0.7357 
0.7573 0.7196 
0.8049 
0.8116 
0.7913 
0.8296 
0.7654 
0.8615 
0.8178 
0.8461 
0.7758 
0.6589 
0.8531 
0.8101 
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Estimates of correlations by time-4n—sample 
for 1987 unemployment rate 
Time- Time-4n-sample 
in-
Sample 2 3 4 5 6 7 
0.4972 0.4859 0.5455 
0.4904 0.4516 0.3516 
0.5651 0.4604 0.3193 
0.6959 0.4888 0.5603 
0.5841 0.5634 0.0894 
0.2911 0.1908 0.2693 
0.6174 0.4069 0.4204 
0.4045 0.4646 0.3035 
0.5632 0.6309 0.4978 
0.6969 0.6051 
0.4552 
0.4471 0.4288 0.2761 
0.5435 0.4770 
0.3743 0.4995 
0.5402 0.5061 
0.4525 0.3868 
0.5256 0.2868 
0.1634 0.1544 
0.4503 0.3312 
0.6279 0.2869 
0.6509 0.4512 
0.6619 
0.4966 0.2789 0.2213 
0.5048 0.1623 
0.6694 
0.5029 
0.5603 
0.5532 
0.3597 
0.3811 
0.5458 
0.5185 
0.5542 
0.2228 0.4707 0.1439 
0.1993 0.3518 
0.1882 
176 
Time— Time-in—sample 
in— 
Sample 6 7 
0.5310 0.2986 0.1755 
0.4710 0.3121 0.2374 
0.3590 0.3016 0.4013 
0.5279 0.0624 0.1059 
0.4067 0.5880 0.5089 
0.7346 0.5090 0.4077 
0.5601 0.5736 0.1988 
0.6202 0.2763 0.3989 
0.4404 0.4117 0.4802 
0.6602 0.3581 
0.4468 
0.3608 0.0247 
0.4150 0.2741 
0.5087 0.4502 
0.5479 0.3552 
0.6434 0.6920 
0.7163 0.4938 
0.5829 0.4044 
0.6269 0.1553 
0.1832 0.4718 
0.5583 0.5059 
0.7666 
0.3743 
0.4728 
0.5646 
0.2264 
0.6835 
0.6597 
0.3875 
0.5009 
0.6422 
0.5214 
0.5849 
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Estimated covariance of the sum of 8 streams 
for the 1987 data set 
Characteristic 
— 
Civilian 
Labor "Unemployment 
Employed Unemployed Force Ratei 
0 9.2793 1.9408 8.0361 1.3121 
1 6.1473 0.8210 5.2443 0.5738 
2 4.2733 0.4960 3.6868 0.3489 
3 2.7475 0.3060 2.3907 0.2142 
4 1.4131 0.1664 1.2774 0.1120 
5 1.4131 0.1664 1.2774 0.1120 
6 1.4131 0.1664 1.2774 0.1120 
7 1.4131 0.1664 1.2774 0.1120 
8 1.4131 0.1664 1.2774 0.1120 
9 2.0653 0.2084 1.7660 0.1475 
10 2.0880 0.2505 1.7896 0.1826 
11 3.3701 0.2808 2.7354 0.2174 
^Multiply entries for unemployment rate by 10~® . 
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Estimates of cross correlations between 
Civilian Labor Force and imemmployed 
Time— Time-in—sample (unemployed) 
in— 
Sample 1 2 3 4 5 6 7 
0.2198 0.0249 0.1724 0.2477 
0.1115 -0.0727 -0.1011 -0.0717 
0.3080 -0.0375 0.0228 -0.1918 
-0.1344 -0.2206 -0.0311 -0.1325 
0.0580 -O.lOlO -0.0554 0.0752 
0.0465 -0.0725 -0.1198 0.1139 
0.1268 -0.0637 0.0707 -0.3094 
0.1418 0.0053 -0.0321 -0.1589 
0.0506 0.1915 0.0367 -0.0170 
0.3672 0.0473 0.1407 
0.0296 0.1737 
0.2541 
-0.0896 0.1436 0.0198 0.0381 
0.0460 0.1408 -0.0791 -0.0237 
0.1282 -0.2041 -0.1785 -0.1323 
0.0004 0.1517 0.2074 -0.0868 
0.0667 0.0257 0.1451 -0.0460 
-0.1136 0.0553 -0.0273 0.0563 
0.0432 0.1544 -0.2382 0.0623 
-0.0762 0.2009 0.0225 -0.3935 
0.1306 0.0747 -0.0459 -0.2397 
0.0241 0.2061 0.0759 -0.0887 
0.1724 0.2492 0.2371 
0.3372 
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Time— Time-in—sample (unemployed) 
in— 
Sample 1 2 3 4 5 
-0.1437 -0.1517 0.0594 0.0106 -0.2592 
0.0767 0.0892 0.0436 0.0297 0.0281 
0.1367 -0.4379 -0.1085 -0.3056 
-0.2641 0.0309 0.1781 -0.1469 
0.1037 -0.2837 0.2017 -0.2243 
-0.1915 0.0069 0.0803 -0.1943 
0.0874 —0.0888 0.1215 0.1905 
-0.0636 0.1942 -0.1510 -0.0785 
0.0137 0.0836 0.2198 -0.2161 
0.1541 0.1277 0.0761 -0.1638 
0.2199 0.2099 0.0116 
0.2757 
-0.0641 -0.1313 0.0329 0.2170 -0.2203 
0.0172 0.1643 -0.1365 0.0772 0.1175 
0.1064 -0.3183 -0.2811 -0.1471 -0.0413 
-0.2465 -0.0323 0.0487 0.0262 
0.1451 -0.4014 0.0834 -0.0069 
-0.2457 0.1040 0.0268 -0.0450 
0.0861 -0.2159 0.1475 0.0107 
-0.1923 -0.0979 -0.2934 0.2219 
-0.1058 -0.1057 0.0162 -0.0362 
0.0823 -0.0856 -0.1049 
-0.0323 -0.1891 
0.1253 
-0.1640 
-0.1106 -0.1063 
-0.1514 
180 
Time- Time-in-sample (unemployed) 
in— 
Sample 2 3 4 5 6 
-0.1457 -0.3485 
-0.0575 
-0.4250 0.0285 0.0339 -0.1115 -0.0868 
-0.1080 0.2991 0.0222 -0.0789 -0.1128 
-0.2144 -0.0406 -0.0685 0.0494 -0.1530 
0.1293 0.0419 0.0932 -0.0325 
0.3791 -0.0582 -0.0064 -0.2692 
0.0998 0.0218 -0.1592 -0.0251 
-0.0284 -0.3059 0.1387 -0.1016 
-0.1271 0.2389 0.0062 -0.0974 
0.3891 0.0984 0.1458 -0.0306 
0.1843 0.1105 -0.0724 
0.2186 -0.0473 
0.2010 
-0.0249 -0.1345 -0.0469 0.2773 0.0031 -0.1020 
-0.0357 0.0980 0.0409 -0.0041 
-0.1631 -0.0080 -0.0593 -0.2293 
0.2068 0.0913 0.0625 0.0084 
-0.0971 0.0336 0.1201 -0.0695 
0.0030 0.1863 -0.0995 -0.0641 
-0.1219 -0.0572 0.1568 -0.3443 
0.1568 0.2645 -0.0469 -0.1854 
0.1307 -0.0066 -0.0728 -0.1973 
0.2200 0.2627 0.0903 -0.0949 
-0.0917 0.2125 -0.1692 
-0.1338 
181 
Time— Time-in—sample (unemployed) 
in— 
Sample 2 3 4 5 6 
-0.2839 -0.2019 0.1981 0.1697 -0.2211 
-0.0226 -0.0344 0.1300 0.0115 
-0.0022 -0.1181 0.0671 -0.1541 
-0.0374 -0.0018 0.3381 0.0176 
-0.1539 -0.0343 0.1066 -0.1058 
-0.1072 -0.1438 -0.1098 0.0053 
0.3696 0.1866 0.2651 -0.0917 
0.1287 0.0315 0.1737 -0.1357 
-0.0666 0.1655 0.1560 -0.1554 
0.0447 0.0267 0.0857 -0.2550 
-0.0559 0.2394 0.0212 
0.0266 
-0.3313 -0.0464 -0.1201 -0.1003 
0.0319 -0.0187 0.1000 0.2453 
-0.0009 -0.0283 0.2118 0.0572 
-0.1386 -0.1301 0.0303 0.0050 
-0.0818 -0.0652 -0.0888 0.0455 
0.3204 0.2377 0.2370 0.1832 
0.0959 -0.0041 0.0623 -0.0341 
0.0134 -0.0282 -0.0316 -0.0709 
0.0815 0.2266 -0.0112 0.0106 
-0.0204 -0.0942 -0.0670 
-0.1021 
0.0129 
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APPENDIX B - COVABIANCE MATRIX STRUCTURE 
FOR THE 1987 DATA SET 
'11 ^12 ^13 ^14 0- 0 0 0 0 0 0 0 
'21 ^22 ^23 ^24 0 0 0 0 0 0 0 0 
'31 ^32 ^33 ^34 0 0 0 0 0 0 0 0 
'41 ^42 ^43 "44 0 0 0 0 0 0 0 0 
0 0 0 0 
^55 ^56 ^57 ^58 0 0 0 0 
0 0 0 0 
^65 ^66 ^67 ^68 0 0 0 0 
0 0 0 0 
^75 ^76 C77 ^78 0 0 0 0 
0 0 0 0 
^85 ^86 ^87 ^88 0 0 0 0 
0 0 0 0 0 0 0 0 
^11 "12 "13 "14 
0 0 0 0 0 0 0 0 
^21 "22 "23 "24 
0 0 0 0 0 0 0 0 
^31 "32 "33 "34 
0 0 0 0 0 0 0 0 
"41 "42 *^43 "44 
-22 ^23 ^24 0 0 0 0 0 0 0 0 "25 
'32 ^33 ®34 0 0 0 0 0 0 0 0 "35 
'42 ^43 "44 0 0 0 0 0 0 0 0 "45 
0 0 0 
"55 "56 "57 "58 0 0 0 0 0 
0 0 0 
"65 "66 "67 "68 0 0 0 0 0 
0 0 0 
"75 "76 "77 "78 0 0 0 0 0 
0 0 0 
"85 "86 "87 "88 0 0 0 0 0 
0 0 0 0 0 0 0 
"11 "12 "13 "14 0 
0 0 0 0 0 0 0 
"21 "22 "23 "24 0 
0 0 0 0 0 0 0 
"31 "32 "33 "34 0 
0 0 0 0 0 0 0 
"41 "42 "43 "44 0 
'52 ^53 "54 0 0 0 0 0 0 0 0 "55 
"33 ^34 0 0 0 0 0 0 0 0 "35 "36 
'43 ^44 0 0 0 0 0 0 0 0 "45 "46 
0 0 
"55 "56 "57 "58 0 0 0 0 0 0 
0 0 
"65 "66 "67 "68 0 0 0 0 0 0 
0 0 
"75 "76 "77 "78 0 0 0 0 0 0 
0 0 
"85 "86 "87 "88 0 0 0 0 0 0 
0 0 0 0 0 0 
"11 "12 "13 "14 0 0 
0 0 0 0 0 0 
"21 "22 "23 "24 0 0 
0 0 0 0 0 0 
"31 "32 "33 "34 0 0 
0 0 0 0 0 0 
"41 "42 "43 "44 0 0 
'53 ^54 0 0 0 0 0 0 0 0 "55 "56 
'63 ^64 0 0 0 0 0 0 0 0 "65 "66 
'44 0 0 0 0 0 0 0 0 '45 '46 '47 
0 
^55 ^56 ^57 ^58 0 0 0 0 0 0 0 
0 
^65 ^66 ^67 ^68 0 0 0 0 0 0 0 
0 
^75 ^76 C77 ^78 0 0 0 0 0 0 0 
0 
^85 *^86 ^87 ^88 0 0 0 0 0 0 0 
0 0 0 0 0 
'11 '12 '13 '14 0 0 0 
0 0 0 0 0 
'21 '22 '23 '24 0 0 0 
0 0 0 0 0 
'31 '32 '33 '34 0 0 0 
0 0 0 0 0 
'41 '42 '43 '44 0 0 0 
54 0 0 0 0 0 0 0 0 '55 '56 '57 
'64 0 0 0 0 0 0 0 0 '65 '66 '67 
'74 0 0 0 0 0 0 0 0 '75 '76 '77 
55 ^56 ^57 ^58 0 0 . 0 0 0 0 0 0 • 
65 ^66 ^67 ^68 0 0 0 0 0 0 0 0 
75 ^76 C77 ^78 0 0 0 0 0 0 0 0 
85 ^86 ^87 ^88 0 0 0 0 0 0 0 0 
0 0 0 0 
^11 '12 '13 '14 0 0 0 0 
0 0 0 0 
'22 '23 '24 0 0 0 0 
0 0 0 0 
^31 '32 '33 '34 0 0 0 0 
0 0 0 0 
'41 '42 '43 '44 0 0 0 0 
0 0 0 0 0 0 0 0 
'55 '56 '57 '58 
0 0 0 0 0 0 0 0 
'65 '66 '67 '68 
0 0 0 0 0 0 0 0 
'75 '76 '77 '78 
0 0 0 0 0 0 0 0 
'85 '86 '87 '88 
185 
'66 ^67 0
0 0 0 0 0 0 0 0 0 0 • 
76 C77 ^78 0 0 0 0 0 0 0 0 0 
86 ®87 ®88 0 0 0 0 0 0 0 0 0 
0 0 0 
^11 '12 '13 '14 0 0 0 0 0 
0 0 0 ®21 '22 '23 '24 0 0 0 0 0 
0 0 0 
*^31 '32 '33 '34 0 0 0 0 0 
0 0 0 
'41 '42 '43 '44 0 0 0 0 0 
0 0 0 0 0 0 0 
'55 '56 '57 '58 0 
0 0 0 0 0 0 0 
'65 '66 '67 '68 0 
0 0 0 0 0 0 0 
'75 '76 '77 '78 0 
0 0 0 0 0 0 0 
'85 '86 '87 '88 0 
0 0 0 0 0 0 0 0 0 0 0 
'11 
77 ^78 0 0 0 0 0 0 0 0 0 0 • 
87 ^88 0 0 0 0 0 0 0 0 0 0 
0 0 
^11 '12 '13 '14 0 0 0 0 0 0 
0 0 
^21 '22 '23 '24 0 0 0 0 0 0 
0 0 
^31 '32 '33 '34 0 0 0 0 0 0 
0 0 
^41 '42 '43 '44 0 0 0 0 0 0 
0 0 0 0 0 0 
'55 '56 '57 '58 0 0 
0 0 0 0 0 0 
'65 '66 '67 '68 0 0 
0 0 0 0 0 0 
'75 '76 '77 '78 0 0 
0 0 0 0 0 0 
'85 '86 '87 '88 0 0 
0 0 0 0 0 0 0 0 0 0 
'11 '12 
0 0 0 0 0 0 0 0 0 0 
'21 '22 
88 0 0 0 0 0 0 0 0 0 0 0 
0 
^11 ^12 ^13 ^14 0 0 0 0 0 0 0 
0 
^21 ^22 ^23 ^24 0 0 0 0 0 0 0 
0 
^31 ^32 ^33 ^34 0 0 0 0 0 0 0 
0 
^41 ^42 ^43 ^44 0 0 0 0 0 0 0 
0 0 0 0 0 
^55 ^56 ^57 
00 0 0 0 
0 0 0 0 0 
*^65 ^66 ^67 
00 0 0 0 
0 0 0 0 0 ®75 ^76 C77 ^78 0 0 0 
0 0 0 0 0 
^85 ^86 ^87 
00 0 0 0 
0 0 0 0 0 0 0 0 0 
^11 ^12 ^13 
0 0 0 0 0 0 0 0 . 0 
^21 ^22 ^23 
0 0 0 0 0 0 0 0 0 
^31 ®32 ^33 
