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Abstract
This document proposes an alternative proof of the result contained in article [1]. The
proof is simpler to understand (I believe) and leads to a more precise statement about the
asymptotical distribution of the relative amount of perturbation.
I. CONTEXT
Let us consider a collection of n points {xi}
n
i=1 ∈ R
d, plus a query point q wherever in this
space. Suppose that an artificial intelligent program bases its decision on the collection points
neighbouring the query. Especially, the decision will take collection point xi into account if
it is one of the kt nearest neighbours of q.
Suppose that this is not the case for that query q and this collection point x. In other
words x is only the kx nearest neighbour of q with 1 ≤ kt < kx ≤ n. Let us rename by t the
collection point which is the kt nearest neighbour of q, we have that t < x, with t := ‖t−q‖
and x := ‖x− q‖.
We are interested in the amount of perturbation to be applied to collection point x so that
the program takes it into account. This perturbation pushes x to a new point y so that its
neighbour rank is ky ≤ kt, at a distance y ≤ t away from q.
The amount of perturbation is evaluated by the ratio δ := ‖x−y‖/‖x−q‖, with δ ∈ (0, 1).
Obviously, this ratio is set to the minimum if x is pushed onto y in a direct line towards q:
y ∈ [x,q]. This implies that:
ky < kt ⇐⇒ y < t ⇐⇒ δ > 1−
t
x
. (1)
Note that this quantity depends on the configuration of the collection points locally around
q. From now on, we will consider that this collection of points is indeed random. This
means that distances t and x are occurences of absolutely continuous random variables Tn
and Xn (note that 0 < Tn < Xn), and so is the relative amount of perturbation δ w.r.t. r.v.
∆n := 1− Tn/Xn. The subscript n stresses that the size of the collection is a major factor:
as the size increases, we expect that the kt (resp. kx) neighbour comes closer to q.
We do not impose a specific distribution of the collection points in Rd, but only of their
distances from q.
Assumption 1. The distances of collection point w.r.t. the query q are independent and
identically distributed, whose c.d.f. is denoted by F : R+ → [0, 1] and p.d.f. f : R+ → R+.
2The joint probability distribution of (Tn,Xn) has the following expression: ∀(t, x) ∈ R
+2
s.t. t < x
gn(t, x) =
1
B(kt, kx − kt)B(kx, n− kx + 1)
× F kt−1(t)f(t)[F (x) − F (t)]kx−kt−1f(x)[1− F (x)]n−kx , (2)
where B(·) is the Beta function.
The c.d.f. F∆n(·) of r.v. ∆n is given by
F∆n(δ) = P(∆n < δ) = P(Xn(1− δ) < Tn < Xn) =
∫ +∞
0
∫ x
(1−δ)x
gn(t, x)dt.dx (3)
=
1
B(kx, n− kx + 1)
×
∫ +∞
0
H(δ, x)f(x)[1 − F (x)]n−kxdx (4)
with
H(δ, x) :=
1
B(kt, kx − kt)
∫ x
(1−δ)x
F kt−1(t)f(t)[F (x)− F (t)]kx−kt−1dt (5)
= F (x)kx−1
∫ 1
F ((1−δ)x)/F (x)
1
B(kt, kx − kt)
τkt−1[1− τ ]kx−kt−1dτ (6)
= F (x)kx−1
(
1− IF ((1−δ)x)/F (x)(kt, kx − kt)
)
(7)
where the change of variable is defined by τ := F (t)/F (x) and Ix(α, β) is the regularized
incomplete beta function. In the end, with another change of variable ξ := F (x)
F∆n(δ) =
1
B(kx, n − kx + 1)
×
∫ 1
0
H(δ, F−1(ξ))(1 − ξ)n−kxdξ (8)
=
∫ 1
0
(
1− IF ((1−δ)F−1(ξ))/ξ(kt, kx − kt)
) ξkx−1(1− ξ)n−kx
B(kx, n− kx + 1)
dξ (9)
= 1− E
[
IF ((1−δ)F−1(Ξ))/Ξ(kt, kx − kt)
]
, (10)
with Ξ ∼ Beta(kx, n− kx + 1).
We look for a better understanding of the distribution of ∆n asymptotically as n→ +∞.
For that purpose, we apply one version of Laplace’s method stated as [2]:
Lemma 1. Let g, h : (0, 1)→ R two continuous functions s.t.
•
∫ 1
0 |g(ξ)|e
h(ξ)dξ < +∞
• ∃δ0 > 0,∀δ ∈ (0, δ0),∀ξ ∈ [δ, 1), h(x) < h(δ)
• Around 0+,
g(ξ) ∼ Aξα, α > −1 (11)
h(ξ) ∼ a− cξβ + o(ξβ), c > 0, β > 0 (12)
Then ∫ 1
0
g(ξ)enh(ξ)dξ ∼
A
β
Γ
(
α+ 1
β
)
ean(cn)−
α+1
β as n→ +∞ (13)
3Before applying this lemma, we need the following assumption:
Assumption 2. The c.d.f. F (·) is a regularly varying function around 0+ (as defined by J.
Karamata).
This assumption holds from the theory of extreme values. As n increases, the distances of
the kx and kt nearest neighbour tap into the lower tail of the distribution, which ought to be
regularly varying because it is lower bounded by 0. This implies that, there exists a parameter
ℓ > 0 (so-called index of regular variation, or intrinsic dimensionality in [1]) s.t.
lim
x→0+
F ((1 − δ)x)
F (x)
= lim
ξ→0+
F ((1− δ)F−1(ξ))
ξ
= (1− δ)ℓ. (14)
We then rewrite (9) in the form
∫ 1
0 g(ξ)e
nh(ξ)dx/B(kx, n− kx + 1) with
h(ξ) = log(1− ξ) (15)
g(ξ) =
(
1− IF ((1−δ)F−1(ξ))/ξ(kt, kx − kt)
)
ξkx−1(1− ξ)−kx , (16)
in order to instantiate the constants of Lemma 1 as
a = 0, c = 1, β = 1, A = 1− I(1−δ)ℓ(kt, kx − kt), α = kx − 1. (17)
This leads to the following asymptotical expression and limit: ∀δ ∈ (0, 1)
F∆n(δ) ∼ I1−(1−δ)ℓ(kx − kt, kt)
n!
nkx(n− kx)!
n→+∞
→ I1−(1−δ)ℓ(kx − kt, kt). (18)
This can be restated as follows:
Proposition 1. As the size n of the collection increases, the relative amount of perturbation
∆n converges in distribution to ∆ := 1− (1−B)
1/ℓ with B ∼ Beta(kx − kt, kt).
I did not find any close-form expression for E[∆]. Knowing that:
E[B] =
kx − kt
kx
, (19)
V[B] =
E[B](1− E[B])
(kx + 1)
, (20)
we see that B concentrates around its expectation as kx becomes large. Thanks to a second
order Taylor series, we obtain
E[∆] ≈ 1− (kt/kx)
1/ℓ
(
1−
ℓ− 1
2ℓ2
kx − kt
kt(1 + kx)
)
.
The term 1− (kt/kx)
1/ℓ is the main result contained in article [1]. It outlines that “the amount
of perturbation required to subvert neighborhood rankings diminishes” with the local intrinsic
dimensionality ℓ of this neighborhood. For instance, for large ℓ, this further simplifies into
E[∆] ≈ log(kx/kt)/ℓ, which shows that ℓ has a bigger impact than the ratio kx/kt > 1.
On the contrary, translating quantiles of B to quantiles of ∆ is easier as x→ 1− (1−x)
1/ℓ
is a monotonic function. For instance, the median of ∆ is approximately, for kt ≥ 2 and
kx ≥ kt + 2:
∆m ≈ 1−
(
3kt − 1
3kx − 2
)1/ℓ
. (21)
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