I. INTRODUCTION
We are living in exciting times. On the one hand, the miniaturization program envisioned by Feynman in 1959 [1] is on the verge of reaching, perhaps in the early decades of this new century, its ultimate goal, namely, the realization of atom-level information storage, computing, signal processing, and mechanical functions. On the other hand, the emergence of new materials, concepts, and techniques, such as carbon nanotubes (CNTs) [2] , photonic bandgap crystals [3] , and microelectromechanical systems (MEMS) [4] - [6] , respectively, has opened up new possibilities, now only limited by our imagination, to implement a new "electronics" technology with attributes that are far superior to everything known to date. With the simultaneous convergence and exploitability, at such small-length scales (e.g., down to a few nanometers), of various types of physical properties and effects, for instance, electronic, mechanical, optical, and magnetic and quantum effects, the nature of the concomitant new universe of devices and circuits that will fuel this new electronics will clearly be vast, yet it is at present mostly unknown.
Given the huge investments in the established silicon fabrication infrastructure, efforts are currently being aimed at capturing these new opportunities, while inducing a minimum of process disruption, and exploiting the very fine-line lithography and multilevel metallization germane to advanced integrated circuit processes [7] , [8] . The logical culmination of continued miniaturization of conventional devices will be the demise of Moore's Law and the ushering of the new "electronics" mentioned above, which will invoke the conception and utilization of totally new device-circuit paradigms. In this context, the emphasis of the nanoelectromechanical quantum circuits and systems (NEMX) vision exposed here is on "new electronics." Indeed, while nanoelectromechanical fabrication technology may well open the way for breakthroughs in the areas of environmental sensing, detection, and transduction of physical quantities, such as force, heat, and biomolecules [9] , or even improve, in an evolutionary fashion, the performance of current technology [4] , [6] , our distinct aim here is to present emerging paradigms to produce the hardware that will be at the core of the computers (e.g., mainframes, personal computers, laptops, PDAs, etc.) and wireless communications appliances (e.g., cell phones, satellites, etc.) of the future. This paper, therefore, introduces the novel field of NEMX. The field derives from exploiting progress in techniques for the fabrication, down to nanometer-length scales, of device structures that incorporate mechanical motion and that may be designed to perform a variety of functions, such as optical, electrical, and, in particular, mechanical and mixed domain. In addition to exploiting the wave nature of electrons, germane to bulk molecular and mesoscopic devices [10] , NEMX purposes to exploit novel quantum mechanical effects germane to nanoscale mechanical devices, such as, quantized heat flow, manifestation of charge discreteness, and the quantum electrodynanical (QED) Casimir effect [10] - [13] . In this regime, exciting new device-circuit paradigms must be invoked in order to fully exploit the potential of this technology in computation and signal processing applications.
The paper is organized as follows. We begin with an overview of the fundamentals of NEMX fabrication technology. This is followed by a tutorial on key physical phenomena governing NEMX performance, in particular, quantized charge conduction, quantized heat conduction, and the QED Casimir effect. Next, some of the emerging device-circuit paradigms, on which circuit and systems might be predicated in this regime, will be introduced, including nanomechanical resonators and actuators, and parametric amplification.
II. FABRICATING NANOELECTROMECHANICAL QUANTUM CIRCUITS AND SYSTEMS
In contrast to molecular and mesoscopic devices, whose physical embodiment, being fundamentally similar to that of integrated circuits, is predicated upon photo-and electronbeam-lithography and chemical etching to transfer a succession of two-dimensional (2-D) layout patterns onto a wafer surface, mechanical structures require the incorporation of techniques to shape the third (normal to the wafer) dimension [5] , [6] . A number of techniques are currently employed to fashion these devices at nanometer scales, in particular [14] : 1) scanning probe approaches, in which use is made of scanning tunneling and atomic force microscopes (AFMs) to effect direct manipulation of the particles forming the device structures themselves; 2) soft lithography approaches, in which mechanical processes, such as contact printing and molding, are utilized to transfer onto a wafer the pattern of previously prepared nanoscale elastic molds; and 3) self-assembly approaches, in which chemical reactions are engineered to coerce the assembly of atoms and molecules into forming the desired nanostructures. While promising, the above approaches are still in a developmental stage. Indeed, although it is possible to create precise nanostructures via these emerging techniques, Whitesides and Love [14] have pointed out that they are too slow for large-volume manufacturing, inadequate for creating multilayer structures, and ill-suited for producing complex arrays of interconnected devices, respectively. Accordingly, most of the work involving freestanding nanoscale devices employs derivatives of well established approaches for creating microelectromechanical (MEM) devices, namely, surface micromachining and bulk micromachining [4] , [5] , [15] , [16] .
A. Surface Micromachining
In surface micromachining [4] , [5] , the wafer has thin-film materials selectively added to and removed from it ( Fig. 1) . The film materials that are eventually removed are called sacrificial materials, whereas those that remain are called structural materials. For example, a cantilever beam may be created on a silicon wafer by depositing SiO as the sacrificial layer, depositing polysilicon as the structural layer, defining the beam pattern on the polysilicon layer by coating it with a photoresist and writing the beam pattern on it with an electron beam [15] , [16] , and finally dissolving the sacrificial layer underneath it.
B. Bulk Micromachining
In bulk micromachining [4] , [5] , mechanical structures are created within the confines of the silicon wafer. Upon wafer patterning using electron-beam lithography, wafer material is selectively removed by wet and dry etching techniques, thus exploiting the anisotropic etching rates of the different crystal planes in the wafer (Fig. 2) .
III. NEMX PHYSICS
The ability to define freestanding nanoscale-size mechanical structures and cavities opens new opportunities to exploit quantum mechanical physical phenomena that only become manifest in this regime. These include, manifestation of charge discreteness, the QED Casimir effect, and quantized heat flow [5] - [13] . In this section, we provide a tutorial on these phenomena.
A. Manifestation of Charge Discreteness
Interconnects or transmission lines (TLs) play an essential role in configuring circuits and systems at all length scales [6] . Ideally, TLs propagate signals, from one point to another, with no other effect on the signals than a frequency-independent delay. Since an ideal (lossless) TL is described by its inductance and capacitance per unit length, it may be modeled as the tandem connection of a number of finite-length cells (Fig. 3) . Thus, signal propagation toward the load can be visualized as an advancing tide of charge fluid charging the successive cells until the load is reached. Since at nanometer scales the wave nature of the electrons flowing down the line is expected to be manifest, one must turn to quantum mechanics to properly describe the TL behavior.
1) Effects of Charge Discreteness in Transmission Lines:
The observation [12] , [13] , [17] , [18] that the charge in successive cells, and the total energy, obey (1) and (2) (1)
whose forms are identical to the equations describing the longitudinal vibration modes in a monatomic linear chain (MLC) (see Appendix A) [ Fig. 3(b) ] motivated the application of the quantum mechanical description of the latter to the TL. In particular, in (2), the first and second terms account for the magnetic and electric energies in the TL inductors and capacitors, respectively, and and play the roles of "momentum" and "coordinate," respectively. Notice, however, that since is charge, represents electric current.
The above TL quantization assumed the electric charge to be a continuous variable. As has been observed [10] , however, under appropriate circumstances, e.g., those leading to Coulomb blockade phenomena, the particle or discrete nature, of electrons becomes evident. Li [12] considered the consequences of this possibility and, accordingly, advanced a theory for TL quantization assuming to be discrete.
The possibility of having the charge adopt exclusively discrete values was introduced [12] by imposing the condition that the eigenvalues of be discrete, i.e.
(3)
In other words, the result of measuring the charge in the TL must be times the fundamental electron charge , where is a positive integer. Since charge adopts the role of a "coordinate" operator in the quantized Hamiltonian, the form of the corresponding "momentum" operator , and in particular (4) must reflect this new situation. This is accomplished by replacing the partial derivative by its finite-difference approximation in charge coordinate space [19] , i.e. (5) where is the fundamental unit discretizing the charge "axis" and is the electron wavefunction in the charge representation. Thus, combining (2), (3), and (5), one arrives at the Schrödinger's equation, (6) below, for the TL in the case of discrete charge [12] , [13] (6) Imposing charge discreteness, thus, turns Schrödinger's equation for a TL into a discrete, instead of a partial, differential equation.
The implications of charge discreteness are gauged from the nature of the corresponding eigenvalues and eigenvectors for this equation, particularly, with reference to two interesting cases, namely, the so-called L-and C-designs [20] , [21] . a) L-Design: In this design, the TL is inductive (highimpedance) and the second bracketed term in (6) is neglected. In this case it has been shown that the governing Schrödinger equation has energy eigenvalues given by (7) where is the magnetic flux threading the TL. Thus, (7) implies that when the discrete nature of charge is at play, the TL energy becomes a periodic function of p or , with maximum amplitude and nulls occurring whenever . Furthermore, it has also been shown that the TL current is given by (8) which implies that it becomes an oscillatory function of the magnetic flux. Since no applied forcing function was as-sumed, (8) leads to the important observation [20] that a TL in the discrete charge regime will, in the presence of a magnetic flux, exhibit persistent currents. b) C-Design: In this design the TL is capacitive (low impedance) and the first bracketed term in (6) is neglected. In this case it has been shown [20] that the governing Schrödinger equation, assuming the TL to be driven by a voltage source , has energy eigenvalues given by (9) where is the number of elemental charges describing the TL state. Thus, (9) implies that when the discrete nature of charge is at play in a low-impedance line, the TL energy is a quadratic function of the state of charges. In addition, it has also been shown [20] that the total charge in the ground state is given by (10) where is the unit step function and that, taking the time derivative of (10), the corresponding current is given by (11) Equation (11) indicates that the current exhibits a series of delta-function impulses with periodicity , consistent with every time a single-electron charge is added, and amplitude proportional to the slope of the voltage source. This leads to the important observation [20] that a low-impedance ideal TL in the discrete charge regime will exhibit current flow dominated by Coulomb blockade.
Clearly, as limiting cases, typifying the behavior of ideal high-and low-impedance TLs in the discrete charge regime, the phenomena of persistent currents and Coulomb blockade-type current flow, respectively, raise serious questions in the context of achieving low-noise analog and reliable digital circuits and systems at nanometric-length scales. As a result, complete awareness of the possibility that these features might be inadvertently included in the design space must be incorporated in TL/interconnect models utilized in the design and analysis of future NEMX.
2) Effects of Charge Discreteness in Electrostatic Actuation:
One of the distinguishing features of NEMX is the inclusion of functions based on mechanical structures that can be actuated. For a variety of reasons, in particular, its compatibility with IC processes, electrostatic actuation is the actuation mechanism of choice [4] . c) Fundamental Electrostatic Actuation: Perhaps the most fundamental electrostatically actuated elements/building blocks are the singly (cantilever) and doubly anchored beams [4] (Fig. 4) . The devices are essentially parallel plate capacitors, of nominal plate separation , in which the top plate (beam) is free to move in response to an electrostatic force developed between it and the rigid bottom plate, as a result of a voltage applied between the two. 1) Large-Signal Actuation-Switch: For typical dimensions employed in MEMS [4] , e.g., beam gaps, lengths, widths, and thicknesses of about 2 m, 100-250 m, tens of micrometers, and 1-10 m, respectively, the displacement behavior of the beams, which manifests itself as continuous gap reduction versus applied voltage, is dictated by the equilibrium established between the quadratic electrostatic force and the linear spring force (Hooke's law), which attempts to bring the beam back to its undeflected position. This dynamic equilibrium, and its accompanying smooth displacement, is maintained up to about one-third of the beam-to-substrate distance, at which point it is lost and the beam collapses onto the bottom plate, abruptly reducing the gap to zero. The voltage demarcating these two regimes is called pull-in voltage and is given by [5] (12) where is the spring constant of the beam, and is the electrode area.
2) Small-Signal Actuation-Resonator: For application as resonators [4] , an ac voltage, together with a so-called dc polarization voltage, introduced to enhance the current elicited by the variable beam capacitance, are applied. Since the resonators are intended for application as stable frequency standards, with frequency given by [6] (13a)
where is a scaling factor that models the effects of surface topography, including for instance, the anchor step-up and its corresponding finite elasticity, is the Young's modulus of the beam material, its density, its thickness, and its length, the combined amplitude of ac and dc voltages is chosen to be lower than pull-in, thus keeping the beam from collapsing.
d) Quantized Electrostatic Actuation: In contrast to conventional electrostatically actuated MEM devices, which exhibit continuous displacement versus bias behavior prior to pull-in, the advent of precision nanoelectromechanical fabrication technology [15] and CNTs synthesis [2] , [22] has enabled access to beams with dimensional features (gaps, lengths, widths, and thicknesses) of the order of several hundred nanometers in which conditions for the manifestation of charge discreteness become also evident. In fact, recent [23] theoretical studies of suspended (doubly anchored/clamped) CNTs in which Coulomb blockade dominates current transport have predicted that charge quantization in the CNTs will result in quantization of their displacement.
Specifically, Sapmaz et al. [23] considered a single-wall nanotube (SWNT) modeled as a rod of radius and length and separated by a gap over a bottom electrode (Fig. 5 ). They described its behavior as follows. As the actuation voltage applied between the CNT and the bottom electrode increases, the beam bends downwards, causing the applied electrostatic energy to be converted into elastic deformation energy, given by EI (13b) where and are the CNT Young's modulus and moment of inertia, respectively, and is total stress, composed of the residual stress and the stress induced by , which is given by ES
Since, ignoring residual stress, the beam elastic energy must correspond to the electrostatic energy that induced it, the total energy the state of deformed the beam arrives at is that at which the sum of elastic and electrostatic energies is a minimum. In the Coulomb blockade regime, however, as the bias voltage is raised, a discrete number of charges populates the suspended CNT. Thus, the electrostatic energy must include this contribution, in addition to the actuation voltage ( )-induced deformation. Taking both electrostatic energy sources, into account, Sapmaz et al. [23] approximated the total electrostatic energy by (15) then minimizing the total energy with respect to , the following equation for the CNT bending was obtained:
IE (16) where is the electrostatic for per unit length. The bending of the doubly anchored CNT, with the boundary conditions was given as EI (17) Finally, the effects of charge discreteness are manifest upon examining the maximum displacement as a function of actuation voltage, and given by (18) and (19)
For a given applied voltage, (19) gives the value of that minimizes the total energy, where is a small correction. Clearly, (18) and (19) reveal that the beam displacement is quantized, i.e., its position changes in discrete steps every time an electron tunnels into it.
B. Manifestation of Quantum Electrodynamical Forces
When the proximity between material objects becomes of the order of several nanometers, a regime is entered in which forces that are quantum mechanical in nature [24] - [27] , namely, van der Waals and Casimir forces, become operative. These forces supplement, for instance, the electrostatic
1) van der Waals Force: van der Waals forces, of electromagnetic and quantum mechanical origin, are responsible for intermolecular attraction and repulsion. When adjacent materials [28] are separated by distances , where is the atomic radius, the wavefunctions decay exponentially and no bonding forces are operative. At these distances, each molecule (atom) may be characterized as a dipole antenna emitting a fluctuating field with a frequency distribution characterized by an average frequency . For distances smaller than the average emitted wavelength, i.e., or , the emitted fields are reactive in nature, i.e., they vary with distance as . Therefore, with reference to two emitting molecules (atoms), separated a distance R and endowed with dipole operators , the van der Waals interaction energy between them derives from the self-consistent field induction at each others' site. In particular, atom 1 induces a field at the site of atom 2 given by , which, in turn, induces a dipole at the site of atom 2 given by , where is the polarizability at the site of atom 2. Similarly, the induced dipole at atom 2 induces a field at the site of atom 1 given by . Thus, the average ground state dipole energy of atom 1 is given by [28] and is a function of its average dipole fluctuation. The signature of van der Waals forces is the distance dependence.
For calculations, Desquesnes, Rotkin, and Aluru [29] have modeled the van der Waals energy by the expression (20) where and embody two domains of integration of the adjacent materials, and are the densities of atoms pertaining to the domains and , is the distance between any point in and , and , with units eV , is a constant characterizing the interaction between atoms in materials 1 and 2. While a good first step for modeling purposes, the exclusively pairwise nature of the contributions embodied by (20) may not be accurate enough for tube geometry, since it is known [30] that, in exact calculations, one needs to consider three-particle, four-particle, etc., interactions, or equivalently multipole interactions. These multiple interactions must be included to improve modeling results.
Nevertheless (21) where 38 nm is the atomic surface density and is the CNT length. The corresponding van der Waals force is given by (22) at the bottom of the page.
As mentioned previously, the van der Waals force is one contributor to the phenomenon of stiction. Thus, its prominence must be accounted for in the design of advanced structures, e.g., nanoelectromechanical frequency tuning systems [6] based on quantum gears [31] , as estimates of its magnitude are useful in designing against it [4] .
2) Casimir Force: The Casimir force arises from the polarization of adjacent material bodies, separated by distances of less than a few microns, as a result of quantum mechanical fluctuations in the electromagnetic field permeating the free space between them [24] - [27] . It may also arise if vacuum fluctuations are a classical real electromagnetic field [33] . The force may be computed as retarded van der Waals forces or as due to changes in the boundary conditions of vacuum fluctuations; these are equivalent viewpoints as far as it is known [30] .
When the material bodies are parallel conducting plates, separated by free space, the Casimir force is attractive [24] ; however, in general whether the force is attractive or repulsive [32] , [34] depends on the both the boundary conditions, including specific geometrical features, imposed on the field as well as the relationship among material properties of the plates and the intervening space. For example, repulsive forces are predicted by Lifshitz' formula [25] if the material between two plates has properties that are intermediate between those of the plates.
The startling aspect of the Casimir force is that it is a manifestation of the purely quantum mechanical prediction of zero-point vacuum fluctuations [24] - [27] (see Appendix A), i.e., of the fact that, even in circumstances in which the average electromagnetic field is zero, its average energy shows fluctuations with small but nonzero value, i.e., there is virtually infinite energy in vacuum. Research efforts aimed at the practical exploitation of this extremely large energy source, residing in free space, are under way [35] - [37] .
Calculating the Casimir force entails circumventing the fact that the zero-point vacuum energy diverges, and many techniques to accomplish this have been developed [24] - [27] , [38] , (22) [39], but including these in our presentation is well beyond the scope of this article. The essence of many of these calculations, however, is to compute the physical energy as a difference in energy corresponding to two different geometries, e.g., the parallel plates at a distance apart, and these at a distance , where the limit as tends to infinity is taken. For flat surfaces, the infinite part of the energy cancels when the energy difference of the two configurations is taken. The calculated zero-temperature Casimir energy for the space between two uncharged perfectly conducting parallel plates (Fig. 6 ) is given by (23) and the corresponding Casimir force per unit area is given by (24) For planar parallel metallic plates with an area 1 cm and separated a distance 0.5 m, the Casimir force is 2 10 . Many experiments measuring the Casimir force under various conditions, such as effecting normal displacement between a sphere and a smooth planar metal and between parallel metallic surfaces, as well as effecting lateral displacement between a sphere and a sinusoidally corrugated surface, have been performed [39] - [44] , [66] . A good recent review of experiments and theory for Casimir forces has been published by Bordag et al. [39] .
Since the Casimir energy/force is a sensitive function of the boundary conditions, corrections to the ideal expression (24) have been introduced to account for certain deviations. For example, for the sphere-plate geometry, the zero-temperature Casimir force is given by (25) where is the radius of curvature of the spherical surface.
To include the finite conductivity of the metallic boundaries, two approaches have been advanced. In one, the force is modified as [45] , [46] (26) where is the metal plasma frequency [19] . In the other, obtained by Lifshitz [47] , the correction is ingrained in the derivation of the Casimir force, and is given by (27) where , is the dielectric constant of the metal, is the imaginary component of , and is the imaginary frequency given by . Corrections due to nonzero temperature yield [27] ( 28) where , is the Boltzmann constant, is the absolute temperature, and for for (29) with 1.202 Roy and Mohideen [40] included originally the effects of surface roughness, which changes the surface separation, by replacing the flat plate with a spatial sinusoidal modulation of period , and the energy averaged over the size of the plates, L, to obtain (30) where is the corrugation amplitude. The corresponding Casimir force is then given by the so-called Force Proximity Theorem [48] relating the parallel plate geometry and the sphere-plate geometry, namely (31) For and , where is the average surface separation after contact due to stochastic roughness of the metal coating, they recommend the following coefficients in (30): , , , . A more accurate and general model for stochastic surface roughness, Fig. 7 . View of the suspended (thermally isolated) device on which quantized thermal conductance was first measured. The device consists of a 4 2 4 m "phonon cavity" patterned from the membrane. The bright c-shaped objects on the device are thin-film gold transducers (one heats the cavity, the other senses temperature rise), whereas in the dark regions the membrane has been completely removed. The transducers are connected to thin-film niobium leads that run atop the narrow (neck widths <200 nm) "phonon waveguides"; these leads ultimately terminate at the wirebond pads [51] .
advanced by Harris, Chen, and Mohideen [41] , includes the effects of surface roughness, by replacing the flat plate with the mean stochastic roughness amplitude , to obtain (32) where is derived from direct measurements via an AFM.
C. Quantized Heat Flow
In bulk devices, the rate of heat conduction per unit area is proportional to the temperature gradient, i.e., Fourier's law , where is the bulk coefficient of thermal conductivity. This expression assumes [49] , where is a numerical factor, is the specific heat per unit volume, is the velocity of sound, and is the phonon mean free path, i.e., the typical device dimension . At nanoscale dimensions, however, and the phonons propagate ballistically. In this case, theory developed by Rego and Kirczenow [50] , and experiments performed by Schwab et al. [51] , have shown (Fig. 7) that the thermal conductance between isolated right and left temperature reservoirs, which are only interconnected through the device, is given by Landauer's theory as (33) where and are the frequency and phonon transmission probability of normal mode , respectively, and represents the thermal distribution of phonons in reservoir with temperature . While, it has been demonstrated in the works of Angelescu et al. [11] and of Rego and Kirczenow [51] that the transmission probability is sensitive to the geometrical features of the nanoscopic systems, in particular, to phonon scattering due to surface roughness and transitions (nonadiabatic mode coupling), the main conclusion from (56) was that at low temperatures heat transport is mediated by a universal constant, namely, the quantum of thermal conductance due to phonons [51] . This has serious implications pertaining to the maximum rate at which power can be dissipated in NEMX, and indeed nanoscale thermal transport is a very active area of current research [52] .
IV. NANOELECTROMECHANICAL DEVICE-CIRCUIT PARADIGMS
The new "electronics," enabled by NEMX, will exploit the coexistence of mesoscopic and mechanical devices operating in the quantum mechanical regime. Thus, a plethora of phenomena, such as tunneling, charge quantization, the Casimir effect, motion quantization, entanglement, etc., are at our disposal to exploit in creating powerful computing and communications hardware. This section exposes a variety of emerging devices that embody potential NEMX device-circuit paradigms.
A. Resonator Operating as Charge Detector
This device was experimentally demonstrated by Krömmer et al. [53] . In this device a low-power RF signal propagates through a suspended resonator (Fig. 8) and sets it into vibration. With an in-plane magnetic field applied perpendicular to the beam, a Lorentz force perpendicular to the substrate surface is developed. Application of a voltage between the gate and the beam, induces a charge on the beam via the relation and essentially modifies its stiffness (spring constant). This results in a mechanical resonance frequency shift of , where is the gate-beam coupling capacitance and represents the second derivative of the capacitance with respect to beam elongation amplitude evaluated at 0. Optimum charge detection (maximum frequency shift) is obtained when RF power drives the beam to the verge of nonlinear amplitude vibration. For a gate bias of 4 , a magnetic field of 12 T, and an RF power of 52.8 dBm at 37.29 MHz, a charge detection resolution of about 70
Hz. This device has the potential to exploit the charge discreteness effect.
B. Mechanical Which-Path Electron Interferometer
Armour and Blencowe [54] presented a theoretical analysis for this concept. A cantilever resonator operating at radio frequencies is disposed over one of the arms of an Aharonov-Bohm (AB) [55] ring containing a quantum dot (QD) (Fig. 9) . Electrostatic coupling of the vibrating beam with electrons hopping in/out of the QD modulates the interference fringes, according to the vibration frequency -electron dwell time , product, where is the electron energy spread. For , short dwell time, interference fringes are destroyed if , where is the thermal position uncertainty of the cantilever and the electric field. This signals electron dephasing and detection in QD arm. For , the beam-QD behaves as a coherent quantum system, beam vibration and QD exchange virtual energy quanta in resonance, and interference fringes are modulated at beam vibrating frequency. For the largest dwell times, the environment induces lost of coherence. This device has the potential to exploit charge discreteness effect.
C. Parametric Amplification in Torsional MEM Resonator
This device was experimentally demonstrated by Carr et al. [56] . A torsional resonator of quality factor (Fig. 10 ) is excited at a fundamental driving frequency , which applies a torque
. If the device is driven at resonance, with an applied torque given by , where is the phase angle between excitations at and , then the torsional spring constant exhibits a modulation . Under these circumstances, the angular amplitude response adopts the form
Accordingly, with zero signal amplitude at , , and the angular response is . Otherwise, the square-root factor acts as a phase-dependent gain, becoming infinity when and . For , the angular response may be approximated by (35) where is a structure-dependent parameter, showing that the gain increases with the pump signal amplitude. The device has the potential to exploit the Casimir effect. 
D. Casimir Effect Oscillator
This device, which was proposed and analyzed by Serry et al. [57] in 1995 (Fig. 11) and experimentally realized by Chan et al. [58] in 2001, represents the first clear demonstration of the impact of the Casimir force in the performance of NEMX. The experiment entailed changing the proximity of a vibrating rotational resonator to a metallic sphere [ Fig. 12(a) ] to measure its behavior in the absence/presence of the Casimir force. After determining the drive for linear response, the proximity of the oscillator to a metallic sphere was varied and the resonance frequency measured exhibited a behavior, as depicted in Fig. 12(b) . Pictures of the fabricated torsional Casimir resonator are shown in Fig. 13 . For sphere-oscillator distances greater than 3.3 m, the oscillator resonance frequency was equal to the drive frequency, 2748 Hz, and the angular amplitude frequency response was symmetric and centered on the drive frequency , where is the spring constant and the moment of inertia, consistent with mass-spring force oscillator behavior. However, as the sphere-oscillator distance was decreased, in particular, at 141, 116.5, and 98 nm, the resonance frequency shifted, according to , where is the first derivative of the external force evaluated at and the angular amplitude frequency response asymmetric and hysteretic. This behavior was shown to be consistent with the dynamics of a mass-spring-Casimir force system. The ramifications of this beautiful experiment are enormous; in particular, it may be concluded that the Casimir force will be one of the factors limiting the integration level or density of NEMX. 
E. Noise in NEMX-Quantum Squeezing
Ultimately, the purity of resonator vibration is determined by its zero-point fluctuations. In this context, quantum squeezing techniques [59] may be applied to reduce the fluctuations in flexural motion. Application of quantum squeezing to mechanical resonators has been studied theoretically by Blencowe and Wybourne [60] . Accordingly, by exciting the resonator with a pumping voltage of the form , its spring constant becomes , where , and . When the effective resonator spring constant increases, the curvature of the effective potential narrows [59] and this squeezes the wavefunction. In particular, for a phase , the quantum uncertainty in the flexural displacement becomes (36) where . Then, with defining the zero-point uncertainty, the squeezing factor becomes (37) which, for 1, denotes the occurrence of quantum squeezing. Blencowe and Wybourne [55] found that using typical resonator values, e.g., density 3.99 10 kg/m , Young's modulus 3.7 10 N/m , beam-to-substrate distance 50 nm, beam thickness 100 nm, and length 2700 nm, the squeezing factor is 0.25, which signals the realization of quantum squeezing, i.e., noise reduction below that of zero-point fluctuations in the flexural displacement mode.
F. Magnetomechanically Actuated Beams
This idea was proposed and theoretically analyzed by Blom [61] . In addition to their function as mechanical elements (actuators), narrow metal-coated nanoscale beams also embody mesoscopic wires. If such a beam is elongated due to, say, electrostatic actuation, this results in a reduction in its cross-sectional area, and in particular, that of the current-carrying metallization/wire, and as a consequence, the conductance of the latter changes as transverse quantized modes are pushed above the Fermi level. The change in thermodynamic potential as the wire elongates and, in turn, produces a force along the length of the wire, which is given by (38) where is the Fermi energy, the electron mass, and is the energy of the transverse modes. This force manifests as force and beam deflection fluctuations. On the other hand, if the beam is not electrostatically actuated, but a magnetic field is applied along its length, it will also cause conductance changes as the Landau levels [49] push the energy above the Fermi level. Thus, the beam is magnetomechanically actuated. This devices has the potential to exploit charge discreteness effect.
G. Systems-Functional Arrays
The dynamic properties of the collective modes in a MEMS resonator array were studied experimentally by Buks and Roukes [62] , and theoretically by Lifshitz and Cross [63] . In this concept, the lateral electrostatic coupling of an array of doubly anchored beams leads to collective modes that resemble phonons. Adjustment of the coupling serves to tune the diffraction properties of the mechanical lattice the array embodies. In a related concept, De Los Santos [64] unveiled the idea of populating a rigid photonic bandgap crystal lattice with a subarray of MEMS switches. Then, by exploiting the noninvasive properties of these, i.e., their ideal ON/OFF states, localized states modes could be formed that enabled the ON/OFF switching of pass bands within the photonic bandgap, thus making the system programmable.
Ideas such as these, give a glimpse of the potential avenues of progress in the future implementation of NEMX-based signal processing functions.
V. CONCLUSION
We have introduced the field of NEMX. In our conception, NEMX exploits molecular, mesoscopic and nanoscale mechanical device physics, in particular, novel quantum mechanical effects, such as quantized heat flow, manifestation of charge discreteness, and the QED Casimir effect. While the field is nascent, many creative device-circuit paradigms are emerging which exemplify a sample of the rich universe of principles that might comprise the basis of the "new electronics." Having an origin on efforts for demonstrating physical phenomena, the specific way in which proposed and demonstrated principles and devices may be exploited for these applications is not always addressed in the literature. Obviously, much work remains to be done, as the low-temperature requirements of many of these concepts must be overcome before they can embody the core of the room-temperature-operating computers and wireless communications appliances of the future.
APPENDIX A QUANTUM MECHANICS PRIMER
Phenomena occurring at microscopic scales are governed by quantum mechanics (QM) [53] . According to QM, all the information regarding a microscopic particle (e.g., momentum and position) is contained in its wavefunction . This wavefunction obeys an operator equation, namely, Schrödinger's equation, and is determined by the total energy of the particle. In the simplest case of a particle of mass and constant total energy (Hamiltonian) performing an oscillatory motion in a potential , with kinetic energy , Schrödinger's equation is given by (A.1) where the first and second terms represent kinetic and potential energy operators, respectively, and are expressed in terms of momentum and position operators, with defined by . As conjugate operators, and obey a commutation relation, namely, , which indicates that the order in which they are applied is important. is Planck's divided by . Furthermore, as conjugate operators, they also obey an uncertainty relation, namely, , which gives the uncertainty in their values. A state prepared such that, say, is called a squeezed state. Such a state lowers the uncertainty in one operator at the expense of that in the other [51] .
Solving Schrödinger's operator equation entails finding the eigenvalues giving the possible energies (frequencies) of the particle, and their corresponding eigenvectors giving the wavefunctions that describe propagation in the system. For example, when the particle in question refers to atoms, separated by a distance , undergoing longitudinal vibration modes in an MLC, described by the Hamiltonian (A.2) then the eigenvalues (frequency dispersion curve) are , and the eigenfunctions (propagating modes) [21] . Since, comparing (A.1) and (A.2), it is obvious that the latter is the sum of the Hamiltonian of "particles," the MLC may be visualized as consisting of a set of particles vibrating independently. In the context of the MLC, in which the vibrations represent acoustic waves, such fictitious particles are, in fact, called phonons, and (A.2) implies that the state of the MLC, in particular, its total energy, may be specified by giving the number of "particles" present. Now, it turns out that making the association However, if the field contains no phonons , the energy is not zero, but is given by (A.8) This state is called the vacuum state, and the corresponding energy is called zero-point energy. Notice that, since n , the zero-point vacuum energy is, in principle, infinite! In practice, however, various factors, such as dielectric constant cutoff, preclude it from becoming infinity, although still very large. If we imagine the free space in which a -directed, -polarized electromagnetic wave propagates as being divided into cubes of volume , then the solution to its associated electric field wave equation provided one makes the associations and . The fact that each term in (A.17) is identical to the energy of a harmonic oscillator of frequency implies that the field may be visualized as consisting of (or being populated by) a number of such oscillators (photons), and the analysis given above follows directly. Accordingly, we can write (A.18) Again, ideally for , it is concluded that the electromagnetic vacuum possesses infinite energy. Furthermore, it can be shown [51] that the averages of the field and its magnitude squared are and , where has dimensions of electric field. Thus, even when there is no field present , the vacuum is endowed with a nonzero root-mean-square deviation. These are called zero-point vacuum fluctuations and are the essence of the Casimir effect.
