In this paper we show that the left-invariant geodesic flow on the symplectic group with metric given by the Frobenius norm is an integrable system that is not contained in the Mishchenko-Fomenko class. We show that this system may be expressed as a flow on symmetric matrices and that the system is bi-Hamiltonian.
Introduction
This paper continues the analysis, begun in Bloch and Iserles [2005] , of the set of ordinary differential equationsẊ = [X 2 , N ],
(1.1)
where X ∈ Sym(n), the linear space of n × n symmetric matrices,Ẋ denotes the time derivative, N ∈ so(n), the space of skew symmetric n × n matrices, is given, and where initial conditions X(0) = X 0 ∈ Sym(n) are also given. It is easy to check that [X 2 , N ] ∈ Sym(n), so that if the initial condition is in Sym(n), then X(t) ∈ Sym(n) for all t. Also, because of the straightforward identity X 2 , N = [X, XN + N X], this equation may be rewritten in the Lax forṁ X = [X, XN + N X],
(1.2) again with initial conditions X(0) = X 0 ∈ Sym(n). We show below that this system may be viewed as a Lie-Poisson system on the symplectic Lie algebra and that it is bi-Hamiltonian. We show however that it is not in the Mischenko-Fomenko class of integrable systems (Mishchenko and Fomenko [1976] ). Despite this we prove that is integrable. We use the Lax pair with parameter found in Bloch and Iserles [2005] to find a class of integrals that we show are in involution using the bi-Hamiltonian structure and the technique of Morosi and Pizzocchero [1996] and we prove independence using the work of Mishchenko and Fomenko [1976] .
The Lie Algebra
We can regard N as a Poisson tensor on R n by defining the bracket of two functions f, g as {f, g} N = (∇f ) T N ∇g.
(2.1)
The Hamiltonian vector field associated with a function h (with the convention thatḟ (z) = X h (z) · ∇f (z) = {f, h} (z)) is given by X h (z) = N ∇h(z),
( 2.2) as is easily checked. For each X ∈ Sym(n) define the quadratic Hamiltonian Q X by Lemma 2.1. For X, Y ∈ Sym(n), we have (2.4) where [X, Y ] N = XN Y − Y N X ∈ Sym(n). In addition, Sym(n) is a Lie algebra relative to the Lie bracket [·, ·] N . Therefore, Q : X ∈ (Sym(n), [·, ·] N ) → Q X ∈ (Q, {·, ·} N ) is a Lie algebra isomorphism.
Proof. Using (2.1) we have
Recall that the notation Q V is reserved only for symmetric matrices V . Since X, Y ∈ Sym(n) implies that [X, Y ] N = XN Y − Y N X ∈ Sym(n) we can write Q [X,Y ] N in the preceding equation. The bracket [·, ·] N on Sym(n) is clearly bilinear and antisymmetric. The Jacobi identity is a straightforward direct verification.
It is a general fact that Hamiltonian vector fields and Poisson brackets are related by
where the bracket on the left hand side is the Jacobi-Lie bracket. Thus, it is natural to look at the corresponding algebra of Hamiltonian vector fields on the Poisson manifold (R n , {·, ·} N ) associated to quadratic Hamiltonians. If we take f = Q X and g = Q Y , with X f = N X and X g = N Y , and recall that the Jacobi-Lie bracket of linear vector fields is the negative of the commutator of the associated matrices, then we have Proposition 2.2. Equations (2.4) and (2.5) imply
We can of course one verify this by hand.
Letting LH denote the Lie algebra of linear Hamiltonian vector fields on R n relative to the commutator bracket of matrices, (2.6) states that the map
is a homomorphism of Lie algebras 1 .
If N is invertible, then this homomorphism is an isomorphism. In addition, the non-degeneracy of N implies that n is even and that R n is a symplectic vector space relative to the symplectic form defined by N −1 . Therefore, the Lie algebra (LH, [·, ·] ) is isomorphic to the Lie algebra sp(R n , N −1 ) of linear symplectic maps of R n relative to the symplectic form N −1 , that is to the classical Lie algebra sp(n, R).
We summarize these considerations in the following statement.
is a Lie algebra homomorphism and if N is invertible it induces an isomorphism of (Sym(n), [·, ·] N ) with sp(n, R).
Euler-Poincaré Form
Identify Sym(n) with its dual using the the positive definite inner product X, Y := trace (XY ) , for X, Y ∈ Sym(n).
(3.1)
Remark. The inner product X, Y is not ad invariant relative to the N -bracket, but another one, namely κ N (X, Y ) := trace(N XN Y ) is invariant, as is easy to check.
Define the Lagrangian l : Sym(n) → R on the Lie algebra (Sym(n), [·, ·] N ) by
are the Euler-Poincaré equations 2 corresponding to the Lagrangian (3.2) on the Lie algebra (Sym(n), [·, ·] N ).
Proof. Recall that the general (left) Euler-Poincaré equations on a Lie algebra g associated with a Lagrangian l : g → R are given by
where Dl(ξ) ∈ g * is the Fréchet derivative of l at ξ. Equivalently, for each fixed η ∈ g, we have
In our case, letting ξ = X and η = Y , equations (3.4) become
which gives the result.
Identifying Sym(n) with its dual using the inner product (3.1) endows Sym(n) with the the (left, or minus) Lie Poisson bracket
where ∇f is the gradient of f relative to the inner product ·, · on Sym(n). It is easy to check that the equationsẊ = X 2 , N are Hamiltonian relative to the function l defined in (3.2) and the Lie-Poisson bracket (3.5).
Later on we shall also need the frozen Poisson bracket
It is a general fact that the Poisson structures (3.5) and (3.6) are compatible in the sense that their sum is a Poisson structure (see e.g. Exercise 10.1-5 in Marsden and Ratiu [1994] ).
For what follows it is important to compute the Poisson tensors corresponding to the above Poisson brackets. Recall that the Poisson tensor can be viewed as a vector bundle morphism B : T * (Sym(n)) → T (Sym(n)) covering the identity. It is defined by B(dh) = {·, h} N for any locally defined smooth function h on Sym(n). Since Sym(n) is a vector space, these bundles are trivial and hence the value B X at X ∈ Sym(n) of the Poisson tensor B is a linear map B X : Sym(n) → Sym(n) by identifying Sym(n) with its dual using the inner product ·, · . Proposition 3.2. Denote the value at X ∈ Sym(n) of the Poisson tensors corresponding to the Lie-Poisson (3.5) and frozen (3.6) brackets by B X and C X , respectively. Then for any Y ∈ Sym(n) we have
Proof. Let f and g be locally defined smooth functions on Sym(n). The definition of B X gives
which proves (3.8).
Proposition 3.3 (Casimir Functions). Assume that N is invertible so that n is even, say n = 2p.
(i) If N is the standard skew matrix J, then the Casimir functions for the frozen Poisson structure (3.6) are given by
where E k is a basis of the p 2 dimensional subspace of Sym(2p) consisting of symmetric matrices that commute with N .
(ii) The Casimir functions for the Lie-Poisson bracket {·, ·} N are given by
Proof. To prove (i), one first shows by a direct computation using block matrices that the set of symmetric matrices that commute with J are of the form
where A is a symmetric p × p matrix and B is a skew symmetric p × p matrix. This space is clearly of dimension p 2 , which, being the kernel of the Poisson tensor, is also the codimension of the symplectic leaves. If E belongs to this space, then the linear function given by trace(EX) has gradient E, which is annihilated by the frozen Poisson tensor C X . We have the same number of functions as the codimension of the symplectic leaves, which means that we have "all" of the Casimir functions in the sense of functional dependence. Thus, (i) follows.
To prove (ii), note that ∇C k (X) = N −1 XN −1 · · · N −1 XN −1 (with (2k − 1) factors of X) and hence (3.7) gives
Note that the gradients ∇C k (X) are all nonzero and hence C k is a nonzero polynomial of degree 2k. Thus, these functions, being polynomials of different degrees, are independent. The number of these Casimirs is correct since it is known that the rank of sp(2p, R) is p.
To
We shall prove that ∇C 1 (X), ∇C 2 (X), . . . , ∇C p (X) are linearly independent on a Zariski open dense subset of Sym(n). The first condition we impose is that X be invertible. Let D be the diagonal form of the matrix X, that is, there is an orthogonal matrix P such that X = P T DP with all elements λ i on the diagonal of D non-zero. Therefore,
Multiplying this by (P T A) −1 on the left and (AP ) −1 on the right gives α 1 D + α 2 DADAD + · · · + DA · · · AD = 0, where the coefficient of α k has 2k − 1 factors of D and 2k − 2 factors of A. Multiply this by D −1 on the left and get
(3.9)
Now assume that A = J and write D as a block diagonal matrix
which is a homogeneous linear system in the unknowns α 1 , . . . , α p whose coefficient matrix is Vandermonde with general term (−λ j µ j ) k for k = 0, 1, . . . , p − 1. The determinant of this Vandermonde matrix is i<j (λ i µ i − λ j µ j ). We shall require that λ i µ i = λ j µ j for all i = j which is the complement of p(p − 1)/2 curves in the set of invertible symmetric matrices. On this set it follows that α 1 = . . . α p = 0 which means that on this set ∇C 1 (X), . . . , ∇C p (X) are linearly independent.
The Sectional Operator Equations
This section shows that the flow (1.1) is not of the sectional operator type discussed in Mishchenko and Fomenko [1976] ; in fact, this is the case already for 2×2 matrices with the canonical choice of N . Let
and denote elements of Sym(2) by
One can readily check that a maximal Abelian subalgebra of Sym (2), that is, a Cartan subalgebra, consists of purely off diagonal matrices
A complementary subspace is Sym d (2), the space of diagonal 2 × 2 matrices. Notice that for any X ∈ Sym(2) we have
and hence, also in accordance with general theory, if α = 0, then ad A : Sym d (2) → Sym d (2) is an isomorphism. Thus the inverse ad −1
An operator of this form is called a sectional operator in the sense of Mishchenko and Fomenko [1976] . The equations defined by a sectional operator arė
We shall now prove that (1.1) is not in this family. Indeed, since
.
(4.8)
The only way equations (4.6) and (4.8) can be identical is if one requires that a = d, which is not allowed since X is arbitrary in Sym(2). Therefore the system (1.1) is not in the list of equations of generalized rigid body type on sp(2, R) described by a sectional operator in Mishchenko and Fomenko [1976] . Despite the fact that our system is not in the class of integrable systems studied in Mishchenko and Fomenko [1976] , we shall see in the next section that by using the techniques of Manakov [1976] and Magri [1978] (the method of recursion operators), the system is nonetheless integrable. This is not the only case when a new integrable system was found on a simple Lie algebra. A similar situation occurs for so(4). There are three known left invariant metrics on SO(4) whose geodesic flows are integrable Hamiltonian systems: the generalized rigid body given by a sectional operator as above (Mishchenko [1970] , Manakov [1976] , Mishchenko and Fomenko [1976] , Ratiu [1980] ), the system obtained from deformation of the classical Lyapunov-Steklov integrable case on SE(3) case obtained by deforming the Lie algebra se(3) to so(4) (Borisov, Mamaev, Sokolov [2001] ) and the one found by Adler, van Moerbeke [1986] (see also Theorem 8.3, page 270 in Adler, van Moerbeke, Vanhaecke [2004] ). Sokolov [2001] shows that the cases two and three are not linearly equivalent. A Lax pair for this third system in the Lie algebra G 2 was found by Reyman and Semenov-Tian-Shansky [1986] . The first case is the only algebraically completely integrable system (see Adler, van Moerbeke, Vanhaecke [2004] for the definition, an in-depth study of such systems, and many examples) for a left invariant diagonal metric in the standard basis of so(4). This was proved first by Adler, van Moerbeke [1982] and then generalized to SO(n) by Haine [1984] . The second and third cases correspond to left invariant metrics which are not diagonal in the standard basis of so(4). The second case still has a fourth quadratic invariant (besides the two Casimirs and the Hamiltonian) while the third case has a fourth quartic invariant. It is proved in Adler, van Moerbeke, Vanhaecke [2004] that in a certain large class of metrics (non-degenerate half-diagonal metrics with some weight homogeneity conditions) these three cases are the only algebraically completely integrable geodesic flows. Whether these three cases are the only algebraically completely integrable geodesic flows in the class of all left invariant metrics is still an open question. See Sokolov [2002] for a review and references of what is known about the Kirchhoff case (the motion of a rigid body in an ideal fluid).
Another example of an integrable system, this time on SO(4), given by a leftinvariant metric was given by Haine [1983] .
Lax Pairs with Parameter
To prove that system (1.1) is integrable for any choice of N , we will compute its flow invariants. Bear it in mind that, by virtue of the isospectral representation (1.2), we already know that the eigenvalues of X, or alternatively, the quantities trace X k for k = 1, 2, . . . , n − 1, are invariants.
One way to compute additional invariants is to rewrite the system as a Lax pair with a parameter. One can do this in a fashion similar to that for the generalized rigid body equations (see Manakov [1976] ).
Theorem 5.1. Let λ be a real parameter. The system (1.2) is equivalent to the following Lax pair system d dt (X + λN ) = X + λN, N X + XN + λN 2 (5.1)
Proof. The proof is a computation. The only nontrivial power of λ to check is the first one. In fact, the coefficient of λ on the right hand side of equation (5.1) is
which proves (5.1).
We recall from Manakov [1976] and Ratiu [1980] that the left-invariant generalized rigid body equations on SO(n) may be written aṡ
where Ω = Q −1Q ∈ so(n) is the body angular velocity, Q ∈ SO(n) denotes the configuration space variable (the attitude of the body), and
is the body angular momentum. Here J : so(n) → so(n) is the symmetric, positive definite (and hence invertible) operator defined by
where Λ is a diagonal matrix satisfying Λ i + Λ j > 0 for all i = j. For n = 3 the elements of Λ i are related to the standard diagonal moment of inertia tensor I by Manakov [1976] has noticed that the generalized rigid body equations (5.2) can be written as a Lax equation with a parameter in the form Note the following contrast with our setting: in the Manakov case the system matrix M is in so(n) and the parameter Λ is a symmetric matrix while in our case X is symmetric and the parameter N ∈ so(n).
For the generalized rigid body the nontrivial coefficients of λ i , 0 < i < k in the traces of the powers of M +λΛ 2 then yield the right number of independent integrals in involution to prove integrability of the flow on a generic adjoint orbit of SO(n) (identified with the corresponding coadjoint orbit). The case i = 0 needs to be eliminated, because these are Casimir functions.
Similarly, in our case, the nontrivial coefficients of 
where i = (i 1 , i 2 , . . . i s ), j = (j 1 , j 2 , . . . j s ) are multi-indices, i q , j q = 0, 1, . . . , k − 1, and |i| = s q=1 i q , |j| = s q=1 j q . The coefficient of λ k is the constant N k so it should not be counted. Thus we have r < k. In addition, since the trace of a matrix equals the trace of its transpose, X ∈ Sym(n), and N ∈ so(n), it follows that
Therefore, if r is odd, then necessarily trace |i|=k−r |j|=r X i 1 N j 1 X i 2 · · · X is N js = 0 and only for even r we get an invariant. Thus, we are left with the invariants trace |i|=k−2r |j|=2r
for i q , j q = 0, . . . , k − 1, r = 1, . . . , k−1 2 , where [p] denotes the integer part of p ∈ R. Altogether, this results in n 2 n + 1 2 invariants as an easy inductive argument shows. If N is invertible, then n = 2p and hence n 2
which is half the dimension of the generic adjoint orbit in sp(2p, R). Therefore, these cnoserved quantities are the right candidates to prove that system is integrable on the generic coadjoint orbit of Sym(n). This will be proved in the next sections.
Integrability
This section shows that the Hamiltonian system (1.1) is integrable in the case n = 2p.
Bihamiltonian structure. We begin with the following observation.
Proposition 6.1. The systemẊ = X 2 N − N X 2 is Hamiltonian with respect to the bracket {f, g} N defined in (3.5) using the Hamiltonian h 2 (X) := 1 2 trace(X 2 ) and is also Hamiltonian with respect to the compatible bracket {f, g} F N defined in (3.6) using the Hamiltonian h 3 (X) := 1 3 trace(X 3 ).
Proof. We have implicitly checked the first statement already using Euler-Poincaré theory, but here is a direct verification. We want to show that the conditionḟ = {f, h 2 } N for any f determines the equationsẊ = X 2 N − N X 2 . First note that f = trace(∇f (X)Ẋ). Second, since ∇h 2 (X) = X, the right hand side {f, h 2 } N becomes by (3.5)
Thus,Ẋ = X 2 N − N X 2 as required.
To show that the same system is Hamiltonian in the frozen structure, we proceed in a similar way. Noting that ∇h 3 (X) = X 2 , we get from (3.6)
and henceẊ = X 2 N − N X 2 , as before.
Involution. Next we begin the proof that the n 2 n+1 2 integrals given in (5.5), namely h k,2r (X) := trace |i|=k−2r |j|=2r
λ k−r h k,k−r (X) . (6.1)
As explained before, not all of these coefficients should be counted: roughly half of them vanish and the last one, namely, h k,k , is the constant N k . Consistent with our notation for the Hamiltonians, we set h k = h k,0 . Firstly we need the gradients of the functions h λ k . Lemma 6.2. The gradients ∇h λ k are given by
Proof. We have for any Y ∈ Sym(n),
Since , is nondegenerate on Sym(n), the result follows.
Proposition 6.3. B X (∇h λ k (X)) = C X (∇h λ k+1 (X)) (6.3)
Proof. By (3.7) we have
by (3.8), which proves the formula.
Proposition 6.4. The functions h k,k−r satisfy the recursion relation B X (∇h k,k−r (X)) = C X (∇h k+1,k−r (X)) (6.4)
Proof. Substituting (6.1) into (6.3) we obtain
Since ∇h k+1,k+1 (X) = N k+1 , formula (3.8) implies that C X (∇h k+1,k+1 (X)) = 0. Thus on the right hand side the sum begins at r = 1. Changing the summation index on the right hand side now from r to r − 1 and identifying the coefficients of like powers of λ yields (6.4).
Remark. It is worth making a few remarks about Propositions 6.3 and 6.4. Note that unlike the similar recursion for the rigid body Mankov integrals (see e.g. Morosi and Pizzocchero [1996] ) our polynomial recursion relation (6.3) does not have a premultiplier λ on the right hand side and the polynomials on the left and right hand sides appear to be of different order. This cannot be and indeed is not so. Indeed the highest order order coefficient on the right hand side vanishes by virtue of following result.
Corollary 6.5. The functions h k,k−1 (X) are Casimirs for the frozen Poisson structure, i.e. C X (∇h k,k−1 (X)) = 0 (6.5) for all k.
Proof. By (6.1), h k,k−1 (X) = trace N k−1 X , so its gradient equals ∇h k,k−1 (X) = N k−1 . So (3.8) immediately gives (6.5).
The recursion relations (6.4) for r = 0 also imply the following relation between the Hamiltonians that can also be easily checked by hand. Corollary 6.6. B X (∇h k (X)) = C X (∇h k+1 (X)) (6.6)
Example: An interesting nontrivial example of the recursion relation to check is B X (dh 3,2 (X)) = C X (dh 4,2 (X)) where h 3,2 (X) = trace(N 2 X) and h 4,2 (X) = trace(N 2 X 2 )+ 1 2 trace(N XN X). This example illustrates how the recursion relation works despite the apparent inconsistency in order.
Uising the recursion relations involution follows immediately.
Proposition 6.7. The invariants h k,k−r are in involution with respect to both Poisson brackets {f, g} N and {f, g} F N .
Proof. The definition of the Poisson tensors B X and C X and the recursion relation (6.4) give
for any k, l = 1, . . . , n − 1, r = 1, . . . , k and q = 0, . . . , l − 1.Of course, in these relations we assume that k − r and l − q are even, for if at least one of them is odd, the identity above has zeros on both sides. Repeated application of this relation eventually leads to Hamiltonians h k,k−r where either k − r is a power that does not exist for k, in which case the Hamiltonian is zero, or one is led to h 0,0 which is constant. This shows that {h k,k−r , h l,l−q } N = 0 for any pair of indices.
In a similar way one shows that {h k,k−r , h l,l−q } F N = 0.
Independence We now show that for n = 2p the system (1.1) the integrals (5.5) are independent and hence this system is integrable. To do this we map to the family of Mischenko-Fomenko integrals. While this gives us independence of integrals we note that the Hamiltonian structure and the nature of the equations here are different, as remarked earlier, from the Michenko-Fomenko case. Thus involution requires a different approach apparently from the Mischnko-Fomenko setting, such as the one taken above.
Proposition 6.8. The integrals (5.5) are independent.
Proof. We may again use the mapping which takes X ∈ Sym(n) to N X ∈ LH, letting the operator act on X + λN and giving us N X + λN 2 . Now this is a an element of the symplectic Lie algebra plus a symmetric matrix and is thus of the form of an operator of the "normal" family of operators described in Mishchenko and Fomenko [1976] . Hence the integrals given by the traces of the powers of this operator span the half the tangent space to an adjoint orbit of the symplectic group. Since the number of nontrivial integrals we computed equal precisely this dimension they must be independent.
Hence, since we have involution and independence on an orbit we have proved: Theorem 6.9. For n = 2p the system (1.1) is completely integrable.
Conclusions
We have thus shown that the system (1.1) is integrable for n = 2p. We shall relax the n = 2p assumption in future work. We shall also discuss in a future paper other aspects such as its linearization on the Jacobi variety of the algebraic curve given by the Lax pair with parameter. Another interesting variation of this system that we shall consider in future work is the following:
A generalized system. The flow of (1.1) can be rendered more general by complexification. Generalizing it to evolution in su(n) yields an n 2 -dimensional flow of generalized rigid body type with two natural Hamiltonian structures. Let X 0 ∈ su(n), N ∈ Sym(n, R), and consideṙ X = [X 2 , N ] = [X, XN + N X], X(0) = X 0 . (7.1)
Note that X(t) evolves in su(n) since one readily checks that [X, XN +N X] ∈ su(n). Moreover, one can generalize this still further and take N ∈ su(n). We define H 1 (X) = 1 4 trace X(XN + N X), H 2 (X) = 1 2 trace X 2 .
Note that both Hamiltonians are real and that H 2 gives us our earlier Hamiltonian in the case that X is symmetric but that H 1 is zero in this case.
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