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Communicated by V. V. Saronov 
Asymptotic expansions for a class of functional limit theorems are investigated. 
It is shown that the expansions in this class tit into a common scheme, defined by a 
sequence of functions h, (E , ,..., E,), n > 1, of “weights” (for n observations), which 
are smooth, symmetric, compatible and have vanishing first derivatives at zero. 
Then h,(n-‘I’,..., n-‘/’ ) admits an asymptotic expansion in powers of n-l”. 
Applications to quadratic von Mises functionals, the C.L.T. in Banach spaces, and 
the invariance principle are discussed. 0 1985 Academic Press, Inc. 
1. INTRODUCTION 
Most limit theorems such as the central limit theorem in finite dimensional 
and abstract spaces and the functional limit theorems as well as the 
invariance principle admit (under appropriate conditions) refinements in 
terms of asymptotic expansions in powers of n-l’*, n denoting the number of 
observations. Results on expansions in the C.L.T. in IRk are summarized for 
example in Bhattacharya and Rao [ 11. For results in the infinite dimensional 
case see Giitze [8]. Nonlinear functionals like U-statistics of second order 
are studied in Callaert, Janssen, and Veraverbeke [3] and Gotze [7]. For 
special functionals of the empirical process like Kolmogorov-Smirnov type 
statistics exact combinatorial formulas and asymptotic expansions based 
there upon are well known. A number of results of this type are described in 
Durbin [6]. 
These expansions are obtained by very different techniques such as 
expanding the characteristic function of the particular statistic or starting 
from a combinatorial formula for its distribution function. 
The purpose of this paper is to show that most of these expansions can be 
obtained by the following scheme: 
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2 F. GZiTZE 
Suppose a sequence of probabilities h,, n = 1,2,..., is given, where n 
denotes the number of observations on which h, is based. Furthermore, 
assume that it is possible to introduce “weights” sj, j = l,..., n, for the obser- 
vations. More precisely, assume that there is a sequence of functions 
&SE , ,..., E,) of n arguments 1 Ejl < n - “‘, such that for every n > 1 
h, = h,(n-“2 ,..., n-l”) + O(n-(s-2)‘2), s> 3, (1.1) 
h,+ 1(~1,***, El-1 3 0, Ej+ 1 T***T &n) 
= hn(El v**y Ej- 17 Ej+ 1 ,***T &a), j = I,..., n, (l-2) 
$, &I(& *,"',&j-l,&j,&j+l,..., E >I n E,=lJ= 0, j = 1, 2 )...) Iz. (1.3) 
J 
Furthermore, let h,(e) be uniformly differentiable on the set of weight vectors 
(E i,..., E,), such that all but at most c(s) components are equal to n-“2. For 
details see conditions (2.2), (2.12), and (2.13) of Section 2. 
In addition the functions h,(m) often satisfy 
h&, ,..., E,) is symmetric in all arguments. 
To illustrate this procedure consider the following simple example. 
(1.4) 
1.5. EXAMPLE. Let X, ,..., X, ,..., denote a sequence of independent iden- 
tically distributed random variables, such that 0 < Xj < 1. Let h, := 
P(miniGjG,Xj > an-‘), a > 0. Put 
h&, v..., E”) = P(ginn (Xj&j2) > a) = fi (1 - F(asj)), 
j=l 
where F(x) is the differentiable distribution function of Xj. 
Further examples can be found in Section 3. 
Under conditions (l.l)-( 1.4) the expansion for h, can be obtained by 
means of derivatives of hoo(.sl ,..., E,) := lim,,, hm+s(cl ,..., cs, m-1’2 ,..., 
m-‘12) at ~~~~~~ . . . =E~=O: 
+ n-l +&$ h&,,41q=q=,, 
1 2 I 
See Theorem 2.6 and Theorem 2. 
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When, e.g., F(x) = x in Example (1.5), this expansion reduces to the well- 
known 
h, = exp(--a)(1 - n-la*/2 + O(K3’*)). 
Apparently the expansion (1.6) is independent from probability theory in 
the formulation as well as in the proof, which is based on Taylor expansions. 
The difficult part when applying it to probability theory is the verificaton of 
the uniform differentiability. 
The paper is organized as follows. In Section 2 we formulate the results, 
the proofs of which are deferred to Section 4. In Section 3 we will discuss 
examples like the distribution of sums of i.i.d. random vectors, quadratic 
von Mises functionals (Corollary 3.19) and weak versions of the invariance 
principle (Example 3.23). Here, we shall confine ourselves to computing the 
expansions of the characteristic functions or expectations of smooth 
functions of these statistics. Distribution functions of second and higher 
order von Mises statistics will be investigated in a subsequent paper. 
There is a class of statistics which does not fit into the scheme (l.l)-( 1.4). 
Condition (1.2) may be violated if the sequence of observations is Jinite and 
non-i.i.d. or if the test statistic depends on n in a way which is not 
expressable by means of weights. 
2. RESULTS 
The following proposition guarantees that lim, h, exists for symmetric 
functions h,, n > 1, and describes the speed of convergence. Let E,,, denote 
the set of weight vectors (E I ,..., E,), where all but q weights are equal to 
m-“’ and the remaining q weights are bounded in absolute value by m-“2. 
Let D”, a a nonnegative integral vector, denote partial derivatives 
pl/a&pl . . . Pm/&Em and /a/ := Cjaj. 
2.1. PROPOSITION. Assume h,(e), n > 1, satisfies conditions (1.2)-(1.4) 
together with 
d,(h, n) := sup{lDahm(sl,..., &,)I: Ial = q, 
(6 1 ,...v 4 E E4,m, m>n} < co (2.2) 
for q = 3. Then lim,,, h,(m-I”,..., mP1”) =: h, exists and 
) h,(n -I”,..., n -l/‘) - h,) < c . d,(h, n) n-‘I’, (2.3) 
where c is an absolute constant. 
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2.4. Remark. If h,(.), m > 1, fulfills all conditions of Proposition 2.1 
except that it is not symmetric, let hE’(.), m > 1 denote the symmetrization 
h$)(c *,...,&,)= -s ml-’ - - h& n(l) )***) %n) 1 ) 
nss, 
(2.5) 
where S, denotes the symmetric group of { 1, 2,..., m} and ?r = (n(l),..., n(m)) 
denote its elements. 
Obviously the sequence h-,(m) := h$\,(+, q1 ,..., q,), m > 1, vi ,..., qr fixed, 
lfjjl < n+*,j= l,..., r, fulfills all conditions of Proposition 2.1. Hence 
Wr 1 ,..., qr) := )nm h!,$,(m-I’* ,..., m-‘I*, q1 ,..., q,) (2.6) 
exists. 
In some cases hg’(-) can be described as an average of a nonsymmetric 
function of vi ,..., qr. 
Suppose that for every 0 < xl,...,xI < 1 and sequences (kj,,, m E N), 
j = 1, 2,..., r,suchthat l~kj,,~m+randlim,,,kj,mm~~=~j,j=l,...,r 
h,(xl,q1;x2, q2;...;xI,qr) := nl’t”, h,+,(m-“* ,..., m-l’*, 
q,, m 
-l/2 
,..., m-1/2 ,..., rr, m-“* ,..., m-l’*) (*) 
exists, where yli is the kj,,th argument of h,,, for j = l,..., r. Then 
where U, ,..., U, denote i.i.d. uniform random variables in [0, 11. 
(The condition (2.6) can be checked for example by successive 
applications of Proposition 2.1 to the increasing blocks of arguments m - “* 
between vi and qj+r as m + co while fixing the remaining arguments. This 
requires condition (2.2) with an appropriately larger set Eq,,,.) 
In order to formulate the expansions of h, let us introduce the following 
differential operators by means of formal power series identities. Introduce 
“cumulant” differential operators KJD) by means of 
fP ! -‘E”Ic~(D) = In 1 + 2 p! -‘cpDp 
p=2 p=2 
in the formal variable E. Here Dp denotes p fold differentiation with respect 
to a single variable r and Dpl . . . Dpr = D @I’...*~J denotes differentiation with 
respect to r dz@rent variables vi,..., rr at the point _r = (qr,..., r,) = 0. Since 
the operators are applied to symmetric functions at rl= 0, rep(D) is unam- 
biguously defined by (2.8). 
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The first cumulants are rc2 = D2, ?cj = D3, KY., = D4 - 3D2D2, etc. Define 
Edgeworth polynomials by means of the following formal series in K, and the 
formal variable E. 
(2.9) 
which yields 
P,(K)= i m!--’ I x* (jl + 2)!-1 Icjl+2 m=l il,....J ln 
X (j, + 2)!-’ Kj,+2 ... (j, + 2)!-’ Kj,+z (2.10) 
where Z* denotes summation over all m-tuples of positive integers (j, ,...,j,) 
satisfying c,“=, j, = R and K, = (K~ ,..., K,+~). 
Replacing the variables K. in P,(s) by the differential operators K.(D) we 
obtain “Edgeworth” differential operators, say P,(K.(D)) (or P,(K.) in short 
form if no confusion can arise). 
Let CL(A) denote the space of r times (partially) differentiable functions 
on A c IRm having derivatives bounded in absolute value by B > 0. 
2.11. THEOREM. Assume that h,, m > 1, fulfills conditions (l.l)-( 1.3) 
together with 
h,(-) E CWs,nJ Vm>l (2.12) 
1 Dnh$,)(ql ,..., r,)l, ,=...= & <B (2.13) 
for 2r < 3(s - 3), n > 1, a = (a, ,..., a,) such that 
aj> 29 j = l,..., r, J$, (aj - 2, < ’ - 3’ 
Then 
s-3 
h&z-“2 ,..., r~-“~) - c n-“2~,(K.(D,,)) h!$(vl ,..., r,‘r 
r=o 
< c,Bn-‘S-2’/2 (2.14) 
where PO(~.) = 1 and P,(K) are given explicitly in (1.6) and (2.10). 
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3. APPLICATIONS 
3.1. Remark. A class of examples to which Theorem 2.11 may be 
applied are functionals of the empirical process of i.i.d. random elements Xi, 
j = 1, 2,..., of a measure space (~2, J/). Let P denote their common 
distribution induced on (a, d) and let X = (X, ,..., X,), 
Pf := 5 (“*j-P) Ej 
1 
denote the generalized empirical process. (6,(A) = 1, x E A, and 6,(A) = 0 
otherwise.) 
For a bounded functional f on the space of finite signed measures on 
(G!, d), consider the sequence h,(si ,..., E,) = Ef(P$), n > 1. Conditions 
(1. l), (1.2), and (1.4) are obvious and (1.3) follows e.g. by appropriate 
smoothness conditions onfsuch as E((8/&,)f(P~)I,,=, IX,, j # 1) = 0. 
Related to this class is the following class of examples. 
3.2. Remark. Let T,, = T,,(x, ,..., x,J denote a sequence of real valued 
statistics and f a bounded measurable function. In order to get expansions for 
h, = E’(T,) assume that there exists a sequence T,(g) = T,,(E 1, x1 ;...; E,, x,) 
such that 
E 1 T, - Tn(n-I’*,..., n-‘/*)1 = O(n-‘S-2”2), s>3 (3.3) 
T”, 16 I)***> &j-l 9 0, Ej+ 1 y-**y en) = T~(E, v**T en) for j= l,..., n, (3.4) 
E ~Tnil(E*r...~Ej-l.O~~j+~,...,E.)~X~,r+j 
(  
~0 
J 1 
a.s. j = l,..., n. 
(3.5) 
When f admits a bounded derivative, conditions (l.l)-( 1.3) for h, are 
fulfilled and Theorem (2.11) may be applied when the smoothness conditions 
(2.12) and (2.13) hold. ’ 
3.6. EXAMPLE (Central Limit Theorem in Linear Spaces). Suppose that 
x, , x2 ,..., are taking values in a separable Banach space E, with norm II+II 
and Bore1 o-field 9. Assume that E IIX, IIs < co, s > 3, and EX, = 0. For a 
bounded function f on E which admits 3(s - 2) bounded Frechet derivatives 
let S, : = ,-‘/*(X1 + ... +X,) and 
ME 1 ,..., E,) = Ef (clX, + e-e + q,X,J. 
Then Theorem 2.11 shows that h, = Ef (S,) admits an expansion up to order 
O(n - (‘-*)‘*), since conditions (1. 1 )-( 1.4) are immediate and (2.12E(2.13) 
follow by our (strong) assumptions. 
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The expansion (2.14) for E finite dimensional is the well-known 
Edgeworth expansion for expectations of smooth functions; see, e.g., G&e 
and Hipp [9] and Sweeting, [ 131. 
In the scheme of functions h,(c) it is natural to assume differentiability of 
the integral h,, rather than assuming that f or the distribution of X, is 
smooth. Bickel and Robinson [2] showed in the one dimensional case that 
the condition of differentiability of P(S, < a) may be replaced by the 
existence of higher order difference quotients of minimal span O(n- “*). 
Furthermore, the expansion (2.14) extends results of G&e [8] on 
Edgeworth expansions in Banach spaces, since expansions of EflS,) exist 
(under the strong conditions above) for every separable Banach space, even 
those where the C.L.T. does not always hold. Compare, e.g., the examples of 
Dudley and Strassen [4]. The expansions of Section 2 are derived without 
using probability theory and in this scheme it is irrelevant whether a limiting 
Gaussian measure for the distribution of S, exists or not. 
3.7. EXAMPLE (Quadratic von Mises Statistics). Let again X, ,..., X,,..., 
denote an i.i.d. sequence of random elements of (Q, &) with common 
distribution P. The quadratic functional 
w, = n-“* i g(Xj) + n-’ ,$, ,tl h(Xj,X,) 
j= I 
(3.8) 
where g: B + IR, h: a x fi + IR are functions such that 
P - a.e. (3.9) 
and h is symmetric, is obviously a functional of the empirical process Pa on 
(a, -pP). Hence, the weighted version of (3.8) is given by 
WAG) = j g(z) df’f(z) + j 0, z) df’: 0) de (z> 
The statistic (3.8) occurs for example as a goodness-of-lit statistic 
(Cramer-von Mises statistic, Watson statistic, and others) or as the energy 
of a particle system with interaction in statistical mechanics. 
In the following we will determine the expansion of h, = E exp[itw,] by 
means of Theorem 2.11. Assume that for some s > 3, 
E 1 @X,)1” + E / h(X,, Xl)ls’* + E 1 h(X,, X2)(’ < ~0. (3.10) 
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Then the conditions of Remark 3.2 are fulfilled. In a subsequent paper we 
will show that the smoothness conditions (2.12) and (2.13) hold uniformly in 
a region of frequencies t increasing with n and derive an expansion for the 
distribution function of W, . Here, we will determine the expansion (2.14) for 
h, above with /tl < c, i.e., determine h,(si ,..., E,). 
Under conditions (3.9) and (3.10) the assignment 
defines a compact operator on the Hilbert space L’(Q, P, d) into itself, 
which is of Hilbert-Schmidt type, i.e., the &-norm of the sequence of its 
eigenvalues, say A,, A2 ,..., (w.1.g. we may assume /A,\ > [I,( 2 . . . > 0) is 
finite: 
5 n; =Eh(X,,X*)2 < al. 
j=1 
Let {ek}keN denote an orthonormal system of eigenvectors for the operator H, 
corresponding to the nonzero eigenvalues Ak, k = 1,2,.... If the closed span 
({e,},,,), cL2(s1, P, &) is a proper subspace, it might be necessary to 
choose functions e-i , e, such that {ek, k = -1, 0, I,2 ,..., } is an orthonormal 
system and 
g(x) = &fO g&e&(x) 
h(x,x) = f hkek(x) 
&=-I 
(3.11) 
where the convergence holds in the strong L*-norm. The second limit 
relation requires s > 4. See for instance Dunford and Schwartz [S, pp. 905, 
1009, 1083, 10871. Note that by (3.9) Ee,(X,) = 0, k 2 0, and Ee- l(X,) = 
Eh(X,,X,). It is well-known by convergence results on von Mises 
functionals, see for example Rubin and Vitale [ 111 or Serfling [ 12, 
pp. 193-1991, for the case s1 = E, = .a. = E, = 0, that w,+,(m-l”,..., m-i’*, 
si ,..., Ed), m -+ co, converges weakly to the random variable 
W&I ,*‘*, 6,) = W,(EI ,***, &,I+ f g&q&+ 2 nk@6- ‘> 
k=O k=l 
+EhV,,X,) + 2 &zl ik ([$, Elek(xd) tfk, c3*12) 
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where X , ,..., X,, {qj}jsN are independent and ~j,j E N, have standard normal 
distribution. (This can be shown by approximating g and h (in probability) 
by the partial series in (3.12), and using the weak convergence of 
(m - “* C/“=‘r: 1 ek(Xj), k = 1, 2 ,..., I) to a standard I-dimensional normal 
distribution as m -+ 00. Note that although CkAk may not exist, 
C,n,(r: - 1) is defined a.s., and the same remark applies to the second and 
fifth term in (3.12) provided that condition (3.10) holds with s = 2.) 
Since for TE R, complex integration yields 
E exp [ ia,(qi - 1) + 2itTqk] 
= (1 - 2itAJ1’* exp[--itA,] exp[-2t*T*(l - 2itAk)-‘1, (3.13) 
where (1 - 2itA)-“* denotes the nonnegative branch of the root, (3.12) and 
(3.13) together show 
h,(& , ,..., E,) = E exp[itw,(e, ,..., E,)] 
= f(t) E exp itw,(eI ,..., E,) (3.14) 
+ (it)’ f A,Tk(c)(2AkTk(c) + g,)(l + 2itA,)-’ 
k=I I 
where Tk(e) := C;zl e,e,(X,) and i(t) denotes the c.f. of w,(O): 
2(t) = fi (1 - 2ifAk)-“’ exp(-ifA,) 
k=l I 
it(tr h) - t* 2 gi(l - 2itAk)-l/2 , 1 (3.15) k=O 
where tr h := Eh(X,, X,). 
It remains to determine the derivatives of 3.14 in cj. Define the resolvent 
kernel random variable 
R,(X,,X,) := h(X,,X,) + 2iI~A~e,(X,)e,(X,)(l --id,)-‘. (3.16) 
Note that the r.h.s. of (3.16) converges absolutely a.s. and the same holds 
true for R,(X,, X,), which is defined similarly. We have 
&(X1 9 X3) - 2itWW,, X2) 4X,, X3)1X,, X3> = h(X,, X,) a.s. (3.17) 
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and therefore 
(i) E(R,(X,, X,&X,) = 0 a.s. 
(ii> lIR,(X, y X2>ll, < (1 + 12 II 4X1 T &)ll,> II WI 9 4>ll, (3.18) 
(iii) IPW, 9 Wlls,z < U + 124 II WI JAs12114&~ ~i)lls,2~ 
where I . I denotes the norm for complex numbers and IJz lip denotes the Lp- 
norm of a r.v. z. 
Relation 3.18(i) is obvious by (3.17). Relations 3.18(ii, iii) follow from 
(3.16) and Cauchy’s inequality which yields 
IRt(X,,X2)1 G IW,~XAl + IV UXJ MXZ) (3.19) 
where h*(X) := Ck A:(1 + 4tZ1:)-1’4 e:(X). 
By (3.18) derivatives with respect to the variables E, ,..., E, of (3.14) exist 
and we have 
3.20. COROLLARY. Under the assumptions (3.8)-(3.10) there is an 
expansion 
s-3 
E exp [i&v,] = f(t) c n -“*a,(t, h, g) + n --(S--2v2 r,(n, t), 
r=o 
where 
a,(& h, g) := P,(KJ E exp it $ R,(Xj, X,1 &j&k 
j.k=l 
+ it $j &j gf(xj) 
j=l II c,=. . . EErZrJ 
g,(xJ := g(x,) + WK(x, 9 x2) g(X2)IXIh 
and 
I r,(n, t>l < c(s)[d,(E exp[itwn(c)19 4
+ Z(s > 4)(i(t)l(Jt* J(S-‘)‘z 
+ It* y3))( 1 + ) t* )3(S--3))], (3.21) 
where t* = @,, P, := Ilh(X,,X2)lI, (1 + II g/l,> + Ilh(X,,X,)Ils,2. In particular, 
a,(& k g> = 1, 
a,@, h, g> = E[W3 g,(xJ3 + W2 %(X,, XJ g,(XJlh 
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& kg)=E[(l2& - 2r,, r2* - 24r;,)/24 
+ (48r:, + 72r,,r,,r,,)/72 
+ {12rll(d -d> + (d - $2 id> + 24r,, g, g,P 
+ Vk2rll d + 72G2 g, g, + 36r,,r,, g2 g, 
+ 12r,, d gl + 18r,, d dI1, 
where 
r kl := it R,(X,, X,), &?k := it &(xk>T k, 1 = 1, 2. 
3.22. EXAMPLE. Consider the one sided Kolmogoroff-Smironov statistic 
0,’ = supoct<i (F:(t) - t) n”*, where F:(t) denotes the empirical distri- 
bution function of it i.i.d. random variables X, ,..., X, with uniform distribu- 
tion in [0, I]. It seems that checking the differentiability condition (2.12) for 
the distribution function 
p ( sup D,+(J) > a + n-“*U), a > 0, 
O<I<l 
D,+(g) = 2 cj(Z(xj < 1) - t) 
I 
(U a smoothing T.v.), on the set E,,, requires the same effort as deriving the 
well-known expansion for the d.f. of 0,’ (see H. Lauwrier [lo]). Nevertheless 
the (formal) expansion of h, = P(D,+ > a) can be easily derived from (2.14). 
It is well known that 
h,(O) := P(oq, x(t) > a) = exp[-2a2], x(t) Brownian bridge. 
. 
Furthermore, 
h,(c) = i’ P(x(t) + E(Z(S < t) - t) > a, 0 < t < 1) ds 
0 
= 1 ’ Ef,(s, x(s), ~)f,(l - $7 x(s), -&Ids 0 
where &(s, x, E) = P(x(t) > a + et, O<t<s]x(s)=x)=exp(--2a(a+ss-- 
x)/s) is the well-known first exit density for lines. Straightforward 
calculations show a3/as3 hm(.s)]6=0 = 4a exp(-2a*). Thus (2.14) yields the 
correct expansion P(D,+ > a) = (1 + n-l'* ~(3/&) + O(n-I)) exp(-2a*). 
3.23. EXAMPLE (Invariance Principle). Let Z, ,..., Z, ,..., denote a sequence 
of i.i.d. random vectors such that EZ, = 0, EZ: = 1, and E IZ, 1’ < co for 
some s > 3. Let f(x) and V(t, x) denote 3(s - 2)-times differentiable 
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functions with bounded derivatives. For Z,,..., Z, and 0 < I < 1 define the 
sample path 
xn(t) := C Zkn-1’2 + p((t - [tn]) n) ZLtnl+l n-‘j2 
k=l 
where 0 <q(x) < 1 is nondecreasing on [0, 11, (p(x) = 0 for x < 0, and 
q(x) = 1 for x > 1. In order to expand 
define 
U 
’ UC, ,..., E,) :=Ef VT, x,,&)> dr 3 
0 1 
k-l 
(3.24) 
6, := 2 Ef , k = l,..., n, 6, < t, 
j=l 
where x,,+(s) := Ci,, ~~Z,p,((s - Sk) ci2) is a generalized sample path. 
It is easy to see that the sequence of functions h,(-) defined by (3.24) 
satisfies conditions (1.2~(1.3). Since _E -+ ($‘“l V(s, ,Y$: sjzj + 
skzkcp(s - 6,) sk2)) ds is uniformly 3(s - 2)-times differentiable (use change 
of variable t -+ (t - Sk) ei2 and that the derivatives with respect to sj, j # k 
are of order 0(&i)) the conditions (2.12) and (2.13) are fulfilled. Hence, 
Theorem 2.11 yields an expansion of h,(t) in terms of derivatives of 
h:)(c 1 ,***, E,). 
Let C; sf < t and let (U,,..., U,) denote a random vector which has 
uniform distribution on {(x ,,..., x,.) E [0, t]‘: xj + ~3 < xi+, , j = I ,..., r - I}. 
Furthermore, let w(s) denote Brownian motion on [0, t] such that 
(U, ,***, U,), w(s), 0 < s & t, and Z, ,..., Z, are independent. 
Let 
‘C(S) := 1’ ‘$ I( Uj + &f < r < Uj+ 1) dr, u,-0, u,,, = t. 
0 j:O 
Then 
hz)(c, ,..., E,) = r! -l & Ef [ j Us, @-y(4) 
+ i Ejq((S - Uj) Ej2)) ] * 
1 
(3.25) 
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That means the relevant process for expansions consists of Brownian motion 
intervals and r intervals of length E:,..., E: where the process equals the 
approximating process. These intervals are randomly chosen from [0, t] such 
that they have empty intersection. 
The proof is straightforward since (2.6) holds, which implies (2.7) and 
(3.25). 
4. PROOF OF THE RESULTS 
Proof of Proposition 2.1. Write _E, := (s I ,..., E,), where if not specified 
otherwise, sj, l<j<m, depends on m and E,=...=e,=m-1’2. In the 
following we identify _E, with (c,, 0, O,..., 0) E Rm+’ for every r > 0. (Notice 
that h ,+,(s,, 0 ,..., 0) = h,(g,).) Write 
h,, A.stJ - h,, ,CEm+ 1) 
=- c Dnh,,,+l&&m+, --_E,,,)~ a!-’ +R,(m), (4.1) 
Ial< 
IR3(m>l <cd,@, n) mp3’*, m>n>l. 
The last inequality can be deduced from 1 m - “* - (m + l)- “* I< cm -u* and 
counting of multiplicities. 
Condition (1.3) yields 
a a -- 
a&, a&, h,,,, Ik,,> = O(d,(h, n) m-l'*) 
provided that j # k. 
Since 
(4.2) 
Gh j 
m+I@,) = 2 hm+lCE,l~,=o m-l/* + W3(h, n) m-l) 
1 
m+ ICE,) = $ h,+ IcE,)le,=o + W,(k n) m-‘/*I, 
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relation (4.1) yields 
hm+&J--h,+l@m+I) 
= ;* -$ hm+l(&J(q=O [ m-‘/2w’/2 - cm + W”) 
J 
2(,-l/2 -(m + I)-“‘) 
1 
++m +1)-l aeaz ~k?t+ItE?Jlg+,=O+ w3thJw3’2) (4.3) 
m+1 
Since h,, , is symmetric in its arguments, the sum over j in (4.3) cancels 
with the second derivative in E, + 1. Hence, for every r > m 
4,rCE,) - k+,bn+,) = OV,thv n>> c P-~‘~. (*I 
p=I?l 
Therefore, h,@,), m = n, n + l,..., is in particular a Cauchy sequence in m 
with a limit, say h,(O). Taking m = IZ, relation (*) proves Proposition 2.1 if 
r increases to infinity. 
4.5. LEMMA. Suppose that conditions (1.2) and (1.3) and the symmetry 
condition (1.4) hold. Then 
k a’ . 
j~o~h,+,(&,&2,...,&,+1)11=oj!-1(~-&’) 
= $I &ttrl’ - E’) K.(D)) hm+~+/# ,r...r~k,&,&2,...,em+1))1,=,..1~=0r 
where the d@j%rential operators pr and IC* are defined in (4.6) below and 
(2.8), and (q’ - E’) K.(D) := ((q” - E”) KJD), p = 3 ,..., r + 2). 
ProojI For any sequence rp, p > 1, of formal variables define FJ~.K.) as 
a polynomial in the cumuiant operators rcI, (cf. 2.8) multiplied by rp, 
p = 3,..., r + 2, which equals r! -’ r,D’ when rp = 7p, p > 1, by the following 
formal power series in p 
(4.6) 
This together with the multiplication theorem for exponential functions 
implies 
Cr. = (I53 v-*-v tr+*))* C4e7) 
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Hence, (4.Q (4.7), and condition (2.12) imply 
i: i;,Nr’ - 0 K.(D*)) h,,,+&...r 8, ~Z,“‘, Em+,) r=1 
= 5 2 mf - 0 K.@,J) mu.) 
j=l I+r=j 
r>l 
xh m+,+k(O,...,O,O,E~,...,E,+~)f O(m-&‘7 
= f (%W - ~ji(~-~.)) h,+,+,(O ,..., O,O, Ed,..., e,, J + o(m-"'")) 
j=I 
Proof of Theorem 2.11. We shall prove Theorem 2.11 by induction on 
the length of the expansion, starting with s = 3 (Proposition (2.1)). Let us 
assume first that h,(a), n > 1, is symmetric and m > n. Similar to (4.1) we 
expand 
= - ,,~,,a!-’ ~ah,+,CE,)(~,+, --_E,)” +R,h ml (4-g) 
where 
lR,(n, m)l < cd,(h, n) m--s’2. (4.9) 
The inequality (4.9) can be proved similar to inequality (4.1) in the proof of 
Proposition 2.1. 
In order to use condition (1.3) we expand D*h,+ ,@,,,), a = (aj, ,..., ai,), 
1 <j, <j,,<.-- < jp < m + 1, around ejl = 0, r = 1, 2 ,..., p. This yields 
Dnhm+,&,J= 1 D”‘“h,+,(E~)&P!-‘+E&n,m), (4.10) 
IOl+lal<S 
where ES(n, m) satisfies inequality (4.9), _E: is equal to g, except for the 
components Ed,,..., ej, which are zero, and p is an integral vector of partial 
derivatives in the components j, ,...,j,. Using 
j!-'k!-'(&-~~~k=r!-'(&'-~r), r> I,k>O 
J+k=r 
C-1 
683/16/l-2 
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it follows that (let 6, = (E rn,l,“‘9 ht,,+1 1 9 i%t+1 = G%l+1,1~...~ Gl+l,m+lN 
!?I+1 =-- c y!VIDyh,+I@~) ,g* (E$.jmE$+l,j) +R=,(n9m) (4.11) 
O<lYl<S 
where Y = (yl ,..., Y,,,+ 1 , ) fl* denotes multiplication extending over all rj > 0, 
j = l,..., n, FS(n, m) denotes a remainder term satisfying (4.9), and E,,,~ = 
m-l/*, j+ m + 1, E,,,+, = 0, s,+ij = (m + 1)-l’*. The next step is to 
replace _E,* by 5, in (4.11). This can be done by using Lemma 4.5 for each 
partial derivative yj > 0, i.e., by taking further derivatives to additional 
variables in zero and using symmetry. 
Hence, (4.11) may be written as (using the notation following relation 
(2.8) together with d;, := (sij - eP,+ ij, p = 3,..., s - 1) 
=-C* Fr,(din,j,lc,) "' ~~k(d;n,jklC.)h,+*+sCE,,o,.,,, O) + Rl,s(m)9 
(4.12) 
where Z* extends over all combinations of ri ,..., rk > 1, k = 1,2 ,..., such that 
‘1+‘*+“’ + rk < s and all ordered k-tuples (j, ,...,jk) of indices 1 <j, < m 
without repetition. Here, the remainder term R,,,(m) satisfies (4.9). 
Relation (4.12) serves as the induction step in an induction on the length 
of expansion, say 1. 
Assume that conditions (1.2)-(1.4) and (2.12)-(2.13) hold with s + q 
instead of s. Let 0: denote derivatives with respect to (r. Assume that it has 
been already proved for 1= 3,..., s- 1, man, and lal<s+q that 
D~h,+,(m-“2,...,m-“2,&1,...,&,)l, ,=...= Er=o 
1-3 
=,~o~Pj(K.)D~h,(~~r...,~xr~l,...r~,)l~,=.~.=~,_q-.~~=~=~ 
+ R2,dm) (4.13) 
where R *,Jrn) satisfies 
IR 2,1(m)/ < c(s) Bm -(‘-*)‘*. (4.14) 
The case p = 3 follows from Lemma 2.1 by taking h,(e) = 
D%,t+r(-, e, v..., dl~,= . . . =b= o, which satisfies conditions (1. 1 )-( 1.4) and 
(2.2). 
In order to prove (4.13) for 1 = s, observe that (4.12) starts with m + 1 
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terms of order O(mP3’*). The induction assumption (4.13) applied to the 
terms of (4.12) yields 
z-x** pr,(A’,,j,K.) *** Fr,,(Ak.j,K.)Pr,(K.) 
x kc@ 1,“‘, f&(3 El,...9 &J&=&O m-ro’2 + &,s(m)9 (4.15) 
where R,,,(m) satisfies (4.14) with I = s + 2, and C* * extends over all 
induces r I ,..., rk > 1, r0 > 0 such that r,, + ... + rk < s. By definition (4.6) of 
p,, the following formal identity holds 
Fl F,.((tf - &‘) K,) = exp [ F (q’ - tZj)j!w’Kj] - 1. 
j=2 
(4.16) 
+ R4,s(m), (4.17) 
where [ 1, denotes all terms of the enclosed formal power series which are 
proportional to monomials AT; a.4 AR with pr + ... +pk < I, k < m, and 25, 
denotes summation over all ordered k-tuples (jr ,...,j,J (without repetition) of 
the indices s,..., n, k < m. The remainder term R4,S(m) fulfills (4.14) with 
1 = s + 2. By (4.16) it follows that (4.17) is equal to 
The identity nlt=+l’ (er - 1) = JJFzr’ 25, (nF= 1 ej, - 1) together with the 
symmetry of h,(.), m > 1, shows that (4.18) is equal to 
Observe that 
m+l rnfl 
~*A~=/$&gz=o 
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(“equality of variances”) and 
m+1 
c Afl= O(mmpJ2), p> 3. (4.20) 
k=l 
By definitions of P, and I’,, (see (2.9), (2.10), and (4.6)) it follows that CzI 
[P,(t. K.)], = CL= r pr(r. K.) for any variable rp, where [ 1, means the sum of 
all monomials 5;’ . . . rp+i’ in P,(T.K.) such that p, + 2p, + *.. + 
(I + 2>Pr+2 1 < 1. Hence, (4.20) together with condition (2.13) shows 
m-‘0’2P,o(~.) P,. c A,Ic, h, 
(,I: i 
=m-““P,k)[P, (?‘A&)] h, +R,,,(m), (4.21) 
k=l s-l.0 
where 
IR5,s(m)l <Bm-"'2 for every m > n. (4.22) 
Note that by definition (2.10) the partial derivatives D@“...@p) of h on the 
right-hand side of (4.21) are such that aj > 2, j = 1, 2 ,..., p, p < k, and 
7 (aj - 2, < 3(s - 3)* 
Relations (4.20) and (4.21) show that (4.19) is equal to 
- $: m-‘dZP,,,(tc,) ‘5 P, ( f AUK.) h, + R,*,(m), (4.23) 
II r=1 k=l 
where R,,,(m) satisfies (4.22). Since 
r+!j’k P,(s.K.) Pp(?‘~.) = Pk((r. + ?‘) K.), 49 r~ k > 07 
by the multiplication theorem for exponential functions, and 
m -r’2P,(K.) = P, 
(4.23) finally yields 
h,+&J--h,+&m+A 
=- k3 [Pr (y’ Eemtl,iK.) -Pp, (,$&L,jK.) ] h, +Rdm). 
r=1 1 
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This implies 
where IR,,S(m)l & c(s) Bm-(s-2)‘2, c(s) > 0 a constant depending on s. This 
proves (4.12) for I = s and a = 0. The case a # 0 can be proved similarly. 
Hence, the induction is complete and by (4.12) Theorem 2.11 holds for 
symmetric functions h,(a), m > 1. 
In the nonsymmetric case consider the sequence of symmetrized functions 
hg’(.), m > 1, defined as in (2.5). Obviously hjns)(m-‘I*,..., m-l”) = 
h,(m-“*,..., me’/= ), and condition (2.12) holds for h:‘(m), m > 1, as well as 
with the same constant B. Hence, by Proposition 2.1, 
lim h~“~(m-1~2 ,..., m-l’*, E, ,..., ck) = : hcS)(c, ,..., ck) 
m-tm 
exists and (2.3) holds for hg’(.), m 2 1. By condition (2.12) for h$)(.) and 
the given proof for the symmetric case, Theorem 2.1 is proved. 
Proof of Corollary 3.19. It remains to show that condition (2.13) is 
fulfilled with the remainder term given in (3.20). By Theorem 2.11 and 
(3.14) it is sufficient to estimate 
(4.24) 
for every integral vector @I, ,..., j?,) and (ajk,j, k = l,..., r) such that 
k-l 
Yk:= c ajk+zakk+ i aw++p,, k = l,..., r 
j=l j=k+ 1 
satisfies yk = 0 or yk > 2 and (3.24) cc (yk - 2) < s - 3. Here c* denotes 
the sum over all yk > 2. 
Using Holder’s inequality, (4.23) can be bounded by 
IIRt(~, 7 ~*Wrajk IIRtV, J,)lls:k2akk II &K)II~kbk. (4.25) 
Note that (4.24) implies yk< s - 1, akk < (s - 1)/2 for k= 1, 2,..., r. The 
upper bound (4.25) together with 3.17(i)-(ii) proves the upper bound for the 
remainder term in WO), since II gt(x,)II, < II g(x,)II, II h(X,, X,>ll,. 
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