A new concept of directed-divergence function of type fi is introduced in this paper• This concept is used in obtaining a directed-divergence of type fl which generalizes Kullback's directed-divergence and has a relation with R6nyi's information-gain of order ft. This relation can be used to give another characterization of information-gain of order ft. A characterization theorem for the directed-divergence of type fi is proved with the help of a functional equation.
INTRODUCTION
Let P = (Pl, P~ ,..., Pn), P/ >~ 0 with ~i~lPi = 1 and Q = (ql, q~ ,-.., q,), q/>~ 0 with ~i=1 qi = 1 be two finite discrete probability distributions. Then Kullback's directed-divergence (Kullback, 1959) for the two probability distributions P and Q is defined as,
(Pl ..... P") = ~, pilog2(pN71).
(1.1) ql , '", qn (1.2) "/=1"
In this paper, we introduce another generalization of (1.I) called the directed-divergence of type/3: of three postulates in the next section. In the process of characterization of I~ e a functional equation is obtained which may be regarded as the fundamental functional equation defining a new directed-divergence function of type 18 for (1.3).
Clearly from (1.2) and (1.3), we get the following relation involving the directed-invergence of type fi and the information-gain of order/3:
The results of this paper also give new characterization of R6nyi's information of type/3 by means of a functional equation.
Very recently, (1.1) was characterized (Campbell, 1970) for arbitrary probability space by a set of six postulates. Rathie (1970) has recently characterized (1.3) by means of a functional inequality for n > 2.
The case fi = 1 giving new characterization for (1.1) by means of a functional equation will be discussed by us elsewhere.
CHARACTERIZATION THEOREM
We prove the following theorem regarding the directed-divergence of type fi, that is (1.3).
THEOREM. If Kn , n = 2, 3, .. . satisfies the following relations, (i) /~, (Pl ,..., P.) \ql , '", ql + q~ , % ,..., q~
with Pl @ P2 , ql + q~ > O;
(ii) Ka(P"P"P')isasymmetricfunctionofitsvariables IPil, i=l, 2, 3;  
Proof.
for /3 4= 1.
(
First we will prove the following lemma giving rise to a functional equation related to f given by (2.1). (2.1) where I = [0, 1] and R, the real numbers, satisfies the functional equation
LElUMA 1. The function f:I × I---~R given by
for all x, y, u, v ~ [0, 1) with x + u, y + v e I and the boundary conditions
and
Proof. Taking n = 3 in (i), (i) 
Rewriting (ii), we have
wherex, y, u, v, l --x --u, l --y --v e I. Now (2.8) with the help of (i) for n = 3 and (2.1) gives y, u, v~ [0, 1) with x + u,y + v eL In view of (2.7), (2.9) takes the form
which is precisely (2.2). Also (ii) on using (i) gives Let r = 1, s = ½ in (2.13), then we have Taking q = 0 in (2.14) and using (2.4) we get Again taking r = 1, q = 0 in (2.13), we get 
It is easy to see from (2.15), (2.17), (2.19), (2.21), (2.23), (2.24) and (2.25) thatf is given by (2.12) with the notation 0 ~ = 0 (~ v ~ 0) and that (2.7) is true for all x, y e [0, 1]. This completes the proof of Lemma 2. Now, we return to the proof of the theorem. By successive applications of (i) and the use of (2.1) give Kn ~ In s (Px ,'", Pn) 
