The RMSD is calculated with respect to the X-ray structure of wild-type GLIC (pdb:3EAM). The RMSD for all five subunits (black line) and a single subunit (chain A) (blue line) are plotted as a function of simulation time. An RMSD around 2.0 Å is quite reasonable for a system of this size. Simulations with the F238A mutant and bound anesthetics started at an RMSD around 2.0 Å, as the structure was equilibrated for 200 ns prior to docking. The RMSD of the trajectories with bound anesthetics then stayed stable around 2.0 Å. The pore radius is plotted as a function of the position along the bilayer normal, where z=0 is the center-ofmass of the channel. (A) Wild-type pore radius for the crystal structure (solid), desflurane bound in the intrasubunit (dashed) and desflurane bound in the intersubunit (dotted). (B) The F238A mutant structure after a 200 ns long MD simulation (solid), desflurane bound in the intrasubunit (dashed) and desflurane bound in the intersubunit (dotted). The wild-type crystal structure has the largest pore, which could be an artifact of the detergents co-crystalized with the structure and bound in the pore, but even the short simulations indicate ligands have a tendency to keep the pore open as previous reported for ethanol in the intersubunit site. Ligands bound in the intrasubunit on the contrary decreased the pore radius at the I9' site. Computational Methods S1 related to Figure 3 
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Docking. AutoDock (version 4.2) (Morris et al., 1998) was used to fit the anesthetics into the protein cavities. Both ligands and protein were prepared with AutoDockTools. The binding sites were defined with a cubic grid, using a grid spacing of 0.375 Å for a total grid size of 15 Å in each dimension. The cubic grid for the intrasubunit sub-sites was centered around the center of mass of the ligands propofol and desflurane in their GLIC co-crystals (Nury et al., 2011) . The intersubunit binding sub-sites were defined using the center of mass of residue 238 in helix M2 and residue 239 in M2' as the center of the cubic grid and an alternative site towards the extracellular site centered between N200 in M1 and E243 in M2'. All docking simulations were run with extended settings of AutoDock4.0, using 20 independent docking runs with a Lamarckian genetic algorithm. The highest-scoring conformations from each run were clustered using AutoDockTools default clustering and the highest-scoring pose from each cluster was selected to generate a set of distinct ligand orientations. This typically resulted in one to three distinct poses per ligand and binding site.
Parameters and Simulations.
The protein was modeled with Amber99sb-ILDN (Sorin and Pande, 2005) , while the Berger force field was used for DOPC lipids (Berger et al., 1997) , combined with TIP3P water (Jorgensen et al., 1983) . Ligand atom and bond types were taken from the general Amber force field (GAFF) for small molecules (Duan et al., 2003) , which were assigned using the Antechamber package (Wang et al., 2006 ) version 1.2.4. Accurate point charges are critical to reproduce the thermodynamics of ligand binding for amphipathic compounds such as volatile anesthetics. To obtain accurate desolvation and binding free energies for desflurane is was necessary to use the DFT method B3LYP for charge parameterization (Henin et al., 2010) . Different methods for the partial charge determination for small molecules have been compared by Mobley et al. . Here, we determined the ligand point charges by calculating the electrostatic potential with the B3LYP/cc-pVT2 basic set, a selfconsistent reaction field (SCRF) (Tomasi et al., 2005) and an integral equation formalism using 78.39 (water) as the external dielectric constant with a polarizable continuum model (PCM). RESP point charges (Bayly et al., 1993) were determined from the electrostatic potential using Antechamber. Simulations were run in GROMACS 4.5.5 (Hess et al., 2008) , using a time step of 2 fs. Temperature was controlled by velocity rescaling, using a time constant of 2.0 ps, and pressure coupled semi-isotropically (linking the lateral dimensions in the membrane) to a reference pressure of 1 bar using a Berendsen weak barostat. Lennard-Jones interactions were switched from 8.0Å, and cut-off at 9.0Å. The particle-mesh-Ewald (PME) method (Darden et al., 1993; Essmann et al., 1995) was used to evaluate the long-range electrostatic forces and a cut-off distance of 10.0 Å was used for short-range electrostatics. Free energies were calculated in two separate stages during simulations to reduce statistical errors. The first one decoupled the charges of the ligand from the environment, and the second one decoupled the nonbonded interaction. For each stage the system relaxed during the calculation due to the gradually disappearing ligand, and for this reason only the second half of the trajectory was used to for the actual calculation. The fluctuations in the (differential) free energy calculated from each nanosecond of data decrease during the simulation, and the statistical errors in the total cumulative free energy using all data over 10-15ns approached 1 kJ/mol. (C) To obtain absolute free energies of binding, the same procedure was repeated for each ligand in water, and according to the thermodynamic cycle the difference between decoupling the ligand in the protein and water environments is equal to the free energy of binding the ligand to the protein. Computational Methods S2 related to Figure 5 Free Energy calculations. Docked ligand conformations were merged with the relaxed protein structures embedded in the DOPC bilayer. To further reduce the number of orientations, we used MD simulations for each orientation to identify kinetically distinct poses. The protein-ligand systems for GLIC with desflurane and chloroform were run in the NPT ensemble. The protein backbone was constrained for 1 ns, followed by 20 ns unrestrained simulations. Ligand snapshots from each trajectory were clustered using the GROMACS g_cluster program with the GROMOS algorithm and a cutoff of 1.4 Å to define the conformational space covered by each ligand. The kinetically distinct poses were determined using the centroid conformations from each cluster. We visually inspected these representative cluster conformations to identify kinetically distinct poses. In addition, we checked if the conformational space was largely overlapping in the simulations. Initial docking poses that had large conformational overlap in our short MD simulations were considered as kinetically indistinguishable. For each kinetically distinct pose, the average center of mass for each ligand was calculated (averaged over the five subunits) and used as reference position for harmonic constraints. Free energy calculations were carried out independently for each pose, and the final binding free energy in each site was derived from Boltzmann-weighted averaging as described in the literature (Boyce et al., 2009 ). This should yield more accurate binding free energies since a single pose might not be sufficient to describe the binding (Mobley et al., 2006) .
The Boltzmann-weighted average free energies are calculated by weighing each binding pose by the relative probability for the ligand to occupy this compared to other sampled free-energy poses. The relative probability for state i with free energy ΔGi is given by:
where gi is the degeneracy (number of levels having energy ΔGi), k Boltzmann's constant and T the simulation temperature. The final free energy estimate is given by the weighted sum of these binding energies,
For example: desflurane in the intersubunit site of wild-type GLIC resulted in three different poses with binding energies of -11.5, -12.7 and -16.9 kJ/mol with relative Boltzmann probabilities of 0.090, 0.138 and 0.772. This results in an estimate of protein-ligand decoupling energy of -15.8 kJ/mol (and free energy of binding -14.1 kJ/mol after solving the free energy cycle)
To calculate absolute free energies of binding, we applied a thermodynamic cycle. The ligand was initially present in the equilibrated pose with a harmonic constraint to its reference position (Mobley et al., 2006; Shirts et al., 2007) (Fig.  S3A) . The ligand partial charges were first annihilated followed by decoupling of the Lennard-Jones interactions to the rest of the system (Fig. S3B) . To complete the thermodynamic cycle, the free energy required to restore the Lennard-Jones and then the partial charges in water were also calculated (Fig. S3C) . Each calculation was performed in a sequence of 21 intermediate steps, with a λ decoupling parameter increasing linearly from 0.0 to 1.0. At each λ-point, the system was minimized and equilibrated for 20ps in the NVT ensemble followed by 100 ps in the NPT ensemble. Production free energy calculations used 25 ns per point in the desflurane-protein system and 20 ns per point in the chloroform-protein system, while 10 ns was sufficient for each point for the ligands in water. For the protein-ligand systems, only the second part of the simulations was used to calculate the final energies for decoupling the charges and Lennard-Jones interactions to allow the system to relax. The calculations of the binding free energy statistics were carried out with the GROMACS g_bar program, using the Bennett acceptance ratio method (BAR) to estimate the free energy differences and removing the contribution from the harmonic constraints applied to the ligands (Gilson et al., 1997) . Standard error estimates for the free energy were obtained from the average variance from 5 blocks of equal length along the lambda point calculations (Shirts et al., 2007) . While this should describe statistical fluctuations for the ligands and ligand-protein interactions well, the large-scale fluctuations of the protein that happen on much slower time-scales cannot be captured, which means the total fluctuations between the systems could be larger. In principle, our approach relies on the assumption that ligand binding to the apparently open structure is a reasonable approximation of the modulatory effects of anesthetics.
Testing cooperativity of binding. Finally, we built a structure of GLIC F238A with desflurane bound both in the intrasubunit and intersubunit binding sites by merging the highest-affinity intersubunit poses to a structure with desflurance already bound intrasubunit. It was relaxed with a 20 ns simulation with the harmonic constraints on the intra-and intersubunit bound ligands, similar to the single-site calculations above. This equilibrated structure was used to decouple desflurane from the intrasubunit or intersubunit site independently while keeping desflurane in the other site fully coupled to test cooperativity (positive or negative) of binding between the sites.
Analysis. The average volume of the intra-and intersubunit cavities was calculated for all trajectories using the fpocket program, using default values for all parameters, expect 10,000 Monte Carlo iterations instead of 2,500. We applied the same grids to define the intra-and intersubunit pockets as in previous work (Murail et al., 2012) . The pocket volumes were calculated for all cavities using the previously defined grids with mdpocket along the 20 ns MD simulations using a step size of 0.1 ns between frames. The pore radii of the trajectories were computed with the HOLE software (Smart et al., 1996) , extracted each 0.1 ns and averaged over the last 10 ns of the simulations. The backbone RMSD per residue was calculated with the Gromacs g_rms program (Hess et al., 2008) .
