Abstract. Let R be the set of real numbers, ⊕ is the maximum operation so that α ⊕ β = max{α, β} for any α, β ∈ R. We assume further that R n ≡
Introduction
The aim of this article is to suggest a procedure for solving one class of optimization problems, in which both in the objective function and in the constraints so called max-separable functions occur. These functions have the form s(x 1 , . . . , x h ) = max 1≤j≤h s j (x j ), where s j (x j ) are real functions of one variable. Such problems have been considered in the literature in the context of the so called (max, +)-or (max, min)-algebras, but either with variables only on one side of the constraints or with very special right-hand sides of the constraints (see [2] , [3] , [7] ). In this article, we consider problems with variables x on one side and variables y (independent of x) on the other side of the inequality constraints. Certain monotonicity assumptions make it possible to solve a relatively wide class of optimization problems including those with (max, +)-or (max, min)-linear functions in the corresponding algebras on both sides of the constraints. The results can be used also for investigating problems with right hand sides dependent on parameters or interval right-hand sides.
Notations and Basic Concepts
We shall introduce the following notations: R := (−∞, +∞), R h := R × . . . × R (h-times, h is a natural number). Let ⊕ be the maximum operation on R, i.e. α ⊕ β = max(α, β) = α if and only if α ≥ β so that ⊕ is a commutative, and associative binary operation defined on R, with the property α ⊕ β equals to either α or β (⊕ is therefore an idempotent operation). We set for any natural k and α j ∈ R for j = 1, . . . , k:
, if for all x, y ∈ R h the following implication holds:
Definition 2.2. Let r : X → Y with X, Y ⊆ R be an isotone function. Function r is called residuated, if there exist an isotone function r * : Y → X such that for any t ∈ Y, s ∈ X the inequalities r(r * (t)) ≤ t and r * (r(s)) ≥ s hold. Function r * is called residuation of r.
Remark 2.1. Let us note that obviously (r * ) * = r and since ≥ is a total order on R, it holds for any α ∈ X and β ∈ Y :
A general theory of residuated functions can be found e.g. in [1] .
Problem Formulation
In this section, we shall formulate the optimization problem, which will be investigated and solved in the next section. For this purpose, we shall introduce the following notations:
Further we shall assume that for all i ∈ S, j ∈ N , functions r ij : X (j) → R are increasing, continuous and residuated functions with residuations r * ij : R → X (j) . Let x ∈ X, y ∈ R k be given lower bounds and let us define the sets M (y) for y ∈ R k , M and function f : X → R as follows:
where f j : X (j) → R is a continuous functions of x j ∈ R for j = 1, . . . , n. We shall solve in the next section the following two optimization problems:
Solution Method
We shall first investigate some properties of PROBLEM 1 from the preceding section. Let us define for any fixed y ∈ R k and i ∈ S, j ∈ N sets V ij (y) as follows:
Then the following lemma holds:
Proof. Let us set for all i ∈ S, j ∈ N :
which completes the proof. Since f j , j ∈ N are continuous and V ij (y) are compact, there exist evidently for any y ∈ R k such that V ij (y) is nonempty:
j (y) = arg min{f j (x j )|x j ∈ V ij (y)}. To simplify the notation, f i) j (y) will in the following stand for f j (x (i) j (y)). Theorem 4.1. Let y ∈ R k be fixed and M (y) defined as in (1). Then
Proof. Let there exist an index i 0 such that V i0j (y) = ∅ for all x j ∈ X (j) and j ∈ N . It is then r i0j (x j ) < b i0 (y) for all j ∈ N and therefore:
for any x ∈ X so that M (y) = ∅.
Let now on the contrary for all i ∈ S there exist an index j(i) ∈ N such that V ij(i) (y) = ∅ and let L p = {i ∈ S|j(i) = p} for all p ∈ N . Define sets V p (y) for all p ∈ N as follows:
Taking into account Remark 4.1, there exists for each p ∈ N an index i(p) ∈ S such that V p (y) = V i(p)p (y).
Let us choose now an arbitraryx p ∈ V p (y) for all p ∈ N . We shall show that x = (x 1 , . . . ,x n ) ∈ M (y).
Let i ∈ S be arbitrary; let us set j(i) = p. Hence it is i ∈ L p and V p (y) = V i(p)p (y) ⊆ V ip (y) for some index i(p) ∈ S (compare Lemma 4.1 and Remark 4.1). Thereforẽ
Thereforex p ≥ r * ip (b i (y)) and taking into account Remark 2.1 we obtain r ip (x p ) ≥ b i (y) and thus max
Since i ∈ S was chosen arbitrarily, it follows thatx ∈ M (y). Therefore we proved that M (y) = ∅, which completes the proof.
Theorem 4.2. Let M (y) = ∅, let y ∈ R k be fixed and for any i ∈ S index j(i) ∈ N be defined as follows:
for all p ∈ N , for which S p = ∅ (the existence of such t(p) ∈ S p follows from Remark 4.1). Let us assume that vectorx(y) = (x 1 (y), . . . ,x n (y)) is defined as follows:
is an optimal solution of PROBLEM 1.
Proof. For any fixed y and nonempty set V ij (y)
We shall first show thatx(y) ∈ M (y). Let s ∈ S be arbitrarily chosen. SinceM (y) is non-empty, there exists by Theorem 4.1 at least one index j ∈ N such that V sj (y) = ∅ and therefore, if j(s) is defined as in (7), it is also V sj(s) (y) = ∅ and s ∈ S j(s) , so that S j(s) = ∅, andx j(s) (y) is defined according to (8), so that
Since index s was arbitrarily chosen, it follows thatx(y) ∈ M (y), i.e.x(y) is a feasible solution of PROBLEM 1. We shall show now thatx(y) is not only a feasible, but also one of the optimal solutions of PROBLEM 1, i.e. that f (x) ≥ f (x(y)) for any x ∈ M (y).
Let us assume therefore that x is an arbitrary element of M (y) and let p be one of the indices, for which
Let us first assume that S p = ∅. By (9) we have:
Let us assume now that S p = ∅ and f p (x p ) ≥ f p (x p (y)). Then we obtain:
Let us assume further that S p = ∅ and f p (x p ) < f p (x p (y)) so that by (8) x p is not an element of V t(p)p (y) and thus
to simplify the notations. Since x ∈ M (y), there exists an index h ∈ N , h = p such that x h ∈ V th (y) and thus by (10) x h ≥ v th (y) holds. Therefore, we obtain:
h (y)) ≥ min{f The last equality in (16) follows from the fact that V th = ∅ and t ∈ S p so that the minimum in (7) with i replaced by t is attained at the index j(t) = p. We obtain thus min{f (t) j ; j ∈ N &V th = ∅} = f (t)
p . Therefore
p (y)) = f p (x p (y)) = f (x(y)).
Therefore, we obtained for all possible cases that f (x) ≥ f (x(y)). Since x was an arbitrary element of M (y), it proves thatx(y) is the optimal solution of PROB-LEM 1, which completes the proof.
