A computational method for predicting turbomachinery tonal noise is presented. It is based on the Harmonic Balance method, which solves for the dominant frequencies of the flow generated by bladerow interaction. Coupling between the resolved frequencies is furthermore enabled since the Harmonic Balance method is applicable to the nonlinear Euler or Navier-Stokes equations. The implementation is also validated against two cases from the Fourth Computational Aeroacoustics Workshop on Benchmark Problems hosted by NASA. The computational setup is explained in detail and specific challenges encountered in both benchmark problems are discussed. Results generally show very good agreement with data published by several other authors, giving confidence in the capability of the method. Some remaining challenges for the implemented method necessary to compute full scale turbomachinery noise are also identified and discussed.
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I. Introduction
Transient flows within the turbomachinery components of an aircraft engine generate fluctuating pressure fields that to some extent will radiate into the surroundings and be perceived as noise. In present-day turbofan engines a large part of the turbomachinery noise stems from the fan stage in the bypass duct. This noise is furthermore an important contributor to the overall noise levels of the engine. 1 In the future, the Counter Rotating Open Rotor (CROR) engine may become an alternative to turbofans since it can achieve a higher propulsive efficiency by trading the nacelle for larger fan blades. A negative consequence of this is that noise radiation from the fan blades also will increase. In addition, it was pointed out by Peake et al. 1 that in contrast to turbofans, it is very difficult to limit the radiation efficiency of noise from a CROR by careful selection of blade counts. Quiet and efficient fan blades must thus be developed to enable the fuel efficient CROR architecture to meet the strict noise regulations necessary to be realized in the future. A fundamental understanding of the noise generation mechanisms combined with accurate noise prediction tools are vital to achieve this task.
Turbomachinery noise contains both tonal and broadband components. Tonal noise is emitted at discrete frequencies and constitute of three main sources. The first two are linked to volume displacement and steady loading of the passing blades and can thus be predicted by steady state methods.
2 The last one is linked to transient loading of the blades resulting from their interaction with wakes and potential fields bound to adjacent bladerows. Broadband noise is on the other hand generated across a large frequency spectrum and is linked to turbulence. A more extensive review of the different noise sources found in a turbofan is given by Envia et al. 3 and for both turbofan and CRORs by Peake et al.
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A range of numerical methods that enables different levels of fidelity at different computational costs are currently available to aid designers in predicting these noise sources. They range from fast analytical methods to computer intensive methods based on Computational Fluid Dynamics (CFD). The latter alternative have the capability of resolving both tonal and broadband noise sources, if executed in time accurate mode on high resolution grids. This makes high resolution CFD generic in nature but also too computationally expensive for design purposes. If the broadband noise sources are neglected the computational cost of CFD can be reduced by solving for the Unsteady Reynolds Averaged Navier Stokes (URANS) equations instead. However, for a CROR engine the broadband noise may be an important contributor to the overall noise levels, 4 which must be appreciated when this assumption is used. From a design perspective the tonal noise sources are nevertheless relevant since they are deterministic in nature. This makes them suitable for noise control using for example acoustic liners and tailored blades.
Tonal noise generated by the interaction between wakes and a downstream bladerow can in many cases be accurately predicted by linearized methods. These are based on solving for linear perturbations on top of a non-linear steady mean flow and are well established for fan noise. They have also been successfully applied to Open Rotors by for example Sharma et al. 2 A disadvantage of the method is that non-linearities within the flow, including coupling between acoustic modes, cannot be accounted for. In addition, a fully coupled rotor-stator or rotor-rotor computation appears very cumbersome with this approach, 3 implying that all interaction noise sources cannot be included in the analysis. Non-linear effects can be accounted for by solving for the URANS equations using both time accurate and frequency based approaches. Time accurate simulations of turbomachinery flows generally requires the whole annulus to be included in the computational domain. This is because periodicity at periodic boundaries can not directly be achieved if the blade counts does not match. One solution to this problem is the Chorochronic method of Gerolymos et al., 5 which enables the computational domain to be reduced to one blade per row. This method has successfully been applied to both turbofan 6 and CROR 7 noise. Frequency based approaches target computational efficiency by solving directly for the deterministic frequencies of the flow and also enable computational domains with only one blade per row. An early approach was the Non-Linear Harmonics (NLH) method proposed by He et al. 8 In this method, harmonic disturbances around a steady mean field are solved for in the frequency domain. These are then introduced back into the mean flow equations as deterministic stresses similar to the Reynolds stresses arising from the Reynolds decomposition. A similar approach is the classical Harmonic Balance method in which an harmonic form of the solution variables are assumed and substituted into the governing equations. A set of coupled equations for the harmonic amplitudes are then obtained by requiring that the original equation is satisfied for each individual frequency component. 9 Hall et al. 10 later showed that the balancing procedure could be removed if the problem was recast in the time domain. This method will be referred to as the Harmonic Balance method for the remainder of this paper, other names include the Time-Spectral or High Dimensional Harmonic Balance method. It is also worth noting that the Harmonic Balance method can be formulated in the frequency domain, known as the Non-Linear Frequency Domain (NLFD) method.
11 Application of frequency domain methods to the non-linear URANS equations for noise predictions have been done by several authors,. 6, [12] [13] [14] [15] To the authors' knowledge there is however still very little work available in the literature on validating the Harmonic Balance method for turbomachinery aeroacoustics. This paper aims to expand this knowledge by presenting results obtained with the Harmonic Balance solver recently implemented into Chalmers' in-house CFD/CAA tool G3D::Flow. In section II the Harmonic Balance equations are first derived. An in-depth description of the computational setup used to validate the implementation is also presented. Two relevant benchmark problems from the Fourth Computational Aeroacoustics Workshop on Benchmark Problems hosted by NASA are considered in this work. They are known as the Sigle Airfoil Gust Response Problem 16 and the Cascade Gust Interaction Problem. 17 Results from the G3D::Flow code are compared to data published on the same problems by several authors in section III. It is found that the Harmonic Balance method generally compares well with these results throughout all cases.
II. Computational Method
II.A. Flow solver
The G3D::Flow code can be used for inviscid and viscous analysis of both compressible and incompressible flows using a variety of URANS, DES and LES turbulence models. In this work the compressible, inviscid Euler equations are considered
Here, Q is the state vector containing the conservative variables and F j contains pressure and convective fluxes. The gas is assumed to be calorically perfect and obey the perfect gas equation of state with the thermodynamic properties of air. The equations are discretized on a structured, multi-block grid using the finite volume method. A low dissipation, third-order accurate, upwind scheme based on wave splitting is used to reconstruct convective fluxes on cell faces and time integration is done using a standard three-stage, second order accurate, Runge-Kutta cycle.
II.B. Harmonic Balance Technique
To derive the Harmonic Balance equations it is assumed that the conservative variables present in the state vector Q are periodic in time with a known period T . This assumption implies that the solution can be expressed as a Fourier series in time, with spatially varying coefficients
Here, ω n = 2πn/T is the angular frequency of the n th harmonic. The above expression is approximated by assuming that the flow can be accurately described by a limited number of harmonics
Note that the spatial dependency was omitted here for brevity. The time period is now divided into N t = 2N h + 1 equally spaced points and a new state vector Q * is introduced. Q * contains the solution at each time level t l = lT /N t according to
The new state vector allows the Fourier coefficients in Eq. (3) to be obtained via a discrete Fourier transform over all time levels asQ
By differentiating Eq. (3) with respect to time and combining the resulting expression with Eq. (5), an approximation of the time derivative at time level m is obtained according to
Interchanging the order or summation and combining the exponential terms further yields
This equation represents a high order finite difference approximation of the time derivative, with a stencil spanning over all time levels. In matrix notation this may be expressed as
D is known as the time spectral derivative matrix and is block structured with N t × N t blocks. Each block contains a diagonal matrix of size N var × N var , where N var are the number of conservative variables present in Q. The entries of the diagonal matrix in block (m, l) are equal and will here be referred to as d m,l . They can be identified to be given by the expression within the parenthesis of Eq. (7). This expression may be simplified by evaluating the summation, for a complete derivation see Ref.
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A governing equation for the new state vector may now be formulated in which the time derivative is replaced by Eq. (8)
This represents a coupled set of mathematically steady state equations for the periodic solution at each time level. The new flux vector furthermore contains the flux at each time level
Eq. (10) is discretized in space and a pseudo time derivative is introduced to drive the resulting system of equations towards steady state using local time stepping
Here, index i represents a specific cell in the computational mesh. The residual vector contains the discretized fluxes and can be computed independently for each time level
In each stage of the Runge-Kutta cycle the Harmonic Balance solver starts by looping through all time levels to compute the residual vector R * . Instead of adding the time spectral derivative directly to the residual at each time level before updating the state vector Q * , the time spectral derivative is treated implicitly within the Runge-Kutta cycle according to the method proposed by Campobasso et al.
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II.C. Phase-Shifted Periodic Boundary Condition
In the second benchmark problem a two dimensional cascade representing an unrolled section of a turbofan outlet guide vane (OGV) is considered. At the inlet, wakes from an upstream fan are prescribed with an tangential periodicity different from the spacing of the OGVs. This requires the use of phase shifted periodic boundary conditions if the computational domain is to be reduced to include only one blade. A general derivation of the boundary condition for Harmonic Balance solvers is presented here in polar coordinates. The derivation is however equally valid for a two dimensional cascade if the coordinate transformation y = rθ is done. To begin with, it is observed that the flow in an adjacent blade passage is equal to the flow in the simulated blade passage at a shifted time t + ∆t. This may be expressed as
Here, θ S = 2π/N 2 > 0 is the angle spanned by two adjacent blades and ζ = ±1 represent the direction in which the phase shift is performed. If the only source of unsteadiness in the blade passage is due to the periodic passing of an adjacent blade row, the time shift can be computed as ∆t = ζβ/ω, where ω = 2π/T is the fundamental frequency of the flow and β the phase shift
In this equation, Ω and N represent the rotational speed and blade count of the current (1) and adjacent (2) blade row respectively. By substituting Eq. (3) into Eq. (14) one obtains
Requiring that each pair of elements in the two series is equal and inserting the expression for ∆t presented above yields
The solution in an adjacent blade passage thus can be obtained by multiplying each Fourier coefficient by a complex exponential. Equation (17) is now inserted into Eq. (3) and the resulting expression is evaluated at time level m
By rearranging the order of summation, a matrix relation between the new state vector and its phase shifted counterpart Q * (θ + ζθ S ) is obtained
S has the same structure as D, which was described in the previous section. The elements of each diagonal matrix can be shown to be
If the number of blades in each blade row match, β = 0 according to Eq. (15) . In this special case, it is found that Eq. (20) yields the identity matrix, and thus a normal periodic boundary condition is obtained.
The phase shifted boundary condition is applied at both periodic boundaries using a two layer ghost cell technique. The ghost cell values are set by phase shifting the values at the opposite side of the interface, after which the normal flux routines are applied for the boundary faces. It should also be emphasized that this type of boundary condition allows another coupling between the time levels in addition to the time spectral derivative, as can be seen in Eq. (19) .
II.D. Computational Setup
II.D.1. Single Airfoil Gust Response
The first benchmark problem was defined by Scott in Ref. 16 . It has been designed to validate Computational Aeroacoustics (CAA) codes by computing the noise generated from the impingement of velocity gusts onto an isolated airfoil. Several cases were investigated in this work, in which both a loaded and unloaded airfoil were subjected to vortical velocity gusts of different frequencies and wavelengths. In this way the problem isolates some of the noise generation mechanisms found in a turbomachine when wakes from an upstream bladerow impinges on a rotor or stator vane. A schematic view of the computational domain is presented in figure 1 . A structured grid with a C-H-C topology was used to enable a high mesh density near the airfoil in combination with a good far field resolution at a reasonable cell count. The grid size was set to achieve a minimum of 23 points per gust wavelength in each case studied, with a substantially higher resolution near the airfoil. In addition, a buffer zone was placed ahead of the outlet in which the grid was stretched in the axial direction to a final cell length of 1c, where c denotes axial chord. The airfoil geometries were given in Ref. 16 and represents an unloaded Joukowski airfoil at zero degrees angle of attack and a cambered airfoil at 2
• angle of attack. All grids were generated with the in-house meshing software G3DMesh and an example is presented in figure 2. Free-slip boundary conditions were specified along the airfoil surface and no explicit enforcement of the Kutta condition was applied at the trailing edge. A one-dimensional absorbing boundary condition was furthermore used at all free-stream boundaries to specify a steady mean flow of U ∞ = 1.0 m/s, ρ ∞ = γ = 1.4 kg/m 3 , and p ∞ = 4 Pa, corresponding to a Mach number of Ma ∞ = 0.5. The one dimensional formulation was sufficient for this case since the acoustic waves generated by the interaction travels almost radially out from the airfoil and thus exit almost normal to the boundary. Reflections from the outlet were furthermore prevented by the buffer zone. A vortical velocity gust containing a single harmonic was also added on top of the freestream conditions along all boundaries not connected to the buffer zone
The gust amplitude and wave numbers were set to = 0.02 and k 1 = k 2 = (2/c)k respectively, where k is the reduced frequency based on half the airfoil chord
Two values of k were investigated in this work, namely k = 1.0 and k = 2.0, giving a frequency of the flow equal to ω = 1 rad/s and ω = 2 rad/s respectively. The gusts can be seen to be purely vortical, meaning that they are divergence free and convected with the mean flow (a · k = 0 and k 1 U ∞ = ω). The vortical disturbances are added to the flow at the domain boundaries in three stages. First, the gusts are subtracted from the solution in all boundary cells using Eq. (21). A characteristic analysis can then be performed based only on flow induced disturbances. After the ghost cells have been set up to enable outgoing characteristics to exit the domain, the gusts are finally added back to all boundary and ghost cells. The physical time used in Eq. (21) is set according to the Harmonic Balance time level. To achieve a minimum of 23 points per gust wavelength, the far field boundaries were placed at different distances from the airfoil for each reduced frequency while the cell count was kept approximately the same. A summary of the domain dimensions is given in table 1. These values compare well with numbers reported by other authors on this benchmark problem 21, 22 
II.D.2. Cascade Gust Interaction
The second benchmark problem was defined by Envia in Ref. 17 to study tone noise generated when rotating fan wakes interact with a two dimensional OGV cascade. This creates the well known Tyler-Sofrin spinning modes, 23 which in a two dimensional cascade are given as follows
Here, k m is the tangential wave number of the spinning mode and n the harmonic number of the incoming rotor wake. The tangential wave numbers k N1 and k N2 are calculated as 2π divided by the spacing of the rotor and stator blades respectively. Vortical velocity gusts containing three harmonics (n = 3) were specified at the inlet of the computational domain, which is schematically depicted in figure 3 A structured grid with a C-grid topology around the airfoil was employed. Referring to Eq. (23), the grid resolution was chosen to give approximately 30 points per wavelength in the tangential direction for the 
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interaction mode corresponding to n = 3 and l = 2. Resolution of lower harmonic interaction modes and the rotor wakes were higher. A detailed view of the mesh is presented in figure 4 . A buffer zone was applied in this case as well to cancel out any disturbances before they reached the outlet. Damping is performed on the conservative variables by adding a source term to the right hand side of Eq. (10)
Overline is used to denote time averaging and ε(x 1 ) is a scaling factor. It increases smoothly from 0 at the beginning of the buffer zone to a maximum value of 10/T at the outlet, where T is the residence time of a convected disturbance inside the buffer zone. The time average can be obtained analytically as an algebraic average of the solution at each time level. The fluctuations can thus be calculated by means of a matrix multiplication
G is here a matrix with the same structure as D, whose elements are given by
The damping can now simply be included by adding ε(x 1 )G to D in the buffer zone. The size of the computational domain, including the buffer zone, is summarized in table 2. Table 2 : Size of domain presented in figure 3
A free slip boundary condition without explicit enforcement of the Kutta condition was set along the airfoil surface for this benchmark problem as well. Vortical disturbances were specified on top of the steady mean flow at the inlet using the one-dimensional absorbing formulation presented previously. The mean flow at the inlet was obtained from tangential averages of a steady state solution satisfying the following conditions 
Here, a ∞ = γRT 0,in is the ambient speed of sound. The gust amplitudes and wave numbers are furthermore given by
(28)
The tangential wave number of the gusts corresponds to a fan stage with 11 fan blades and 27 outlet guide vanes. This information was used to set the phase shift according to Eq. (15) . To ensure that the gusts were convected with the flow, i.e. remaied vortical, the frequency (or machine rpm) was set to satisfy k · U ∞ = ω. This gave an angular frequency of ω = 796.90 rad/s for c = 1 m, which is close to the reference value of 801.98 rad/s given in the problem description. 17 An alternative approach could have been to adjust the inlet stagnation pressure in the steady state solution until the inlet velocity gives the frequency specified in the problem description.
III. Results
III.A. Single Airfoil Gust Response
Results for the first benchmark problem were obtained by running the Harmonic Balance solver with N h = 2 harmonics for all cases. Including higher harmonics was deemed unnecessary since the velocity gust only contains one harmonic with a small relative amplitude. This implies that the problem is close to linear and that N h = 1 would in fact suffice. The assumption was verified by checking the RMS pressure amplitude of the second harmonic along the airfoil surface for the loaded airfoil at k = 2.0. It was found that the amplitude never exceeded 6.5 % of the total RMS pressure amplitude, indicating that only small non-linear effects are present.
Contour plots of axial velocity and pressure fluctuations for the symmetric airfoil at k = 2.0 are presented in figure 5a and 5b respectively. The acoustic response is seen to have a dipole nature and radiate radially out from the airfoil surface. Results from G3D::Flow has also been compared to results submitted to the Fourth Computational Aeroacoustics Workshop on Benchmark Problems. 24 For brevity the comparison was however limited to two codes, namely GUST3D and BASS. In addition, results from the BASS code published in Ref. 22 were used for the cambered airfoil at k = 2.0 when results were missing in Ref. 24 . A thorough review of all results contributed to the workshop, including those from GUST3D and BASS, has been made by Scott. 21 This review will be used to quantify on the accuracy of the numbers presented hereinafter.
In figure 6 the RMS pressure as a function of axial chord at pressure and suction side of the airfoil is presented. All results have been normalized by ρ ∞ U For the symmetric airfoil the agreement between all codes is excellent at both reduced frequencies. Very good agreement is also observed for the cambered airfoil except at k = 2.0, where the GUST3D code stands out slightly. It should however be noted that the GUST3D and BASS codes were found to be the best, i.e. most consistent, in this case by Scott. 21 In summary the G3D::Flow Harmonic Balance solver is seen to produce a satisfactory pressure response at the airfoil surface.
To investigate the accuracy with which the solver propagates sound, the acoustic intensity was furthermore extracted from the solution on a circle of radius 1c. The results are presented in figure 7 . Results from all codes show good agreement, with the least discrepancy for the symmetric airfoil case at the lower reduced frequency. This is expected since the combination of an unloaded airfoil and lower reduced frequency should be the least challenging setup to predict. At the lower reduced frequency cases the BASS and GUST3D codes were considered to give the best results for the symmetric airfoil and the BASS code alone to be the best for the loaded airfoil. 21 This shows that the G3D::Flow code does a good job in propagating the sound for these two cases. For the higher reduced frequency no best candidate was found by Scott. 21 Good agreement is however observed between G3D::Flow and BASS for both airfoil geometries. Acoustic radiation was further investigated by extracting the acoustic intensity on a circle of radius 4c and the results are presented in figure 8. As expected the discrepancy between the codes is the largest in this case, owing to the complexity of accurately propagating the acoustic signal over larger distances. At the lower reduced frequency the GUST3D and BASS codes were considered the best for the symmetric and cambered airfoil respectively.
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The agreement between G3D::Flow and each respective code for these two cases is satisfactory. For the symmetric airfoil at k = 2.0 the G3D::Flow code is seen to not be able to reproduce the same type of directivity pattern as GUST3D and BASS. This may be due to insufficient mesh resolution in the G3D::Flow simulations, since the sampling circle cuts through the H-grid where a coarser mesh was employed. It must however be appreciated that similar to the smaller sampling circle, no best candidate exist for these results.
III.B. Cascade Gust Interaction
The Harmonic Balance solver was run with N h = 3 harmonics to obtain results for the second benchmark problem. This represents the minimum harmonic content necessary to resolve the specified fan wake, and higher frequencies generated will not be resolved by the time spectral derivative. Initially the solver was run with the one dimensional absorbing formulation at both inlet and outlet. This was found to be insufficient since spurious reflections from especially the outlet quickly contaminated the solution. Converged results were obtained by implementing the buffer zone, in combination with a very strict CFL number constraint of 0.2.
The discrete Fourier transform defined in Eq. (5) was used to obtain the amplitude of each individual harmonic in the solution. These were used to recreate the solution in the time domain, by evaluating Eq. (3) for each individual Fourier coefficient. An example of the axial velocity and pressure mode for n = 2 is presented in figure 9 . The second harmonic of the rotor wake is clearly visible upstream of the OGV vane. Vorticity is also seen to be shed from the trailing edge as caused by the transient lift that the airfoil experiences from the incoming rotor wakes. One upstream and one downstream running pressure mode can also be identified in figure 9b . The downstream running pressure mode can be seen to experience some wiggles. This indicates that reflections are generated in the buffer zone or at the outlet. The sound pressure level (SPL) of each individual harmonic was furthermore calculated along the airfoil pressure and suction side. They are compared to results published by Coupland 25 Very good agreement is observed for the first and second harmonic, whereas notable discrepancies are observed for the third one. The discrepancies are taken as another indicator that reflections are indeed generated in the buffer zone or at the outlet. It is therefore believed that higher order absorbing boundary conditions could improve the results presented above. A longer buffer zone, possibly in combination with grid stretching, could be another way of minimizing reflections. It must however be appreciated that the method of damping the conservative variables employed here inevitably will generate a non-physical response in the solution. This stems from the fact that an even suppression of fluctuations in the conservative variables does not imply an even suppression of fluctuations in primitive variables, such as the pressure. Some of the reflections seen in the solution might thus be inevitable when using a buffer zone technique.
IV. Conclusions
A Harmonic Balance method for turbomachinery tonal noise predictions has been presented and validated against two relevant problems from the Fourth Computational Aeroacoustics Workshop on Benchmark Problems hosted by NASA. Implementing the Harmonic Balance solver into an existing CFD solver using explicit time marching was found to be very convenient. Another strength of the method is that the flow field can be readily obtained at any arbitrary time instant along the time period. This makes the implementation of new features, such as phase-shifted periodic boundary conditions or the buffer zone a much simpler task compared to doing it in a standard time accurate solver.
Very good agreement with two aeroacoustics codes, GUST3D and BASS, was observed for the single airfoil gust response problem. The discrepancies seen were generally not larger than those reported between other codes by Scott. 21 It was shown that only small non-linearities existed in the first benchmark problem by investigating RMS pressure amplitudes on the airfoil surface of the individual harmonics resolved in the Harmonic Balance computation. Considering that the gusts had a similar relative amplitude in the cascade gust interaction problem, non-linearities should play a small role here as well. Results presented in this paper therefore only verifies that the Harmonic Balance method accurately predicts individual frequencies of the flow. Coupling between different harmonics enabled by the non-linear formulation remains an open question that should be further investigated in the future. If these effects are more pronounced, frequencies beyond those resolved in the Harmonic Balance simulation can furthermore be generated if N h is chosen too small. In this event, it is likely also necessary to employ filtering similar to the method proposed by LaBryer et al. 26 Otherwise, aliasing of higher generated frequencies onto the resolved ones will occur, generating inaccurate acoustic results.
For the cascade gust interaction problem the Harmonic Balance solver was found to be in very close comparison with the linear HYDLIN code for the lower harmonics. The discrepancies seen were furthermore thought to be due to insuficient absorbtion of outgiong waves at the boundaries in the G3D::Flow simulations. Convergence issues was also observed in the second benchmark problem which forced the use of a very strict CFL number of 0.2. It can therefore not be verified that the implicit treatment of the time spectral source term proposed by Campobasso et al. 19 improves stability over an explicit treatment. Higher order absorbing boundary conditions and investigation into new solver technologies are therefore necessary.
