A comprehensive analysis is presented of the propagation of symmetry-endowed two-soliton solutions under the influence of various perturbations important in nonlinear optics. Thus, we begin by introducing the analytical expressions of these two-soliton solutions. Then, by considering perturbations which preserve the initial symmetry of the two-soliton solutions, the dependence of the soliton parameters on the propagation distance is determined by using an adiabatic perturbation method. As perturbations of this kind, important for soliton-based communication systems, we consider the bandwidth-limited amplification, nonlinear amplification, and amplitude and phase modulation. Moreover 
I. INTRODUCTION
The possibility of using optical solitons as carriers of information in high-speed and long-haul communication systems has been in the center of intense research activity for almost three decades. The beginning of these investigations can be found in the pioneering work of Hasegawa and Tappert. 1 Thus, by taking into account the intrinsic Kerr nonlinearity of silica, they proved that the propagation of optical pulses in both the anomalous dispersion regime ͑negative group velocity͒ as well as the normal dispersion regime ͑positive group velocity͒ can be described by similar types of nonlinear Schrödinger equations ͑NLSE͒. As Zakharov and Shabat demonstrated, both these equations are completely integrable and their solutions can be found by the inverse scattering transform ͑IST͒. 2 The main characteristic of an equation solvable by the IST is that it possesses solutions which propagate without any distortion of their shape, the so-called soliton solutions. Because of this robustness of the soliton solutions, the communication systems based on optical solitons became an appealing alternative to the linear transmission systems.
After less than one decade since their theoretical prediction, technological advances in fiber optics design made possible the first experimental observation of the propagation of optical solitons. Thus, through a series of elegant experiments, it was demonstrated that in the region of anomalous dispersion it is possible to propagate bright solitons 3 while in the region of normal dispersion dark solitons can be excited.
Here we adopt the notations in the mathematical literature, namely, the variable t plays the role of the evolution variable. However, we stress that the physical meaning of the variable t is the normalized dimensionless distance along the fiber, x represents the normalized dimensionless time, and is the normalized dimensionless complex amplitude of the pulse envelope. The normalized units are tϭ͉␤ 2 ͉Z/2T 0 2 and xϭ(TϪZ/v g )/T 0 , where ␤ 2 is the group-velocity dispersion coefficient, T 0 is the pulse width (T FWHM ϭ1.763T 0 ), v g is the group velocity, and Z and T are the physical distance and time, respectively ͑FWHM denotes full width at half maximum͒.
Although in the absence of external perturbations a soliton can propagate without experiencing any deformation of its shape, in order to be used as effective carriers of information in reliable high-speed communication systems one has to be able to create stable propagating trains of well separated solitons. Therefore, as the soliton propagation is governed by a nonlinear equation, the understanding of the interactions among the optical solitons belonging to such a train became crucial. Depending on their characteristics, there are two kinds of such interactions. First, there is the mutual nonlinear interaction among solitons in a soliton train. This interaction is present even if all external perturbative factors are neglected, that is, in physical situations in which solitons propagate freely. To be more specific about the origin of this interaction, one has to stress that if one considers as the initial condition of Eq. ͑1͒ a linear superposition of N single solitons, the outcome will not be an N-soliton solution whose parameters are merely a linear combination of the parameters of the initial N single solitons. On the contrary, the parameters of the emerging N-soliton solution will depend in an intricate ͑nonlinear͒ way on the set of parameters of the initial N solitons. Most analytical investigations of this interaction are based on the IST; [5] [6] [7] [8] [9] [10] [11] also, numerical simulations of freely interacting solitons can be found in Refs. 5,10,11.
The second kind of the nonlinear interaction comes in place when one considers the influences of the external perturbative factors on the soliton parameters, that is, on the discrete degrees of freedom. Generally, when perturbative terms are added to the NLSE ͑1͒ its integrability is destroyed, so that, in the generic case, soliton parameters no longer remain time independent. In order to describe such interactions, both analytical as well as numerical methods can be employed. Thus, for physical situations in which the distance between the interacting solitons is large compared to their width and all solitons have almost the same amplitudes and velocities, the best suited perturbative method is the so-called quasiparticle approach developed in Ref. 6 . Furthermore, for describing more complex physical phenomena ͑e.g., chirped pulses or instability effects͒ one has to relax the functional dependence of the propagating solution and extend its parameter space. This can be most conveniently done within the framework of the variational approach by choosing as a trial function the most appropriate one for the problem at hand. [12] [13] [14] However, the most powerful analytical method is the adiabatic perturbation method based on the IST and developed in Refs. 15-18 ͑for a review, see Ref. 19͒ . It treats in a unitary way both the discrete as well as the continuous degrees of freedom allowing thus to capture the main features of both the perturbed soliton propagation as well as the radiative effects.
In order to increase the transmission capacity ͑bit rate͒ of soliton based communication systems, channels at different wavelengths can be used. The drawback of using such wavelength division multiplexing ͑WDM͒ schemes is that the nonlinear interactions between solitons in different channels could lead to strong interchannel interferences and, consequently, to the reduction of the bit rate transmission. Therefore, in order to be able to reduce such detrimental effects, it is important to understand the interaction of superimposed solitons which propagate at different frequencies. Several aspects of this interaction have been investigated in previous studies. Thus, the propagation of a pair of overlapped solitons with frequency detuning much smaller than the soliton spectral width through a transmission line with lumped amplifiers and band-pass filters has been described in Ref. 20 . The opposite situation, namely, the case in which the frequency detuning is much larger than the soliton spectral width has been studied in Refs. 7,8,21-24. Recently, the case has been analyzed in which the frequency detuning is comparable to the soliton spectral width and the two solitons propagate freely. 11 Thus, it has been demonstrated that, under certain circumstances, from a superposition of in-phase ͑symmetric͒ solitons,
or out-of-phase ͑antisymmetric͒ solitons,
one can obtain two-soliton solutions with equal amplitudes and equal and opposite velocities ͓see Eqs. ͑39͒ and ͑48͔͒. In order to generate such solitons, the frequency detuning must be greater than a threshold value Ͼ1.51 (Ͼ0.37) for the symmetric ͑antisymmetric͒ superposition. 11 We mention that, by varying the frequency detuning , other kinds of soliton solutions can be obtained, too. Thus, from the symmetric initial condition ͑2͒, it is also possible to generate one-soliton solutions or bound two-soliton solutions ͑a socalled breather͒. As these results are not restricted to the case of sech-type pulses ͑e.g., one obtains the same kind of twosoliton solutions from a symmetric or antisymmetric superposition of Gaussian pulses͒, it is important to understand how these solitons propagate in the presence of various perturbations important in nonlinear optics. The investigation of the interaction between breather solutions and external perturbations has been done in Ref. 8, 25 . Therefore, in the present work, we focus on the more general case, that is, the analysis of the perturbed propagation of two-soliton solutions with nonzero velocities. Thus, in order to analyze perturbative effects induced by perturbations which preserve the symmetry of the initial conditions of the Eq. ͑1͒, we employ the adiabatic perturbation method based on the IST. The reason we chose this method is twofold. First, in the present case the quasiparticle approach cannot be used because at the insertion into the fiber there is a large overlap between the solitons. Second, this formalism can be easily extended to take into account the interaction between these two-soliton solutions and the excited radiation field.
The article is organized as follows. In Sec. II we give a brief summary of the IST and introduce the soliton solutions of Eq. ͑1͒. Then, in Sec. III we present the adiabatic perturbation method used to describe the interaction between solitons and arbitrary perturbations. Furthermore, the twosoliton solutions corresponding to both the symmetric as well as the antisymmetric cases are introduced in Sec. IV. Also, the equations which describe the time evolution of the soliton parameters in both cases are presented. In Sec. V we apply the perturbation theory to analyze the interaction between symmetric or antisymmetric two-soliton solutions and various perturbations important in nonlinear optics. Finally, in the last section, the results are summarized and discussed.
II. INVERSE SCATTERING TRANSFORM
In order to introduce certain concepts and quantities which will be used latter, in this section we briefly review the IST method. To begin with, let us consider the following over-determined system of differential equations:
where F(x,t) is a two-dimensional column vector, U(x,t,) and V(x,t,) are 2ϫ2 matrices,
͑7͒
i (iϭ1,2,3) are the standard 2ϫ2 Pauli matrices, and is a complex spectral parameter. Here, the overbar signifies complex conjugation. It is easy to verify that the compatibility condition of the system ͑4͒ and ͑5͒, that is, F xt ϭF tx , is equivalent to the NLSE ͑1͒. Next, for real eigenvalues , we introduce the Jost functions T Ϯ (x;) which are solutions of Eq. ͑4͒ and satisfy the following asymptotic conditions:
where E(x;)ϵexp((x/2i) 3 ). Furthermore, by using Eq. ͑4͒ one can show that the Jost functions T Ϯ (x;) admit the following integral representation:
where the kernels ⌫ Ϯ (x,y) are 2ϫ2 matrices.
Obviously, the columns of the matrix T Ϫ (x;) are linearly dependent on the columns of the matrix T ϩ (x;), so that one can write
where T() is the scattering matrix
͑12͒
The matrix elements a() and b() are the scattering ͑Jost͒ coefficients and, as Eq. ͑11͒ shows, they are given by
Here, the first and the second columns of the Jost functions were denoted by T Ϯ (1) (x;) and T Ϯ (2) (x;), respectively. If the spectral parameter is regarded as a complex variable, one can prove that if the initial condition (x,0) decreases asymptotically to zero when ͉x͉→ϱ faster than any power of x, then T Ϫ
(1) (x;), T ϩ (2) (x;), and, consequently, the scattering coefficient a() can be analytically extended into the upper half of the -complex plane while T Ϫ (2) (x;) and T ϩ
(1) (x;) can be analytically extended into the lower half of the -complex plane.
Next, let us denote by Z the set of the zeros of the scattering coefficient a(), located in the upper half of the -complex plane:
. . ,N͖. As Eq. ͑13͒ shows, for ϭ i the Jost functions T Ϫ
(1) (x; i ) and T ϩ (2) (x; i ) are linearly dependent, so that one can write
where ␥ i , iϭ1, . . . ,N, are complex proportionality coefficients. These coefficients, together with the zeros i of a(), form the discrete part of the scattering data. The continuous part contains the Jost coefficients a() and b() with on the real axis. Once the scattering data are known, the general solution of Eq. ͑1͒ can be obtained by solving the Gelfand-LevitanMarchenko ͑GLM͒ equation
Here, the 2ϫ2 matrix ⍀(x) is given by
.
͑18͒
After the kernel ⌫ ϩ (x,y) is determined from the GLM equation, the general solution of Eq. ͑1͒ can be found from the following relation:
Finally, the time dependence of the solution (x,t) is determined by the time dependence of the scattering data. Thus, one can prove that the spectral parameter and the scattering coefficient a() are time independent while the scattering coefficient b() and the complex coefficients ␥ j , jϭ1, . . . ,N, have the following time dependence:
III. TIME DEPENDENCE OF THE SCATTERING DATA
In this section we present the adiabatic perturbation method based on the IST. [15] [16] [17] [18] To begin with, let us consider the perturbed NLSE ͑PNLSE͒,
where ⑀ is a small parameter and P(, ) the perturbation. Within the framework of the adiabatic perturbation method, to the time evolution of the scattering data which corresponds to the unperturbed case one adds adiabatic corrections induced by the presence of the perturbation. Thus, in the first-order approximation, the time dependence of a func-
can be written in the presence of the perturbation as
͑24͒
As the scattering data can be viewed as functionals of and , the above formula can be applied to calculate their time dependence in the presence of the perturbation. For instance, when applied to a zero j , jϭ1, . . . ,N, of the scattering coefficient a(), Eq. ͑24͒ becomes
where the 2ϫ2 matrices P(, ) and T Ϯ (x; j ) are given by
The functions f Ϯ (x; j ) and g Ϯ (x; j ) are the components of the Jost functions
, . . . ,N. In order to establish Eq. ͑25͒, one makes use of the following functional derivatives of the zeros of a():
By a similar procedure one obtains that the time evolution of the proportionality coefficients ␥ j (t) is given by the following equation:
͑30͒
In this work, as initial conditions of the PNLSE ͑22͒ we will consider only exact soliton solutions of the NLSE ͑1͒. This means that at tϭ0 only the discrete spectrum is present. Furthermore, for such initial conditions, as long as the time tӶ⑀ Ϫ1 , the contribution from the discrete spectrum to the solution (x,t) dominates the contribution from the continuous spectrum. 17, 18 More exactly, for time t in this range, the soliton part of the solution is of the order O(1) while the continuous part is of the order O(⑀). Translated in the scattering transform domain, this means that the Jost coefficient b() remains of the order O(⑀) as long as tӶ⑀ Ϫ1 . In what follows, we will neglect the influence of the continuous spectrum on the solution (x,t), that is, we will consider that b()ϭ0. Therefore, in order to describe the evolution of the soliton solutions we only need Eqs. ͑25͒ and ͑30͒. They represent nothing more than the time evolution of the discrete spectrum in the scattering transform domain. Related to these equations, one should make one more comment. As one can see, there are two time scales in this dynamical system: the discrete eigenvalues j are slowly varying variables while the parameters ␥ j are fast variables. From this system, by employing the multiscale perturbation theory and by averaging over the fast variables one can obtain scale-invariant asymptotic solutions for the soliton parameters. 27 However, in this work, we will consider that the soliton dynamics is given by Eqs. ͑25͒ and ͑30͒. At the end of this section, for the sake of the completeness we also give the time dependence of the scattering coefficients a() and b(), with R:
IV. SYMMETRIC AND ANTISYMMETRIC TWO-SOLITON SOLUTIONS
In this section we derive the expressions of the twosoliton solutions which are symmetric or antisymmetric, that is, (x,0)ϭ(Ϫx,0) or (x,0)ϭϪ(Ϫx,0), respectively. Moreover, for both cases, by applying the adiabatic perturbation method introduced in Sec. III, we establish the equations which determine the time dependence of the soliton parameters. To begin with, let us consider the symmetric case.
A. Symmetric case
As it is easy to verify, the symmetry (x,0)ϭ(Ϫx,0) extends to the matrix U(x;), so that it has the involution property U(x;)ϭϪ 1 Ū (Ϫx;Ϫ ) 1 .
By taking into account the structure of the linear eigenvalue problem ͑4͒, it is easy to see that this symmetry implies that if F(x;) is an eigenfunction of ͑4͒ corresponding to the eigenvalue then 1 F (Ϫx;) is an eigenfunction corresponding to the eigenvalue Ϫ . Therefore, the discrete eigenvalues of the linear problem ͑4͒ are located symmetrically with respect to the imaginary axis. Furthermore, by taking into account the asymptotic behavior ͑8͒ of the Jost functions, one obtains that the eigenfunctions of ͑4͒ corresponding to the eigenvalues and Ϫ are related by the following relationship:
Here it was supposed that Im Ͼ0, that is, it belongs to the domain of analyticity of T Ϫ (1) and T ϩ (2) . The above equations, together with Eqs. ͑13͒ and ͑14͒, lead to the conclusion that the scattering coefficients must have the following symmetry property:
for Im у0, and
for real . This implies that the zeros of the scattering coefficient a() are located either on the imaginary axis or they appear in pairs at (,Ϫ ). Now let us describe the case in which the only zeros of the coefficient a() are located at ( ϩ , Ϫ ) with ϩ ϭϪ Ϫ ϵ 0 ϭϩi, ,Ͼ0 and b()ϭ0 for any real . If we denote by (␥ ϩ ,␥ Ϫ ) the proportionality coefficients defined by Eq. ͑15͒, one can see that Eq. ͑33͒ implies that
Moreover, if we take into account the time dependence ͑21͒ of these coefficients, we see that this relation is satisfied at any time t, that is, the soliton solution preserves its initial symmetry. Furthermore, one can see from Eqs. ͑16͒ and ͑18͒ that if we choose the initial values of ␥ such that
then the initial condition (x,0) corresponding to these scattering data is real. This proves that, contrary to one of the results in Ref. 5 , real symmetric pulses can generate pairs of solitons with nonzero velocity. By solving the GLM Eq. ͑16͒ which corresponds to a pair of zeros located symmetrically with respect to the imaginary axis and with coefficients ␥ ϩ ,␥ Ϫ which satisfy Eq. ͑37͒ one obtains the following two-soliton solution:
͑x,t͒ϭϪie
where the phase (t) and the displacement (t) are determined by the coefficient ␥ ϩ (t) through the relation ␥ ϩ (t) ϭexp((t)ϩi(t)), ␣ϭln͉ 0 ͉, and tan ϭ/. From Eq. ͑21͒ it follows that (t)ϭϪi( 2 Ϫ 2 )tϩ 0 and (t)ϭ2t ϩ 0 , where the constants 0 and 0 are defined by the relation ␥ ϩ (0)ϭexp( 0 ϩi 0 ). This solution corresponds to a pair of solitons with equal amplitudes and with equal and opposite velocities . Here we mention that a similar solution was found in the case of a perturbed NLSE. 28, 29 However, in that case the zeros of the scattering coefficients appear in pairs for any arbitrary initial condition and not only for those with a specific symmetry. Moreover, it was proven in Ref. 30 that the structure of a soliton solution of that perturbed NLSE which corresponds to a pair of zeros is preserved even if the solitons propagate under the action of a perturbation. In the present case this is no longer true: only perturbations which have the same symmetry as the initial condition will preserve the structure of the zeros of the scattering coefficient a(). This fact is illustrated not only by the structure of the Eq. ͑22͒ but also by the specific expressions obtained if Eqs. ͑25͒ and ͑30͒ are applied to symmetric perturbations. Thus, by taking into account the symmetries ͑33͒ and ͑37͒, and the definition ͑15͒, Eqs. ͑25͒ and ͑30͒ take the following form:
Furthermore, it is easy to verify that under the condition P((x,t), (x,t))ϭ P((Ϫx,t), (Ϫx,t)), these equations yield the following relations:
that is, the structure of the soliton solution is preserved upon propagation.
B. Antisymmetric case
By a similar analysis with the one in the preceding subsection, in what follows we describe the structure of the antisymmetric two-soliton solution. As before, the symmetry property (x,0)ϭϪ(Ϫx,0) extends to the matrix U: U(x;)ϭϪ 2 Ū (Ϫx;Ϫ ) 2 . This involution property implies that if F(x;) is an eigenfunction of ͑4͒ corresponding to the eigenvalue then 2 F (Ϫx;) is an eigenfunction corresponding to the eigenvalue Ϫ . Therefore, again the eigenvalues of the system ͑4͒ appear in pairs located symmetrically with respect to the imaginary axis. The asymptotic dependence ͑8͒ implies that, for Im Ͼ0, the Jost functions must satisfy
These involution properties show that Eqs. ͑35͒ and ͑36͒ describe this case too, so that the zeros of the scattering coefficient a() are located either on the imaginary axis or they appear in pairs at (,Ϫ ).
In what follows, we describe the case in which a() has only a pair of zeros at ( ϩ , Ϫ ) with ϩ ϭϪ Ϫ ϵ 0 ϭ ϩi, ,Ͼ0, and b()ϭ0 for any real . One can see that in this case Eq. ͑44͒ implies that
As before, this relation is satisfied at any time t, that is, the soliton solution preserves its symmetry upon propagation. Furthermore, if we choose the initial values of ␥ such that
then the initial conditions corresponding to these scattering data are real. By solving the GLM Eq. ͑16͒ which corresponds to these scattering data one obtains the following two-soliton solution:
͑x,t͒ϭϪie (t)ϩ␣ e ix cosh͑xϩ͑t ͒ϩi ͒Ϫe Ϫix cosh͑xϪ͑t ͒Ϫi ͒ 2 cosh͑xϩ͑t ͒͒cosh͑ xϪ͑t͒͒ϩ 2 cos͑xϩi͑t ͒͒cos͑ xϪi͑t ͒͒ . ͑48͒
We mention that similar but more particular expressions of the two-soliton solutions presented here, that is, the solutions which are real at tϭ0, have been given in Ref. 11 . Furthermore, if one takes into account perturbations which preserve the symmetry of the initial condition of Eq. ͑1͒, that is, P ((x,t) , (x,t))ϭϪP((Ϫx,t), (Ϫx,t)), the time dependence of the zeros Ϯ is given by
while the equation describing the time dependence of the coefficients ␥ Ϯ is the same as Eq. ͑41͒. Obviously, in this case we have to use in these equations the Jost functions corresponding to the antisymmetric two-soliton solution. As in the symmetric case, the antisymmetric perturbations preserve the structure of the scattering data during the propagation, that is, Eqs. ͑42͒ and ͑43͒ remain valid in this case too.
V. SYMMETRY PRESERVING PERTURBATIONS
In this section we analyze the interaction of the twosoliton solutions given by Eqs. ͑39͒ and ͑48͒ with perturbations which preserve their initial symmetry. An immediate consequence of this fact is that, within the framework of the adiabatic perturbation method described in Sec. III, the functional form of these solitons is preserved during the propagation. However, the parameters 0 , 0 , and 0 are no longer constants but become time dependent. Therefore, in order to construct the solutions of Eq. ͑22͒, all one has to do is determine the time dependence of these parameters. This can be done both for the symmetric or antisymmetric case by integrating the ordinary differential equation ͑ODE͒ systems given by Eqs. ͑40͒ and ͑41͒ or by Eqs. ͑49͒ and ͑41͒, respectively. Because the symmetry of the solution is preserved upon propagation, the Jost functions which appear in these equations are those which correspond to the symmetric or antisymmetric two-soliton solutions. The analytical expressions of T ϩ (2) (x,t;) are given in the Appendix; the expressions for T Ϫ
(1) (x,t;) can be obtained from T ϩ (2) (x,t;) by using the symmetry properties ͑33͒ or ͑44͒.
In order to integrate numerically the ODE systems mentioned above, we used a fifth-order Runge-Kutta method with adaptive step-size control. The improper integrals were computed by using a Gaussian quadrature based on GaussHermite orthogonal polynomials. 31 The number of zeros was kϭ128. As a check of the validity of the results obtained numerically, we computed at each integration step the product ␥ ϩ ␥ Ϫ and in all the subsequent cases the conclusion was that the relations ͑37͒ and ͑46͒ were satisfied with an accuracy higher than 10 Ϫ9 . Furthermore, the PNLSE's of type ͑22͒ were integrated by using a standard split-step Fourier method. 32 We mention that both the direct numerical integration of the PNLSE's of type ͑22͒ as well as the numerical integration of the ODE system ͑25͒, ͑30͒ requires a similar amount of computer time. However, the numerical results obtained by direct integration of the PNLSE offers little information about the time evolution of the soliton parameters ͑especially during the transitory stage when the soliton interaction is rather strong͒. On the other hand, by integrating numerically the ODE system which gives the dynamics of the soliton parameters, one can obtain a rather accurate and detailed description of the time dependence of the soliton parameters throughout the propagation.
In what follows, we analyze several cases important for optical communication systems.
A. Soliton propagation in the presence of lumped amplifiers and band-pass filters
Due to the existence of inherent losses in a long-haul transmission line, solitons can propagate over long distances only if amplifiers are inserted periodically. Usually, the distance between the amplifiers is Z a Ӎ30-40 km. By introducing the concept of guiding center solitons, it has been demonstrated that such transmission lines can support stable solitons with specific parameters if two conditions are fulfilled: ͑i͒ the distance Z a between the amplifiers must be much smaller than the dispersion length Z d ϭT 0 2 /͉␤ 2 ͉, and ͑ii͒ the overcompensated amplifier gain and the averaged gain dispersion must be in a certain ratio. [33] [34] [35] [36] Besides the compensation of losses, it has been shown that the periodical insertion of amplifiers reduces the Gordon-Haus timing jitter 37, 38 and soliton-soliton interaction. [39] [40] [41] However, due to the interaction with the amplified radiation, the soliton propagation under the influence of the bandwidth limited amplification ͑BLA͒ is asymptotically unstable. 42, 43 Expressed in dimensionless units, the averaged equation describing the optical pulse propagation in the presence of the BLA can be cast in the following form:
Here is the averaged soliton envelope and the coefficients ␦ and ␤ represent the overcompensated amplifier gain and the averaged gain dispersion, respectively. In normalized units, the coefficient ␦ is given by ␦ϭ2(G/z a Ϫ⌫), where exp(2G) is the amplifier power gain at the carrier frequency 0 , ⌫ is the dimensionless fiber loss coefficient, and z a ϭZ a /Z d . The coefficient ␤ depends on the transfer function of the filter inserted after each amplifier. For example, for a Fabry-Perot filter with the transfer function,
the averaged gain dispersion is given by ␤ϭ4/(B 2 z a ), where B is the normalized frequency bandwidth of the filter. It is easy to see that Eq. ͑50͒ can be brought to the form ͑22͒ with ⑀ϭi␦ and
where 1 ϭ␤/␦. Furthermore, in order to study the soliton interaction in the presence of BLA, we first integrated Eq. ͑50͒ numerically. The initial conditions were the two-soliton solutions ͑39͒ and ͑48͒. In both cases the initial soliton amplitude and velocity were ϭ1 and ϭ0.2, respectively, the initial value of the displacement 0 was 0 ϭ0, and the initial phase 0 in the symmetric ͑antisymmetric͒ case was 0 ϭ/2 ( 0 ϭ0). The only reason for choosing these specific values for 0 and 0 was to make the initial conditions real. The results of the numerical simulations are presented in Figs. 1͑a͒-1͑b͒ and correspond to the symmetric and antisymmetric case, respectively. In both cases the ratio 1 ϭ3, that is, the ratio for which the one-soliton solution is attracted to the soliton state with asymptotic parameters ( as , as )ϭ(0,1). As Figs. 1͑a͒-1͑b͒ illustrate, during the propagation the soliton velocity decreases while the soliton amplitude approaches asymptotically to unity. Moreover, for propagation distances shown in these figures, no significant amount of radiation is emitted. For a more detailed analysis of the influence of BLA on the two-soliton solutions we employed the adiabatic perturbation method. Thus, we integrated numerically the ODE systems which determine the dependence of the soliton parameters on the propagation distance. In all cases, as the initial values of the soliton parameters we chose the ones given above, while for the ratio 1 we chose three values: 1 ϭ2,3,6. In Figs. 2͑a͒-2͑d͒, for both cases, the dependence of the soliton amplitude and velocity on the propagation distance is presented. In each plot the curves correspond to the three ratios of 1 . Figures 2͑a͒-2͑b͒ correspond to the symmetric case and, as they illustrate, the only case for which the soliton parameters converge to ( as , as )ϭ(0,1) is 1 ϭ3. Thus, for 1 ϭ2 one can observe an enhancement of the soliton amplitude while for 1 ϭ6 the emerging solitons decay. Therefore, as in the case of one-soliton solution, the emerging solitons are attracted to the asymptotic state ( as , as )ϭ(0,1) only if the condition ␤ϭ3␦ is satisfied. Another fact which is illustrated by Fig. 2͑b͒ is that in all three cases the soliton velocity increases during a short initial stage after which it decreases asymptotically to zero. The general characteristics of the propagation remain unchanged in the case of antisymmetric solitons and this fact is illustrated by Figs. 2͑c͒-2͑d͒. As one can see from these figures, the main difference consists in the fact that the velocity of the antisymmetric solitons does not change too much during the initial stage of the propagation. This behavior can be explained qualitatively if we resort to the quasiparticle description of the two-soliton solutions: in the antisymmetric case the initial overlap between solitons is smaller, so that the mutual soliton interaction is weaker.
In order to compare the results given by the adiabatic perturbation method to those obtained by direct numerical simulations, we present in Figs. 3͑a͒-3͑c͒ and Figs. 4͑a͒-4͑c͒ the numerical solution of the Eq. ͑50͒ and the twosoliton solutions with parameters given by the perturbation method, both calculated after 20 propagation units. For a better illustration, we also included the initial pulse shape.
As these figures show, there is an excellent agreement between the results obtained by the two methods, so that for distances within this range the perturbation method gives an adequate description of the perturbed soliton propagation.
B. Soliton propagation in the presence of lumped amplifiers, band-pass filters, and nonlinear amplifiers
As mentioned in the preceding subsection, due to the excess gain introduced by the filters, the dispersive wave noise increases exponentially with the propagation distance, leading to the instability of the soliton propagation. In order to overcome this problem, it has been suggested to use amplifiers having a nonlinear gain characteristic. 42, 44 The averaged equation describing optical pulse propagation in a transmission line with such nonlinear amplifiers inserted periodically can be written as
Here ␥ϭ2g 0 /z a , where the parameter g 0 characterizes the averaged nonlinear gain over the amplifier span
with G(͉͉ 2 )ϭ1ϩg 0 ͉͉ 2 being the gain characteristic function of the nonlinear amplifier.
Obviously, Eq. ͑53͒ can be written in the form ͑22͒ with ⑀ϭi␦ and the perturbation P(, ) given by 
P͑, ͒ϭϩ
Coefficients 1 ϭ␤/␦ and 2 ϭ␥/␦. By using a perturbation method based on the analysis of the adiabatic changes of the energy and momentum associated with Eq. ͑1͒, it has been demonstrated that the propagation of the one-soliton solution under the influence of the perturbation ͑55͒ is stable if ␦Ͼ0. 42 Moreover, if the relation ␤ϭ3␦ϩ2␥ ͑i.e., 1 ϭ3ϩ2 2 ) holds, then the soliton parameters approach asymptotically the values ( as , as ) ϭ(0,1).
The results of the numerical simulation of Eq. ͑53͒ are presented in Figs. 5͑a͒-5͑b͒. In Fig. 5͑a͒ , the initial condition was chosen as the symmetric two-soliton solution, while in Fig. 5͑b͒ it was chosen the antisymmetric one. In both cases ratios 1 ϭ7 and 2 ϭ2. As both these figures show, the initial two-soliton solutions evolve into a pair of solitons with zero velocities and amplitudes equal to unity, that is, one obtains a similar outcome as in the case of a single soliton solution. Moreover, one can observe that no significant amount of radiation is generated.
We also used the adiabatic perturbation method to investigate the evolution of the two-soliton solutions under the influence of perturbation ͑55͒. The results are shown in Figs.  6͑a͒-6͑b͒ and Figs. 6͑c͒-6͑d͒ for the symmetric and antisymmetric solitons, respectively. In each figure three cases are presented and, as one can observe, only in the case described by coefficients 1 ϭ7 and 2 ϭ2, the soliton parameters approach asymptotically the values ( as , as )ϭ(0,1). This fact confirms that, as in the single soliton case, the propagation of a two-soliton solution is stabilized only if the relation 1 ϭ3ϩ2 2 is satisfied. In the other two cases, that is, if 1 Ͻ3ϩ2 2 ( 1 Ͼ3ϩ2 2 ) the soliton amplitude increases ͑decreases͒. Furthermore, in all cases the soliton velocity decreases to zero.
In order to see how reliable are the results obtained by the perturbation method, we compared the optical fields obtained by the direct numerical simulations of Eq. ͑53͒ with those obtained by the perturbative method. The propagation distance was equal to 20 units in both cases. The results are presented in Figs. 7͑a͒-7͑c͒ and Figs. 8͑a͒-8͑c͒ and correspond to the symmetric and antisymmetric case, respectively. As these figures illustrate, there is very good agreement between the two methods, so that one can conclude that the perturbation method describes properly the soliton interaction in this case, too.
C. Soliton propagation in the presence of lumped amplifiers, band-pass filters, and amplitude modulators
A different approach to overcome the limitations imposed by the BLA on the efficiency of the soliton based communication systems has been used by Nakazawa et al. in Ref. 45 . Thus, they proved that by introducing an optical amplitude modulator for soliton reshaping and retiming into the repeater loop one can achieve bit rates/channel of 10 Gbit/s over propagation distances of 10 6 km. The mechanism by which the optical modulator retimes the solitons is simple: those solitons which walked off their proper time slot ͑which is synchronized to coincide with the loss minimum͒ experience more loss at one edge than at the other, so that they are shifted ͑in time͒ toward their right time slot.
The soliton propagation in a transmission line with an optical modulator and a band-pass filter inserted at each amplifier position is governed by the following averaged equation: 46, 47 
where a is the effective loss modulation and ⍀ a is the modulation frequency, equal to 2 times the bit rate. Equation ͑56͒ can be brought to the form ͑22͒ with the perturbation P(, ) given by the expression
with ⑀ϭi␦, 3 ϭ a /␦.
Before discussing the more complex case of two-soliton propagation, let us gain some insight into the physics of this problem by looking at the propagation of the one-soliton solution in the presence of the BLA and the amplitude modulation. Thus, if one applies the adiabatic perturbation method presented in Sec. III to the one-soliton solution
with (t)ϭ2tϩ 0 , (t)ϭ( 2 Ϫ 2 )tϩ 0 , 0 ϭln(͉␥ 0 ͉)/, and 0 ϭarg(␥ 0 ), one obtains that the dynamics of the soliton parameters is governed by the following system:
͑61͒
Obviously, this system has a fixed point at (,,) ϭ( 0 ,0,0) if FIG. 5 . Propagation of the two-soliton solutions in the presence of lumped amplifiers, band-pass filters, and nonlinear amplifiers. The system parameters are: ␦ϭ0.02, ␤ϭ0.14, and ␥ϭ0.04. ͑a͒ Symmetric initial condition, Eq. ͑39͒ with parameters ϭ1, ϭ0.4, 0 ϭ0, 0 ϭ/2; ͑b͒ antisymmetric initial condition, Eq. ͑48͒ with parameters ϭ1, ϭ0.4, 0 ϭ 0 ϭ0.
FIG. 6.
The dependence of the soliton amplitude and velocity on the propagation distance. The parameter ␦ϭ0.02 and the ratios 1 ϭ4, 2 ϭ1 in ͑a͒-͑b͒ and 1 ϭ8, 2 ϭ3 in ͑c͒-͑d͒ ͑dashed line͒; 1 ϭ7, 2 ϭ2 ͑solid line͒; 1 ϭ11, 2 ϭ2 ͑dotted-dashed line͒. ͑a͒ Amplitude of the symmetric soliton, Eq. ͑39͒ with initial parameters (0)ϭ1, (0)ϭ0.4, 0 (0)ϭ0, 0 (0)ϭ/2 vs. the propagation distance; ͑b͒ velocity of the symmetric soliton, Eq. ͑39͒ with the same parameters as in ͑a͒ vs. the propagation distance; ͑c͒ amplitude of the antisymmetric soliton, Eq. ͑48͒ with initial parameters (0)ϭ1, (0)ϭ0.4, 0 (0)ϭ 0 (0)ϭ0 vs. the propagation distance; ͑d͒ velocity of the antisymmetric soliton, Eq. ͑48͒ with the same parameters as in ͑c͒ vs. the propagation distance. 
͑63͒
Due to the complexity of the integrals employed by the adiabatic perturbation method, it is impossible to express in closed form the differential equations which describe the dynamics of the soliton parameters in the case of two-soliton solution, that is, the analogue formulas ͑59͒-͑61͒ for the case of symmetric or antisymmetric solitons. However, as the two-soliton state breaks after a short distance in two solitons which can be viewed as being rather independent, we expect that Eqs. ͑59͒-͑61͒ give a good qualitative description of the asymptotic behavior of the two emerging solitons. Therefore, when we chose the parameters ␦, ␤, a , and ⍀ a for the numerical simulations of Eq. ͑56͒ we had been guided by Eq. ͑62͒. However, in the case of two-soliton solutions, the asymptotic time shift is no longer zero, so that the asymptotic state of the emerging solitons cannot be the fixed point ( 0 ,0,0). Moreover, Eq. ͑62͒ does not take into account the mutual interaction between the asymptotic solitons, so that we cannot expect that it is rigorously verified by the asymptotic values of the parameters of the emerging solitons.
For a more detailed analysis of the propagation of the two-soliton solutions ͑39͒ and ͑48͒ in the presence of the BLA and the amplitude modulation, we integrated numerically Eq. ͑56͒ for various choices of the parameters ␦, ␤, a , and ⍀ a . Thus, the numerical simulations showed that for both cases ͑symmetric and antisymmetric͒ the asymptotic value of the amplitude of the emerging solitons increases as the modulation frequency ⍀ a decreases. As one can see, this result agrees with Eq. ͑62͒. Moreover, we observed that as the modulation amplitude a increases the soliton propagation becomes more unstable, in agreement with Eq. ͑63͒. In Figs. 9͑a͒-9͑b͒ and Figs. 10͑a͒-10͑b͒ we present the propagation of the symmetric and antisymmetric two-soliton solutions, respectively. As these figures illustrate, similar to the previous cases, the antisymmetric two-soliton solution is more stable. Furthermore, we mention that for all four sets of parameters which correspond to these figures Eq. ͑62͒ ͑modi-fied to take into account the asymptotic value of the time shift ) was rather well verified.
Furthermore, in order to determine the dependence on the propagation distance of the soliton parameters and, consequently, the optical pulse shape upon propagation, we also used the adiabatic perturbation method. The results are presented in Figs. 11͑a͒-11͑b͒ ͓Figs. 11͑c͒-11͑d͔͒ for the symmetric ͑antisymmetric͒ case. As one can see, although the adiabatic perturbation method gives a good qualitative description of the soliton propagation, unlike the previous two cases, the quantitative results obtained by the two methods do not agree as well. One reason for this discrepancy consists in the fact that in the present case, a larger amount of radia- tion is emitted, so that the soliton parameters are influenced more by the radiative modes.
D. Soliton propagation in the presence of lumped amplifiers, band-pass filters, and phase modulators
An alternative method which proved to be effective in stabilizing the soliton propagation under the influence of the BLA was proposed in Ref. 48 . Thus, it has been demonstrated that by applying a synchronous periodic phase modulation to the propagating solitons in the presence of the BLA one can obtain a stabilization of soliton positions as well as a reduction of the Gordon-Haus jitter. [48] [49] [50] The mechanism by which the soliton propagation is stabilized by the periodic phase modulation can be understood as follows: the phase modulators create a periodic potential so that, if the time modulation frequency is properly chosen, the solitons are trapped into the potential minima. 51 If the distance between the phase modulators is much smaller than the dispersion length Z d , the pulse propagation is described by the following averaged PNLSE:
͑64͒
where p and ⍀ p are the normalized modulation amplitude and frequency, respectively. This equation can be cast in the form ͑22͒ with ⑀ϭi␦ and the perturbation P(, ) given by
Here, coefficient 4 ϭ p /␦. In the previous studies it was considered that the initial state of the optical field consists of two well separated solitons. Furthermore, in an analytical treatment, by applying the quasiparticle approach, 6 it was shown that the solitons are trapped into the potential minima so that the distance between them remains constant. In order to achieve this stabilization, two requirements must be fulfilled: ͑i͒ the initial distance ⌬ 0 between the solitons and the modulation frequency ⍀ p must satisfy the relation ⌬ 0 ϭ2/⍀ p , and ͑ii͒ the modulation amplitude p must be larger than a certain threshold value. In the present case, we approach this problem the other way around. Thus, as the initial conditions we take the two-soliton solutions ͑39͒ and ͑48͒, that is, a twosoliton state which results from the overlap between two solitons with different velocities ͑frequencies͒.
The main conclusion which can be drawn from the numerical simulations is that in both cases the asymptotic distance between the emerging solitons can be controlled by varying the modulation frequency ⍀ p . In order to support this conclusion, we present in Figs. 12͑a͒-12͑c͒ and Figs. 13͑a͒-13͑c͒ the results of the numerical simulations of Eq. ͑64͒ with the symmetric or antisymmetric solitons as initial conditions, respectively. In Figs. 12͑a͒-12͑c͒ we present the propagation of the symmetric two-soliton solution ͑39͒ in three situations: in the first case the phase modulation is absent ͓Fig. 12͑a͔͒ and in the next two, the phase modulation has the same amplitude p ϭ0.1 while the modulation frequency is ⍀ p ϭ/4 ͓Fig. 12͑b͔͒ and ⍀ p ϭ/10 ͓Fig. 12͑c͔͒. In all three cases the ratio 1 and the initial values of the soliton parameters were the same. As Fig. 12͑a͒ shows, if the phase modulation is absent ( p ϭ0), the asymptotic distance between the emerging solitons is ⌬Ӎ10. However, when the phase modulation is introduced, we can see that by varying the modulation frequency ⍀ p , that is, the distance between the potential minima, one can obtain a stable propagation of two solitons separated by a distance ⌬Ӎ2/⍀ p . Therefore, one can conclude that by introducing the phase modulation one can control the final distance between the emerging solitons.
Furthermore, Figs. 13͑a͒-13͑c͒ illustrate that when the antisymmetric two-soliton solution ͑48͒ is taken as the initial condition of Eq. ͑64͒, the general characteristics of the soliton propagation remain unchanged. However, due to the fact that in the antisymmetric case the overlap between the emerging solitons is smaller, the mutual soliton interaction is also smaller. Therefore, the propagation of the emerging solitons in the antisymmetric case is more stable. This result is also illustrated by Figs. 14͑a͒-14͑b͒ where the maximum value of the pulse amplitude ͉͉ is represented as a function of the propagation distance. As one can see, in the symmetric case ͓Fig. 14͑a͔͒ the oscillations of the maximum value of the pulse amplitude intensify at a higher rate as compared to the antisymmetric case ͓Fig. 14͑b͔͒. We mention that the same behavior have been observed at the propagation of soliton trains in the presence of the third-order dispersion and phase modulation, namely, the propagation is more stable when adjacent pulses are out-of-phase.
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VI. CONCLUSIONS
In this work we perform the analysis of the propagation of certain two-soliton solutions in the presence of various perturbations important for optical communication systems. The motivation for focusing on the understanding of the interaction of soliton solutions endowed with symmetry is twofold. First, for such specific solutions, quantities such as Jost functions have analytic expressions which are not too com- plex, such that analytical calculations are still tractable. This offers an alternative method to the direct numerical simulations and, consequently, leads to a deeper understanding of the various physical processes which take place upon pulse propagation. Second, it has been shown that such solitons can be generated from the superposition of optical pulses with a rather general shape. Therefore, such solitons can be of great interest from the experimental point of view, too. For example, the results reported here can be important for understanding the physical processes which take place in a multichannel WDM optical transmission line. Moreover, the analysis presented here can be extended to the case of soliton propagation in optical fibers with modulated dispersion, the so-called dispersion-managed solitons. [52] [53] [54] [55] Due to the fact that the adiabatic treatment of the soliton propagation requires that soliton parameters vary slowly, this method is appropriate for studying the weak dispersion management regime.
As perturbations important in nonlinear optics, we took into account the bandwidth limited amplification, nonlinear amplification, and amplitude and phase modulation. For each case, we studied both analytically and numerically the influence of these perturbations on the propagation of symmetric or antisymmetric two-soliton solutions. Moreover, the results obtained by applying the adiabatic perturbation method were compared and checked against those obtained by direct numerical simulations of the governing propagation equations. Furthermore, for every perturbation, we discussed the validity of the results given by the adiabatic perturbation method. Finally, although the present study deals only with initial conditions which are represented by pure solitons, it already contains all ingredients necessary to extend the analysis to the more general case, namely, to the case in which a radiative field is present in the initial optical pulse. 
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APPENDIX: JOST FUNCTIONS FOR SYMMETRIC AND ANTISYMMETRIC TWO-SOLITON SOLUTIONS
Here we give the analytical expressions of the Jost functions T ϩ (2) (x,t;) corresponding to the symmetric and antisymmetric two-soliton solutions. In order to find them, we first solve the GLM Eq. ͑16͒, then the expression obtained for the kernel ⌫ ϩ (x,y) is inserted into Eq. ͑10͒. The final expressions of the components f ϩ (x,t;) and g ϩ (x,t;) are 
