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Abstract
In genetic association studies of rare variants, low statistical power and potential violations
of established estimator properties are among the main challenges of association tests.
Multi-marker tests (MMTs) have been proposed to target these challenges, but any compar-
ison with single-marker tests (SMTs) has to consider that their aim is to identify causal geno-
mic regions instead of variants. Valid power comparisons have been performed for the
analysis of binary traits indicating that MMTs have higher power, but there is a lack of con-
clusive studies for quantitative traits. The aim of our study was therefore to fairly compare
SMTs and MMTs in their empirical power to identify the same causal loci associated with a
quantitative trait. The results of extensive simulation studies indicate that previous results
for binary traits cannot be generalized. First, we show that for the analysis of quantitative
traits, conventional estimation methods and test statistics of single-marker approaches
have valid properties yielding association tests with valid type I error, even when investigat-
ing singletons or doubletons. Furthermore, SMTs lead to more powerful association tests
for identifying causal genes than MMTs when the effect sizes of causal variants are large,
and less powerful tests when causal variants have small effect sizes. For moderate effect
sizes, whether SMTs or MMTs have higher power depends on the sample size and percent-
age of causal SNVs. For a more complete picture, we also compare the power in studies of
quantitative and binary traits, and the power to identify causal genes with the power to iden-
tify causal rare variants. In a genetic association analysis of systolic blood pressure in the
Genetic Analysis Workshop 19 data, SMTs yielded smaller p-values compared to MMTs for
most of the investigated blood pressure genes, and were least influenced by the definition of
gene regions.
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Introduction
Candidate gene and genome-wide association studies have identified many common variants
associated with a large number of complex traits, and explained some of the estimated herita-
bility [1]. The refinement of high-throughput technologies and the decrease in sequencing
costs now allow investigating the role of rare variants in greater depth as well. However,
despite evidence that many rare variants play a functional role in complex traits and in the reg-
ulation of biological processes [2–4], only a relatively small number of rare variants have been
found to be associated with complex diseases so far [5–7] with one likely reason that frequently
used statistical tests have been underpowered.
While single-marker tests (SMTs) are often the method of choice for the analysis of com-
mon and low-frequency single nucleotide variants (SNVs) with a minor allele frequency
(MAF) greater than 0.01 or 0.005, multi-marker tests (MMTs) have attracted much attention
over the last years for the analysis of rare SNVs. Their development has been motivated by
arguments that SMTs have inflated type I error and very low power when testing rare SNVs in
the analysis of binary traits [8], and might not provide valid statistical inference when testing
very rare SNVs or single base-pair mutations. MMTs use different approaches to combine the
rare genetic variants’ information in a given region and test the association of the region with
the phenotype. They can be broadly classified as (i) burden tests, which obtain genetic scores
by collapsing rare variants in a region/gene [8–11], (ii) extensions of burden tests [12–14], (iii)
variance-component tests, which collapse single-variant score statistics in a region [15–17],
(iv) combinations of burden and variance-component tests [18–21], and (v) other approaches
[22]. Detailed comparisons of rare variant association tests for binary traits [9, 15, 20, 23–24]
showed that SMTs based on likelihood ratio tests have inflated type I errors, SMTs based on
Score tests, Wald tests, and Fisher’s exact tests have deflated type I errors, and all of these
SMTs have much lower power compared to MMTs across most of the considered scenarios.
These results have also been picked up by most recent reviews [25–27].
For the analysis of quantitative traits, however, extensive comparisons are lacking and few
studies have compared SMTs with MMTs. Those studies that have investigated SMTs and
MMTs for quantitative traits [11, 28–31] might seem to partially confirm the results of binary
traits, but they actually do not allow valid conclusions regarding which approach has the highest
power due to the following reasons. Some studies tested different sets of variants with SMTs
and MMTs (SNPs versus SNVs [11], including versus excluding singletons and doubletons
[31]) or tested different hypotheses by evaluating the power of identifying causal variants for
SMTs but assessed the power of identifying causal regions for MMTs [11, 28, 30]. In another
study [29], Saad et al. compared SMTs with MMTs in their power to identify the same genetic
locus and found that different methods have higher power in different scenarios. But the results
are inconclusive since very few replicates were used in the simulation study and the type I errors
were not well-calibrated in their study for SMTs as well as MMTs. Finally, most of the recent
studies proposing new MMTs did not compare MMTs with SMTs but only compared the per-
formance of different MMTs [12–14, 16–19, 21–22, 32], or only compared SMTs and MMTs
for common SNVs [33–35], which cannot be generalized to the analysis of rare SNVs.
As a result of the inconclusive previous studies, the aim of this study is to provide a compari-
son of SMTs and MMTs for the analysis of quantitative traits based on a clear formalization of
the tested hypotheses for each approach. Consequently, we compare an SMT (Wald-type t-test)
with popular MMTs (SKAT [17], SKAT-O [19], and a burden test [10]) for testing the same
hypothesis (i.e. the same causal loci) in rare variant association studies of quantitative traits
under different scenarios. Without loss of generality, we consider a gene as a causal locus in this
study. We show at first that all approaches have valid type I error rates and that in particular,
Comparison of single-marker and multi-marker tests
PLOS ONE | https://doi.org/10.1371/journal.pone.0178504 May 31, 2017 2 / 19
(email: vanessa@business-endeavors.com) or Dr.
Jean MacCluer (email: jeanm@swiconics.net).
Funding: This work was supported by the Natural
Sciences and Engineering Research Council of
Canada [RGPIN 2014-04904 to YEY], the Research
& Development Corporation of Newfoundland and
Labrador [5404.1723.101 to YEY] and the Faculty
of Medicine of Memorial University of
Newfoundland [209666 to YEY]. SK is partly
supported by funds granted by the Helmholtz
Association as part of the portfolio topic "Metabolic
Dysfunction". The funders had no role in study
design, data collection and analysis, decision to
publish, or preparation of the manuscript.
Competing interests: The authors have declared
that no competing interests exist.
single-marker analyses provide unbiased variant effect estimates and valid statistical inference
even when singletons or doubletons are under consideration. Based on extensive simulation
studies, we then show that for quantitative traits, SMTs can lead to more powerful or equally-
powered association tests for identifying a causal gene (i.e., a gene which includes rare/ very
rare causal variants) compared to MMTs in many realistic scenarios. More specifically, SMTs
lead to more powerful association tests for identifying causal genes than MMTs when the effect
sizes of causal variants in the gene are large, and less powerful tests when causal variants have
small effect sizes. For moderate effect sizes, whether SMTs or MMTs have higher power
depends on the sample size and percentage of causal SNVs. Sensitivity checks show that this is
the case if all rare and non-causal common SNVs in a gene are analyzed, and also if the analysis
is restricted to rare SNVs only. The latter comparison mostly influences the results of the bur-
den test. We describe the situations when SMTs and when MMTs have higher power in detail,
compare the power for identifying causal rare variants and causal genes using SMTs, and inves-
tigate the same scenarios for binary traits to provide a more complete description on which
study designs and tests yield the highest power. Finally, we conduct a comparison of SMTs with
MMTs in a real data genetic association analysis of systolic blood pressure using the Genetic
Analysis Workshop 19 data.
Material and methods
Hypotheses tested by single-marker and multi-marker approaches
SMTs and MMTs test different null hypotheses with a different focus. The unit under investi-
gation in MMTs is a region of the genome such as a gene. Accordingly, MMTs are testing
whether a given combination of SNVs in a given gene (burden-type tests) or any of the SNVs in
a given gene (variance-component-type tests) is associated with the trait of interest, whereas
SMTs are testing whether a given SNV is associated with the trait of interest. More formally,
for a given gene including k SNVs, the tested hypotheses for SMTs are
H0i : bi ¼ 0 vs: HAi : bi 6¼ 0 for i ¼ 1; . . . ; k ð1Þ
where βi is the effect of the i-th SNV on the trait under consideration; and the tested hypothe-
ses for MMTs are
H0 : a ¼ 0 vs: HA : a 6¼ 0 ð2Þ
where α is the effect of the gene on the trait of interest, which could be a single parameter in
burden-type tests, or a vector of parameters for the k SNV effects in variance-component-type
tests with
H0 : a ¼ ðb1; . . . ; bkÞ
T
¼ 0 vs: HA : bi 6¼ 0 for at least one i: ð3Þ
Hence, if SMTs and MMTs are compared by evaluating the power for identifying a given
causal variant (SMT) and a given causal gene (MMT), respectively, any conclusion that one
approach is more powerful than the other is questionable since different hypotheses are tested.
In fact, within such a comparison of different hypotheses, SMTs are by design of the compari-
son disadvantaged. In order to compare both approaches fairly, we evaluate SMTs and MMTs
in their power for identifying the same genetic locus, and choose a gene as locus. For the SMTs,
we therefore test whether any of the rare SNVs within the gene shows a significant association
with the trait, accounting for multiple testing, in order to declare that the gene is significantly
associated.
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In the simulation study including m replicates of a gene with multiple SNVs, gene-level
power estimates are obtained with
dPower ¼ bP RejectH0j HA is trueð Þ
¼
number of significant tests among the m replicates generated from HA
m
:
For SMTs, this becomes
dPower ¼
number of replicates including at least one significant SNV
m
using an appropriate correction for the testing of multiple SNVs within each gene. This power
calculation amounts to the minP approach, which was also used in [9] and other studies [15,
20, 24]. If all tests were independent, the Bonferroni correction could be used [8], but since
there is often some correlation structure between variants, we additionally used the slightly less
conservative Benjamini-Hochberg (BH) correction [36]. We report the power for the nominal
significance level of α = 0.05 used in a candidate-gene analysis and of 2.510−6 used in a genome-
wide analysis of 20,000 genes. Empirical type I error estimates were obtained similarly for data
generated from the null hypothesis. If not mentioned otherwise, all results reported in this study
regarding type I error rates and power refer to this gene-level evaluation.
For the additional question investigated in this study, how the power of SMTs for identify-
ing a causal gene compares to the power for identifying single causal rare variants, we also
obtain SNV-level power estimates for detecting a causal rare SNV with a given MAF, based on
the p-values of all l SNVs with the given MAF from all replicates. For a nominal α level of 0.05,
this becomes:
dPower ¼




In the simulation study, our aims were to investigate the properties of variant effect estimates
obtained through single marker analysis and of the SMT (Wald-type t-test), and to compare
the empirical type I error and power estimates of the SMT with popular MMTs (a burden test,
SKAT, and SKAT-O) in association studies of quantitative traits. A normally-distributed quan-
titative trait Y was generated given causal SNVs (under the alternative hypothesis scenarios)
and two additional covariates. Then, different scenarios varying the percentage of causal vari-
ants, their effect sizes, and direction of effects were considered to evaluate the empirical type I
error and power of the tests. The set-up of the simulation study is described in more detail in
the following.
Genetic data generation and simulation study set-up. For the main study, we used the
genetic dataset provided in the SKAT package in R [37], which contains 10,000 haplotypes
over a 200kb region (including 3845 SNVs) generated from a calibration coalescent model
mimicking the LD structure of European ancestry. This was chosen to make our study compa-
rable to the evaluation of SKAT-O in [19]. Accordingly, the kernels and other SKAT options
were chosen to reach an optimal performance for the power of SKAT and SKAT-O.
Similar to [19], we randomly sampled 10,000 3kb regions from the 200kb region, to obtain
genes with average length. We then randomly paired 2,000 haplotypes of these 10,000 genes to
generate m = 10,000 replicates with genotypes of n = 1,000 individuals for the simulation
study. With this, there were on average 33 non-monomorphic SNVs gi in each replicate
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(min = 19; max = 52 SNVs), and in total 325,393 SNVs in all m = 10,000 replicates combined.
Most of the SNVs were rare with MAF0.03. In detail, of the 325,393 SNVs, 132,797 SNVs
had MAF = 0.0005 (minor allele count MAC = 1); 41,341 SNVs had MAF = 0.001 (MAC = 2);
50,836 SNVs had 0.001<MAF0.005 (2<MAC10); 39,835 SNVs had 0.005<MAF0.03;
and 60,584 SNVs had MAF>0.03.
Phenotype generation. To evaluate the type I error and the power of the test statistics, we
generated Y conditional on a binary covariate x1 and a normally distributed covariate x2 (and
conditional on the causal SNVs gi under the alternative hypotheses). We used the same model
and parameter values as described in [19] with additive genetic effects:
Y ¼ 0:5x1 þ 0:5x2 þ
P
bigi þ ε ð4Þ
with x1*Bin(0.5), x2*N(0,1), ε*N(0,1), βi = c  |log10 (MAFi)|, where different values of c
were considered in the simulation study.
For the evaluation of type I error rates, m = 10,000,000 replicates were analyzed, and for the
power comparisons, m = 10,000 replicates were used. We used the sample size of n = 1,000
individuals for all simulations. Table 1 gives an overview of all considered scenarios. For the
type I error evaluation, empirical gene-level estimates were obtained for all approaches under
the null hypothesis given in scenario 0 in Table 1. For the power evaluation, we considered 36
different scenarios, extending the investigation in [19]. They differ in percentages of causal
rare variants, effect sizes, and direction of the effects of causal rare variants. Causal variants
Table 1. Detailed overview of the different scenarios considered for the type I error and power study.
Investigation Scenario % of causal
variants
Effect size weights Direction of effect: Positive /
Negative
Median (MAD) of explained variance in
%
Type I error 0 0% c = 0 - -
Power 1 5% c = 0.6 100% / 0% 0.9% (0.6)
2 5% c = 0.3 100% / 0% 0.2% (0.2)
3 5% c = 0.2 100% / 0% 0.1% (0.1)
4 10% c = 0.6 100% / 0% 1.9% (1.4)
5 10% c = 0.3 100% / 0% 0.5% (0.3)
6 10% c = 0.2 100% / 0% 0.2% (0.2)
7 20% c = 0.6 100% / 0% 3.8% (2.1)
8 20% c = 0.3 100% / 0% 1.0% (0.6)
9 20% c = 0.2 100% / 0% 0.4% (0.2)
10 50% c = 0.6 100% / 0% 9.1% (3.0)
11 50% c = 0.3 100% / 0% 2.4% (0.9)
12 50% c = 0.2 100% / 0% 1.1% (0.4)
13–24 As in scenarios 1–12 As in scenarios
1–12
80% / 20% As in scenarios 1–12
25–36 As in scenarios 1–12 As in scenarios
1–12
50% / 50% As in scenarios 1–12
The scenarios vary the percentage of causal variants, their effect size, and the percentage of causal variants with effects in positive/ negative direction.
Scenarios 13–24 and 25–36 have the same percentage of causal SNVs and the same effect sizes as scenarios 1–12, but 80% / 20% and 50% / 50% of
effects in positive / negative direction. The percentage of causal rare variants is with respect to the total number of rare variants with MAF0.03 in the gene.
The effect size of a variant with a given MAF on the trait Y is βi = c  |log10(MAFi)|. The percentage of explained variance for a given gene is calculated as the
sum of 2 MAFi  ð1   MAFiÞ  b2i =VarðYÞ over all variants i in the gene. Reported are the median and the median absolute deviation (MAD) of this heritability
estimate over the 10,000 replicates.
https://doi.org/10.1371/journal.pone.0178504.t001
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were randomly chosen among all rare variants with MAF0.03. Between 5% and 50% of the
rare variants in a gene were set to be causal, and at least 1 rare variant per gene was chosen as
causal under the alternative hypothesis. The median of the explained phenotypic variation by
all causal SNVs in a gene was less than or equal to 1% in most scenarios, and ranged between
0.1% in scenario 3 (5% causal SNVs in a gene with small effect sizes) and 9.1% in scenario 10
(50% causal SNVs in a gene with larger effect sizes), calculated as the sum of 2 MAFi  ð1  
MAFiÞ  b
2
i =Var ðYÞ over all variants i in the gene [38].
Investigated rare variant tests. To evaluate the performance of SMTs, a linear regression
model of Y,
Y ¼ g0 þ g1x1 þ g2x2 þ bigi þ ε; ε  Nð0; s
2Þ ð5Þ
was separately fitted for each SNV gi in a gene using the lm() function in R, which provides the
maximum likelihood estimate bbi of the coefficient βi and its standard error estimate cSEðbbiÞ
using the unbiased estimate of σ2 [39]. Then, the Wald-type t-test statistic bbi=cSEðbbiÞ  tn  4
was obtained for testing the null hypothesis in (1). In order to account for testing multiple
SNVs in a gene in the SMT, we applied the Bonferroni and BH-correction in the type I error
evaluation, and the BH-correction in the power estimation.
With respect to multi-marker approaches, three different tests were conducted incorporat-
ing all SNVs in a replicate (i.e. gene). The SKAT and SKAT-O were computed using the default
linear-weighted kernel (relating the genotypes to the phenotype) in the test statistics as it
returned the highest power estimates among all possible options provided in the SKAT() func-
tion in the SKAT package in R. The weights in the weighted kernels of SKAT and SKAT-O are
a function of the MAF of SNVs. For the p-value estimation, the default “davies” setting was
used for SKAT and “optimal.adj” for SKAT-O. Furthermore, a burden test was conducted by
obtaining a gene score as the summation of the minor alleles of all SNVs in the gene (i.e., Sgi
for each individual, and testing the null hypothesis given in (2) under the linear regression
model
Y ¼ g0 þ g1x1 þ g2x2 þ a
P
gi þ ε ð6Þ
using the Wald-type t-test statistic obtained from the lm() function in R. All common and rare
SNVs in the gene were included in the analysis of the SMT and each MMT for a fair compari-
son. Additional results from analyzing rare variants only are provided in the supplementary
materials as a sensitivity analysis. All computations and visualizations were performed in R
2.15.0 and higher.
Application: Analysis of the genetic analysis workshop 19 data
For a comparison of the SMT and MMTs in a real data application, we performed a gene-level
association analysis of systolic blood pressure (SBP) in the Genetic Analysis Workshop 19 data
[40–41]. The data stems from the T2D-GENES consortium and contains whole genome-
sequence data, blood pressure phenotypes and non-genetic covariates (sex, age, smoking, anti-
hypertensive medication). More specifically, we tested the association of 9 previously identified
blood pressure (SBP, diastolic BP, or pulse pressure) genes on chromosome 19 (INSR, RRAS,
ZNF101, ELAVL3, RGL3, AMH, DOT1L, PLEKHJ1, SF3A2) [42–45] with SBP, using the com-
plete data available for 103 unrelated individuals. Some individuals received antihypertensive
medication so that their observed SBP values were lower than their underlying “true” SBP val-
ues. Adjusting SBP for the medication effects is necessary because the objective was to explain
the variation in SBP. Hence, following the method in Konigorski et al. [46], we estimated the
Comparison of single-marker and multi-marker tests
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true SBP values of treated individuals from the conditional expectation of SBP given that the
observed SBP is lower than the true SBP and also conditional on the non-genetic covariates.
Then, we obtained phenotypes SBPadj for the analysis, which are adjusted for medication use
and non-genetic covariates, as follows. First, we fitted a censored regression model conditional
on the non-genetic covariates age, sex, and smoking status, with medication use as a censoring
indicator. Then, for an untreated individual, SBPadj is defined as the difference between obser-
ved and fitted SBP from the censored regression model; for a treated individual, SBPadj is the
difference between the estimated true and fitted SBP.
A query to the Ensembl database with reference genome GRCh37.p13 through BioMart
was used to define gene regions as 5kb around the gene start and end positions for the gene-
level testing. After basic standard quality checks and exclusion of SNVs with more than 5%
missing base calls, this yielded 2,779 common (MAF>0.03) and rare (MAF0.03) SNVs in the
9 defined gene regions for the gene-level association tests with SBPadj. The SMT, SKAT,
SKAT-O, and burden test were computed as described in the Simulation Study section. For
SKAT and SKAT-O, the SKAT() function in the SKAT R package was used with default set-
tings. For the SMT, a Wald-type t-test was computed under the linear regression model for
each SNV, the p-values in a gene were adjusted with the BH-correction, and the minimum
adjusted p-value was extracted for each gene for the gene-level association test. First, all 2,779
common and rare SNVs were included leading to gene sizes between 59 and 1,395 SNVs with
an average gene size of 309 SNVs. Second, the analysis was restricted to the 1,746 rare SNVs,
which led to an average gene size of 194 SNVs.
Results
Validity of estimates and test statistics of single-marker analyses
First, the coefficient estimates of SNVs in linear regression models (5) of quantitative traits
and their corresponding standard error estimates were assessed under the null hypothesis (sce-
nario 0 in Table 1) by focusing on singletons only, doubletons only, and all rare SNVs. The
results showed that the variant effect estimates are unbiased and that the standard error esti-
mates are equal to the standard deviations of the variant effect estimates, even when singletons
and doubletons are under consideration (S1 Table). Investigation of the single-marker t-test
statistic for testing the hypotheses in (1) showed that the distribution assumption holds as well
for SNVs of all MAF (Fig 1, S1 Fig).
Evaluation of type I error rates of the SMT and MMTs
Next, the empirical type I errors of the SMT and MMTs for testing the hypothesis in (2) were
investigated for different nominal levels, to assess whether they are well-controlled (Table 2).
The results indicate that empirical type I errors of all approaches are close to the nominal lev-
els, allowing a valid comparison of the power estimates. For the power evaluations in the fol-
lowing, the BH correction was used for the SMT in order to account for the multiple testing of
all SNVs within a gene and obtain gene-level power estimates, since some dependencies were
observed between SNVs and since the empirical type I errors were closer to the nominal level
compared to using the Bonferroni correction for most of the nominal levels.
As a sensitivity check, misspecified distributions for the error term in model (5) were con-
sidered. Data was generated from the null model in (4) with error terms from the t-distribu-
tion with 4 and 8 degrees of freedom and from the standard log-normal distribution. Then,
the SMT, SKAT, SKAT-O and burden tests were conducted to test the absence of genetic
effects assuming normally-distributed errors as described in the Materials and Methods sec-
tion. The results are shown in S2 Table and indicate that only the burden test has valid type I
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errors. The SKAT, SKAT-O and SMT are all sensitive to a misspecification of the error distri-
bution, and the SMT shows a much higher inflation of empirical type I errors. The inflation
can be slightly decreased by excluding SNVs with only 1 or 2 observed minor alleles but is still
substantial and much higher than of SKAT and SKAT-O.
Power for identifying a causal gene with the SMT and MMTs
Fig 2 and S3 and S4 Tables show the power estimates for all test statistics under the scenarios
1–36 described in Table 1, when the type I error was 0.05 or 2.510−6. The burden test had the
lowest power among all tests in all scenarios when all rare and (non-causal) common variants
were included in the analysis. Regarding a comparison among the other MMTs, SKAT-O had
generally similar power with SKAT and the only noticeable differences were in scenarios 11,
12 (50% causal rare SNVs, all effects in the same direction) when the power of SKAT-O was
7–11.5% higher for α = 0.05 and 3.5–10% higher for α = 2.510−6. These results are in line with
the literature [19].
Fig 1. Quantile-quantile plots of SMT statistic values for singletons, doubletons, and all SNVs. Datasets were generated from the null model
described in scenario 0 in Table 1 of size n = 1,000 for m = 10,000,000 replicates. Quantile-Quantile plots are shown comparing the empirical quantiles of
the t-test statistics of singletons (left panel), doubletons (middle panel), and all SNVs (right panel) to the theoretical quantiles of the tdf = 1000–4 distribution.
For computational purposes, each plot is based on a random sample of 1,000,000 t-test statistics, out of the 132,797,000 t-test statistics of all singletons in
all replicates, out of the 41,341,000 t-test statistics of all doubletons in all replicates, and out of the 325,393,000 t-test statistics of all SNVs in all replicates.
In grey ribbons, approximate 95% point-wise confidence intervals are shown.
https://doi.org/10.1371/journal.pone.0178504.g001
Table 2. Empirical type I error of MMTs and SMT for different nominal α levels.
MMTs SMT
Nominal α SKAT SKAT-O Burden Linear Regression Bonferroni correction Linear Regression BH correction
5  10−2 4.94  10−2 5.22  10−2 5.01  10−2 4.39  10−2 4.93  10−2
1  10−2 0.97  10−2 1.10  10−2 1.00  10−2 0.90  10−2 0.99  10−2
1  10−3 0.94  10−3 1.12  10−3 1.00  10−3 0.88  10−3 0.97  10−3
1  10−4 0.92  10−4 1.17  10−4 1.03  10−4 0.91  10−4 0.98  10−4
1  10−5 0.92  10−5 1.10  10−5 1.12  10−5 1.16  10−5 1.25  10−5
2.5  10−6 2.40  10−6 2.40  10−6 3.50  10−6 2.40  10−6 2.90  10−6
Data was generated from the null model with size n = 1,000 for m = 10,000,000 replicates.
https://doi.org/10.1371/journal.pone.0178504.t002
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Fig 2. Power estimates of the SMT and MMTs. Data was generated under an alternative-hypothesis model described in scenarios 1–36 in Table 1 of
size n = 1,000 for m = 10,000 replicates. The nominal αwas set to 0.05 (upper panel) and 2.510−6 (lower panel). In the lower panel with α = 2.510−6, the
Comparison of single-marker and multi-marker tests
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Regarding the comparison of the SMT with MMTs, a first observation was that the power dif-
ferences between the SMT and MMTs were very small for a genome-wide scan (α = 2.510−6), and
more pronounced for candidate-gene testing (α = 0.05) when using a sample size of n = 1,000.
The same tendencies held for both nominal significance levels, and the further most important
determinants of which test has higher power were the effect size and the percentage of causal vari-
ants. As main results, the SMT had consistently the highest power when the effect sizes were
higher (c = 0.6), for all percentages of causal SNVs and both nominal significance levels (except
when there were 50% causal SNVs in a gene and α = 2.510−6). When the effect sizes were moder-
ate (c = 0.3) and small (c = 0.2), the power of SMTs and MMTs were very similar when there were
5% or 10% causal SNVs, SKAT/SKAT-O had slightly higher power when there were 20%, and
larger power when there were 50% causal SNVs. For a given effect size, increasing the percentage
of causal variants in a gene led to a power increase for each test. The direction of SNV effects
within a gene did not seem to greatly influence the question which test has the highest power,
illustrating the robustness of SKAT/SKAT-O.
For an illustration and explanation of the performance of the SMT, we provide more details
for the main results of scenario 4 in the following. Here, the SMT had a power of 26.3% to
identify a causal gene in a genome-wide study under the nominal α level of 2.510−6. That
means that within 2,629 replicates (26.3% of the 10,000 replicates), there was at least one rare
SNV in a replicate (gene) with adjusted p-value smaller than 2.510−6, which led to the identifi-
cation of the gene as causal. In fact, 3,084 SNVs had adjusted p-value smaller than 2.510−6 in
the 2,629 replicates: 20 (of 15,108) causal singletons were correctly identified, 14 (of 4,675)
causal doubletons were correctly identified, 341 (of 5,874) causal SNVs with MAF between
0.001 and 0.005, 428 (of 1,550) causal SNVs with MAF between 0.005 and 0.01, and 2,281 (of
2,989) causal SNVs with MAF between 0.01 and 0.03. If singletons and doubletons had been
excluded from the analysis of linear regression, the power would have been slightly elevated to
28.0% in this scenario. On the other hand, for the candidate-gene approach using a signifi-
cance threshold of 0.05, the gene-level power of the SMT was 73.6% and substantially more
very rare variants were identified and drove the high gene-level power. In more detail, 2,576
(of 15,108) causal singletons were correctly identified, 1,551 (of 4,675) causal doubletons were
correctly identified, 3,757 (of 5,874) causal SNVs with MAF between 0.001 and 0.005, 1,482
(of 1,550) causal SNVs with MAF between 0.005 and 0.01, and 2,980 (of 2,989) causal SNVs
with MAF between 0.01 and 0.03. For this analysis, the power would have been substantially
decreased to 62.4% by excluding singletons and doubletons.
We conducted several sensitivity checks to add further details to the comparison. First, phe-
notype data was generated for scenarios 1–12 under the alternative hypothesis using the same
parameter values as in Table 1, but for larger sample sizes and based on larger genes. More spe-
cifically, we considered the same genetic dataset and the same percentage of causal SNVs but
with on average 58 SNVs or 572 SNVs per gene with a sample size of n = 5,000. Also, another
genetic dataset (‘SKAT.example’ data in the SKAT R package) including 67 SNVs per gene was
used to generate data under scenarios 1, 4, 7, 8, 12 with a sample size of n = 2,000. The power
estimates are shown in S5–S7 Tables, respectively, and increased naturally for all methods.
When a gene of average size 33 SNVs with a sample size of n = 1,000 was analyzed in compari-
son to a gene with average size 58 SNVs with a sample size of n = 5,000, the increased sample
size helped SMTs with a higher power increase compared to MMTs. For example, while the
power of the SMT versus SKAT-O was 19.2% versus 19.9% (for α = 0.05) and 0.5% versus
coordinate system is shown on a log10-scale to better visualize the small power differences between the approaches. Multiple testing corrections for the
SMT of all SNVs in a gene were done using the BH-correction.
https://doi.org/10.1371/journal.pone.0178504.g002
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0.7% (for α = 2.510−6) in scenario 2 with n = 1,000 (S3 and S4 Tables), it was 19.5% versus
15.3% (α = 2.510−6) for the larger sample and gene size. Hence, for larger sample sizes, SMTs
are more powerful than all MMTs also for moderate effect sizes. These conclusions did not
change when the same larger sample size (n = 5,000) was analyzed with much larger genes
including on average 572 SNVs (S6 Table). The results of analyzing a sample size of n = 2,000
and a gene size of 67 yielded similar conclusions compared to the main analysis including
n = 1,000 individuals.
As a second sensitivity check, we conducted the analysis under the alternative scenarios by
only analyzing rare SNVs (with MAF0.03) in a gene and disregarding the (non-causal) com-
mon SNVs. The power of all approaches increased, but the conclusion which approach has the
highest power in each scenario did not change, for both nominal levels (see S3 and S4 Tables).
As a notable difference, the power of the burden test was closer to the power of SKAT and
SKAT-O, which is in line with the results reported in [19]. Furthermore, the power increase of
SKAT and SKAT-O was marginally higher than of the SMT. Third, if the more conservative
Bonferroni correction is used to account for testing multiple SNVs in a gene with SMTs, the
power decreases slightly, but does not change any of the conclusions regarding which method
has the highest power in which scenario (see S8 Table).
In addition, the same simulation set-up was used to generate a case-control trait from a
logistic regression model to compare the SMTs and MMTs for an analysis of a binary trait.
Further details are given in S1 Text, and results of the power comparison in S9 and S10 Tables.
The results indicate that the power of all tests was much lower compared to the analysis of
quantitative traits. The decrease was much stronger for the SMT, which had a very low power
across all scenarios in line with previous studies [15, 20, 24].
Power for identifying a causal variant versus a causal gene
After comparing the single-marker and multi-marker approaches in their ability to identify a
causal gene, another important question for practical applications is: What is the power of the
tests for identifying a causal variant for a quantitative trait, and how does it compare to the
power for identifying a gene containing causal SNVs (i.e., causal gene)? Importantly, this
question should not be confused with a power comparison of SMTs (which can be used to
identify both causal genes and causal variants) and MMTs (which can be used to identify
causal genes). Obtaining SNV-level power estimates for SMTs is straightforward, and S11
Table shows power estimates of SMTs for identifying a causal single variant with a given
MAF in comparison to the power for identifying a causal gene (as shown in Fig 2). For vari-
ants with low MAF (e.g. MAF<0.005), the power for identifying a single variant is very low
relative to gene-level tests across all scenarios, which corresponds to the reported low power
of SMTs in the literature. For SNVs with MAF0.005, the power of variant-level tests is
higher than the power of gene-level tests when there are 5% causal SNVs in a gene, and it is
again lower compared to gene-level tests when there are higher percentages of causal SNVs.
More details and additional results are presented in S2 Text and S12 Table.
Genetic association analysis of blood pressure genes
In the genetic association analysis of the adjusted SBP phenotype, gene-level hypothesis tests
were performed using the SMT, SKAT, SKAT-O, and the burden test. The normal distribution
assumption for the error terms in the linear regression of the adjusted SBP phenotype was sat-
isfied. The p-values obtained under each test to assess the significance of the 9 candidate genes
are shown in Table 3, for the analyses based on two different inclusion criteria of SNVs: all
common and rare SNVs in each gene, and only rare SNVs. The comparison showed that the
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SMT yielded the smallest p-value for most candidate genes, and was the only approach with a
p-value less than 0.05. Furthermore, the power estimates of the SMT, SKAT, and SKAT-O are
relatively consistent using either inclusion criterion for SNVs. The burden test, on the other
hand, is more strongly influenced by the inclusion criterion.
When the analysis was extended to test all 2,858 gene regions on chromosome 19 including
273,636 common and rare SNVs and 218,198 rare SNVs, the same above conclusions were
reached but none of the approaches yielded a significant gene-level test for a nominal level of
0.05 corrected for multiple testing.
Discussion
In this study, we focused on the association analysis of rare variants with quantitative traits and
first showed that standard restricted maximum likelihood estimation in a single-marker approach
does provide unbiased estimates and single-marker Wald-type t-tests allow valid statistical infer-
ence even for very rare SNVs. In the following main analysis, we compared the power of the SMT
and MMTs for identifying a gene that includes causal rare variants, and demonstrated that SMTs
or MMTs can be more powerful depending on the scenario. More specifically, SMTs lead to
more powerful association tests for identifying causal genes than MMTs when the effect sizes of
causal variants in the gene are large, and less powerful tests when causal variants have small effect
sizes. For moderate effect sizes, whether SMTs or MMTs have higher power depends on the sam-
ple size and percentage of causal SNVs. In our opinion, the most realistic scenarios are that at
most 5% or 10% rare SNVs in a gene are causal. Then, for moderate effect sizes, the SMT has
higher power when the sample size is larger, and slightly less power for a smaller sample size.
These results seem to hold consistently for different gene sizes, different nominal α levels, differ-
ent proportions of SNVs with positive/negative effect on the trait, and different corrections for
multiple testing of SNVs in a gene (Bonferroni and BH correction) with SMTs. In the data appli-
cation, the SMT provided the smallest p-values in the testing of previously identified candidate
blood pressure genes.
For any gene-level investigation, a very important question is which SNVs should be
grouped together in a test. Including more true causal SNVs by extending the region under
consideration or by analyzing both common and rare SNVs can increase the power. At the
same time, including more non-causal SNVs adds noise and decreases the power. Accordingly,
in the simulation study, the power of all approaches increased when the analysis was restricted
Table 3. Gene-level p-values for the association tests of candidate genes with SBP in the genetic analysis 19 data analysis.
Gene SKAT SKAT-O Burden SMT
All SNVs Rare SNVs All SNVs Rare SNVs All SNVs Rare SNVs All SNVs Rare SNVs
INSR 0.51 0.73 0.72 0.76 0.27 0.70 0.14 0.07
RRAS 0.33 0.32 0.49 0.46 0.59 0.34 0.26 0.18
ZNF101 0.94 0.93 0.91 0.87 0.97 0.72 0.98 0.97
ELAVL3 0.46 0.44 0.29 0.42 0.12 0.27 0.76 0.74
RGL3 0.21 0.13 0.32 0.22 0.46 0.22 0.03 0.02
AMH 0.30 0.24 0.46 0.38 0.65 0.73 0.18 0.12
DOT1L 0.59 0.60 0.78 0.79 0.43 0.73 0.70 0.51
PLEKHJ1 0.59 0.50 0.79 0.72 0.33 0.67 0.18 0.13
SF3A2 0.50 0.36 0.70 0.54 0.41 0.97 0.23 0.15
Unadjusted p-values from gene-level genetic association analysis of all common and rare SNVs (“all SNVs”), and only rare SNVs (“rare SNVs”) in 9
candidate genes with SBP. Adjustments for multiple testing of all SNVs in SMTs in a gene were done using the BH-correction.
https://doi.org/10.1371/journal.pone.0178504.t003
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to rare SNVs, since only rare SNVs were chosen as causal SNVs in the data generation. The
same was observed in the real data association study–but only consistently for the SMT–where
the reason might have been as well that there were not any common causal SNVs. In the pres-
ence of causal common SNVs, including them in gene-level tests should increase the power.
The data application also showed that while the SMT, SKAT, and SKAT-O are quite robust
against which sets of SNVs are investigated, the burden test is highly sensitive and can lead to
vastly different results.
It should be noted that in the simulation study, the data was generated from the same
model as in [19] where the effect size of a SNV depends on the MAF of SNVs through a speci-
fied function (see Table 1). Since the weighted kernel functions in SKAT and SKAT-O are
dependent on the MAF of SNVs as well, this gives SKAT and SKAT-O an advantage and
allowed us to evaluate and compare the SMT in situations where the MMTs have high power.
Therefore, in real applications, the power of SMTs might compare even more favorably to
these MMTs.
Our proposition to use SMTs for the analysis of rare variants is based on the fact that maxi-
mum likelihood estimation returns valid estimates under the linear regression model, even for
the analysis of singletons and doubletons. Importantly, as described in the Results section, the
strategy to include singletons and doubletons in the analysis can substantially improve the
power of SMTs. Of course, this does not alleviate the need to check for genotyping errors and
other biases, which are especially relevant to singletons and doubletons. Also, while all investi-
gated approaches rely on normality assumptions, the Wald-type t-test (SMT) was much more
vulnerable to a distribution misspecification than the MMTs. When the residuals in the genetic
association test are not normally distributed for one or multiple SNVs (or when effects follow
another genetic model), adapting the test statistic is warranted. Further analyses of our study
(data not shown) confirmed that for binary outcomes, standard statistical tests such as Fisher’s
exact test, logistic regression likelihood ratio tests, Wald tests, and Score tests, should not be
directly used for testing singletons and doubletons since they do not allow valid inference.
Therefore, for each test, all assumptions including the (asymptotic) distribution assumptions
and empirical type I errors have to be assessed before the analysis, and significant test results
have to be cautiously investigated, especially if they are based on singletons or doubletons.
Secondary results of our study provide suggestions regarding the study design of rare vari-
ant association studies. We observed that the power to identify causal low-frequency SNVs is
almost always much smaller compared to the power to identify gene regions encompassing
causal rare SNVs (S11 Table; cf. [28]), except when very few SNVs in a gene are causal, have
higher MAF (i.e. MAF between 0.005 and 0.03) and higher effect sizes. This should be kept in
mind but not be considered as a power comparison between MMTs and SMTs. Hence, the
power of rare variant tests depends highly on which hypothesis is tested, the number of causal
SNVs, their effect size, and whether the ultimate goal is to identify a causal gene or a causal
SNV. The comparison between SNV-level and gene-level association tests might also depend
on the ratio of the number of genes to the number of SNVs, which could be further investi-
gated in future studies. Regarding MMTs, the results come with a loss in information because
the exact position of causal variants is not revealed, and to our knowledge, the currently avail-
able methodology does not allow to obtain power estimates for identifying a causal SNV. If the
focus of the analysis is on identifying causal rare SNVs instead of genes, SMTs can be used in a
genome-wide scan for variants, or alternatively SMTs/MMTs can be used in the first stage to
identify target genes and followed up by SMTs of variants within these genes (S12 Table).
Comparisons between such 1-stage and 2-stage approaches were not the aim of this study, and
could be an interesting avenue for future research by incorporating correct adjustments for
multiple testing, the 2-stage testing and biases such as the winner’s curse [47]. For choosing
Comparison of single-marker and multi-marker tests
PLOS ONE | https://doi.org/10.1371/journal.pone.0178504 May 31, 2017 13 / 19
the most powerful statistical test for specific situations in genetic association studies of rare
variants, the locus of interest (gene or variant) should be specified first, followed then by a
comparison of different statistical tests.
Our results add more details and shed a light on the comparison of single-marker and multi-
marker tests for quantitative traits, and provide clear suggestions under which assumptions
MMTs should be used, and when a simple SMT is favorable. In contrast to popular practice in
epidemiological and medical studies, our additional results also highlight that quantitative traits
should be analyzed whenever possible instead of binary traits to maximize the power of associa-
tion tests. It will be interesting to observe if using more powerful tests can help to identify a larger
number of functional rare variants in future studies.
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S1 Table. Descriptive statistics of (restricted) maximum likelihood estimates from linear
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shows the mean and standard deviation of the SNV effect estimates and the mean of the corre-
sponding standard error estimates, for the 132,797,000 singletons in all replicates, the
41,341,000 doubletons in all replicates, and the 2,985,000 SNVs with 10 observed minor alleles
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(PDF)
S2 Table. Empirical type I error estimates of the SMT and MMTs for the nominal level
α = 0.05 when the distribution of the phenotype is misspecified. Data was generated from
the null model with size n = 1,000 for m = 10,000,000 replicates, with the error distribution of
the phenotype given covariates chosen to be from a standard normal (cf. Table 1), t4, t8, or log
standard normal distribution. All approaches were computed as described in the main manu-
script assuming normally distributed error terms. Adjustments for multiple testing of all SNVs
in a gene with the SMT were done using the BH and Bonferroni corrections. The type I error
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S3 Table. Power estimates of the SMT and MMTs under the nominal α level of 0.05. Data
was generated under the alternative-hypothesis model described in scenarios 1–36 in Table 1
with size n = 1,000 for m = 10,000 replicates. The nominal α level was set to 0.05. Adjustments
for multiple testing of all SNVs in a gene with the SMT were done using the BH correction.
The power results are provided for analyses using all rare and (non-causal) common SNVs in
a gene, and for using all rare SNVs in a gene by excluding the common SNVs from the analy-
sis.
(PDF)
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S4 Table. Power estimates of the SMT and MMTs under the nominal α level of 2.510−6.
Data was generated under the alternative-hypothesis model described in scenarios 1–36 in
Table 1 with size n = 1,000 for m = 10,000 replicates. The nominal α level was set to 2.510−6.
Adjustments for multiple testing of all SNVs in a gene with the SMT were done using the BH
correction. Power results are provided for analyses using all rare and (non-causal) common
SNVs in a gene, and for using all rare SNVs in a gene by excluding the common SNVs from
the analysis.
(PDF)
S5 Table. Power estimates of the SMT and MMTs under the nominal α level of 2.510−6,
for a sample size of 5,000 and genes including 58 SNVs on average. Data was generated
under the alternative-hypothesis model described in scenarios 1–12 in Table 1 with size
n = 5,000 for m = 10,000 replicates. The genes analyzed in the replicates included on average
58 SNVs. The nominal α level was set to 2.510−6. Adjustments for multiple testing of all SNVs
in a gene with the SMT were done using the BH correction. Power results are provided for
analyses using all rare and (non-causal) common SNVs in a gene, and for using all rare SNVs
in a gene by excluding the common SNVs from the analysis.
(PDF)
S6 Table. Power estimates of the SMT and MMTs under the nominal α level of 2.510−6,
for a sample size of 5,000 and genes including 572 SNVs on average. Data was generated
under the alternative-hypothesis model described in scenarios 1–12 in Table 1 with size
n = 5,000 for m = 10,000 replicates. The genes analyzed in the replicates included on average
572 SNVs. The nominal α level was set to 2.510−6. Adjustments for multiple testing of all
SNVs in a gene with the SMT were done using the BH correction. Power results are provided
for analyses using all rare and (non-causal) common SNVs in a gene, and for using all rare
SNVs in a gene by excluding the common SNVs from the analysis.
(PDF)
S7 Table. Power estimates of the SMT and MMTs under the nominal α level of 2.510−6,
for a sample size of 2,000 and genes including 67 SNVs. As genetic data, the available geno-
types of the 67 SNVs of n = 2,000 individuals in the ‘SKAT.example’ data in the SKAT R pack-
age were used in each replicate. Data was generated under the alternative-hypothesis model
described in scenarios 1, 4, 7, 8, 12 in Table 1 with size n = 2,000 for m = 10,000 replicates. The
nominal α level was set to 2.510−6. Adjustments for multiple testing of all SNVs in a gene with
the SMT were done using the BH correction. Power results are provided for analyses using all
rare and (non-causal) common SNVs in a gene.
(PDF)
S8 Table. Power estimates of the SMT and MMTs under the nominal α level of 2.510−6
to compare the BH and Bonferroni correction for SMTs. Data was generated under the
alternative-hypothesis model described in scenarios 1–12 in Table 1 with size n = 1,000 for
m = 10,000 replicates. The nominal α level was set to 2.510−6. Adjustments for multiple test-
ing of all SNVs in a gene with the SMT were done using the BH or the Bonferroni correc-
tion. Power results are provided for analyses using all rare and (non-causal) common SNVs
in a gene.
(PDF)
S9 Table. Power estimates of the SMT and MMTs for analyzing a binary trait under the
nominal α level of 0.05. Case-control data was generated under the alternative-hypothesis
model described in scenarios 1, 4, 7, 8, 12 in Table 1 with size n = 1,000 for m = 10,000
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replicates. The nominal α level was set to 0.05. Adjustments for multiple testing of all SNVs in
a gene with the SMT were done using the BH correction. All rare and (non-causal) common
SNVs were incorporated in the analysis.
(PDF)
S10 Table. Power estimates of the SMT and MMTs for analyzing a binary trait under the
nominal α level of 2.510−6. Case-control data was generated under the alternative-hypothesis
model described in scenarios 1, 4, 7, 8, 12 in Table 1 with size n = 1,000 for m = 10,000 repli-
cates for a binary trait. The nominal α level was set to 2.510−6. Adjustments for multiple test-
ing of all SNVs in a gene with the SMT were done using the BH correction. All rare and (non-
causal) common SNVs were incorporated in the analysis.
(PDF)
S11 Table. Comparison of power estimates for identifying a causal gene and a causal SNV
with a given MAF. Data was generated under the alternative-hypothesis model described in
scenarios 13–24 in Table 1 with size n = 1,000 for m = 10,000 replicates. The nominal α was set
to 2.510−6 for the gene-level evaluation of SMT and SKAT-O (representing the Bonferroni-
correction for testing 20,000 genes), cf. Fig 2, and to 10−7 for the SNV-level evaluation of SMT
(representing the Bonferroni-correction for testing 500,000 SNVs). Adjustments for multiple
testing of all SNVs in a gene were done using the BH-correction. The power of the SMT for
identifying a causal SNV with a given MAF is based on all causal SNVs in the m = 10,000 repli-
cates with the specified MAF. It is estimated by the number of significant causal SNVs (with p-
values smaller than 10−7 divided by the total number of causal SNVs with the specified MAF.
The power for testing singletons and doubletons is even smaller than the power of testing
SNVs with MAF = 0.002.
(PDF)
S12 Table. Conditional power estimates of the SMT for identifying a causal SNV, given that
the gene contains a causal SNV. Data was generated under an alternative-hypothesis model
described in scenarios 13–24 in Table 1 with size n = 1,000 for m = 10,000 replicates. The nomi-
nal α level was set to 0.002, representing the Bonferroni-correction for testing 25 SNVs in a
gene (assuming 500,000 SNVs in total within 20,000 genes). The power of the SMT for identify-
ing a causal SNV with a given MAF is based on all causal SNVs in the m = 10,000 replicates
with the specified MAF. It is estimated by the number of significant causal SNVs (with p-values
smaller than 0.002) divided by the total number of causal SNVs with the specified MAF.
(PDF)
S1 Fig. Histogram of the SMT t-test statistic values for singletons, doubletons, and for all
SNVs. Datasets were generated from the null model described in scenario 0 in Table 1 with
size n = 1,000 for m = 10,000,000 replicates. The histograms and provided descriptive statistics
(mean, standard deviation) are based on the 132,797,000 t-test statistics of all singletons in all
replicates (left panel), on the 41,341,000 t-test statistics of all doubletons in all replicates (mid-
dle panel), and on the 325,393,000 t-test statistics of all SNVs in all replicates (right panel).
Overlaid in a blue line is the empirical estimate of the density function. The theoretical mean
and standard deviation (SD) of the t1000-4 distribution are 0 and 996/994 = 1.001.
(PDF)
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