Let Q n (x) = n i=0 A i x i be a random algebraic polynomial where the coefficients A 0 , A 1 , · · · form a sequence of centered Gaussian random variables.
Introduction
The theory of the expected number of real zeros of random algebraic polynomials was addressed in the fundamental work of M. Kac [6] (1943) . The works Wilkins [12] , and Farahmand [3] , [5] and Sambandham [10, 11] are other fundamental contributions to the subject. For various aspects on random polynomials see Bharucha-Reid and Sambandham [1] , and Farahmand [4] . * There has been recent interest in cases where the coefficients form certain random processes, Rezakhah and Shemehsavar [7] , Rezakhah and Soltani [?, 8] .
Let A 0 , A 1 , · · · be a mean zero Gaussian random sequence for which the increments ∆ i = A i − A i−1 , i = 1, 2, · · · are independent, A −1 = 0. The sequence A 0 , A 1 · · · may be considered as successive Brownian points, i.e., A j = W (t j ), j = 0, 1, · · ·, where t 0 < t 1 < · · · and {W (t), t ≥ 0} is the standard Brownian motion.
In this physical interpretation, Var(∆ j ) is the distance between successive times t j−1 , t j . Let
We note that A j = ∆ 0 + ∆ 1 + · · · + ∆ j , j = 0, 1, · · ·, where ∆ i ∼ N(0, σ 2 i ) and ∆ i are independent, i = 0, 1, · · ·. Thus Q n (x) = n k=0 (
In this paper we study the asymptotic behavior of the expected number of local maximas of Q n (x). We say Q n (x) has a local maxima at t = t i if Q ′ n (x) has a downcrossing of the level zero at t i . A local maxima which we consider here, is a maxima that occurs when Q n (x) is below level u. The total number of down-crossing of the level zero by Q ′ n (x) in (a, b) is defined as M(a, b), and these occur at the points a < t 1 < t 2 < · · · < t M (a,b) < b. We define M u (a, b) as the number of zero-down crossing by Q ′ n (x) at those points t i ∈ (a, b), where Q(t i ) ≤ u. Rice [1945, pp 71] showed that for any function of the random variables A 0 , A , · · · A n and x, say here U = Q n (x), the expected number of maxima of U in the interval
where p x (r, s, t) is the joint probability density function of U = Q n (x), V = ∂Q n (x)/∂x, and W = ∂ 2 Q n (x)/∂x 2 . Using this formula we find that the expected number of local maxima of Q n (x) below level u, and inside any interval (a,
where
in which Σ is the covariance matrix of (U, V, W ), and
Using (1.5) ,and the function erf(t) = 2Φ(t √ 2) − 1, , we find that
obtained a similar formula for the case where the coefficients are independent, normally distributed with mean zero and variance one.
Asymptotic behaviour of EM u
In this section we obtain the asymptotic behaviour of the expected number of local maxima of Q n (x) = 0 given by (1.1). We prove the following theorem for the case that the increments ∆ 1 · · · ∆ n are independent and have the same distribution. Also we assume that σ then the expected number of local maxima of Q n (x) below level u satisfies:
The asymptotic behaviour is treated separately on the intervals 1 < x < ∞, −∞ < x < −1, 0 < x < 1 and −1 < x < 0.
For u = O(n 5/4 ) and 1 < x < ∞, by the change of variable x = 1 + t n and the
Using (1.6), we find that
where by (1.5) and (1.6), and by tedious manipulation we have that As t → ∞ we have that
Thus by (2.1) and above calculations we have that dt. Using (1.5), (1.6) we have that
, and
where 
As t → ∞ we have that
Thus by (2.2) and above calculations we have that . Thus by (1.6), EM u (0, 1) =
dt, where by (1.5) and (1.6) we have that
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