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Abstract
Wilson loop diagrams are an important tool in studying scattering amplitudes of SYM
N = 4 theory and are known by previous work to be associated to positroids. We characterize
the conditions under which two Wilson loop diagrams give the same positroid, prove that an
important subclass of subdiagrams (exact subdiagrams) correspond to uniform matroids, and
enumerate the number of different Wilson loop diagrams that correspond to each positroid
cell. We also give a correspondence between those positroids which can arise from Wilson loop
diagrams and directions in associahedra.
1 Introduction
This paper is the first in a two part series investigating the combinatorics and geometry underlying
SYM N = 4 theory. The series lays out several results about the relationship between Wilson
loop diagrams and the positroid cells that give a CW-complex structure to the positive Grassman-
nian GR,≥0(k, n). Understanding the precise nature of this relationship is crucial in the study of
scattering amplitudes in SYM N = 4, as described below.
In [6] Agarwala and Marin-Amat showed that every weakly admissible Wilson loop diagrams can
be identified with a type of matroid called a positroid, and observed that this mapping is neither
one-to-one nor onto. Each such positroid corresponds to a positroid cell in the appropriate positive
Grassmannian GR,≥0(k, n) [19]. In this paper we give a simple characterization of this lack of
injectivity in terms of an equivalence relation on the Wilson loop diagrams, and enumerate the
number of different Wilson loop diagrams that correspond to each positroid cell. We also study
the lack of surjectivity, and show that the number of distinct positroid cells associated to Wilson
loop diagrams of a given size is given by counting the directions in an associahedron.
The second paper [4] in this series identifies precisely which positroid cell is associated to a given
Wilson loop diagram, by giving an algorithm for passing from a Wilson loop diagram to the Grass-
mann necklace of the associated positroid cell. In this manner we give a direct path from Wilson
∗SA was partially supported by an Office of Naval Research grant.
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loop diagram to positroid cell, circumventing the painstaking process of examining sets of bases.
With this identification in hand, we also prove that any Wilson loop diagram with k propagators
corresponds to a 3k dimensional positroid cell, and characterize the volume forms that Wilson loop
diagrams associate to each positroid cell.
In recent years, there has been an active program researching the geometry and combinatorics
underlying SYM N = 4 theory [6, 10, 14, 15, 17]. This body of work started with the observation
that the on shell (tree level) amplitudes of this theory correspond to the volume of a subspace of a
positive Grassmannian, called an Amplituhedron [10]. Since then, there has been significant work
studying the structure of the Amplituhedron both geometrically and combinatorially, for instance
[8, 9, 15, 17]. The focus of much of this work has been on understanding the relationship between
BCFW diagrams and positroid cells, which are the combinatorial objects from the physics of the
system and the corresponding natural objects in the positive Grassmannian respectively.
Meanwhile, there is a separate body of work studying SYM N = 4 theory from the point of view of
Feynman integrals in twistor space [1, 11, 12]. These integrals are calculated via Wilson loops. As
noted above, Agarwala and Marin-Amat uncovered a connection between the Feynman integrals
developed in this literature and positroids, defined as matroids that are realized as an element of
the positive Grassmannian GR,≥0(k, n) [6]. In separate papers with Fryer and with Marcott, this
work was extended to study these Feynman integrals in terms of positroid cells and the positive
Grassmannians [3, 5]. Others have tried different approaches to define a geometric space associated
to these integrals in a manner similar to the Amplituhedron [14, 16].
Both the Amplituhedron literature and the Wilson loop literature associate n particle NkMHV
interactions in SYM N = 4 theory to volume forms on a set of positroid cells of GR,≥0(k, n). This
gives a CW complex of some submanifold in GR,≥0(k, n), and understanding the geometry and
topology of these spaces is the subject of ongoing research.
However, the two approaches are not identical: for example, in the case of Wilson loop diagrams
with k = 2 and n = 6, past work of Agarwala and Fryer shows that the manifold is not contractible
[3]. More generally, it has been shown that the spaces defined by the Amplituhedron and by Wilson
loop diagrams are not the same [14]. In fact, it is in some ways more natural to consider Deodhar
cells of G(k, n + 1) for Wilson loop diagrams; in this case, one gets that the manifold represented
by the diagrams is not orientable [5].
In this paper we focus on the correspondence between Wilson loop diagrams and positroids, which
was first defined in [6]. Our main results are as follows. We first show that two Wilson loop diagrams
define the same positroid if and only if they only differ by exact subdiagrams (Theorem 3.24);
equivalently, this says that the map from Wilson loop diagrams to positroid cells is one-to-one
exactly on the subset of diagrams with no non-trivial exact subdiagrams. We count the total
number of Wilson loop diagrams associated to a positroid cell (Corollary 3.25). Finally, we show
that enumerating the number of distinct positroid cells associated to Wilson loop diagrams is
equivalent to enumerating the number of directions of an associahedron (Theorem 4.6).
1.1 Roadmap
Section 2 summarizes the required background, with definitions for Wilson loop diagrams given
in subsection 2.1 and matroids in subsection 2.2. Key definitions include admissible Wilson loop
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diagrams (Definition 2.6), exact subdiagrams (Definition 2.8), and an equivalence relation on ad-
missible Wilson loop diagrams (Definition 2.10). The connection between matroids and Wilson
loop diagrams is stated precisely in Theorem 2.14.
The main result of Section 3 is Theorem 3.24, which says that two Wilson loop diagrams define
the same matroid (positroid) if and only if they are equivalent. In subsection 3.1 we relate exact
subdiagrams of Wilson loop diagrams to triangulations of polygons, and hence show that every
Wilson loop diagram can be uniquely decomposed as a collection of exact subdiagrams (Corol-
lary 3.13). In subsection 3.2 we examine the matroidal properties of the exact subdiagrams, and
prove that a subdiagram of a Wilson loop diagram defines a uniform matroid if and only if the
subdiagram is exact (Theorem 3.22). This uniform matroid is in fact equal to the dual matroid
restricted to the exact subdiagram (Remark 3.21). Finally, subsection 3.3 is devoted to the proof
of Theorem 3.24, along with an easy corollary which gives a formula for the size of each equivalence
class (Corollary 3.25).
Having identified the equivalence classes and their sizes, the next natural question is to identify the
number of inequivalent diagrams under this equivalence relation. The main result of Section 4 is
Theorem 4.6, which shows that the set of admissible Wilson loop diagrams (up to equivalence) is
in bijection with the set of faces in the associahedron (up to parallelism). Towards this result we
go over some relevant background on polytopes in subsection 4.1, and then prove the main result
in subsection 4.2 in the form of two propositions: Proposition 4.3 and Proposition 4.5.
2 Background
This section gives the relevant physical and combinatorial background for this paper. Section 2.1
defines Wilson loop diagrams as combinatorial objects, and presents relevant definitions and results
from previous work. Section 2.2 presents some background on matroids and some existing results
relating Wilson loop diagrams to matroids.
2.1 Wilson Loop diagrams
Definition 2.1. A Wilson loop diagram is given by the following data: a cyclically ordered set
V , along with a choice of first vertex (labeled 1), and a set P of k pairs of elements of V called
propagators, written {pr = (ir, jr)}kr=1. We write W = (P, V ) to denote the Wilson loop diagram.
Wherever possible, we drop the subscripts on propagators and their identifying vertices. Propaga-
tors are undirected, so p = (i, j) = (j, i). As in previous work, we follow the convention of writing
p = (i, j) with i+ 1 ≤ j relative to the first vertex.
A Wilson loop diagram can also be represented visually, which provides useful intuition for many of
the results that follow. We depict the diagram (P, V ) as a circle with marked points, called vertices;
these vertices are labeled by V (preserving the cyclic ordering). The arcs between consecutive
vertices are called edges. There are also k wavy lines in the interior of the diagram, each connecting
a pair of edges; these depict the propagators. Specifically, a propagator p = (i, j) has one endpoint
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on the edge joining vertices i and i+ 1 and another endpoint on the edge joining j and j+ 1, where
i+ 1 and j + 1 denote the successor of i and j respectively in the cyclic order on V .
To simplify language, we let the edges inherit a cyclic ordering from the vertices:
Definition 2.2. The ith edge of W is the arc that lies between the vertices i and i+ 1.
Thus we may speak of a propagator p = (i, j) as being supported by the ith and jth edges.
Note that the marked circle captures the cyclic ordering on V , and the choice of a first vertex gives
it a compatible linear order. Both the cyclic and the linear order become the correct perspective
at various points in this paper.
Often we take V to be the cyclically ordered set of integers {1, . . . , n}, which we denote by [n]. In
this case we write W = (P, [n]), and all indices are considered modulo n.
Example 2.3. Let V = [8] and P = {(1, 4), (2, 4), (5, 8)}. Then W = (P, [8]) is the Wilson loop
diagram
•
•
•
• •
•
•
•1
2
3
4 5
6
7
8
We introduce some notation to speak of vertices supporting a propagator, and the set of propagators
supported on a vertex set.
Definition 2.4. Let W = (P, [n]).
1. For p = (i, j) ∈ P, define V (p) = {i, i + 1, j, j + 1} to be the set of vertices supporting p.
Similarly, for P ⊆ P we define the set V (P ) = ∪p∈PV (p) to be the vertex support of P .
2. For U ⊆ [n], write Prop(U) = {p ∈ P | V (p)∩U 6= ∅} to denote the set of propagators which
are at least partially supported on U .
3. For P ⊆ P, define the propagator flat1 F (P ) = V (P c)c to be the set of vertices in [n] that
do not support any propagators outside of the set P . Here, as throughout, we are using the
superscript c for the set theoretic complement.
4. The set of vertices that do not support any propagators is denoted F (∅). Vertices in this set
are called non-supporting.
1This choice of terminology is justified in Lemma 2.15 below.
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Remark 2.5. An equivalent definition of F (P ) is
F (P ) =
(
V (P ) \ V (P c)) ∪ {all non-supporting vertices in W} ,
i.e. F (P ) can be thought of as the set of vertices that either only support propagators in P or do not
support any propagators at all. Furthermore, note that by construction we have Prop(F (P )) ⊆ P .
This containment is strict if there is any propagator p in P with the property that every vertex in
the support of p also supports a propagator not in P .
We now define the notion of an admissible diagram, which imposes certain density and non-crossing
conditions on the configuration of the propagators. The motivation for these conditions comes from
the link to SYM N = 4 theory, where the admissible Wilson loop diagrams are exactly those that
correspond to NkMHV diagrams; see for example [14].
Definition 2.6. A Wilson loop diagram W = (P, V ) is admissible if it satisfies the following three
conditions:
1. |V | ≥ |P|+ 4.
2. There does not exist a (non-empty) set of propagators Q ⊆ P such that |V (Q)| < |Q|+ 3.
3. There does not exist a pair of propagators (ip, jp), (iq, jq) ∈ P such that ip < iq < jp < jq.
A Wilson loop diagram is called weakly admissible if the second and third conditions hold.
The first condition restricts the overall density of propagators in the diagram, while the second
imposes an upper bound on how densely the propagators can be fitted into any portion of the
diagram. The third ensures that ensures that no propagators cross in the interior of the diagram.
There are a few things to note here. First, what we call weakly admissible here is called admissible
in [6]. Many of the results below still apply when the hypothesis of admissibility is changed to weak
admissibility.
Note also that if two propagators have the same pair of supporting edges, or if a propagator is
supported on two adjacent edges, then the Wilson loop diagram is not admissible or even weakly
admissible.
Further, if we take any admissible Wilson loop diagram and remove the non-supporting vertices,
we obtain a weakly admissible Wilson loop diagram that may or may not be admissible itself.
For the remainder of the paper, we will restrict our attention to admissible Wilson loop diagrams
and subdiagrams thereof.
Definition 2.7. Let W = (P, [n]) be an admissible Wilson loop diagram. The weakly admissible
diagram W ′ = (P, V ) is a subdiagram of W , written W ′ ⊆W , if
P ⊆ P and V (P ) ⊆ V ⊆ [n] .
There is one particular type of subdiagram that deserves special attention:
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Definition 2.8. For W an admissible diagram, the subdiagram (P, V (P )) is exact if |V (P )| =
|P |+ 3.
Note that by Definition 2.6, any single propagator and its support defines an exact subdiagram.
These are called trivial exact subdiagrams.
We will see in Section 3 that the exact diagrams play an important role in classifying admissible
Wilson loop diagrams.
Example 2.9. The Wilson loop diagram W in Example 2.3 is an example of an admissible diagram.
It has a single non-supporting vertex, namely the vertex labeled 7, so we have F (∅) = {7}. For
the propagator p = (5, 8), we have V (p) = {5, 6, 8, 1} and F (p) = {6, 7, 8}: the vertices 1 and 5
are excluded from F (p) since they support other propagators as well, and 7 is included (despite
not being in the support of p) since it supports no propagators at all. Finally, the subdiagram
({(2, 4), (1, 4)}, {1, 2, 3, 4, 5}) is an example of an exact subdiagram; in fact it is the only non-trivial
exact subdiagram in W .
The exact subdiagrams define an equivalence relation amongst Wilson loop diagrams as follows.
Definition 2.10. Let W = (P, [n]) and W ′ = (P ′, [n]) be two admissible subdiagrams. Let ∼
denote the transitive closure of the following relation: W and W ′ are related if
1. There exist exact subdiagrams (P, V (P )) ⊆W and (P ′, V (P ′)) ⊆W ′ with the same number
of propagators and supported on the same vertices, i.e. |P | = |P ′| and V (P ) = V (P ′).
2. The complementary subdiagrams (i.e. all other propagators and vertices) are identical, i.e.
(P \ P, [n]) = (P ′ \ P ′, [n]).
The relation ∼ is an equivalence relation on the set of all admissible Wilson loop diagrams with
vertex set [n].
Example 2.11. Note that we genuinely do need to take the transitive closure of this relation in order
to obtain an equivalence relation. For example, consider the following three Wilson loop diagrams:
W1 =
•
•
•
• •
•
•
•1
2
3
4 5
6
7
8
q
p
r
s
W2 =
•
•
•
• •
•
•
•1
2
3
4 5
6
7
8
q
p
u
v
W3 =
•
•
•
• •
•
•
•1
2
3
4 5
6
7
8
ab
u
v
.
W1 and W2 are related because they are identical except on the exact subdiagrams
({r, s}, {5, 6, 7, 8, 1}) and ({u, v}, {5, 6, 7, 8, 1})
respectively. Similarly, W2 and W3 are related due to the exact subdiagrams
({p, q}, {1, 2, 3, 4, 5}) and ({a, b}, {1, 2, 3, 4, 5}).
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However, the difference between W1 and W3 is the union of two exact subdiagrams, which is not
itself exact.
As described in the introduction, Wilson loop diagrams come from the study of SYM N = 4 in the
physics literature. In particular (see [2] for details) this gives that each diagram W is associated to
a matrix of data C(W ), which we now describe.
Definition 2.12. Each Wilson loop diagram W = (P, [n]) with |P| = k is associated to a k × n
matrix C(W ) with non-zero real variable entries, defined by:
C(W )p,q =
{
cp,q if q ∈ V (p)
0 if q 6∈ V (p) .
Example 2.13. If we order the propagators of W1 from Example 2.11 as follows:
(1, 4), (2, 4), (5, 7), (5, 8)
then we obtain the corresponding matrix
C(W1) =

c1,1 c1,2 0 c1,4 c1,5 0 0 0
0 c2,2 c2,3 c2,4 c2,5 0 0 0
0 0 0 0 c3,5 c3,6 c3,7 c3,8
c4,1 0 0 0 c4,5 c4,6 0 c4,8
 .
2.2 Wilson loop diagrams as matroids
The matrix C(W ) allows us to associate a matroid to each Wilson loop diagram. We first give a
quick summary of the matroid terminology that we will need; it is not intended as a comprehensive
introduction to matroids and the interested reader is referred to [18]
A matroid M = (E,B) consists of a finite ground set E and a non-empty family B of subsets of E,
such that elements of B satisfy the basis exchange property: for any distinct B1, B2 ∈ B and any
a ∈ B1 \B2, there exists some b ∈ B2 \B1 such that (B1 \ {a}) ∪ {b} ∈ B as well. The elements of
B are called the bases of the matroid. Note that the basis exchange property immediately implies
that all bases have the same size.
A subset A ⊆ E is called independent in M if A ⊆ B for some B ∈ B, and is called dependent
otherwise. (In other words, a basis is simply an independent set of maximal size in M .) The rank
rk(A) of a subset A ⊆ E is the size of the largest independent set contained in A. The rank of the
matroid itself is defined to be rk(E).
A circuit in M is a minimally dependent set. That is, it is a set C ⊆ E such that C is dependent
but C \ {e} is independent for any e ∈ C. A union of circuits is called a cycle. On the other hand,
a flat is a maximally dependent set, i.e. a set F ⊆ E such that rk(F ∪ {e}) = rk(F ) + 1 for any
e ∈ E \F . Unsurprisingly, a cyclic flat is a set which is both a flat and a cycle. The set of circuits in
a matroid uniquely defines that matroid, as does the set of flats; thus one could specify a matroid
by listing either its independent sets, its bases, its circuits, or its flats.
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Finally, we describe several important types of matroids. A matroid of rank k with a ground set
of size n is called realizable if there exists some A in the k × n real Grassmannian GR(k, n) whose
non-zero k×k minors are exactly those with columns indexed by an element of B. If all the maximal
minors of the matrix are nonnegative then the matroid realized by this matrix is called a positroid.
In other words a positroid is a matroid2 that is realized by an element of the totally nonnegative
Grassmannian GR,≥0(k, n). Finally, a uniform matroid of rank r is a matroid in which any set of
size ≤ r is independent.
Matroid theory relates to the study of Wilson loop diagrams as follows. In [6], Agarwala and
Marin-Amat show that every weakly admissible Wilson loop diagram W with k propagators defines
a positroid M(W ) of rank k on a base set of size n. Combined with Postnikov’s work in [19], this
shows that each admissible Wilson loop diagram corresponds to a convex subset of GR,≥0(k, n), thus
connecting the geometry of Wilson loop diagrams with the geometry underlying the Amplituhedron.
The independent sets of M(W ) can be read directly from the diagram:
Theorem 2.14. [6, Theorem 3.6] Any admissible Wilson loop diagram W = (P, [n]) defines a
matroid M(W ) with ground set [n]. The independent sets are exactly those subsets V ⊆ [n] such
that @U ⊆ V satisfying |Prop(U)| < |U |.
In other words, the independent sets of M(W ) correspond to the sets of vertices in W with “enough
propagators sufficiently well distributed” on them: not only should V itself support at least as many
propagators as the number of vertices it contains, but the same should be true of any subset of V
as well.
Throughout, we take the matroid defined by W to be the matroid M(W ) of Theorem 2.14. Note
from Definition 2.12 that the vertices of the diagram W correspond to columns of the associated
matrix C(W ). Therefore, for any subset of vertices V ⊆ [n] we can consider the restriction C(W )|V
of C(W ), which consists of the columns corresponding to V . Since the non-zero entries of C(W )
are independent real variables, if C(W )|V has fewer than |V | rows of non-zero entries then it
does not have full rank. This is equivalent to saying that if V is a set of columns of C(W ) with
|Prop(V )| < |V |, then V is a dependent set. Any set of columns containing such a V cannot be
independent. Comparing this to Theorem 2.14, we see that M(W ) is also the matroid realized by
C(W ).
Let W = (P, [n]) be an admissible Wilson loop diagram, and M(W ) its associated matroid. Where
it will not cause confusion we conflate the two objects, we identify vertices of W with elements of
the ground set [n] in M(W ).
In particular, this allows us to prove results about M(W ) by considering the behavior of propagators
in W . We record a few facts about the ranks of cycles and flats in M(W ) as an example of this.
Lemma 2.15. Let W = (P, [n]) be an admissible Wilson loop diagram. Then:
1. The rank of a set V ⊆ [n] is bounded above by min{|V |, |Prop(V )|}, with rk(V ) = |V | if and
only if V is an independent set.
2Note that matroid isomorphism allows arbitrary permutations of the ground set, while positroid isomorphism
only allows cyclic permutations in order to preserve the nonnegativity of the minors. In particular, the property of
being a positroid is not preserved under matroid isomorphism.
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2. If C ⊆ [n] is a cycle in M(W ), then rk(C) = |Prop(C)|.
3. If [n] can be partitioned into at least two non-empty sets, each of which support disjoint sets
of propagators and in such a way that we obtain a partition of the propagator set, i.e. if we
have
[n] = unionsqiV (Pi) such that unionsq Pi = P; with V (Pi) ∩ V (Pj) = ∅ and Pi ∩ Pj = ∅ ∀i 6= j ,
then the matroid M(W ) is separable, i.e.
M(W ) =
⊕
i
M(Pi, V (Pi)) .
4. The set F (P ) from Definition 2.4 is a flat of M(W ), which we call the propagator flat of P .
5. If F is a cyclic flat of M(W ), then it is a propagator flat.
Proof. The first part of (1) is [6, Equation (9)] and surrounding discussion, and the second part is
standard matroid theory. (2) is [6, Lemma 3.27]. (3) is a direct consequence of [6, Lemma 3.20]
and the fact that F (P1)
c = V (P c1 ), and (5) is given in [6, Lemma 3.28].
To prove (4), we need to show that F (P ) is maximally dependent. If F (P ) = [n] then this is
automatic, so suppose not and let v ∈ [n] \ F (P ). In other words, v ∈ V (P c) and so v supports
some propagator q 6∈ P . Let S ⊆ F (P ) be an independent set of maximal size. Then Prop(S) ⊆ P
(from the definition of F (P )) and no subset of S supports fewer propagators than the number
of vertices it contains (by Theorem 2.14). Since v supports a new propagator q 6∈ P , the set
S ∪ {v} ⊆ F (P ) ∪ {v} also satisfies this independence condition.
Since S is independent, it follows from the first point in this lemma that |S| = rk(S) = rkF (P ).
Similarly,
|S ∪ {v}| = |S|+ 1 = rk(S ∪ {v}) ≤ rk(F (P ) ∪ {v}) ≤ rkF (P ) + 1.
Thus rk(F (P ) ∪ {v}) = rkF (P ) + 1, as required.
Remark 2.16. By point (4) of Lemma 2.15, the set F (∅) of non-supporting vertices in W is a flat;
indeed, it is the unique flat of rank 0 in M(W ). Every element of F (∅) defines a circuit of size 1,
and all other circuits of M(W ) must contain at least two elements.
3 Matroids, triangulations, and equivalence classes of Wilson loop
diagrams
This section explores the correspondence between Wilson loop diagrams and positroids that was
established in [6, Theorem 3.38]. In that paper, the authors show that admissible Wilson loop
diagrams define matroids that are also positroids. Furthermore, they show that if two Wilson loop
diagrams are equivalent, then they define the same matroid [6, Theorems 1.18 and 3.41].
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In this section we develop this analysis further, showing the converse of this result from loc. cit.
(see Theorem 3.24). We also enumerate the number of diagrams that map to a particular ma-
troid in Corollary 3.25. To do this, we establish a connection between Wilson loop diagrams and
polygon dissections in subsection 3.1, and uncover some matroidal properties of exact subdiagrams
in subsection 3.2. This includes the fact that exact subdiagrams correspond to uniform matroids
(Theorem 3.22), and that the associated matroid of an exact subdiagram can be written as as a
contraction by the complementary propagator flat (Theorem 3.20).
3.1 Polygon dissections of Wilson loop diagrams
The equivalence relation on Wilson loop diagrams (Definition 2.10) is defined in terms of exact
subdiagrams. Thus in order to understand the equivalence, we need a way to extract and compare
exact subdiagrams. We do this via the notion of a polygon dissection of W .
Definition 3.1. Let W = (P, [n]) be an admissible Wilson loop diagram. The polygon dissection
associated to W , denoted τ(W ), is defined as follows.
• The vertices of τ(W ) correspond to the edges of W .
• Labeling the vertices of τ(W ) with the edge number of W gives a cyclic order to the vertices.
Connecting consecutive vertices gives a graph theoretic cycle called the polygon of τ(W ).
• Each propagator of W defines a diagonal edge of τ(W ); specifically, a propagator (i, j) ∈ P
defines a diagonal connecting the vertices i and j in τ(W ).
Polygon dissection is a common term in combinatorics for a decomposition of a convex polygon
into smaller polygons by means of noncrossing diagonals; see for example [20]. Each τ(W ) is such
an object.
Lemma 3.2. If W = (P, [n]) is an admissible Wilson loop diagram, then τ(W ) is a simple planar
graph whose outer face is a cycle. It inherits an embedding from W such that the vertices all lie
on this infinite face3. These vertices are cyclically ordered, with a choice of first vertex giving it an
additional compatible linear order.
Proof. Since the vertices of τ(W ) are labeled by the edges of W , which are cyclically ordered, this
gives an ordering to the vertices and the outer face of τ(W ) is a cycle. Since W does not admit any
propagators of the form p = (i, i+ 1) due to its admissibility, there is exactly one edge connecting
any two adjacent edges of τ(W ). Similarly, there does not exist two propagators p, q such that both
p and q start at edge i and end at edge j. Therefore, no two vertices of τ(W ) can be connected by
more than one edge, and so τ(W ) is a simple graph. Finally, the embedding of τ(W ) is induced
from the embedding of the graph W , and since W is admissible we know that no pair of propagators
can cross. Therefore, it is a planar embedding.
3That is, it is an outerplanar graph
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Example 3.3. In this example we return to two of the Wilson loop diagrams in Example 2.11. We
can pair diagrams with their polygon dissections as follows:
W1 =
•
•
•
• •
•
•
•1
2
3
4 5
6
7
8
; τ(W1) =
•
•
•
•
•
•
•
•
1
2
3
4
5
6
7
8
and
W3 =
•
•
•
• •
•
•
•1
2
3
4 5
6
7
8
; τ(W3) =
•
•
•
•
•
•
•
•
1
2
3
4
5
6
7
8
.
A planar embedding of a graph is a triangulation if all faces, except possibly the infinite face, are
triangles.
Definition 3.4. Let W be an admissible Wilson loop diagram and τ(W ) its polygon dissection. A
triangulated piece of τ(W ) is a 2-connected subgraph of τ(W ) which is a triangulation. We will take
the convention that a subgraph consisting of a single diagonal edge is called a trivial triangulated
piece. A maximal triangulated piece is one which is not contained in any strictly larger triangulated
piece.
Example 3.5. For the Wilson loop diagrams and polygon dissections in Example 3.3, the vertex
sets {1, 2, 3, 4} and {5, 6, 7, 8} give maximal triangulated pieces for both τ(W1) and τ(W3). The
vertex set {4, 5, 8, 1} is not a triangulation in either polygon dissection.
Definition 3.6. A decomposition of a polygon dissection τ(W ) is a set of 2-connected induced
subgraphs of τ(W ) which partition the edges of τ(W ).
Lemma 3.7. For W an admissible Wilson loop diagram, the polygon dissection τ(W ) has a unique
decomposition into maximal triangulated pieces and edges in the polygon of τ(W ). We call this a
maximal decomposition.
Proof. We begin by giving an algorithm for the decomposition, then prove its uniqueness. Let
W = (P, [n]), with |P| = k.
By splitting a vertex v we will mean replacing v by new vertices v1, v2, . . . , vdeg(v) such that each
vi has exactly one neighbour and the union of the vi is the neighbourhood
4 of v.
4The neighbourhood of a vertex is the set of adjacent vertices
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Let T (W ) be the dual graph of τ(W ) with the vertex corresponding to the infinite face split. Since
τ(W ) is an embedded graph (with a fixed distinguished embedding) by Lemma 3.2, T (W ) is an
uniquely defined graph.
Furthermore T (W ) is a tree because it is connected, has n+ k+ 1 vertices (k+ 1 from the internal
faces of τ(W ) and n from the outer face) and n+k edges (since τ(W ) has n+k edges). Additionally,
since τ(W ) is simple, T (W ) has no vertices of degree 2.
Now split every vertex of T (W ) which has degree > 3; see Figure 1 for an example of this. That
is, we split T (W ) at every vertex corresponding to a non-triangle face of τ(W ).
We claim that the connected components of T (W ) correspond to the decomposition of τ(W ) into
maximal triangulated pieces and edges originally in the polygon of τ(W ). To see this, let f be
the forest thus obtained. The vertices of f either have degree 1 or 3. Trees of f with no trivalent
vertices correspond to either edges in the polygon of τ(W ) (if they were originally leaves of T (W ))
or to maximal trivial triangulated pieces. Splitting at all the faces that are not triangles ensures
maximality of the decomposition. If the splitting were not maximal, then one could add a triangle
to a connected component of the splitting, but this would imply that that splitting happened at a
degree 3 vertex.
•
•
•
•
•
•
•
•
1
2
3
4
5
6
7
8
•
•
•
• •
•
•
•
• •
•
•
•
−→
•
•
•
•
•
•
•
•
1
2
3
4
5
6
7
8
• •
••
•
•
• •
•
•
•
• •
•
•
•
Figure 1: The polygon dissection τ(W3) overlaid with its dual graph T (W3) (left diagram), and the
forest obtained by splitting at the only vertex of degree > 3 (right diagram).
To see uniqueness, consider a different maximal decomposition of τ(W ). This induces a splitting
on T (W ), where each connected component of the new decomposition corresponds to a subtree.
Call this forest f ′. Since f ′ 6= f , there are two trees t and t′ in f and f ′ respectively that are
distinct, but share at least one edge of T (W ). Since f ′ is also maximal, t′ is not a subtree of t.
Therefore, the edges of t′ can be found in at least two trees in the forest f . In particular, there is
a non-leaf vertex v in t′ that corresponds to a split vertex of T (W ) in the original decomposition.
This implies that v has degree greater than 3 in T (W ), and thus the corresponding face of τ(W )
is not a triangle. In other words, the piece of τ(W ) corresponding to f ′ is not a triangulation.
Corollary 3.8. Given a maximal decomposition of τ(W ), the maximal triangulated pieces are edge
disjoint.
Proof. Consider any two distinct maximal triangulated pieces of τ(W ). Using notation as in the
previous proof, these two pieces correspond to subtrees of T (W ) and intersect, at most, at a vertex
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in the interior of τ(W ). Since the subtrees corresponding to the maximal triangulated pieces are
edge disjoint, and the edges of T (W ) correspond to the edges of τ(W ), this forces the maximal
triangulated pieces to be edge disjoint as well.
Next, we introduce the idea of retriangulations.
Definition 3.9. If W = (P, [n]) and W ′ = (P ′, [n]) are weakly admissible Wilson loop diagrams,
then τ(W ) and τ(W ′) differ by a retriangulation if there is a bijection f between the maximal
triangulated pieces of τ(W ) and the maximal triangulated pieces of τ(W ′) such that for any maximal
triangulated piece t of τ(W ) the vertex sets of t and f(t) are the same.
More casually this definition says that the maximal triangulated pieces of τ(W ) and τ(W ′) are the
same so far as their vertex sets are concerned (and hence the regions triangulated by each piece are
the same) but that the configuration of triangles within some or all of the triangulated pieces may
be different. This definition of retriangulation makes sense for any two polygon dissections of the
same polygon, not just for those in the image of τ .
We are now in a position to relate the triangulated pieces of τ(W ) to exact subdiagrams of W .
For an admissible Wilson loop diagram W , every triangulated piece t of τ(W ) corresponds to a
subdiagram of W obtained by taking the set of propagators P corresponding to edges of t and then
taking the subdiagram (P, V (P )). Conversely, given a subdiagram (P, V (P )) of W we can obtain
a subgraph of τ(W ), called t, as follows:
• The vertex set of the subgraph t is
– the vertices of τ(W ) corresponding to edges of W whose end points are elements of V (P )
which are cyclically consecutive in [n]. (This is significantly easier to interpret in picture
form: see Example 3.10 below.)
• The edge set of the subgraph is
– the edges of τ(W ) corresponding to propagators of P ,
– the outer edges of τ(W ) for which both their end points are in the vertex set.
Example 3.10. Consider the following Wilson loop diagram W and its corresponding polygon dis-
section τ(W ).
W =
•
•
•
•
• •
•
•
•
•1
2
3
4
5 6
7
8
9
10
p
q r
s
τ(W ) =
•
•
•
•
• •
•
•
•
•1
2
3
4
5
6
7
8
9
10
p
q r
s
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The set of propagators P = {p, q, r, s} defines an exact subdiagram ofW , with V (P ) = {1, 2, 3, 4, 5, 8, 9}.
The corresponding subgraph t of τ(W ) has vertex set {1, 2, 3, 4, 8}. Note that we include vertex
3 of τ(W ) in t because the two endpoints of edge 3 in W (namely the vertices 3 and 4 in W ) are
both in V (P ). However, we don’t include vertex 5 of τ(W ) in t because only one of the endpoints
of edge 5 in W is in V (P ). The same argument applies to vertices 7, 9 and 10. Vertex 6 is excluded
because none of its endpoints lie in V (P ).
The subgraph t is then
t =
•
•
•
•
•
1
2
3
4
8
The key point to note is that the subgraph t depends on how the propagators of P sit inside [n], not
on how they sit in the subdiagram (P, V (P )) (whose corresponding graph would have additional
outer edges between vertices 8 and 9, 9 and 1, 4 and 5, and 5 and 8). In particular, t is not
the subgraph of τ(W ) consisting only of edges corresponding to propagators of P (as it may also
include some of the outer edges of τ(W )), nor is it the polygon dissection of (P, V (P )) viewed as a
Wilson loop diagram in its own right (which would have vertex set equal to V (P )).
Lemma 3.11. Let W be an admissible Wilson loop diagram and τ(W ) its polygon dissection.
The triangulated pieces of τ(W ) correspond to the exact subdiagrams of W , via the correspondence
described above.
Proof. Let us first record a few standard facts about polygon triangulations (that is, about trian-
gulations with all vertices on the outer face). If such a triangulation has n vertices then it has n
edges on the polygon (that is, on the outer face) and n− 3 edges which are not. No planar simple
graph with the same vertices and the same outer face can have more edges than a triangulation,
and every such simple graph with n− 3 edges off the outer face is a triangulation.
Since W is admissible, by Lemma 3.2 τ(W ) is a simple graph. Let t be a triangulated piece of the
decomposition of τ(W ) given in Lemma 3.7; note that t cannot be equal to τ(W ) by the definition
of admissible diagrams.
If t has 2 vertices then t corresponds to a propagator that connects two non-adjacent edges. There-
fore, the trivial triangulation is a trivial exact subdiagram.
Now suppose that t has m > 2 vertices. We count how many edges of t are not on the outer face
of τ(W ). These are exactly the edges of t defined by propagators of W . Consider the intersection
of t with the outer face of τ(W ): this is a possibly disconnected subgraph of the polygon of τ(W )
and this subgraph has m vertices. Call this subgraph S, and let j be the number of connected
components of S. To join the components of S into the outer face of t, t must have j edges in its
outer face which are not in the outer face of τ(W ). Furthermore t has m− 3 edges not in its outer
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face and so also not in the outer face of τ(W ). Thus there are m− 3 + j edges of t not in the outer
face of τ(W ).
Each of these m − 3 + j edges corresponds to a propagator in W ; call this set of propagators P .
Next we count the size of V (P ). Each of the m vertices in the outer face of t corresponds to an
edge of W . These m edges define j connected components of the outer polygon of W . Thus the
set V (P ) has m+ j vertices. In other words,
|V (P )| = m+ j = |P |+ 3 .
Thus the subdiagram (P, V (P )) defined by t is exact.
Conversely, suppose we have an exact subdiagram (P, V (P )) of W = (P, [n]) supported on |V (P )| =
|P |+ 3 vertices, and let t be the subgraph of τ(W ) corresponding to (P, V (P )).
Suppose |P | = 1, and let p be the single propagator belonging to P . The exactness condition
on (P, V (P )) says that the four supporting vertices of p are distinct. If the support of p is four
consecutive vertices, then V (p) defines three consecutive boundary edges of W , so t is a single
triangle, hence a triangulated piece. If the support of p is not four consecutive vertices, then the
vertices which are the ends of t are separated by at least two vertices along the cycle. This implies
that t is a trivial triangulated piece.
Now suppose |P | > 1. Let j = |P |, m = j + 3 = |V (P )|, and suppose that the set V (P ) defines c
disjoint cyclic intervals of [n]. Then t has m − c vertices. If t were a triangulation, then t would
have j − c internal edges, so we calculate the number of internal edges of t.
The graph t has j edges that come from propagators, and m−2c edges that come from the boundary
polygon of τ(W ). Since t has m − c vertices, it has m − c external edges, of which c come from
propagators. Therefore, of the j edges of t that come from propagators, j − c are internal to the
connected component. Therefore, t is a triangulated piece.
To avoid the issue of exact diagrams being subdiagrams of other exact subdiagrams (for instance,
any subdiagram (q, V (q)) for q ∈ P is exact), we introduce the notion of maximal exact subdia-
grams.
Definition 3.12. An exact subdiagram (P, V (P )) is a maximal exact subdiagram of W if there is
no other exact subdiagram (Q,V (Q)) in W that contains (P, V (P )) as a strict subdiagram.
Corollary 3.13. Any admissible Wilson loop diagram W = (P, [n]) can be uniquely decomposed
into maximal exact subdiagrams. These maximal subdiagrams partition P and correspond to the
maximal triangulated pieces of τ(W ).
Proof. Combining Lemmas 3.7 and 3.11 yields the unique decomposition into maximal exact sub-
diagrams, and Corollary 3.8 ensures that no propagator appears in more than one subdiagram in
this decomposition. Since the diagonal edges of τ(W ) correspond to the propagators of W , the
decomposition of τ(W ) induces a partition of P.
Finally, we may express equivalent Wilson loop diagrams in terms of retriangulations.
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Corollary 3.14. Two Wilson loop diagrams W and W ′ are equivalent if and only if τ(W ) and
τ(W ′) differ by retriangulations.
Proof. This follows from the definition of equivalent Wilson loop diagrams (Definition 2.10), the
definition of retriangulations (Definition 3.9), and Lemma 3.11.
3.2 Matroidal properties of exact subdiagrams
Since Corollary 3.13 allows us to decompose any admissible Wilson loop diagram into a collec-
tion of maximal exact subdiagrams, we are motivated to examine the matroid properties of exact
subdiagrams more closely. In this section, we prove two main results:
1. The matroid assoicated to an exact subdiagram of W can be written as a contraction of the
matroid M(W ) by the complementary propagator flat (Theorem 3.20).
2. The matroid associated to an exact subdiagram is uniform (Theorem 3.22).
We begin by proving some useful facts about propagator flats, and flats of matroids associated to
admissible Wilson loop diagrams more generally. Recall from Definition 2.4 that the propagator
flat F (P ) of P ⊆ P denotes the set V (P c)c of vertices that only support propagators in P or are
non-supporting.
Lemma 3.15. Let F be a flat in M(W ), and let C ⊆ F be the union of all circuits contained in
F . Then the following are true:
1. C = F (Prop(C)), i.e. C is a propagator flat.
2. F \C is an independent set. Furthermore, F \C is an independent flat if and only if F (∅) = ∅,
that is, W has no non-supporting vertices.
Proof. (1) If F is an independent flat, then C = ∅ and the statement is trivially true. Now suppose
that F is a dependent set, so C is non-empty.
Let v ∈ C. Clearly Prop(v) ⊆ Prop(C), and hence F (Prop(v)) ⊆ F (Prop(C)) (this is easily verified
by applying the definition and simplifying out all of the complements). Since v ∈ F (Prop(v)) by
the definition of propagator flat, it follows that v ∈ F (Prop(C)). Thus C ⊆ F (Prop(C)).
Now suppose there exists some w ∈ F (Prop(C)) \ C. Let B be an independent subset of C of
maximal rank; we first show that B ∪ {w} is a dependent set in M(W ). By Lemma 2.15, we have
|Prop(C)| = rk(C) = |B| = rk(B). (1)
Note that rk(B) ≤ |Prop(B)|, and B ⊆ C implies that Prop(B) ⊆ Prop(C); combining these
facts with equation (1), it follows that Prop(B) = Prop(C). Combining this with the fact that
w ∈ F (Prop(C)), we have Prop(B∪{w}) ⊆ Prop(B). We can now say something about rk(B∪{w}):
by Lemma 2.15, we have
rk(B ∪ {w}) ≤ min{|B ∪ {w}|, |Prop(B ∪ {w})|} ≤ min{|B|+ 1, |Prop(B)|},
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which becomes
rk(B ∪ {w}) ≤ min{|B|+ 1, |B|} = |B| < |B ∪ {w}|
via equation (1). Therefore B ∪ {w} is a dependent set, which implies that B ∪ {w} contains a
circuit D. In particular we must have w ∈ D (since B was an independent set), and since we have
already shown that C ⊆ F (Prop(C)), we also have the chain of inclusions
D ⊆ B ∪ {w} ⊆ F (Prop(C)) ⊆ F.
Since C was the union of all circuits in F , we finally obtain w ∈ C, which is a contradiction. This
completes the proof of (1).
For part (2), first note that F \ C is automatically independent as it contains no circuits.
Note that since F (∅) has rank 0, F (∅) is contained in every flat of W . Therefore, if F (∅) 6= ∅, then
F \ C cannot be a flat.
Now suppose that F (∅) = ∅; we must show that F \ C is a flat. For any e 6∈ F we certainly
have rk((F \ C) ∪ {e}) = rk(F \ C) + 1, since F is a flat. Now let e ∈ C, and suppose that
rk((F \ C) ∪ {e}) = rk(F \ C). This implies that (F \ C) ∪ {e} is dependent, and hence contains
a circuit. Since F (∅) = ∅ this circuit must contain at least two elements: one of these elements is
e, but any others must come from F \ C. This contradicts the fact that C was the union of all
circuits in F .
Thus rk((F \ C) ∪ {e}) = rk(F \ C) + 1 for any e 6∈ F \ C, and hence F \ C is a flat.
Corollary 3.16. If F is a flat of an admissible Wilson loop diagram, it can be written as the
disjoint union of a cyclic propagator flat C and an independent set S:
F = C unionsq S
where C the union of all circuits in F .
Proof. By Lemma 3.15 the set C = F (Prop(C)) is a propagator flat, and S := F \C is independent.
In particular, any propagator flat can be written as a union of a cyclic propagator flat and an
independent set.
Next we examine properties of propagator flats associated to the complement of Wilson Loop
diagrams.
Lemma 3.17. Let W = (P, [n]) be an admissible Wilson loop diagram, and P ⊆ P. Then:
1. If (P, V (P )) is an exact subdiagram of W , then F (P c) is a dependent flat in W .
2. If (P, V (P )) is a maximal exact subdiagram of W , then F (P c) is a cyclic flat in W .
3. If (P, V (P )) is an exact subdiagram in W , then rk(F (P c)) = |P c|.
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Proof. First note that if (P, V (P )) is exact then the admissibility of W guarantees that V (P ) 6= [n],
so F (P c) = V (P )c is not empty.
We know from Lemma 2.15 that F (P c) is always a flat, so for part (1) we only need to show that
F (P c) is dependent.
Since W is admissible, we have n ≥ |P|+ 4. Rewriting this inequality as
|V (P )|+ |F (P c)| ≥ |P |+ |P c|+ 4,
and combining it with the fact that |V (P )| = |P |+ 3 (from the exactness of (P, V (P ))), we obtain
|F (P c)| > |P c| . (2)
Equation (2) implies that F (P c) supports fewer propagators than the number of vertices it contains,
i.e. F (P c) is not an independent set.
For part (2), suppose that (P, V (P )) is a maximal exact subdiagram of W . By Lemma 3.15(1) and
Corollary 3.16 we can decompose F (P c) as
V (P )c = F (P c) = C unionsq S = F (Prop(C)) unionsq S, (3)
where C is the largest cyclic flat contained in F (P c) and S is an independent set. We show that
Prop(C) = P c, thus forcing S to be empty and implying that F (P c) = C, i.e. F (P c) is a cyclic
flat. Note that C must be non-empty since F (P c) is non-empty and dependent (by part (1)).
By similar arguments to Lemma 3.15, the fact that S is independent and that C is the union of
all circuits in F (P c) implies that every element of S is independent of C. Further, we know that
rk(C) = |Prop(C)| from Lemma 2.15(2), and rk(S) = |S| from Lemma 2.15(1) and the independence
of S. Combining these gives
rk
(
F (P c)
)
= rk(C) + rk(S) = |Prop(C)|+ |S| ≤ |Prop(F (P c))| , (4)
where the inequality follows from the bound on ranks of vertex sets in Lemma 2.15(1). For ease of
future notation, write Q = Prop(C)c.
From Remark 2.5 it follows that Prop(F (P c)) ⊆ P c, and so equation (4) implies
|Qc|+ |S| ≤ |P c| .
Rearranging and adding |P | to both sides gives
|P |+ |S| ≤ |P |+ |P c| − |Qc| = |Q| . (5)
Meanwhile, by taking complements of equation (3) it follows that
V (P ) unionsq S = Cc = F (Prop(C))c = V (Q) .
Combining this with equation (5) gives
|V (Q)| = |V (P )|+ |S| = |P |+ 3 + |S| ≤ |Q|+ 3 . (6)
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Since W is admissible this cannot be a strict inequality, so we have |V (Q)| = |Q| + 3 and the
subdiagram (Q,V (Q)) is exact.
Since Prop(C) ⊆ Prop(F (P c)) ⊆ P c, it follows that P ⊆ Prop(C)c = Q. In other words, (P, V (P ))
is a subdiagram of (Q,V (Q)). Since (P, V (P )) is a maximal exact subdiagram by assumption, we
must have P = Q. Recalling that Q = Prop(C)c, we finally obtain Prop(C) = P c and hence S = ∅.
This completes the proof of (2).
To see point (3), first note that when (P, V (P )) is maximal exact, part (2) of this lemma combined
with Lemma 2.15 gives that
rk(F (P c)) = |Prop(F (P c))| = |P c|.
To prove the result in the general case, let (R, V (R)) be an exact subdiagram of W that is not
maximal and let (P, V (P )) be the maximal exact subdiagram containing it. That is, R ( P .
Since R ( P we can write
V (P ) = V (R) unionsq S, where S := V (P ) \ V (R). (7)
Since P and R both define exact subdiagrams, it follows that |V (P )| = |V (R)| + |P \ R|, and
hence that S is a vertex set of size |P \ R|. Furthermore, by taking complements of both sides of
equation (7), we see that F (Rc) = F (P c) unionsq S.
We will show that S is an independent set in the subdiagram (P, V (P )), and thus in W . This will
imply that for any maximal independent set T ⊆ F (P c), the set T unionsq S is independent in F (Rc),
and hence that
rk(F (Rc)) ≥ |T |+ |S| = rk(F (P c)) + |S| = |P c|+ |P \R| = |Rc| .
The reverse inequality rk(F (Rc)) ≤ |Rc| always holds (see Lemma 2.15), so if S is independent in
(P, V (P )) we obtain rk(F (Rc)) = |Rc| as desired.
It remains to show that S is an independent set in the subdiagram (P, V (P )), so for a contradiction
suppose otherwise. Then by Theorem 2.14 there is a subset U ⊆ S such that |Prop(U)| < |U |.
Then the remaining propagators P \ Prop(U) are supported entirely on V (P ) \ U , i.e.
V (P \ Prop(U)) ⊆ V (P ) \ U .
Comparing sizes of these sets, we get
|V (P \ Prop(U))| ≤ |V (P )| − |U | = |P |+ 3− |U | < |P |+ 3− |Prop(U)| = |P \ Prop(U)|+ 3 ,
which violates admissibility. Therefore S must be independent in (P, V (P )) after all, and (as
described above) it follows that rk(F (Rc)) = |Rc|.
We are now in a position to describe the matroid structure of exact subdiagrams (P, V (P )) of W
in terms of M(W ) and F (P c). We begin with a definition.
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Definition 3.18. Let M = (E,B) be a matroid, and S ⊆ E. The contraction of M by S is the
matroid M/S = (E \ S,B/S), where
B/S = {B \ S ∣∣ |B ∩ S| is maximal amongst all B ∈ B}.
In [6], Agarwala and Marin-Amat show that certain subdiagrams of W can be realized as contrac-
tions of M(W ):
Lemma 3.19. [6, Theorem 3.33] Let W = (P, [n]) be an admissible Wilson loop diagram and
P ⊆ P. If the set V (P )c has rank |P c|, then the matroid defined by the subdiagram (P, V (P )) is
equal to the contraction M(W )/V (P )c.
Putting all of this together, we obtain our first major theorem of this section:
Theorem 3.20. If (P, V (P )) is an exact subdiagram of of W , the matroid of (P, V (P )) is the
contraction of M(W ) by the propagator flat F (P c), i.e.
M
(
(P, V (P ))
)
= M(W )/F (P c) .
Proof. This follows from Lemma 3.19. Lemma 3.17 shows that the supports of exact subdiagrams
satisfy the conditions of this lemma.
Remark 3.21. For readers familiar with duals and complements of matroids, we reinterpret The-
orem 3.20 in these terms. If M∗ denotes the dual of a matroid, then by standard matroid theory
[18] the dual of a contraction of a matroid is the same as the restriction of the dual matroid by the
complement:
M/S = M∗|Sc .
Then Theorem 3.20 implies that, for (P, V (P )) an exact subdiagram of W , we have
M
(
(P, V (P ))
)
= M(W )/F (P c) = M(W )∗|V (P ) .
We now show that matroids coming from exact subdiagrams have an especially nice structure,
namely, they are uniform. Recall from Section 2.2 that a uniform matroid of rank r is a matroid
in which all sets of size ≤ r are independent.
Theorem 3.22. Let W ′ := (P, V (P )) be a subdiagram of an admissible Wilson loop diagram
W = (P, [n]). Then W ′ is an exact subdiagram if and only if M(W ′) is a uniform matroid of rank
|P |.
Proof. It follows directly from the definitions that a matroid of rank r is uniform if and only if all
circuits have rank r; we therefore focus on the circuits of M(W ′).
We prove the following claim: W ′ is exact if and only if V (P ) contains no circuits C with rk(C) < |P |
in (P, V (P )). Since rk(M(W ′)) is bounded above by |P |, this will give that M(W ′) is uniform.
First suppose C ⊆ V (P ) is a circuit of rank m < |P |. Observe that PropW ′(C) ⊆ P by definition,
where the subscript to Prop specifies the diagram we are working in. By Lemma 2.15 we know
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that |PropW ′(C)| = m; thus the set P \ PropW ′(C) must be nonempty, and we can consider the
subdiagram W ′′ := (P \ PropW ′(C), V (P \ PropW ′(C)). By the density condition on subdiagrams
of admissible diagrams, we have
|V (P \ PropW ′(C))| ≥ |P \ PropW ′(C)|+ 3.
It is easy to verify that V (P \ PropW ′(C)) ⊆ V (P ) \ C. Since C ⊆ V (P ) and PropW ′(C) ⊆ P , it
follows from the previous inequality that
|V (P )| − (m+ 1) ≥ |V (P \ PropW ′(C))| ≥ |P | −m+ 3.
Simplifying, we obtain |V (P )| ≥ |P |+ 4, i.e. (P, V (P )) is not an exact diagram.
Conversely, suppose that W ′ is not exact and for a contradiction suppose also that M(W ′) is
uniform of rank |P |. Take p ∈ P . Then |V (P ) \ V (p)| = |V (P )| − 4 ≥ |P | by non-exactness. By
uniformity there must be an independent set of size |P | in V (P )\V (p). However, this is impossible
because the submatrix of C(W ′) corresponding to this independent set has |P | rows but the one
corresponding to p is all 0, so it cannot be full rank.
To close this section, we make a few observations about the geometry of matroids defined by exact
diagrams.
In [6], the authors show that each weakly admissible Wilson loop diagram corresponds to a positroid.
That is, each diagram corresponds to a matroid that can be represented by elements of the positive
Grassmannian GR,≥0(|P|, n). Any positroid of rank k on n elements defines a subspace of the
positive Grassmannian GR,≥0(k, n), namely the points which represent it [19]. These subspaces
give a CW structure on GR,≥0(k, n), with each positroid defining a cell. In other words, there is a
map from weakly admissible Wilson loop diagrams W to matroids M(W ) to positroid cells in the
CW complex on GR,≥0(|P|, n).
With this mapping in mind, we have the following corollary:
Corollary 3.23. Let W ′ = (P, V (P )) be an exact subdiagram of W . The matroid associated to
this subdiagram corresponds to the top dimensional cell in GR,≥0(|P |, |V (P )|).
Proof. Since W ′ is weakly admissible, by Theorem 2.14 the associated matroid M(W ′) can be
realized by an element of the totally nonnegative Grassmannian GR,≥0(|P |, |V (P )|). However,
since W ′ is an exact subdiagram its corresponding matroid M(W ′) is uniform, so all |P | × |P |
minors of C(W ′) must be non-zero and M(W ′) can be represented by a matrix with all maximal
minors strictly positive. Since the unique top dimensional cell of GR,≥0(|P |, |V (P )|) is defined
by precisely those points in GR,≥0(|P |, |V (P )|) with the property that all Plu¨cker coordinates are
strictly greater than 0, this completes the proof.
3.3 Matroids and equivalent diagrams
Now we are ready to prove the main result of this section, namely that two Wilson loop diagrams
define the same matroid (positroid) if and only if they are equivalent (Theorem 3.24). We also
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give a formula for the number of Wilson loop diagrams in a given equivalence class (Corollary
3.25), completing the characterization of the correspondence between Wilson loop diagrams and
positroids starting in [6].
Theorem 3.24. Let W = (P, [n]) and W ′ = (P ′, [n]) be two Wilson loop diagrams. They define
the same matroid (positroid) if and only if W ∼W ′.
Proof. One direction has been proved in [6, Theorem 1.18], but we give a different proof here to be
consistent with the method of this paper.
For the if direction, it suffices to prove the result for two equivalent diagrams that differ in exactly
one exact subdiagram. LetW andW ′ be equivalent Wilson loop diagrams which can be decomposed
as
W = (P unionsqR, [n]), W ′ = (P unionsqR′, [n]),
where (R, V (R)) and (R′, V (R′)) are different maximal exact subdiagrams ofW andW ′ respectively,
and V (R) = V (R′).
By Theorem 3.22, M(R, V (R)) and M(R′, V (R′)) are both uniform matroids of rank |R| = |R′|; in
particular, this means that any subset of V (R) is independent in both M(W ) and M(W ′).
Now consider the propagator flat F (P ), which is a cyclic flat of rank |P | in both M(W ) and M(W ′)
by Lemma 3.17. Let B ⊆ F (P ) be an independent set of rank |P |. Adding any element of V (R)
to B increases its rank in both matroids since F (P ) is a flat and F (P ) ∩ V (R) = ∅, so we can
lift any independent set in F (P ) to an independent set of both M(W ) and M(W ′) by adjoining
any independent set in V (R). In particular, B unionsq U is a basis in both M(W ) and M(W ′) for any
U ⊆ V (R) with |U | = |R|.
Finally, note that any basis of M(W ) or M(W ′) must be of this form, since [n] = F (P ) unionsq V (R)
and rkF (P ) + rkV (R) = |P | + |R| = n. Thus both matroids have the same set of bases, proving
that they are the same.
For the converse, suppose that M(W ) = M(W ′) = M . This immediately implies that |P| = |P ′|,
so to demonstrate the equivalence of W and W ′ it suffices to show that for any maximal exact
subdiagram (P, V (P )) in W , there is a corresponding maximal exact subdiagram (P ′, V (P ′)) in W ′
with V (P ) = V (P ′).
So let (P, V (P )) be a maximal exact diagram in W . By Lemma 3.17, this implies that F := F (P c)
is a cyclic flat in M . Viewing M as the matroid of W ′, Lemma 3.15 implies that F = F (PropW ′(F ))
(recall that “cyclic” simply means “a union of circuits”, so the union of all circuits in F is F itself).
Define Qc = PropW ′(F ), so that F (P
c) = F = F (Qc), and therefore V (P ) = V (Q).
By Lemma 3.17 we know that rk(F ) = |P c|; however, by Lemma 2.15 we also know that the rank of a
cycle is equal to the number of propagators supported on that cycle, so rk(F ) = |PropW ′(F )| = |Qc|
as well. Since (P, V (P )) is exact and we have shown that V (P ) = V (Q) and |P | = |Q|, it follows
that |V (Q)| = |Q|+ 3, i.e. (Q,V (Q)) is exact in W ′.
However, (Q,V (Q)) is not a priori maximal exact, so let (P ′, V (P ′)) be the maximal exact subdia-
gram in W ′ that contains (Q,V (Q)) as a subdiagram (possibly trivially). Applying the argument
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above to (P ′, V (P ′)), we obtain an exact subdiagram (R, V (R)) in W with V (R) = V (P ′) and
|R| = |P ′|. Now we have
V (P ) = V (Q) ⊆ V (P ′) = V (R),
which implies that (P, V (P )) = (R, V (R)) by the maximality of (P, V (P )), and hence (Q,V (Q)) =
(P ′, V (P ′)) is maximal exact in W ′.
Since there is a unique way to decompose W into maximal exact subdiagrams, it is logical to ask
how many diagrams there are in an equivalence class. It is a classical fact (see for instance Chapter
6 of [21]) that the number of triangulations of a convex n-gon is the n− 2 Catalan number, namely
1
n−1
(
2(n−2)
n−2
)
. Thus we can count the number of equivalent diagrams.
Corollary 3.25. Let W be an admissible Wilson loop diagram where the sizes of the supports of
the nontrivial maximal exact subdiagrams are n1, n2, . . . , nj. Then the number of admissible Wilson
loop diagrams equivalent to W (including W itself) is
j∏
i=1
1
ni − 1
(
2(ni − 2)
ni − 2
)
In this section we have characterized the correspondence between Wilson loop diagrams and
positroids, showing that Wilson Loop diagrams define the same positroid if and only if they are
equivalent. If we write
M : admissible WLD −→ Positroids
W 7→M(W ) ,
the image of this map is given by the distinct equivalence classes. Corollary 3.25 enumerates the
elements of each fiber of M . The obvious next question would be to enumerate the number of
equivalence classes.
We know from examples (e.g. [3]) that many positroid cells cannot be obtained as the matroids
of admissible Wilson loop diagrams. We do not obtain a formula for the number of cells in the
image of M here, but in the next section we give an alternate characterization of im(M) in terms
of associahedra, with the hope that this linkage with a well-studied combinatorial object will shed
light on the issue in the future.
4 Associahedra and inequivalent Wilson loop diagrams
The correspondence between (weakly) admissible Wilson loop diagrams and polygon dissections
shown in Section 3.1 suggests a connection to associahedra. In order to explore this connection
further, we first need some background, which is given in Section 4.1. In Section 4.2, we show that
the number of equivalence classes of Wilson loop diagrams correspond to the number of non-parallel
faces of the appropriate associahedron (Theorem 4.6).
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4.1 Polytope background
We first give a quick summary of the polytope terminology we will use in this section; the interested
reader is referred to [22] for more details.
A polytope can equivalently be defined as the convex hull of a finite set of points in some Rd, or
as the intersection of finitely many closed half spaces in Rd with the additional property that this
intersection is bounded in the sense of not containing any ray (see chapter 0 of [22]).
A face of a polytope is the intersection of the polytope with any hyperplane for which the entire
polytope is in one of the closed half-spaces defined by the hyperplane. The polytope itself is
also considered a face; in the case that the polytope is of full dimension, this definition can be
unified by considering linear equalities (including the trivial one) in place of hyperplanes and the
corresponding linear inequalities in place of the half-spaces defined by the hyperplane (see Chapter
2 of [22]).
Two faces are parallel if one can be mapped to the other by a translation in Rd. In particular
parallel faces must be of the same dimension. Any two vertices are parallel to each other.
Finally, two polytopes are combinatorially equivalent if there is a bijection between their faces
which preserves inclusion of faces. Often in combinatorics one is primarily interested in the com-
binatorial equivalence classes, and common polytope names (including the associahedron) refer to
these equivalence classes. A particular polytope in the class is then known as a realization.
As with many of the interesting and well-studied polytopes in combinatorics, the associahedron
can be characterized in many different ways; here is one definition.
Definition 4.1. Fix n and consider dissections of a convex n-gon. The n − 1 associahedron can
be defined in terms of the dissections of this n-gon: the vertices of the associahedron are the
triangulations of the n-gon, while the k-dimensional faces are the dissections which are k diagonals
away from being a triangulation. One face is included in another if the first dissection is a refinement
of the second.
It turns out that this defines a class of combinatorially equivalent polytopes, which can be proved by
giving a realization. There are many interesting realizations of the associahedron [13]; the following
realization will be the one that we use.
Definition 4.2. Let x1, . . . , xn be the corners of a convex n-gon in R2, and let T be the set of
triangulations of this n-gon. For each t ∈ T , define st to be the point in Rn whose ith coordinate
is the sum of the areas of all triangles of t which are incident to xi. Let An be the convex hull of
the st; then An is a realization of the n− 1 associahedron ([22, Example 9.11]).
Note that this construction works for any convex n-gon, but these realizations are all equally good
for our purposes, and so we fix x1, . . . , xn defining a particular convex n-gon from now on.
Definition 4.2 is a special case of the secondary polytope construction; see [22, Definition 9.9] for
more details. In general the x1, . . . , xn may be any points in any Rd. Triangulations in this more
general context are decompositions into simplices, and the area of the triangles is replaced by the
volume of the simplices.
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Figure 2: Two associahedra, labelled by all and some (respectively) of their polygon dissections.
4.2 Non-parallel faces in the associahedron and inequivalent Wilson loop dia-
grams
The map τ defined in Definition 3.1 assigns a dissection of an n-gon to a Wilson loop diagram
W = (P, [n]). Recall that if |P| = k, then τ(W ) is a dissection with k diagonals. Therefore, the
map τ associates to each weakly admissible Wilson loop diagram an n− 3− k dimensional face of
the associahedron An. This is illustrated for n = 5 on the left in Figure 2, and for n = 6 (with
some labels omitted for clarity) on the right.
Note that Wilson loop diagrams which are weakly admissible but not admissible are necessarily
exact, and hence have τ graphs which are triangulations, i.e. dimension 0 faces (vertices) in An. All
of these are equivalent (as Wilson loop diagrams) in the sense that they are only retriangulations
away from each other; meanwhile, as noted above, all vertices of An are parallel to each other. It
will be convenient in what follows to include these diagrams, but the results are easily modified
to remove them if needed: Propositions 4.3 and 4.5 would be identical if we replaced “weakly
admissible” by “admissible”, while Theorem 4.6 could be changed to consider only admissible
diagrams by subtracting 1 from the number of non-parallel faces in order to account for the missing
dimension 0 faces.
Proposition 4.3. If two weakly admissible Wilson loop diagrams are equivalent then their faces in
An are parallel.
Proof. Let W and X be two equivalent Wilson loop diagrams. From Corollary 3.14 we know that
τ(W ) and τ(X) differ from each other only by retriangulations of their triangulated pieces.
All edges of An are polygon dissections which are only one diagonal away from being triangula-
tions. Such dissections consist of triangles and exactly one quadrilateral. Consider the edges of
An bounding the faces corresponding to τ(W ) and τ(X). These edges have their one quadrilateral
within the nontriangulated parts of τ(W ) or τ(X), but these nontriangulated parts are the same
in τ(W ) and τ(X), so we get a bijection between the edges of An bounding the face of τ(W ) and
the edges of An bounding the face of τ(X) which matches edges with the same quadrilateral.
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t1 t2
Figure 3: The shaded regions are triangulated regions which are the same in t1 and t2. Consider
st1 and st2 at coordinate i. In st1 this coordinate is given by the area of those shaded triangles
incident to xi (denoted by bi in the proof) along with a(i, j, l). In st2 this coordinate is given by bi
along with a(i, l, k) + a(i, j, k) = a.
Consider now an edge in An whose quadrilateral is defined by the vertices of τ(W ) or τ(X), which
we label xi, xj , xk, and xl in that order (see Figure 3 below). Let t1 and t2 be the triangulations
corresponding to the two ends of the edge where t1 has a diagonal from xj to xl and t2 has a
diagonal from xi to xk. From the construction of the secondary polytope An in 4.2, we see that st1
and st2 only differ at coordinates i, j, k, and l: all of the triangles incident to any of these vertices
other than the one coming from triangulating xi, xj , xk, xl are the same in both t1 and t2.
Let a be the area of the quadrilateral and let a(i, j, k) be the area of the triangle with corners xi, xj
and xk (and similarly for other indices), and let bi denote the sum of the areas of triangles incident
to vertex xi which are common to both triangulations. Then st1 on coordinates i, j, k, l is
(a(i, j, l) + bi, a+ bj , a(k, l, j) + bk, a+ bl),
and st2 on these coordinates is
(a+ bi, a(j, k, i) + bj , a+ bk, a(l, i, k) + bl).
This is illustrated in Figure 3.
Thus a vector parallel to this edge is the vector which is
(a(i, j, l)−a, a−a(j, k, i), a(k, l, j)−a, a−a(l, i, k)) = (−a(j, k, l), a(i, k, l),−a(i, j, l), a(i, j, k)) (8)
on i, j, k, l, and 0 in all other coordinates.
Returning to τ(W ) and τ(X), since the direction vector of an edge in An depends only on its quadri-
lateral and the bijection between the edges bounding τ(W ) and the edges bounding τ(X) preserves
the quadrilateral, we have the same direction vectors bounding τ(W ) as τ(X). Furthermore, the
bijection also maintains the relative configuration of the edges and so the edges corresponding to
τ(W ) and τ(X) are parallel.
In order to prove the converse of Proposition 4.3, we first require a preliminary lemma.
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Figure 4: Up to reflection and to rotation of xi, xj , xk, xl, the possible configurations of the
quadrilateral from one dissection and diagonal from the other dissection (thick edge) illustrated
together on the same vertex set.
We also need the following notation: given a polygon dissection D of an n-gon, let V>3(D) be the
set of vertices of the polygon which are on at least one non-triangle face of D. (Note that D may
have many non-triangle faces and so V>3(D) will be the union of the vertices of each non-triangle
face.) For the purposes of this proof, we also write [xi, xj ] for the set of vertices from xi to xj
including the endpoints, and (xi, xj) for the same set but excluding the endpoints.
Lemma 4.4. Let D1 and D2 be two dissections of a convex n-gon defined by the vertices x1, . . . , xn.
Suppose that V>3(D1) = V>3(D2), but that the D1 and D2 do not have the same set of non-triangle
faces. Then there are four vertices xi, xj, xk, xl satisfying the following conditions:
1. In either D1 or D2 all four vertices are on the same non-triangle face;
2. In the other dissection, there is a diagonal of the dissection such that exactly one of {xi, xj , xk, xl}
lies on one side of the diagonal (so the others are either end points of this diagonal or strictly
on the other side).
The situation described in the lemma is illustrated in Figure 4.
Proof. Since D1 and D2 do not have the same set of non-triangle faces, there must be some diagonal
d of D1 that crosses through a non-triangle face f of D2. If that face of D2 has degree at least 5
then it must contain four vertices in the configuration described in the statement.
Suppose this never occurs. Then all the non-triangle faces of D2 which are crossed by a diagonal
of D1 must be quadrilaterals and likewise for D1. This means that any non-triangle and non-
quadrilateral faces must be common between D1 and D2. These common faces are irrelevant for
the statement as none of them can be the face containing xi, xj , xk, xl, and so by triangulating any
common non-triangle faces, we may assume that D1 and D2 have only quadrilateral and triangle
faces.
Assume for a contradiction that no quadrilateral as in the statement exists, and let d be a diagonal
in D1 crossing the unique non-triangle face f of D2. Then f must have two vertices strictly on
each side of d; we name the vertices on one side of d as xi and xj , and those on the other side as
xk, xl (and in that order; see Figure 5). Let g be the face in D1 that is incident to d on the xi, xj
side of d.
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Figure 5: The three possible configurations in the final part of the proof of Lemma 4.4. The thin
lines come from the polygon dissection with f as a face while the thick lines come from the polygon
dissection with d as an edge.
We first show that none of the vertices defining g can lie in the cyclic interval [xi, xj ]. Indeed, if
g is a triangle then we immediately see that its third vertex cannot lie in the interval [xi, xj ], as
we could obtain a configuration as described in the statement by replacing d with one of the other
edges of g.
Similarly, if g is a quadrilateral then by the same argument none of its vertices can lie in the interval
(xi, xj), nor can we have exactly one of xi or xj being a vertex of g for the same reason. If xi and
xj are both vertices of g (so g is the quadrilateral defined by xi, xj , and the two endpoints of d)
then we still obtain a configuration as described in the lemma statement by swapping the roles of
f and g: now the four vertices would be the ones defining g, and the diagonal would be one of the
edges of f . (For instance d can now be the edge connecting xl to xi or xj to xk.) Thus we can
conclude that none of the vertices of the face g are in the interval [xi, xj ].
There are now two possibilities for g: either it has one vertex in the interval (xj , xk) and the rest in
(xl, xi) (or vice versa), or it has two vertices in (xj , xk) and two in (xl, xi). In the first case, g must
be a triangle since if g was a quadrilateral then its four vertices provide the desired configuration
(with the edge of f that connects xj and xk providing the desired diagonal); in the second case, g
has four vertices and is therefore a quadrilateral.
These cases are illustrated in Figure 5. If g is a triangle then let d′ be the other diagonal across
f (leftmost two cases in the figure), while if g is a quadrilateral let d′ be the other diagonal that
crosses f . In all cases, note that d′ is strictly closer to [xi, xj ] than d was, since we chose g to be
the face incident to d on the xi, xj side.
Now d′ is also a diagonal of D1 that crosses the non-triangle face f of D2, and we can repeat the
above argument with d′ instead of d. This process can be repeated indefinitely but the polygon
is finite, yielding a contradiction to our assumption that no quadrilateral with the configuration
described in the statement exists.
Proposition 4.5. If two weakly admissible Wilson loop diagrams are not equivalent then their faces
in An are not parallel.
Proof. Let W and X be inequivalent. If τ(W ) and τ(X) do not have the same number of diagonals
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(hence their faces in An do not have the same dimension) then they are not parallel by definition.
Now suppose that τ(W ) and τ(X) do have the same number of diagonals and hence their faces in
An have the same dimension. Let the face associated to τ(W ) in An be fW and the face associated
to τ(X) be fX .
As observed in the proof of Proposition 4.3, any non-zero vector in Rn parallel to an edge of
An has non-zero entries only in the coordinates corresponding to the four vertices bounding the
quadrilateral of the dissection associated with the edge. Thus if V>3(τ(W )) 6= V>3(τ(X)) (recall
the notation defined before Lemma 4.4) then the span of the vectors parallel to their edges has
different support and so they cannot be parallel. So we can assume that V>3(τ(W )) = V>3(τ(X)).
Since τ(W ) and τ(X) do not have the same set of non-triangle faces, there must be some diagonal d
of τ(W ) that crosses through a non-triangle face f of τ(X). It will be most convenient to consider
faces in terms of their normal vectors. We make use of the construction discussed on page 8 of [13]:
namely, pick one side of d to be positive and define the ith coordinate of the vector ω+d to be
ω+d (i) =
{
dist(xi, d) if x is on the positive side of d
0 otherwise
We have from [13] that ω+d is a normal vector for any face with d as a diagonal; however we can also
check this fact in a completely elementary way using the shoelace formula for the area of a triangle.
The shoelace formula says that if (x1, y1), (x2, y2), (x3, y3) are the coordinates of the corners of a
triangle in counterclockwise order then the area of the triangle is
1
2(x1y2 − x1y3 + x2y3 − x2y1 + x3y1 − x3y2).
We now check that ω+d is a normal vector for any face associated to a dissection including d, which
we accomplish by showing it is normal to every edge bounding the face. To do so, choose the
coordinate system for the polygon so that d is along the x-axis. Let (ai, hi), i ∈ {1, 2, 3, 4} be the
coordinates of the vertices of a quadrilateral in counterclockwise order and which corresponds to an
edge bounding the face. Since the dissection includes d, either all four points are on the negative
side of d and so the dot product of ω+d with the direction vector for the quadrilateral is immediately
0, or, by the formula in equation (8) and the shoelace formula, the dot product of ω+d with the
vector associated to the quadrilateral is
1
2h1(a2h3 − a2h4 + a3h4 − a3h2 + a4h2 − a4h3)
− 12h2(a1h3 − a1h4 + a3h4 − a3h1 + a4h1 − a4h3)
+ 12h3(a1h2 − a1h4 + a2h4 − a2h1 + a4h1 − a4h2)
− 12h4(a1h2 − a1h3 + a2h3 − a2h1 + a3h1 − a3h2),
which also evaluates to 0.
Now, τ(W ) and τ(X) satisfy the hypotheses of Lemma 4.4, so we can assume that f and d have
the property that we can choose a side of d to be the positive side in such a way that exactly one
vertex of f is strictly on the positive side. Then ω+d and the direction vector of d have common
support exactly on that one vertex and so their dot product is non-zero. Since the direction vector
of d is contained in the direction of τ(X) but is not orthogonal to ω+d , while ω
+
d is normal to the
face of τ(W ), it follows that the faces associated to τ(W ) and τ(X) are not parallel, as desired.
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Propositions 4.3 and 4.5 together imply the main result of this section:
Theorem 4.6. The number of inequivalent weakly admissible Wilson loop diagrams on n is the
number of non-parallel faces in the associahedron An.
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