ABSTRACT
INTRODUCTION
Glaucoma is found to be the second leading cause of irreversible visual loss and global blindness. Over the past decade, millions of cases of blindness have increased worldwide,gradually, of which 12.3% are of glaucoma. It has been estimated that nearly 80 million individuals around the world will suffer with glaucoma by the year 2020. Glaucoma is an ocular disease which causes progressive and irreversible changes in the visual field loss, optic nerve head, or both. The damage to the optic nerve is usually caused by raising Intraocular pressure (IOP) which is normally associated with increased fluid (aqueous humor) pressure in the eye (above 21mmHg). The first sign of glaucoma is peripheral vision loss which often occurs gradually over a long period of time, so it is often called as "silent thief of sight", and symptoms only occur when the disease is quite advanced which requires early detection to sustain the vision without any further loss.
Different glaucoma detection tests include, Tonometry to determine IOP; Gonioscopy for finding the angle in the eye where the iris meets the cornea; Ophthalmoscopy/Funduscopy, it is a dilated eye examine for obtaining the shape and color of the optic nerve; Visual Field test (Perimetry) to check the missing areas of the field of vision; and Corneal Pachymetry for obtaining the thickness of nerve fiber layer. In this work, Ophthalmoscopy/Funduscopytest is considered asdiagnostic tool for the disease identification. Generally, the retinal fundus images are acquired by dilated eye test by exposing it to the light source and the images are captured using a fundus camera and microscope.
Many studies have been made for the development of automated clinical decision support systems (CDSSs) in ophthalmology, such as CASNET/glaucoma [1] and [2] , which are designed for decision support system for disease identification in the eye.The features that can be extracted from the retinal fundus images which are used in these systems include structural and texture features. The frequently referred structural features are disk, rim and cup areas; disk and cup diameters and also the cup to disk ratio of the optic. The texture features measurement is based on the spatial variations of pixel intensity (gray-scale values) across the image [3] . In thesesystems, the proper orthogonal decomposition (POD) is one of the method that uses structural features for glaucoma identification [4] . The author in [5] , used the texture and higher order spectra (HOS) features for glaucomatous image classification, in which HOS derives amplitude and phase information while texture provide measures such as smoothness, coarseness and regularity. The wavelet-Fourier analysis (WFA) [6] is used for obtaining the anatomic changes in the glaucoma where DWT used the symlets (sym4) wavelet filters for feature extraction by analyzing the abrupt changes in the signal while the fast Fourier transform (FFT) is applied to the detailed components, whose amplitudes are combined with the DWT normalized approximation coefficients to form the feature set.
The aim of this work is to automatically classify normal and glaucomatous eye images based on the wavelet based average and energy texture features obtained by applying the two wavelet family filters. Hence, the objective is to evaluate and select the potential features for improved specificity, sensitivity, precision and accuracy of the glaucomatous image classification. The proposed work uses the well-known wavelet family filters, the daubechies (db3), symlet (sym3) and reverse biorthogonal (rbio3. 7) combination filters are used to compute the wavelet average and energy features of the detailedcoefficients. The features which exhibits p-value < 0.0001 are chosen and are subjected to z-score normalization to aid the convergence of feed forward neural network classifier. The paper is organized in the following way. Section 2 contains an explanation of the dataset. Section 3 contains a detailed description of the steps involved to detect glaucoma disease. Section 4 contains implementation and results along with the performance parameters employed in proposed methodology. In the end, the paper concludes with Section 5 with a conclusion.
DATASET
The fundus images of the retina used for this work are obtained from DRIVE and STARE databaseswhich are publicly available. All the images with resolution of 512 x 512 are taken in lossless JPEG format. The whole dataset comprises of30 digital fundus images of which 15 are normal, which are taken from the DRIVE and other 15 are glaucomatous images taken from STARE database. The resulting retinal image shows the optic nerve, fovea, and the blood vessels. 
METHODOLOGY
The dataset containing all the images were initially preprocessed by subjecting them to standard histogram equalization. The processed images are then subjected to the following detailed procedure for feature extraction, feature selection and classification as shown in Figure 2 . 
Preprocessing of images
The dataset containing 30 images are preprocessed using standard Histogram equalization [7] . It is an image enhancement process and is required as the images are obtained from different subjects which have different orientations and intensity values so it is used to specify the input image pixel's intensity values, such that the output image contains intensity values which are uniformly distributed and also, the dynamic range of the image histogram is increased.
Discrete Wavelet Transform based features
Two dimensional Discrete wavelet transform (2D-DWT) is applied to the dataset to obtain the approximate and detail coefficients used for wavelet feature extraction. The one-level decomposition structure of an image of size m x n would result in four subimagesA1, Dh1, Dv1 and Dd1 each of size m/2 x n/2 resolution and preserved scale.Here, the well-known wavelet family filters daubechies (db3)and reverse biorthogonal (rbio3.7) or symlets (sym3) and reverse biorthogonal (rbio3.7) combination filters are used for the feature extraction. Since the wavelet coefficient matrices obtained have a number of elements, to represent a feature in this work only a single value is required in orderto decrease the computation. Thus, these single-valued wavelet features are determined based on the averaging method using the DWT detailed coefficients are given by equations (1), (2) and (3) by averaging the intensity values. The equations (1) and (2) give the average features, while (3) gives the energy features. Here, p x q is the size of the subimages.
P-values
In this proposed work, 6 average and energy features each are extracted from the wavelet transformed fundus eye images for both the db3 & rbio3.7 and sym3 & rbio3.7 combination filters. Among them, 6 features were chosen out of 12 features as it was proven to be clinically significant by using the p-value method which are same for both filter combination are tabulated in Table 1 . P-value method is a non-traditional statistical method used for hypothesis testing by comparing the two sample averages. In general, a p-value is the probability measure to determine the two mean differences which happened by chance.The statistical hypothesis is as follows:
where, H n is the Null hypothesis which is the mean of the normal samples is the same as the mean of the Glaucoma samples and H a is the alternative hypothesis which is the mean of the normal samples is different than the mean of the Glaucoma samples. µ 1 and µ 2 are the means of normal and glaucoma samples. A two-sample t-test calculates the test statistics using equation (5) and (6) 
where, ---and ---are the means of the each class sample and n 1 and n 2 represents the sample sizes and std p is the pool variance given as follows with s 1 and s 2 are the variances of the classes. Using the t-statistics, the p-value is calculated which is the area under the t-distribution curve past the tstats are compared with the level of significance (α=0.0001), the lower the p-value indicates that there is a clinical significantly greater difference between the two classes. Generally,H n is rejected, if the p-value<0.0001 corresponding to 0.01% chance of null hypothesis being true. Hence, for further analysis the features which exhibit p-values less than 0.0001 are selected.
Z-score Normalization of features
The z-score is a normalization process used for rescaling the features i.e. the average and energy feature into the same units. The 6 features selected are normalized using z-score normalization. In this process, a vector sample consisting of 6 features is transformed to unit variance and zero mean. The z-scores are computed using equation (7) with 9:2 as the original value in the vector and !;< is its obtained new z-score value, and m and Std are the mean and standard deviation of the original data range, respectively.
3.5.Classification -Feed Forward Neural Network
A network structure having only the advancing flow of information without any feedback is called a feed forward neural network(FFNN) [8] . One of the most widely preferred is multilayered feed forward network with back propagation shown in Figure 3 , as a single artificial neuron cannot model well for classifications that are non-linearly separable. In this work, the features which are extracted are non-linear and are to be classified, so multi layered neural network is employed. From the figure it is clear that the network architecture has three layers that are input layer, hidden layer and output layer, where the hidden layer can be of any number depending upon the user usage,which can compute the input representation that will make the problem more linearly separable. This multi-layered network uses extended gradientdescent based delta-learning rule, commonly known as a back propagation rule as training algorithm. The training is performed by using a supervised learning technique, where back propagation is used for altering the weight using an activation function for learning a training set has been proved to be computationally efficient method and the total mean squared error of the weights are minimized using the gradient descent method.During this training process an iterative based flow of training data is followed for the weight vectors establishment, using which the network learns to identify particular classes by considering the characteristics of the input trained data and the backward links are present during training only. Finally, the activation function used is a linear sigmoid function, using which the output is as specified:
Using the sigmoid activation function binary classification can be performed as it will squash allthe output values between 0 & 1, such that the neuron will always be positive, bounded and is strictly increasing. The errors in the output nodes are propagated backward through the network after each training case and the system adjusts the weights of the net so that the total mean squareerror calculated using the delta rule is minimized. Once the system is optimized by training with the input pattern to obtain the trained features, the test images can be given which follow the same procedure, except the backward links, for detection of the image class i.e. glaucoma or normal retinal images can be achieved by categorizing them as either 0 or 1.
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IMPLEMENTATION AND RESULTS
The proposed method for glaucoma detection was tested on a publicly available DRIVE and STARE database. The 6 wavelet features were extracted from each retinal image (1 x 6 matrix) and thus for the whole dataset a 30 x 6 feature matrix was formed where each row corresponds to each image input and the 6 columns represents the selected features extracted from each image.This input vector of 30 x 6 feature matrix is then fed to the FFNN system with 120 hidden layers and a target matrix as the identity matrix of size 30, since 30 image samples are used to classify the normal and glaucomatous image. Thus, after the network training phase, the test images are given whose features are extracted by undergoing the same procedures and then the trained set features are compared with the test features for classification of glaucoma.
The performance of the system is analyzed by evaluating the 4 parameters Sensitivity (TPR), Specificity (SPC), Positive Predictive Accuracy (PPV) or Precision and Accuracy (ACC) are calculated with respect to the four conditions which form the four entries of the confusion matrix are TP (true positive) for glaucoma is correctly identified, FP (false positive) for glaucoma is incorrectly identified, TN (true negative) for normal is correctly rejected, and FN (false negative) for normal is incorrectly rejected; where positive (P) and negative (N) corresponds to glaucoma and normal case respectively. The test results can be positive or negative corresponding to the identification or rejection of image pattern respectively. The equations for calculating these performance parameters are given below: 
Sensitivity and specificity are both are the measures of the fraction of positives and negatives which wereidentified correctly by the classifier, respectively. Precision determines the fraction of samples that are positive in the group which has been declared as a positive class by the classifier. Accuracy is the whole system parameter which is used as a statistical measure to determine how well a binary classifier identifies or rejects a test sample. A system having 100% sensitivity and specificity is considered as a perfect predictor, evenso, theoretically some minimum error usually exists in any predictor.For the neural network systems, the obtained four conditions and performance parameters are tabulated in the Table 2 . In this research work an effort is made to reduce the number of wavelet filters to two, while retaining the accuracy of 96.67% for glaucoma image classification using five wavelet filters [10] .In the proposed work, the computational complexity is reduced as the number of wavelet filters employed are less. In a two wavelet filter combination daubechies (db3) and reverse biorthogonal (rbio3.7) or symlets (sym3) and reverse biorthogonal (rbio3.7) filters are usedand in the five filter combination includes daubechies (db3), symlet (sym3) and reverse biorthogonal (rbio3.3, rbio3.5 and rbio3.7) wavelet filters are employed [9] [10].The two sets of two filter combinations using daubechies and symlets produces the same accuracy as both have same filter coefficient and filter lengths, so any one of the combination can be employed. These filters are biorthogonal filters with high pass and low pass filter lengths of L 1 and L 2 , then the number of additions, A, and multiplications, M, required for performing the filter operations are computed [11] using the equation (13) and (14).These formulas compute the computational complexity of one dimensional signal, in order to calculate for a two-dimensional signal i.e. in case of an image, the formulas are multiplied by 2 to relate to the separable filtering of horizontal and vertical filtering. The complexity comparison for the filter combinations is shown in the Table 3 .
The work is implemented using MATLAB. Using a Graphical user interface (GUI), the image is selected for analysis is first preprocessed using histogram equalization and applied to daubechies and reverse biorthogonalwavelet filters. The option feature extraction provides the list of average and energy features which can be extracted from the images. The created GUI has two tables, one corresponding to all the texture features of the images in the database and the other displays the selected average and energy feature based on the p-value criteria as shown in the Figure 4 .The classification option is selected to display the classification window to classify the images using the FFNN classifier where the tables shown in the Figure 5 and 6 are the four conditions to calculate the performance parameters. FFNN classifies the dataset images with an accuracy of 96.67%, which is displayed on the GUI by selecting the accuracy option. The GUI also displays a message for glaucoma detection of the input retinal fundus images. 
CONCLUSION
This study illustrates that the selected features extracted from the two wavelet filters have been fed to a Feed Forward Neural Network. The texture features obtained from the detailed coefficients of the two wavelet filters are used to discriminatenormal and glaucomatous images by retaining the same accuracy of 96.67% as that of five filter combination and also reduces the computational complexity required for the classification
