Although individual neurons can be highly selective to particular stimuli and certain upcoming actions, they can provide a complex representation of stimuli and actions at the level of population. The ability to dynamically allocate neural resources is crucial for cognitive flexibility. However, it is unclear whether cognitive flexibility emerges from changes in activity at the level of individual neurons, population, or both. By applying a combination of decoding and encoding methods to simultaneously recorded neural data, we show that while maintaining their stimulus selectivity, neurons in prefrontal cortex alter their correlated activity during various cognitive states, resulting in an enhanced representation of visual space. During a task with various cognitive states, individual prefrontal neurons maintained their limited spatial sensitivity between visual encoding and saccadic target selection whereas the population selectively improved its encoding of spatial locations far from the neurons' preferred locations.
Introduction
An ensemble of neurons could provide a complex representation of external stimuli, ongoing processes, or upcoming actions based on multiplexed response of neurons contained in that ensemble [1] [2] [3] . At the same time, individual neurons could be highly selective to external stimuli [4] [5] [6] or highly informative about the animal's action [7] [8] [9] or performance [10] . These beg the question of why downstream neurons should read out/rely on the activity of neural ensembles instead of the activity of selective/informative individual neurons. Naturally, neural representation based on population activity could improve the information content compared to individual neurons, but are there additional advantages for population coding beyond such improvement?
Recently, the combination of improved techniques for large-scale recording from neuronal ensembles and novel computational methods has led to a surge of interest in understanding the contribution of population-level representation to cognitive functions such as working memory, visual attention, decision making, and categorization [1, 3, [11] [12] [13] [14] . On the one hand, a large body of theoretical work [15] [16] [17] [18] [19] [20] [21] and electrophysiological studies [22] [23] [24] [25] [26] [27] has revealed the contribution of inter-neuronal correlations to the coding capacity of neural populations. For example, it has been shown that noise correlation affects signal-to-noise ratio of the population response [22] and modulates sensory coding more than the firing rate of individual neurons [25, 26] . On the other hand, others have argued that high-dimensional neural representations are more valuable for cognitive functions than representations based on highly specialized neurons [1, 3, 28, 29] . Perhaps, which of these factors (or both) is crucial could reveal mechanisms by which a given population contributes to a cognitive function. For example, enhanced encoding due to a decrease in noise correlation could indicate that the population activity is modulated by an external source (e.g. attentional modulation) whereas high-dimensional representation could point to interactions between neurons in the same population.
We hypothesized that enhancement of the information content of a population of neurons beyond its individual neurons is dynamically adjusted by cognitive states. To test this hypothesis, we simultaneously recorded neural activity in the Frontal Eye Field (FEF) of monkeys during an oculomotor delayed response task. This task requires encoding of the location of a target 4 stimulus and making a saccade to the remembered location after a delay and thus, involves visual encoding, maintenance of spatial information, and saccadic target selection. Employing a combination of encoding and decoding methods to simultaneously recorded neural activity, we found a selective enhancement of the information content of the population of neurons prior to saccades. More specifically, although individual neurons maintained their limited spatial sensitivity from visual encoding to saccadic target selection, the ability of the population to encode spatial locations far from the neurons' preferred locations improved, a phenomenon which we refer to as 'encoding expansion'. In other words, locations poorly encoded by individual neurons (non-preferred locations) could be discriminated much better at the population level. This enhanced population-level information relied on high-dimensional neural representations for non-preferred locations and was accompanied by selective reductions in noise correlation for the same locations. Overall, we show for the first time that by differently impacting preferred and non-preferred locations of visual space, cognitive states can dynamically enhance the population-level information while keeping the individual neuronal selectivity rather unchanged.
Results
Using 16-channel linear array electrodes (V-probe, Plexon Inc.), we simultaneously recorded from a population of neurons in the FEF of two monkeys during an oculomotor delayed response (ODR) task (188 single neurons, 1165 pairs of neurons; see Materials and methods). The ODR task ( Fig 1A) enabled us to trace the transformation of visual input into motor action (saccade), and has been classically used to determine the contribution of FEF neurons to each of these processes [30] [31] [32] . Our goal was to determine how visual space is encoded differently by a given ensemble of neurons and the participating individual neurons, and how this differential encoding of space depends on two cognitive states (visual encoding and saccadic target selection).
Therefore, we analyzed the simultaneously recorded neural data to measure spatial information encoded at the single-cell and population levels, as well as information embedded in the correlated activity of pairs of neurons. Presaccadic expansion of the population code. The average activity of an example recorded neuron during the ODR task revealed the typical spatial tuning/selectivity of FEF neurons ( Fig   1B) . This neuron responded differently to stimuli presented at eight possible angles during both visual encoding (Enc, one way Anova, F = 18.51, p < 10 -3 ) and just before the saccade to the remembered location (Sac, one way Anova F = 48.72, p < 10 -3 ). However, the neural response was more graded during saccade preparation than visual encoding. Similarly, the average normalized activity across all recorded neurons showed stronger spatial tuning during saccade preparation compared to visual encoding such that the tuning was narrower for the former epoch (tuning dispersion: Sac = 2.06±0.04, Enc = 2.25±0.04, p < 10 -3 ; see Materials and methods). We found a similar relationship between the response during saccade preparation and visual encoding when we restricted the analysis to the population of neurons that showed selectivity in more than one task epoch (i.e. mixed selectivity neurons, n = 65, S1 Fig).
We next quantified the information content of individual neurons using the mutual information between the response and stimulus location (see Materials and methods). We refer to this mutual information as 'spatial discriminability' as it quantifies the ability of individual neurons to discriminate between various target locations. For the example neuron, the spatial discriminability was greater during saccade preparation than visual encoding (spatial discriminability: Enc = 0.09±0.01, Sac = 0.18±0.02, p < 10 -3 ). This difference was also observed across all neurons such that the spatial discriminability was greater during saccade preparation than visual encoding for the entire population of neurons as well as selective neurons (Enc all = 0.15±0.01, Sac all = 0.23±0.02, p < 10 -3 ; n = 188, Enc selective = 0.21±0.02, Sac selective = 0.27±0.02, p = 0.007; Fig 1D) . This enhanced representation of saccade targets is consistent with previous studies [30] and the known role of FEF in oculomotor control.
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In addition to mutual information, which reflects the spatial discriminability of single neurons, (Fig 1E) . However, when the activity of the population of simultaneously recorded units was taken into account, the decoding accuracy during saccade preparation improved dramatically (Fig 1F) . This improvement was most pronounced for locations in the These results indicate that observed encoding expansion is not due to particular contributions of different types of neurons during different task epochs.
Altogether, these results reveal an expansion of the population code prior to saccadic target selection. Such an expansion can serve as a potential mechanism to enhance the robustness or precision of the population code by incorporating a larger ensemble of FEF neurons. Note that this presaccadic enhancement was mainly observed at the population level and not the individual units ( Fig 2B) , implying that the expansion of the neural code relies on high-dimensional neural representations and also depends on changes in the inter-neuronal relationships. Thus, we next examined the contributions of these factors to presaccadic expansion.
Presaccadic expansion relies on high-dimensional neural representations. We found that during saccade preparation, the ability of the population to represent target locations expanded far beyond the capability of single neurons: locations which were poorly encoded by single neurons could be accurately discriminated using an ensemble-level population read-out. Recent studies have indicated that high-dimensional neural representations are beneficial for information encoding [1, 3] . Therefore, we next examined whether the encoding expansion during saccade preparation was associated with a greater dimensionality in the population.
To do so, we sorted the simultaneously recorded units in each session based on their mutual information (spatial discriminability), and made a set of neural ensembles by subsequently The encoding expansion during saccade preparation occurred because the SVM performance increased more strongly for nonpreferred than preferred locations. Thus, we computed the dimensionality of neural representation separately for preferred and nonpreferred (>90 deg) locations ( Fig 2C) . We found that 6.54±2.21 units were necessary to achieve 75% of the wholeensemble level of performance for nonpreferred locations, compared to only 2.22±0.45 units for preferred locations, indicating that the population response had a much larger dimensionality for representing nonpreferred compared to preferred locations (bootstrap confidence interval, p < 10 We next examined the direct relationship between the encoding expansion and the difference in dimensionality between nonpreferred and preferred locations by defining an expansion index for each recording session of the experiment (see Materials and methods). There was a positive correlation between the encoding expansion index and the difference in dimensionality between nonpreferred and preferred locations (Spearman correlation, r = 0.62, p = 0.014; Fig 2D) . This demonstrates that a larger difference in dimensionality between nonpreferred and preferred locations is accompanied by a larger increase in the population-level, differential encoding of nonpreferred than preferred locations during saccade preparation (i.e. presaccadic expansion).
These results suggest that high-dimensional neural representations are crucial for the observed presaccadic expansion.
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Changes in inter-neuronal correlations contribute to encoding expansion during saccade preparation. As mentioned above, reduction in noise correlation has been proposed as a mechanism to enhance population-level information [15, 18, 20, 22, 26] . Hence, we examined the effects of inter-neuronal correlations at the level of pairs of neurons (see Materials and methods) in order to address the contribution of correlated neural activity to the enhanced spatial representation prior to saccades. The correlated activity of a pair of neurons could be decomposed into two components: 1) signal correlation (SC), which in this task reflects the degree to which two neurons exhibit similar response to a given target; and 2) noise correlation (NC), measuring shared variability unrelated to the target location [33] . By transforming the problem of population level analysis to the level of pairs of neurons and stimuli (~ 32400 neuron-stimulus pairs), we were able to precisely study the contribution of noise and signal correlations to encoding expansion during saccade preparation.
We found a higher SC during saccade preparation than visual encoding (SC Enc = 0.0164±0.0005, SC Sac = 0.0447±0.0008, p < 10 -3 ). This greater correlation in the presaccadic spatial tuning of FEF neurons was consistent with the enhanced response ( Fig 1C) and spatial discriminability (Fig 2A) observed during this epoch within the same population. In contrast to SC, the NC was reduced in the presaccadic period (NC Enc = 0.046±0.0007, NC Sac = 0.039±0.0007, p < 10 -3 ; Fig   3A) . Interestingly, the presaccadic reduction in NC was prominent for pairs of nonpreferred locations (>90 deg) compared to preferred locations (ΔNC nonpref = -0.0152±0.0029, ΔNC pref = -0.0007±0.0025, p < 10 -3 ; Fig 3A) ; however, this differential change was not observed for increases in signal correlation (ΔSC pref = 0.0139±0.0021, ΔSC nonpref = 0.0104±0.0012, p = 0.376).
To precisely measure the modulation of noise correlation during Sac compared to Enc, we assessed the tuning of noise correlation across Sac and Enc. For locations far from the preferred location, NC changed strongly during Sac compared to Enc interval (Fig 3B) . This differential change in noise correlation (from visual encoding to saccade preparation) across space may provide a population-level advantage for processing of nonpreferred locations. We also confirmed that this differential decrease in noise correlation was present for all neuron types (S4 (Fig 2A) , nonpreferred locations showed greater presaccadic improvements in discriminability than preferred locations (Δjoint discriminability nofpref = 0.0281±0.0027, Δjoint discriminability pref = 0.0105±0.0031, p < 10 -3 ; Fig 3C) , and qualitatively similar results were obtained for all neuron types (S4 Fig D-F) .
Considering similarities between changes in joint discriminability and decoding performance, we next tested whether the differential improvement in joint discriminability for nonpreferred than preferred locations reflects the encoding expansion measured by the SVM. To do so, we computed the correlation between the encoding expansion index using the SVM and a similar index based on joint discriminability after subtracting a baseline related to the information Unlike encoding expansion based on the SVM, joint discriminability measures the information content of a pair of neurons on a trial-by-trial basis and thus, can be used to look for behavioral correlates of changes in the information content between visual encoding and saccade preparation. By binning the change in joint discriminability from visual encoding to saccade preparation, we found that greater changes in joint discriminability were associated with faster reaction times (Fig 3D) . More specifically, there was ~5% difference between the average reaction time when the joint discriminability was negative and positive (235.32±0.39 vs.
224.60±0.68 msec, p < 10 -3 ), showing that changes in joint discriminability had a significant impact on the behavior.
Having established that changes in joint discriminability reflect encoding expansion, we next examined the relationship between signal correlation, noise correlation, and joint discriminability for the same pairs of neurons during visual encoding and saccade preparation. This analysis allowed us to study the contribution of signal and noise correlations to encoding expansion. To do so, we first partitioned our dataset according to the sign of signal and noise correlations in each pair. Interestingly, we found that indeed when two neurons had a common source of signal By examining the relationship between signal correlation and joint discriminability during visual encoding for pairs of neuron with positive signal and noise correlations, we found that a higher signal correlation was associated with greater discriminability (Fig 4A) . However, by separating the population based on whether noise correlation decreased or increased during the presaccadic period (comprising 76% and 24% of population, respectively), we found that for a given level of SC the joint discriminability depended upon the change in noise correlation such that a decrease in noise correlation improved joint discriminability. This result indicated that a change in noise correlation was sufficient to improve encoding expansion during saccade preparation (also see S7 Fig A) . As a further control, we verified that the isolated discriminability (which excludes the contribution of NC yet incorporates each unit's spatial sensitivity) stayed the same between neurons for which NC decreased during saccadic preparation and those for which NC increased (S7 Fig B) . Finally, we examined the presaccadic change in joint discriminability as a function of changes in SC and NC and found that the change in discriminability depended on the change in NC, independent of the change in SC (Fig 4B) . Overall, these results indicated that decorrelation (i.e. a reduction in noise correlation) contributed to the presaccadic encoding expansion.
Discussion
The brain's processing capacity is limited by physical constraints including intrinsic noise in neural firing, the number of neurons, and their connectivity. Therefore, changes in neural encoding which improve the ability of a fixed population of neurons to represent information are of particular interest to neuroscientists, because such changes enable the brain to dynamically allocate limited neural resources based on task demands and to maximize neural computations [34, 35] . Here, we examined neural representations of saccade targets in the FEF and found dynamic improvement in spatial encoding according to cognitive states at the population level, but specifically for parts of space not well-encoded by individual neurons. This novel phenomenon, which we refer to as the presaccadic encoding expansion, was not present in the single-cell responses and relied on high-dimensional neural representations. This expansion was observed at the level of whole population of simultaneously recorded neurons (using SVM) or even when we examined the interaction between only two neurons (using joint discriminability).
Our results dovetail with recent findings showing the importance of high-dimensional neural
representations for different cognitive functions and demonstrate that neural populations can encode information not evident in the firing rate of individual neurons [3, [11] [12] [13] . Interestingly, we found increased dimensionality for encoding the nonpreferred than the preferred target locations, corresponding with the larger population-level encoding benefit for nonpreferred locations. This boost indicates that a high-dimensional representation is particularly useful for improving population encoding when signal improvement cannot occur through single-cell mechanisms (e.g. gain modulation), which is compatible with a recent finding that reduced dimensionality accompanied poorer performance [3] . In addition, we found that encoding expansion was accompanied by reduction in noise correlation for nonpreferred locations only, indicating the importance of inter-neuronal interactions between neurons selective to different locations. Altogether, our findings suggest that cognitive states modify the information content of prefrontal ensemble activity more easily than that of single-cell activity because of many components that contribute to the population code. For example, the complex manifold of population neural activity could greatly change if the activity of a few neurons is slightly altered by cognitive states.
Here we used two very different measures (decoding accuracy based on the SVM and joint discriminability based on the LDA) to assess the information content of the population response.
Importantly, both measures captured changes in the representation of targets between stimulus encoding and saccade preparation. However, only joint discriminability allowed measurement of the information content of pairs of neurons for which signal and noise correlations could be computed as well. Numerous studies have linked reductions in noise correlation to enhanced cognitive functions such as attention [25, 26, 36] . Here, we used the LDA to isolate the effect of changes in inter-neuronal correlations and found that a presaccadic reduction in noise correlation enhances joint discriminability. Results based on both the SVM and LDA reveal a presaccadic expansion of the population code, with population-level benefits at the nonpreferred locations attributable both to the dimensionality of the population representation and reductions in noise correlation between neurons. Accordingly, we were able to quantify the contributions of both high-dimensional neural representation and reduction in noise correlations within the same study.
Interestingly, a recent study has suggested that the amount of pair-wise correlations could put an upper bound on the dimensionality of neural ensembles [28] . Another study measured the effect of noise correlation on population encoding in prefrontal cortex and found that removing noise correlation increased decoding accuracy for the cue and attention location but not for the saccade [36] . Together, these results suggest that high-dimensional representation and reduction in noise correlation are not necessarily correlated and instead, their relationship depends on cognitive states. Here, we found that both a decrease in NC and an increase in dimensionality contribute to enhanced encoding indicating that the observed presaccadic expansion in the population of FEF neurons occurs due to modulation by an external source (e.g. attentional modulation) as well as changes in interactions between neurons in the same population.
We find that during saccade preparation, the FEF's representation of space undergoes expansion Data analysis. The baseline mutual information (MI) was computed using neural firing rates during non-overlapping 150 msec windows during the fixation interval for each pair of locations.
where s is the set of stimuli, r is the set of neural response (mean firing rate), P[r|s] is the conditional probability of neural response r given stimulus s, and p[s] and p [r] are the prior probability of stimulus s and response r, respectively. We refer to this mutual information as 'spatial discriminability' because it quantifies the ability of single neuron to discriminate between various target locations.
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Neural selectivity across different epochs was then quantified by comparing the MI for each pair of locations during sensory encoding (50-200 msec time window aligned to the target onset), memory (1500-1650 msec time window aligned to the target onset), and saccade preparation (-120-30 msec time window aligned to the saccade onset), to the baseline MI (using two-sided Wilcoxon ranksum and p < .05 as the significant value).
To extract decoding information, we trained a SVM classifier with a linear kernel using the population and single neural responses to 70% of the stimuli. Decoding accuracy was computed by the performance of the classifier on the remaining 30% of the stimuli. We repeated the calculations 500 times and in each repetition, the stimuli were randomly partitioned into training and test sets. In order to compute the dimensionality of neural representation, we first sorted the simultaneously recorded units in each session based on their mutual information (spatial discriminability) and subsequently constructed a set of neural ensembles by subsequently adding new units (with decreasing mutual information). We next computed the overall decoding accuracy as a function of the number of units (NU) in different epochs of the experiment. The dimensionality was defined as the number of units needed to exceed 75% of maximum decoding accuracy. To measure the standard error of the dimensionality, we used a bootstrapping method that sampled the session's ensembles with replacement (1000 times). More details are provided in the Supplementary methods (S1 Text).
The preferred location is defined based on the maximum of the average response (neural tuning curve) or the average decoding accuracy (decoding tuning curves) of locations in visual encoding, memory, and saccade preparation intervals for individual units and the ensemble. For the dimensionality analysis we used an average of the three intervals across all dimensions. We computed the tuning dispersion of spatial tuning by fitting a Gaussian probability density function and using the standard deviation of the fitted function.
Moreover, in order to estimate the information content of a pair of neurons, we applied Fisher linear discriminant analysis (LDA) on each pair of neurons (2-dimensional neural space) and extracted the optimal weight vector w opt as:
where R is the difference between the mean vectors of a given two conditions, and C -1 is the inverse of the summation of the covariance matrixes of two conditions in the 2-dimensional neural space constructed by a pair of neurons. The joint discriminability was computed by a projection of the 2 locations represented in the 2-dimensional neural space on to the weight vector. The joint discriminability is the mutual information between the projections of the neural response and target location. The geometric mean of MI values in single cells of a given pair was considered as the single-cell version of the joint discriminability, which we refer to as 'isolated' discriminability and was used as a control for measuring encoding expansion (see below).
Different encoding expansion indices were computed using the performance based on the SVM or discriminability as follows:
where X can be SVM individual , SVM ensemble , discriminability isolated, or discriminability joint . To compute the final measure the encoding expansion index using the SVM analysis or the LDA, we subtracted single-unit expansion index (X = SVM individual or discriminability isolated ) from the corresponding ensemble expansion index (X = SVM ensemble or discriminability joint ).
Statistical analysis were performed using the Wilcoxon's signed-rank test (for paired comparisons) or ranksum (for unpaired comparisons), unless otherwise specified. All p values are reported up to three digits and values below 0.001 are all reported as p < 10 -3 .
More details are provided in the Supplementary materials and methods (S1 Text). 
Supplementary

Single-neuron recording in FEF.
Single-neuron recordings in awake monkeys were made through a surgically implanted cubic titanium chamber (30×30 mm). The sixteen-site, linear V-probe electrode (125 µm distance of sites) was lowered into the cortex using a hydraulic microdrive (Narashige) to record the extracellular activity of single cells. During each experiment, a recording site in the FEF was first localized by the ability to evoke fixed-vector, saccadic eye movements with stimulation at currents of<50µA [2] .
Spike sorting. To isolate single cells' activity, we used multivariate t-distribution decomposition and Expectation-Maximization for clustering [3] . After that, to find the well isolated clusters in spike sorting, we trained a binary classifier for each pair of clusters in one session of recording.
For each cluster, we assigned the minimum performance of binary classifiers which separated that cluster from other clusters as an index to measure the isolation power of cluster. For each classifier, the number of samples was equalized and 10-fold cross validation was applied on equalized samples. Neural response tuning curves. In order to compute the neural response relative to each neuron's preferred location, for each neuron the 8 stimulus locations were circularly shifted such that the zero-degree location indicated the maximum response, computed by averaging the neural response across the three task periods (visual, memory, and saccade).
Mutual information (MI).
We used mutual information as a measure to quantify the ability of neural responses to represent the target location [4] . Mutual information quantifies how well an ideal observer can discriminate between target locations based on the neural response. We computed mutual information using the neural firing rate during non-overlapping 150 msec windows within different intervals:
where s is the set of stimuli, r is the set of neural response (mean firing rate), P[r|s] is the conditional probability of neural response r given stimulus s, and p[s] and p [r] are the prior probability of stimulus s and response r, respectively.
The support vector machine (SVM) classifier. We trained an SVM classifier with a linear kernel (Cortes and Vapnik 1995) using the population and individual neurons responses on a randomly selected 70% of trials as a training set. Then we measured the classification accuracy of the trained classifier on the remaining 30% of trials. Training was done using a least square method for finding the separating hyper-plane [6] . To calculate the standard error of classification accuracy in one session, we repeated the calculations 500 times with different sets of training and test trials. In each repetition, the data were randomly partitioned into training and test sets. We trained and tested the SVM with stimuli represented either in 1 dimension (for 'individual' decoding accuracy), or n dimensions, where n is the number of units in a given recording session (for 'ensemble' decoding accuracy).
Decoding tuning curves. To compute decoding tuning curves (Fig. 1E) we extracted the classification accuracy of condition C (C is one angle) by using the classifier confusion matrix.
The eight possible target locations were circularly shifted such that zero location indicted the 35 location with maximum performance, computed by averaging classification performance over the three task epochs (visual encoding, working memory, and saccade preparation).
Signal and noise correlation. The signal and noise correlation between each pair of simultaneously recorded units was computed for each pair of target locations (a neuron-condition pair). The correlation coefficient across trials captured the total correlation for each neuroncondition pair. The signal correlation was the correlation coefficient computed after shuffling the order of repeated trials for each target location (Fig. S3B) . We repeated the shuffling and calculation of the correlation coefficient 500 times, and used the mean of these r-values as the measure of the signal correlation for that neuron-condition pair. The noise correlation was defined by subtracting the signal correlation from the total correlation [7, 8] .
In Figure 3B , we computed the signal and noise correlations for pairs of conditions for preferred and nonpreferred target locations based on the SVM classifier tuning curves. First we calculated the SVM performance and decoding tuning curve for each session; the target location with maximal decoding accuracy was considered the 'preferred' location, and the location with the lowest decoding accuracy was considered the 'nonpreferred' location. Using these locations, we computed the noise and signal correlations for all pairs of neurons recorded during that session.
Fisher linear discriminant analysis (LDA) and joint discriminability. In each neuroncondition pair, 2 locations were represented in a 2 dimensional neural space, based on the simultaneously recorded activity of two neurons. We used Fisher linear discriminant analysis (LDA) to find the optimum vector for the linear discrimination between the two responses [9] .
For a population of 2 neurons, let R s (s = 1, 2) as a 2×N matrix (N is number of trials) and 2×2 matrix C s denote the neuronal response covariance matrix for stimulus s. Let the 2×1 matrix s R − be the average population response to stimulus s. We calculated the optimal weight vector w opt that yields maximum discrimination between two target locations as
Where R is the difference of mean vectors of two conditions ( function, where y is SVM performance and n is number of units, using least-squares and computed dimension as a number of units needed to exceed 75% of maximum decoding accuracy. To measure the standard error of the dimensionality, we used a bootstrapping method that sampled the session's ensembles with replacement (1000 times).
The tuning curves for noise correlation. To obtain a tuning curve for noise correlation (Fig.3C) we extracted the order of eight possible locations in a manner similar to decoding noise correlation and computed the noise correlation in a given location C, by averaging the noise correlation in neuron-location pairs of one session in which pairs were made by locations C and its nearby locations (C±45 deg).
