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Abstract. Model checking and automated theorem proving are two pillars of
formal methods. This paper investigates model checking from an automated the-
orem proving perspective, aiming at combining the expressiveness of automated
theorem proving and the complete automaticity of model checking. The focus of
this paper is on the verification of temporal logic properties of Kripke models.
The main contributions of this paper are: first the definition of an extended com-
putation tree logic that allows polyadic predicate symbols, then a proof system
for this logic, taking Kripke models as parameters, then, the design of a proof-
search algorithm for this calculus and a new automated theorem prover to imple-
ment it. The verification process is completely automatic, and produces either a
counterexample when the property does not hold, or a certificate when it does.
The experimental result compares well to existing state-of-the-art tools on some
benchmarks, including an application to air traffic control and the design choices
that lead to this efficiency are discussed.
1 Introduction
Model checking [12,6,2] and automated theorem proving [18,21,8] are two pillars of
formal methods. They differ by the fact that model checking often uses decidable logics,
such as propositional modal logics, while automated theorem proving mostly uses un-
decidable ones, such as first-order logic. Nevertheless, model checking and automated
theorem proving have a lot in common, in particular, both of them are often based on a
recursive decomposition of problems, through the application of rules.
Links between model checking and automated theorem proving have been inves-
tigated for long. For instance, Bounded Model Checking (BMC) [4,32,5] is based a
reduction of model checking to satisfiability of boolean or quantified boolean formulae.
This paper investigates model checking from an automated theorem proving per-
spective, but instead of using a reduction, it directly provides a proof system to solve
model checking problems. This permits to combine the expressiveness of automated
theorem proving and the complete automaticity of model checking.
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The first contribution of this paper is to propose a slight extension of CTL [15,16],
called CTLP . In this extension, we may refer explicitly to states of the model. The
proposition P (s), for instance, expresses what is usually expressed with the judgment
s |= P . Thus P here is not an proposition symbol, but a unary predicate symbol. This
transformation can be compared to the introduction of adverbial phrases in natural lan-
guages, where we can say not only “The sky will be blue in the future” but also “The
sky will be blue on Monday”. A proposition such as EX(P )(s) must then be writ-
ten EXx(P (x))(s). Indeed, as the symbol P is now a unary predicate symbol, it must
be applied to a state variable, which is bound by the modality EX . This allows to
introduce polyadic predicate that do not only express properties of states, but also rela-
tions between states. For instance, we can express the existence of a sequence of states
s = s0, s1, ... starting from s such that for all i, si −→ si+1 and one can buy a left
shoe at some state sn and then the right shoe of the same pair at a later state sp. This
property is expressed by the formula EFx(EFy(P (x, y))(x))(s).
The second contribution of this paper is to propose a proof system for CTLP in
the style of a sequent calculus. The proof search in SCTL coincides with checking
the validity of a formula in a Kripke model. Using such a proof system has several
advantages. First, it permits to give a certificate, a formal proof, for the property when it
succeeds. Such a certificate can be verified by an independent proof checker, increasing
the confidence in the proved property, and can also be combined with proofs built by
other means.
Secondly, when the verification of the given property fails, it permits to generate
a counterexample as a proof of the negation of the formula, instead of a sequence
of states or trees labeled with states, as in traditional model checkers. In particular,
when providing a counterexample for a formula containing nested modalities, such as
EGx(EGy(P (x, y))(x))(s), we need to provide a tree labeled with states, in such a
way that for each state a labeling a leaf of this tree, the formula EGy(P (a, y))(a))
does not hold. That is for each of these states, we need to provide another tree. As
we shall see, such a hierarchical tree can be represented as a proof of the formula
AFx(AFy(¬P (x, y))(x))(s).
Different proof systems for temporal logic have been proposed (see, for instance,
[16,17,19,27,29,7]). When designing such a proof system, one of the main issues is
to handle co-inductive modalities, for instance, asserting the existence of an infinite
sequence of which all elements satisfy some property. It is tempting to reflect this in-
finite sequence as an infinite proof and then use the finiteness of the model to prune
the search-tree in a proof search method. Instead, we use the finiteness of the model
to keep our proofs finite, like in the usual sequent calculus. This is the purpose of the
merge rules of SCTL in Figure 4.
SCTL is shown to be decidable, and proof search in this calculus always terminates.
The third contribution of this paper is an implementation of a proof search method
for SCTL. Instead of translating the temporal formulae to Quantified Boolean Formulae
(QBFs) [32] or to the format of an existing theorem prover [20], we develop a new
automated theorem prover tailored for SCTL, called SCTLProV, in the programming
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language OCaml5. The source code of SCTLProV is available online6. Designing our
own system gives us a lot of freedom to optimize it. For example, the visited states are
stored globally in order to avoid visiting repeatedly states during the verification process
of SCTLProV. In addition, the set of visited states can be stored as a Binary Decision
Diagram (BDD) in order to reduce space occupation. These strategies are commonly
used in traditional model checkers, but cannot be realized in usual theorem provers
like iProver Modulo. On the other hand, when formally verifying a system, theorem
provers usually output proof trees as a diagnosis of the system, while in traditional
model checkers, only sequences of states representing the counterexample of properties
can be produced. Like usual theorem provers, SCTLProV produces proof trees when
verifying a system. Thus, when solving CTL model checking problems, SCTLProV
can produce more instructive information than traditional model checkers, and can use
more optimization strategies than traditional theorem provers.
To illustrate the efficiency of SCTLProV, we compare it with an automated theorem
prover iProver Modulo7, a QBF-based bounded model checker Verds8, and two BDD-
based symbolic model checker NuSMV9 and NuXMV10 on several benchmarks. The
experimental results show that SCTLProV compares well with these four tools.
The efficiency of SCTLProV depends on the following design choices: the first is
that, unlike traditional symbolic model checkers or bounded model checkers, SCTL-
ProV searches states in a doubly on-the-fly (both the transition relation and the formula
are unfolded on-the-fly) [3,31] style. Thus, the state space is usually not needed to be
fully generated. This avoids enumerating unneeded states during the verification pro-
cedure. The second is that, unlike traditional on-the-fly model checking algorithms for
CTL [3,31], our proof search algorithm is in continuation-passing style [1], in order to
reduce stack operations.
SCTLProV provides a more expressive input language than most traditional model
checkers: it provides both readable notations for the definition of data structures such
as records or lists with unbounded length, and arbitrary algorithms for the definitions
of transition rules and of properties.
The rest of the paper is organized as follows. In Section 2, we introduce the logic
system CTLP . In Section 3, we introduce the proof system SCTL. In Section 4, we
describe the proof search algorithm for SCTL and the prover SCTLProV, which is
an implementation of SCTL. In Section 5, we show the verification of properties un-
der fairness constraints in SCTL. In Section 6, we compare, on several benchmarks,
SCTLProV with iProver Modulo, Verds, NuSMV, and NuXMV, respectively. We
also present an application of SCTLProV to model and analyze a concept of operations
for air traffic control. A shows the details of the experimental data with benchmark #1,
#2, and #3; B shows the details of the experimental data with benchmark #4; C shows
5 http://ocaml.org/
6 https://github.com/terminatorlxj/SCTLProV
7 http://www.ensiie.fr/˜guillaume.burel/blackandwhite_
iProverModulo.html.en
8 http://lcs.ios.ac.cn/˜zwh/verds/index.html
9 http://nusmv.fbk.eu/
10 https://nuxmv.fbk.eu/
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the detailed proof of the soundness and completeness of the SCTL system; D shows the
detailed proof of the correctness of the proof search method.
2 CTLP
In this section, we present the logic CTLP (M) taking a Kripke model M as the pa-
rameter.
Definition 1 (Kripke model). A Kripke modelM is given by
– a finite non-empty set S, whose elements are called states,
– a binary relation −→ defined on S, such that for each s in S, there exists at least
one s′ in S, such that s −→ s′,
– and a family of relations, each being a subset of Sn for some natural number n.
We write Next(s) for the set {s′ | s −→ s′} which is always finite. A path is a finite
or infinite sequence of states s0, ..., sn or s0, s1, ... such that for each i, if si is not the
last element of the sequence, then si+1 ∈ Next(si). A path-tree is a finite or infinite
tree labeled by states such that for each internal node labeled by a state s, the children
of this node are labeled by the elements of Next(s).
Properties of such a model are expressed in a language tailored for this model that
contains a constant for each state s, also written s; and a predicate symbol for each
relation P , also written P .
The grammar of CTLP (M) formulae is displayed below:
φ :=

> | ⊥ | P (t1, ..., tn) |¬P (t1, ..., tn) | φ ∧ φ | φ ∨ φ |
AXx(φ)(t) | EXx(φ)(t) | AFx(φ)(t) | EGx(φ)(t) |
ARx,y(φ1, φ2)(t) | EUx,y(φ1, φ2)(t)
where x, y are variables, and each of t and t1 . . . tn is either a constant or a variable.
Note that in this language, modalities are applied to formulae and states, binding
variables in these formulae. More explicitly, modalities AX , EX , AF , and EG bind
the variable x in φ, and modalities AR and EU bind respectively the variable x in φ1
and y in φ2. Also, the negation is applied to atomic formulae only, so, as usual, negations
must be pushed inside the formulae. We use the notation (t/x)φ for the substitution of
t for x in φ. As usual, in presence of binders, substitution avoids captures.
The following abbreviations are used.
– φ1 ⇒ φ2 ≡ ¬φ1 ∨ φ2,
– EFx(φ)(t) ≡ EUz,x(>, φ)(t),
– ERx,y(φ1, φ2)(t) ≡ EUy,z(φ2, ((z/x)φ1 ∧ (z/y)φ2))(t) ∨ EGy(φ2)(t), where z
is a variable that occurs neither in φ1 nor in φ2,
– AGx(φ)(t) ≡ ¬(EFx(¬φ)(t)),
– AUx,y(φ1, φ2)(t) ≡ ¬(ERx,y(¬φ1,¬φ2)(t)).
Hereafter, a formula starting with one of the modalities AF , EF , AU and EU will
be called an inductive formula; and a formula starting with one of the modalities AR,
ER, AG and EG will be called a co-inductive formula.
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M |= P (s1, ..., sn), if 〈s1, ..., sn〉 ∈ P with P an n-ary relation on M;
M |= ¬P (s1, ..., sn), if 〈s1, ..., sn〉 /∈ P with P an n-ary relation on M;
M |= > is always the case;
M |= ⊥ is never the case;
M |= φ1 ∧ φ2, if M |= φ1 and M |= φ2;
M |= φ1 ∨ φ2, if M |= φ1 or M |= φ2;
M |= AXx(φ1)(s), if for each state s′ in Next(s), M |= (s′/x)φ1;
M |= EXx(φ1)(s), if there exists a state s′ in Next(s) such that M |= (s′/x)φ1;
M |= AFx(φ1)(s), if there exists a finite tree T such that T has root s, for each internal node s′,
the children of this node
are labeled by the elements of Next(s′) and for each leaf s′, ` (s′/x)φ1;
M |= EGx(φ1)(s), if there exists an infinite path s0, s1, ... starting from s,
such that for all natural numbers i, M |= (si/x)φ1;
M |= ARx,y(φ1, φ2)(s), if there exists an possibly infinite tree such that the root of this tree is s,
for each internal node s′, the children of this node are labeled by the elements of Next(s′),
for each node s′, |= (s′/y)φ2 and for each leaf s′, |= (s′/x)φ1.
Fig. 1. Validity of a formula in CTLP
Definition 2 (Validity). LetM be a model and φ be a closed formula, the validity of a
formula φ in the modelM is defined by induction on φ in Figure 1.
Remark 1. From the definition above, we obtainM |= EFx(φ)(s), if there exists an
infinite path s0, s1, ... starting from s and a natural number j such thatM |= (sj/x)φ,
etc.
Example 1. This example is motivated from the example presented in [25], where the
specification of the motion planning of multi-robot [13] system is characterized by CTL
formulae. The specification states that in a partitioned map, each robot starting from an
initial section in the map will eventually move to its destination section; at the same
time, each robot should avoid reaching some section along the movement steps.
In our example, however, we focus on a “spatial” property (i.e., a property that
characterize a relation between states) that can not be easily expressed in CTL, but
rather straightforward in CTLP .
Consider a special robot: an unmanned vehicle that is designed to move on the
surface of a planet, which are partitioned into finite pieces of small areas. The unmanned
vehicle moves from one area to another at a time, and the position of the unmanned
vehicle is considered to be a state. Thus, the set of possible positions of the unmanned
vehicle forms the set of the states, and the moves from one position to another form
the transition relation. There is a very basic property that the design of the unmanned
vehicle must hold: the unmanned vehicle must not stay in a small set of areas infinitely
long, to be more precise, for a given distance σ, at any state s, the unmanned vehicle
will eventually move to some state s′ such that the distance (not the number of moves)
between s and s′ is larger than σ. This property can be easily characterized by the CTLP
formula AGx(AFy(Dσ(x, y))(x))(s0) (Figure 2), where s0 is the landing position of
the unmanned vehicle, i.e., the initial state; and atomic formula Dσ(x, y) characterize
the spatial property that the distance between state x and state y is larger than σ.
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Such a temporal and spatial property cannot be elegantly expressed in traditional
temporal logics, as there are no mechanisms to speak about specific states in the syntax
of these logics. Even in the semantics, only one state is under consideration at a time, it
is hard to express relationships between two states or among tuples of states.
Fig. 2. Possible positions of a unmanned vehicle.
3 SCTL
In this section, we present SCTL(M), a proof system for CTLP (M). Unlike the usual
proof systems, where a formula is provable if and only if it is valid in all models, a
formula is provable in SCTL(M) if and only if it is valid in the modelM.
First, consider the formula AFx(P (x))(s). This formula is valid if there exists a
finite tree T whose root is labeled by s, such that the children of an internal node
labeled by a state a are labeled by the elements of Next(a), and all the leaves are in P .
Such a tree can be called a proof of the formula AFx(P (x))(s).
Now, consider AFx(AFy(P (x, y))(x))(s) that contains nested modalities. To jus-
tify the validity of this formula, one needs to provide a tree whose root is labeled by s,
where at each leaf a, the formula AFy(P (a, y))(a) is valid. And to justify the validity
of the formula AFy(P (a, y))(a), one needs to provide other trees. These hierarchical
trees can be formalized with the proof rules
` (s/x)φ
` AFx(φ)(s)
AF-R1
` AFx(φ)(s1) . . . ` AFx(φ)(sn)
` AFx(φ)(s)
AF-R2
{s1,...sn}=Next(s)
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Example 2. Consider the model formed with the relation
a
b
c
d
and the set P = {b, c}. A proof of the formula AFx(P (x))(a) is
` P (b) atom-R
` AFx(P (x))(b) AF-R1
` P (c) atom-R
` AFx(P (x))(c) AF-R1
` AFx(P (x))(a) AF-R2
where besides the rulesAF-R1 andAF-R2, we use the rule
` P (s1, ..., sn)
atom-R
〈s1,...,sn〉∈P
Example 3. Consider the model formed with the same relation as in Example 2 and the set Q =
{(b, d), (c, d)}. A proof of the formula AFx(AFy(Q(x, y))(x))(a) is given in Figure 3.
Q(b, d)
atom-R
` AFy(Q(b, y))(d) AF-R1
` AFy(Q(b, y))(b) AF-R2
` AFx(AFy(Q(x, y))(x))(b) AF-R1
Q(c, d)
atom-R
` AFy(Q(c, y))(d) AF-R1
` AFy(Q(c, y))(c) AF-R2
` AFx(AFy(Q(x, y))(x))(b) AF-R1
` AFx(AFy(Q(x, y))(x))(a) AF-R2
Fig. 3. a proof of AFx(AFy(Q(x, y))(x))(a)
Note that SCTL needs neither contraction rules nor multiplicative ∨-R rules, be-
cause for each atomic formula P , either P is provable or ¬P is. Therefore the sequent
` ¬P ∨P is proved by proving either the sequent ` ¬P or the sequent ` P . As we have
neither multiplicative ∨-R rules nor structural rules, if we start with a sequent ` φ, then
each sequent in the proof has one formula on the right of ` and none on the left. So,
as all sequents have the form ` φ, the left rules and the axiom rule can be dropped as
well. In other words, unlike the usual sequent calculus and like Hilbert systems, SCTL
is tailored for deduction, not for hypothetical deduction.
As the left-hand side of sequents is not used to record hypotheses, we will use it to
record a different kind of information, that occur in the case of co-inductive modalities,
such as the modality EG.
Indeed, the case of the co-inductive formula, for example EGx(P (x))(s), is more
complex than that of the inductive one, such as AFx(P (x))(s). To justify its validity,
one needs to provide an infinite sequence, that is an infinite tree with only one branch,
such that the root of the tree is labeled by s, the child of a node labeled by a state a is
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labeled by an element of Next(a), and each node of the tree verifies P . However, as the
model is finite, we can always restrict to regular trees and use a finite representation of
such trees. This leads us to introduce a rule, called EG-merge, that permits to prove a
sequent of the form ` EGx(P (x))(s), provided such a sequent already occurs lower in
the proof. To make this rule local, we re-introduce hypotheses Γ to record part of the
history of the proof. The sequent have therefore the form Γ ` φ, with a non empty Γ in
this particular case only, and the EG-merge rule is then just an instance of the axiom
rule, that must be re-introduced in this particular case only. The contexts of our sequents
can be compared to the notion of history of [7], although our contexts are global while
histories are attached to modalities.
The rules of SCTL are depicted in Figure 4.
` P (s1, ..., sn)
atom-R
〈s1,...,sn〉∈P ` ¬P (s1, ..., sn)
¬-R
〈s1,...,sn〉/∈P
` >
>-R
` φ1 ` φ2
` φ1 ∧ φ2
∧-R
` φ1
` φ1 ∨ φ2
∨-R1
` φ2
` φ1 ∨ φ2
∨-R2
` (s′/x)φ
` EXx(φ)(s)
EX-R
s′∈Next(s)
` (s1/x)φ . . . ` (sn/x)φ
` AXx(φ)(s)
AX-R
{s1,...,sn}=Next(s)
` (s/x)φ
` AFx(φ)(s)
AF-R1
` AFx(φ)(s1) . . . ` AFx(φ)(sn)
` AFx(φ)(s)
AF-R2
{s1,...,sn}=Next(s)
` (s/x)φ Γ,EGx(φ)(s) ` EGx(φ)(s′)
Γ ` EGx(φ)(s)
EG-R
s′∈Next(s) Γ ` EGx(φ)(s)
EG-merge
EGx(φ)(s)∈Γ
` (s/y)φ2 Γ ′ ` ARx,y(φ1, φ2)(s1) ... Γ ′ ` ARx,y(φ1, φ2)(sn)
Γ ` ARx,y(φ1, φ2)(s)
AR-R1
{s1,...,sn}=Next(s),Γ ′=Γ,ARx,y(φ1,φ2)(s)
` (s/x)φ1 ` (s/y)φ2
Γ ` ARx,y(φ1, φ2)(s)
AR-R2
Γ ` ARx,y(φ1, φ2)(s)
AR-merge
ARx,y(φ1,φ2)(s)∈Γ
` (s/y)φ2
` EUx,y(φ1, φ2)(s)
EU-R1
` (s/x)φ1 ` EUx,y(φ1, φ2)(s′)
` EUx,y(φ1, φ2)(s)
EU-R2
s′∈Next(s)
Fig. 4. SCTL(M)
Theorem 1 (Soundness and Completeness). If φ is closed, then the sequent ` φ has
a proof in SCTL(M) if and only ifM |= φ for the given Kripke modelM.
Proof. The soundness and completeness are guaranteed by the finiteness of the Kripke
model. The details are presented in C.
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4 SCTLProV
In this section, the system SCTLProV11, that is an implementation of SCTL, is pre-
sented and compared with other model checking tools.
4.1 Implementation
We develop, in the programming language OCaml, a new automated theorem prover
SCTLProV (Figure 5) to implement SCTL.
SCTLProV reads and interprets an input file containing a description of a Kripke
model and a finite number of formulae—the properties to be verified on the model.
It searches for a proof of these formulae and outputs a certificate (resp. True) when
the verification succeeds, and a counterexample, that is a proof of the negation of the
formula, (resp. False) when it does not.
Input
file Interpret
Proof
search
Certificate
or True
Counterexample
or False
SCTLProV
output
provable
unprovable
Fig. 5. A general work flow of SCTLProV.
The basic idea of the proof search procedure in SCTLProV is as follows: first we
give an order over the inference rules of SCTL with the same conclusion (if any) and,
for each root under consideration of a Continuation Passing Tree (Definition 3), we give
an order over the children of this node. Then, to prove an SCTL sequent Γ ` φ, we
need to find an inference rule of SCTL such that this sequent matches the conclusion
of the rule, and then find successively a proof of each premise, according to the given
orders. Thus, the proving procedure of sequent Γ ` φ transforms into the proving
procedure of all its premises with some specific order. The major techniques used in
this implementation are the use of continuations and of memorization.
The use of continuations One of the major techniques for the implementation of
SCTL is based on the concept of continuation, usually used in compiling and pro-
gramming [1,30]. Basically, a continuation is an explicit representation of “the rest of
the computation”, which will happen next.
Definition 3 (Continuation Passing Tree). A Continuation Passing Tree (CPT) is a
binary tree such that
11 https://github.com/terminatorlxj/SCTLProV
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cpt(` >, c1, c2) c1 cpt(` ⊥, c1, c2) c2
cpt(` P (s1, ..., sn), c1, c2) c1 [〈s1, ..., sn〉 ∈ P ]
cpt(` P (s1, ..., sn), c1, c2) c2 [〈s1, ..., sn〉 /∈ P ]
cpt(` ¬P (s1, ..., sn), c1, c2) c2 [〈s1, ..., sn〉 ∈ P ]
cpt(` ¬P (s1, ..., sn), c1, c2) c1 [〈s1, ..., sn〉 /∈ P ]
cpt(` φ1 ∧ φ2, c1, c2) cpt(` φ1, cpt(` φ2, c1, c2), c2)
cpt(` φ1 ∨ φ2, c1, c2) cpt(` φ1, c1, cpt(` φ2, c1, c2))
cpt(` AXx(φ)(s), c1, c2) 
cpt(` (s1/x)φ, cpt(` (s2/x)φ, cpt(...cpt(` (sn/x)φ, c1, c2), ..., c2), c2), c2)
[{s1, ..., sn} = Next(s)]
cpt(` EXx(φ)(s), c1, c2) 
cpt(` (s1/x)φ, c1, cpt(` (s2/x)φ, c1, cpt(...cpt(` (sn/x)φ, c1, c2)...)))
[{s1, ..., sn} = Next(s)]
cpt(Γ ` AFx(φ)(s), c1, c2) c2 [AFx(φ)(s) ∈ Γ ]
cpt(Γ ` AFx(φ)(s), c1, c2) 
cpt(` (s/x)φ, c1, cpt(Γ ′ ` AFx(φ)(s1), cpt(...cpt(Γ ′ ` AFx(φ)(sn), c1, c2)..., c2), c2))[{s1, ..., sn} = Next(s), AFx(φ)(s) /∈ Γ, and Γ ′ = Γ,AFx(φ)(s)]
cpt(Γ ` EGx(φ)(s), c1, c2) c1 [EGx(φ)(s) ∈ Γ ]
cpt(Γ ` EGx(φ)(s), c1, c2) 
cpt(` (s/x)φ, cpt(Γ ′ ` EGx(φ)(s1), c1, cpt(...cpt(Γ ′ ` EGx(φ)(sn), c1, c2)...)), c2)[{s1, ..., sn} = Next(s), EGx(φ)(s) /∈ Γ, and Γ ′ = Γ,EGx(φ)(s)]
cpt(Γ ` ARx,y(φ1, φ2)(s), c1, c2) c1 [(ARx,y(φ1, φ2)(s) ∈ Γ ]
cpt(Γ ` ARx,y(φ1, φ2)(s), c1, c2) 
cpt(` (s/y)φ2, cpt(` (s/x)φ1, c1, cpt(Γ ′ ` ARx,y(φ1, φ2)(s1), cpt(...cpt(Γ ′ ` ARx,y(φ1, φ2)(sn),
c1, c2)..., c2), c2)), c2)
[{s1, ..., sn} = Next(s), ARx,y(φ1, φ2)(s) /∈ Γ, and Γ ′ = Γ,ARx,y(φ1, φ2)(s)]
cpt(Γ ` EUx,y(φ1, φ2)(s), c1, c2) c2 [EUx,y(φ1, φ2)(s) ∈ Γ ]
cpt(Γ ` EUx,y(φ1, φ2)(s), c1, c2) 
cpt(` (s/y)φ2, c1, cpt(` (s/x)φ1, cpt(Γ ′ ` EUx,y(φ1, φ2)(s1), c1, cpt(...cpt(Γ ′ ` EUx,y(φ1, φ2)(sn),
c1, c2)...)), c2))
[{s1, ..., sn} = Next(s), EUx,y(φ1, φ2)(s) /∈ Γ, and Γ ′ = Γ,EUx,y(φ1, φ2)(s)]
Fig. 6. Rewritings over CPTs.
– every leaf is labeled by either t or f, where t and f are two different symbols;
– every internal node is labeled by an SCTL sequent.
For each internal node in a CPT, the left subtree is called its t-continuation, and the
right one its f-continuation. A CPT c with an SCTL sequent Γ ` φ as its root is often
denoted by cpt(Γ ` φ, c1, c2), or visually by
Γ ` φ
c1 c2
where c1 is the t-continuation of c, and c2 the f-continuation.
CPTs are evaluated to t or f using the conditional rewrite rules presented in Figure
6 where conditions are put in brackets, which implement the rules of SCTL.
Note that there is no congruence rule to allow the application of a rewrite rule to a
subexpression of a CPT. So reductions always occur at the root of the CPTs.
The aim of the rewrite rules is to decide, for a given sequent Γ ` φ, if the CPT
cpt(Γ ` φ, t, f) reduces to t or f. To do so, we analyze the form of the formula φ.
If, for instance, it is ` φ1 ∧ φ2, we transform, using one of the rewrite rules, the tree
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cpt(` φ1 ∧ φ2, t, f) into cpt(` φ1, cpt(` φ2, t, f), f) expressing that if the attempt to
prove ` φ1 succeeds then we attempt to prove ` φ2, otherwise it just returns a negative
result. The CPT cpt(` φ1, cpt(` φ2, t, f), f) is in turn transformed according to the
form of φ1.
Proposition 1 (Termination). cpt(` φ, t, f) always rewrites to t or f in finite many
steps.
Proof. Let n be the cardinal ofM, let |φ| be the size of φ defined in the usual way, and
|Γ | be the length of a merge Γ . We define the size of a sequent Γ ` φ as
|Γ ` φ| = 〈|φ|, (n− |Γ |)〉
We then define the set of operators F = {t, f, cpt} ∪ Seq, where Seq is the set
of sequents. The arity of cpt is 3, while other elements in F have arity 0. The partial
ordering  over F is defined as follows:
– cpt  t;
– cpt  f;
– Γ ` φ  cpt for each sequent Γ ` φ;
– Γ ` φ  Γ ′ ` φ′ iff |Γ ` φ| > |Γ ′ ` φ′|, where > is the lexicographic ordering of
natural numbers.
Let T (F ) be the set of terms constructed by operators in F , and∗ be the recursive
path ordering on T (F ) proposed by Dershowitz [14], which is restated here.
The recursive path ordering ∗ on the set T (F ) of terms over F is defined recur-
sively as follows:
s = f(s1, ..., sm) ∗ g(t1, ..., tn) = t
iff one of the following cases holds:
– f = g, and {s1, ..., sm} ∗ {t1, ..., tn};
– f  g, and {s} ∗ {t1, ..., tn};
– f 6 g, and either {s1, ..., sm} ∗ {t} or {s1, ..., sm} = {t};
where ∗ is the extension of ∗ to multisets. ∗ is well-founded since  is well-
founded [14].
To prove the termination of the rewriting system, it is sufficient to prove that for
each rewriting c c′, c ∗ c′.
Then we analyze each case of c  c′ in the rewriting system. Assume that c is of
the form cpt(Γ ` φ, c1, c2).
– If Γ ` φ = ` >,` ⊥,` P (s1, ..., sm),` P (s1, ..., sm),` ¬P (s1, ..., sm), or
` ¬P (s1, ..., sm), and given that {Γ ` φ, c1, c2} ∗ {c1} and {Γ ` φ, c1, c2} ∗
{c2}, then c ∗ c′ by the definition of recursive path ordering on T (F );
– If Γ ` φ = ` φ1 ∧ φ2, and given that {` φ1 ∧ φ2, c1, c2} ∗ {` φ1, cpt(`
φ2, c1, c2), c2}, we have c ∗ c′ by the definition of the recursive path ordering on
T (F );
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– If Γ ` φ = ` φ1 ∨ φ2, and given that {` φ1 ∨ φ2, c1, c2} ∗ {` φ1, c1, cpt(`
φ2, c1, c2)}, we have c ∗ c′ by the definition of the recursive path ordering on
T (F );
– If Γ ` φ = AXx(φ1)(s), and given that {Γ ` AXx(φ1)(s), c1, c2} ∗ {`
(s1/x)φ1, cpt(` (s2/x)φ1, cpt(...cpt(` (sm/x)φ1, c1, c2), ..., c2), c2)}where Next(s) =
{s1, ..., sm}, we have c ∗ c′ by the definition of the recursive path ordering on
T (F );
– The EX case is analogous to the AX case;
– If Γ ` φ = Γ ` EGx(φ1)(s),
• when EGx(φ1)(s) ∈ Γ , then analogous to the first case, c ∗ c′;
• whenEGx(φ1)(s) 6∈ Γ , Next(s) = {s1, ..., sm}, and given that {Γ ` EGx(φ1)(s), c1, c2} ∗
{` (s/x)φ1, cpt(Γ ′ ` EGx(φ1)(s1), c1, cpt(...cpt(Γ ′ ` EGx(φ1)(sm), c1, c2)...), c2)},
we have c ∗ c′ by the definition of the recursive path ordering on T (F );
– The cases of AF,AR, and EU are analogous to the EG case.
The correctness of this algorithm is ensured by the proposition below.
Proposition 2 (Correctness of the Proof Search Algorithm).
Given a formula φ, cpt(` φ, t, f) ∗ t iff ` φ is provable,
Proof. Induction on the structure of φ. The details are presented in D.
Moreover, for a given CPT cpt(` φ, t, f), when we memorize the already visited
states to avoid visiting them again during the proof of each modality, each sub-formula
of φ appears, in the worst case, |M| times in the root of all CPTs in the rewriting steps,
where |M| is the number of states in the Kripke model under consideration. Therefore,
the time complexity of our proof search algorithm is O(|φ| × |M|), where |φ| is the
size of the formula φ to be proved and |M| that of the model.
The pseudo code of the proof search algorithm is depicted in Figure 7.
In addition, the rewriting steps are memorized to build a proof tree after the end of
the proof search.
Input: An input file f
Output: A boolean result r
Name: main
Parse the input file f , and obtain the Kripke modelM, and a formula φ in the system SCTL(M);
let c = cpt(` φ, t, f);
while c is of the form cpt(Γ ` ψ, c1, c2) do
rewrite c to c′ in one step;
c← c′;
end while
return c;
Fig. 7. The main algorithm
Example 4. The use of rules in Figure 6 are illustrated in Figure 8, on the proof of
Example 2.
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` AFx(P (x))(a)
t f
1 ` P (a)
t Γ1 ` AFx(P (x))(b)
Γ1 ` AFx(P (x))(c)
t f
f
2 Γ1 ` AFx(P (x))(b)
Γ1 ` AFx(P (x))(c)
t f
f
3 ` P (b)
Γ1 ` AFx(P (x))(c)
t f
Γ2 ` AFx(P (x))(d)
Γ2 ` AFx(P (x))(c)
t f
f
4 Γ1 ` AFx(P (x))(c)
t f
5 ` P (c)
t Γ3 ` AFx(P (x))(d)
t f
6 t.
(Γ1 = {AFx(P (x))(a)}, Γ2 = Γ1 ∪ {AFx(P (x))(b)}, Γ3 = Γ1 ∪ {AFx(P (x))(c)}.)
Fig. 8. An illustration of CPT rewritings.
Step 1. At this step, on the left side of 1 , the root of the CPT is ` AFx(P (x))(a). We
need to decide whether ` AFx(P (x))(a) is provable, which is not known at that mo-
ment yet. So we have to decide first whetherP (a) is provable, and then bothAFx(P (x))(a) `
AFx(P (x))(b) and AFx(P (x))(a) ` AFx(P (x))(c) are successively provable, corre-
sponding applying theAF-R1 rule and theAF-R2 rule, respectively. We encode those
two steps in a single CPT, which is the one on the right side of 1 .
Step 2. Since the atomic formula P (a) is not provable, the CPT on the left side of 2 
reduces to its right subtree (f-continuation), which is the CPT on the right side of 2 .
Step 3. Like at step 1, we need to decide whether AFx(P (x))(a) ` AFx(P (x))(b)
is provable, which is not known at that moment yet. So we encode the left subtree
(t-continuation) of the CPT which is on the left side of 3 , and, by the AF-R1 rule
and the AF-R2 rule, the two steps to find successively the proofs of ` P (b) and of
AFx(P (x))(a), AFx(P (x))(b) ` AFx(P (x))(d) into the CPT which is on the right
side of 3 .
Step 4. Like at step 2, we can judge the atomic formula P (b) is provable immediately.
So the CPT on the left side of 4 reduces to its left subtree (t-continuation) which is on
the right side of 4 .
Step 5. Like at step 1 and 3, we can not judge whether the sequent AFx(P (x))(a) `
AFx(P (x))(c) is provable immediately, so we encode the two steps to find successively
the proofs of ` P (c) and AFx(P (x))(a), AFx(P (x))(b) ` AFx(P (x))(d) into the
CPT which is on the right side of 5 ;
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Step 6. Like at step 2 and 4, as the atomic formula P (c) is provable, so the CPT on
the left side of 6 reduces to its left subtree (t-continuation) which is t, Now, the proof
search of ` AFx(P (x))(a) terminates, and we can judge that this sequent is provable.
Memorization In the proof search of sequents with co-inductive formulae (formulae
with modality EG or AR), the merge rules are used to assert that some property holds
on an infinite path of states. For every merge rule, the formulae need to be memorized
are with the same modality, whereas the only differences are the states appearing in the
formulae. Thus, it is sufficient to memorize only the states, not the whole formulae, in
the implementation of every merge (i.e., Γ ). Essentially, each construction of a merge
is implemented by memorizing an infinite path where all states verify some property.
What is worth mentioning is the proof search of sequents with inductive formulae
(formulae with modality AF or EU ). Although there are no merge rules for the proof
of this kind of sequents, merges are also helpful to avoid infinite proof search, when the
formula is not provable, that is when its (co-inductive) negation is. For instance, for the
proof search of the sequent ` EUx,y(φ1, φ2)(s), we need to find a finite path where in
the last states φ2 holds, and in all other states φ1 holds. Although we are not finding
infinite paths, we still need to avoid our proof search falling into an infinite path. Thus,
as an optimization in the proof search of inductive formulae, we also keep merges in
the rewriting rules. Note that merges are not reflected in the proof rules for the AF and
EU cases. The reason is that, in the proof rules, we only care about the shape of the
proof tree, not how the proof tree is constructed. It is only in the construction of proof
trees where merges for AF and EU are mentioned.
As another optimization of the proof search algorithm, we use a global memory
to remember, for each sub-formula φ, the states visited during the proof search of this
formula, and avoid visiting states that are already in this memory. This memory can
either be a hash table or a BDD, each having advantages and disadvantages. This mem-
ory helps to avoid constructing the same merges repeatedly. This optimization does not
break the correctness property of the proof search algorithm, as we are only omitting
repeatedly rewriting steps on CPTs.
4.2 Relations with some model checking techniques
In this section, we discuss the relations of the techniques adopted in SCTLProV with
those in some other CTL model checking approaches.
BDD-based symbolic model checking When a Kripke model contains mostly boolean
variables, for instance in model checking for hardware problems, using BDDs to mem-
orize states is an effective way to reduce space during verification procedure. The
best known BDD-based symbolic model checker is NuSMV [22,11], and its exten-
sion NuXMV [10]. To illustrate verification procedure in a BDD-based symbolic model
checker, let us consider, for instance, a Kripke model with the initial state s0 and a
transition relation T . To check whetherM, s0 |= EFφ holds in such a model checker,
say NuSMV, first one needs to calculate the least fixed point lfp = µY.(φ ∨ EXY ),
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then check whether s0 ∈ lfp [22,11]. Calculating the lfp corresponds to unfolding the
transition relation T , where states that are not reachable from s0 may be involved.
The verification procedure in SCTLProV differs from traditional CTL symbolic
model checkers. For instance, unlike in NuSMV, there is no need for SCTLProV to cal-
culate a fixed point of the transition relation. Instead, unfolding of the transition relation
stops as soon as the given property is proved or its negation is proved. Moreover, SCTL-
ProV can memorize visited states either directly when there are many non-boolean vari-
ables in the model, or using BDDs when the model contains mostly boolean variables.
In the latter case, unlike NuSMV that encodes models and properties into BDDs before
searching state space, SCTLProV searches states directly on the Kripke model under
consideration, using BDDs to memorize the visited states only.
On-the-fly model checking The on-the-fly style of searching state space helps avoid
exploring unneeded states. Indeed, in on-the-fly model checking, usually, there is no
need to generate the full state space. Traditional on-the-fly CTL model checking algo-
rithms [31,3] are usually recursive, i.e., the unfolding of the formula and the transition
rules are preformed recursively. These recursive based algorithms usually involves a lot
of stack operations when verifying properties over big size Kripke models. These stack
operations may consume much time during the verification processes.
In SCTLProV, the proof search of a formula mimics a double on-the-fly style
model checking, that is, unfolding on demand both transition relations and the formu-
lae. However, unlike traditional on-the-fly model checking algorithms, our algorithm
is in continuation-passing style, which contains only constant stack operations [30]. In
the programming language theory, a continuation is an explicit representation of the the
rest of the computation. A function is said in continuation-passing style (CPS), if it
takes an extra argument, the continuation, which decides what will happen to the result
of the function. This method, usually used in compiling and programming, can help,
among others, to reduce considerably the size of the stacks [28,1,30].
We would like to compare our algorithm in SCTLProV to those given in [31]
and [3], respectively. However, as far as we know, there are no tools based on these
algorithms that can fully solve CTL model checking problems. To show that using
continuation-passing style is not a trivial improvement, we designed therefore a recur-
sion variant of SCTLProV, called SCTLProVR12. The difference between SCTLProVR
and SCTLProV is that, instead of using continuations, SCTLProVR uses recursion
calls to prove sub-formulae and search state space. We will compare the experimental
results of SCTLProV and SCTLProVR in Section 6.2.
Bounded model checking For traditional BMC tools, where the temporal formulae
under proving are unfolded on a set of traces with limited length once for all. For ex-
ample, in model checkingM, s0 |=k+1 EFφ, one unfolding step of the EF formula
involves k + 1 unfolding steps of the transition relation T , that is, BMC tools need to
deal with the bulky formula [4]:
12 https://github.com/terminatorlxj/SCTLProV_R
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[M, EFφ]k+1 :=
k−1∧
i=0
T (si, si+1) ∧
k∨
j=0
φ(sj)
To avoid exploring unnecessary states in M , SCTLProV unfolds on demand the
transition relation T . Thus, in SCTL, one unfolding step of a formula involves at most
one unfolding step of the transition relation. In fact, to verify ` EFx(φ)(s0), SCTL-
ProV unfolds the transition relation T and the formula EFx(φ)(s0) as
unfold(S,EFx(φ)(si)) :=
φ(si) ∨ ((si /∈ S) ∧ T (si, si+1) ∧ unfold(S ∪ {si}, EFx(φ)(si+1)))
where S is a set representing the visited states during the proof search, which is in fact
our implementation of the merge rule of Figure 4.
5 SCTL with fairness constraints
Fairness is an important aspect in verifying concurrent systems. Fairness assumptions
often rule out unrealistic behaviors, and are often necessary to establish liveness prop-
erties [2]. For instance, in a mutual exclusion algorithm of two processes, we usually
need to consider a fair scheduling of the execution of the processes, i.e., no process
waits infinitely long. Such fairness constraints can also be defined in SCTL. Our defini-
tion of fairness coincides with that in [22], i.e., the path quantifiers apply to those paths
along which each formula in a set C holds infinitely often. For instance, ECf means
that there exists a path such that each formula in C is true infinitely often and f is true
in this path.
We define the fairness constraint C as a set of SCTL formulae; an infinite path is
fair under fairness constraint C if and only if for each SCTL formula φ ∈ C, φ is valid
infinitely often on this path. Formula ECGx(φ)(t) is valid if and only if there exists
an infinite path, fair under C, starting from state t such that for all state s in this path,
(s/x)φ is valid. Similarly, formula ACFx(φ)(t) is valid if and only if for each infinite
path, fair under C, starting from state t such that there exists a state s on this path and
(s/x)φ is valid.
Similar to [22], other SCTL formulae with fairness constraints can be characterized
in terms of ECG formulae and ACF formulae:
ECXx(φ)(t) = EXx(φ ∧ ECGx(>)(x))(t)
ACXx(φ)(t) = AXx(φ ∨ACFx(⊥)(x))(t)
ECUx,y(φ1, φ2)(t) = EUx,y(φ1, φ2 ∧ ECGz(>)(y))(t)
ACRx,y(φ1, φ2)(t) = ARx,y(φ1, φ2 ∨ACFz(⊥)(y))(t)
Given that SCTL is sound and complete, to prove ECGx(φ)(t) is equivalent to
prove EGx(φ)(t) where only fair paths are considered, i.e., to prove the existence of a
fair path on which φ is always provable. Similarly, to prove ACFx(φ)(t) is equivalent
to prove AFx(φ)(t) where only fair paths are considered, i.e., to prove the absence of
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a fair path on which φ is always not provable. Thus, to prove SCTL formulae with
fairness constraints, we need a mechanism to decide the existence of fair paths.
According to Proposition 3 and Proposition 4 shown below, we can decide the ex-
istence of a fair path in finite steps, which is exactly the purpose of our merges. To be
more precise, when the merge rule is applied, we check the fairness of the path con-
structed and discard those that are not fair: i.e., we only consider merges where each
formula in C is provable in some state of a loop.
Proposition 3. For a set C of SCTL formulae and an infinite sequence of states σ =
s0, s1, ... such that for all i, si → si+1, if each element of C is valid infinitely often
in σ, then there exists a finite sequence of states σf = s′0, s
′
1, ..., s
′
n such that for all
0 ≤ j ≤ n − 1, s′j → s′j+1, and there exists 0 ≤ p ≤ n − 1 such that s′n = s′p, all
the s′j are among σ, and for each element f ∈ C, f is valid in some state s′q , where
p ≤ q ≤ n .
Proof. As the number of states is finite, there exists a set of states S, such that each
state s ∈ S appears infinitely often in σ, and each formula f ∈ C is valid in some state
in S. Otherwise, if for each set S′ of states that occur infinitely often in σ, there exists
some formula f ∈ C such that f is not valid in any element of S′, then f is not valid in
any state of σ that occur infinitely often, and thus f is not valid infinitely often. Assume
S = {si1 , si2 , ..., sik} such that i1 ≤ i2 ≤ ... ≤ ik, then let s′p = si1 , and s′n = sik′
such that ik′ ≥ ik and sik′ = si1 .
Proposition 4. For a set C of SCTL formulae and a finite sequence of states σf =
s0, s1, ..., sn such that for all 0 ≤ i ≤ n − 1, si → si+1, there exists 0 ≤ p ≤ n,
sp = sn, and every formula in C is valid in some states between sp and sn in the
sequence, then there exists an infinite sequence of states σ = s′0, s
′
1, ... such that for
all i, s′i → s′i+1, all the s′j are among s0, s1, ..., sn, and every formula in C is valid
infinitely often in the infinite sequence.
Proof. The sequence σ = s0, ..., sp−1, sp, ..., sn−1, ... verifies the properties above.
6 Example and Experimental Evaluation
To illustrate the feasibility and the efficiency of SCTLProV, we first use an exam-
ple (Subsection 6.1) to show an application of SCTLProV, and then evaluate several
benchmarks (benchmark #1, #2 and #3 in Subsection 6.2, and benchmark #4 in Subsec-
tion 6.3) to show the efficiency of SCTLProV, and compare the experimental results
with four other verification tools: the Resolution-based theorem prover iProver Mod-
ulo [9], the QBF-based bounded model checker Verds version 1.49, the BDD-based
unbounded model checker NuSMV version 2.6.0 and its extension NuXMV version
1.0.0. All examples and benchmarks are tested on a Linux platform with 3.0 GB mem-
ory and a 2.93GHz × 4 CPU, and the time limit is 20 minutes.
All benchmarks used in this paper are available online13.
13 https://github.com/terminatorlxj/ctl_benchmarks
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6.1 An illustrative example
Example 5 (A Mutual Exclusion Problem).
This example is a mutual exclusion algorithm of two concurrent processes (process
A and process B) described in [26]. Mutual Exclusion means that both two processes
can not enter the critical section at the same time. This problem is addressed in several
model checkers. In our formulation of this problem, a shared variable mutex is used
to remember the number of processes that have entered the critical section. A violation
of Mutual Exclusion means that in some state of the program, the value of the shared
variable mutex is 2.
Model mutual()
{
Var {
flag : Bool; mutex : (0 .. 2);
a : (1 .. 6); b : (1 .. 6);
}
Init {
flag := false; mutex := 0; a := 1; b := 1;
}
Transition {
a = 1 && flag = false : {a := 2;};
a = 2 : {a := 3; flag := true;};
/*A has entered the critical section*/
a = 3 : {a := 4; mutex := mutex + 1;};
/*A has left the critical section*/
a = 4 : {a := 5; mutex := mutex - 1;};
a = 5 : {a := 6;};
b = 1 && flag = false : {b := 2;};
b = 2 : {b := 3; flag := true;};
/*B has entered the critical section*/
b = 3 : {b := 4; mutex := mutex + 1;};
/*B has left the critical section*/
b = 4 : {b := 5; mutex := mutex - 1;};
b = 5 : {b := 6;};
}
Atomic {bug(s) := s(mutex) = 2;}
Spec{find_bug := EU(x, y, TRUE, bug(y), ini);}
}
Fig. 9. The input file “mutual.model”.
In the input file (Figure 9), variable flag is a signal indicating whether there exists a
process is running; Variables a and b indicate the program counters of the two processes,
respectively. The property to be checked is that whether both processes are in the critical
section at the the same time. We check this property in SCTLProV using the following
command:
sctl -output output.out mutual.model
The result is as follows, which indicates that there is a bug in the mutual exclusion
problem, i.e., the mutual exclusion property is violated.
verifying on the model mutual...
find_bug: EU(x,y, TRUE, bug(y), ini)
find_bug is true.
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The proof tree of the property is output to the file “output.out”.
0: |- EU(x,y,TRUE,bug(y),{flag:=false;mutex:=0;a:=1;b:=1}) [4, 1]
4: {flag:=false;mutex:=0;a:=1;b:=1}
|- EU(x,y,TRUE,bug(y),{flag:=false;mutex:=0;a:=2;b:=1}) [7, 5]
1: |- TRUE []
7: {flag:=false;mutex:=0;a:=1;b:=1}
{flag:=false;mutex:=0;a:=2;b:=1}
|- EU(x,y,TRUE,bug(y),{flag:=false;mutex:=0;a:=2;b:=2}) [23, 20]
5: |- TRUE []
23:{flag:=false;mutex:=0;a:=1;b:=1}
{flag:=false;mutex:=0;a:=2;b:=1}
{flag:=false;mutex:=0;a:=2;b:=2}
|- EU(x,y,TRUE,bug(y),{flag:=true;mutex:=0;a:=3;b:=2}) [27, 24]
20: |- TRUE []
27:{flag:=false;mutex:=0;a:=1;b:=1}
{flag:=false;mutex:=0;a:=2;b:=1}
{flag:=false;mutex:=0;a:=2;b:=2}
{flag:=true;mutex:=0;a:=3;b:=2}
|- EU(x,y,TRUE,bug(y),{flag:=true;mutex:=1;a:=4;b:=2}) [31, 28]
24: |- TRUE []
31:{flag:=false;mutex:=0;a:=1;b:=1}
{flag:=false;mutex:=0;a:=2;b:=1}
{flag:=false;mutex:=0;a:=2;b:=2}
{flag:=true;mutex:=0;a:=3;b:=2}
{flag:=true;mutex:=1;a:=4;b:=2}
|- EU(x,y,TRUE,bug(y),{flag:=true;mutex:=1;a:=4;b:=3}) [35, 32]
28: |- TRUE []
35:{flag:=false;mutex:=0;a:=1;b:=1}
{flag:=false;mutex:=0;a:=2;b:=1}
{flag:=false;mutex:=0;a:=2;b:=2}
{flag:=true;mutex:=0;a:=3;b:=2}
{flag:=true;mutex:=1;a:=4;b:=2}
{flag:=true;mutex:=1;a:=4;b:=3}
|- EU(x,y,TRUE,bug(y),{flag:=true;mutex:=2;a:=4;b:=4}) [37]
32: |- TRUE []
37: |- bug({flag:=true;mutex:=2;a:=4;b:=4}) []
According to the output above, we can find that after processA have entered the critical
section, process B can also enter the critical section.
6.2 Randomly generated programs
We consider three benchmarks in this part. The original description of benchmark #1
is in [32] and also restated here. Based on benchmark #1, we extend the number of
variables to tens, hundreds, and even thousands in benchmark #2 and benchmark #3.
The randomness of the test cases in three benchmarks makes it rather fair for different
CTL model checking approaches, and helps us recognize the strengths and weaknesses
of each tool.
Benchmark #1 Benchmark #1 chosen in this subsection is originally introduced by
Zhang [32] in the evaluation of model checkers Verds and NuSMV. Later, Ji [20] also
uses this benchmark in the evaluation of the theorem prover iProver Modulo and the
model checker Verds. This benchmark consists of 2880 randomly generated test cases
where two types of random Boolean programs are considered—Concurrent Processes
and Concurrent Sequential Processes. In programs with Concurrent Processes, the pa-
rameters of the first set of random Boolean programs are as follows.
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a: number of processes
b: number of all variables
c: number of shared variables
d: number of local variables in a process
The shared variables are initially set to a random value in {0, 1}, and the local variables
are initially set to 0. For each process, the shared variables and the local variables are
assigned the negation of a variable randomly chosen from these variables. We test dif-
ferent sizes of the programs with 3 processes (a = 3), and let b vary over the set of
values {12, 24, 36}, then set c = b/2, d = c/a. Each of the 24 properties is tested on
20 test cases for each value of b.
In programs with Concurrent Sequential Processes, in addition to a, b, c, d specified
above, the parameters of the second set of random Boolean programs are as follows.
t: number of transitions in a process
p: number of parallel assignments in each transition
For each concurrent sequential process, besides the b Boolean variables, there is a local
variable representing program locations, with c possible values. The shared variables
are initially set to a random value in {0, 1}, and the local variables are initially set
to 0. For each transition of a process, p pairs of shared variables and local variables
are randomly chosen among the shared variables and the local variables, such that the
first element of such a pair is assigned the negation of the second element of the pair.
Transitions are numbered from 0 to t−1, and are executed consecutively, and when the
end of the sequence of the transitions is reached, it loops back to the execution of the
transition numbered 0. For this type of programs, we test different sizes of the programs
with 2 processes (a = 2), and let b vary in the set of values {12, 16, 20}, and then set
c = b/2, d = c/a, t = c, and p = 4. Similarly, each property is tested on 20 test cases
for each value of b.
Twenty-four properties are to be checked in this benchmark: properties P01 to P12
are depicted in Figure 10, and P13 to P24 are simply the variations of P01 to P12 by
replacing ∧ and ∨ by ∨ and∧, respectively.
P01 AG(
∨c
i=1 vi)
P02 AF (
∨c
i=1 vi)
P03 AG(v1 ⇒ AF (v2 ∧
∨c
i=3 vi))
P04 AG(v1 ⇒ EF (v2 ∧
∨c
i=3 vi))
P05 EG(v1 ⇒ AF (v2 ∧
∨c
i=3 vi))
P06 EG(v1 ⇒ EF (v2 ∧
∨c
i=3 vi))
P07 AU(v1, AU(v2,
∨c
i=3 vi))
P08 AU(v1, EU(v2,
∨c
i=3 vi))
P09 AU(v1, AR(v2,
∨c
i=3 vi))
P10 AU(v1, ER(v2,
∨c
i=3 vi))
P11 AR(AXv1, AXAU(v2,
∨c
i=3 vi))
P12 AR(EXv1, EXEU(v2,
∨c
i=3 vi))
Fig. 10. Properties P01, P02, . . . , P12 to be checked in benchmark #1, #2, and #3.
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Benchmark #2 and #3 In benchmark #2, we increase the number of state variables
in benchmark #1 to 48, 60, or 72 for Concurrent Processes, and 24, 28, or 32 for Con-
current Sequential Processes. The 2880 test cases are also randomly generated. The
properties to be checked are the same as in benchmark #1.
In benchmark #3, we increase the number of state variables in benchmark #1 to 252,
504 and 1008 for both Concurrent Processes and Concurrent Sequential Processes, and
check the same properties as benchmark #1 and #2.
Experimental data The experimental results are shown below, and the detailed data is
in A.
Experimental data for benchmark #1. For 2880 test cases in this benchmark, iProver
Modulo can solve 1816 (63.1%) cases, Verds can solve 2230 (77.4%) cases, SCTL-
ProV can solve 2862 (99.4%) cases, and both NuSMV and NuXMV can solve all
(100%) test cases. The numbers of test cases where SCTLProV runs faster are 2823
(98.2%) comparing with iProver Modulo, 2858 (99.2%) comparing with Verds, 2741
(95.2%) comparing with NuSMV, and 2763 (95.9%) comparing with NuXMV. Ac-
cording to Figure 11 and Figure 12, SCTLProV uses less time and space than the other
four tools.
Experimental data for benchmark #2. For 2880 test cases in this benchmark, iProver
Modulo can solve 1602 (55.6%) cases, Verds can solve 1874 (65.1%) cases, NuSMV
can solve 728 (25.3%) cases, NuXMV can solve 736 (25.6%) cases, and SCTLProV can
solve 2597 (90.2%) cases. The numbers of test cases where SCTLProV runs faster are
2597 (90.2%) comparing with iProver Modulo, 2594 (90.1%) comparing with Verds,
and 2588 (89.9%) comparing both with NuSMV and NuXMV. According to Figure 13
and Figure 14, SCTLProV uses less time and space than the other four tools.
Experimental data for benchmark #3. For 2880 test cases in this benchmark, iProver
Modulo can solve 1146 (39.8%) cases, Verds can solve 352 (12.2%) cases, SCTLProV
can solve 1844 (64.0%) cases, while neither NuSMV nor NuXMV can solve any case.
Continuation vs. recursion. To show the importance of using continuation-passing
style, we have implemented a recursive version of our tool and compared the time effi-
ciency. In benchmark #1, #2, and #3, SCTLProV solves about 10% more test cases than
SCTLProVR, and it outperforms SCTLProVR in almost all solvable cases (Table 1).
SCTLProVR is more sensitive to the number of variables than SCTLProV (Figure 15).
Bench SCTLProV solvable SCTLProVR solvable t(SCTLProV)< t(SCTLProVR)
#1 2862(99.4%) 2682(93.1%) 2598(90.2%)
#2 2597(90.2%) 2306(80.1%) 2406(83.5%)
#3 1849(64.2%) 1520(52.8%) 1735(60.2%)
Table 1. SCTLProV vs. SCTLProVR
22 Ying Jiang, Jian Liu, Gilles Dowek, and Kailiang Ji
10 15 20 25 30 35
0
50
100
Number of state variables
Ti
m
e
[s
ec
on
ds
]
CP
SCTLProV
iProver Modulo
Verds
NuSMV
NuXMV
12 14 16 18 20
0
50
100
150
Number of state variables
Ti
m
e
[s
ec
on
ds
]
CSP
SCTLProV
iProver Modulo
Verds
NuSMV
NuXMV
Fig. 11. Average verification time in benchmark #1.
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Fig. 12. Average memory usage in benchmark #1.
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Fig. 13. Average verification time in benchmark #2.
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Fig. 14. Average memory usage in benchmark #2.
Remark 2. In the comparison of average verification time of SCTLProV and SCTLProVR,
we extend the number of variables in Concurrent Sequential Processes to 72, which is
the same as in Concurrent Processes.
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Fig. 15. Average verification time in SCTLProV vs. SCTLProVR.
6.3 Programs with fairness constraints
In this part, we evaluate benchmark #4, which models mutual exclusion algorithms
and ring algorithms14. Then, we compare the evaluation results of SCTLProV, Verds,
NuSMV, and NuXMV, and we do not consider iProver Modulo because iProver Mod-
ulo cannot handle CTL properties with fairness constraints [20].
Mutual exclusion and ring algorithms. This benchmark consists of two sets of concur-
rent programs: the mutual exclusion algorithms and the ring algorithms. Both kinds of
algorithms consist of a set of concurrent processes running in parallel.
In the mutual exclusion algorithms, the scheduling of processes is simple: for all i
between 0 and n − 2, process i + 1 performs a transition after process i, and process
0 performs a transition after process n− 1. Each formula in the algorithms needs to be
verified under the fairness constraint that each process does not starve, i.e., no process
waits infinitely long.
Each process in the mutual exclusion algorithms has three internal states: noncrit-
ical, trying, and critical. The number of processes vary from 6 to 51. There are five
properties specified by CTL formulae are to be verified in mutual exclusion algorithms,
as in Table 16. In these formulae, noni (tryi, crii) indicates that process pi has inter-
nal state noncritical (trying, critical). Note that because of the scheduling algorithm,
processes 0 and 1 are not symmetric, as exemplified by the difference in performance
between the properties P4 and P5.
Each process in the ring algorithms consists of 5 Boolean internal variables indi-
cating the internal state, and a Boolean variable indicating the output. Each process
receives a Boolean value as the input during its running time. For a ring algorithm with
processes p0, p1, ..., pn, the internal state of pi depends on the output of process pi−1,
and the output of pi−1 depends on its internal state, where 1 ≤ i ≤ n. The internal state
of p0 depends on the output of process pn, and the output of pn depends on the internal
state of its own. The number of processes vary from 3 to 10. There are four properties
specified by CTL formulae are to be verified in ring algorithms, as in Figure 16. In these
formulae, outi indicates that the output of process pi is Boolean value true.
The experimental results (Table 2 and Table 3) show that SCTLProV solves more
test cases than Verds, NuSMV, and NuXMV. At the same time, SCTLProV is more
14 http://lcs.ios.ac.cn/˜zwh/verds/verds_code/bp12.rar
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time and space efficiency in more than 75 percent of the test cases than the other three
tools.
The detailed experimental data is shown in B.
Prop Mutual Exclusion Algorithms
P1 EF (cri0 ∧ cri1)
P2 AG(try0 ⇒ AF (cri0))
P3 AG(try1 ⇒ AF (cri1))
P4 AG(cri0 ⇒ Acri0U(¬cri0 ∧ A¬cri0Ucri1))
P5 AG(cri1 ⇒ Acri1U(¬cri1 ∧ A¬cri1Ucri0))
Prop Ring Algorithms
P1 AGAFout0 ∧ AGAF¬out0
P2 AGEFout0 ∧ AGEF¬out0
P3 EGAFout0 ∧ EGAF¬out0
P4 EGEFout0 ∧ EGEF¬out0
Fig. 16. Properties to be verified in benchmark #4.
Programs Verds NuSMV NuXMV SCTLProV
mutual exclusion 136 (59.1%) 50 (21.7%) 50 (21.7%) 191 (83.0%)
ring 16 (50.0%) 21 (65.6%) 21 (65.6%) 20 (62.5%)
Sum 152(58.0%) 71(27.1%) 71(27.1%) 211 (80.5%)
Table 2. Solvable cases in Verds, NuSMV, NuXMV, and SCTLProV.
Programs Verds NuSMV NuXMV
mutual exclusion 187 (81.3%) 191 (83.0%) 191 (83.0%)
ring 13 (40.6%) 20 (62.5%) 20 (62.5%)
Sum 200(76.3%) 211(80.5%) 211(80.5%)
Table 3. Cases where SCTLProV both runs faster and uses less memory.
6.4 Discussion of the experimental results
In the evaluation of all benchmarks in this paper, the performances of the five tools
in the comparisons are affected by two factors: the number of state variables, and the
type of the property to be checked. The performances of NuSMV and NuXMV are
mainly affected by the number of state variables, while the performances of iProver
Modulo, Verds, and SCTLProV are mainly affected by the type of the property to
be checked. When the number of state variables is rather small (such as test cases in
benchmark #1), NuSMV and NuXMV solves more test cases than iProver Modulo,
Verds and SCTLProV, but when the number of state variables becomes larger (such
as test cases in benchmark #2 and #3), they performs worse than the other three tools.
When checking properties where nearly all states must be searched (such as AG prop-
erties), NuSMV and NuXMV usually perform better than iProver Modulo, Verds and
SCTLProV. However, for most properties, iProver Modulo, Verds and SCTLProV
usually search much less states than NuSMV and NuXMV to check them, and are more
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time and space efficiency. Thus, iProver Modulo, Verds and SCTLProV scale up bet-
ter than NuSMV and NuXMV when checking these properties. Moreover, SCTLProV
scales up better than both iProver Modulo and Verds, and outperforms these two tools
in most solvable cases.
6.5 An application to the analysis of Air traffic control protocols
As an application to an engineering problem, we present a concept of operations for the
Small Aircraft Transportation System (SATS) [23,24] in SCTLProV15.
In this concept of operation, the airspace volume surrounding an airport facility,
called the self controlled area, is divided into 15 zones (Figure 17). For instance, the
Fig. 17. SCA zones, where right and left are relative to the pilot facing the runway, i.e., opposite
from the reader point of view [23].
zone holding3(right) is a holding pattern at 3000 feet on the right of the self
controlled area. Each zone contains a list of aircraft and 24 transition rules specify
different SATS-procedures. For instance, the rule Vertical Entry (right) specifies the
vertical entry of an aircraft in the zone holding3(right).
The model is non-deterministic, that is, for a given state, several transitions are
possible and all must be considered. As there are no a priori bounds on the number of
aircraft in each zone, the number of states in the model is potentially infinite. However,
the number of states that are reachable from the initial state is finite: an enumeration
of the model shows that there are 54221 such states (and around 3000 in the simplified
model where departure operations are not considered).
There are eight properties of the model that we want to verify with SCTLProV, for
instance that the SATS concept does not allow more than four simultaneous landing
15 https://github.com/terminatorlxj/SATS-model
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operations and none of the 15 zones contains too many aircraft (each zone is assigned a
maximum number of aircraft and the actual number of aircraft is never higher than this
number). The safety property is thus conjunction of these eight properties.
The verification problem is to check that this property holds on every reachable
state from the initial state (the state where there are no aircraft on each zone of the self
controlled area), so the formula to be checked is AGx(φ)(e) where φ is the conjunction
of the eight properties and e is the initial state.
This is a typical model checking problem, but this problem is known to be cumber-
some for traditional model checkers [23] because:
– Each state of the model is represented by a complex data structure. For instance, a
number of state variables are represented by lists of aircraft with unbounded length.
– The transition rules of the model are complex algorithms. For instance, some tran-
sitions rules involve recursive operations on lists of aircraft.
– The properties to be verified in the model are also represented by complex algo-
rithms. For instance, some of the properties are inductively defined over lists of
aircraft.
However, this example fits well in SCTLProV that provides a more expressive in-
put language than most traditional model checkers. Indeed, SCTLProV provides both
readable notations for the definition of data structures such as records or lists with un-
bounded length, and arbitrary algorithms for the definitions of transition rules and of
properties. So we have been able to check in SCTLProV that the safety property holds
on the model, and the verification was executed in less than 30 seconds on the same
machine as which the benchmarks are evaluated.
7 Conclusion and future work
This paper provides a first step towards combining model checking and proof checking.
We proposed a parameterized logic CTLP , which extends CTL with polyadic pred-
icate symbols, provided a proof system SCTL for CTLP in the style of a sequent calcu-
lus, and developed a new automated theorem prover SCTLProV from scratch, tailored
for SCTL. The particular aspects of SCTLProV are as follows: (1) It performs ver-
ification automatically and directly over any given Kripke model. (2) In addition of
generating counterexamples when the verification of the given property fails, SCTL-
ProV permits to give a certificate for the property when it succeeds. (3) It performs
verification in a continuation-passing style and a doubly on-the-fly style, thanks to the
syntax and inference rules of SCTL.
As comparisons to other CTL model checking tools, we consider four other tools:
an automated theorem prover iProver Modulo, a QBF-based bounded model checker
Verds, and two BDD-based symbolic model checker NuSMV and its extension NuXMV.
There are four benchmarks considered in the comparisons. Benchmark #1 is originally
introduced by Zhang [32] in the evaluation of Verds and NuSMV. Later, Ji [20] also
uses this benchmark in the evaluation of iProver Modulo and Verds. Based on bench-
mark #1, we extend the number of state variables into tens, hundreds, and even thou-
sands in benchmark #2 and benchmark #3. In benchmark #4, we verify properties with
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fairness constraints on test cases that models mutual exclusion algorithms and ring al-
gorithms. The experimental results show that SCTLProV has a good performance in
terms of time and space consuming, compared to existing tools and, SCTLProV out-
performs these four tools in the verification of many kinds of CTL properties, and can
be considered complementary to model checkers such as NuSMV and NuXMV, which
are among the best CTL model checkers up-to-date. As a matter of fact, NuSMV and
NuXMV perform better than SCTLProV in proving some AG properties, while SCTL-
ProV usually performs better with other kinds of properties. Note also that the tool
SCTLProV can be seen either as a theorem prover, or a model checker that can pro-
duce more information than traditional ones.
The fairness constraints have been added in the implementation, but not yet in CTLP
nor in SCTL. This is left for future work.
Until now, SCTLProV is single-threaded, it is also our future work to write a par-
allel version to improve efficiency.
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Appendix
A Detailed Experimental data in benchmark #1, #2 and #3
We show the detailed experimental data in benchmark #1, #2 and #3 in the following
three subsections.
A.1 Benchmark #1 (Table 4 and 5)
Table 4 shows that SCTLProV outperforms iProver Modulo and Verds, and is almost
as good as NuSMV and NuXMV: NuSMV and NuXMV solve all the 2880 problems,
while SCTLProV solves 2862 problems (99.4%).
Let us now turn to the efficiency. SCTLProV is much faster than the four other tools
(Table 5). Among the problems that can be solved by SCTLProV and iProver Modulo,
SCTLProV is faster in 98.2% of these problems, 99.2% when compared with Verds,
95.2% when compared with NuSMV and 95.9% when compared with NuXMV.
Programs iProver Modulo Verds NuSMV NuXMV SCTLProV
CP (b = 12) 467(97.3%) 433(90.2%) 480(100%) 480(100%) 480(100%)
CP (b = 24) 372(77.5%) 428(89.2%) 480(100%) 480(100%) 480(100%)
CP (b = 36) 383(79.8%) 416(86.7%) 480(100%) 480(100%) 470(97.9%)
CSP (b = 12) 177(36.9%) 370(77.1%) 480(100%) 480(100%) 480(100%)
CSP (b = 16) 164(34.2%) 315(65.6%) 480(100%) 480(100%) 474(98.8%)
CSP (b = 20) 253(52.7%) 268(55.8%) 480(100%) 480(100%) 478(99.6%)
Sum 1816(63.1%) 2230(77.4%) 2880(100%) 2880(100%) 2862(99.4%)
Table 4. Solvable cases in five tools.
Programs iProver Modulo Verds NuSMV NuXMV
CP (b = 12) 480(100%) 480(100%) 430(89.6%) 431(89.8%)
CP (b = 24) 480(100%) 480(100%) 456(95.0%) 458(95.4%)
CP (b = 36) 454(94.6%) 467(97.3%) 441(91.9%) 446(92.9%)
CSP (b = 12) 480(100%) 480(100%) 464(96.7%) 465(96.9%)
CSP (b = 16) 474(98.6%) 473(98.5%) 472(98.3%) 474(98.6%)
CSP (b = 20) 455(94.8%) 478(99.6%) 478(99.6%) 479(99.8%)
Sum 2823(98.2%) 2858(99.2%) 2741(95.2%) 2763(95.9%)
Table 5. Cases where SCTLProV runs faster.
A.2 Benchmark #2 (Table 6 and 7)
Our benchmark #2 investigates the performances of iProver Modulo, Verds, NuSMV,
NuXMV, and SCTLProV when the size of the model increases.
To do so, we increase the number of variables in the random Boolean programs to
48, 60, or 72 for concurrent processes, and 24, 28, or 32 for concurrent sequential pro-
cesses. The 2880 test cases are also randomly generated. The properties to be checked
are the same as in benchmark #1.
Counting the number of problems that can be solved in 20 minutes, we see that
SCTLProV scales up better (Table 6, 7) than the other four tools: SCTLProV solves
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more test cases than the other tools and, outperforms the other tools in most solvable
test cases.
Programs iProver Modulo Verds NuXMV NuXMV SCTLProV
CP (b = 48) 375(78.1%) 400(83.3%) 171(35.6%) 176(36.7%) 446(92.9%)
CP (b = 60) 360(75.0%) 403(84.0%) 22(4.6%) 23(4.8%) 440(91.7%)
CP (b = 72) 347(72.3%) 383(79.8%) 0 0 437(91.0%)
CSP (b = 24) 190(39.6%) 235(49.0%) 421(87.7%) 423(88.1%) 430(89.6%)
CSP (b = 28) 172(35.8%) 229(47.7%) 106(22.1%) 108(22.5%) 426(88.8%)
CSP (b = 32) 158(32.9%) 224(46.7%) 8(1.7%) 6(1.3%) 418(87.1%)
Sum 1602(55.6%) 1874(65.1%) 728(25.3%) 736(25.6%) 2597(90.2%)
Table 6. Solvable cases in four tools.
Programs iProver Modulo Verds NuSMV NuXMV
CP (b = 48) 446(92.9%) 444(92.5%) 442(92.1%) 442(92.1%)
CP (b = 60) 440(91.7%) 440(91.7%) 440(91.7%) 440(91.7%)
CP (b = 72) 437(91.0%) 437(91.0%) 437(91.0%) 437(91.0%)
CSP (b = 24) 430(89.6%) 429(89.4%) 426(88.8%) 426(88.8%)
CSP (b = 28) 426(88.8%) 426(88.8%) 425(88.5%) 425(88.5%)
CSP (b = 32) 418(87.1%) 418(87.1%) 418(87.1%) 418(87.1%)
Sum 2597(90.2%) 2594(90.1%) 2588(89.9%) 2588(89.9%)
Table 7. Cases where SCTLProV runs faster.
A.3 Benchmark #3 (Table 8)
We increase, in our benchmark #3, the number of variables to 252, 504 and 1008 for
both concurrent and concurrent sequential processes.
We compare the evaluation results of iProver Modulo, Verds, NuSMV, NuXMV,
and SCTLProV as in Table 8, and find that, in 20 minutes, SCTLProV can still solve
64.0% of the test cases, while iProver Modulo and Verds solve 39.8% and 12.2% test
cases, respectively; moreover, NuSMV and NuXMV solve none.
Programs iProver Modulo Verds NuSMV NuXMV SCTLProV
CP (b = 252) 299(62.3%) 216(45.0%) 0 0 371(77.3%)
CP (b = 504) 292(60.8%) 0 0 0 335(69.8%)
CP (b = 1008) 271(56.5%) 0 0 0 278(57.9%)
CSP (b = 252) 114(23.6%) 136(28.3%) 0 0 312(65.0%)
CSP (b = 504) 108(22.5%) 0 0 0 295(61.5%)
CSP (b = 1008) 62(12.9%) 0 0 0 253(52.7%)
Sum 1146(39.8%) 352(12.2%) 0 0 1844(64.0%)
Table 8. Solvable cases with variable number 252, 504, and 1008, respectively.
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B Experimental data in benchmark #4
The detailed experimental data of verifying test cases in benchmark #4 is depicted in
Table 9 and Table 10.
Prop NoP Mutual Exclusion Algorithms
Verds NuSMV NuXMV SCTLProV
sec MB sec MB sec MB sec MB
P1
6 0.286 321.99 0.153 9.07 0.270 21.18 0.005 2.25
12 1.278 322.08 19.506 76.98 21.848 89.25 0.016 3.70
18 4.719 426.45 - - - - 0.037 5.44
24 11.989 601.55 - - - - 0.091 9.36
30 26.511 926.25 - - - - 0.200 16.49
36 52.473 1287.57 - - - - 0.418 27.46
42 100.071 1944.95 - - - - 0.682 48.28
48 - - - - - - 1.119 66.63
51 - - - - - - 1.392 82.32
P2
6 0.375 322.07 0.054 9.07 0.048 21.31 0.012 3.07
12 2.011 322.02 22.774 76.96 21.733 89.24 0.035 4.44
18 7.958 446.71 - - - - 0.101 8.09
24 23.448 692.30 - - - - 0.252 14.57
30 48.800 1026.48 - - - - 0.509 23.61
36 105.183 1619.01 - - - - 1.005 50.49
42 - - - - - - 1.791 57.93
48 - - - - - - 2.679 86.67
51 - - - - - - 3.453 129.83
P3
6 0.331 322.02 0.089 9.04 0.033 21.27 0.012 3.03
12 2.059 322.07 22.749 76.91 21.897 89.22 0.035 4.93
18 7.995 449.13 - - - - 0.110 9.59
24 23.578 696.74 - - - - 0.286 21.04
30 51.774 1138.27 - - - - 0.643 30.09
36 106.027 1628.84 - - - - 1.287 66.14
42 - - - - - - 2.138 86.29
48 - - - - - - 3.369 170.94
51 - - - - - - 4.333 149.03
P4
6 0.446 321.97 0.089 9.04 0.033 21.27 0.039 3.38
12 8.289 552.62 22.749 76.91 21.897 89.22 150.115 986.64
18 - - - - - - - -
24 - - - - - - - -
30 - - - - - - - -
36 - - - - - - - -
42 - - - - - - - -
48 - - - - - - - -
51 - - - - - - - -
P5
6 0.430 322.03 0.031 9.09 0.047 21.19 0.011 3.10
12 3.398 363.78 22.747 77.01 22.029 89.17 0.040 4.81
18 18.176 783.24 - - - - 0.115 10.99
24 87.432 2382.82 - - - - 0.322 18.68
30 - - - - - - 1.414 47.68
36 - - - - - - 1.287 66.35
42 - - - - - - 2.405 142.86
48 - - - - - - 4.848 225.55
51 - - - - - - 5.177 225.66
Table 9. Time and memory usage in benchmark #4 (Mutual exclusion algorithms).
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Prop NoP Ring Algorithms
Verds NuSMV NuXMV SCTLProV
sec MB sec MB sec MB sec MB
P1
3 0.168 322.09 0.040 10.02 0.045 22.08 4.622 62.22
4 0.216 322.12 0.299 22.46 0.255 34.96 - -
5 0.301 322.07 2.421 59.31 1.195 71.53 - -
6 0.449 322.13 22.127 80.49 17.967 92.82 - -
7 0.740 322.19 147.895 224.17 131.735 236.50 - -
8 1.115 322.09 1135.882 865.04 1083.48 877.36 - -
9 1.646 322.07 - - - - - -
10 2.232 321.96 - - - - - -
P2
3 - - 0.058 10.74 0.068 22.73 0.031 3.22
4 - - 0.583 40.29 0.562 52.61 0.125 3.73
5 - - 5.164 62.29 5.295 74.62 0.444 4.05
6 - - 39.085 81.85 37.969 93.96 1.373 4.71
7 - - 246.123 229.07 241.375 241.15 3.745 6.03
8 - - - - - - 9.154 7.61
9 - - - - - - 19.997 10.07
10 - - - - - - 40.331 13.05
P3
3 - - 0.045 10.03 0.071 22.32 0.022 3.20
4 - - 0.296 22.46 0.299 34.96 0.820 13.11
5 - - 2.357 59.31 2.526 71.63 111.96 676.29
6 - - 22.147 80.49 21.304 92.93 - -
7 - - 147.567 224.17 141.134 236.74 - -
8 - - - - - - - -
9 - - - - - - - -
10 - - - - - - - -
P4
3 0.158 322.09 0.066 10.00 0.171 22.32 0.024 3.24
4 0.190 322.05 0.356 22.46 0.367 34.95 0.104 3.82
5 0.263 322.04 2.726 59.31 2.781 71.63 0.385 3.99
6 0.385 322.07 27.013 80.48 24.794 94.95 1.289 4.57
7 0.528 322.07 181.007 224.16 166.725 236.61 3.727 5.29
8 0.815 322.14 - - - - 9.525 7.14
9 1.138 322.19 - - - - 21.568 9.31
10 1.574 321.98 - - - - 45.097 12.95
Table 10. Time and memory usage in benchmark #4 (Ring algorithms).
C Proof of soundness and completeness of SCTL
Proposition 5 and 6 below permit to transform finite structures into infinite ones and
will be used in the Soundness proof, while Proposition 7 and 8 permit to transform
infinite structures into finite ones and will be used in the Completeness proof.
Proposition 5 (Finite to infinite sequences). Let s0, ..., sn be a finite sequence of
states such that for all i between 0 and n − 1, si −→ si+1, and sn = sp for some
p between 0 and n − 1. Then there exists an infinite sequence of states s′0, s′1, ... such
that s0 = s′0 and for all i, s
′
i −→ s′i+1, and all the s′j are among s0, ..., sn.
Proof. Take the sequence s0, ..., sp−1, sp, ..., sn−1, sp, ..., where s0 = s′0.
Proposition 6 (Finite to possibly infinite trees). Let Φ be a set of states and T be a
finite tree labeled by states such that, for each internal node s, the immediate successors
of s are the elements of Next(s) and each leaf is labeled with a state which is either in
Φ or also a label of a node on the branch from the root of T to this leaf. Then, there
exists an possibly infinite tree T ′ labeled by states such that for each internal node s
the successors of s are the elements of Next(s), all the leaves are labeled by elements
of Φ, and all the labels of T ′ are the labels T .
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Proof. Consider for T ′ the tree whose root is labeled by the root of T and such that for
each node s, if s is in Φ, then s is a leaf of T ′, otherwise the successors of s are the
elements of Next(s). It is easy to check that all the nodes of T ′ are labeled by labels of
T .
Proposition 7 (Infinite to finite sequences). Let s0, s1, ... be an infinite sequence of
states such that for all i, si −→ si+1. Then there exists a finite sequence of states
s′0, ..., s
′
n such that for all i between 0 and n − 1, s′i −→ s′i+1, s′n = s′p for some p
between 0 and n− 1, and all the s′j are among s0, s1, ...
Proof. As the number of states is finite, there exists p and n such that p < n and
sp = sn. Take the sequence s0, ..., sn.
Proposition 8 (Possibly infinite to finite trees). Let Φ be a set of states and T be an
possibly infinite tree labeled by states such that for each internal node s the successors
of s are the elements of Next(s) and each leaf is labeled by a state in Φ. Then, there
exists a finite tree labeled by states such that for each internal node s the successors of
s are the elements of Next(s) and each leaf is labeled with a state which is either in Φ
or also a label of a node on the branch from the root of T to this leaf.
Proof. As the number of states is finite, on each infinite branch, there exists p and n
such that p < n and sp = sn. Prune the tree at node sn. This tree is finitely branching
and each branch is finite, hence, by Ko¨nig’s lemma, it is finite.
Theorem 2 (Soundness). Let φ be a closed formula. If the sequent ` φ has a proof pi,
then |= φ.
Proof. By induction on the structure of the proof pi.
– If the last rule of pi is atom-R, then the proved sequent has the form ` P (s1, ..., sn),
hence |= P (s1, ..., sn).
– If the last rule of pi is ¬-R, then the proved sequent has the form ` ¬P (s1, ..., sn),
hence |= ¬P (s1, ..., sn).
– If the last rule of pi is >-R, the proved sequent has the form ` > and hence |= >.
– If the last rule of pi is ∧-R, then the proved sequent has the form ` φ1 ∧ φ2. By
induction hypothesis |= φ1 and |= φ2, hence |= φ1 ∧ φ2.
– If the last rule of pi is ∨-R1 or ∨-R2, then the proved sequent has the form ` φ1∨φ2.
By induction hypothesis |= φ1 or |= φ2, hence |= φ1 ∨ φ2.
– If the last rule of pi isAX-R, then the proved sequent has the form ` AXx(φ1)(s).
By induction hypothesis, for each s′ in Next(s), such that |= (s′/x)φ1, hence |=
AXx(φ1)(s).
– If the last rule of pi is EX-R, then the proved sequent has the form ` EXx(φ1)(s).
By induction hypothesis, for each s′ in Next(s), |= (s′/x)φ1, hence |= EXx(φ1)(s).
– If the last rule of pi is AF-R1 or AF-R2, then the proved sequent has the form
` AFx(φ1)(s). We associate a finite tree |pi| to the proof pi by induction in the
following way.
• If the proof pi ends with the AF-R1 rule with a subproof ρ of the sequent
` (s/x)φ1, then the tree contains a single node s.
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• IF the proof pi ends with the AF-R2 rule, with subproofs pi1, ..., pin of the se-
quent
` AFx(φ1)(s1), ...,` AFx(φ1)(sn), respectively, then |pi| is the tree s(|pi1|, ..., |pin|).
The tree |pi| has root s; for each internal node s′, the children of this node are
labeled by elements of Next(s′); and for each leaf s′ the sequent ` (s′/x)φ1 has a
proof smaller than pi. By induction hypothesis, for each leaf s′ of |pi|, |= (s′/x)φ1.
Hence |= AFx(φ1)(s).
– If the last rule of pi is EG-R, then the proved sequent has the form ` EGx(φ1)(s).
We associate a finite sequence |pi| to the proof pi by induction in the following way.
• If the proof pi ends with theEG-merge rule, then the sequence contains a single
element s.
• If the proof pi ends with theEG-R rule, with subproofs ρ and pi1 of the sequents
` (s/x)φ1 and Γ,EGx(φ1)(s) ` EGx(φ1)(s′), respectively, then |pi| is the
sequence s|pi1|.
The sequent |pi| = s0, s1, ..., sn is such that s0 = s; for all i between 0 and n− 1,
si −→ si+1; for all i between 0 and n, the sequent ` (si/x)φ1 has a proof smaller
than pi; and sn is equal to sp for some p between 0 and n−1. By induction hypoth-
esis, for all i, we have |= (si/x)φ1. Using Proposition 5, there exists an infinite
sequence s′0, s
′
1, ... such that for all i, we have s
′
i −→ s′i+1, and |= (s′i/x)φ1.
Hence, |= EGx(φ1)(s).
– If the last rule of pi is AR-R1 or AR-R2, then the proved sequent has the form
` ARx(φ1, φ2)(s). We associate a finite tree |pi| to the proof pi by induction in the
following way.
• If the proof pi ends with the AR-R1 rule with subproofs ρ1 and ρ2 of the
sequents ` (s/x)φ1 and ` (s/x)φ2, respectively, or with the AR-merge rule,
then the tree contains a single node s.
• If the proof pi ends with the AR-R2 rule, with subproofs ρ, pi1, ..., pin of the
sequents ` (s/y)φ2, Γ,ARx,y(φ1, φ2)(s) ` ARx,y(φ1, φ2)(s1), ...,
Γ,ARx,y(φ1, φ2)(s) ` ARx,y(φ1, φ2)(sn), respectively, then |pi| is the tree
s(|pi1|, ..., |pin|).
The tree |pi| has root s; for each internal node s′, the children of this node are labeled
by the elements of Next(s′); for each node s′ of |pi|, the sequent ` (s′/y)φ2 has a
proof smaller than pi; and for each leaf s′, either the sequent ` (s′/x)φ1 has a proof
smaller than pi, or s′ is also a label of a node on the branch from the root of |pi| to
this leaf. By induction hypothesis, for each node s′ of this tree |= (s′/y)φ2 and for
each leaf s′, either |= (s′/x)φ1 or s′ is also a label of a node on the branch from
the root of |pi| to this leaf. Using Proposition 6, there exists a possibly infinite tree
T ′ labeled by states such that for each internal node s the successors of s are the
elements of Next(s), for each node s′ of T ′, |= (s′/y)φ2, and for each leaf s′ of
T ′, |= (s′/x)φ1. Thus, |= ARx,y(φ1, φ2)(s).
– If the last rule of pi is EU-R1 or EU-R2, then the proved sequent has the form
` EUx,y(φ1, φ2)(s). We associate a finite sequence |pi| to the proof pi by induction
in the following way.
• If the proof pi ends with the EU-R1 rule with a subproof ρ of the sequent
` (s/y)φ2, then the sequence contains a single element s.
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• If the proof pi ends with the EU-R2 rule, with subproofs ρ and pi1 of the se-
quents ` (s/x)φ1 and ` EUx,y(φ1, φ2)(s′), respectively, then |pi| is the se-
quence s|pi1|.
The sequence |pi| = s0, ..., sn is such that s0 = s; for each i between 0 and n −
1, si −→ si+1; for each i between 0 and n − 1, the sequent ` (si/x)φ1 has a
proof smaller than pi; and the sequent ` (sn/y)φ2 has a proof smaller than pi. By
induction hypothesis, for each i between 0 and n−1, |= (si/x)φ1 and |= (sn/y)φ2.
Hence, |= EUx,y(φ1, φ2)(s).
– The last rule cannot be a merge rule.
Theorem 3 (Completeness). Let φ be a closed formula. If |= φ then the sequent ` φ
is provable.
Proof. By induction over the size of φ.
– If φ = P (s1, ..., sn), then as |= P (s1, ..., sn), the sequent ` P (s1, ..., sn) is prov-
able with the rule atom-R.
– If φ = ¬P (s1, ..., sn), then as |= ¬P (s1, ..., sn), the sequent ` ¬P (s1, ..., sn) is
provable with the rule ¬-R.
– If φ = >, then ` > is provable with the rule >-R.
– If φ = ⊥, then it is not the case that |= ⊥.
– If φ = φ1 ∧ φ2, then as |= φ1 ∧ φ2, |= φ1 and |= φ2. By induction hypothesis, the
sequents ` φ1 and ` φ2 are provable. Thus the sequent ` φ1 ∧ φ2 is provable with
the ∧-R rule.
– If φ = φ1 ∨φ2, as |= φ1 ∨φ2, |= φ1 or |= φ2. By induction hypothesis, the sequent
` φ1 or ` φ2 is provable and the sequent ` φ1 ∨ φ2 is provable with the ∨-R1 or
∨-R2 rule, respectively.
– If φ = AXx(φ1)(s), as |= AXx(φ1)(s), for each state s′ in Next(s), we have |=
(s′/x)φ1. By induction hypothesis, for each s′ in Next(s), the sequent ` (s′/x)φ1
is provable. Using these proofs and theAX-R rule, we build a proof of the sequent
` AXx(φ1)(s).
– If φ = EXx(φ1)(s), as |= EXx(φ1)(s), there exists a state s′ in Next(s) such that
|= (s′/x)φ1. By induction hypothesis, the sequent ` (s′/x)φ1 is provable. With
this proof and the EX-R rule, we build a proof of the sequent ` EXx(φ1)(s).
– If φ = AFx(φ1)(s), as |= AFx(φ1)(s), there exists a finite tree T such that T
has root s, for each internal node s′, the children of this node are labeled by the
elements of Next(s′), and for each leaf s′, |= (s′/x)φ1. By induction hypothesis,
for every leaf s′, the sequent ` (s′/x)φ1 is provable. Then, to each subtree T ′ of
T , we associate a proof |T ′| of the sequent ` AFx(φ1)(s′) where s′ is the root of
T ′, by induction, as follows.
• If T ′ contains a single node s′, then the proof |T | is built with theAF-R1 rule
from the proof of ` (a/x)φ1 given by the induction hypothesis.
• If T ′ = s′(T1, ..., Tn), then the proof |T | is built with the AF-R2 rule from
the proofs |T1|, ..., |Tn| of the sequents ` AFx(φ1)(s1), ...,` AFx(φ1)(sn),
respectively, where s1, ..., sn are the elements of Next(s′).
This way, the proof |T | is a proof of the sequent ` AFx(φ1)(s).
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– If φ = EGx(φ1)(s), as |= EGx(φ1)(s), there exists a path s0, s1, ... such that
s0 = s and for all i, |= (si/x)φ1. By induction hypothesis, all the sequents
` (si/x)φ1 are provable. Using Proposition 7, there exists a finite sequence T =
s0, ..., sn such that for all i, si −→ si+1, the sequent ` (si/x)φ1 is provable
and sn is some sp for p < n. We associate a proof |si, ..., sn| of the sequent
EGx(φ1)(s0), . . . , EGx(φ1)(si−1) ` EGx(φ1)(si) to each suffix of T by induc-
tion as follows.
• The proof |sn| is built with the EG-merge rule.
• If i ≤ n − 1, then the proof |si, ..., sn| is built with the EG-R rule from the
proof of ` (si/x)φ1 given by the induction hypothesis and the proof |si+1, ..., sn|
of the sequent EGx(φ1)(s0), ..., EGx(φ1)(si) ` EGx(φ1)(si+1).
This way, the proof |s0, ..., sn| is a proof of the sequent ` EGx(φ1)(s).
– If φ = ARx,y(φ1, φ2)(s), as |= ARx,y(φ1, φ2)(s), there exists an possibly infinite
tree such that the root of this tree is s, for each internal node s′, the children of
this node are labeled by the elements of Next(s′), for each node s′, |= (s′/y)φ2
and for each leaf s′, |= (s′/x)φ1. By induction hypothesis, for each node s′ of the
tree, the sequent ` (s′/y)φ2 is provable and for each leaf s′ of the tree, the sequent
` (s′/x)φ1 is provable. Using Proposition 8, there exists a finite tree T such that
for each internal node s′ the successors of s′ are the elements of Next(s′), for each
node s′, the sequent ` (s′/y)φ2 is provable, and for each leaf s′, either the sequent
` (s′/x)φ1 is provable or s′ is also a label of a node on the branch from the root
of T to this leaf. Then, to each subtree T ′ of T , we associate a proof |T ′| of the
sequentARx,y(φ1, φ2)(s1), ..., ARx,y(φ1, φ2)(sm) ` ARx,y(φ1, φ2)(s′) where s′
is the root of T ′ and s1, ..., sm is the sequence of nodes in T from the root of T to
the root of T ′.
• If T ′ contains a single node s′, and the sequent ` (s′/x)φ1 is provable then
the proof |T ′| is built with the AR-R1 rule from the proofs of ` (s′/x)φ1 and
` (s′/y)φ2 given by the induction hypothesis.
• If T ′ contains a single node s′, and s′ is among s1, ..., sm, then the proof |T ′|
is built with theAR-merge rule.
• If T ′ = s′(T1, ..., Tn), then the proof |T ′| is built with theAR-R2 rule from the
proofs ` (s′/y)φ2 given by the induction hypothesis and the proofs |T1|, ..., |Tn|
of the sequents
ARx,y(φ1, φ2)(s1), ..., ARx,y(φ1, φ2)(sm),
ARx,y(φ1, φ2)(s
′) ` ARx,y(φ1, φ2)(s′1)
...
ARx,y(φ1, φ2)(s1), ..., ARx,y(φ1, φ2)(sm),
ARx,y(φ1, φ2)(s
′) ` ARx,y(φ1, φ2)(s′n)
respectively, where s′1, ..., s
′
n are the elements of Next(s′).
This way, the proof |T | is a proof of the sequent ` ARx,y(φ1, φ2)(s).
– If φ = EUx,y(φ1, φ2)(s), as |= EUx,y(φ1, φ2)(s), there exists a finite sequence
T = s0, ..., sn such that |= (sn/y)φ2 and for all i between 0 and n−1, |= (si/x)φ1.
By induction hypothesis, the sequent ` (sn/y)φ2 is provable and for all i between
0 and n − 1, the sequent ` (si/x)φ1 is provable. We associate a proof |si, ..., sn|
of the sequent ` EUx,y(φ1, φ2)(si) to each suffix of T by induction as follows.
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• The proof |sn| is built with the EG-R1 rule from the proof of ` (sn/y)φ2
given by the induction hypothesis.
• If i ≤ n − 1, then the proof |si, ..., sn| is built with the EG-R2 rule from the
proof of ` (si/x)φ1 given by the induction hypothesis and the proof |si+1, ..., sn|
of the sequent ` EUx,y(φ1, φ2)(si+1).
This way, the proof |s0, ..., sn| is a proof of the sequent ` EUx,y(φ1, φ2)(s).
D Proof of the correctness of the proof search algorithm
Proposition 9. Given a formula φ, cpt(` φ, t, f) ∗ t iff ` φ is provable.
Proof. We prove, more generally, by induction on the structure of φ, that given a se-
quent Γ ` φ and distinct CPTs c1 and c2, cpt(Γ ` φ, c1, c2)  ∗ c1 iff Γ ` φ is
provable.
– If φ = > or ⊥, trivial.
– If φ = P (s1, ..., sn) whereP (s1, ..., sn) is atomic, then cpt(` P (s1, ..., sn), c1, c2) 
c1 iff 〈s1, s2, ..., sn〉 ∈ P iff ` P (s1, s2, ..., sn) is provable.
– If φ = ¬P (s1, ..., sn) whereP (s1, ..., sn) is atomic, then cpt(` ¬P (s1, ..., sn), c1, c2) 
c1 iff 〈s1, s2, ..., sn〉 /∈ P iff ` ¬P (s1, s2, ..., sn) is provable.
– If φ = φ1 ∧ φ2, then cpt(` φ1 ∧ φ2, c1, c2)  ∗ c1 iff cpt(` φ1 ∧ φ2, c1, c2)  
cpt(` φ1, cpt(` φ2, c1, c2), c2)  ∗ cpt(` φ2, c1, c2)  ∗ c1 iff both ` φ1 and
` φ2 are provable (by induction hypothesis) iff ` φ1 ∧ φ2 are provable.
– If φ = φ1∨φ2, then cpt(` φ1∨φ2, c1, c2) ∗ c1 iff either cpt(` φ1∨φ2, c1, c2) 
cpt(` φ1, c1, cpt(` φ2, c1, c2)) ∗ c1, or cpt(` φ1∨φ2, c1, c2) cpt(` φ1, c1, cpt(`
φ2, c1, c2))  ∗ cpt(` φ2, c1, c2)  ∗ c1 iff either ` φ1, or ` φ2 is provable (by
induction hypothesis) iff ` φ1 ∨ φ2 is provable.
– If φ = AXx(ψ)(s) and {s1, ..., sn} = Next(s), then cpt(` AXx(ψ)(s), c1, c2) ∗
c1 iff cpt(` AXx(ψ)(s), c1, c2) 
cpt(` (s1/x)ψ, cpt(` (s2/x)ψ, cpt(...cpt(` (sn/x)ψ, c1, c2)..., c2), c2), c2) ∗
cpt(` (s2/x)ψ, cpt(...cpt(` (sn/x)ψ, c1, c2)..., c2), c2) ∗ ... ∗
cpt(` (sn/x)ψ, c1, c2)  ∗ c1 iff ` (s1/x)ψ,` (s2/x)ψ, ...,` (sn/x)ψ are all
provable (by induction hypothesis) iff ` AXx(ψ)(s) is provable.
– If φ = EXx(ψ)(s) and {s1, ..., sn} = Next(s), then cpt(` EXx(ψ)(s), c1, c2) ∗
c1 iff
cpt(` EXx(ψ)(s), c1, c2) 
cpt(` (s1/x)ψ, c1, cpt(` (s2/x)ψ, c1, cpt(...cpt(` (sn/x)ψ, c1, c2)...))) ∗
cpt(` (si/x)ψ, c1, c′2)  ∗ c1 iff ` (si/x)ψ is provable (by induction hypothesis)
iff ` EXx(ψ)(s) is provable, where 1 ≤ i ≤ n, and c′2 is either c2 when i = n or
cpt(` (si+1/x)ψ, c1, cpt(...cpt(` (sn/x)ψ, c1, c2)...)) when i 6= n.
– If φ = AFx(ψ)(s) and {s1, ..., sn} = Next(s), then cpt(Γ ` AFx(ψ)(s), c1, c2) ∗
c1 iff either
cpt(Γ ` AFx(ψ)(s), c1, c2) 
cpt(` (s/x)ψ, c1, cpt(Γ ′ ` AFx(ψ)(s1), cpt(...cpt(
Γ ′ ` AFx(ψ)(sn), c1, c2)..., c2), c2)) ∗ c1, or
cpt(Γ ` AFx(ψ)(s), c1, c2) 
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cpt(` (s/x)ψ, c1, cpt(Γ ′ ` AFx(ψ)(s1), cpt(...cpt(
Γ ′ ` AFx(ψ)(sn), c1, c2)..., c2), c2)) ∗
cpt(Γ ′ ` AFx(ψ)(si), cpt(...cpt(Γ ′ ` AFx(ψ)(sn), c1, c2)..., c2), c2)  ∗ c1,
where 1 ≤ i ≤ n and Γ ′ = Γ,AFx(ψ)(s). We are going to prove that the second
condition holds iff Γ,AFx(ψ)(s) ` AFx(ψ)(s1), Γ,AFx(ψ)(s) ` AFx(ψ)(s2),
..., Γ,AFx(ψ)(s) ` AFx(ψ)(sn) are all provable. This will be sufficient to con-
clude as The first condition holds iff ` (s/x)ψ is provable (by induction hypothe-
sis). So, we will get that both conditions hold if and only if Γ ` AFx(ψ)(s) is prov-
able. Let us prove, as announced that the second condition holds iff Γ,AFx(ψ)(s) `
AFx(ψ)(s1), Γ,AFx(ψ)(s) ` AFx(ψ)(s2), ..., Γ,AFx(ψ)(s) ` AFx(ψ)(sn) are
all provable:
• (⇒) if the second condition holds, then Γ,AFx(ψ)(s) ` AFx(ψ)(s1), Γ,AFx(ψ)(s) `
AFx(ψ)(s2), ..., Γ,AFx(ψ)(s) ` AFx(ψ)(sn) are all provable. That is be-
cause otherwise, if 1 ≤ j ≤ n such that Γ,AFx(ψ)(s) ` AFx(ψ)(sj) is the
first sequent that is not provable, then there exists an infinite path sj0 , sj1 , sj2 , ...
and sj0 = sj such that ` (sjk/x)ψ is not provable for all k ≥ 0, then by in-
duction hypothesis,
cpt(Γ ′ ` AFx(ψ)(s1), cpt(...cpt(Γ ′ ` AFx(ψ)(sn), c1, c2)..., c2), c2) ∗
cpt(Γ ′ ` AFx(ψ)(sj0), cpt(Γ ′ ` AFx(ψ)(sj+1), cpt(...cpt(Γ ′ ` AFx(ψ)(sn),
c1, c2)..., c2), c2), c2) ∗
cpt(Γ1 ` AFx(ψ)(sj1), c11, c2) ∗ ... ∗ cpt(Γm ` AFx(ψ)(sjm), cm1 , c2) ∗
c2, where
AFx(ψ)(sjm) ∈ Γm,
Γ ′ = Γ,AFx(ψ)(s),
Γm = Γ
′, AFx(ψ)(sj0), ..., AFx(ψ)(sjm), and the shape of c
1
1, ..., c
m
1 have
no impact on the transformations of CPTs here. Note that such m ≥ 0 ex-
ists because our Kripke model is finite. So, the second condition holds im-
plies that Γ,AFx(ψ)(s) ` AFx(ψ)(s1), Γ, AFx(ψ)(s) ` AFx(ψ)(s2), ...,
Γ,AFx(ψ)(s) ` AFx(ψ)(sn) are all provable, and thus Γ ` AFx(ψ)(s) are
provable.
• (⇐) if ∀i ∈ {1, 2, ..., n}, Γ,AFx(ψ)(s) ` AFx(ψ)(si) is provable, to prove
that the second condition holds, it is sufficient to prove that
cpt(Γ ′ ` AFx(ψ)(sj), c′1, c′2) ∗ c′1 for all 1 ≤ j ≤ n and all c′1, c′2, and that
Γ ′ = Γ,AFx(ψ)(s). This is easily proved by induction on the structure of the
proof tree of Γ,AFx(ψ)(s) ` AFx(ψ)(sj).
– if φ = EGx(ψ)(s) and {s1, ..., sn} = Next(s), then for Γ ` EGx(ψ)(s),
• if EGx(ψ)(s) ∈ Γ , trivial;
• if EGx(ψ)(s) /∈ Γ , then
cpt(Γ ` EGx(φ)(s), c1, c2) ∗ c1 iff
cpt(Γ ` EGx(ψ)(s), c1, c2) 
cpt(` (s/x)ψ, cpt(Γ ′ ` EGx(ψ)(s1), c1,
cpt(...cpt(Γ ′ ` EGx(ψ)(sn), c1, c2)...)), c2) ∗
cpt(Γ ′ ` EGx(ψ)(si1), c1, cpt(...cpt(Γ ′ ` EGx(ψ)(sn), c1, c2)...)) ∗
cpt(Γ1 ` EGx(ψ)(si11), c1, cpt(...cpt(Γ1 ` EGx(ψ)(si1n1), c1, c12)...)) ∗
cpt(Γ2 ` EGx(ψ)(si1i21), c1, cpt(...cpt(Γ2 ` EGx(ψ)(si1i2n2), c1, c22)...)) ∗
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cpt(Γm ` EGx(ψ)(si1i2...im1), c1, cpt(...cpt(Γm ` EGx(ψ)(si1i2...imnm),
c1, c
m
2 )...)) ∗
cpt(Γm ` EGx(ψ)(si1i2...imim+1), c1, cpt(...cpt(Γm ` EGx(ψ)(si1i2...imnm),
c1, c
m
2 )...)) ∗ c1 iff there exists an infinite path
s, si1 , si1i2 , ..., si1i2...im , si1i2...imim+1 , ...
such that for all state s′ in this path, ` ψ(s′) is provable, where Γ ′ = Γ,EGx(ψ)(s),
Γm = Γ
′, EGx(ψ)(si1), ..., EGx(ψ)(si1i2...im), andEGx(ψ)(si1i2...imim+1) ∈
Γm. By induction hypothesis, this holds iff Γ ` EGx(ψ)(s) is provable.
• if φ = ARx, y(φ1, φ2)(s), as are both co-inductive modalities, the analysis is
analogous to EG.
• if φ = EUx, y(φ1, φ2)(s), as are both inductive modalities, the analysis is
analogous to AF .
