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ApagoreÔetai h antigraf , apoj keush kai dianom  thc paroÔsac ergasÐac, ex olokl rou
  tm matoc aut c, gia emporikì skopì. Epitrèpetai h anatÔpwsh, apoj keush kai dianom 
gia skopì mh kerdoskopikì, ekpaideutik c   ereunhtik c fÔshc, upì thn proôpìjesh
na anafèretai h phg  proèleushc kai na diathreÐtai to parìn m numa. Erwt mata pou
aforoÔn th qr sh thc ergasÐac gia kerdoskopikì skopì prèpei na apeujÔnontai proc ton
suggrafèa.
Oi apìyeic kai ta sumpersmata pou perièqontai se autì to èggrafo ekfrzoun ton
suggrafèa kai den mporeÐ na ermhneuteÐ ìti antiproswpeÔoun tic epÐshmec jèseic tou
EjnikoÔ Metsìbiou PoluteqneÐou.
Abstract
Graphics Processing Units (GPUs) have become a powerful platform, that can
provide signiﬁcant performance beneﬁts to data parallel applications. Graphic
processors are being increasingly introduced as accelerators in high performance
computing (HPC) systems due to the development of GPGPU (General-Purpose
Computation on GPUs). Furthermore, virtualization technologies are gaining in-
terest in these domains, due to their beneﬁts on server consolidation as well as the
isolation and ease of management they oﬀer. There is thus a growing need to com-
bine the beneﬁts of both ﬁelds by providing heterogeneous resources, particularly
GPUs, in virtual environments.
In this thesis we address the challenge of integrating GPGPU into virtualized
environments. We propose a mechanism that enables the execution of GPU ac-
celerated applications within Virtual Machines (VMs). Our framework consists of
two components: a user level library and a paravirtualized driver, which enables
communication with the host’s GPU driver. To validate our approach, we con-
duct experiments on a variety of GPU applications, focusing on the virtualization
overhead and the scalability of our framework.
Keywords— Graphic Processing Unit (GPU), General-Purpose Computation
on GPUs (GPGPU), Virtualization, Cloud, High Performance Computing (HPC),
CUDA, Virtio
PerÐlhyh
Oi mondec epexergasÐac grafik¸n (Graphics Processing Units - GPUs) èqoun
exeliqjeÐ se isquroÔc epexergastèc, oi opoÐoi mporoÔn na parèqoun shmantik
ofèlh se efarmogèc katllhlec gia parllhlh epexergasÐa. Oi epexergastèc
grafik¸n qrhsimopoioÔntai ìlo kai perissìtero se sust mata upologism¸n uyhl¸n
epidìsewn (High Performance Computing - HPC) exaitÐac thc anptuxhc twn up-
ologism¸n genikoÔ skopoÔ se GPUs (General-Purpose Computation on GPUs -
GPGPU). Epiplèon, oi teqnologÐec eikonikopoÐhshc kerdÐzoun èdafoc se autoÔc
touc tomeÐc, lìgw twn ofel¸n touc sthn omadopoÐhsh exuphretht¸n kaj¸c kai thn
apomìnwsh kai thn eukolÐa diaqeÐrishc pou prosfèroun. ProkÔptei epomènwc h
angkh na sunduastoÔn ta ofèlh kai twn dÔo pedÐwn me thn paroq  eterogen¸n
pìrwn, idiaÐtera mondwn epexergasÐac grafik¸n, se eikonik peribllonta.
H paroÔsa ergasÐa exetzei to z thma thc enswmtwshc pragmatopoÐhshc up-
ologism¸n genikoÔ skopoÔ se GPUs (GPGPU) se eikonik peribllonta. Pa-
rousizei ènan mhqanismì o opoÐoc epitrèpei thn ektèlesh efarmog¸n pou qrhsi-
mopoioÔn epitqunsh apì GPUs, se Eikonikèc Mhqanèc (Virtual Machines - VMs).
O mhqanismìc apoteleÐtai apì dÔo mèrh: mÐa biblioj kh epipèdou qr sth kai ènan
odhgì suskeu c (driver) o opoÐoc ulopoieÐ para-eikonikopoÐhsh, epitrèpontac thn
epikoinwnÐa me ton driver thc GPU tou host upologist . Gia thn axiolìghsh thc
epÐdoshc tou mhqanismoÔ diexgontai peirmata se plhj¸ra efarmog¸n GPU, kai
axiologeÐtai h epibrunsh sthn epÐdosh touc lìgw eikonikopoÐhshc, kaj¸c kai h
klimakwsimìthta tou sust matoc.
Lèxeic Kleidi Mondec EpexergasÐac Grafik¸n, UpologismoÐ GenikoÔ
SkopoÔ se GPUs (GPGPU), EikonikopoÐhsh, Cloud, High Performance Comput-
ing (HPC), CUDA, Virtio
EuqaristÐec
Me thn ekpìnhsh thc paroÔsac diplwmatik c ergasÐac oloklhr¸netai èna shman-
tikì keflaio thc akadhmaðk c mou poreÐac. Ja  jela na euqarist sw touc anjr¸-
pouc pou me bo jhsan sth diadrom  aut .
Arqik ja  jela na euqarist sw ton Kajhght  E.M.P. k. Nektrio KozÔrh
pou mou èdwse thn eukairÐa na gnwrÐsw ton tomèa twn upologistik¸n susthmtwn
kai th dunatìthta na asqolhj¸ me èna tìso endiafèron jèma se aut  thn ergasÐa.
Ja  jela akìmh na euqarist sw ton Lèktora k. Ge¸rgio GkoÔma kai ìla ta mèlh
tou ErgasthrÐou Upologistik¸n Susthmtwn gia tic epoikodomhtikèc suzht seic
pou od ghsan sth diamìrfwsh thc ergasÐac. 'Ena idiaÐtero euqarist¸ ofeÐlw ston
Upoy fio Didktora Stèfano Gerggelo gia thn rtia sunergasÐa mac kai th di-
ark  kajod ghsh tou gia thn ekpìnhsh thc paroÔsac diplwmatik c ergasÐac.
Tèloc ja  jela na euqarist sw thn oikogèneia mou gia thn agph kai th st rixh
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Nowadays, Graphics Processing Units (GPUs), driven by the insatiable mar-
ket demand for real-time, high-deﬁnition 3D graphics, have evolved into general-
purpose, high performance, multicore processors capable of high computation
throughput and memory bandwidth. In addition to being eﬃcient at manipulat-
ing computer graphics and image processing, their highly parallel structure makes
them well-suited to address problems that can be expressed as data-parallel com-
putations with high arithmetic intensity. As a result, GPUs are being introduced
as accelerators in order to achieve speed-ups in applications traditionally handled
by the central processing unit (CPU). This approach, known as general purpose
computation on GPUs (GPGPU), is being increasingly adopted in HPC (High
Performance Computing) applications. Research has demonstrated that computa-
tionally intensive applications from a wide range of scientiﬁc ﬁelds, such as ﬁnance
[1], chemical physics [2], weather broadcast [3], ﬂuid dynamics [4] etc. can leverage
GPUs to obtain major gains in performance. In addition to the scientiﬁc domain,
GPUs are used in software routers [5], encrypted networks [6] and database man-
agement systems [7] as well. One of the reasons general purpose computing on
GPUs has been well established is the introduction of dedicated programming en-
vironments, compilers, and libraries such as CUDA from Nvidia.
On the other hand, virtualization technology has an increasing inﬂuence on
how computational resources are used and managed. The growth in hardware
performance and the increased demand for service consolidation from business
markets, leads virtualized cloud environments to host an ever growing amount of
computations. Virtual Machines (VMs) can improve resource utilization, as sev-
eral diﬀerent customers may share a single computing node with the illusion that
they own the entire machine in an exclusive way, while providing process isolation
and ease of management. Consequently, virtualization techniques are a promising
eﬀort to run high performance software on a grid, as obtaining virtualized cloud
computational resources is an elastic, time and cost eﬃcient alternative to the tra-
ditional way of obtaining resources. With the recent advances in both virtualiza-
tion and GPU technology, there is an ever-growing need to provide heterogeneous
resources, particularly GPUs, within the cloud environment in the same scalable
and on-demand way as traditional virtualized hardware. Cloud providers are thus
facing the challenge of integrating GPGPUs into their platforms. For example,
Amazon Elastic Compute Cloud (EC2) [8] provides GPU instances as comput-
ing resources, but each client is assigned with an individual physical instance of
GPUs. Unfortunately, in the cloud context I/O virtualization suﬀers from poor
performance, due to the overhead incurred by indirect access to physical resources
and the need to multiplex the application’s access to I/O resources. Virtualization
and sharing of GPU hardware face additional challenges due to the character-
istics of graphic processing units that do not enable preemptive scheduling and
time-sharing capabilities.
1.2 Thesis Contribution
In this thesis we propose an eﬃcient approach to expose GPGPU capabilities
in virtual machines. We present the design and implementation of a framework
that enables applications executing in virtual environments, to accelerate their
performance exploiting GPU resources. By using our framework, multiple VMs
co-located in the same host computer can share physical GPU resources. As a
proof of concept we target the virtualization of CUDA-enabled GPUs by enabling
applications developed using the CUDA platform to execute within VMs. Our
approach employs paravirtualization techniques and uses a split driver model. It
consists of a user-level library, a frontend driver located at the guest OS and a
backend driver implemented at the hypervisor. The framework’s architecture is
shown in Figure 1.1.
In summary, the main contributions of our work are:
• We propose an eﬃcient GPU virtualization framework that enables GPGPU
applications to execute within VMs, and implements GPU resource sharing
among co-located VMs.
• We maintain CUDA Runtime binary compatibility, so that existing applica-





Figure 1.1: The framework’s architecture
• We categorize GPU accelerated applications based on their computation and
memory access proﬁle and discuss which types applications could beneﬁt by
using our framework.
Our performance evaluation shows that our framework achieves low virtualization
overhead, making GPU accelerated applications executing within VMs competitive





2.1 From Single Core to Heterogeneous Systems
2.1.1 Moore’s Law
The evolution of computer systems has been tightly associated with the pursuit
of processing power. Today’s personal computers have many times more pro-
cessing power than the ﬁrst supercomputers, introduced in the 1970s. Moreover,
modern supercomputers perform millions of times more ﬂoating-point operations
per second than their ﬁrst predecessors. Considering that this milestone has been
reached in a little over three decades, it is evident that the evolution of comput-
ers in terms of processing power has been exponential. Intel co-founder Gordon
Moore ﬁrst made this famous observation in 1965. He stated that the number of
components in integrated circuits was doubling every 12 months and projected this
rate of growth would continue for at least another decade. The doubling of the
number of components is generally interpreted as the doubling of processing power.
This prediction has been proven accurate for several decades as Moore’s law
has been used in the semiconductor industry to guide long-term planning and to
set targets for research and development. The exponential improvement that the
law describes has transformed the ﬁrst personal computers of the 1970s, with pro-
cessing speed of a few kHz, to todays supercomputer, many-core smartphones and
Internet of Things devices.
2.1.2 Single Core Systems
The ﬁrst computing systems implemented the von Neumann architecture and
processed information serially using a single processing core. For about three
decades, advancements in hardware technology followed Moore’s law allowing com-
puting systems to increase their performance. The ever growing number of tran-
sistors was used to achieve instruction level parallelism (ILP) through technologies
such as branch prediction, out of order execution and superscalar architectures as
well as building larger caches and more cache levels. Programmers could bene-
ﬁt from architecture improvements and application’s performance increased at no
programming cost.
2.1.3 Multicore Systems
Another important eﬀect that contributed to the evolution of single core pro-
cessors was Dennard Scaling. This scaling law stated that as transistors become
smaller their power density remains constant, so that smaller transistors requires
less voltage and lower current. As a result, as the size of the transistors shrunk
and the voltage was reduced, manufacturers were able to raise clock frequencies
without signiﬁcantly increasing overall circuit power consumption. However, since
around 2005 Dennard Scaling appears to have broken down. While transistor
count in integrated circuits is still growing, improvements in performance through
frequency increases have become challenging due to increased heat and energy
costs.
The failure of Dennard scaling led CPU manufacturers to focus on increas-
ing the number of cores on chips as an alternative way to improve performance.
Multicore systems enabled performance improvements through parallel processing,
solving a problem by dividing it in multiple tasks which can execute simultane-
ously on multiple processors. The increase in processing power through multicore
systems is more challenging to beneﬁt from, since programmers need to develop
parallel software that exploits the multicore architecture.
Based on the number of instructions and data streams that can be processed
simultaneously, parallel systems can be classiﬁed into four categories:
• Single Instruction Single Data (SISD): A SISD computing system is
a traditional uniprocessor machine. Such a sequential computer exploits no
parallelism in either the instruction or data streams.
• Single Instruction Multiple Data (SIMD): A SIMD computing sys-
tem is a multiprocessor machine capable of executing the same instruction
on multiple cores, operating on diﬀerent data streams. Example of SIMD
systems are array processors and graphics processing units.
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• Multiple Instruction Single Data (MISD): A MISD computing system
is a multiprocessor machine capable of executing diﬀerent instructions on
multiple cores, all operating on the same data set. This architecture is
uncommon and is generally used for fault tolerance.
• Multiple Instruction Multiple Data (MIMD): A MIMD computing
system consists of multiple autonomous processors simultaneously executing
diﬀerent instructions on diﬀerent data. MIMD architectures include multi-
core processors and distributed systems.
Multicore architectures are categorized into shared memory and distributed
memory systems based on how processing cores are coupled to the main memory.
Shared Memory
In the shared memory model all processing cores are connected to a single
global memory which they can access. Communication between cores takes place
through the shared memory, since modiﬁcation of the data by one core is visible
to all other cores. This model enables fast and uniform data sharing between tasks
due to the proximity of memory to CPUs. Global address space also oﬀers ease
of programming. However this approach suﬀers form lack of scalability. Adding
more CPUs can geometrically increase traﬃc on the shared memory-CPU path as
well as traﬃc associated with cache coherence.
Based on memory access times, shared memory architectures can be classiﬁed
into two categories:
• Uniform Memory Access (UMA): All processors share the physical
memory uniformly and access time to a memory location is independent
of which processor makes the request or which memory chip contains the
transferred data.
• Non-Uniform Memory Access (NUMA): Each processor has its own
local memory and can also access memory owned by other processors. Mem-
ory access time in this model depends on the memory location relative to
the processor, since processors can access their local memory faster than
non-local memory. The NUMA architecture was designed to surpass the
scalability limits of the UMA architectures. It alleviates the bottleneck of
multiple processors competing for access to the shared memory bus.
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Distributed Memory
In the distributed memory model all processing cores have their own local
memory and computational tasks operate only on local data. If remote data are
required, the computational task needs to communicate with one or more remote
processors. Communication between cores takes place through the interconnection
network. The distributed memory model achieves high scalability, since memory
can increase proportionally to the the number of processor, as well as cost eﬀec-
tiveness, since commodity processors and networking infrastructure can be used to
build such systems. Moreover, each processor can rapidly access its local memory
without the overhead incurred by global cache coherence operations. On the other
hand, programming is more challenging as developers are responsible for details
associated with communication between processors.
2.1.4 Heterogeneous Systems
By the end of 2010, multicore processors had entered the mainstream of af-
fordable computing. Nearly all new desktop computers used dual-core and even
quad-core processors. Meanwhile, advances in semiconductor technology led GPUs
to grow in sophistication and complexity. Those developments gave rise to hetero-
geneous computing systems. Heterogeneous architectures use more than one kind
of processor (CPUs, GPUs, FPGAs etc.) and gain performance not just by adding
cores, but also by incorporating specialized processing capabilities of each kind of
processor to handle particular tasks.
GPUs are widely used in heterogeneous systems. They have vector processing
capabilities that enable them to perform parallel operations on very large sets of
data at lower power consumption, relative to the serial processing of similar data
sets on CPUs. While their value was initially derived from their ability to improve
3D graphics performance by oﬄoading graphics from the CPU, they are becom-
ing increasingly attractive for general purpose computations, such as addressing
data parallel programming tasks. CPU-GPU systems can cooperate so that math-
ematically intensive computations are oﬄoaded to GPUs while CPUs can run the
operating system and perform traditional serial tasks.
Another kind of processors used in heterogeneous computing systems are co-
processors. An example of such systems is the Intel Many Integrated Core (MIC)
architecture which contains the Intel Xeon Phi coprocessor. The Intel Xeon Phi
coprocessor is primarily composed of processing cores, caches, memory controllers
and a high bandwidth ring interconnect. The coprocessor is connected to an Intel
Xeon ’host’ processor, through a bus and runs a Linux operating system. Thus,
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users can connect to the access as a network node and directly run individual
jobs as well as execute heterogeneous applications where a part of the application
executes on the host while a part executes on the coprocessor.
Modern smartphone and tablet market has created the need for high perfor-
mance combined with low power consumption. ARM big.LITTLE heterogeneous
architecture has been designed to address theses requirements. This architecture
uses two types of processors. ’LITTLE’ processors are designed for maximum
power eﬃciency while ’big’ processors are designed to provide maximum compute
performance. Using this technology, each task can be dynamically allocated to a
’big’ or ’LITTLE’ core depending on the instantaneous performance requirement
of that task. Typically, only one side is active at once, but since all cores have ac-
cess to the same memory areas, workload can be swapped from ’big’ to ’LITTLE’
and back on the ﬂy.
2.2 General Purpose Computing on GPUs
2.2.1 Graphics Processing Units
A Graphics Processing Unit (GPU) is a single-chip processor that performs
rapid mathematical calculations, primarily for the purpose of rendering images.
In the early days of computing, the central processing unit (CPU) used to perform
these calculations. As more graphics-intensive applications were developed, their
demands degraded performance of CPU. GPU was introduced as a way to oﬄoad
those tasks from the CPU, freeing up its processing power. Nvidia introduced
the ﬁrst GPU, GeForce 256, in 1999. This GPU model could process 10 million
polygons per second and had more than 22 million transistors. ATI Technologies
released the Radeon 9700 in 2002 using the term visual processing unit (VPU).
Over the past few years there has been a signiﬁcant increase in performance and
capabilities of GPUs due to market demand for more sophisticated graphics.
Nowadays, GPUs are widely used in embedded systems, mobile phones, per-
sonal computers, and game consoles. Modern GPUs are very eﬃcient at manipu-
lating graphics as well as in image processing. Furthermore, their highly parallel
structure makes them more eﬀective than general-purpose CPUs for algorithms
where processing of large blocks of data is done in parallel. As a result, a large dis-
crepancy in ﬂoating-point capability between the CPU and the GPU was emerged.
The main reason is that GPUs are specialized for compute-intensive, highly par-
allel computation and therefore designed such as more transistors are devoted to
data processing rather than data caching and ﬂow control, as is the case for the
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CPU. More speciﬁcally, GPU is especially well-suited to address problems that
can be expressed as data-parallel computations with high arithmetic intensity.
Because the same program is executed in each data element, there is a lower re-
quirement for sophisticated ﬂow control. Memory access latency can be hidden
with calculations instead of big data caches. GPUs can therefore be considered
as general-purpose, high-performance, many-core processors capable of very high
computation and memory throughput.
2.2.2 GPGPU Programming Interfaces
General purpose computing on GPUs is the term referring to the use of graphics
processing units, which typically handle computation only for computer graphics,
to perform computation in applications traditionally handled by central process-
ing units (CPUs). GPGPU is used in a variety of applications such as physics
calculations, encryption/decryption, scientiﬁc computations and the generation of
crypto currencies such as Bitcoin. CUDA (Compute Uniﬁed Device Architecture)
[9] and OpenCL (Open Computing Language) [10] are two widely used interfaces
oﬀering general-purpose computing capabilities on GPUs. Both present similar
features but through diﬀerent programming interfaces.
OpenCL, developed by the Khronos Group, is an open standard for cross-
platform, parallel programming on heterogeneous platforms consisting of central
processing units (CPUs), GPUs, digital signal processors (DSPs), ﬁeld-programmable
gate arrays (FPGAs) and other processors or hardware accelerators. OpenCL spec-
iﬁes a C-like language that enables development of applications that execute on
these platforms, and deﬁnes an API that allows programs running on the host to
launch functions (kernels) on the compute devices and manage device memory.
CUDA is a parallel computing platform and application programming interface
(API) introduced by Nvidia. It allows software developers to use CUDA-enabled
GPUs for general purpose processing. The CUDA platform is accessible to de-
velopers through libraries, compiler directives such as OpenACC and extensions
to programming languages including C, C++ and Fortran. It also supports other
computational interfaces, such as OpenCL.
CUDA oﬀers two programming interfaces: (1) the Runtime API and (2) the Driver
API
• The Runtime API is a high-level interface that provides a set of routines and
language extensions and oﬀers implicit initialization, context and module
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management.
• The Driver API is a low-level interface that oﬀers an additional level of con-
trol by exposing lower level concepts such as CUDA contexts, the analogue
of host processes for the device, and CUDA modules, the analogue of dynam-
ically loaded libraries for the device. However, using the Driver API requires
more code and eﬀort to program and debug.
Figure 2.1 shows CUDA software stack. Most applications do not use the
Driver API, as they do not need the additional level of control, and use the Run-





Figure 2.1: CUDA Software Stack
At the core of the CUDA programming model there are three key abstractions,
a hierarchy of thread groups, shared memories, and barrier synchronization. From
the view of software developers the execution model is a collection of threads run-
ning in parallel. A block is a group of threads executing on a single multiprocessor
and dividing its resources equally amongst themselves. Blocks are organized into
a one-dimensional, two-dimensional, or three-dimensional grid of thread blocks as
illustrated in Figure 2.2.
A problem is partitioned into coarse sub-problems that can be solved inde-
pendently in parallel by the blocks of threads, and each sub-problem into ﬁner
pieces that can be solved cooperatively in parallel by all threads within the block.
CUDA extends the C/C++ programming languages by allowing programmers to
deﬁne functions (kernels) that, when called, are executed on each thread in paral-
lel. Each thread and block is given a unique ID that can be accessed within the
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Figure 2.2: Grid of Thread Blocks
thread during its execution, allowing it to perform the kernel task on diﬀerent set
of data.
CUDA exposes its features through a runtime library as well as a set of lan-
guage extensions. These language extensions allow programmers to deﬁne device
functions (kernels), conﬁgure and execute them on CUDA-enables GPUs. Exten-
sions include function type qualiﬁers that specify whether a function executes on
the host or the device and whether it can be called from the host or the device,
variable type qualiﬁers, that specify the memory location of a variable on the
device and build-in variables, that specify dimensions and indices for the GPU’s
multiple cores. Kernels are conﬁgured and launched using the execution conﬁgu-
ration extension, denoted with the <<<...>>> syntax. A function declared as:
__global__ void Func ( f l o a t * parameter ) ;
is called using:
Func<<< Dg , Db, Ns >>>(parameter ) ;
where Dg speciﬁes the dimension and size of the grid, Db the dimension and size of
each thread block and Ns the number of bytes in shared memory that is allocated
for this call.
Each thread that executes the kernel is given a unique thread ID that is ac-
cessible within the kernel through the built-in threadIdx variable. ThreadIdx is
a 3-component vector, so that threads can be identiﬁed using a one-dimensional,
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two-dimensional, or three-dimensional thread index, forming a one-dimensional,
two-dimensional, or three-dimensional block of threads, called a thread block. This
provides a natural way to invoke computation across the elements in a domain such
as a vector, matrix, or volume.
When executing CUDA programs the GPU operates as co-processor to the
main CPU. GPU handles the core processing on large quantities of parallel in-
formation while CPU organizes, interprets, and communicates information. CPU
manages data transfers between host and device memory and initiates work on
GPU. A typical CUDA application’s ﬂow is: First allocate required buﬀers in
device memory and copy input data from host to device. Then setup execution
conﬁguration and trigger execution on the GPU and, ﬁnally, copy back the results
to the host memory.
The following sample code adds two vectors A and B of size N and stores the
result into vector C:
__global__ void VecAdd( f l o a t * A, f l o a t * B, f l o a t * C)
{
i n t i = blockDim . x * b lock Idx . x + threadIdx . x ;
i f ( i < N) C[ i ] = A[ i ] + B[ i ] ;
}
i n t main ( )
{
i n t i ;
f l o a t a [N] , b [N] , c [N] , *dev_a , *dev_b , *dev_c ;
s i z e_t s i z e = N* s i z e o f ( i n t ) ;
cudaMalloc ( ( vo id **)&dev_a , s i z e ) ;
cudaMalloc ( ( vo id **)&dev_b , s i z e ) ;
cudaMalloc ( ( vo id **)&dev_c , s i z e ) ;
f o r ( i =0; i<N; i++) {
a [ i ] = i ;
b [ i ] = 2* i ;
}
cudaMemcpy (dev_a , a , s i z e , cudaMemcpyHostToDevice ) ;
cudaMemcpy (dev_b , b , s i z e , cudaMemcpyHostToDevice ) ;
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VecAdd<<<1, N>>>(A, B, C) ;
cudaMemcpy ( c , dev_c , s i z e , cudaMemcpyDeviceToHost )
cudaFree ( dev_a ) ;
cudaFree ( dev_b ) ;
cudaFree ( dev_c ) ;
r e tu rn 0 ;
}
Source ﬁles of CUDA applications contain both host and device code. More
speciﬁcally, they contain language extensions and device functions that need to
be compiled with the NVCC compiler. NVCC separates device code from host code
and compiles the device code into an assembly form of CUDA instruction set
architecture (PTX code) or binary form (cubin objects). Host code is modiﬁed by
replacing the execution conﬁguration extension (<<<...>>>) with the necessary
runtime function calls to load and launch each compiled kernel from the PTX code
or cubin object. This procedure is illustrated in Figure 2.3. Device code is loaded
from cubin or PTX ﬁles either during initialization from the runtime or explicitly
using the Driver API.











Figure 2.3: Compilation Output
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2.3 Virtualization
Software and hardware are traditionally intertwined and inseparable from one
another. Traditionally, an application executes on a particular processor, utilizes
a speciﬁc range of physical memory on the host computer, resides on a speciﬁc disk
drive and communicates using speciﬁc I/O ports. This results in resource conﬂicts
and performance issues when multiple workloads compete for the same physical
resources. Virtualization, breaks this relationship between the physical hardware
and the logical resources needed for an application’s execution by creating a layer
of abstraction between a workload and its underlying hardware.
Virtualization roots are traced back to the 1960s when IBM Watson Research
Center worked on the M44/44X Project, which had the goal to evaluate the emerg-
ing concept of time sharing systems. A number of ground breaking virtualization
concepts were implemented in the M44/44X project including partial hardware
sharing, memory paging and time sharing. The M44/44X project is generally
accredited with the ﬁrst use of the term virtual machine. The existence of virtu-
alization as a concept went largely unremarked for the nearly two decades of the
rise of client/server on x86 platforms.
The term virtualization refers to the act of creating a virtual version of a de-
vice or resource, such as a server, operating system, storage device or network
resources. Devices, applications and users are able to interact with the virtual
resource as if it was a real single logical resource. Virtualization is applied to a
wide range of system layers, including system-level virtualization, hardware-level
virtualization and application virtualization.
Hardware virtualization refers to the abstraction of computing resources from
the software that uses those resources. Hardware virtualization installs a hypervi-
sor or virtual machine manager (VMM), which creates this abstraction layer and
manages the underlying hardware. Once a hypervisor is in place, software relies
upon virtual representations of the computing components. Virtualized resources
can be utilized be isolated instances called virtual machines (VMs) where operat-
ing systems and applications can be installed.
2.3.1 Virtual Machine
A virtual machine (VM) can be deﬁned an operating system or application
environment that is installed on software which imitates dedicated hardware. The
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end user has the same experience on a virtual machine as they would have on
dedicated hardware. The hypervisor emulates the host’s CPU, memory, hard
disk, network and other hardware resources, enabling virtual machines to share
resources. Virtual machines are separated into two classes: (1) system virtual
machines and (2) process virtual machines.
• System virtual machines provide a complete system platform simulating the
complete system hardware stack and supporting the execution of complete
operating systems. They usually emulate an existing architecture, and are
built with the purpose of either providing a platform to run programs where
the real hardware is not available for use, or having multiple instances of
virtual machines leading to more eﬃcient use of computing resources.
• A process virtual machine adds a layer over an operating system simulating
the programming environment for the execution of an individual process. It is
created when the process is started, runs as a normal application on the host
OS and is destroyed when it exits. Virtual machines of this class are usually
closely suited a programming language and their purpose is to provide a
platform-independent programming environment that abstracts away details
of the underlying hardware or operating system, therefore allowing a program
to execute in the same way on any platform. A popular example of this type
of VM is the Java Virtual Machine.
2.3.2 Hypervisor
A hypervisor or virtual machine monitor (VMM) is a piece of software that
allows a single computer to support multiple, identical execution environments. It
enables the creation and management of virtual machines. Multiple instances of
diﬀerent operating systems executing on virtual machines may share the virtualized
hardware resources. Hypervisors can be classiﬁed into three types:
• Type-0 hypervisors which are a hardware feature and can run multiple guest
operating systems, each in a separate hardware partition. This type of VMM
is encoded in the ﬁrmware and loaded at boot time. It splits a system sepa-
rate virtual systems, each with dedicated CPUs, memory, and I/O devices.
Guest operating systems in a type-0 hypervisor are native operating systems
with a subset of hardware made available to them.
• Type-1 or bare-metal hypervisors which run directly on top of hardware.
They are special-purpose operating systems that run natively on the hard-
ware, but rather than providing system calls and other interfaces for running
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programs, they create, run and manage guest operating systems. Type-1 hy-
pervisors provide better performance and greater ﬂexibility because they op-
erate as a thin layer designed to expose hardware resources to VMs, reducing
the overhead required to run the hypervisor itself.
• Type-2 or hosted hypervisors which are installed as a software application on
an existing operating system. They support guest virtual machines by coor-
dinating calls for CPU, memory, disk, network and other resources through
the physical host’s operating system.
2.3.3 Beneﬁts
Virtualization technology oﬀers multiple beneﬁts and has become widely adopted
in the information technology industry. Most of these advantages are fundamen-
tally related to the ability to run several diﬀerent execution environments while
sharing the same hardware.
A major advantage of virtual machines in data center use is system consolida-
tion. A typical non-virtualized server usually achieves low utilization but, due to
virtualization, multiple lightly used systems can be run in virtual machines on the
same host system creating a more heavily used system. As a result, virtual ma-
chines can be hosted on fewer physical servers, leading to lower costs for hardware
acquisition, maintenance, energy and cooling system usage.
Apart from resource utilization, virtualization can improve resource manage-
ment as well. Most hypervisors implement live migration allowing a running vir-
tual machine to move from one physical server to another without interrupting
its operation or active network connections. This feature creates ﬂexibility by de-
coupling workloads from the hardware and allowing load balancing. If a server is
overloaded, live migration can free resources on the host while not disrupting the
guest. Similarly, when host hardware must be repaired or upgraded, guests can
be migrated to other servers, and then migrated back, after the host maintenance
is complete.
Virtualized environments also facilitate creation and management of virtual
machines. Unlike conventional systems that need an operating system, device
drivers and application ﬁles in order to operate, a VM exists as a single ﬁle that
can be created and duplicated as needed. This enables creating snapshots of vir-
tual machines’ state periodically and storing them. Using those snapshots recovery
time after a system failures is accelerated as crashed VMs can be quickly reloaded.
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Another advantage of virtual machines is that it facilitates operating system
testing and development. Operating systems are complex programs, and as a re-
sult a change in one part may cause bugs in other parts. Because the operating
system executes in kernel mode, a bug could cause the entire system to crash. Fur-
thermore, because the operating system controls the entire machine, the system
is unavailable to users while changes are made and tested. When system develop-
ment is performed on virtual machines those problem are overcome as the system
can be reverted to a previous state after a severe crash simply copying a virtual
image. System operation is disrupted only when a completed and tested change is
ready to be put into production.
Virtualization has laid the foundation for important advances in computer fa-
cility implementation, management, and monitoring. Cloud computing, in which
resources such as CPU, memory, and I/O are provided as services to customers
using Internet technologies, is made possible by virtualization. By using APIs,
programs can create thousands of VMs, using a cloud computing facility, all run-
ning a speciﬁc guest operating system and application, which others can access via
the Internet. This functionality is used by many multiuser games, photo-sharing
sites and other web services.
2.3.4 Virtualization Techniques
Trap-and-Emulate
Operating systems provide diﬀerent levels of access to resources. They of-
fer hierarchical protection mechanisms (protection rings) in order to protect data
and functionality from faults and malicious behavior. This is generally hardware-
enforced by some processor architectures that provide diﬀerent CPU modes at the
hardware level. Typical systems oﬀer two modes: (1) user mode and (2) kernel
mode. In user mode the executing code has no ability to directly access hardware
or reference memory, while in kernel mode the executing code has complete and
unrestricted access to the underlying hardware.
A virtual machine which runs on a dual-mode system can execute code only
in user mode. However, just as a physical machine, the virtual machine has two
modes, a virtual user mode and a virtual kernel mode, both of which execute in
physical user mode. Operations such as system calls, interrupts and privileged
instructions that cause transfer from user to kernel mode on a physical machine
must also cause this transfer in a virtual machine.
In the trap-and-emulate method, when the guest kernel attempts to execute
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a privileged instruction, an error occurs because the system is in user mode and
causes a trap in the physical machine. The VMM gains control, emulates the
action that was attempted by the guest kernel on behalf of the guest and returns
control to the virtual machine. Using this approach, non-privileged instructions
run natively on the hardware providing the same performance, while privileged
instructions can decrease performance of the guest system.
Figure 2.4: Trap-and-Emulate Implementation
Binary Translation
Some CPUs do not have a clean separation of privileged and non-privileged
instructions, making the implementation of the trap-and-emulation method chal-
lenging. Apart from privileged and non-privileged instruction there is a set of
instructions, referred to as special instructions, that can execute both in user and
in kernel mode with diﬀerent behavior. No trap is generated when those instruc-
tions are executed in user mode rendering the trap-and-emulate procedure useless.
This problem can be overcome using the binary translation technique. In binary
translation, when guest virtual CPU (VCPU) is in user mode, the guest can run
its instructions natively on a physical CPU. When guest VCPU is in kernel mode,
the VMM examines every instruction the guest executes in virtual kernel mode
by reading the next few instructions that the guest is going to execute, based
on guest’s program counter. Special instructions are translated into a new set
of instructions that perform the equivalent task while other instructions are run
natively. Binary translation is implemented by reading guest binary instructions
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dynamically from the guest and generating native binary code that executes in
place of the original code. Performance is improved using a translator cache where
the replacement code for each instruction that needs to be translated is cached.
All later executions of that instruction are fetched from the translation cache and
do not need to be translated again.
Hardware Assistance
Eﬃciently implementing virtualization is not possible without some level of
hardware support. Hardware-assisted virtualization is a platform virtualization
approach that enables eﬃcient full virtualization using help from hardware capa-
bilities implemented in modern processors. Those CPUs deﬁne two new modes
of operation, host and guest. The VMM can enable host mode, deﬁne the char-
acteristics of each guest virtual machine, and then switch to guest mode, passing
control of the system to a guest operating system. When the guest tries to ac-
cess a virtualized resource, then control is passed to the VMM to manage that
interaction. In addition, CPUs include memory management enhancements and
hardware-assisted DMA technologies.
Paravirtualization
Paravirtualization diﬀers from other virtualization approaches because it does
not aim to give the system the impression that it is running on physical hardware.
It instead presents the guest with a system that is similar but not identical to
the native. Paravirtualization does not require virtualization extensions from the
host CPU and thus enables virtualization on hardware architectures that do not
support hardware-assisted virtualization. However, guests require kernel support
and modiﬁed device drivers in oder to support this technique. This approach ac-
complishes more eﬃcient use of resources and a thinner virtualization layer.
The Xen hypervisor, has implemented several paravirtualization techniques in
order to optimize performance of both host and guest systems. Xen implements
a diﬀerent approach from other VMMs which present to guests virtual devices
that appear to be real devices. Instead it presents device abstractions that allow
eﬃcient I/O, implementing communication between the guest and the hypervisor.
For each device used by each guest, there is a circular buﬀer shared by the guest
and the hypervisor via shared memory.
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2.3.5 QEMU - KVM
Kernel-based Virtual Machine (KVM) [?] is a full virtualization solution for
Linux on x86 hardware containing virtualization extensions. It is a Linux subsys-
tem which leverages these virtualization extensions to add hypervisor capability
to Linux. Using KVM, one can create and run multiple virtual machine.
KVM is structured as a Linux character device, exposing a /dev/kvm device
node which can be used by userspace programs to create and run virtual machines
through a set of system calls. Operations provided by /dev/kvm include creation
and memory allocation to a new virtual machine, reading and writing virtual CPU
registers as well as injecting an interrupt into a virtual CPU.
QEMU [11] is an open source machine emulator. It can run an unmodiﬁed
target operating system and all its applications in a virtual machine. It has two
operating modes: user mode emulation and computer emulation. In user mode
emulation, QEMU can run OSes and programs made for one machine (e.g. an
ARM board) on a diﬀerent machine by using dynamic translation. When used as
a machine emulator, QEMU emulates a full computer system and can be used to
provide virtual hosting of several virtual computers on a single computer. QEMU
can make use of KVM when running a target architecture that is the same as the
host architecture.
The primary usage of QEMU is to run one operating system on another. QEMU
is used for debugging as well, since virtual machines can be easily stopped, and
their state can be inspected, saved and restored. Moreover, speciﬁc embedded
devices can be simulated by adding new machine descriptions and new emulated
devices.
Each virtual machine that runs using QEMU is an individual QEMU process
on the host system. The guest’s RAM is mapped in the QEMU process’ address
space and acts as the physical memory for the guest. KVM allows QEMU to
execute guest code directly on the host CPU. In order to execute guest code, a
QEMU process opens /dev/kvm and issues the KVM_RUN ioctl(). When the guest
accesses a hardware device register, halts the guest CPU, or performs other special
operations, the ioctl() returns to QEMU. Then QEMU can emulate the desired
outcome or wait for a guest interrupt in the case of a halted guest CPU. The basic
ﬂow of a guest CPU is as follows:
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open (”/ dev/kvm”)
i o c t l (KVM_CREATE_VM)
i o c t l (KVM_CREATE_VCPU)
f o r ( ; ; ) {
i o c t l (KVM_RUN)
swi tch ( ex i t_reason ) {
ca s e KVM_EXIT_IO: /* . . . */




Paravirtualization is a common technology used to virtualize I/O devices. It
enables low overhead I/O device virtualization providing eﬃcient communication
between host and guest. In this approach virtual hardware is optimized for the
virtualization layer and exposes a software interface to the guest, which is sim-
ilar but not identical to that of the underlying hardware. It is implemented by
creating communication channels between hypervisor and guest operating system.
Paravirtualized frontend drivers post I/O requests to backend drivers directly,
with minimal overhead. To address the issue of having a uniﬁed model for those
paravirtualized drivers across diﬀerent virtualization systems, virtio [12] has been
proposed. Virtio provides a standardized interface for the development of virtual-
ized devices, as well as a mechanism to support guest-to-hypervisor communica-
tion.
Using the interface deﬁned in virtio, guest drivers communicate with the hy-
pervisor by pushing data buﬀers to a shared queue. The guest posts request
buﬀers, which are processed by the backend to produce corresponding responses.
Virtio deﬁnes a virtual queue interface that can be used for guest-to-hypervisor
communication. Speciﬁcally, it implements a shared ring buﬀer mechanism that
enables guests to post buﬀers which host can consume. Each shared ring has a
callback function associated with it, which is called when the hypervisor consumes
the buﬀers. The communication scheme is shown in Figure 2.5. Using the virtio
data transport interface, frontend drivers can enqueue buﬀers to the shared ring
and notify the hypervisor. They can then either poll or wait to be notiﬁed when
results become available through a virtual interrupt. Frontend virtio drivers, in-







Figure 2.5: Data Transport Mechanism
Linux kernel. Additionally, backend virtio drivers have been implemented for the
QEMU software. Those implementations use a data transport channel and a con-
trol mechanism which we also use in our approach.
The interface through which frontend and backend drivers communicate is
implemented using the virtqueue struct. A virtqueue is a shared ring into
which buﬀers are posted by the guest for consumption by the host. Each buﬀer
is a scatter-gather array consisting of readable and writable parts. The frontend
driver can enqueue requests destined for the backend, in the form of a scatter-
gather list. The buﬀer abstraction is implemented using a struct scatterlist
array. The array contains out entries describing data destined for the backend
driver, as well as in entries for that driver to store data to return to the frontend
driver. Virtio provides a set of functions that enable the guest driver to use the
virtqueue struct in order to communicate with the hypervisor:
s t r u c t v i r tqueue_ops {
i n t (* add_buf ) ( s t r u c t v i r t queue *vq ,
s t r u c t s c a t t e r l i s t sg [ ] ,
uns igned i n t out_num ,
uns igned i n t in_num ,
vo id * data ) ;
vo id (* k i ck ) ( s t r u c t v i r t queue *vq ) ;
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void *(* get_buf ) ( s t r u c t v i r t queue *vq , uns igned i n t * l en ) ;
vo id (* d i sab le_cb ) ( s t r u c t v i r t queue *vq ) ;
boo l (* enable_cb ) ( s t r u c t v i r t queue *vq ) ;
vo id *(* detach_unused_buf ) ( s t r u c t v i r t queue *vq ) ;
} ;
The basic operation is add_buf() which exposes buﬀers to the hypervisor.
The backend driver is notiﬁed via the kick() call to start processing the buﬀers.
When processing is completed, the guest calls the get_buf() function to retrieve
the buﬀers containing results. Polling is supported as get_buf() can be called at
any time, returning NULL no results are available. Guest driver can disable further
callbacks using disable_cb. Finally, the detach_buf() to detach the ﬁrst unused




In this chapter we describe our approach’s architecture and analyze how virtual-
ization and sharing of the GPU device is accomplished. We design our framework
using a paravirtualization approach and employ API redirection in order to enable
CUDA application to execute within VMs. The system consists of three software
modules: a user level library, a frontend driver located at the guest OS and a
backend that represents a virtual CUDA device. We accomplish virtualization by
intercepting library calls and redirecting their arguments to the frontend driver.
They are afterwards transfered to the backend through a communication channel
and executed on the host. Results are eventually returned to the guest. GPU
resource sharing is implemented by multiplexing execution requests at the back-
end side. Future work includes implementing a GPU resource management system
that enables scheduling of execution requests posted by multiple guests. Data and
control paths are depicted in Figure 3.1. Solid lines represent control path, while
dashed lines represent data path.
3.1 Library
CUDA applications access GPU resources through routine calls as well as exten-
sions to the C programming language. Routine calls are implemented in libraries
provided by the CUDA SDK. Moreover, language extensions are replaced at com-
pile time by internal function calls, not exposed to the programmer. Using our
framework, CUDA applications developed with the Runtime API remain binary
compatible since we expose the same interface in our library. In order to imple-
ment Runtime API routines in our library, we transfer routine arguments to the























Figure 3.1: Data and Control Path
When a CUDA library call is made by an application (5a), we intercept the
arguments, pack them to an execution request among with other required data,
such as CUDA contexts, stored by the library, and forward the request to the fron-
tend driver through an ioctl() system call (5b). When the system call returns,
we unpack the results and return them to the calling process. Furthermore, we
accomplish virtualization of the kernel launch syntax (<<<...>>>) by implement-
ing the internal routines which replace the extension in our library. We intercept




We design the frontend driver as the intermediate component which forwards
execution requests from guest to backend. We implement the frontend driver as a
kernel module loaded to the guest Linux kernel. When a library routine makes an
ioctl() call (5b), the frontend driver handles it by performing appropriate mem-
ory allocations and copying the intercepted arguments from user space to kernel
space (5i). It then uses the data transport mechanism described in Chapter 2 to
make a request to the virtual CUDA device (5c). When processing is complete,
the frontend driver copies results back to user space.
We implement two approaches for the mechanism which awaits results from the
virtual device, a polling based and an interrupt based. In the former approach the
driver repeatedly checks if a buﬀer has been pushed to the shared ring buﬀer by
the backend, while in the latter one the process’ state is changed to interruptible
sleep, until a virtual interrupt is received, indicating that a buﬀer has been pushed
to the shared ring. The interrupt handler then pops the buﬀer from the ring and
wakes up the process. We perform evaluation of the aforementioned implementa-
tions regarding their performance and CPU utilization.
We enable communication between frontend and backend utilizing the previ-
ously described data transport mechanism. More speciﬁcally, we issue execution
requests to the virtual CUDA device by pushing buﬀers to the shared ring buﬀer
and notifying the backend. This communication mechanism introduces a limita-
tion. Each data buﬀer has to be allocated in a physically contiguous way, which
is not always feasible, especially in large data transfers. This is a limiting issue in
the case of data copies between host and device memory. We therefore develop a
mechanism which falls back to a scatter-gather technique with smaller physically
contiguous buﬀers, in case the required memory cannot be allocated contiguously.
The backend can then access each piece of memory and reconstruct the original
buﬀer.
Moreover, we implement GPU resource sharing among processes executing con-
currently in the same virtual machine. We accomplish it by enabling co-executing
processes to access the shared ring buﬀer concurrently using a synchronization
scheme. Each process can independently push requests to the ring buﬀer and wait
for them to be processed.
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3.3 Virtual CUDA Device
We design the backend part of the framework as a dispatcher which handles ex-
ecution requests from multiple co-located VMs. We implement the virtual CUDA
device as a QEMU PCI device. The backend component operates as a request han-
dler, receiving requests for routine execution as well as the required arguments and
executing them in the host environment. The backend can directly access buﬀers
provided through the data transport mechanism, without copying them. This is
possible since the guest’s physical address space is accessible from the QEMU pro-
cess’ virtual address space through a translation mechanism. When an execution
request is received, we decode it, retrieve required arguments and trigger execution
on the GPU (5d).
We eventually handle execution requests at the backend by executing appro-
priate CUDA Driver API routines. We choose the approach of implementing the
Runtime API using Driver API routines, since the Driver API allows explicit con-
text and module management. Explicitly managing module loading and CUDA
context switching is required in order to implement GPU resource sharing. We
ensure isolation and protection among CUDA applications by switching the CUDA
context associated with the calling process to the current one before issuing routine
execution, since each CUDA context has its own unique address space. When ex-
ecution is completed, we push buﬀers representing execution results to the shared
ring buﬀer and notify the guest by triggering a virtual interrupt (5e).
In order to accomplish sharing of the physical device among processes execut-
ing concurrently in co-located VMs, we implement a separate shared ring buﬀer
between the virtual CUDA device and each VM. We treat each request interde-
pendently and multiplex execution requests from co-located virtual machines. By
multiplexing execution requests from CUDA application executing concurrently
on multiple VMs we enable them to share their access to GPU resources.
3.4 Data and Control Path
The data and control paths are presented in Figure 3.1. CUDA applications al-
locate memory at guest user space in order to copy data to the device or pass
arguments to routine calls. When a routine call is performed by the applica-
tion, control passes to our library. Library routines and the frontend driver use
a common data structure in order to exchange data. Library routines intercept
arguments pack them to this structure and transfer control to the frontend driver
by performing an ioctl() system call. The driver copies required data from user
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to kernel space. Subsequently, the frontend driver’s implementation packs the
appropriate arguments to a buﬀer, pushes it to the virtual queue, and notiﬁes the
backend. Control is thus passed to the backend, while the frontend driver either
polls or sleeps waiting for results. The backend can access the exposed buﬀers
without copying them. It executes the appropriate routine and returns control to
the frontend driver through a virtual interrupt. The driver then copies results back
to the user space and returns to the library, which ﬁnally returns to the calling
process.
3.5 Runtime API Implementation Details
We implement virtualization of Runtime API routines by intercepting library
call arguments and forwarding them to the backend for execution. Standard li-
brary routines’ implementation is fairly straightforward since there are respective
Driver API routines oﬀering the same functionality. However, implementing rou-
tine calls that replace the kernel launch extension (<<<...>>>) requires more eﬀort,
since those routines are not exposed to the programmer and CUDA is proprietary
software not providing source code. We therefore employ reverse engineering tech-
niques in order to accomplish virtualization of the kernel launch extension. We
perform library call tracing in order to discover declaration of internal routines
that implement kernel launching. More speciﬁcally, we executed CUDA appli-
cations using the ltrace tool in order to discover the names of routines which
replace the kernel launch extension, as well as routines which perform runtime ini-
tialization. We then determined the declarations of those routines through header
ﬁles provided by CUDA SDK. We implemented the internal routines in our library
exposing the same interface in order to intercept their arguments and used debug-
ging techniques to discover how arguments are used. We implement the required
functionality by forwarding intercepted arguments to the backend and executing
appropriate Driver API routines. Multiple internal routines are used to conﬁgure
and launch the kernel. In our implementation we gather the appropriate argu-
ments, store them in data structures, and forward them lazily on the last call.
Moreover, before launching a kernel execution, we need to load device code
to the GPU from the appropriate CUDA object ﬁle. However, the Driver API
routine that implements module loading requires the programmer to provide the
object ﬁle name. Additionally, Runtime API implicitly manages module loading,
not exposing the respective ﬁle names. We therefore develop a mechanism which,
at the beginning of CUDA application execution, searches for .cubin ﬁles and uses
symbol extraction to determine which kernels are deﬁned in each object ﬁle. More
speciﬁcally, during runtime initialization, we list all ﬁles in the current directory
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using the ls command, search for all ﬁles with the .cubin extension and store
them in a linked list structure. CUDA object ﬁles contain object code of device
functions (kernels) declared in the respective source ﬁles. Kernel names are en-
coded so that they also contain the number of arguments they use as well as each
argument’s type. We therefore use the nm command to list symbols contained in
.cubin ﬁles and employ pattern matching to decode the kernels’ names from the
given symbols. Subsequently, we store the mapping between object ﬁles and kernel
declarations in a data structure in our library. Furthermore, kernels are internally
referenced in functions using diﬀerent names than the ones they are declared with.
We discover and store the mapping between kernel names and internal names using
arguments from the routine which registers the kernels. When a kernel is launched,
referenced with its internal name, we search for the its declared name and then
for the object ﬁle it is contained and use them to load the corresponding ﬁle and
register the kernel.
The internal CUDA routines are:
void ** __cudaRegisterFatBinary ( void * fatCubin )
void __cudaUnregisterFatBinary ( )
void __cudaRegisterFunction ( void ** fatCubinHandle , const char *hostFun ,
char *deviceFun , const char *deviceName ,
i n t thread_l imit , u int3 * t id , u int3 *bid ,
dim3 *bDim , dim3 *gDim , i n t *wSize )
cudaError_t cudaConf igureCal l ( dim3 gridDim , dim3 blockDim , s i z e_t sharedMem ,
cudaStream_t stream )
cudaError_t cudaSetupArgument ( const void *arg , s i z e_t s i z e , s i z e_t o f f s e t )
cudaError_t cudaLaunch ( const void * func )
__cudaRegisterFatBinary loads the GPU code representing the kernels used
by the application. We can’t use the void *fatCubin argument since the cor-
responding Driver API does not oﬀer the same interface. We use this routine to
search the current directory and create the mapping between object ﬁles and ker-
nel declarations. We use __cudaUnregisterFatBinary to free allocated memory
before the application terminates. __cudaRegisterFunction registers the kernels
used by the application. We intercept the kernel names, search our mapping and
load the the appropriate .cubin ﬁles. The cudaConfigureCall, cudaSetupArgument
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and cudaLaunch routines implement the kernel launch extension. We intercept the
required arguments from those calls and forward them to the frontend driver at
the cudaLaunch routine execution.
3.6 Isolation and Security
Our implementation ensures protection between applications executing within
a VM as well as between separate VMs. We achieve isolation using the mechanism
of CUDA contexts. CUDA contexts are the equivalent of CPU processes. Each
context has each own unique address space and, as a result, GPU pointer values
from diﬀerent contexts reference diﬀerent physical memory locations. We associate
a context with each application in order to ensure isolation and protection from
other applications executing in the same as well as diﬀerent VMs. Then, we set
the current context each time at the backend side based on the calling process.
Our framework has been designed in such a way, that it can be enhanced with
more advanced features as future extensions. For instance, a scheduling mechanism
could be added in order to ensure fairness among separate VMs. Currently, in
our prototype implementation requests are multiplexed on the host in a FIFO
order. This can be extended in a future work by introducing diﬀerent scheduling
algorithms which can apply fairness and protect VMs from other poorly conﬁgured
or malicious VMs that try to hog GPU resources.
3.7 Current Limitations
Although our framework provides transparent access to CUDA devices, it intro-
duces two functionality restrictions. Due to undocumented internal library calls,
currently only CUDA Toolkit 5.0 is supported in the guest. CUDA toolkit 7.5 can
be used at the backend, where the actual execution occurs. Additionally, CUDA
object ﬁles, which are used to load device code, need to be available to the host






All performance evaluations are conducted on a test system consisting of two
Intel Xeon X5650 CPUs (@2.66 GHz) with 48 GB of main memory. It is equipped
with one Nvidia Tesla M2050 GPU. The host system is running Ubuntu Linux
14.04 distribution with kernel 3.19.0 and Nvidia driver version 352.39. The virtu-
alization software used is QEMU-KVM 2.3. All virtual machines are conﬁgured to
use one VCPU and 1 GB RAM. The guest OS is Debian 3.16.7 with kernel version
3.16.0.
In order to evaluate the performance of our prototype, we use benchmarks
from the oﬃcial CUDA SDK 7.5 [13] as well as the Rodinia benchmark suite [14].
We select benchmarks to represent a wide range of GPGPU applications, and use
varying computational loads, data sizes, and diﬀerent CUDA features.
We ﬁrst use synthetic microbenchmarks to compare the two implementations
that the frontend uses to wait for results by the backend. Furthermore, we per-
form breakdown analysis and examine the overhead introduced by the framework’s
software stack. Subsequently, we use an application to evaluate the correspond-
ing performance using our framework compared to native execution. Finally, we
evaluate the scalability of the system as the number of concurrently executing
applications in co-located VMs increases.
4.1 Sleep and Busy Wait Implementations
We ﬁrst perform an evaluation of the two aforementioned mechanism used by
the frontend driver to wait for execution results. We use a microbenchmark from
CUDA samples, that performs matrix multiplication which allows us to adjust
the size of input data. Matrix multiplication is an important operation used in a
variety of applications, such as ﬁnancial and signal processing applications. We
compare total execution time as well as CPU utilization for each method. We eval-
uate the two metrics for a range of input data sizes. Results of this experiment
are depicted in Table 4.1.
Results show that for small input sizes the busy wait method performs much
better than the sleep method regarding to total execution time. This is expected,
since the overhead of triggering a virtual interrupt and executing the interrupt
handler is higher compared to polling in a busy wait loop. However, as input size
increases the diﬀerence in performance becomes negligible. Additionally, when the
busy wait method is used, applications fully utilize the CPU throughout their ex-
ecution, creating unnecessary load to the system. In the case of the sleep method,
applications have lower CPU utilization, since they release the CPU during wait-
ing time.
In order to beneﬁt from advantages of both methods, we implement a hybrid
approach. For small input sizes we use the busy wait method in order to achieve
better performance. In this case, CPU is fully utilized for a short period of time,
since backend execution does not usually last long for small input sizes. Con-
versely, for larger input sizes we use the sleep method in order to achieve low CPU
utilization as well as high performance.
Input Size (KB) 8 16 32 64 128 256 512 1024 2048
Busy Wait Execution Time (ms) 5:0 8:5 8:7 9:0 14:1 34:9 64:1 240:8 463:0CPU Usage (%) 100 100 100 100 100 100 100 100 100
Sleep Execution Time (ms) 13:8 14:2 14:8 15:0 15:3 35:2 64:1 241:1 462:7CPU Usage (%) 10 12 10 10 9 9 10 6 7
Table 4.1: Comparison of Sleep and Busy Wait Implementations
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4.2 Microbenchmark Performance
We conduct experiments with several benchmarks running in a native environ-
ment compared to executing in virtual machines with our framework. We measure
the execution time of all CUDA operations and do not include any computation
performed on the CPU as our framework introduces overhead only on CUDA oper-
ations. The normalized execution times on the native and virtualized environment
are presented in Figure 4.1. Experiment results show that performance degrada-
tion of BlackScholes (BS), LU Decomposition (LUD) and Back Propagation (BB)
(where we executed the GPU kernel 1000 times) benchmarks executing in a VM
is negligible compared to the native execution. Their execution time in a VM is
1.74%, 3.32% and 1.56% higher than native respectively. The largest overhead
in execution time is 9.23% for the fastWalshTransform (FWT) benchmark. This
benchmark has a short kernel launch time (only a third of the total GPU execu-
tion time) and thus overhead from memory copy between host and device has a
higher impact on its performance, due to the aforementioned copy between user
and kernel space. This overhead can be alleviated by applying zero copy techniques
such as memory pinning, which can be implemented as future work. Moreover, we
observe a 4.40% improvement in CUDA execution time of the matrix multiplica-
tion (MM) benchmark. This improvement can be attributed to the conversion of





















Figure 4.1: Microbenchmark Performance
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4.3 Breakdown Analysis
We analyze the overhead introduced by our virtualization framework and per-
form breakdown analysis of individual CUDA Runtime API routines, using the
bandwidthTest benchmark provided by the CUDA samples. Results are shown in
Figures 4.2 and 4.3. We choose to perform measurements of the cudaMemcpyHost-
ToDevice and cudaMemcpyDeviceToHost routines, as they introduce the largest
virtualization overhead because of memory copy operations. We divide the exe-
cution of a routine into ﬁve phases (lib, copy, fend, exec, bend) representing
the diﬀerent components of the system’s software stack as well as operations caus-
ing signiﬁcant overhead. The ﬁrst phase (lib) includes operations performed by
the library except the ioctl() system call that transfers control to the frontend
driver. Copy represents the overhead introduced by copying memory from user
space to kernel space, while fend is the time consumed at the rest of frontend
driver’s operations. Finally, exec is the time of Driver API routine execution at
the backend and bend is the time spent at the rest of the operations performed by
the backend, such as memory allocations, argument unpacking etc.
Regarding the cudaMemcpyHostToDevice function, the ﬁgure indicates that the
dominant factor of execution time is Driver API routine execution at the back-
end. This phase takes up to 69% of the total execution time for large memory
copies. Since this phase represents the actual execution on the GPU, the rest of
execution phases can be characterized as the virtualization overhead caused by





































































Figure 4.3: Breakdown Analysis: cudaMemcpyDeviceToHost
total execution time on average for memory copies larger than 1 MB. This favors
applications in which execution time is dominated by computation on the GPU
rather than memory copies. The phase of memory copy from user to kernel space
consumes 30% of the total execution time on average and constitutes the major
factor causing the overhead. Applying zero copy mechanisms, as mentioned ear-
lier, could lower this overhead. Such techniques can be implemented as future work.
On the other hand, measurements on the cudaMemcpyDeviceToHost routine
depict that it introduces a larger overhead on execution time. The exec phase
constitutes a smaller part of the total routine execution time, as it takes up to
55%. This is because the overhead introduced by the system and more speciﬁcally
the phase of memory copy from kernel to user spaces consumes 50% of the total
execution time on average.
Further measurements depict that the rest of library routines introduce a con-
stant overhead. We measure the Driver API routine execution time as well as the
overhead of cudaMalloc (Table 4.2), cudaFree (Table 4.3) and kernel launch (Ta-
ble 4.4) operations. Results show that the overhead introduced by our framework
Input Size 8 KB 512 KB 1 MB 2 MB 4 MB 8 MB 16 MB
cuMemAlloc (s) 9 125 124 125 126 127 130
overhead (s) 23 29 23 24 23 23 24
Table 4.2: cudaMalloc Overhead
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remains constant as input data size increases. More speciﬁcally the overhead is
24 s on the cudaMalloc routine on average, 26 s on cudaFree and 45 s on
the kernel launch operation. Moreover, this overhead becomes a smaller fraction
of the routine execution time as input data size increases, since execution on the
GPU lasts longer.
Input Size 8 KB 512 KB 1 MB 2 MB 4 MB 8 MB 16 MB
cuMemFree (s) 13 132 129 125 141 183 191
overhead (s) 20 22 23 24 23 25 23
Table 4.3: cudaFree Overhead
Input Size 8 KB 512 KB 1 MB 2 MB 4 MB 8 MB 16 MB
cuLaunchKernel (s) 14 15 14 14 17 19 22
overhead (s) 63 57 55 57 75 66 73
Table 4.4: Kernel Launch Overhead
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4.4 Impact of Input Data Size
We measure the total execution time of the matrix multiplication benchmark
on native as well as virtualized environment for increasing input data sizes in
order to study the impact of dataset size on the virtualization overhead by our
framework. Figure 4.4 presents the results normalized over the total execution
time on the native environment. As seen from the graph there is signiﬁcant over-
head for small input data sizes. Execution time on virtualized environment is
approximately double than on native for 8 KB of input and about 40% for 16 KB
and 32 KB. This is because the overhead introduced from operations performed
by the virtualization framework is signiﬁcant compared to the actual execution
time on the GPU. However, since the execution time on the native environment
is short, this overhead does not signiﬁcantly aﬀect the application’s performance.
As dataset size increases, execution on the GPU takes longer and the overhead in-
troduced by virtualization consists a smaller part of the total execution time. As a
result application’s performance when executing on the virtualized environment is
































Figure 4.4: Input Size Impact
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4.5 Application Performance
We evaluate the robustness and eﬃciency of the system when used by a higher
level application. We use StoreGPU [15], a framework which enables distributed
storage system designers to oﬄoad hashing-based operations to GPUs. StoreGPU
application accelerates compute and data intensive primitives popular in dis-
tributed storage system implementations. We execute the application’s GPU ker-
nel 10 times and measure the total time of execution as well as execution time of
CUDA operations. Figure 4.5 depicts experiment results for execution on native
and virtual environment using our framework. As in previous experiments, Cuda
represents only the CUDA related functions calls, while Total represents the total
time of execution including both CPU and GPU processing. Results show that
the total execution time of StoreGPU in a VM is 7.67% higher than native while





















Figure 4.5: Application Performance
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4.6 Performance at Scale
We evaluate the overhead the system introduces at multiple concurrently ex-
ecuting GPU contexts by conducting experiments in two setups: (1) we issue
multiple processes on the native system executing the same application (native)
and (2) we launch multiple VMs and execute one application per VM (virtual).
We measure application’s CUDA execution time for these settings and evaluate
the overhead introduced by the system, as the number of GPU contexts and VMs
increases respectively. We use the BlackScholes benchmark provided by the CUDA
samples. Results are depicted in Figure 4.6.
We make two observations based on the results. One is that native execution
time increases linearly as the number of GPU contexts increases. This is expected,
since legacy GPUs enforce serialization of GPU tasks from diﬀerent contexts. We
later discuss the eﬀect of this GPU characteristic on diﬀerent types of applications.
However, recent Nvidia GPUs (e.g. Kepler [16]) implement actual sharingof GPU
resources between concurrently executing CUDA jobs. Another observation is that
performance degradation of concurrently executing GPU applications in multiple
VMs is negligible compared to native. Operations performed by our framework’s
software modules, such as copies between user and kernel space, are executed in
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Figure 4.6: Scaling Measurements
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4.6.1 Scaling Measurements
GPU applications consist of execution time both on the CPU and the GPU.
However, scalability measurements require execution on the GPU to occur con-
currently on all processes. We therefore implement and use a synchronization
mechanism which places a barrier before execution on the GPU starts, so that
after all processes have reach that point, they begin execution on the GPU at the
same time.
When performing measurements on the host system this is achieved using sig-
nals. A process uses the fork() system call in order to create the required number
of child processes, which execute the application. Each child process pauses its ex-
ecution when it reaches the barrier by sending the SIGSTOP signal to itself. The
parent process detects that all child processes have stopped through the wait()
system call, and resumes their execution by sending them SIGCONT signals.
On the other hand, synchronization between processes executing on separate
VMs is achieved using a server-client model and ﬁle-based synchronization. All
virtual machines share a part of their ﬁle system through NFS. A server process,
executing on one of the VMs, launches a process on each VM. The server process
creates an empty ﬁle on a shared folder, and all processes block trying to read
from the ﬁle, which acts as a barrier. Each process also writes on a separate ﬁle
informing the server that it has reached the barrier. When all processes have
reached the barrier the server writes on the shared ﬁle, so that the other processes




Various approaches to implement virtualization of graphic processing hardware
and address GPU resource sharing among co-located virtual machines have been
proposed by the research community. The virtualization schemes used by these
systems can be classiﬁed into I/O pass-through, API forwarding, paravirtualization
and full virtualization. API forwarding refers to the technique in which calls to
API routines are intercepted and forwarded to a remote host where the actual
computation occurs. In the paravirtualization scheme the guest operating system
is aware that it is running on a hypervisor and includes drivers that act as frontend,
while the hypervisor layer implements backend drivers that represent virtualized
devices. On the other hand, in full virtualization the guest OS is unaware that it
is being virtualized and requires no changes to work in this conﬁguration. Finally,
I/O pass-through provides a VM with direct access to the GPU itself.
5.1 vCuda
Shi et al. [17] propose a GPGPU computing solution that allows applications
executing in virtual machines (VMs) to leverage hardware acceleration. vCuda
uses a client-server architecture consisted of three user-space components: a user-
level library, a data structure used by the library, that represents a virtual GPU,
and a server component. The library is responsible for intercepting and redirecting
API calls from client to host, where the server executes them and returns the
results. Communication between client and server is implemented using the XML-
RPC protocol. In addition to virtualization, vCUDA allows device multiplexing
among multiple concurrently executing guest OSes by spawning one thread for each
client. The framework provides support for suspend and resume as well, enabling
client sessions to be interrupted or moved between computers. The system is
implemented in Xen but is portable across diﬀerent virtualization platforms due to
its network transmission mechanism. Experiments in [17] show that time spent in
the encoding-decoding steps of the communication protocol causes a considerable
negative impact on the overall performance of the solution.
5.2 rCuda
rCUDA [18] is introduced with the goal to provide remote and transparent
access to GPU accelerators installed in remote nodes in HPC clusters. rCUDA
can thus enhance ﬂexibility in cluster conﬁgurations as well as permit a single
node to exploit all the GPUs installed in the cluster. The idea to use rCuda as
a GPGPU virtualization framework that permits execution of GPU-accelerated
applications within virtual machines is explored in [19]. The systems consists of a
client middleware which intercepts and forwards API calls to a server middleware.
The server, which runs as a service on a computer owning a GPU, receives and
executes the API calls from the clients. Communication is accomplished using a
protocol based on TCP sockets. The authors also present an optimized implemen-
tation of the communication mechanism for InﬁniBand interconnects, in order to
take advantage of the high speed fabric.
Nanos et al. propose V4VSockets [20], a framework for eﬃcient, low-overhead
intra-node communication in the Xen hypervisor. The authors show that rCUDA
can be deployed over V4Vsockets to eﬃciently enable GPU resource sharing among
co-located VMs.
5.3 gVirtus
Giunta et al. [21] present a GPU virtualization service focusing on providing
transparent access to Nvidia accelerator boards in order to accelerate applica-
tions running within VMs. gVirtuS uses a frontend/backend scheme and relies
on a pluggable communication component independent of the hypervisor and the
communication channel. The system is implemented on VMware and KVM hy-
pervisors. The authors implement three diﬀerent communication mechanisms. A
TCP/IP based communicator was developed in order to check front end - back end
interaction. VMCI (VMware Communicator Interface) and vmSocket were used
as high performance communicators for VMware and KVM respectively.
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5.4 GViM
In their work, GViM, Gupta et al [22] present a system designed to virtualize
graphics processors implemented for the Xen hypervisor. The system is organized
using a split driver model and employs Xen-speciﬁc mechanisms, including shared
memory buﬀers, to implement the communication mechanism. The authors de-
scribe a resource management extension for managing applications’ joint use of
GPU resources. More speciﬁcally, GViM implements scheduling of requests des-
tined for the GPU using a round robin as well as a XenoCredit-based scheduling
scheme.
5.5 LoGV
Gottschlag et al. propose LoGV [23], an approach to virtualize GPGPUs by
leveraging protection mechanisms present in modern hardware. LoGV implements
virtualization at a lower level by intercepting and forwarding the API of the pscnv
GPU driver. This framework uses Gdev CUDA runtime [24] to support the CUDA
API. The framework allocates resources securely in the hypervisor and then grants
applications direct access to these resources, relying on GPGPU hardware features
to guarantee mutual protection between applications. Virtual machine migration
is supported, in which the system the suspends access to the GPGPU to extract
a consistent snapshot of GPGPU state.
5.6 Distributed-Shared CUDA
In DS-CUDA [25] the authors present a middleware with the goal to address
diﬃculties in programming multi-node heterogeneous computers. The system im-
plements virtualization of a cluster of computers equipped with GPUs so that
they appear as if they were attached to a single node, in order to simplify the
programming of multi-GPU applications. The system’s architecture consists of a
single client node and multiple server nodes, in which one or more CUDA devices
are installed. Client-server communication uses InﬁniBand Verbs, and can also
use TCP sockets in case the network infrastructure does not support InﬁniBand.
DS-CUDA increases the reliability of GPUs by implementing a redundancy mech-
anism. Identical calculations are performed on multiple CUDA devices, and the
results are compared between the redundant calculations. If any of the results do
not match an error handler is invoked.
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5.7 gVirt
gVirt [26] is a full GPU virtualization solution, implemented in Xen, which
allows the native graphics driver to run in the guest system. The system imple-
ments mediated pass-through which achieves good performance, scalability and
isolation by using the pass-through technique for performance critical resources
and the the traps-and-emulate technique for privileged operations. This approach
is implemented on Intel Processor Graphics GPU and is oriented and tested on
2D and 3D graphic applications.
5.8 GPUvm
Suzuki et al. [27] propose an architecture based on the Xen hypervisor, that
implements both full virtualization and paravirtualization. The authors introduce
technologies such as virtual memory-mapped I/O (MMIO), GPU shadow channels,
GPU shadow page tables, and virtual GPU schedulers and employ them in the
framework’s implementation. Experiments in [27] show that performance of GPU
paravirtualization is two or three times slower compared to the native system, and
the full virtualization exhibits even higher overhead. This approach virtualizes the
GPU at a lower level and uses Gdev [24] as the CUDA Runtime.
5.9 Gdev
Gdev [28] is a GPU resource management framework that allows user space as
well as the OS to use GPUs as ﬁrst-class computing resources. The framework
implements a virtual memory manager that enables GPU contexts to allocate
memory exceeding the physical size of device memory. It also provides a shared
device memory functionality that allows GPU contexts to communicate with other
contexts. Moreover, Gdev provides a GPU scheduling scheme to virtualize a phys-
ical GPU into multiple logical GPUs, enhancing isolation among working sets of
multitasking systems.
5.10 Pass Through
A class of solutions makes use of pass-through technology to grant VMs direct
access to host devices. Devices on a host PCI-express bus are virtualized using
directed I/O virtualization technologies and then direct access to a VM is granted
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upon request. A memory management unit is used to handle direct memory ac-
cess (DMA) coordination and interrupt remapping directly to the guest VM, thus
bypassing the host entirely. This approach can minimize the overhead of virtu-
alization, as performance measurements in the Xen platform have indicated [29],
but since a pass-throughed GPU is exclusively managed by the guest OS, it does
not allow multiple VMs to share the same device. Nvidia GRID [30] technology
enables assignment of the physical GPU to multiple VMs at the same time. Gdev
[28] is able to virtualize a physical GPU into multiple logical GPUs, which can





6.1 Eﬀect of GPU Resource Sharing on
Application Performance
Sharing physical hardware among multiple concurrently executing OSes is a
fundamental aspect of hardware virtualization. Our framework enables sharing of
GPU resources by multiplexing requests for routine execution at the hypervisor.
However, multiplexing applications’ accesses on the GPU introduces additional
overhead and negatively impacts its performance. Moreover, applications with
diﬀerent execution patterns can be aﬀected diﬀerently by sharing their access to
the GPU.
GPU accelerated applications can be divided according to their characteris-
tics into diﬀerent classes. One such class contains applications that can be be
characterized as batch jobs. These applications copy large amounts of data from
host to device memory and then issue intensive computations without further user
interaction. Results are calculated and copied back to host memory before execu-
tion is completed. Examples include HPC scientiﬁc applications from ﬁelds such
as bioinformatics [31] and material science [32]. Multiplexing GPU accesses of
concurrently executing applications of this class cause performance degradation,
due to the inability of legacy GPUs to oﬀer actual resource sharing. The criti-
cal performance metric is total execution time. However, the main characteristic
of such applications is that their execution time is dominated by GPU resources
utilization. Therefore multiplexing GPU accesses of multiple concurrently execut-
ing applications decreases performance of all applications, since execution requests
from diﬀerent CUDA contexts are serialized on the GPU. This is an inherent char-
acteristic of legacy GPUs’ architecture. Thus, performance degradation of each
individual application is negligible in case applications are submitted to run se-
quentially, for instance on a resource scheduling system (e.g. Torque). However,
even this class of applications is expected to behave better on modern GPUs.
On the other hand, a diﬀerent class involves long-running interactive applica-
tions which typically begin by copying required data to the device, outside of the
critical execution path, and then repeatedly receive smaller amounts of data as
input which trigger computations. Examples of applications following this execu-
tion pattern include Big Data applications that perform queries on large data sets
[33]. Applications of this class sometimes have low latency characteristics and even
real-time requirements. The critical performance factor of this class is the response
time when input is received. Their execution includes alternations between idle
periods user input is awaited, and computation periods when requested results are
being calculated. This execution pattern is well ﬁtted for device sharing among
concurrently executing applications. Multiplexing their accesses to the GPU is
feasible as idle periods of some applications can overlap with computation periods
of others.
It is thus evident that the eﬀect of sharing GPU resources can be diﬀerent
according to the application’s execution pattern. A GPU resource management
system could distinguish between the previously described application classes and
schedule their accesses to GPU resources accordingly. Future work involves ap-
plying proﬁling techniques in order to categorize applications and using diﬀerent
scheduling algorithms to multiplex accesses to the GPU. These techniques will
also be evaluated on modern GPUs, which provide more advanced sharing fea-
tures among concurrent tasks.
6.2 Conclusion
In this work we propose a framework for low overhead GPU resource virtu-
alization and sharing among co-located VMs. Our implementation employs API
redirection through a split driver approach, in order to allow GPGPU applica-
tions to access the physical hardware. Evaluation of our prototype shows that
The system achieves near native performance for medium and large data sizes.
Moreover, multiple applications executing concurrently in co-located VMs can ef-
ﬁciently share the host GPU.
We design our framework in a way that enables scheduling mechanisms to
be easily added to the current version. We plan to implement execution request
scheduling in order to achieve quality of service between VMs as well individual
applications, in a future work. An extension the backend can implement GPU
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resource management and ensure fairness by identifying applications’ GPU exe-
cution proﬁle and appropriately schedule their access to the GPU. To this end,
the mechanism could detect and slow down VMs with high demands on GPU re-
sources. Finally, future endeavors also include evaluating our framework on recent






S mera, lìgw thc z thshc thc agorc gia uyhl c anlushc 3D grafik prag-
matikoÔ qrìnou, oi Mondec EpexergasÐac Grafik¸n (GPUs) èqoun exeliqjeÐ se
uyhl¸n epidìsewn polupÔrhnouc epexergastèc genikoÔ skopoÔ, ikanoÔc gia upo-
logismoÔc uyhl c apìdoshc kai meglo eÔroc z¸nhc mn mhc. Ektìc tou ìti eÐnai
apotelesmatikèc ston qeirismì grafik¸n kai thn epexergasÐa eikìnac, h parllhlh
dom  touc tic kajist katllhlec na epilÔoun probl mata ta opoÐa mporoÔn na ek-
frastoÔn me parllhlouc upologismoÔc kai èqoun uyhl  puknìthta upologism¸n
sqetik me thn posìthta dedomènwn. Wc apotèlesma, oi mondec epexergasÐac grafi-
k¸n qrhsimopoioÔntai wc epitaquntèc me skopì th beltÐwsh thc epÐdoshc efar-
mog¸n oi opoÐec paradosiak ekteloÔntai apì thn kentrik  monda epexergasÐac
(CPU). H prosèggish aut , gnwst  wc ektèlesh upologism¸n genikoÔ skopoÔ
se GPUs (GPGPU) uiojeteÐtai ìlo kai perissìtero se efarmogèc upologism¸n
uyhl¸n epidìsewn (HPC). Ereunhtikèc dhmosieÔseic èqoun upodeÐxei ìti efarmogèc
pou pragmatopoioÔn entatikoÔc upologismoÔc, apì èna eurÔ fsma episthmonik¸n
pedÐwn, ìpwc ta oikonomik [1], h qhmik  fusik  [2], h prìbleyh kairoÔ [3], h
dunamik  reust¸n [4] klp. mporoÔn na axiopoi soun GPUs gia na apokt soun
shmantik ofèlh sthn epÐdosh touc. Ektìc apì ton episthmonikì tomèa, oi GPUs
qrhsimopoioÔntai se sust mata ìpwc dromologhtèc ulopoihmènoi se logismikì [5],
kruptografhmèna dÐktua [6] kaj¸c kai sust mata diaqeÐrishc bsewn dedomènwn
[7]. 'Enac apì touc lìgouc thc kajièrwshc twn upologism¸n genikoÔ skopoÔ se
GPUs eÐnai h anptuxh programmatistik¸n peribllontwn, metaglwttist¸n kai bib-
liojhk¸n ìpwc to peribllon CUDA thc Nvidia.
Apì thn llh pleur, h eikonikopoÐhsh èqei auxanìmenh epirro  ston trìpo
qr shc kai diaqeÐrishc twn upologistik¸n pìrwn. H beltÐwsh twn epidìsewn tou
ulikoÔ kai h auxanìmenh z thsh gia enopoÐhsh uphresi¸n apì thn agor, odhgeÐ
ta eikonikopoihmèna cloud peribllonta na filoxenoÔn mÐa suneq¸c auxanìmenh
posìthta upologism¸n. Oi eikonikèc mhqanèc (VMs) mporoÔn na belti¸soun thn ax-
iopoÐhsh twn upologistik¸n pìrwn, kaj¸c diaforetikoÐ peltec mporoÔn na moira-
stoÔn èna kìmbo me thn yeudaÐsjhsh ìti katèqoun to sÔnolo tou mhqan matoc
kat apokleistikì trìpo, parèqontac tautìqrona apomìnwsh diergasi¸n kai eu-
kolÐa diaqeÐrishc. Kat sunèpeia, oi teqnikèc eikonikopoÐhshc eÐnai mÐa uposqìmenh
prospjeia gia thn ektèlesh logismikoÔ HPC se peribllon cloud, kaj¸c h dèsmeu-
sh eikonikopoihmènwn pìrwn sto cloud eÐnai mÐa elastik , apotelesmatik  wc proc
ton qrìno kai to kìstoc enallaktik  ston paradosiakì trìpo dèsmeushc pìrwn.
Me tic prìsfatec exelÐxeic tìso sthn teqnologÐa thc eikonikopoÐhshc ìso kai
sthn teqnologÐa twn GPUs, prokÔptei mÐa auxanìmenh angkh paroq c eterogen¸n
pìrwn, idiaÐtera GPUs se peribllonta cloud, me ton Ðdio epektsimo kai meso
trìpo ìpwc to paradosiakì eikonikopoihmèno ulikì. Oi proqoi cloud uphresi¸n
antimetwpÐzoun epomènwc thn prìklhsh thc enswmtwshc GPGPU sta sust mata
touc. Gia pardeigma, h uphresÐa Amazon Elastic Compute Cloud (EC2) [8]
prosfèrei GPUs wc upologistikoÔc pìrouc, all kje pelthc ekqwreÐtai me
mÐa fusik  GPU kat apokleistikì trìpo. Dustuq¸c, sto plaÐsio tou cloud h
eikonikopoÐhsh suskeu¸n eisìdou - exìdou (I/O) parousizei kak  apìdosh, lìgw
thc epibrunshc sthn epÐdosh apì thn èmmesh prìsbash se fusikoÔc pìrouc kai
thn angkh polÔplexhc thc prìsbashc efarmog¸n se pìrouc I/O. H eikonikopoÐhsh
kai o diamoirasmìc twn GPUs antimetwpÐzoun epiplèon prokl seic lìgw twn qarak-
thristik¸n twn mondwn epexergasÐac grafik¸n oi opoÐec den prosfèroun dunatìth-
tec diakopt c qronodromolìghshc kai diamoirasmoÔ qrìnou.
1.2 Proteinìmenh LÔsh
Sthn ergasÐa aut  proteÐnoume mÐa apotelesmatik  prosèggish sthn enswmtwsh
dunatot twn GPGPU se eikonikèc mhqanèc. Parousizoume ton sqediasmì kai
thn ulopoÐhsh enìc mhqanismoÔ o opoÐoc epitrèpei se efarmogèc pou ekteloÔntai
se eikonik peribllonta na belti¸soun thn epÐdosh touc axiopoi¸ntac pìrouc
thc GPU. Qrhsimopoi¸ntac ton mhqanismì mac, eikonikèc mhqanèc oi opoÐec ek-
teloÔntai sto Ðdio host sÔsthma mporoÔn na moirastoÔn touc pìrouc thc GPU. Gia
thn epal jeush twn sqediastik¸n arq¸n ulopoioÔme ènan prwtìtupo mhqanismì o
opoÐoc stoqeÔei sthn eikonikopoÐhsh mondwn epexergasÐac grafik¸n thc Nvidia,
epitrèpontac ètsi se efarmogèc pou èqoun anaptuqjeÐ qrhsimopoi¸ntac to peribl-
lon CUDA na ekteloÔntai se eikonikèc mhqanèc. H prosèggish mac qrhsimopoieÐ
teqnikèc para-eikonikopoÐhshc kaj¸c kai èna montèlo odhgoÔ suskeu c (driver)
qwrismènou se dÔo mèrh. ApoteleÐtai apì mÐa biblioj kh epipèdou qr sth, ènan
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frontend driver pou brÐsketai sto guest leitourgikì sÔsthma, kai ènan backend





Figure 1.1: H arqitektonik  tou sust matoc
Sunoptik, oi kÔriec suneisforèc thc ergasÐac eÐnai:
• ProteÐnoume ènan apotelesmatikì mhqanismì eikonikopoÐhshc mondwn epexer-
gasÐac grafik¸n o opoÐoc epitrèpei se efarmogèc GPGPU na ekteloÔntai se
eikonikèc mhqanèc, kai ulopoieÐ diamoirasmì pìrwn thc GPU metaxÔ eikonik¸n
mhqan¸n.
• DiathroÔme sumbatìthta se epÐpedo ektelèsimwn arqeÐwn me efarmogèc pou
qrhsimopoioÔn to CUDA Runtime API ètsi ¸ste uprqousec efarmogèc na
mporoÔn na qrhsimopoioÔn ton mhqanismì mac qwrÐc kamÐa tropopoÐhsh ston
phgaÐo k¸dika touc.
• KathgoriopoioÔme tic efarmogèc pou qrhsimopoioÔn GPUs wc epitaquntèc me
bsh to motÐbo upologism¸n kai prìsbashc sth mn mh kai analÔoume poia
eÐdh efarmog¸n mporoÔn na epwfelhjoÔn apì th qr sh tou mhqanismoÔ mac.
H peiramatik  axiolìghsh mac deÐqnei ìti o mhqanismìc eisgei qamhl  epibrun-
sh, kajist¸ntac thn epÐdosh efarmog¸n pou qrhsimopoioÔn epitqunsh apì GPUs
kai ekteloÔntai se eikonikèc mhqanèc, antagwnistik  me thn epÐdosh efarmog¸n
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2.1 Programmatistik Peribllonta GPGPU
Ta CUDA (Compute Uniﬁed Device Architecture) [9] kai OpenCL (Open
Computing Language) [10] eÐnai dÔo eurèwc qrhsimopoioÔmena peribllonta ta
opoÐa prosfèroun dunatìthtec upologism¸n genikoÔ skopoÔ se GPUs. Kai ta
dÔo prosfèroun parìmoia qarakthristik all mèsw diaforetik¸n programmatis-
tik¸n diepaf¸n. To OpenCl, to opoÐo anaptÔqjhke apì thn omda Khronos Group,
eÐnai èna anoiktì prìtupo gia parllhlo programmatismì se eterogen  sust mata
pou apoteloÔntai apì CPUs, GPUs, yhfiakoÔc epexergastèc s matoc (DSPs)
kai llouc tÔpouc epexergast¸n   epitaqunt¸n. To CUDA eÐnai èna peribllon
parllhlou programmatismoÔ pou èqei anaptuqjeÐ apì thn Nvidia. Prosfèrei mÐa
mh anoikt  programmatistik  diepaf  (API) kai èna sÔnolo epektsewn se gl¸ssec
programmatismoÔ ta opoÐa mporoÔn na qrhsimopoihjoÔn gia thn pragmatopoÐhsh u-
pologism¸n genikoÔ skopoÔ se GPUs.
To CUDA prosfèrei dÔo programmatistikèc diepafèc: (1) to Runtime API
kai (2) to Driver API. To Runtime API eÐnai mÐa diepaf  uyhloÔ epipèdou pou
parèqei èna sÔnolo apì sunart seic kai epektseic glwss¸n programmatismoÔ kai
prosfèrei automatopoihmènh arqikopoÐhsh kai diaqeÐrish twn contexts kai modules
thc GPU. To Driver API eÐnai mÐa diepaf  qamhloÔ epipèdou pou prosfèrei èna
epiplèon epÐpedo elègqou ekjètontac ènnoiec qamhlìterou epipèdou ìpwc CUDA
contexts, to anlogo twn diergasi¸n gia thc CPU, kai CUDA modules, to anlogo
twn dunamik¸n bibliojhk¸n. Wstìso, h qr sh tou Driver API apaiteÐ perissìtero
k¸dika kai megalÔterh prospjeia gia ton programmatismì kai ton entopismì sfal-
mtwn. To sq ma 2.1 apeikonÐzei thn stoÐba logismikoÔ CUDA. Oi efarmogèc sthn
pleioyhfÐa touc den qrhsimopoioÔn to Driver API kaj¸c den qreizontai to epiplèon





Figure 2.1: H stoÐba logismikoÔ CUDA
To CUDA ekjètei ta qarakthristik tou mèsw mÐac biblioj khc qrìnou ektèle-
shc kaj¸c kai enìc sunìlou epektsewn glwss¸n programmatismoÔ. Oi epektseic
autèc epitrèpoun stouc programmatistèc na dhl¸noun sunart seic (kernels) kai na
rujmÐzoun thn ektèlesh touc sthn GPU. Oi epektseic perilambnoun stoiqeÐa
thc gl¸ssac pou kajorÐzoun an mÐa sunrthsh ekteleÐtai sthn CPU   thn GPU
kai an mporeÐ na klhjeÐ apì thn CPU   thn suskeu , stoiqeÐa thc gl¸ssac pou
kajorÐzoun ton tÔpo thc mn mhc ìpou apojhkeÔetai mÐa metablht  sthn GPU kai
eidikèc metablhtèc pou kajorÐzoun diastseic kai deÐktec sqetikoÔc me thn ektèlesh
stouc pollaploÔc pur nec thc GPU. Oi kernels rujmÐzontai kai ekteloÔntai me thn
epèktash diamìrfwshc ektèleshc, h opoÐa sumbolÐzetai wc <<<...>>>. MÐa tètoia
sunrthsh dhl¸netai wc ex c:
__global__ void Func ( f l o a t * parameter ) ;
kai kaleÐtai:
Func<<< Dg , Db, Ns >>>(parameter ) ;
ìpou to Dg kajorÐzei th distash kai to mègejoc tou plègmatoc twn block nhmtwn,
to Db th distash kai to mègejoc tou kje block nhmtwn kai to Ns ton arijmì twn
bytes sthn moirazìmenh mn mh pou desmeÔetai gia thn paroÔsa kl sh sunrthshc.
Ta arqeÐa phgaÐou k¸dika twn efarmog¸n CUDA perièqoun k¸dika tìso gia
thn CPU ìso kai gia thn GPU. Pio sugkekrimèna, perièqoun epektseic gl¸ssac
kai sunart seic suskeu c oi opoÐec qreizetai na metaglwttistoÔn me qr sh tou
NVCC compiler. O NVCC diaqwrÐzei ton k¸dika thc suskeu c apì ekeÐnon thc CPU
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kai metaglwttÐzei ton GPU k¸dika se k¸dika assembly arqitektonik c sunìlou
entol¸n CUDA (k¸dika PTX)   se duadik  morf  (arqeÐa antikeimènwn cubin).
O k¸dikac thc CPU tropopoieÐtai antikajist¸ntac thc epèktashc diamìrfwshc
ektèleshc (<<<...>>>) me tic aparaÐthtec kl seic sunart sewn gia thn fìrtwsh
kai thn ektèlesh enìc pur na apì PTX k¸dika h arqeÐo antikeimènwn cubin. H
diadikasÐa aut  apeikonÐzetai sto sq ma 2.2. O k¸dikac gia th GPU fort¸netai
apì arqeÐa cubin   PTX kat thn arqikopoÐhsh tou peribllontoc ektèleshc eÐte
rht qrhsimopoi¸ntac to Driver API.











Figure 2.2: DiadikasÐa Metagl¸ttishc
2.2 EikonikopoÐhsh Suskeu¸n Eisìdou/Exìdou
H para-eikonikopoÐhsh eÐnai mÐa teqnologÐa pou qrhsimopoieÐtai eurèwc sthn
eikonikopoÐhsh suskeu¸n eisìdou/exìdou (I/O). Epitrèpei thn eikonikopoÐhsh su-
skeu¸n I/O me qamhl  epibrunsh sthn epÐdosh, parèqontac apotelesmatik  epikoi-
nwnÐa metaxÔ host kai guest. Sthn prosèggish aut , to eikonikì ulikì èqei beltisto-
poihjeÐ me skopì thn eikonikopoÐhsh kai ekjètei sto guest sÔsthma mÐa diepaf  h
opoÐa eÐnai parìmoia all ìqi tautìshmh me ekeÐnh tou upokeÐmenou ulikoÔ. Ulopoi-
eÐtai me th dhmiourgÐa diaÔlwn epikoinwnÐac metaxÔ tou hypervisor kai tou guest
leitourgikoÔ sust matoc. Frontend drivers pou ulopoioÔn para-eikonikopoÐhsh
apostèlloun ait mata gia I/O stouc backend drivers apeujeÐac, me elqisth epib-
runsh. Gia thn antimet¸pish tou zht matoc thc Ôparxhc enìc eniaÐou protÔpou
gia touc drivers pou efarmìzoun para-eikonikopoÐhsh se diaforetik sust mata
eikonikopoÐhshc, èqei protajeÐ to sÔnolo drivers kai mhqanism¸n virtio [12]. To
virtio parèqei mÐa tupopoihmènh diepaf  gia thn ulopoÐhsh eikonik¸n suskeu¸n,
kaj¸c kai ènan mhqanismì pou uposthrÐzei epikoinwnÐa metaxÔ guest kai hypervisor.
Qrhsimopoi¸ntac th diepaf  pou orÐzetai sto virtio oi drivers tou guest sust -







Figure 2.3: Data Transport Mechanism
our. To guest sÔsthma apostèllei buﬀers pou antiproswpeÔoun ait mata ektèle-
shc, ta opoÐa perièqoun dedomèna pnw sta opoÐa pragmatopoieÐtai epexergasÐa sto
backend. To virtio orÐzei mÐa diepaf  ourc h opoÐa mporeÐ na qrhsimopoihjeÐ gia
epikoinwnÐa metaxÔ guest kai hypervisor. Sugkekrimèna, ulopoieÐ ènan mhqanismì
moirazìmenou daktulÐou pou dÐnei th dunatìthta ston host na topojeteÐ buﬀers touc
opoÐouc o guest mporeÐ na paralbei. O daktÔlioc sundèetai me mÐa sunrthsh h
opoÐa kaleÐtai ìtan o hypervisor paralambnei buﬀers. O mhqanismìc epikoinwnÐac
apeikonÐzetai sto sq ma 2.3. Qrhsimopoi¸ntac thn diepaf  metaforc dedomènwn
tou virtio, oi frontend drivers mporoÔn na eisgoun buﬀers ston daktÔlio kai na
enhmer¸noun ton hypervisor. Sth sunèqeia mporoÔn eÐte na elègqoun epanalhptik
gia apotelèsmata eÐte na perimènoun gia enhmèrwsh mèsw eikonik c diakop c, ìtan
uprqoun diajèsima apotelèsmata. Frontend virtio drivers, sumperilambanomènwn
drivers gia suskeuèc diktÔou kai suskeuèc block, èqoun prostejeÐ ston pur na tou
leitourgikoÔ Linux. Epiprosjètwc, backend virtio drivers èqoun ulopoihjeÐ gia
to logismikì QEMU. Oi ulopoi seic autèc qrhsimopoioÔn ènan dÐaulo metaforc





Sto keflaio autì perigrfoume thn arqitektonik  tou mhqanismoÔ mac kai
analÔoume pwc epitugqnetai h eikonikopoÐhsh kai o diamoirasmìc thc GPU. Gia th
sqedÐash tou sust matoc qrhsimopoioÔme tic teqnikèc thc para-eikonikopoÐhshc kai
thc anakateÔjunshc tou API ètsi ¸ste na katast soume dunat  thn ektèlesh efar-
mog¸n CUDA se eikonikèc mhqanèc. O mhqanismìc apoteleÐtai apì trÐa mèrh: mÐa
biblioj kh q¸rou qr sth, ènan frontend driver pou brÐsketai sto guest leitourgikì
sÔsthma kai ènan backend driver o opoÐoc antiproswpeÔei mÐa eikonik  suskeu 
CUDA. Epitugqnoume thn eikonikopoÐhsh paralambnontac kl seic biblioj khc
kai anakateujÔnontac ta orÐsmata touc ston frontend driver. Sth sunèqeia, ta
orÐsmata metafèrontai sto backend mèsw enìc diaÔlou epikoinwnÐac kai oi kl seic
biblioj khc ekteloÔntai ston host. Ta apotelèsmata epistrèfontai telik¸c mèsw
tou diaÔlou epikoinwnÐac sthn kaloÔsa diergasÐa. O diamoirasmìc pìrwn thc GPU
ulopoieÐtai efarmìzontac polÔplexh twn aithmtwn ektèleshc sto backend. Mel-
lontikèc epektseic thc ergasÐac perilambnoun thn ulopoÐhsh enìc mhqanismoÔ di-
aqeÐrishc pìrwn thc GPU o opoÐoc ja epitrèpei thn qronodromolìghsh aithmtwn
ektèleshc apì pollaplèc eikonikèc mhqanèc. Oi roèc dedomènwn kai ektèleshc
apeikonÐzontai sto sq ma 3.1. Oi suneqeÐc grammèc antiproswpeÔoun th ro  elègqou
en¸ oi diakekommènec th ro  dedomènwn.
3.1 Biblioj kh
Oi efarmogèc CUDA èqoun prìsbash se pìrouc thc GPU mèsw sunart sewn
kaj¸c kai epektsewn thc gl¸ssac programmatismoÔ C. Oi sunart seic eÐnai ulo-
poihmènec se biblioj kec pou parèqontai apì to peribllon programmatismoÔ CUDA.























Figure 3.1: Roèc Dedomènwn kai Ektèleshc
se eswterikèc sunart seic oi opoÐec den eÐnai diajèsimec ston programmatist .
Qrhsimopoi¸ntac ton mhqanismì mac, oi efarmogèc CUDA pou èqoun anaptuqjeÐ me
qr sh tou Runtime API paramènoun sumbatèc gia ektèlesh kaj¸c h biblioj kh
mac ekjètei thn Ðdia diepaf  me ekeÐnh thc biblioj kh CUDA. Prokeimènou na
ulopoi soume tic sunart seic tou Runtime API sth biblioj kh mac, metafèroume
ta orÐsmata twn sunart sewn sto backend ìpou lambnei q¸ra h ektèlesh, kai
paralambnoume ta sqetik apotelèsmata.
'Otan pragmatopoieÐtai mÐa kl sh biblioj khc CUDA apì mÐa efarmog  (5a),
paralambnoume ta orÐsmata, ta sugkentr¸noume se èna aÐthma ektèleshc mazÐ me
lla apaitoÔmena dedomèna, ìpwc CUDA contexts ta opoÐa apojhkeÔontai sthn
biblioj kh, kai diabibzoume to aÐthma ston frontend driver mèsw mÐac kl shc
sust matoc ioctl() (5b). 'Otan mÐa kl sh sust matoc epistrèfei, paralambnoume
ta apotelèsmata kai ta epistrèfoume sthn kaloÔsa diergasÐa. Epiprosjètwc,
epitugqnoume eikonikopoÐhsh thc epèktashc ektèleshc pur na (<<<...>>>) ulopoi-
¸ntac sth biblioj kh mac tic eswterikèc sunart seic oi opoÐec antikajistoÔn thn
epèktash aut . paralambnoume tic kl seic sunart sewn tou CUDA SDK kai
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tic antikajistoÔme me tic sunart seic thc biblioj khc mac qrhsimopoi¸ntac thn
metablht  peribllontoc LD_PRELOAD.
3.2 Frontend Driver
Sqedizoume ton frontend driver wc to endimeso tm ma tou mhqanismoÔ to opoÐo
prowjeÐ ta ait mata ektèleshc apì thn guest diergasÐa sto backend. UlopoioÔme
ton frontend driver wc èna module to opoÐo fort¸netai ston pur na tou Linux.
'Otan mÐa sunrthsh biblioj khc pragmatopoieÐ mÐa kl sh ioctl() (5b), o frontend
driver pragmatopoieÐ tic katllhlec desmeÔseic mn mhc kai antigrfei ta orÐsmata
apì ton q¸ro qr sth ston q¸ro pur na (5i). Sth sunèqeia qrhsimopoieÐ ton
mhqanismì metaforc dedomènwn pou perigrfetai sto keflaio 8 gia na prag-
matopoi sei èna aÐthma sthn eikonik  suskeu  CUDA (5c). 'Otan oloklhrwjeÐ h
epexergasÐa o frontend driver antigrfei ta apotelèsmata pÐsw ston q¸ro qr sth.
UlopoioÔme dÔo proseggÐseic tou mhqanismoÔ paralab c apotelesmtwn apì
thn eikonik  suskeu , ènan o opoÐoc basÐzetai se epanalhptikì èlegqo kai ènan o
opoÐoc basÐzetai se diakopèc. Sthn pr¸th prosèggish o driver elègqei se brìgqo an
kpoioc buﬀer èqei prostejeÐ ston moirazìmeno daktÔlio apì to backend, en¸ sthn
deÔterh h diergasÐa metabaÐnei se katstash adrneiac èwc ìtou lhfjeÐ mÐa eikonik 
diakop , upodeiknÔontac thn prosj kh buﬀer ston daktÔlio. O qeirist c diakop¸n
tìte exgei ton buﬀer apì ton daktÔlio kai epanafèrei th diergasÐa se katstash
ektèleshc. PragmatopoioÔme peiramatik  axiolìghsh twn proanaferjèntwn ulopoi-
 sewn sqetik me thn epÐdosh touc kaj¸c kai th qrhsimopoÐhsh thc CPU.
UlopoioÔme thn epikoinwnÐa metaxÔ frontend kai backend qrhsimopoi¸ntac ton
mhqanismì metaforc dedomènwn o opoÐoc perigrfetai parapnw. Pio sugkekrimèna,
pragmatopoioÔme ait mata sthn eikonik  suskeu  CUDA prosjètontac buﬀers ston
moirazìmeno daktÔlio kai eidopoi¸ntac sth sunèqeia to backend. O en lìgw
mhqanismìc epikoinwnÐac eisgei ènan periorismì. Kje buﬀer dedomènwn prèpei na
desmeÔetai se diadoqikèc fusikèc jèseic mn mhc, kti to opoÐo den eÐnai pnta efiktì,
eidik se meglec metaforèc dedomènwn. Autìc eÐnai ènac perioristikìc pargontac
sthn perÐptwsh thc metaforc dedomènwn metaxÔ thc CPU kai thc mn mhc thc
suskeu c. AnaptÔssoume epomènwc èna mhqanismì o opoÐoc, sthn perÐptwsh pou
h apaitoÔmenh mn mh den mporeÐ na desmeuteÐ me suneqìmeno trìpo, katafeÔgei se
mÐa scatter-gather teqnik  h opoÐa qrhsimopoieÐ buﬀers desmeumènouc se diadoqikèc
fusikèc jèseic mn mhc. To backend mporeÐ sth sunèqeia na èqei prìsbash se kje
tm ma mn mhc kai na anakataskeusei ton arqikì buﬀer.
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Epiplèon ulopoioÔme diamoirasmì twn pìrwn thcGPU metaxÔ diergasi¸n pou ek-
teloÔntai tautìqrona sthn Ðdia eikonik  mhqan . Autì epitugqnetai epitrèpontac
se pollaplèc diergasÐec na èqoun prìsbash ston Ðdio moirazìmeno daktÔlio tautì-
qrona, qrhsimopoi¸ntac ènan mhqanismì sugqronismoÔ. Kje diergasÐa mporeÐ na
prosjètei ait mata ston daktÔlio anexrthta kai na perimènei na upostoÔn epexer-
gasÐa.
3.3 Eikonik  Suskeu  CUDA
Sqedizoume to backend mèroc tou mhqanismoÔ mac wc ènan diekperaiwt  o opoÐoc
diaqeirÐzetai ta ait mata ektèleshc apì pollapl VMs ta opoÐa ekteloÔntai ston
Ðdio host. UlopoioÔme thn eikonik  suskeu  CUDA wc mÐa suskeu  QEMU PCI.
To backend mèroc leitourgeÐ o diaqeirist c aithmtwn, deqìmeno ait mata gia thn
ektèlesh sunart sewn kaj¸c kai ta apaitoÔmena orÐsmata kai ektel¸ntac tec sto
host peribllon. To bacend èqei apeujeÐac prìsbash se buﬀers pou parèqontai
mèsw tou mhqanismoÔ metaforc dedomènwn, qwrÐc na apaiteÐtai antigraf  touc.
Autì eÐnai dunatì, epeid  o q¸roc fusik¸n dieujÔnsewn tou guest eÐnai prosbsimoc
apì ton q¸ro eikonik¸n dieujÔnsewn thc diergasÐac QEMU, mèsw enìc mhqanismoÔ
metfrashc. 'Otan lambnetai èna aÐthma gia ektèlesh, to apokwdikopoioÔme, anak-
toÔme ta aparaÐthta orÐsmata kai ekkinoÔme thn ektèlesh sthn GPU (5d).
Qeirizìmaste telik ta ait mata gia ektèlesh sto backend ektel¸ntac katllh-
lec CUDA Driver API sunart seic. Epilègoume thn prosèggish thc ulopoÐhshc
tou Runtime API qrhsimopoi¸ntac sunart seic tou Driver API kaj¸c ètsi mac
epitrèpetai rht  diaqeÐrish twn dom¸n CUDA. H rht  diaqeÐrish thc fìrtwshc twn
modules kai thc enallag c twn contexts eÐnai apaitoÔmenh prokeimènou na ulopoi-
hjeÐ o diamoirasmìc twn pìrwn thc GPU. DiasfalÐzoume apomìnwsh kai prostasÐa
metaxÔ diergasi¸n CUDA jètontac to context pou susqetÐzetai me thn trèqousa
diergasÐa wc to trèqon, prin ekkin soume thn ektèlesh mÐac sunrthshc, kaj¸c
kje CUDA context diajètei ton dikì tou apokleistikì q¸ro dieujÔnsewn. 'Otan
h ektèlesh oloklhrwjeÐ, prosjètoume touc buﬀers pou perièqoun ta apaitoÔmena
apotelèsmata ston moirazìmeno daktÔlio kai eidopoioÔme ton guest prokal¸ntac
mÐa eikonik  diakop  (5e).
Prokeimènou na epitÔqoume diamoirasmì thc fusik c suskeu c se diergasÐec
oi opoÐec ekteloÔntai se diaforetik VMs sto Ðdio host sÔsthma, ulopoioÔme èna
xeqwristì moirazìmeno daktÔlio metaxÔ thc eikonik c suskeu c CUDA kai kje
VM. AntimetwpÐzoume kje aÐthma ektèleshc xeqwrist kai efarmìzoume polÔplexh
twn ait matwn apì diaforetikèc eikonikèc mhqanèc, ¸ste na epitrèpoume diamoirasmì
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twn pìrwn thc GPU.
3.4 Leptomèreic UlopoÐhshc Runtime API
UlopoioÔme thn eikonikopoÐhsh tou Runtime API paralambnontac ta orÐsmata
twn sunart sewn biblioj khc kai prowj¸ntac ta sto backend gia ektèlesh. H
ulopoÐhsh twn tupik¸n sunart sewn biblioj khc eÐnai arket apl  kaj¸c uprqoun
antÐstoiqec sunart seic tou Driver API oi opoÐec prosfèroun thn Ðdia leitourgikì-
thta. Wstìso, h ulopoÐhsh twn sunart sewn oi opoÐec antikajistoÔn thn epèktash
ektèleshc kernel (<<<...>>>) apaiteÐ perissìterh prospjeia, kaj¸c oi sunart -
seic autèc den ektÐjentai ston programmatist  kai h ulopoÐhsh touc den eÐnai
anoiqtoÔ k¸dika. Qrhsimopoi same wc ek toÔtou teqnikèc reverse engineering
prokeimènou na epitÔqoume eikonikopoÐhsh thc epèktashc aut c. Pragmatopoi same
tracing kl sewn biblioj khc prokeimènou na katagryoume th d lwsh twn eswteri-
k¸n sunart sewn pou ulopoioÔn thn epèktash. UlopoioÔme tic sunart seic autèc
ekjètontac thn Ðdia diepaf  ètsi ¸ste na mporoÔme na paralboume ta orÐsmata
ektèleshc. H rÔjmish kai ektèlesh twn kernels gÐnetai mèsw pollapl¸n sunart -
sewn biblioj khc. Sthn ulopoÐhsh mac sugkentr¸noume ta katllhla orÐsmata, ta
apojhkeÔoume se domèc dedomènwn, kai ta prowjoÔme ìtan eÐnai aparaÐthto kat
thn teleutaÐa qronik kl sh.
Epiplèon, prin thn ektèlesh enìc kernel qreizetai na gÐnei fìrtwsh tou ek-
telèsimou k¸dika sthn GPU, apì ta katllhla arqeÐa antikeimènwn CUDA. Wstì-
so, oi sunart seic tou Driver API, oi opoÐec ulopoioÔn thn fìrtwsh twn mod-
ules, apaitoÔn apì ton programmatist  na parèqei to ìnoma tou arqeÐou. To Run-
time API diaqeirÐzetai autìmata thn fìrtwsh twn modules, qwrÐc na ekjètei ta
antÐstoiqa onìmata arqeÐwn. 'Eqoume anaptÔxei epomènwc èna mhqanismì opoÐoc,
kat thn ekkÐnhsh thc ektèleshc mÐac efarmog c CUDA, anazhteÐ ta arqeÐa tÔpou
.cubin kai qrhsimopoieÐ exagwg  sumbìlwn gia na kajorÐsei poioi kernels orÐzontai
se kje arqeÐo antikeimènwn. ApojhkeÔoume thn antistoÐqish metaxÔ twn arqeÐwn
antikeimènwn kai twn kernels se mÐa dom  dedomènwn sth biblioj kh kai anazhtoÔme
gia to antÐstoiqo arqeÐo proc fìrtwsh kje for pou ekteleÐtai ènac kernel.
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3.5 Apomìnwsh kai Asfleia
H ulopoÐhsh mac exasfalÐzei thn prostasÐa metaxÔ diergasi¸n oi opoÐec ek-
teloÔntai mÐa eikonik  mhqan  kaj¸c kai metaxÔ diaforetik¸n eikonik¸n mhqan¸n.
Epitugqnoume apomìnwsh qrhsimopoi¸ntac ton mhqanismì twn CUDA contexts.
Ta CUDA contexts eÐnai to isodÔnamo twn diergasi¸n sth CPU. Kje context
èqei ton dikì tou q¸ro dieujÔnsewn kai, wc apotèlesma, Ðdiec timèc deikt¸n se
mn mh thc GPU apì diaforetik contexts anafèrontai se diaforetikèc jèseic sth
fusik  mn mh. SusqetÐzoume èna context me kje diergasÐa ètsi ¸ste na diasfal-
isteÐ h apomìnwsh kai prostasÐa apì llec diergasÐec pou ekteloÔntai sto Ðdio
kaj¸c kai se diaforetik VMs. Sth sunèqeia jètoume to trèqon context sto back-
end sÔmfwna me sthn kaloÔsa diergasÐa.
O mhqanismìc mac èqei sqediasteÐ me tètoio trìpo ¸ste na mporeÐ na emploutisteÐ
me pio prohgmèna qarakthristik wc mellontikèc epektseic. Gia pardeigma, ènac
mhqanismìc dromolìghshc ja mporoÔse na prostejeÐ ¸ste na exasfalisteÐ h dikaio-
sÔnh metaxÔ twn diaforetik¸n eikonik¸n mhqan¸n. Proc to parìn, sthn prwtìtuph
ulopoÐhsh mac pragmatopoieÐtai polÔplexh twn aithmtwn sthn meri tou host
kat FIFO seir. Autì mporeÐ na epektajeÐ se mellontik  epèktash me thn eis-
agwg  algorÐjmwn qronodromolìghshc oi opoÐoi ja efarmìzoun dikaiosÔnh kai ja
prostateÔoun tic eikonikèc mhqanèc apì ljoc rujmismènec   kakìboulec eikonikèc
mhqanèc oi opoÐec epiqeiroÔn na kataqrastoÔn pìrouc thc GPU.
3.6 LeitourgikoÐ PeriorismoÐ
Par to gegonìc ìti to sÔsthma mac parèqei difanh prìsbash se suskeuèc
CUDA, eisgei dÔo leitourgikoÔc periorismoÔc. ExaitÐac twn eswterik¸n sunart -
sewn biblioj khc, epÐ tou parìntoc uposthrÐzetai mìno to CUDA Toolkit 5.0 sto
guest peribllon. Sto backend, ìpou pragmatopoieÐtai h telik  ektèlesh, mporeÐ
na qrhsimopoihjeÐ to CUDA toolkit 7.5. Epiplèon, ta arqeÐa antikeimènwn CUDA
ta opoÐa qrhsimopoioÔntai gia th fìrtwsh ektelèsimou k¸dika, prèpei na eÐnai
diajèsima ston host kat ton qrìno ektèleshc. MporoÔn eÐte na antigrafoÔn prin





H axiolìghsh epÐdoshc diexgetai se èna sÔsthma apoteloÔmeno apì dÔo epe-
xergastèc Intel Xeon X5650 (@2.66 GHz) me 48 GB kÔriac mn mhc, to opoÐo eÐnai
exoplismèno me mÐa monda epexergasÐa grafik¸n Nvidia Tesla M2050. To host
sÔsthma qrhsimopoieÐ leitourgikì sÔsthma Ubuntu Linux 14.04 me èkdosh pur na
3.19.0 kai Nvidia driver èkdoshc 352.39. To logismikì eikonikopoÐhshc pou qrhsi-
mopoieÐtai eÐnai to QEMU-KVM 2.3. 'Olec oi eikonikèc mhqanèc èqoun rujmisteÐ na
qrhsimopoioÔn mÐa eikonik  CPU kai 1 GB RAM. To guest leitourgikì sÔsthma
eÐnai Debian 3.16.7 me èkdosh pur na 3.16.0.
Arqik qrhsimopoioÔme sunjetik benchmarks gia na sugkrÐnoume tic dÔo ulo-
poi seic tic opoÐec qrhsimopoieÐ to frontend mèroc tou sust matoc gia thn anamon 
apotelesmtwn apì to backend. Epiplèon pragmatopoioÔme anlush breakdown
kai exetzoume thn epibrunsh sthn epÐdosh pou eisgei h stoÐba logismikoÔ tou
sust matoc. Sth sunèqeia, axiologoÔme thn epÐdosh mÐac pragmatik c efarmog c
h opoÐa qrhsimopoieÐ ton mhqanismì mac sugkrÐnontac me thn ektèlesh sto prag-
matikì sÔsthma. Tèloc axiologoÔme thn klimakwsimìthta tou mhqanismoÔ kaj¸c o
arijmìc tautìqrona ekteloÔmenwn efarmog¸n se VMs ston Ðdio host auxnetai.
Prokeimènou na axiolog soume thn epÐdosh tou prwtìtupou pou èqoume ulopoi-
 sei , qrhsimopoioÔme benchmarks apì to CUDA SDK 7.5 [13] kaj¸c kai apì thn
sullog  benchmark Rodinia [14]. Epilègoume benchmarks pou antiproswpeÔoun
èna eurÔ fsma efarmog¸n GPGPU, kai qrhsimopoioÔme poikÐla upologistik for-
tÐa, megèjh dedomènwn kai diaforetik qarakthristik tou CUDA.
4.1 Ulopoi seic Sleep kai Busy Wait
Arqik ekteloÔme mÐa axiolìghsh twn dÔo proanaferjèntwn mhqanism¸n oi
opoÐoi qrhsimopoioÔntai apì ton frontend driver gia thn anamon  twn apotelesmtwn
ektèleshc. QrhsimopoioÔme èna microbenchmark pou ekteleÐ pollaplasiasmì pi-
nkwn to opoÐo mac epitrèpei rujmÐzoume to mègejoc twn dedomènwn eisìdou. O
pollaplasiasmìc pinkwn eÐnai mÐa shmantik  leitourgÐa pou qrhsimopoieÐtai se mÐa
poikilÐa efarmog¸n, ìpwc qrhmatooikonomikèc efarmogèc kai efarmogèc epexer-
gasÐac s matoc. SugkrÐnoume ton sunolikì qrìno ektèleshc kaj¸c kai th qrhsi-
mopoÐhsh thc CPU gia kje ulopoÐhsh. AxiologoÔme tic dÔo metrikèc gia èna eÔroc
megèjouc dedomènwn eisìdou. Ta apotelèsmata twn peiramtwn apeikonÐzontai ston
PÐnaka 4.1.
Ta apotelèsmata deÐqnoun ìti gia mikr megèjh dedomènwn eisìdou h ulopoÐhsh
busy wait apodÐdei arket kalÔtera sthn metrik  tou sunolikoÔ qrìnou ektèleshc
apì thn ulopoÐhsh sleep. Autì eÐnai anamenìmeno, dedomènou tou ìti h epibrunsh
apì thn energopoÐhsh mÐac eikonik c diakop c eÐnai uyhlìterh se sÔgkrish me ton
epanalhptikì èlegqo mèsa se brìgqo. Wstìso, kaj¸c to mègejoc twn dedomènwn
eisìdou auxnei h diafor sthn epÐdosh gÐnetai amelhtèa. Epiplèon, ìtan qrhsi-
mopoieÐtai h mèjodoc busy wait, oi efarmogèc qrhsimopoioÔn pl rwc thn CPU se
ìlh th dirkeia thc ektèleshc touc, dhmiourg¸ntac perittì fortÐo sto sÔsthma.
Sthn perÐptwsh thc mejìdou sleep, oi efarmogèc èqoun qamhlìterh qrhsimopoÐhsh
thc CPU, kaj¸c thn apeleujer¸noun kat th dirkeia tou qrìnou anamon c.
Prokeimènou na epwfelhjoÔme apì ta pleonekt mata kai twn dÔo mejìdwn,
ulopoioÔme me ubridik  prosèggish. Gia mikr megèjh dedomènwn eisìdou qrhsi-
mopoioÔme thn ulopoÐhsh busy wait prokeimènou na epitÔqoume kalÔterh epÐdosh.
Sthn perÐptwsh aut , h CPU qrhsimopoieÐtai pl rwc gia èna sÔntomo qronikì
disthma, kaj¸c h ektèlesh sto backend diarkeÐ lÐgo gia mikr megèjh dedomènwn
eisìdou. AntÐjeta, gia megalÔtera megèjh dedomènwn eisìdou qrhsimopoioÔme thn
ulopoÐhsh sleep prokeimènou na epitÔqoume tìso qamhl  qrhsimopoÐhsh thc CPU
ìso kai kal  epÐdosh.
Input Size (KB) 8 16 32 64 128 256 512 1024 2048
Busy Wait Execution Time (ms) 5:0 8:5 8:7 9:0 14:1 34:9 64:1 240:8 463:0CPU Usage (%) 100 100 100 100 100 100 100 100 100
Sleep Execution Time (ms) 13:8 14:2 14:8 15:0 15:3 35:2 64:1 241:1 462:7CPU Usage (%) 10 12 10 10 9 9 10 6 7
Table 4.1: SÔgkrish Ulopoi sewn Sleep kai Busy Wait
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4.2 EpÐdosh Microbenchmark
Diexgoume metr seic qrhsimopoi¸ntac difora benchmarks sugkrÐnontac thn
ektèlesh sto pragmatikì sÔsthma me ekeÐnh se eikonikèc mhqanèc me qr sh tou
mhqanismoÔ mac. PragmatopoioÔme mètrhsh tou qrìnou ektèleshc ìlwn twn lei-
tourgi¸n CUDA qwrÐc na sumperilambnoume touc upologismoÔc pou ekteloÔntai
sthn CPU, kaj¸c o mhqanismìc eisgei epibrunsh mìno stic leitourgÐec CUDA.
Sto sq ma parousizontai oi kanonikopoihmènoi qrìnoi ektèleshc se pragmatikì
kai eikonikì peribllon. Ta peiramatik apotelèsmata deÐqnoun ìti h upobjmish
thc epÐdoshc sta benchmark BlackScholes (BS), LU Decomposition (LUD) and
Back Propagation (BB) (ìpou ekteloÔme ton kernel se 1000 epanal yeic) ìtan
ekteloÔntai se VM eÐnai amelhtèa se sÔgkrish me thn ektèlesh sto pragmatikì
sÔsthma. O qrìnoc ektèleshc touc eÐnai 1.74%, 3.32% kai 1.56% uyhlìteroc apì
ekeÐnon sto host peribllon antÐstoiqa. H megalÔterh epibrunsh ston qrìno
ektèleshc eÐnai 9.23% gia to benchmark fastWalshTransform (FWT). To bench-
mark autì qarakthrÐzetai apì sÔntomo qrìno ektèleshc tou kernel (mìlic to èna
trÐto tou sunolikoÔ qrìnou ektèleshc) me apotèlesma h epibrunsh lìgw thc anti-
graf c dedomènwn metaxÔ CPU kai suskeu c na èqei megalÔtero antÐktupo sthn
epÐdosh tou, lìgw thc proanaferjeÐsac antigraf c metaxÔ q¸rou qr sth kai q¸rou
pur na. H epibrunsh aut  mporeÐ na meiwjeÐ efarmìzontac teqnikèc mhdenik c anti-
graf c ìpwc memory pinning, oi opoÐec mporoÔn na ulopoihjoÔn wc mellontikèc
epektseic. Epiplèon, parathroÔme beltÐwsh kat 4.40% ston qrìno ektèleshc twn
leitourgi¸n CUDA sto benchmark pollaplasiasmoÔ pinkwn (MM). H beltÐwsh
aut  mporeÐ na apodojeÐ sthn metatrop  tou Runtime API se Driver API sto
backend.
4.3 Anlush Breakdown
AnalÔoume thn epibrunsh pou eisgetai apì ton mhqanismì eikonikopoÐhshc
kai pragmatopoioÔme anlush breakdown epimèrouc sunart sewn tou CUDA Run-
time API qrhsimopoi¸ntac to benchmark BandwidthTest pou parèqetai apì ta
CUDA samples. Ta apotelèsmata parousizontai sto sq ma 4.2. Epilègoume
na pragmatopoi soume metr seic sth sunrthsh cudaMemcpy, kaj¸c eisgei thn
uyhlìterh epibrunsh exaitÐac twn leitourgi¸n antigraf c dedomènwn. QwrÐzoume
thn ektèlesh mÐac sunrthshc se pènte stdia (lib, copy, fend, exec, bend) ta
opoÐa antiproswpeÔoun diaforetik mèrh thc stoÐbac logismikoÔ tou mhqanismoÔ
kaj¸c kai leitourgÐec pou prokaloÔn shmantik  epibrunsh. To pr¸to stdio (lib)
perilambnei tic leitourgÐec pou pragmatopoioÔntai apì thn biblioj kh ektìc apì
thn ektèlesh thc kl shc sust matoc ioctl() h opoÐa metafèrei ton èlegqo ston
frontend driver. To stdio copy antiproswpeÔei thn epibrunsh pou eisgetai apì
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thn antigraf  dedomènwn metaxÔ q¸rou qr sth kai q¸rou pur na, en¸ to stdio
fend eÐnai o qrìnoc pou katanal¸netai stic upìloipec leitourgÐec tou frontend.
Tèloc, to stdio exec eÐnai to qronikì disthma ektèleshc thc sunrthshc Driver
API kai to stdio bend to qronikì disthma pou katanal¸netai stic upìloipec
leitourgÐec pou ekteloÔntai apì to backend, ìpwc desmeÔseic mn mhc, ankthsh
orismtwn klp.























































Figure 4.2: Anlush Breakdown
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eÐnai h ektèlesh thc sunrthshc tou Driver API sto backend. To stdio autì
diarkeÐ èwc kai 69% tou sunolikoÔ qrìnou ektèleshc gia meglec antigrafèc de-
domènwn. Dedomènou ìti h fsh aut  antiproswpeÔei thn telik  ektèlesh sthn
GPU, ta upìloipa stdia ektèleshc mporeÐ na qarakthristeÐ wc h epibrunsh h
opoÐa prokaleÐtai apì to sÔsthma mac. Ta apotelèsmata deÐqnoun ìti h epibrunsh
aut  paramènei stajer  sto 27% tou sunolikoÔ qrìnou ektèleshc kat mèso ìro,
gia antigrafèc dedomènwn megalÔterec tou 1 MB. To gegonìc autì eunoeÐ efar-
mogèc stic opoÐec o qrìnoc ektèleshc kuriarqeÐtai apì upologismoÔc sthn GPU
par apì antigrafèc dedomènwn. To stdio thc antigraf c dedomènwn metaxÔ q¸rou
qr sth kai q¸rou pur na katanal¸nei kat mèso ìro to 30% to qrìnou ektèleshc
kai apoteleÐ to kÔrio mèroc thc epibrunshc lìgw eikonikopoÐhshc. H efarmog 
mhqanism¸n mhdenik c antigraf c, ìpwc proanafèrjhke, mporeÐ na mei¸sei aut  thn
epibrunsh. Oi teqnikèc autèc mporoÔn na ulopoihjoÔn wc mellontikèc epektseic.
Peraitèrw metr seic deÐqnoun ìti oi upìloipec sunart seic thc biblioj khc
eisgoun stajer  epibrunsh. H leitourgi cudaMalloc eisgei epibrunsh 24
s, h leitourgÐa cudaFree 23 s kai h ektèlesh enìc pur na sthn GPU 64 s.
H epibrunsh sthn epÐdosh twn efarmog¸n mei¸netai kaj¸c to mègejoc twn de-
domènwn eisìdou auxnetai, epeid  to h stajer  epibrunsh apoteleÐ mikrìtero




AxiologoÔme thn axiopistÐa kai thn apodotikìthta tou sust matoc ìtan qrhsi-
mopoieÐtai apì mÐa efarmog  uyhlìterou epipèdou. QrhsimopoioÔme thn efarmog 
StoreGPU [15] h opoÐa epitrèpei se sqediastèc katanemhmènwn susthmtwn apoj -
keushc na anajètoun leitourgÐec basismènec ston katakermatismì se mondec epe-
xergasÐac grafik¸n. H efarmog  StoreGPU epitaqÔnei upologistik kai apojhkeu-
tik apaithtikèc leitourgÐec, dhmofileÐc se ulopoi seic katanemhmènwn susthmtwn
apoj keushc. EkteloÔme ton GPU kernel se 10 epanal yeic kai metrme ton suno-
likì qrìno ektèleshc kaj¸c kai ton qrìno ektèleshc twn leitourgi¸n CUDA. To
sq ma 4.3 apeikonÐzei to peiramatik apotelèsmata tìso se pragmatikì peribllon
ìso kai se eikonikì me th qr sh tou sust matoc mac. 'Opwc kai se prohgoÔmena
peirmata, to Cuda antiproswpeÔei mìno ton qrìno ektèleshc twn leitourgi¸n
CUDA, en¸ to Total ton sunolikì qrìno ektèleshc sumperilambanomènou tìso
tou qrìnou ektèleshc sthn CPU ìso thn GPU. Ta apotelèsmata deÐqnoun ìti o
sunolikìc qrìnoc ektèleshc se mÐa eikonik  mhqan  eÐnai uyhlìteroc kat 7.67%






















Figure 4.3: EpÐdosh Efarmog c
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4.5 Metr seic Klimkwshc
AxiologoÔme thn epibrunsh pou eisgei to sÔsthma mac sthn tautìqronh ektè-
lesh efarmog¸n pou qrhsimopoioÔn thn GPU diexgntac dÔo eÐdh metr sewn: (1)
dhmiourgoÔme pollaplèc diergasÐec sto pragmatikì sÔsthma oi opoÐec pragmatopoi-
oÔn ektèlesh thc Ðdiac efarmog c (native) kai (2) ekteloÔme thn efarmog  se
pollapl VMs (virtual). Metrme ton qrìno ektèleshc twn leitourgi¸n CUDA
gia autèc tic peript¸seic kai axiologoÔme thn epibrunsh pou eisgetai apì to
sÔsthma, kaj¸c o arijmìc twn diergasi¸n kai twn eikonik¸n mhqan¸n antÐstoiqa
auxnetai. QrhsimopoioÔme to benchmark BlackScholes to opoÐo parèqetai apì ta
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Diforec proseggÐseic gia thn ulopoÐhsh eikonikopoÐhshc suskeu¸n epexer-
gasÐac grafik¸n kai diamoirasmoÔ pìrwn GPU èqoun protajeÐ apì thn ereunhtik 
koinìthta. Parllhla, oi proqoi cloud uphresi¸n ìpwc oi Amazon [8] kai Mi-
crosoft Azure [34] klp. [35] prosfèroun pìrouc GPU sto plaÐsio twn uphresi¸n
touc. Mia kathgorÐa proteinìmenwn lÔsewn knei qr sh thc teqnologÐac pass-
through prokeimènou na parèqei se eikonikèc mhqanèc mesh prìsbash stic fusikèc
suskeuèc. Aut  h prosèggish mporeÐ na elaqistopoi sei thn epibrunsh lìgw
eikonikopoÐhshc, ìpwc èqoun deÐxei metr seic epidìsewn sto logismikì Xen [29],
all mèsw thc teqnologÐac pass-through h diaqeÐrish thc GPU gÐnetai apokleis-
tik apì to guest leitourgikì sÔsthma, kai den eÐnai dunatì pollapl VMs na di-
amoirzontai thn Ðdia suskeu . H teqnologÐa Nvidia GRID [30] epitrèpei ekq¸rhsh
thc fusik c GPU se pollapl VMs tautìqrona. To sÔsthma Gdev [28] epitrèpei
thn eikonikopoi sh mÐac fusik c GPU se pollaplèc logikèc, oi opoÐec mporoÔn sth
sunèqeia na anatejoÔn se VMs, epitrèpontac me autì ton trìpo ton diamoirasmì
pìrwn.
To gVirt [26] apoteleÐ mÐa prosèggish pl rouc eikonikopoÐhshc h opoÐa epitrèpei
ston driver thc GPU na ekteleÐtai sto guest leitourgikì sÔsthma. O mhqanismìc
autìc èqei ulopoihjeÐ se epexergastèc grafik¸n Intel Processor Graphics kai h
axiolìghsh tou eÐnai prosanatolismènh se efarmogèc 2D kai 3D grafik¸n. To
GPUvm eÐnai ènac mhqanismìc o opoÐoc basÐzetai sto logismikì Xen kai ulopoieÐ
pl rh eikonikopoÐhsh kaj¸c kai para-eikonikopoÐhsh mondwn epexergasÐac grafi-
k¸n. H prosèggish aut  diafèrei apì th dik  mac, kaj¸c ulopoieÐ eikonikopoÐhsh
thc GPU se qamhlìtero epÐpedo kai qrhsimopoieÐ thn platfìrma Gdev [24] gia thn
upost rixh tou CUDA Runtime.
Ta sust mata vCUDA [17] kai rCuda [18, 19] efarmìzoun thn teqnik  thc
anakateÔjunshc kl sewn API prokeimènou na katast soun dunat  th diafan 
prìsbash se suskeuèc Nvidia se efarmogèc pou ekteloÔntai se VMs. Kai ta
dÔo qrhsimopoioÔn diktuak prwtìkolla prokeimènou na ulopoi soun mhqanismoÔc
epikoinwnÐac. Parìlo pou oi diktuakoÐ mhqanismoÐ epikoinwnÐac kajistoÔn autèc
tic ulopoi seic anexrthtec tou sust matoc eikonikopoÐhshc, prokaloÔn shmantik 
epibrunsh sthn epÐdosh. rCUDA diajètei epÐshc mÐa beltistopoihmènh ulopoÐhsh
tou mhqanismoÔ epikoinwnÐac gia diasundèseic InﬁniBand, prokeimènou na epwfel-
hjeÐ apì thn uyhl  taqÔthta tou mèsou. Epiplèon èqei protajeÐ to gVirtus [21],
ènac mhqanismìc eikonikopoÐhshc GPU o opoÐoc dÐnei èmfash sthn anexarthsÐa
apì ton hypervisor kai basÐzetai se ènan mhqanismì epikoinwnÐac anexrthto apì
ton dÐaulo mèsw tou opoÐou ulopoieÐtai h epikoinwnÐa. SÔgkrish me tic metr seic
pou parousizontai sto [21] upodeiknÔei ìti to sÔsthma mac eisgei qamhlìterh
epibrunsh apì aut  thn prosèggish. Autì mporeÐ na apodojeÐ sthn ektèlesh
sunart sewn tou Runtime API sto backend. To GViM [22] qrhsimopoieÐ thn
prosèggish thc para-eikonikopoÐhshc prokeimènou na ulopoi sei thn eikonikopoÐhsh
kai diaqeÐrish twn pìrwn thc GPU. QrhsimopoieÐ mhqanismoÔc tou Xen, sumperil-
ambanomènwn kai moirazìmenwn buﬀers, me skopì thn ulopoÐhsh tou mhqanismoÔ
epikoinwnÐac. H ulopoÐhsh aut  eisgei megalÔterh epibrunsh apì ton mhqanismì
mac, ìpwc deÐqnei h sÔgkrish metaxÔ twn metr sewn sto [22] kai aut c thc er-
gasÐac. O mhqanismìc LoGV [23] ulopoieÐ eikonikopoÐhsh leitourgi¸n GPGPU se
qamhlìtero epÐpedo qrhsimopoi¸ntac touc mhqanismoÔc prostasÐac twn sÔgqronwn
GPUs. EikonikopoieÐ thn diepaf  tou pscnv GPU driver kai qrhsimopoieÐ lo-
gismikì anoiktoÔ k¸dika prokeimènou na prosfèrei upost rixh tou CUDA API.
Epiplèon, h prosèggish aut  den diasfalÐzei thn prostasÐa metaxÔ efarmog¸n pou
ekteloÔntai sthn Ðdia eikonik  mhqan , par mìno metaxÔ eikonik¸n mhqan¸n. Sthn
ulopoÐhsh DS-CUDA [25] oi suggrafeÐc parousizoun ènan mhqanismì me stìqo
thn antimet¸pish twn duskoli¸n tou programmatismoÔ se eterogen  katanemhmèna
sust mata. O mhqanismìc ulopoieÐ eikonikopoÐhsh enìc cluster upologist¸n ex-
oplismènwn me GPUs ètsi ¸ste na emfanÐzetai ìti oi GPUs eÐnai sundedemènec
se ènan mìno kìmbo, me skopì thn dieukìlunsh tou programmatismoÔ efarmog¸n
pou ekteloÔntai se pollaplèc GPUs. Sto plaÐsio tou diamoirasmoÔ pìrwn thc
GPU metaxÔ eikonik¸n mhqan¸n èqei protajeÐ to V4VSockets [20], ènac mhqanismìc
pou prosfèrei apodotik  epikoinwnÐa metaxÔ kìmbwn, ulopoihmènoc sto logismikì
Xen. Oi suggrafeÐc deÐqnoun ìti to rCUDA mporeÐ na ektelesteÐ me qr sh tou




6.1 Anlush EpÐdrashc tou DiamoirasmoÔ
Pìrwn sthn EpÐdosh Efarmog¸n
O diamoirasmìc tou ulikoÔ metaxÔ pollapl¸n tautìqrona ekteloÔmenwn lei-
tourgik¸n susthmtwn apoteleÐ mÐa jemeli¸dh ptuq  thc eikonikopoÐhshc ulikoÔ. O
mhqanismìc mac epitrèpei ton diamoirasmì pìrwn thc GPU efarmìzontac polÔplexh
twn aithmtwn ektèleshc sto epÐpedo tou hypervisor. Wstìso, h polÔplexh thc
prìsbashc efarmog¸n sthn GPU eisgei epiprìsjeth epibrunsh kai epidr arn-
htik sthn epÐdosh touc. Epiplèon, efarmogèc me diaforetik motÐba ektèleshc
mporeÐ na ephrezontai diaforetik apì ton diamoirasmì twn prosbsewn touc sthn
GPU.
Oi efarmogèc pou qrhsimopoioÔn epitqunsh apì thn GPU mporoÔn diaqwri-
stoÔn anloga me ta qarakthristik touc se diforec kathgorÐec. MÐa apì autèc
perilambnei efarmogèc oi opoÐec mporoÔn na qarakthristoÔn wc efarmogèc mazik c
epexergasÐac. Oi efarmogèc autèc antigrfoun meglec posìthtec dedomènwn apì
ton epexergast  sthn GPU kai sth sunèqeia pragmatopoioÔn entatikoÔc upol-
ogismoÔc qwrÐc peraitèrw allhlepÐdrash me ton qr sth. Ta apotelèsmata up-
ologÐzontai kai antigrfontai sth mn mh thc CPU kat thn olokl rwsh thc ektè-
leshc. ParadeÐgmata tètoiwn efarmog¸n apoteloÔn HPC episthmonikèc efar-
mogèc apì pedÐa ìpwc h bioplhroforik  [31] kai h epist mh twn ulik¸n [32]. H
polÔplexh twn prosbsewn sthn GPU efarmog¸n aut c thc kathgorÐac mporeÐ na
prokalèsei upobjmish thc epÐdoshc, kaj¸c oi palaiìterec GPUs den prosfèroun
pragmatikì diamoirasmì pìrwn. H krÐsimh metrik  epÐdoshc eÐnai o sunolikìc qrìnoc
ektèleshc. Wstìso, to kÔrio qarakthristikì twn efarmog¸n aut¸n eÐnai ìti o
qrìnoc ektèleshc touc kuriarqeÐtai apì qrhsimopoÐhsh pìrwn thc GPU. Wc ek
toÔtou, h polÔplexh twn prosbsewn sthn GPU tautìqrona ekteloÔmenwn efar-
mog¸n epibarÔnei thn epÐdosh ìlwn twn efarmog¸n, kaj¸c ait mata gia ektèlesh
apì diaforetik CUDA contexts seiriopoioÔntai kat thn ektèlesh sthn GPU.
Autì eÐnai èna eggenèc qarakthristikì thc arqitektonik c twn palaiìterwn GPUs.
Antijètwc, sthn perÐptwsh pou oi efarmogèc upobllontai gia ektèlesh seiriak,
ìpwc gia pardeigma se èna sÔsthma qronoprogrammatismoÔ pìrwn (Torque) h
upobjmish thc epÐdoshc kje efarmog c eÐnai amelhtèa. Wstìso, akìmh kai aut  h
kathgorÐa efarmog¸n anamènetai na epitugqnei kalÔterh epÐdosh stic sÔgqronec
GPUs.
Apì thn llh pleur, mÐa diaforetik  kathgorÐa perilambnei diadrastikèc efar-
mogèc makrc ektèleshc, oi opoÐec sun jwc ekkinoÔn thn ektèlesh touc antigrfo-
ntac ta aparaÐthta dedomèna sth suskeu , ektìc tou krÐsimou monopatioÔ ektèleshc,
kai lambnoun diadoqik mikrìterec posìthtec dedomènwn wc eÐsodo, oi opoÐec
ekkinoÔn upologismoÔc. ParadeÐgmata efarmog¸n oi opoÐec akoloujoÔn autì to
motÐbo ektèleshc apoteloÔn efarmogèc Big Data oi opoÐec ekteloÔn erwt mata se
megla sÔnola dedomènwn [33]. Efarmogèc aut c thc kathgorÐac èqoun sun jwc
apait seic pragmatikoÔ qrìnou. O krÐsimoc pargontac thc epÐdoshc touc eÐnai
h taqÔthta apìkrishc ìtan lambnetai kpoia eÐsodoc. H ektèlesh touc peril-
ambnei enallagèc metaxÔ periìdwn adrneiac, ìpou anamènetai eÐsodoc apì ton
qr sth, kai periìdwn epexergasÐac, ìpou upologÐzontai ta zhtoÔmena apotelèsmata.
Autì to motÐbo ektèleshc epitugqnei kal  epÐdosh ston diamoirasmì thc suskeu c
metaxÔ tautìqrona ekteloÔmenwn efarmog¸n. H polÔplexh twn prosbsewn touc
sthn GPU eÐnai efikt  kaj¸c perÐodoi adrneiac kpoiwn efarmog¸n mporeÐ na
sumpÐptoun me periìdouc upologism¸n llwn.
ProkÔptei epomènwc ìti h epÐdrash tou diamoirasmoÔ pìrwn thc GPU mporeÐ
na eÐnai diaforetik  anloga me to motÐbo ektèleshc thc efarmog c. E'na sÔsthma
diaqeÐrishc thc GPU ja mporoÔse na katatssei tic efarmogèc stic kathgorÐec pou
perigrfhkan parapnw kai na dromologeÐ tic prosbseic touc stouc pìrouc thc
GPU anloga. Mellontik  epèktash tou mhqanismoÔ mporeÐ na perilambnei thn
efarmog  teqnik¸n proﬁling me skopì thn kathgoriopoÐhsh efarmog¸n kaj¸c kai
th qr sh diforwn algorÐjmwn qronodromolìghshc twn prosbsewn sthn GPU.
Oi teqnikèc autèc mporoÔn akìmh na axiologhjoÔn se sÔgqronec GPUs oi opoÐec
parèqoun pio prohgmèna qarakthristik diamoirasmoÔ metaxÔ tautìqronwn ektelè-
sewn.
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6.2 Sumpersmata kai Mellontikèc
KateujÔnseic
Sthn ergasÐa aut  parousizoume ènan mhqanismì o opoÐoc pragmatopoieÐ apodo-
tik  eikonikopoÐhsh pìrwn GPU kaj¸c kai diamoirasmì touc metaxÔ eikonik¸n
mhqan¸n. H ulopoÐhsh mac efarmìzei anakateÔjunsh API mèsw enìc driver qwri-
smènou se dÔo mèrh, prokeimènou na epitrèpei se efarmogèc GPGPU na èqoun
prìsbash sthn fusik  suskeu . H axiolìghsh thc prwtìtuphc ulopoÐhshc mac
deÐqnei ìti o mhqanismìc epitugqnei epÐdosh poÔ kont se ekeÐnh tou pragmatikoÔ
sust matoc gia mesaÐa kai megla megèjh dedomènwn eisìdou. Epiplèon, efarmogèc
pou ekteloÔntai tautìqrona se diaforetik VMs mporoÔn na moirzontai apodotik
thn GPU.
Sqedizoume ton mhqanismì me trìpo o opoÐoc na epitrèpei epektseic pou prag-
matopoioÔn qronodromolìghsh na prostejoÔn eÔkola sthn paroÔsa ulopoÐhsh.
Wc mellontik  proèktash, sqedizoume na ulopoi soume qronodromolìghsh twn
aithmtwn ektèleshc prokeimènou na epitugqnetai dikaiosÔnh sthn exuphrèthsh
metaxÔ tìso twn eikonik¸n mhqan¸n ìso kai twn efarmog¸n. MporeÐ akìmh na
ulopoihjeÐ diaqeÐrish twn pìrwn thc GPU sto backend ètsi ¸ste na diasfalÐzetai
dikaiosÔnh, anagnwrÐzontac ta motÐba ektèleshc twn GPU efarmog¸n kai pro-
grammatÐzontac katllhla thn prìsbash touc sthn GPU. Gia to skopì autì, o
mhqanismìc ja mporoÔse na aniqneÔei kai na epibradÔnei eikonikèc mhqanèc me uyhlèc
apait seic se pìrouc thcGPU. Tèloc, mellontikèc epektseic perilambnoun epÐshc
thn axiolìghsh tou mhqanismoÔ mac se sÔgqronec Nvidia GPUs me beltiwmèna
qarakthristik pou aforoÔn ton diamoirasmì twn pìrwn.
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