Does it always help to adjust for misclassification of a binary outcome in logistic regression?
It is well known that in logistic regression, where the outcome is measured with error, a biased estimate of the association between the outcome and a risk factor may result if no proper adjustment is made. Hence, it seems tempting to always adjust for possible misclassification of the outcome. Here we show that it is not always beneficial to do so because, though the adjustment reduces the bias, it also inflates the variance, leading to a possibly larger mean squared error of the estimate. In the context of a data set on agricultural injuries, numerical evidence is provided through simulation studies.