ABSTRACT
INTRODUCTION
Availability of high performance computing (HPC) architectures, including commodity clusters and traditional supercomputers with both distributed and shared memory designs, is becoming quite common. The massively parallel computation offered by these architectures has proven to be an important tool in a number of bioinformatics projects over the years. For a non-exhaustive list of examples, see Bhandarkar et al. (1996) , Bourne and Hendrickson (1988) , Brower and DeLisi (1992) , Carvalho et al. (2000) , Ceron et al. (1998) , Date et al. (1993) , Fekete et al. (2000) , Foulser and Core (1990) , Grundy et al. (1996) , Jones (1992) , Martino et al. (1994) , Miller et al. (1991 Miller et al. ( , 1992 , Ropelewski et al. (1997 Ropelewski et al. ( , 2000 , Shapiro et al. (2001) and Wallin et al. (1993) .
Even with an abundance of HPC resources it is important to ensure their optimal use since many problems in bioinformatics deal with the analysis of large amounts of data and can often challenge even the most powerful HPC systems. As examples, consider genome annotation (Li et al., 2003) , the * To whom correspondence should be addressed.
comparison of a single open reading frame against a whole and relatively static annotated sequence database, and pairwise sequence and structure comparisons. The data being used for this class of comparative analysis problem (sequencesequence, sequence-structure and structure-structure) are generally highly redundant. Thus, the data preprocessing step and the organization of the data being passed to these parallel computer architectures is of great importance if these data are to be processed in the most efficient manner. This paper addresses these issues with a specific example of pairwise structure-structure comparison. The analysis and conclusions contained in this paper apply to any distributed-memory platform.
Problem statement
The determination and subsequent three-dimensional (3D) comparison of protein structures is important for reasons of protein classification, a better understanding of function, and the elucidation of distant homologous relationships not possible from sequence alone, since sequence is more variable than structure (Rost, 1999) . In recognition of the importance of structure, a number of structural genomics projects are under way worldwide (Zhang and Kim, 2003) . These are large-scale efforts to determine, or subsequently infer by modeling, protein structures for most discovered genes. Thus the current (February 2, 2004) complement of protein structures (24 080) is likely to expand significantly in the next few years as a result of structural genomics as well as a more concerted effort in conventional functionally-driven structure determination. Comparative analysis of this expanding corpus represents a challenge to those engaged in high performance computing application development.
Many structure comparison algorithms have been developed in the last 20 years [for a review, see Holm and Sander (1994) , Gibrat et al. (1996) and Godzik (1996) ]. Only a few of these algorithms have become resources available through the Internet and are updated on a regular basis, in part a result of the large and on-going computational analysis required. These algorithms can be classified by the elementary units used in comparison to build the alignment: (1) single residues (Orengo et al., 1992) ; (2) fragments of multiple residues (Holm and Sander, 1993; Feng and Sippl, 1996; Shindyalov and Bourne, 1998) and (3) secondary structure elements (Madej et al., 1995; Alexandrov and Go, 1994) . They can also be classified by the optimization procedure used: (1) dynamic programming (Orengo et al., 1992) ; (2) Monte-Carlo (Holm and Sander, 1993) ; (3) combinatorial search (Shindyalov and Bourne, 1998) and (4) graph theory (Alexandrov and Go, 1994) .
This work optimizes the use of the Combinatorial Extension (CE) algorithm for the pairwise alignment of polypeptide chains proposed earlier (Shindyalov and Bourne, 1998) , and the Protein Object Model (POM; Shindyalov and Bourne, 1997) for managing comparative structural information. The problem addressed by this paper is building a structurally representative set of protein chains and revealing structure similarities in the PDB that will scale with a fast growing source of data. Hence, the algorithm for the calculation of this representative set should give optimal performance and also scale with the number of processors involved. The availability of the representative set allows users to save time and computational resources when comparing the structure of their protein chains against those in the PDB without a significant loss of information. This paper does not address the details of the CE algorithm itself, which are well covered elsewhere (see Shindyalov and Bourne, 2001 ) and references therein), nor the issue of comparison of domains versus polypeptide chains, which is the subject of a separate ongoing study.
To illustrate the scale of the problem, consider a PDB of 35 000 chains with each pairwise comparison taking on average ∼3 s. Without considering redundancy or chain size a complete computation would take ((35 000 * 35 000)/2) * 3 s or approximately 21 000 processor-days. Given this overall time, optimization with regard to the data is clearly necessary.
SYSTEM AND METHODS

CE overview
The CE algorithm is a method of automatically aligning pairs of structures, previously described in Shindyalov and Bourne (1998) . The CE algorithm compiles an alignment of a given pair of protein chains by considering the chains sectioned into all possible octapeptide fragments, as defined by the backbone α-carbons. Those octapeptide pairs that have a high distance-based similarity score are deemed aligned fragment pairs (AFPs) and retained for the next step in the analysis. CE then tries to join each AFP to a maximal number of other AFPs in order to create the longest possible alignment path through the two proteins in consideration (with an allowance for gaps of up to 30 residues in either protein chain). In effect this 'stitches together' a set of AFPs covering contiguous regions in each protein that represents a possible alignment path. Once the possible paths through the two proteins are determined, CE uses additional heuristics in an attempt to improve the final alignment. The 20 best scoring paths are compiled and the proteins are directly compared based upon the superimposition of the aligned residues. The path that yields the lowest RMSD is then retained as the 'optimal path'. This path is then subjected to dynamic programming on structural alignment directly between the two structures, which tests all possible residue equivalences and the resulting RMSD from their superposition.
Compute platform
The computational part of this work was performed using 'Blue Horizon', an IBM SP parallel computer installed at the San Diego Supercomputer Center (SDSC). It has a total of 1152 Power3+ processors, each running at 375 MHz. The software is equally suited for running on any parallel machine or PC cluster equipped with an implementation of the Message Passing Interface (MPI). In addition to IBM SP, we have tested the software on a Sun Enterprise 10 000 server and a Linux PC cluster.
ALGORITHM AND IMPLEMENTATION
CEPAR, the algorithm described here, is a version of the CE algorithm designed specifically for use on parallel (PAR) processors.
Problem formulation
Given:
(1) An entity list of N entities (each entity being a protein polypeptide chain characterized by an amino acid sequence and a set of 3D coordinates). (2) An algorithm for pairwise comparison of entities (in this case CE). (3) Representation criteria whereby one entity represents a family of one or more entities, based on the results of a pairwise alignment. Here this implies
where L 1 and L 2 are sequence lengths of the two entities, and L thr is the length difference threshold parameter.
where L ali is the number of aligned positions and A thr is the alignment length threshold parameter.
where L gap is the number of residues in gaps and G thr is the gap threshold parameter.
where R thr is the RMSD threshold parameter.
(4) Similarity criterion between representatives. Here, this implies a CE Z-score Z ≥ Z thr where Z thr is the Z threshold parameter [for a description of Z-score see (Shindyalov and Bourne, 1998) ]. Alignments not satisfying this criterion are not recorded.
Desired output: a list of representatives as well as those entities represented by them and detailed information on alignments satisfying either representation or similarity criterion 1 . Establishing a representative is not exactly the same as applying a rigorous clustering in the sense of vector quantization. In this work, the representatives are randomly chosen instead of calculating the centroid of a cluster. Vector quantization is not carried out so as to minimize computer time. The representation criteria applied is believed to adequately describe the structural space of the PDB.
Parallel algorithm
Rather than focus on the parallelization of the CE algorithm for each pairwise alignment, CEPAR uses a coarse-grain parallel implementation involving a master/worker strategy suitable for a massively parallel computer architecture. Each worker, upon receiving a work assignment from the master, compares the two entities contained in the assignment using the CE algorithm, returns the results of the comparison to the master and is ready to receive another assignment.
More generally, more than one command processor could be employed. However, for the problem considered here this is not advantageous as will be explained in the following subsections. Therefore, for the work presented in this paper one master processor was used.
Note that the algorithm is not truly, embarrassingly, parallel since there are dependencies in the order of distributing assignments, as will become more apparent below. The program is written in C++ and uses MPI for communication between the master and workers. The workers need to communicate only with the master processor not each other. Subsequent discussion centers on the work of the master processor.
Order of operations
We have considered and compared two strategies for the order of operations. Both start by making the first entity in the input data the first representative, and forming a list of all remaining entities (the entity list). In the entity-first approach, the strategy is to go through the entity list aligning each entity with the first representative, one entity per processor. The entities matching the representative (according to the criterion mentioned above) are deleted from the entity list and assigned to the representative's group. After all entities in the entity list have been exhausted the first entity in the remaining list is made the second representative, is deleted from the list and the process repeated. Thus at any stage of the calculation we are attempting to exhaust alignments of all remaining entities in the list with a given representative before proceeding to the next representative 2 .
1 Based on the saved alignment information and known representation it is easy to restore alignments of each entity with any other entity in the PDB. This is done as a post-processing step and is not included in this discussion. 2 In parallel mode, it may be sometimes necessary for the program to be aligning each entity with more than one representative at a time, since the family-first and entity-first (green squares) strategies. The family-first implementation was run using both one-step (magenta triangles) and two-step (blue diamonds) jobs. Sample data consisting of 663 entities chosen at random from the PDB were used to obtain these measurements. 321 representatives were identified using the following threshold parameters: L thr = 10%, A thr = 67%, G thr = 20%, R thr = 2 A, Z thr = 3.5. Ideal scaling is shown in red.
The vertical axis plots the speedup relative to the 16-processor timing of 5567 s for the family-first approach (i.e. 16 units = 1/1.55 h). 20% average idle time was used as a stopping condition for the first step of the two-step run (described in the text). The timing used to plot the two-step runs is the combined CPU hours of the two steps divided by the number of processors in the first step. Note: the scaling curve in this plot applies only to the performance of CEPAR with a small sample data set. For realistic data set sizes the scalability is more extensive.
In an alternative family-first approach, the first entity from the entity list (referred to as the current entity) is aligned in turn with all representatives identified so far, one representative per processor, before going on to the next entity on the list. If a relationship is established with one of the representatives, the current entity is assigned to its group, is retired from all ongoing computations and the next entity becomes current. If all possible alignments of existing representatives with the current entity are exhausted without establishing a relationship, the current entity becomes a new representative and the process repeats with the next entity on the list. In parallel mode, it may be necessary to consider more than one current entity at a time, since the number of processors may be greater than the number of existing representatives. Here the term 'family' does not necessarily imply a biological relationship, but rather a notion of a representative of a group of proteins based on criteria associated with likeness of 3D structure.
For the given criteria used to define a match, the familyfirst strategy was superior both in performance (Fig. 1) and number of processors available may be greater than the number of entities remaining on the list. In this case the algorithm starts resembling the familyfirst approach. in memory utilization to the entity-first strategy. This is discussed subsequently. From this point on we focus on the family-first approach. Figure 2 shows the logic used for the master processor when executing the family-first strategy.
Scalability bottlenecks
From Figure 1 , it is clear that running CEPAR in one step as described produces limited scalability. By tracing the number of idle workers and time taken for communication operations the limited scalability at high processor counts is a result of load imbalance at the end of the run. At this point most of the worker processors run out of tasks while only a few finish their last assignment. Resource reservation systems on most public supercomputers reserve a block of processors, making it impossible to release them one by one. Therefore, in production mode the number of processors assigned should not be more than is reasonable, namely N p < N th , where the threshold number, N th , is several times less than the number of entities to be processed. An alternative approach is to run the program in two steps, utilizing an early stopping condition, which, for example, causes the first of the two runs to abort when accumulated average idle time of workers exceeds a predefined amount, such as 20% of the total run time. The remaining part of the calculation is then completed on a smaller number of processors. The result of using a two-step approach is discussed subsequently. Now consider purely the parallel efficiency of CEPAR for the duration of the first step of the run, ignoring the end-of-run effects. Parallel efficiency starts to decrease at a sufficiently high processor count as the master processor becomes resource bound while trying to supply workers with their assignments. While the time required to create new assignments is small, it is nevertheless finite. Therefore, with an increasing number of workers there is a higher chance of congestion. This condition applies to both entity-first and family-first strategies.
One way to avoid such congestion would be to consider variants of the algorithm other than the basic master/workers approach. For example, one or more processors other than the master might receive and analyze results from the workers. However, this approach will not work well for the problem we are considering. Keep in mind that the results of each task (i.e. whether an entity matches a representative) has a substantial influence on the choice of subsequent assignments if one desires to avoid redundant computations (see below). This means that in order to preserve the highest efficiency of the algorithm it would be necessary to introduce communication between the processor(s) handling the distribution of assignments and the processor(s) collecting the results. That is, congestion of the master processor would not be reduced by introducing other command processors. On the other hand, if communication between the command processors is designed to be less than regular, there will be less idle time for workers but they will often perform redundant operations and that will negate the overall increase in parallel performance.
Therefore, based on the combined considerations of redundancy in assignments and master processor congestion, we implemented only the basic master/workers algorithm. We did introduce, however, several measures that significantly alleviate the master processor congestion. First, we implemented advanced buffering (or queuing) of assignments performed when the master processor is idle. Advanced buffering requires identifying appropriate entity/representative pairs and packing them in the form of packets of MPI_Packed type that can be dispatched to the workers without any delay. The packets are queued and sent out in order. Second, decreasing the amount of disk I/O and standard single-CPU optimization techniques allowed us to reduce the time it takes the master processor to prepare assignments and analyze results. These measures led to a decrease in the master congestion so the resulting scalability is more than adequate for this work.
The following is a general description of the family-first algorithm as run on the master processor in a wait loop fashion (Fig. 2) . The master processor reads data from the disk, then prepares and sends assignments to workers. Assignment packets consist of amino acid sequences and C α atomic coordinates for the current entity and one of the representatives. The assignments are distributed on a first come first served basis, since the time of individual task completion varies. The master checks for incoming messages from workers as often as possible, since any incoming message can influence the course of further assignments. As soon as a message arrives (containing completed results from one of the workers), the master proceeds to assess the results and send the next assignment to one of the idle workers. In cases when the entity is determined to belong to an existing representative, the master also halts other workers processing the same entity. When all workers have received their tasks and no incoming messages are in sight, the master processor prepares a few more assignments and stores them in the queue in order to have them ready to be dispatched without delay.
Clearly, if there is a match between the representative and the entity, we would wish to find it as soon as possible to avoid initiating redundant task assignments with the same entity. Therefore, it is important to sort the representatives in decreasing order of chance of being similar to the given entity. We estimate this chance by, first, giving priority to those representatives having a number of residues within 10% of the current entity, and second, by using similarity in amino acid content based on frequency profiles. This approach is approximate but provides performance gains over a random or sequential choice of representatives.
MPI communication
At first glance, the efficiency of MPI communication appears to play an insignificant role in overall performance since communication time is a small fraction of the overall CEPAR computation time. Nevertheless, care must be taken in using the most appropriate MPI send function for the hardware and software in hand. For example, in the case of IBM's implementation of MPI, the blocking send function MPI_Send() is inappropriate because this implementation does not buffer the messages for large message sizes (Barrios et al., 1999, http://www.redbooks.ibm.com) . Other vendors supporting MPI may implement a buffered version of MPI_Send(). MPI implementations that avoid buffering messages can cause deadlock in some cases [for a detailed discussion of this, Fig. 3 . Parallel performance of CEPAR run on a data set of size 3422 entities where 1159 families were identified using the following threshold parameters: L thr = 10%, A thr = 67%, G thr = 20%, R thr = 2 A, Z thr = 3.5. Green (squares) correspond to one-step runs, while blue (diamonds) correspond to two-step execution. The red line shows ideal scaling. Performance is plotted as speedup relative to the 64 processors run lasting 18948 s (i.e. 64 units = 1/5.26 h). 20% average idle time was used as a stopping condition for the first step of the two-step experiment. The timing used to plot the latter run is combined CPU hours of the two steps divided by the number of processors in the first step. Note: the scaling curve in this plot applies only to performance of CEPAR with a small, sample data set. For realistic data set sizes the scalability is even more extensive.
see sections 2.8.7, 2.13 and 9.2.1 in the MPI reference (Snir et al., 1996) as well as section 3.1.2 in the IBM Redbook (Barrios et al., 1999) ]. In the case of CEPAR, no deadlock occurs, however, the master processor can be blocked while waiting for some worker processors to finish. The MPI_Bsend() function for buffered sends solves this problem.
RESULTS
The scalability of CEPAR (family-first implementation) was established from two sample databases of sizes 663 and 3422 entities, respectively (Figs 1 and 3) . The one-step execution performance shown in Figure 1 illustrates that the code scales well at the lower end of processor count, but the efficiency curve flattens at processor counts several times less than the number of entities. Running the program in two steps indicates that most of the performance loss in one-step experiments is a result of the end-of-run load imbalance. As the size of the entity list increases this becomes less of a problem; thus for the full PDB, the end-of-run load imbalance is not significant. A suitable parameter for estimating the effect of the end-of-run load imbalance is the ratio of the input entity list (Nent) to the number of processors used in the run (N p ). According to Figures 1 and 3 , the end-of-run load imbalance effect starts to become significant at Nent/N p = 7-10, while in the production run across all the PDB the ratio defined above will be at least of the order of 30 or more. Thus, the end-ofrun imbalance is a usability rather than performance issue. When it is desirable to avoid wasting even a small fraction of resources in a large-scale run, the program can be executed in two steps. To this end we have implemented an optional early stopping condition, as discussed earlier. The first step is aborted when the load imbalance starts to set in. The calculation is finished in a second step using a much smaller number of processors. The practical use of CEPAR was made easy by developing a utility for automatically processing a specified input set in either one or two steps.
Other than in the end of the run, performance of CEPAR is quite close to the peak of scalability within the studied range of processor count (up to 512 processors and beyond). The difference between the actual and ideal scaling is caused mostly by load imbalance due to congestion of the master processor as well as the redundancy of calculations of the same entity by several processors.
DISCUSSION AND SUMMARY
Bioinformatics is faced with highly redundant datasets requiring, in some cases, very large computation to be performed to gain insights into the meaning of these data. Fortunately, large compute systems, most frequently composed of collections of commodity processors, are now within the reach of departments and small organizations and capable of being used to analyze these data. Efficient use of these resources depends on meticulous design of the algorithms and software with performance and scalability given a high priority. Here, we have analyzed a particular application-pairwise 3D protein structure comparison-but the principles of what needs to be done to optimize an application are general and therefore worth discussing.
Our first finding relates to the organization of the data being fed to a large array of loosely coupled processors. Consideration of the way the data is processed is paramount to gaining good performance. Any handling of known redundancy and ordering of data according to obvious time dependencies must clearly be looked at first. Optimization of the algorithm for distribution of assignments was crucial in decreasing the master processor congestion and achieving reasonably good scalability.
Second, in the case of CEPAR, we established empirically that the family-first approach outperformed the entity-first approach. Intuitively, the reason for this advantage comes from the relative number of representatives (families) versus the total number of entities. This ratio changes as the computation progresses. In this application, the ratio overall was to favor the family-first approach since, overall, the likelihood that a new entity would match one of a relatively fast growing and small number of representatives out-performed the entity-first approach, which iteratively processes a large entity list. Note that memory restrictions on many compute platforms may dictate the use of the family-first approach as significantly more memory efficient. A reasonable approach (not tried) might be to switch from an entity-first to a family-first approach after a significant number of representatives have been found or the memory is getting close to being exhausted.
Our third finding relates to the end of run load imbalance and allocation of processors typical of HPC architectures. A large number of processors could be left in an idle state while the remaining work is performed on a relatively small number of assignments. The severity of this condition is dependant on the size of the input data set. We addressed this issue with an early stopping condition, performing the small number of remaining tasks on a small number of processors.
Finally, the use of MPI sends in distributing tasks in a master/worker environment requires careful consideration as MPI implementations vary on different hardware and software architectures.
In summary, when solving the family classification problem, CEPAR scales to 512 processors and beyond on the IBM SP 'Blue Horizon' supercomputer even on a sample data set one-tenth of the size of the PDB. CEPAR is an order of magnitude more efficient that the original CE code when run on a large number of processors. This is important as improvements are made to the original algorithm and a complete new pairwise comparison of a fast-growing PDB is needed. It also has merit for use during weekly updates of the PDB when new entities on the order of 100-200 need to be compared to the complete previous version of the PDB.
As outlined in the Introduction section, many algorithms have been developed for pairwise structure comparison, but few lead to weekly updated databases of complete comparisons. In part this results from the magnitude of the computations that must be undertaken. Optimized algorithms like that described here for the current generation of hardware are therefore important. The principles described here can be applied to different types of computations beyond a pairwise comparison of protein structures. The database of comparisons resulting from this work can be found at http://cl.sdsc.edu/ce.html
