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We study the generation of parallel electric fields by virtue of propagation of ion cyclotron waves
in the plasma with a transverse density inhomogeneity. Using two-fluid, cold plasma linearised
equations, we show for the first time that E‖ generation can be understood by an analytic equation
that couples E‖ to the transverse electric field. We prove that the minimal model required to
reproduce previous kinetic results on E‖ generation is the two-fluid, cold plasma approximation in the
linear regime. In this simplified model, the generated E‖ amplitude e.g. for plausible solar coronal
parameters attains values of 104 Vm−1. By considering the numerical solutions we also show that
the cause of E‖ generation is the charge separation induced by the transverse density inhomogeneity.
The model also correctly reproduces the previous kinetic results in that only electrons are accelerated
(along the background magnetic field), while ions do not accelerate.
PACS numbers: 52.20.-j,52.25.Xz,52.30.Ex,52.35.-g,96.60.-j,96.60.Hv
I. INTRODUCTION AND MOTIVATION
The generation of parallel electric fields in inhomoge-
neous plasmas is a generic topic, which is of interest in
a variety of plasma phenomena such as particle accelera-
tion in Solar and stellar flares [1], auroral acceleration re-
gion and current sheets in the Earth magnetosphere (see
refs. in [2]), laboratory plasma reconnection experiments
[3, 4] and many more. In situ and remote observations of
accelerated particles often show parallel electric fields in
localised double layers, charge holes or U-shaped voltage
drops.
In many astrophysical plasmas, an adequate form of
description of large-scale, bulk dynamics is provided by
Magnetohydrodynamics (MHD). However, MHD cannot
provide proper description of some fundamental ques-
tions such as dissipation (which necessarily occurs at
small-scales) and particle acceleration, unless the con-
cept of somewhat uncertain from the fundamental point
of view anomalous resistivity is invoked. The particle ac-
celeration is of a considerable importance e.g. for Solar
flares where the accelerated particles gain 50-80% of the
energy released during this process. On one hand, ob-
servable dynamics e.g. (i) MHD waves in the case Solar
plasmas; (ii) jets and accretion disks, in the case of stel-
lar or compact objects or centres of Galaxies; and (iii)
MHD waves in Tokamak spectroscopic studies; are well
described by MHD theory. On the other hand, small-
scale processes such as dissipation and particle accelera-
tion are not observable directly. This creates controversy
around issues such as the coronal heating problem (as to
why the Solar corona is 200 times hotter than underly-
ing photosphere); anomalous resistivity which manifests
itself in an unusually fast damping of kink oscillations
of solar coronal loops; or anomalous viscosity (problem
of getting rid of angular momentum) in accretion disks.
This dichotomy is schematically sketched in Fig. 1. Here
energy cascade from the large scales to small scales is de-
FIG. 1: The sketch of typical power law spectrum of fluctua-
tions along with their observability criteria.
picted as either 1/f = k−1 the white noise spectrum (in
the case of waves) or some form of turbulence spectrum
(with some power law of k−α dependent on a particular
turbulence model).
When MHD is used for the description of plasmas, the
electric field is totally eliminated from the consideration.






























i.e. for non-relativistic (V ≪ c) plasmas the ratio of
the displacement and (∇ × ~B) currents is much smaller
than unity. Note that in the Eq.(1) spatial and time
derivatives were approximated by: ∂/∂x ≈ 1/L and
∂/∂t ≈ 1/T , where L and T are typical spatial and
2temporal scales of the system; and the ideal MHD limit
( ~E = −~V × ~B/c) was used. Thus, by neglecting the
displacement current the electric field is totally excluded
from the consideration. On one hand, this assumption
may well be valid for the large scales. On the other hand,
when the small scales are considered, the electric field,
which appears (as we will show below) because of the
charge separation (which is impossible to treat correctly
in single fluid MHD) starts to play far more important
role than previously thought.
Authors of Ref. [2] pointed out that previous studies
of the E‖ generation, based on the balance of the differ-
ent terms in the generalised Ohm’s law, were not properly
addressing the issue. In essence their main argument was
that in such approach the generalised Ohm’s law merely
states the Newton’s second law F = ma, whilst obscuring
the true source of the parallel electric field generation. It
was suggested that the source of E‖ is the parallel dis-
placement current. As stated above, this term is usually
ignored, however in the regions of low density, for a cer-
tain (∇× ~B)‖, the plasma is too dilute to carry significant
J‖ and thus (1/c)∂E‖/∂t becomes important [2]. One of
the main conclusions that immediately follows is that the
signatures of the generated E‖ in space plasmas should
be correlated with low plasma density.
Yet another series of works exist, which investigate the
generation of parallel electric fields by virtue of propa-
gation of Alfve´n waves (or more precisely ion-cyclotron
waves, see below) in the plasma with a transverse den-
sity inhomogeneity [5, 6, 7, 8, 9, 10, 11]. To this day
the true cause of the generation of E‖ in these studies
eluded determination. Authors of Ref. [5] considered the
case of both transverse and longitudinal density inhomo-
geneity, applicable to the stratified Earth magnetosphere.
They demonstrated that E‖ is generated in the regions of
transverse density gradients, and presented an analytical
model in which the E‖ and E⊥ are coupled via longitu-
dinal density gradient (see Eq.(6) from Ref. [5]). Subse-
quently, detailed numerical study of long term evolution
of the system was presented, including the generation of
E‖ [6]. However, in Ref.[6] only the case of transverse
density inhomogeneity was considered, while theoretical
explanation was still based on Ref. [5]. This seems incor-
rect because the latter reference attributes E‖ and E⊥
coupling to the longitudinal inhomogeneity, which is ab-
sent in Ref. [6]. In brief, these two works suggest that the
Alfve´n wave propagation on sharp density gradients leads
to the formation of a significant parallel electric field. It
results from an electric charge separation generated on
the density gradients by the polarisation drift associated
with the time varying Alfve´n wave electric field [6]. Their
approach involved substituting ion polarisation drift cur-
rent (electron one was omitted because of its proportion-
ality to the particle mass) j⊥ = (mini/B
2)∂E⊥/∂t into
the Maxwell equations, which with the aid of the conser-
vation laws yielded the equation for E‖ and E⊥ coupling
[5]. Unaware of these works authors of Refs. [7, 8] consid-
ered similar physical system with the increased density in
the middle of the domain (mimicking) solar coronal loop,
as opposed to Earth magnetospheric density cavity case
studied in Refs. [5, 6]. Similar effect of E‖ generation was
found because of the existence of density gradients in the
system. Later a comment paper was published [9], which
detailed similarities and differences of the two series of
works.
It should be noted in passing that at that time we
came to the realisation that electron acceleration seen in
both series of works [5, 6, 7, 8] is a non-resonant wave-
particle interaction effect. In Refs. [7, 8] the electron
thermal speed was vth,e = 0.1c while the Alfve´n speed
in the strongest density gradient regions was vA = 0.16c;
this unfortunate coincidence led us to the conclusion that
the electron acceleration by parallel electric fields was af-
fected by the Landau resonance with the phase-mixed
Alfve´n wave. In Refs. [5, 6] the electron thermal speed
was vth,e = 0.1c while the Alfve´n speed was vA = 0.4c be-
cause they considered a more strongly magnetised plasma
applicable to Earth magnetospheric conditions. Based
on this observation, Refs. [10, 11] explored the possibil-
ity of E‖ generation in the MHD description in the solar
coronal heating problem context. Although, in the lat-
ter approach, the heating aspect seems certain (because
the fast magnetosonic waves which are generated by the
interaction of weakly non-linear Alfve´n wave with the
transverse density inhomogeneity dissipate on the bulk
Braginkii resistivity), the issue whether such E‖ can ac-
celerate particles is less clear [11].
II. THE MODEL AND RESULTS
The above discussion demonstrates that the issue of
true cause of E‖ generation when an Alfve´n wave moves
in the transversely inhomogeneous plasma eluded identi-
fication. In this work we present a minimal model which
can explain E‖ generation in mathematically and phys-
ically rigorous manner. We start from two-fluid, cold









~E + ~Vi × ~B0/c
)
, (3)
∂t ~B = −c∇× ~E, (4)
∂t ~E = c∇× ~B − 4πn0e(~Vi − ~Ve). (5)
Hereafter subscripts under ∂ denote partial deriva-
tive with respect to that subscript. Uniform,
background magnetic field, B0 is in z-direction.
Density profile is specified as a ramp, n(x) =
n0
(
1 + 3 exp
[−[(x− 100δ)/(20δ)]6]) in which the cen-
tral region (along x-direction, i.e. across z), is smoothly
3enhanced by a factor of 4, and there are the strongest
density gradients having a width of about 20δ around
the points x = 81δ and x = 119δ. Here δ = c/ωpe is
the (electron) skin depth, which is a unit of grid in our
numerical simulation. We use 2.5D description meaning
that we keep all three, x, y, z components of all vectors,
however spatial derivatives ∂/∂y ≡ 0. The above nor-
malised plasma number density and Alfve´n speed profiles
are shown in Fig.(2).
In order to derive the equation that describes E‖ =
Ez generation, we write Eqs.(2)-(5) in x, y, z component
form. Omitting details of the calculation we present the
final result:
(
∂2tt − c2∂2xx + ω2pi + ω2pe
)
E‖ = −c2∂2zxEx. (6)
Also, a similar calculation enables us to obtain the equa-
tion describing the dynamics of driving transverse electric
field Ex: (
∂2tt − c2∂2zz + ω2pi + ω2pe
)
Ex =
− c2∂2zxE‖ − ω2pi(mi/e)ωciViy − ω2pe(me/e)ωceVey . (7)
Note that Eq.(7) also describes the feedback of the gen-
erated E‖ on the driving transverse electric field Ex
(see the first term on the right-hand-side). Here the
notation is standard: ωpe =
√
4πn0e2/me and ωpi =√
4πn0e2/mi are electron and ion plasma frequencies;
ωc(e,i) = eB0/(m(e,i)c) are respective cyclotron frequen-
cies.
It is interesting to note that Eqs.(6) and (7) can be
also obtained from the dielectric permeability tensor of
cold, magnetised plasma (e.g. chapter 4.9 in Ref.[12]).
For example, Eq.(6) can be directly obtained from the
classical equation for the electric field perturbation, ~E1,
in the case of ~E0 = 0 and ~B0 = B0zˆ
∇×∇× ~E1 = (ω2/c2)ε˘ ~E1, (8)
where ε˘ is the dielectric permeability tensor of cold,
magnetised plasma. In effect, Eq.(6) can be obtained
from the z-component of Eq.(8) and putting in εzz =
1− ω2pe/ω2 − ω2pi/ω2.
In order to solve Eqs.(2)-(5) numerically we use the
following normalisation: t = t˜ω−1pe , Vx,y,z = V˜x,y,zc,
Ex,y,z = E˜x,y,zmecωpe/e, Bx,y,z = B˜x,y,zB0, and
(x, y, z) = c/ωpe(x˜, y˜, z˜). In what follows we omit tilde
on the dimensionless quantities. The (x, z) simulation 2D
box size is 200δ× 500δ. Since we fix background plasma
number density at 109 cm−3 (typical value for the solar
corona), ωpe is then 1.784× 109 rad s−1 and the simula-
tion box size is 33.6 m in x- and 84.1 m in z-direction.
B0 was fixed at 100 Gauss (typical value for the solar
corona), which gives ωce/ωpe = 0.9852 ≈ 1. mi/me ra-
tio was fixed at 16 (realistic one is 1836). This yields
ωci/ωpi = B0/(c
√
4πnimi) = VA/c = 1/
√
mi/me = 0.25
for x ≤ 70 and x ≥ 130 (realistic one is 0.023). Here
FIG. 2: Dimensionless number density, open squares, and
Alfve´n speed, solid line, profiles across the uniform unper-
turbed magnetic field (i.e. along x-coordinate) which is used
as an equilibrium configuration in our model of a footpoint of
a solar coronal loop or a polar region plume.
parameters are similar to e.g. Refs.[7, 8]. Note that the
simulation parameters are somewhat artificial. This is
because full kinetic, Particle-In-Cell (PIC) simulations
employed in Refs.[7, 8] or in gyro-kinetic approach which
uses guiding centre approximation for electrons, whilst
retaining ion particle-like dynamics [5, 6] are computa-
tionally challenging. Thus, for making direct compari-
son, the previous, typical simulation parameters are used.
Note also, that since here we do need to resolve elec-
tron thermal motions as we are only studying electro-
magnetic part of the problem (E‖ generation) our unit of
spatial grid size is δ = c/ωpe, the (electron) skin depth.
While in full kinetic, PIC simulation [7, 8] the unit of
grid has to be ∆ = vth,e/ωpe. Since in a PIC simula-
tion typically vth,e/c = 0.1. In the present, two-fluid
approach an equivalent to PIC numerical simulation re-
quires (δ/∆)2 = (c/vth,e)
2 = 102 less grid points, thus it
can be 100 times faster. For comparison a single run in
Refs.[7, 8] takes about 8 days on parallel, 32 dual-core
2.4 GHz Xeon processors, while the numerical run pre-
sented here takes 1 hour with only one similar processor.
Eqs.(2)-(5) are solved numerically with a specially de-
veloped and tested FORTRAN 90 code which uses 4-th
order centred spatial derivatives and 4-th oder Runge-
Kutta time marching. Note, also that the gradients in
the code are resolved numerically to an appropriate pre-
cision (20 grid points (open squares) across each gradient
in Fig.(2))
Initially all perturbations are set to zero, and we start
driving the z = 1 cell with the transverse electric fields
of the form Ex = −0.05 sin(ωdt)
(
1.0− exp[−(t/50.0)2])
and Ey = −0.05 cos(ωdt)
(
1.0− exp[−(t/50.0)2]). As in
Refs.[7, 8], we fixed ωd at 0.3 ωci (to avoid ion-cyclotron
damping playing any role).
(
1.0− exp[−(t/50.0)2]) fac-
tor ensures that these driving E⊥ fields ramp up to their
4FIG. 3: Contour (intensity) plots of phase-mixed transverse electric field Ex at times t = 500/ωce (left) and t = 1000/ωce
(right).
FIG. 4: Contour (intensity) plots of Ez = E‖ at times t = 500/ωce (left) and t = 1000/ωce (right).
maximal values in 50ω−1ce = 3.125ω
−1
ci . Such driving with
E⊥ of 5% of the background E0 excites circularly po-
larised ion-cyclotron (IC) waves, these waves are often
misquoted as Alfve´n waves [5, 6, 7, 8]. Although, in the
frequency range ω ≪ ωci both left and right polarised IC
waves tend to an Alfve´n wave branch in the dispersion re-
lation [12], at frequencies ω ≃ 0.3ωci the correct term ion-
cyclotron wave instead should be used. As can be seen in
Fig.(3), the generated at the left edge (z = 1) IC waves
propagate both in the directions of positive and negative
z’s. However, because of the periodic boundary condi-
tions used (applied on all physical quantities) IC wave
that travels to the direction of negative z’s (to the left)
re-appears on the right edge of the figure. As in all pre-
vious phase-mixing simulations Alfve´n velocity is a func-
tion of the transverse (to the background magnetic field)
coordinate, x, i.e. VA = VA(x) ∝ 1/
√
n(x) (see Fig.(2)).
Thus as can be seen in Fig.(3) the IC wave middle por-
tion travels slower than the parts close to the simulation
box edge. This creates progressively strong transverse
gradients and hence smaller spatial scales. If resistive
effects are included (these are absent here), such configu-
ration usually produces greatly enhanced dissipation and
IC wave amplitude decays in space as ∝ exp(−z3) [7, 8].
The E‖ = Ez field dynamics is shown in Fig.(4). We
gather that E‖ is generated only in the regions of density
gradients i.e. around x = 81 and x = 119. This can be
explained by analysing right-hand-side (RHS) of Eq.(6).
E‖ = 0 at t = 0 everywhere, however it can only be gen-
erated in the regions where ∂xEx 6= 0. The latter is true
only in the density gradient regions where Ex becomes
progressively oblique propagating. Thus, Eq.(6), derived
here for the first time, correctly explains the simulated
process E‖ = 0 generation by IC waves. It should be
also noted that this equation contains ∂2xx, which cor-
rectly accounts for the transverse (along x) propagation
of the generated E‖. E‖’s longitudinal (along z) propa-
gation due to the motion of IC wave along z-axis is in-
deed corroborated both by Fig.(3) and Eq.(7) - note ∂2zz
term. Also, note that E‖ amplitude at time t = 1000ω
−1
ce
attains value of 0.003. This is approximately the same
value as the one obtained in the full kinetic (PIC) simu-
lation [7, 8]. And in dimensional units this corresponds
to about 0.3 statvolt cm−1 or 9000 V m−1, i.e. in such
5FIG. 5: Contour (intensity) plots of (Vez − Viz) ∝ jz at times t = 500/ωce (left) and t = 1000/ωce (right).
electric field electrons would be accelerated to the energy
of ≈ 10 keV over the distance of 1 m.
In Fig.(5) we present (Vez −Viz) which is proportional
to jz, the parallel (charge separation) current. Authors
of Ref.[6] stated the importance of charge separation be-
fore, however it was only possible to prove this with the
present analysis. It can be seen from this figure that
(Vez − Viz) attains quite large values of ≈ 0.15c.
In Fig.(6) we present time evolution of electron and
ion velocity x, y, z component amplitudes. These are cal-
culated as the maximum of an absolute value of a given
quantity, over entire simulation box, at each time step.
The most important fact this figure is conveying is that
the electrons are very efficiently accelerated by the gener-
ated E‖ to the velocities of up to 0.15c, while ions due to
their larger inertia are much less mobile. This confirms
yet another conclusion that was made in Refs.[7, 8] which
employed full kinetic simulation. It should be noted that
since here we use two-fluid approach the generated E‖
cannot change the distribution function, which obviously
remains Maxwellian, while in the previous kinetic simula-
tion of a similar system it produced bumps in the distri-
bution function as the electrons residing on the magnetic
field lines with the density gradients get efficiently accel-
erated (see e.g. Fig.(4) in Ref.[8]).
III. SUMMARY
In summary, we studied the generation of parallel elec-
tric fields by means of propagation of IC waves in the
plasma with the transverse density inhomogeneity. By
using simpler, than kinetic [5, 6, 7, 8], two-fluid, cold
plasma linearised equations, we show for the first time
that E‖ generation can be understood by an analytic
equation that couples E‖ to the transverse electric field.
It should be noted that the generation of E‖ is a generic
feature of plasmas with the transverse density inhomo-
geneity and in a different context this was known for






























FIG. 6: time evolution of electron and ion velocity component
amplitudes. Thick lines correspond to electrons, while thin
ones to ions. Solid lines are max(|V‖|), dashed are max(|Vx|),
and dotted are max(|Vy |).
that the minimal model required to reproduce the previ-
ous kinetic results of E‖ generation is the two-fluid, cold
plasma approximation in the linear regime. In the latter,
the generated E‖ amplitude attains values of 10
4 Vm−1
for plausible solar coronal parameters. By considering
the numerical solutions for (Vez − Viz), we have shown
that the cause of E‖ appearance is the charge separa-
tion, facilitated by the transverse density inhomogene-
ity. It should be noted when plasma density is homoge-
neous no E‖ generation takes place; and this is corrobo-
rated both by numerical simulations (not presented here)
and agrees with the Eq.(6) (when n = const, the RHS
of Eq.(6) is zero at all times as Ex does not propagate
obliquely). Our model also correctly reproduces the pre-
vious kinetic results [5, 6, 7, 8] that only electrons are
accelerated (along the background magnetic field), while
ions practically show no acceleration.
6IV. APPENDIX
Animations (1) http://space.cse.salford.ac.uk/animation1 Ex.mpg
, (2) http://space.cse.salford.ac.uk/animation2 Ez.mpg
, and (3) http://space.cse.salford.ac.uk/animation3 vez viz.mpg
show movies corresponding to Figs.(3), (4) and (5) re-
spectively.
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