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Resumen
El objetivo principal de la presente tesis es presentar la teor´ıa de las
familias normales y mostrar su importancia en la teor´ıa de grupos discon-
tinuos y discretos. Primero haremos un estudio de las propiedades de las
transformaciones de Moebius y luego su clasificacio´n por conjugacio´n. Para
as´ı introducirnos en la teor´ıa de familias normales para funciones holomorfas
y meromorfas. A partir de ello probaremos algunos resultados de normali-
dad para transformaciones de Moebius en especial el teorema fundamental
de normalidad para transformaciones de Moebius. Finalmente veremos que
un grupo Γ de transformaciones de Moebius es discontinuo en un punto α si
y solo si Γ es discreto y forma una familia normal en α.
Introduccio´n
El cient´ıfico no estudia la naturaleza porque sea u´til; la estudia porque
lo disfruta, y lo disfruta porque es bella. Si la naturaleza no fuera bella,
no tendr´ıa intere´s en entenderla y si la naturaleza no fuera entendible, no
tendr´ıa intere´s por vivir la vida.
Henri Poincare´
La nocio´n de familia normal fue introducida en 1907 por Paul Montel.
Durante la primera mitad del siglo XIX, Montel desarrollo´ lo que hoy se
conoce como la teor´ıa de familias normales, un instrumento de suma im-
portancia en el estudio de varios aspectos de la teor´ıa de funciones de una
variable compleja. E´sta teor´ıa estudia aspectos de compacidad para familia
de funciones holomorfas y se inspira en un hecho fundamental en el ana´lisis
en el siglo XIX conocido como la propiedad de Bolzano - Weierstrass, que
nos dice que toda sucesio´n acotada posee una subsucesio´n convergente.
De esta manera, encontrar subsucesiones convergentes era muy popular en
ese entonces, por ello Riemann quiso extender esta propiedad de gran utilidad
al conjunto E de funciones continuas definidas en un conjunto compacto de
R, pero pronto se vio que la acotacio´n de E no era suficiente. Alrededor de
1880 Ascoli introdujo el requisito adicional de equicontinuidad en E, lo que
finalmente garantiza que E tenga la propiedad de Bolzano - Weierstrass. Sin
embargo no hab´ıa muchas aplicaciones y es all´ı donde Montel introduce la
nocio´n de familia normal:
Una familia F de funciones holomorfas definidas en un dominio Ω ⊂ C es
llamada normal en Ω si toda sucesio´n de funciones (fn) ⊂ F contiene o
bien una subsucesio´n la cual converge a una funcio´n limite f 6≡ ∞
uniformemente en cualquier subconjunto compacto de Ω o bien una
subsucesio´n la cual converge uniformemente a ∞ en cualquier subconjunto
compacto.
Es as´ı que la teor´ıa de familias normales, tiene su origen en el teorema de
Ascoli[1883] y Arzela [1889, 1895, 1899]. Si (fn) es equicontinua y localmente
limitada, entonces (fn) posee una subsucesio´n que converge uniformemente
en los compactos del dominio. El hecho fundamental que Montel observa es
que para funciones holomorfas, localmente limitada implica equicontinua
y es as´ı que nace el famoso teorema de Montel:
Si F es una familia localmente limitada de funciones holomorfas en un
dominio Ω, entonces F es una familia normal en Ω.
Entre las aplicaciones de la teor´ıa de Montel podemos mencionar algu-
nos resultados cla´sicos de la teor´ıa de funciones tales como el teorema de la
aplicacio´n de Riemann, el pequen˜o teorema de Picard, el gran teorema de
Picard, el teorema de Landau, el teorema Schottky, as´ı como tambie´n mu-
chas aplicaciones al estudio del conjunto de Fatou y de Julia en la dina´mica
compleja en una variable compleja.
Otra aplicacio´n de las familias normales es el estudio de grupos discon-
tinuos y grupos discretos, lo cual sera´ tratado especialmente en la presente
tesis.
Sea Γ un grupo de transformaciones de Moebius. Una relacio´n inmediata
es que todo grupo discontinuo Γ es discreto sin embargo la parte rec´ıproca no
se cumple necesariamente ya que el grupo Picard P es discreto y no disconti-
nuo. Es as´ı que podemos preguntarnos ¿ Que´ condicio´n se requiere para que
todo grupo discreto Γ sea discontinuo ?, es all´ı donde interviene la teor´ıa de
las familias normales. Para ello demostraremos el siguiente teorema llamado
teorema fundamental de normalidad para transformaciones de Moebius.
Sea L̂ una familia de transformaciones de Moebius definidas en un dominio
Ω ⊂ C tal que T (z) 6= w1, T (z) 6= w2, para todo z ∈ Ω, T ∈ L̂, donde w1 y
w2 son nu´meros complejos fijos distintos. Entonces L̂ es normal en Ω.
Por u´ltimo a partir de este resultado, probaremos lo siguiente:
Un grupo Γ de transformaciones de Moebius es discontinuo en
un punto α si y solo si Γ es discreto y forma una familia
normal en α.
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Cap´ıtulo 1
Preliminares
En e´ste primer cap´ıtulo presentaremos algunos resultados y definiciones,
entre estos podemos citar: convergencia uniforme, fo´rmula integral de Cauchy,
funciones sobre la esfera de Riemann y la proyeccio´n estereogra´fica. Para este
cap´ıtulo tomaremos de referencia los siguientes libros: Lins Neto, A. [11],
Lima, E. [5] y Schiff, J.L. [8].
1.1. Topolog´ıa de C
El plano complejo C hereda naturalmente todas las propiedades me´tricas
y topolo´gicas de las del plano R2. Vamos admitir que se conoce algunos
resultados topolo´gicos de los espacios euclidianos tales como conjunto abierto,
cerrado, compacto, conexo, etc. Ahora estableceremos algunas notaciones que
utilizaremos a lo largo de este trabajo. Definamos:
Un disco de centro z0 y radio r > 0 como el conjunto
Dr(z0) = {z ∈ C :| z − z0 |< r},
un disco cerrado de centro z0 y radio r ≥ 0 al conjunto
Dr(z0) = {z ∈ C :| z − z0 |≤ r},
un disco perforado de centro a ∈ C y radio r > 0, al conjunto
D∗ (a, r) = {z : 0 <| z − a |< r},
un c´ırculo de centro z0 y radio r > 0, esta dado por
∂Dr(z0) = {z ∈ C :| z − z0 |= r}.
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Dado un subconjunto A ⊂ C. Definamos el interior de A:
int (A) = {z ∈ C : existe r > 0 tal que Dr (z) ⊂ A},
la cerradura o adherencia de A, se define por:
A = {z ∈ C : para todo r > 0 se tiene Dr (z) ∩ A 6= ∅}.
Diremos que Ω es un dominio en C si es abierto y conexo.
Decimos que un punto z0 ∈ C es un punto de acumulacio´n de un
conjunto A ⊂ C, si para todo r > 0 se cumple (Dr (z0) \ {z0}) ∩ A 6= ∅.
Un punto z0 ∈ A, que no es punto de acumulacio´n de A es llamado punto
aislado de A.
Un conjunto A ⊂ C es llamado discreto cuando todos sus puntos son
aislados.
1.2. Convergencia uniforme
Las definiciones y resultados para e´sta seccio´n, se tomara´ como referencia
[11].
1.2.1. Convergencia uniforme en compactos
En ana´lisis es comu´n considerar funciones que son definidas por medio de
l´ımites. Por ejemplo cuando definimos la exponencial como la serie
ex = 1 + x+
x2
2!
+ ... =
∑
n≥0
xn
n!
,
estamos impl´ıcitamente diciendo que ex = l´ım
n→∞
fn (x), donde
fn (x) = 1 + x+
x2
2!
+ ...+ x
n
n!
.
Definicio´n 1.1. Sea (gn)n≥0, una sucesio´n de funciones complejas, es decir,
gn : U −→ C, n ≥ 0. Diremos que la sucesio´n converge puntualmente en
X ⊂ U , si para todo z ∈ X existe el l´ımite l´ım
n→∞
gn (z). La funcio´n g : X −→ C
definida por g (z) = l´ım
n→∞
gn (z), es llamada l´ımite puntual de la sucesio´n.
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Ejemplo 1.2. Consideremos la sucesio´n (gn (z) = z
n)n≥1. No es dif´ıcil pro-
bar que, l´ım
n→∞
zn = 0, si | z |< 1, l´ım
n→∞
zn = ∞, si | z |> 1 y el l´ımite no
existe, si | z |= 1 y z 6= 1. Definamos X = {1} ∪D1 (0), podemos decir que
(gn)n≥1, converge puntualmente para g : X −→ C, donde g (z) = 0 si z 6= 1
y g (1) = 1. Observe que g no es continua aunque gn sea continua para todo
n ≥ 1.
Para garantizar que el l´ımite de una sucesio´n de funciones continuas sea
una funcio´n continua, es necesario fortalecer la condicio´n de convergencia.
Definicio´n 1.3. Diremos que una sucesio´n (fn)n≥0 de funciones con valores
complejos, definidos en un conjunto X, converge uniformemente a una
funcio´n f : X −→ C, si para todo  > 0 existe n0 ≥ 0 tal que si n ≥ n0,
entonces | fn (z) − f (z) |< , para todo z ∈ X. Diremos entonces que la
sucesio´n converge uniformemente y usaremos la notacio´n fn
unif−→ f .
Observemos que una sucesio´n que converge uniformemente tambie´n con-
verge puntualmente.
Teorema 1.4. Una sucesio´n de funciones continuas que converge uniforme-
mente, converge a una funcio´n continua.
La demostracio´n puede ser encontrada en [5].
Ejemplo 1.5. La sucesio´n gn (z) = z
n del ejemplo anterior converge puntual-
mente en el disco D1 (0) a una funcio´n ide´nticamente nula g |D1(0)= f ≡ 0,
mas no converge uniformemente. En efecto. Sabemos que | gn (z)−0 |=| zn |,
luego para todo n ≥ 1, existe zn = n
√
2
3
∈ D1 (0), tal que | gn(zn) − 0 |= 23 .
Por lo tanto (gn)n≥1 no puede converger uniformemente.
Por otro lado si restringimos las funciones gn a un disco Dr (0),
0 < r < 1, colocando fn = gn |Dr(0), entonces la sucesio´n (fn)n≥1, con-
verge uniformemente. En efecto. Si z ∈ Dr (0), entonces | zn |=| z |n≤ rn.
Como l´ım
n→∞
rn = 0, dado  > 0, existe n0 ∈ N tal que si n ≥ n0, entonces
| zn − 0 |≤ rn < , para todo z ∈ Dr (0). Por lo tanto fn unif−→ 0.
Esto motivo´ la siguiente definicio´n:
Definicio´n 1.6. Sea U ⊂ C un abierto. Se dice que una sucesio´n (fn)n≥0
de funciones en U converge uniformemente en la partes compactas
de U , si para todo compacto K ⊂ U , existe n0 ≥ 0 tal que si n ≥ n0, se
cumple que la sucesio´n (fn |K)n≥n0 converge uniformemente. Denotaremos
por fn
u.p.c−→ f cuando fn converge uniformemente a f en las partes compactas.
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Teorema 1.7. Sea U ⊂ C un abierto. Si (fn)n≥0 es una sucesio´n de fun-
ciones que converge uniformemente en las partes compactas de U . Entonces
existe una u´nica funcio´n f : U −→ C tal que para todo compacto K ⊂ U , se
tiene que fn |Kunif−→ f |K. En particular si fn es continua para todo n ≥ 0,
entonces f es continua.
La prueba es inmediata a partir del teorema 1.4.
Ejemplo 1.8. Consideremos la sucesio´n fn : C −→ C, n ≥ 1, definida
por fn (z) = 1 + z + ... + z
n. Para z 6= 1 tenemos fn (z) = 1−zn+11−z . Sabe-
mos que el l´ımite l´ım
n−→∞
fn (z) existe si y solamente si | z |< 1, en este caso
l´ım
n−→∞
fn (z) =
1
1−z . Afirmamos que (fn)n≥1 converge uniformemente en las
partes compactas de D1 (0) para
1
1−z . En efecto. Sea K ⊂ D1 (0), un com-
pacto. Sea δ = d (K, ∂D1 (0)) > 0. Es claro que si r = 1 − δ, entonces
Dr (0) ⊃ K. Por lo tanto, para todo z ∈ K, tenemos:
| fn (z)− 1
1− z |=
| z |n+1
| 1− z | ≤
rn+1
δ
.
Sea  > 0. Como r < 1, existe n0 tal que si n ≥ n0, entonces rn+1 < δ.
Por lo tanto, si z ∈ K y n ≥ n0, tenemos | fn (z) − 11−z |< , es decir
fn |D1(0)u.p.c−→ 11−z en D1 (0).
1.2.2. Convergencia y norma
En esta seccio´n consideraremos al conjunto C (K), cuyos elementos son
todas las funciones continuas, con valores complejos, definidas en un subcon-
junto K de C. Es conveniente introducir la siguiente notacio´n:
‖ f ‖K= sup{| f (z) |: z ∈ K}.
Cuando f : K −→ C es continua y K es compacto, se cumple que
0 ≤‖ f ‖K< +∞ y adema´s, ‖‖K es una norma en C (K), es decir, se cumplen
las siguiente propiedades:
1. ‖ f ‖K≥ 0 y ‖ f ‖K= 0 si y solo si f ≡ 0.
2. ‖ λf ‖K=| λ |‖ f ‖K , ∀λ ∈ C.
3. ‖ f + g ‖K≤‖ f ‖K + ‖ g ‖K .
La norma ‖‖K es llamada norma de la convergencia uniforme en K.
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Observacio´n 1.9. Las siguientes afirmaciones son equivalentes:
(i) fn
unif−→ f , en este caso f ∈ C (K).
(ii) Para todo  > 0, existe n0 ≥ 0 tal que si n ≥ n0, entonces
‖ fn − f ‖K< .
(iii) l´ım
n−→∞
‖ fn − f ‖K= 0.
Definicio´n 1.10. Diremos que una sucesio´n (fn)n≥0 en C(K) es de Cauchy,
si para todo  > 0 existe n0 ≥ 1, tal que si m,n ≥ n0, entonces
‖ fm − fn ‖K< .
Teorema 1.11. Una condicio´n necesaria y suficiente para que una sucesio´n
en C (K) sea convergente es que ella sea de cauchy.
La demostracio´n puede ser encontrada en [6].
Teorema 1.12. Sean (fn)n≥0 y (gn)n≥0 sucesiones en C (A), donde A ⊂ C.
Supongamos que fn
unif−→ f y gn unif−→ g. Entonces
(a) fn + gn
unif−→ f + g.
(b) fn.gn
unif−→ f.g.
(c) Si A es compacto y g (z) 6= 0 para todo z ∈ A, entonces existe n0 ≥ 0
tal que si n ≥ n0, entonces gn (z) 6= 0 para todo z ∈ A y adema´s
fn/gn
unif−→ f/g.
La demostracio´n puede ser encontrada en [11].
Observacio´n 1.13. Sean U ⊂ C un abierto y (fn)n≥0,(gn)n≥0 sucesiones en
C (U) tales que fn
u.p.c−→ f y gn u.p.c−→ g. Entonces
(a) fn + gn
u.p.c−→ f + g.
(b) fn · gn u.p.c−→ f · g.
(c) Supongamos que g 6≡ 0. Sea V = {z ∈ U : g(z) 6= 0}. Entonces (fn/gn)
converge uniformemente en las partes compactas de V a f/g.
Veamos como la convergencia uniforme se comporta en relacio´n a la com-
posicio´n de funciones.
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Teorema 1.14. Sean K,U ⊂ C, K compacto y U abierto. Sean (fn)n≥0 y
(gn)n≥0 sucesiones en C (K) y C (U) respectivamente, tales que fn
unif−→ f ,
gn
u.p.c−→ g y f (K) ⊂ U . Entonces existe n0 ≥ 0 tales que para todo n ≥ n0
se cumple que fn (K) ⊂ U y adema´s la sucesio´n (gn ◦ fn)n≥n0 converge uni-
formemente a g ◦ f en K.
La demostracio´n puede ser encontrada en [11].
Las siguientes proposiciones nos mostraran la convergencia en las partes
compactas, cuando la sucesio´n es compuesta por la izquierda o por la derecha.
Proposicio´n 1.15. Dados U, V ⊂ C abiertos. Sean las aplicaciones
fn : V −→ C y h : U −→ V continuas. Si fn converge uniformemente a
f en compactos de V , entonces fn ◦ h converge uniformemente a f ◦ h en
compactos de U .
Demostracio´n. Sea K ⊂ U compacto. Entonces h(K) ⊂ V es compacto. Por
hipo´tesis fn converge uniformemente el partes compactas de V . Por lo tanto
fn ◦ h converge uniformemente en las partes compactas de U . 
Teorema 1.16. Sea gn : V −→ C continua. La sucesio´n (gn) converge uni-
formemente en compactos de V si y solo si la sucesio´n (gn) es uniformemente
de cauchy en compactos de V .
La prueba es inmediata a partir de la observacio´n 1.9.
1.3. Funciones holomorfas
Lo que distingue C de Rn, n ≥ 3 es el hecho que C es un cuerpo. Entonces
podemos definir el concepto de derivada ana´loga a la de las funciones reales.
Los siguientes resultados y definiciones, tomaremos como referencia [11].
Definicio´n 1.17. Sea f : U −→ C una funcio´n continua en el abierto U de
C. Decimos que f es holomorfa en z0 ∈ U , si existe el l´ımite
f
′
(z0) = l´ım
h→0
f (z0 + h)− f (z0)
h
.
El nu´mero complejo f ’ (z0) es llamado derivada de f en z0. Si para todo
z0 ∈ U existe f ′(z0), diremos que f es holomorfa en U . La clase de todas las
funciones holomorfas en U sera denotado por:
O(U) = {f : f es holomorfa en U}.
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Ejemplo 1.18. Veamos algunas funciones holomorfas:
La traslacio´n:
T (z) = z + b , b ∈ C.
La rotacio´n:
T (z) = az , a = eiθ, θ 6= 0.
La homotecia:
T (z) = kz , k > 0.
La composicio´n de la homotecia seguida de la rotacio´n resulta la siguiente
aplicacio´n:
T (z) = az, | a |6= 1, 0 , a /∈ R+.
Teorema 1.19. Sea f : U −→ C una funcio´n continua, donde U ⊂ C es un
abierto. Las siguientes afirmaciones son equivalentes:
(1) f es holomorfas en z0 ∈ U .
(2) f es diferenciable en z0 ∈ U desde el punto de vista real 1 y si
f (z) = u (z) + iv (z), se tiene que
∂u
∂x
(z0) =
∂v
∂y
(z0)
∂v
∂x
(z0) = −∂u
∂y
(z0)
a estas ecuaciones llamaremos ecuaciones de Cauchy-Riemann.
La demostracio´n puede ser encontrada en [11].
A partir de las ecuaciones de Cauchy-Riemann se obtiene lo siguiente:
Observacio´n 1.20. Sea f : U −→ C una funcio´n holomorfa, donde U ⊂ C
es un abierto conexo y f (U) ⊂ R. Entonces f es constante.
La siguiente proposicio´n muestra las propiedades aritme´ticas de las fun-
ciones holomorfas.
Proposicio´n 1.21. Si f y g son funciones continuas en el abierto U ⊂ C y
holomorfas en z0 ∈ U , entonces
1f es diferenciable en z0 desde el punto de vista real, recomendamos [11].
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(1) (f ± g) es holomorfa en z0 ∈ U y adema´s
(f ± g)′ (z0) = f ′ (z0)± g′ (z0).
(2) f · g es holomorfa en z0 ∈ U y adema´s
(f · g)′ (z0) = f ′ (z0) · g (z0) + f (z0) · g′ (z0).
(3) Si g (z0) 6= 0, entonces f/g es holomorfa en z0 ∈ U y adema´s
(f/g)
′
(z0) =
f
′
(z0) · g (z0)− g′ (z0) · f (z0)
(g (z0))
2 .
La demostracio´n puede ser encontrada en [11].
Ahora veamos la regla de la cadena en el caso holomorfo.
Proposicio´n 1.22. Sea f : U −→ C y g : V −→ C funciones continuas,
donde U y V son abiertos de C. Supongamos que f (U) ⊂ V , f es holomorfa
en z0 ∈ U y g es holomorfa en w0 = f(z0). Entonces g ◦ f es holomorfa en
z0 y adema´s
(g ◦ f)′ (z0) = g′ (w0) · f ′ (z0) .
La demostracio´n puede ser encontrada en [11].
Definicio´n 1.23. Sea f : U −→ C una funcio´n holomorfa, donde U ⊂ C es
abierto. Diremos que f es un biholomorfismo sobre f (U) si f (U) es abierto
y si f : U −→ f (U) es un homeomorfismo cuya inversa f−1 : f (U) −→ U
es holomorfa.
Teorema 1.24 (Teorema de la funcio´n inversa). Sea f : U −→ C holo-
morfa, donde U ⊂ C es un abierto. Supongamos que z0 ∈ U es tal que
f
′
(z0) : C −→ C es invertible. Entonces existe una vecindad abierta V de z0
tal que g = f |V es un biholomorfismo y(
g−1
)′
(w) =
1
f ′ (g−1 (w))
para todo w ∈ f (V ).
La demostracio´n puede ser encontrada en [11].
Ejemplo 1.25. Las traslaciones, rotaciones y homotecias, poseen inversa
holomorfa, por lo tanto son biholomorfas.
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1.3.1. Serie de potencias
Una serie de potencias alrededor de z = 0 ∈ C es una expresio´n del tipo:∑
n≥0
anz
n , a ∈ C.
Dada la serie S =
∑
n≥0
anz
n. Defina
ρ (S) = ρ = sup{r ≥ 0 :
∑
| an | rn < +∞}.
El nu´mero ρ es llamado radio de convergencia de la serie. Tres casos
pueden ocurrir:
(1) ρ = 0. En este caso diremos que la serie es divergente .2
(2) 0 < ρ < +∞. En este caso la serie nume´rica ∑ anzn converge abso-
lutamente3 para todo z ∈ Dρ (0). El disco Dρ (0) es llamado disco de
convergencia de la serie.
(3) ρ = +∞. Decimos en este caso que la serie es entera . La definicio´n de
ρ implica que
∑
anz
n converge absolutamente para todo z ∈ C.
En los casos (2) y (3) diremos que la serie es convergente . En cualquiera
de los dos casos el conjunto {z :| z |< ρ} sera llamado disco de convergencia
de la serie.
Ejemplo 1.26. Si z 6= 0, z ∈ C, la serie
z + (2!) z2 + . . .+ (n!) zn + . . . es divergente.
Ejemplo 1.27. Si S = 1 + z+ z2 + z3 + ldots+ zn + . . ., entonces ρ (S) = 1.
Si | z |< 1, entonces
S = 1 + z + z2 + . . .+ zn + . . . =
1
1− z .
Si z = 1, la serie es divergente.
Teorema 1.28. Dada una serie de potencias S =
∑
n≥0
anz
n, su radio de con-
vergencia es
ρ (S) =
1
l´ım
n→∞
sup n
√| an | .
2La serie es divergente cuando la sucesio´n de sumas parciales no converge, recomenda-
mos [11].
3La serie
∑
anz
n converge absolutamente cuando la serie
∑ | anzn | converge en R.
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La demostracio´n puede ser encontrada en [11].
Corolario 1.29 (Criterio de la razo´n). Consideremos una serie S =
∑
n≥0
anz
n
tal que an 6= 0 para todo n ≥ 0. Sean α = l´ım
n→∞
sup |an+1||an| y β = l´ımn→∞
ı´nf |an+1||an| .
Entonces
1
α
≤ ρ (S) ≤ 1
β
.
En particular si α = β, entonces
1
ρ (S)
= l´ım
n→∞
| an+1 |
| an | .
La demostracio´n puede ser encontrada en [11].
1.3.2. Funciones anal´ıticas
Sea U ⊂ C un abierto. Decimos que una funcio´n f : U −→ C es anal´ıti-
ca , si para todo z0 ∈ U , existe una serie de potencias
∑
n≥0
an(z0)(z− z0)n, con
radio de convergencia ρ > 0 tal que
f (z) =
∞∑
n=0
an(z0)(z − z0)n (1.1)
para todo z ∈ U tal que | z − z0 |< ρ. Una serie de potencias como en la
ecuacio´n (1.1), sera llamada serie de potencias que representa f en z0.
1.3.3. La funcio´n exponencial y el logaritmo complejo
Una exponencial es una funcio´n compleja definida por la serie entera
ez = exp (z) =
∞∑
n=0
1
n!
zn = 1 + z +
1
2
z2 +
1
6
z3 + . . . ,
utilizando el criterio de la razo´n se observa que el radio de convergencia de
la serie de arriba es ∞, por lo tanto el disco de convergencia es todo C y es
as´ı que exp : C −→ C es una funcio´n holomorfa en C. Adema´s su derivada
puede ser calculada derivando la serie te´rmino a te´rmino
d
dz
exp (z) =
∞∑
n=0
n
n!
zn−1 =
∞∑
n=0
1
n!
zn = exp (z) .
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Denotemos C∗ = C − {0}. Sea U ⊂ C∗ un abierto. Diremos que una
funcio´n continua f : U −→ R es una rama de argumento en U , si para
todo z ∈ U se tiene que
z
| z | = e
if(z).
Observe que si f : U −→ R es una rama de argumento y k ∈ Z, entonces
f + 2kpi es tambie´n una rama de argumento en U .
Diremos que una funcio´n continua g : U −→ C es una rama de logarit-
mo en U , si para todo z ∈ U se tiene
eg(z) = z.
Observe que si g es una rama de logaritmo y k ∈ Z, entonces g + 2kpii
es tambie´n una rama de logaritmo. Por esta razo´n no podemos esperar que
g (exp (w)) = w, siempre que exp (w) ∈ U .
Teorema 1.30. Sea U ⊂ C∗ un abierto. Entonces
(a) Existe una rama de logaritmo en U si y solamente si existe una rama
de argumento definido en U .
(b) Si g : U −→ C es una rama de logaritmo, entonces g es holomorfo y
adema´s g′ (z) =
1
z
para todo z ∈ U .
Teorema 1.31. Toda funcio´n anal´ıtica es holomorfa en todo su dominio.
La demostracio´n puede ser encontrada en [15].
Ejemplo 1.32. La funcio´n exponencial y rama principal de logaritmo 4 son
funciones anal´ıticas.
1.4. Fo´rmula integral de Cauchy y aplicacio-
nes
Teorema 1.33 (Fo´rmula integral de Cauchy). Sea f : U −→ C una funcio´n
holomorfa, donde U ⊂ C es un abierto. Sea D un disco cerrado tal que
D ⊂ U . Para todo z en el interior de D se cumple
f (z) =
1
2pii
∫
∂D
f (w) dw
w − z ·
4log (z) = ln ‖ z ‖ +iθ donde θ = arg (z) es la rama principal del logaritmo de z
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Consideraremos ∂D como una parametrizacio´n Υ (θ) = z0 + re
iθ,
0 ≤ θ ≤ 2pi, donde z0 es el centro de D y r es su radio.
Teorema 1.34. Toda funcio´n holomorfa es anal´ıtica en todo su dominio.
La demostracio´n puede ser encontrada en [11]. A partir de dicho resul-
tado podemos decir, hablar de funciones anal´ıticas es hablar de funciones
holomorfas y de la misma manera hablar de funciones holomorfas es hablar
de funciones anal´ıticas. Este resultado da un gran avance para futuros teo-
remas y en adelante cuando nos refiramos de funciones holomorfas tambie´n
estaremos hablando de funciones anal´ıticas.
El hecho de que toda funcio´n holomorfa es localmente la suma de una
serie de potencias convergentes tiene una gran cantidad de consecuencias
interesantes. Veamos algunas de ellas, antes recordemos que un conjunto es
llamado dominio cuando el conjunto abierto y conexo.
Teorema 1.35. Sea Ω un dominio, f ∈ O (Ω) y
Z (f) = {a ∈ Ω : f (a) = 0}.
Entonces o bien Z (f) = Ω o Z (f) no tiene puntos de acumulacio´n en Ω.
En el u´ltimo caso a cada a ∈ Z (f) le corresponde un u´nico entero positivo
m = m (a) tal que
f (z) = (z − a)m g (z) , z ∈ Ω
donde g ∈ O (Ω) y g (a) 6= 0; adema´s, Z (f) es a lo sumo numerable.
El entero m se le llama orden del 0 que f tiene en el punto a. Claramente
Z (f) = Ω si y solo si f es ide´nticamente 0 en Ω. Z (f) se llama conjunto de
ceros de f . La demostracio´n puede ser encontrada en [15].
Corolario 1.36. Sea f : U −→ C una funcio´n holomorfa, donde U es abierto
y conexo. Si f−1 (0) = {z ∈ U : f (z) = 0} posee algu´n punto de acumulacio´n
en U . Entonces f ≡ 0.
Corolario 1.37. Si f y g son funciones holomorfas en un dominio Ω y
si f (z) = g (z) para todo los z de algu´n conjunto que tiene un punto de
acumulacio´n Ω, entonces f (z) = g (z), para todo z ∈ Ω.
Teorema 1.38 (Principio de la extensio´n anal´ıtica ). Sean f, g : Ω −→ C
funciones holomorfas, donde Ω es un dominio. Las siguientes afirmaciones
son equivalentes:
(a) f ≡ g en Ω.
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(b) Existe una vecindad no vac´ıa V ⊂ Ω tal que f |V = g |V .
Teorema 1.39 (Teorema de Liouville). Una funcio´n entera5 limitada es
constante.
La demostracio´n puede ser encontrada en [15].
Corolario 1.40 (Teorema de la aplicacio´n de abierta). Sea f : Ω −→ C una
funcio´n holomorfa no constante, donde Ω ⊂ C es un dominio. Entonces f es
abierta, esto es, para todo abierto W ⊂ Ω, f (W ) es abierto.
La demostracio´n puede ser encontrada en [11].
Teorema 1.41 (Teorema del modulo ma´ximo). Sea f : Ω −→ C una funcio´n
holomorfa, donde Ω ⊂ C es un dominio. Supongamos que existe z0 ∈ Ω tal
que | f (z) |≤| f(z0) |, para todo z en una vecindad de z0. Entonces f es
constante en Ω.
La demostracio´n puede ser encontrada en [11].
Teorema 1.42 (Teorema de Weierstrass). Sea (fn) una sucesio´n de de fun-
ciones holomorfas en un dominio Ω el cual converge uniformemente en sub-
conjuntos compacto de Ω a una funcio´n f . Entonces f es holomorfa en Ω,
y la sucesio´n de derivadas (f
(k)
n ) converge uniformemente en subconjuntos
compactos a f (k), k = 1, 2, 3 . . .
Demostracio´n. Para cualquier z0 ∈ Ω, escojamos D(z0, r) ⊆ Ω, y escribamos
Cr = {z :| z− z0 |= r}. Para cualquier  > 0, existe n0 ∈ N tal que si n ≥ n0,
| fn(ζ)− f(ζ) |< 
para todo ζ ∈ Cr. Definamos
Fk(z) =
k!
2pii
∫
Cr
f(ζ)dζ
(ζ − z)k+1 , k = 0, 1, 2, . . .
para z ∈ D(z0, r2). Entonces para n ≥ n0,
| Fk(z)− f (k)n (z) |≤
k!
2pi
∫ | f(ζ)− fn(ζ) |
| ζ − z | | dζ |
<
k!2pii
rk
,
5Diremos que f es una funcio´n entera cuando es holomorfa en todo C.
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esto es f
(k)
n (z) −→ Fk(z) uniformemente en D(z0, r2), k = 0, 1, 2, . . . . Para
k = 0, fn(z) −→ f(z) y fn(z) −→ F0(z) por lo tanto f(z) = F0(z), el
cual es una funcio´n holomorfa en D(z0,
r
2
). Como z0 era arbitrario, f(z) es
holomorfa en Ω. Entonces f
(k)
n −→ f (k) uniformemente en D(z0, r2), por lo
tanto en subconjuntos compactas de Ω.

Teorema 1.43. Si (fn) es una sucesio´n de funciones holomorfas inyectivas
en un dominio Ω, el cual converge uniformemente en los compactos de Ω a
una funcio´n holomorfa f . Entonces f es una funcio´n constante o inyectiva.
La demostracio´n puede ser encontrada en [8].
1.5. Funciones meromorfas: Singularidades ais-
ladas
Definicio´n 1.44. Si a ∈ Ω y f ∈ O (Ω \ {a}), se dice que f tiene una
singularidad aislada en el punto a. Si f se puede definir en a y la funcio´n
extendida es holomorfa en Ω, se dice que a es una singularidad evitable.
Ejemplo 1.45. La funcio´n f (z) = sin(z)
z
presenta una singularidad evitable
en z = 0 que se elimina definiendo f (0) = 1.
Teorema 1.46 (Teorema de extensio´n de Riemann ). Supongamos que f ∈
O (Ω \ {a}), y que f es acotada en D∗ (a, r), para algu´n r > 0. Entonces f
tiene una singularidad evitable en a.
Teorema 1.47. Si a ∈ Ω y f ∈ O (Ω \ {a}), entonces debe darse una de las
tres siguientes situaciones:
(1) f tiene una singularidad evitable en a.
(2) Existen nu´meros complejos c1, c2, . . . , cm, donde m es un entero positivo
y cm 6= 0, tales que
f (z)−
m∑
k=1
ck
(z − a)k
tiene una singularidad evitable en a.
(3) Si r > 0 y D (a, r) ⊂ Ω, entonces f(D∗ (a, r)) es denso en el plano
complejo.
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En la situacio´n (2) se dice que f tiene un polo de orden m de a. La
funcio´n
m∑
k=1
ck (z − a)−k ,
que es un polinomio en (z − a)−1, se llama la parte principal de f en a.
Es claro, en este caso, que | f (z) |−→ ∞ cuando z −→ a.
En la situacio´n (3) de sice que f tiene una singularidad esencial en a.
De los resultado anteriores podemos deducir la siguiente clasificacio´n de
singularidades aisladas, en cuanto al comportamiento de la funcio´n en una
vecindad perforada:
z0 es una singularidad evitable de f ⇔ f es limitada en una vecindad
perforada de z0 ⇔ existe y es finito el limite l´ım
z→z0
f (z).
z0 es un polo de f ⇔ l´ım
z→z0
f (z) =∞.
z0 es una singularidad esencial de f ⇔ para toda vecindad perforada
V de z0, f (V ) es denso en C ⇔ el limite l´ım
z→z0
f (z) no existe.
Ejemplo 1.48. La aplicacio´n
T (z) =
1
z
,
tiene un polo en z = 0.
Ejemplo 1.49. La funcio´n f (z) = sin(z)
z3
tiene en z = 0 un polo de orden 2
con parte principal 1
z2
pues
sin (z)
z3
=
z − 1
3!
z3 + 1
5!
z5 − · · ·
z3
=
1
z2
− 1
3!
+
1
5!
z2 − · · · .
Ejemplo 1.50. 0 es una singularidad esencial de e1/z.
Definicio´n 1.51. Se dice que una funcio´n f es meromorfa en un abierto
Ω ⊂ C si existe un conjunto Σ ⊂ Ω tal que
(a) Σ no tiene puntos de acumulacio´n en Ω.
(b) f ∈ O (Ω− Σ) donde Ω− Σ es abierto.
(c) f tiene un polo en cada punto de Σ.
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Observe que no se excluye la posibilidad de que Σ = Ø. As´ı pues, toda
f ∈ O (Ω) es meromorfa en Ω.
Notemos tambie´n que (a) implica que ningu´n subconjunto compacto de Ω
contiene infinitos puntos de Σ, y que por lo tanto, Σ es a lo sumo numerable.
La clase de todas las funciones meromorfas en Ω sera denotado por M (Ω).
Ejemplo 1.52. La aplicacio´n
T (z) =
1
z
es meromorfa en C ya que Σ = {0}.
Ejemplo 1.53. La funcio´n
ez
(z − 1) (z − 2)
es meromorfa en C pues Σ = {1, 2}.
Ejemplo 1.54. Toda funcio´n racional 6 es meromorfa en C.
1.6. La esfera de Riemann
1.6.1. Construccio´n de la esfera de Riemann
Para esta seccio´n tomaremos como referencia [11]. Existen varios proble-
mas de la teor´ıa de variable compleja donde es conveniente tratar al “infinito”
como un punto ordinario. Consideraremos un elemento ∞ /∈ C (por ejemplo
podr´ıamos considerar ∞ = (0, 0, 0) ∈ R3) y especificaremos cuales son sus
vecindades. Procedamos a construir la esfera de Riemann.
Consideremos un elemento∞ /∈ C. El conjunto C = C∪{∞} sera llamado
esfera de Riemann. Los puntos de C ⊂ C sera´n llamados puntos finitos.
Diremos que V es una vecindad de ∞, si ∞ ∈ V y existe r > 0 tal que
C \D (0, r) ⊂ V . Las siguientes propiedades pueden ser verificadas:
(a) La unio´n arbitraria de vecindades de ∞ es una vecindad de ∞.
(b) La interseccio´n finita de vecindades de ∞ es una vecindad de ∞.
6Una funcio´n racional es el cociente de dos polinomios.
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(c) Para todo z0 ∈ C y todo r ≥ 0, C \D(z0, r) es una vecindad de ∞.
Observe que, ⋂
r≥0
(C \Dr(z0)) =
⋂
n∈N
(C \Dn(z0)) = {∞}.
Diremos que un subconjunto A ⊂ C es un abierto de C, si A es vecindad
de todos sus puntos. Es conveniente aclarar que en el caso de los puntos de
A ∩ C, la palabra vecindad es usada en el sentido usual. Diremos que un
subconjunto F ⊂ C es cerrado si C \ F es abierto.
Con estas definiciones podemos unificar las nociones de l´ımite usual y
l´ımite infinito de sucesiones de funciones de la siguiente manera: sea una
sucesio´n (zn) ⊂ C. Decimos que l´ım
n→∞
zn = a ∈ C, si para toda vecindad V de
a existe n0 ≥ 1(que depende V ) tal que si n ≥ n0, entonces zn ∈ V para todo
n ≥ n0. Ana´logamente, si f : A −→ C es una funcio´n, donde A ⊂ C y z0 es un
punto de acumulacio´n de A (esto es, toda vecindad de z0 contiene puntos en
A distintos de z0), diremos que l´ım
z→z0
f (z) = w0 ∈ C , si para toda vecindad V
de w0 existe una vecindad U de z0 tal que f (U ∩ A− {z0}) ⊂ V . Un ejemplo
ilustrativo es probar que si z0 = ∞, el concepto es equivalente a la nocio´n
usual de l´ım
z→∞
f (z), por lo tanto si w0 = ∞, la definicio´n es equivalente a la
de l´ım
z→z0
f (z) =∞.
Diremos que una funcio´n f : U −→ C es continua en un punto z0 ∈ U ,
si z0 es un punto aislado de U , o si z0 es punto de acumulacio´n de U y
l´ım
z→z0
f (z) = f(z0). Diremos que f es continua en U si ella es continua en
todos los puntos de U .
Ejemplo 1.55. Sean P (z) y Q (z) dos polinomios de una variable comple-
ja, sin ra´ıces comunes (esto es, P (z) = 0 ⇒ Q (z) 6= 0 y Q (z) = 0 ⇒
P (z) 6= 0). Definamos
f(z) =

P (z)
Q(z)
, si z ∈ C y Q (z) 6= 0,
∞, si z ∈ C y Q (z) = 0,
l´ım
w→∞
P (w)
Q(w)
, si z =∞.
f es continua en C.
1.6.2. Funciones sobre la esfera de Riemann
Un problema natural es el siguiente: ¿Como definir funcio´n holomorfa,
cuando el dominio o contradominio de la misma es un abierto de la esfera
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S2? la dificultad esta en el hecho de que S2 no posee estructura de espacio
vectorial y es as´ı que no podemos restar vectores de manera natural. Debe-
mos recordar que en la definicio´n de la derivada fue necesario considerar el
cociente de dos diferencias, lo que no es posible en S2. Sin embargo esta difi-
cultad puede superarse observa´ndose que para todo p ∈ S2, S2 − {p} puede
ser identificado en C por medio de una carta local.7
Sea f : U −→ C una funcio´n continua, donde U ⊂ C es abierto. Diremos
que f es holomorfa en z0 ∈ U si una de las cuatro condiciones de abajo
son verificadas:
(a) z0 6=∞, f(z0) 6=∞ y f es holomorfa en z0 en el sentido usual.
(b) z0 6=∞, f(z0) =∞ y 1f(z) es holomorfa en z0.
(c) z0 =∞, f(z0) 6=∞ y f
(
1
z
)
es holomorfa en 0.
(d) z0 =∞, f(z0) =∞ y 1f( 1z ) es holomorfa en 0.
En los casos (b) y (d) convendremos que 1
f(w)
= 0 si f (w) =∞. Diremos
que f es holomorfa en U si f es holomorfa en todos los puntos de U .
Observemos que esta definicio´n de funcio´n holomorfa abarca como casos
particulares las definiciones de funcio´n holomorfa en el sentido usual y de
funcio´n meromorfa. Por otro lado una funcio´n meromorfa en U ⊂ C, puede
ser considerada como una funcio´n holomorfa f : U −→ C.
Definicio´n 1.56. A continuacio´n definiremos singularidades aisladas en el
punto ∞:
(1) Decimos que f tiene singularidad evitable en ∞ si f esta definida
sobre alguna vecindad de ∞ y
l´ım
z→∞
f (z) = c ∈ C.
(2) Decimos que f tiene polo en ∞ si f esta definida sobre alguna vecin-
dad de ∞ y
l´ım
z→∞
f (z) =∞.
7Recomendamos el libro : Geometr´ıa diferencial de curvas y superficies, M. do Carmo,
IMPA.1995.
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(3) Decimos que f tiene singularidad esencial en ∞ si f esta definida
sobre alguna vecindad de ∞ y
@ l´ım
z→∞
f (z) .
Proposicio´n 1.57. Una funcio´n entera f : C −→ C que tenga en ∞ un
polo, es un polinomio.
Demostracio´n. Supongamos que ∞ sea un polo de orden k ≥ 1. Luego por
el desarrollo de la serie de Laurent de f en el ∞ es:
f(z) =
k∑
n=1
a−nzn +
∞∑
n=0
anz
−n , a−k 6= 0. (1.2)
Consideremos la funcio´n auxiliar
g(z) = f(z)−
k∑
n=1
a−nzn donde a−k 6= 0, (1.3)
observemos que g es una funcio´n entera, por que es diferencia de f , menos
un polinomio de grado k en z. Adema´s por (1.2), la funcio´n
g(z) =
∞∑
n=0
anz
−n,
luego,
l´ım
z→∞
g(z) = l´ım
z→∞
∞∑
n=0
anz
−n = l´ım
w→0
∞∑
n=0
anw
n = a0, (1.4)
hemos llamado w =
1
z
. El u´ltimo l´ımite en (1.4) es a0 por que la serie de
potencias de w define una funcio´n holomorfa que es continua. Entonces su
l´ımite cuando w → 0 es el valor de la suma de serie de potencias en w = 0.
De la igualdad (1.4) deducimos que g es una funcio´n entera que tiene en
∞ una singularidad evitable. Por el teorema 1.39, g es constante. Luego es
igual al limite a0. Tenemos g(z) = a0 para todo z ∈ C. Sustituyendo en (1.3)
se deduce:
f(z) = a0 +
k∑
n=1
a−nzn , donde a−k 6= 0.
Por lo tanto f es un polinomio de grado k.

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Veamos la siguiente extensio´n de funciones meromorfas:
Definicio´n 1.58. Sea Ω ⊂ C un abierto. Diremos que f es meromorfa
en Ω si satisface las siguientes condiciones:
(a) f es meromorfa en Ω \ {∞}.
(b) f tiene singularidad evitable o polo en ∞.
El siguiente teorema de funciones meromorfas es muy similar a los coro-
larios 1.36 y 1.40.
Teorema 1.59. Sea Ω ⊂ C un conjunto abierto y conexo.
(1) Si f ∈M (Ω) y f−1 (0) ∩ Ω 6= ∅, entonces f ≡ 0.
(2) Si f ∈M (Ω) no es constante, entonces f es abierta.
1.7. Proyeccio´n estereogra´fica
El plano complejo se puede pensar como la esfera unitaria en R3 sin el
polo norte N = (0, 0, 1). Por lo tanto podemos pensar que el polo norte co-
rresponde a un punto ideal que representa al infinito.
Para asociar cada punto del plano complejo con uno en
S2 = {(x1, x2, x3) ∈ R3 : x21 + x22 + (x3 − 12)2 = 14},
usamos la siguiente idea geome´trica: se toma el plano x3 = 0 como el plano
complejo C, y la linea que proyecta el polo norte N = (0, 0, 1) de la esfera
a cualquier otro punto x = (x1, x2, x3) en dicha esfera. Esta recta cruza el
plano complejo en un u´nico punto. Procedamos a encontrar dicho punto. Sea
la recta L = {N + t (x−N) : t ∈ R} = {(tx1, tx2, 1 + t (x3 − 1)) : t ∈ R}.
Para hallar el punto interceptamos L con C. Entonces 1 + t (x3 − 1) = 0.
As´ı t = 1
1−x3 . Por lo tanto L ∩ C =
{(
x1
1−x3 ,
x2
1−x3 , 0
)}
.
Con esta idea definamos la siguiente aplicacio´n:
ϕ : S2 − {N} −→ C
(x1, x2, x3) 7−→ x1 + ix2
1− x3 .
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Afirmacio´n 1. ϕ es biyectiva.
Para ello construiremos la inversa de ϕ. Sea z = ϕ (x1, x2, x3). Como
(x1, x2, x3) ∈ S2, se tiene que
| z |2=| x1 + ix2
1− x3 |
2=
x21 + x
2
2
(1− x3)2
=
1
4
− (x3 − 12)2
(1− x3)2
=
x3
1− x3 .
Despejando el punto x3, tenemos
x3 =
| z |2
1+ | z |2 . (1.5)
Claramente, sabemos que
z + z =
2x1
1− x3 ,
despejando el punto x1
x1 =
(z + z) (1− x3)
2
=
z + z
2
(
1− | z |
2
1+ | z |2
)
=
z + z
2
(
1
1+ | z |2
)
luego,
x1 =
z + z
2 (1+ | z |2) . (1.6)
Se sabe que
z − z = 2ix2
1− x3 ,
entonces
x2 =
z − z
2i (1+ | z |)2 . (1.7)
Ahora definamos la siguiente aplicacio´n pi de C en S2 \ {N}:
pi (z) =
(
z + z
2 (1+ | z |2) ,
z − z
2i (1+ | z |2) ,
| z |2
1+ | z |2
)
tal que ϕ ◦ pi = pi ◦ ϕ = Id. ϕ es biyectiva.
Definamos ϕ : S2 −→ C tal que ϕ(N) = ∞ y ϕ(z) = ϕ(z) para todo
z ∈ S2 \ {N}. A ϕ se le llama proyeccio´n estereogra´fica .
29
Afirmacio´n 2. ϕ es un biholomorfismo.
De la misma definicio´n se tiene que ϕ es biyectiva, luego por el teorema
1.24 ϕ es un biholomorfismo.
Definicio´n 1.60. Los puntos del plano complejo junto con ∞ forman el
plano complejo extendido, denotado por C.
Definicio´n 1.61. Diremos que C es un c´ırculo de C, si C es un c´ırculo
en C o si C es la unio´n de una recta en C con {∞}. Un c´ırculo en C
sera´ denotado por C− cı´rculo.
Definicio´n 1.62. Sea S2 la esfera unitaria de R3. Llamaremos c´ırculo de
S2 a todo conjunto no vac´ıo que se obtenga como la interseccio´n de S2 con
algu´n plano P⊂ R3 no tangente a S2. Un c´ırculo de S2 sera´ denotado por
S2 − circulo.
Una propiedad fundamental de la proyeccio´n estereogra´fica la exhibe el
siguiente resultado:
Proposicio´n 1.63. Los S2 − circulos son exactamente los C− cı´rculos.
Demostracio´n. Si el c´ırculo C ⊂ S2, N = (0, 0, 1) ∈ C, entonces
C \ {N} = {(x1, x2, x3) ∈ S2 : ax1 + bx2 + cx3 = d},
luego bajo la proyeccio´n estereogra´fica obtenemos:
pi−1 (C \ {N}) =
{
z ∈ C : a
(
z+z
2(1+|z|2)
)
+ b
(
z−z
2i(1+|z|2)
)
+ c
(
|z|2
1+|z|2
)
= d
}
.
Escribiendo z = x+ iy, se obtiene:
pi−1 (C \ {N}) = {(x, y) ∈ C : ax+ by + c(x2 + y2) = d(x2 + y2 + 1)}.
Si c = d, se cumple que pi−1 (C \ {N}) es una recta. Si c 6= d, se tiene que
pi−1 (C \ {N}) es un c´ırculo en C. Por lo tanto
C = (C \ {N}) ∪ {N} = pi−1(C \ {N}) ∪ {∞} = Cı´rculo ∪ recta ∪ {∞}.
Rec´ıprocamente, una recta en el plano esta definida por la ecuacio´n
ax+ by = c.
Estos puntos bajo la proyeccio´n estereogra´fica son llevados al conjunto de
puntos en la esfera, definidas por la ecuacio´n
a
(
x1
1− x3
)
+ b
(
x2
1− x3
)
= c
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ax1 + bx2 = c (1− x3)
los cuales esta´n contenidos en la interseccio´n de un plano y la esfera, es decir,
se trata de un S2 − circulo. Como pi (∞) = N satisface dicha ecuacio´n, este
c´ırculo pasa por el polo norte.
Por u´ltimo un c´ırculo en el plano esta definido por las siguientes ecuacio-
nes:
| z − a |2= r2,
(z − a) (z − a) = r2,
| z |2 −az − az+ | a |2= r2, (1.8)
por la proyeccio´n estereogra´fica | z |2= x3
1−x3 , reemplazando en la ecuacio´n
(1.8) obtenemos:
x3
1− x3 − 2<e (az) = r
2− | a |2 .
Si a = a1 + ia2, z = x+ iy, entonces <e (az) = a1x+ a2y y la imagen del
c´ırculo en la esfera esta definida por las siguientes ecuaciones:
x3
1− x3 − 2 (a1x+ a2y) = r
2− | a |2,
x3
1− x3 − 2
(
a1
(
x1
1− x3
)
+ a2
(
x2
1− x3
))
= r2− | a |2,
x3 − 2a1x1 − 2a2x2 =
(
r2− | a |2) (1− x3) ,
se sigue entonces que estos puntos esta´n contenidos en un plano y por lo
tanto constituyen un c´ırculo en la esfera. De esta forma los S2− circulos son
exactamente los C− cı´rculos.

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Cap´ıtulo 2
Transformaciones de Moebius
complejas
Para este cap´ıtulo tomaremos de referencia [8] y [14]. Estudiaremos a las
transformaciones de Moebius y algunas de sus propiedades geome´tricas ele-
mentales. Demostraremos que los automorfismos sobre la esfera de Riemann
son las transformaciones de Moebius complejas. Luego desarrollaremos la cla-
sificacio´n por conjugacio´n de las transformaciones de Moebius y por ultimo
el teorema de clasificacio´n para las transformaciones de Moebius, que sera´ de
mucha utilidad para el resultado principal de este trabajo.
2.1. Transformaciones de Moebius
Una transformacio´n de Moebius o homograf´ıa es una aplicacio´n de
la forma
T (z) =
az + b
cz + d
,
con a, b, c, d ∈ C y ad − bc 6= 0. Esta funcio´n define naturalmente una apli-
cacio´n de C en C de la manera siguiente: si c 6= 0, defina T (∞) = a
c
y
T
(−d
c
)
=∞. Si c = 0, defina T (∞) =∞. Es fa´cil probar que T , extendida
de esta manera, es una biyeccio´n de C en C. Denotaremos con L al conjunto
de las transformaciones de Moebius, es decir:
L =
{
az + b
cz + d
: ad− bc 6= 0, a, b, c, d ∈ C
}
.
Observacio´n 2.1. Sea T (z) =
az + b
cz + d
=
a
k
z + b
k
c
k
z + d
k
con k 6= 0. Llamemos k al
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nu´mero
√
ad− bc. Multiplicando los coeficientes de los extremos de la frac-
cio´n T (z) =
a
k
z + b
k
c
k
z + d
k
, obtenemos:
a
k
· d
k
− b
k
· c
k
= 1,
es decir, cualquier T ∈ L se puede expresar de esta forma T (z) = az + b
cz + d
con ad− bc = 1. Por lo tanto
L =
{
az + b
cz + d
: ad− bc = 1, a, b, c, d ∈ C
}
.
Ejemplo 2.2. Veamos algunas transformaciones de Moebius:
(a) Las traslaciones
T (z) = z + b, b ∈ C.
(b) Las rotaciones
T (z) = az, a = eiθ, θ 6= 2kpii.
(c) Las homotecias
T (z) = kz, k > 0.
(d) La inversio´n
Inv (z) =
1
z
.
Proposicio´n 2.3. Cualquier transformacio´n de Moebius se puede expresar
como la composicio´n de traslaciones, rotaciones, homotecias y la transfor-
macio´n z 7→ 1
z
·
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Demostracio´n. Una transformacio´n de Moebius que fija ∞ es de la forma
z 7−→ a
d
z +
b
d
,
es decir, es una composicio´n de homotecias, rotaciones y traslaciones. Si la
transformacio´n de Moebius no fija ∞, entonces podemos expresar la trans-
formacio´n de la siguiente forma
z 7−→ az + b
cz + d
=
a
c
(cz + d) + b− ad
c
cz + d
=
a
c
+
b− ad
c
cz + d
y es por lo tanto composicio´n de algunas de las transformaciones descritas.

Por la proposicio´n 1.63 es natural pensar el siguiente enunciado:
Proposicio´n 2.4. Las transformaciones de Moebius transforman C−cı´rculos
en C− cı´rculos.
Demostracio´n. Basta probar que la transformacio´n z
Inv−→ 1
z
tiene la propie-
dad mencionada, ya que evidentemente las traslaciones, las rotaciones y las
homotecias transforman C− cı´rculo en C− cı´rculo. Para estas u´ltimas fun-
ciones, la prueba es inmediata, por ejemplo, si k ∈ C, la funcio´n z 7−→ kz
transforma la recta
z = a+ bt con; a, b ∈ C y t ∈ R,
en la recta
w = kz = ka+ kbt con t ∈ R
y el c´ırculo
| z − a |= r,
en el c´ırculo
| kz − ka |= kr.
El caso de la traslacio´n no es dif´ıcil de probar. Para demostrar que la
transformacio´n z
Inv−→ 1
z
tiene dicha propiedad, usaremos o bien la ecuacio´n
general del c´ırculo en C(A 6= 0) o bien la ecuacio´n de la recta en C(A = 0),
esto es:
A (x2 + y2) +Bx+Dy = E.
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Escribiendo z = x+ iy y
1
z
= u+ iv, donde
u =
x
x2 + y2
,
v =
−y
x2 + y2
y
u2 + v2 =
1
x2 + y2
.
De la ecuacio´n general A (x2 + y2)+Bx+Dy = E, se obtiene lo siguiente:
A
(
1
u2 + v2
)
+B
(
u
u2 + v2
)
+D
( −v
u2 + v2
)
= E,
−E (u2 + v2)+Bu−Dv = −A,
esta u´ltima ecuacio´n resulta o bien la ecuacio´n del c´ırculo en C o bien la
ecuacio´n recta en C donde 0 e∞ no son aplicables. Este argumento algebraico
no se aplica en 0 y en∞. Sin embargo, probar el resultado para estos puntos
no es muy dif´ıcil, por ejemplo: si el c´ırculo C ⊂ C y 0 ∈ C, entonces
C − {0} = {(x, y) : A (x2 + y2) +Bx+Dy = 0}. Luego
Inv(C − {0}) = {(u, v) : Bu−Dv = −A}
es una recta. Por lo tanto
Inv (C) = Inv (C − {0}) ∪ Inv (0) = recta ∪ {∞}
es un c´ırculo. Para los siguientes casos: (1) C ⊂ C y ∞ ∈ C. (2) C ⊂ C y
{0,∞} ⊂ C, se resuelve de forma ana´loga. Por lo tanto toda transformacio´n
de Moebius transforma C− cı´rculos en C− cı´rculos.

Proposicio´n 2.5. Las transformaciones de Moebius transforman S2−cı´rculos
en S2 − cı´rculos.
Demostracio´n. De la proposicio´n 2.4 tenemos que todas las transformaciones
de Moebius transforman C−cı´rculos en C−cı´rculos. Luego por la proposicio´n
1.63, tenemos que las transformaciones de Moebius transforman S2−cı´rculos
en S2 − cı´rculos.

Definicio´n 2.6. Llamaremos disco de S2 a cualquiera de las dos regiones
abiertas limitadas por un c´ırculo de S2.
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Proposicio´n 2.7. Las transformaciones de Moebius transforman discos de
S2 en discos de S2.
Demostracio´n. De la proposicio´n 2.5 tenemos que las transformaciones de
Moebius transforman S2−cı´rculos en S2−cı´rculos. Por lo tanto transforman
discos de S2 en discos de S2.

Definamos en C el disco abierto de centro a ∈ C y radio r > 0, en la
siguiente forma: si a 6=∞ el disco abierto de centro a y radio r > 0 es el que
ya se ha definido en C
D(a, r) = {z ∈ C :| z − a |< r} = {z ∈ C :| z − a |< r}.
Cuando a =∞ el disco abierto de centro ∞ y radio r > 0 es
D(∞, r) = {z ∈ C :| z |> r} = {z ∈ C :| z |> r} ∪ {∞}.
Proposicio´n 2.8. Las transformaciones de Moebius transforman discos de
C en discos de C.
Demostracio´n. Cualquier transformacio´n de Moebius se puede expresar me-
diante la composicio´n de traslaciones, rotaciones, homotecias e inversio´n. Por
lo tanto bastara probar para dichas transformaciones. Se prueba fa´cilmente
que las traslaciones, rotaciones y homotecias satisfacen lo pedido. Por ello
bastara solo probar para el caso de la inversio´n. Consideremos el siguiente
disco:
D(∞, r) = {z ∈ C :| z |> r} ∪ {∞},
se verifica que 1|z| <
1
r
y 1∞ = 0. Por lo tanto la imagen del disco por medio
de la inversion es
D(0, 1
r
) = {w ∈ C :| w |< 1
r
} ∪ {0},
esto prueba lo pedido.

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2.2. Automorfismos sobre la esfera de Rie-
mann
Lema 2.9. Dos polinomios az + b y cz + d son relativamente primos sobre
C [z] y el ma´ximo de sus grados vale 1 si y solo si ad− bc 6= 0.
Demostracio´n. Antes de la prueba veamos el siguiente ana´lisis: si ambos
polinomios son constantes, entonces a = c = 0 y enseguida se cumple que
ad − bc = 0. Por otro lado, cuando ad − bc 6= 0, alguno entre a y c no ha
de anularse. As´ı, al menos uno de los polinomios es lineal e intercambiando
de ser necesario los papeles de az + b y cz + d, imponemos a 6= 0. Ahora
empezaremos con la prueba.
Supongamos que ad− bc = 0 con a 6= 0, entonces a (cz + d) = c (az + b)
y as´ı un polinomio es mu´ltiplo de otro.
Rec´ıprocamente, supongamos que az + b y cz + d no son relativamente
primos, entonces poseen una ra´ız en comu´n. Como a 6= 0, la u´nica solucio´n
es z0 = − ba y reemplazando en el segundo polinomio obtenemos − bca + d = 0,
i.e, ad− bc = 0. 
Diremos que f es un automorfismo de C si f : C −→ C es holomorfa
y tambie´n f−1.
Teorema 2.10. Toda transformacio´n de Moebius es un automorfismo de C.
Demostracio´n. Sea T (z) =
az + b
cz + d
con ad − bc 6= 0. Por el lema 2.9 esta T
no es constante, como tampoco lo es
ϕ (w) =
dw − b
−cw + a.
Supongamos c 6= 0. Mostraremos si z 6=∞, a
c
,−d
c
, se cumple que
T ◦ ϕ (z) = ϕ ◦ T (z) = z.
En efecto.
T ◦ ϕ (z) = T
(
dz − b
−cz + a
)
=
a
(
dz−b
−cz+a
)
+ b
−c ( dz−b−cz+a)+ d = z,
ϕ ◦ T (z) = ϕ
(
az + b
cz + d
)
=
d
(
az+b
cz+d
)− b
−c (az+b
cz+d
)
+ a
= z.
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Si z =∞, se cumple que T (ϕ (∞)) = T ( d−c) =∞ y ϕ ◦ T (∞) =∞.
Si z = a
c
, se cumple que T
(
ϕ
(
a
c
))
= T (∞) = a
c
y ϕ ◦ T (a
c
)
= a
c
.
Si z = −d
c
, se cumple que T
(
ϕ
(−d
c
))
= −d
c
y ϕ ◦ T (−d
c
)
= −d
c
.
Por lo anterior T ◦ ϕ = ϕ ◦ T = Id para todo z ∈ C. Cuando c = 0, se
resuelve de manera similar. Por lo tanto T ◦ϕ = ϕ◦T = Id para todo z ∈ C.
Afirmacio´n 3. T es holomorfo en C.
Sea T (z) = az+b
cz+d
. Supongamos c 6= 0. Es inmediato ver que T es holomorfa
en C − {−d
c
}. Por ello solo falta probar que T es holomorfa en ∞ y en −d
c
.
T es holomorfa en ∞. En efecto.
ϕ1 (w) = Inv ◦ T ◦ Inv (w) = 1
T
(
1
w
) = 1
a( 1w)+b
c( 1w)+d
=
c+ wd
a+ wb
.
Luego ϕ1 es holomorfa en w = 0. Por lo tanto T es holomorfa en ∞.
Veamos ahora que T es holomorfa en −d
c
. Sea
ϕ2 (w) = Inv ◦ T (w) = 1
T (w)
=
cw + d
aw + b
.
Luego ϕ2 es holomorfa en w = −dc . Por lo tanto T es holomorfa en −dc .
Si c = 0 tenemos que T (z) = a
d
z + b
d
es holomorfa en C. Probemos que T es
holomorfa en z =∞. Sea
ϕ (z) = Inv ◦ T ◦ Inv (w) = 1
T
(
1
w
) = dw
a+ bw
.
Observemos que ϕ es holomorfa en w = 0 y con ello T es holomorfa en
∞. Por lo tanto T es holomorfa en C y as´ı T es un automorfismo.

Teorema 2.11. f es un automorfismo de C si y solo si f es una transfor-
macio´n de Moebius, es decir, Aut(C)1 = L.
Demostracio´n. Sea f un automorfismo de C. Veamos que ocurre cuando
f (∞) = ∞. En este caso por la inyectividad de f tenemos que su u´nica
preimagen es ∞. Luego por la proposicio´n 1.57 f es un polinomio. Demos-
tremos la siguiente afirmacio´n.
1Aut(C) es el conjunto de automorfismos de C en C.
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Afirmacio´n 4. grado (f) = 1.
Como f es un automorfismo entonces f tendra´ al menos grado 1. Si el
grado (f) > 1, entonces f tendr´ıa mas de una ra´ız, esto implica que existir´ıa
varias preima´genes de 0, lo cual no puede ser, pues f es biyectiva. Por lo
tanto f (z) = k (z − α)n donde k 6= 0 y n ≥ 1. Sin embargo, si n > 1,
entonces f
′
(α) = 0 y f no es localmente inyectiva cerca de z = α. Por lo
tanto grado (f) = 1.
Luego f (z) = az+b, con a 6= 0 y as´ı f es una transformacio´n de Moebius.
Adaptemos el problema original al rigor anterior mediante la composicio´n de
f con una transformacio´n de Moebius que traslade f (∞) hacia ∞. Para ser
exactos, una vez sabido a = f (∞), definamos
ϕ (z) = z cuando a =∞,
ϕ (z) =
1
z − a cuando a 6=∞.
De la definicio´n tenemos que ϕ (f (∞)) = ∞. Por la composicio´n de
automorfismos se tiene que ϕ ◦ f es un automorfismo de C, luego la funcio´n
ϕ ◦ f resulta ser un polinomio de grado 1. Factorizando f = ϕ−1 ◦ (ϕ ◦ f)
resulta la composicio´n de dos transformaciones de Moebius.

2.2.1. Automorfismos y matrices
Frecuentemente se identifica Aut(C) con el cociente de cierto grupo de
matrices. Veamos como se realiza dicho cociente. Sean los conjuntos
GL(2,C) =
{
M =
(
a b
c d
)
: a, b, c, d ∈ C, det (M) = ad− bc 6= 0
}
y
SL(2,C) =
{
M =
(
a b
c d
)
: a, b, c, d ∈ C, det (M) = ad− bc = 1
}
.
Es fa´cil ver que GL (2,C) y SL (2,C) son grupos con la operacio´n usual
de matrices. Adema´s SL (2,C) es un subgrupo de GL (2,C).
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Teorema 2.12. La aplicacio´n
ϕ : SL (2,C) −→ Aut(C)(
a b
c d
)
7−→ az + b
cz + d
satisface lo siguiente:
(1) ϕ es un homomorfismo sobreyectivo.
(2) El nu´cleo de ϕ es {I,−I}, donde I =
(
1 0
0 1
)
.
(3) El grupo cociente SL(2,C){I,−I} es isomorfo a Aut(C).
Demostracio´n. (1) Si A1 =
(
a1 b1
c1 d1
)
y A2 =
(
a2 b2
c2 d2
)
pertenecen a
SL (2,C), entonces el producto de matrices A1 · A2 ∈ SL (2,C). Sea
ϕ (A1 · A2) (z) = ϕ
(
a1a2 + b1c2 a1b2 + b1d2
c1a2 + d1c2 c1b2 + d1d2
)
(z)
=
a1 (a2z + b2) + b1 (c2z + d2)
c1 (a2z + b2) + d1 (c2z + d2)
.
Si c2z + d2 6= 0, entonces
ϕ (A1 · A2) (z) =
a1
(
a2z+b2
c2z+d2
)
+ b1
c1
(
a2z+b2
c2z+d2
)
+ d1
= ϕA1 (ϕA2 (z)) .
Si c2z + d2 = 0, se tiene que z = −d2c2 . Para c2 = 0 se cumple que
ϕ (A1 · A2) = ϕA1 ◦ϕA2 siendo c1 = 0 o c1 6= 0. Lo mismo ocurre para c2 6= 0.
Por lo tanto ϕ (A1 · A2) = ϕA1 ◦ ϕA2 . La sobreyectividad se deduce de la
definicio´n de ϕ.
(2) Sea A =
(
a b
c d
)
∈ SL (2,C). Si ϕ (A) = Id, entonces al fijar ∞
tenemos que ϕ (A) es un polinomio. Luego, c = 0 y ad = 1. Evaluando ϕ (A)
en z = 0 obtenemos que b
d
= 0 y por ello b = 0. Por lo tanto ϕ (A) (z) = a
d
z
y a
d
= 1. Es decir a = d = ±1. Por lo tanto ker (ϕ) = {I,−I}.
(3) Por el primer teorema de isomorfismo de grupos
SL (2,C)
{I,−I} ' Aut(C).

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2.3. Clasificacio´n de las transformaciones de
Moebius
Clasificaremos las transformaciones de Moebius segu´n su clase de con-
jugacio´n. Recordemos que el conjunto de las transformaciones de Moebius
es
L =
{
az + b
cz + d
: ad− bc 6= 0, a, b, c, d ∈ C
}
.
Definicio´n 2.13. Diremos que las transformaciones de Moebius T y
T˜ son conjugadas si existe S ∈ L tal que T˜ = S ◦ T ◦ S−1.
T
C −→ C
S−1 ↑ ↓ S
C −→ C
STS−1
Definicio´n 2.14. Dado un T ∈ L, un punto fijo de T es un punto de
x ∈ C tal que T (x) = x.
Observacio´n 2.15. x es un punto fijo de T si y solo si S (x) es punto fijo de
STS−1. Es decir tanto T y STS−1 tienen el mismo nu´mero de puntos fijos.
Para z0 ∈ C, definamos T 0 = Id, T n = T ◦ T ◦ . . . ◦ T (n − veces) y
T−n = T−1 ◦T−1 ◦ . . .◦T−1 (n−veces) ∀n ∈ N. Con esta definicio´n podemos
definir la o´rbita de z0, es decir,
Or (z0)= {T n (z0) : n∈ Z}.
Clasificacio´n de las transformaciones de Moebius por
medio de sus puntos fijos
Proposicio´n 2.16. Si T 6= Id es una transformacio´n de Moebius, entonces
T posee uno o dos puntos fijos.
Demostracio´n. Si T 6= Id, entonces los puntos fijos de T se hallan resolviendo
la ecuacio´n T (z) = z. Si T (z) =
az + b
cz + d
, entonces
az + b
cz + d
= z, resolviendo se
obtiene
cz2 + (d− a) z + b = 0 (2.1)
veamos los siguientes casos:
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Caso 1. Sea c 6= 0. De la ecuacio´n (2.1) se tiene dos ra´ıces z1, z2 = a−d±
√
D
2c
,
donde D = (d− a)2 + 4bc = (a+ d)2 − 4. Notemos que T (∞) = a
c
6= ∞. Si
D 6= 0, entonces existen dos puntos fijos z1,z2 para T . Si D = 0, entonces
a+ d 6= ±2 y solo existe un punto fijo z = a−d
2c
para T .
Caso 2. Supongamos c = 0. Como ad− bc =1 entonces ad = 1 y as´ı a 6= 0,
d 6= 0. Luego T (z) = a
d
z + b
d
es una traslacio´n, por ello ∞ es punto fijo.
Adema´s si a 6= d, obtenemos b
d−a como segundo punto fijo de T , el cual es
finito. Si a = d, entonces a = d = ±1 y as´ı T (z) = z ± b con b 6= 0, el cual
solo tiene como punto fijo al ∞.
Por lo tanto todo T ∈ L (T 6= Id) tiene a lo ma´s dos puntos fijos.

Definicio´n 2.17. Una transformacio´n de Moebius T es llamada parabo´lica
si su conjugada es del tipo T˜ (z) = z + λ donde λ 6= 0. Cuando la conjugada
de T es del tipo T˜ (z) = kz donde k = ρ.eiθ, 0 ≤ θ < 2pi, se divide en tres
grupos:
(i) Si ρ = 1, k = eiθ, θ 6= 0, entonces T es el´ıptica.
(ii) Si ρ 6= 1, θ = 0, entonces T es hiperbo´lico.
(iii) Si ρ 6= 1, θ 6= 0, entonces T es loxodro´mico.
Proposicio´n 2.18. Si T ∈ L posee un u´nico punto fijo, entonces T es pa-
rabo´lica.
Demostracio´n. Sea T ∈ L (T 6= Id) y ξ su punto fijo, es decir, T (ξ) = ξ.
Luego, es fa´cil verificar que existe S ∈ L tal que S (ξ) =∞. Denotemos por
T˜ a STS−1.
T
C −→ C
S−1 ↑ ↓ S
C −→ C
T˜
Entonces T˜ (∞) = STS−1 (∞) = ST (ξ) = S (ξ) = ∞. Luego, ∞ es
punto fijo de T˜ por la observacio´n 2.15. Sea T˜ (z) = a˜z+b˜
c˜z+d˜
, con T˜ (∞) = ∞.
Entonces c˜ = 0 y as´ı T˜ (z) = a˜
d˜
z + b˜
d˜
, con d˜ 6= 0 pues a˜d˜− b˜c˜ = 1. Llamemos
α = a˜
d˜
y λ = b˜
d˜
. Como∞ es punto fijo de T˜ , tenemos por el caso 2 que α = 1.
Por lo tanto T˜ (z) = z + λ, λ 6= 0. Llamaremos a T˜ forma normal de T .

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Proposicio´n 2.19. Si T ∈ L posee dos puntos fijos, entonces o bien T es
el´ıptico o hiperbo´lico o loxodro´mico.
Demostracio´n. Sea T ∈ L (T 6= Id) y sean ξ0, ξ∞ sus puntos fijos. Demos-
tremos que existe S ∈ L tal que S (ξ0) = 0 y S (ξ∞) = ∞. En efecto,
supongamos que ξ0, ξ∞ esta´n en C entonces bastara definir S (z) = z−ξ0z−ξ∞ . Si
ξ∞ = ∞, S (z) = z − ξ0. Si ξ0 = ∞, S (z) = 1z−ξ∞ . Definamos T˜ = STS−1
(T˜ 6= Id).
T
C −→ C
S−1 ↑ ↓ S
C −→ C
T˜
Entonces T˜ (∞) = STS−1 (∞) = ∞ y T˜ (0) = STS−1 (0) = 0. Por lo
tanto T˜ tiene como puntos fijos a 0 e ∞. Sea T˜ (z) = a˜z+b˜
c˜z+d˜
, y sean 0 e ∞
sus puntos fijos. Entonces b˜ = 0 y c˜ = 0 y as´ı a˜, d˜ 6= 0 pues a˜d˜ − b˜c˜ =
1. Por lo tanto T˜ (z) = a˜
d˜
z. Llamemos k = a˜
d˜
. Entonces T˜ (z) = kz, k 6=
0, 1. Llamaremos a T˜ forma normal de T . Ahora clasificaremos a las
transformaciones de Moebius. Sea k = ρ.eiθ, 0 ≤ θ < 2pi.
(i) Si ρ = 1, k = eiθ, θ 6= 0, entonces T es el´ıptica.
(ii) Si ρ 6= 1, θ = 0, entonces T es hiperbo´lico.
(iii) Si ρ 6= 1, θ 6= 0, entonces T es loxodro´mico.

Observacio´n 2.20. Es fa´cil verificar que para cualquier T, S ∈ L, se cum-
ple que T y su conjugada STS−1 son del mismo tipo (el´ıptica, parabo´lica,
loxodro´mica e hiperbo´lica).
Ejemplo 2.21. Algunos subgrupos de L:
(a) Grupo Perio´dico Simple:
{ T ∈ L : T (z) = z + nw , n ∈ Z}, donde w 6= 0.
(b) Grupo Perio´dico Doble:
{ T ∈ L : T (z) = z + nw +mw′, n,m ∈ Z},
donde w,w′ 6= 0, Im (w′
w
)
> 0.
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(c) Grupo Modular:
M =
{
T ∈ L : T (z) = az + b
cz + d
, ad− bc = 1, a, b, c, d ∈ Z
}
.
(d) Grupo Picard:
P =
{
T ∈ L : T (z) = az + b
cz + d
, ad− bc = 1 , a, b, c, d ∈ Z [i]
}
.
El siguiente teorema sera´ de mucha utilidad para el resultado principal.
Teorema 2.22. Sea D un disco abierto en C y T una transformacio´n de
Moebius tal que T
(
D
) ⊂ D. Entonces T es hiperbo´lico o loxodro´mico y
T
(
D
)
contiene un punto fijo de T .
Demostracio´n. Sea T˜ = STS−1 la forma normal de T , donde S es una trans-
formacio´n de Moebius. Entonces T˜ (z) = z+ λ, λ 6= 0 o T˜ (z) = kz, k 6= 0, 1.
Luego por la hipo´tesis se cumple que T˜
(
D1
) ⊂ D1, donde D1 = S (D). Por
la proposicio´n 2.8 D1 es un disco abierto en C.
Afirmacio´n 5. T˜ no es parabo´lica.
Caso 3. Sea ∞ /∈ D1. Entonces D1 ⊂ C y as´ı T˜ no es parabo´lica, debido a
que ∞ /∈ D1.
Caso 4. Supongamos que ∞ ∈ D1. Si suponemos que T˜ es Parabo´lico, en-
tonces T˜ (∞) = ∞. Sea D1 = C \D0, donde D0 disco cerrado en C. Por lo
tanto D1 \ {∞} = C \D0 y de all´ı D1 \ {∞} = C \D0. Como T˜
(
D1
) ⊂ D1
se tiene que T˜
(
D1 \ {∞}
) ⊂ D1 por lo tanto:
T˜ (C \D0) ⊂ D1, (2.2)
como ∞ /∈ C \ D0 se tiene que T˜ (∞) /∈ T˜ (C \D0) esto es por la inyec-
tividad de T˜ . Como ∞ /∈ T˜ (C \D0) y por la ecuacio´n (2.2) tenemos que
T˜ (C \D0) ⊂ D1 \ {∞} = C \ D0. Entonces T˜ (C) \ T˜ (D0) ⊂ C \ D0 y
as´ı C \ T˜ (D0) ⊂ C \D0, por lo tanto T˜−1
(
D0
) ⊂ D0, es decir, volvemos al
caso 3 ya que ∞ /∈ D0. T˜ no es Parabo´lica.
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Afirmacio´n 6. T˜ no es el´ıptica.
Analizaremos varios casos. (1) ∞ /∈ D1 y 0 ∈ D1. Como T˜
(
D1
) ⊂ D1
entonces T˜ no es el´ıptica pues∞ no es punto fijo de T˜ . (2)∞ ∈ D1 y 0 /∈ D1.
Como T˜
(
D1
) ⊂ D1 entonces T˜ no es el´ıptica pues 0 no es punto fijo de T˜ .
(3) ∞ ∈ D1 y 0 ∈ D1. Sabemos que existe ϕ ∈ L tal que 0 ∈ ϕ (D1) y
∞ /∈ ϕ (D1). Llamemos ϕ (D1) = D2. Entonces ∞ /∈ D2 y 0 ∈ D2, por lo
tanto ϕT˜ϕ−1 no es el´ıptica, es decir T˜ no el el´ıptica. Por lo tanto T˜ es hi-
perbo´lico o loxodro´mico.
De las afirmaciones anteriores T es hiperbo´lico o loxodro´mico.
Afirmacio´n 7. T˜
(
D1
)
contiene un punto fijo de T˜ .
De lo anterior T˜ tiene dos puntos fijos. Denotemos a p como uno de sus
puntos fijos. Si z es cualquier valor no fijo de T˜ , entonces T˜ n (z) converge a
uno de los puntos fijos de T˜ . As´ı para z ∈ D1, T˜ n (z) converge a un punto
fijo de T˜ . Llamemos T˜ n (z) = zn. Como zn ∈ D1 entonces p ∈ D1 y T˜ (p) = p.
Por lo tanto T (D) contiene un punto fijo de T .

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Cap´ıtulo 3
Familias normales
En este cap´ıtulo presentaremos a la teor´ıa de las familias normales para
funciones holomorfas y meromorfas. Demostraremos el teorema de Montel
para funciones holomorfas y meromorfas, el cual nos sera´ de mucha utilidad
para algunos resultados de normalidad. Por u´ltimo veremos que a partir
de una familia normal, es posible encontrar otra familia normal. Para este
cap´ıtulo tomaremos de referencia [8] y asumiremos que Ω es un dominio en
C, caso contrario diremos que Ω ⊂ C.
3.1. Algunos preliminares
3.1.1. Me´trica esfe´rica
Deseamos definir una me´trica en C a partir de los puntos del plano com-
plejo, para ello recurriremos a la proyeccio´n estereogra´fica.
Sean z1 y z2 puntos en C, como vimos en la seccio´n 1.7 estos puntos se
corresponden con puntos pi (z1) y pi (z2) en S
2. Como pi (z1) = P1 y pi (z2)
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son puntos de R3 entonces podemos considerar la distancia euclidiana entre
dichos puntos, que por definicio´n sera llamada distancia cordal entre z1 y
z2, y sera denotada por κ (z1, z2). El te´rmino cordal se usa por que κ (z1, z2)
es la longitud de la cuerda de la esfera determinada por pi (z1) y pi (z2). Esta
distancia define la llamada me´trica esfe´rica. Calculemos expl´ıcitamente
κ (z1, z2).
Caso 5. Sean z1, z2 en C. Denotemos pi (z1) = (x1, x2, x3) y pi (z2) = (y1, y2, y3).
Aplicando la distancia euclidiana entre pi (z1) y pi (z2) tenemos
| pi (z1)− pi (z2) |2= (x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2 ,
resolviendo obtenemos:
| pi(z1)− pi(z2) |2= x3 + y3 − 2(x1y1 + x2y2 + x3y3) (3.1)
de la proyeccio´n estereogra´fica se tiene que:
x1 =
z1 + z1
2 (1+ | z1 |2) ,
x2 =
z1 − z1
2i (1+ | z1 |2) ,
x3 =
| z1 |2
| z1 |2 +1 ,
y de forma similar obtenemos para y1, y2, y3 en funcio´n de z2. Reemplazando
los valores x1, x2, x3, y1, y2, y3 en la ecuacio´n (3.1) se obtiene
| pi (z1)− pi (z2) |2= | z1 − z2 |
2
(1+ | z1 |2) (1+ | z2 |2) .
As´ı
| pi (z1)− pi (z2) |= | z1 − z2 |√
1+ | z1 |2
√
1+ | z2 |2
.
Caso 6. z2 =∞, z1 ∈ C. Sea
| pi (z1)− pi (z2) |= 1√
1+ | z1 |2
.
Por lo tanto estos ca´lculos nos llevan a la me´trica buscada en C. Esta
nueva fo´rmula de distancia en C nos sera de mucha utilidad por incluir al
punto infinito.
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Definicio´n 3.1. Se define la me´trica cordal en el plano complejo extendido
de la siguiente manera:
κ (z1, z2) =

| z1 − z2 |√
1+ | z1 |2
√
1+ | z2 |2
, si z1, z2 6=∞,
1√
1+ | z1 |2
, si z2 =∞.
Definicio´n 3.2. Diremos que una sucesio´n (fn) de funciones converge
κ-uniformemente a f en un conjunto E ⊂ C si, para cualquier  > 0,
existe n0 ∈ N tal que para n ≥ n0 se tiene que κ (f (z) , fn (z)) < , ∀z ∈ E.
Proposicio´n 3.3. Si la sucesio´n (fn) converge uniformemente a f en E,
entonces tambie´n converge κ − uniformemente a f en E.
Demostracio´n. La prueba es inmediata, debido a que
κ(f(z), fn(z)) ≤| f(z)− fn(z) | .

La rec´ıproca se obtiene si la funcio´n l´ımite es acotada en E, veamos:
Teorema 3.4. Si la sucesio´n (fn) converge κ− uniformemente a una fun-
cio´n acotada f en E, entonces (fn) converge uniformemente a f en E.
Demostracio´n. Supongamos | f(z) |≤M en E, para algu´n M > 0. Entonces
κ (0, f (z)) ≤ κ (0,M) = M√
1 +M2
< 1.
Escojamos  < 1− M√
1+M2
. Entonces existe un entero positivo n0 tal que
n ≥ n0 implica
κ (f (z) , fn (z)) < ,
as´ı que
| fn (z) |√
1+ | fn (z) |2
= κ (0, fn (z)) ≤ κ (0, f (z)) + κ (f (z) , fn (z))
<
M√
1 +M2
+  = m < 1.
Deducimos que
| fn (z) |< m√
1−m2 = M1,
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para todo n ≥ n0. Por lo tanto
| f (z)− fn (z) |=
√
1+ | f (z) |2
√
1+ | fn (z) |2.κ (f (z) , fn (z))
<
√
1 +M2
√
1 +M21 .κ (f (z) , fn (z)) ,
para n ≥ n0. Esto prueba la convergencia uniforme.

En cuanto a la nocio´n de continuidad con respecto a la me´trica cordal,
tenemos
Definicio´n 3.5. Una funcio´n f es κ-continua en un punto z0 ∈ C si, dado
 > 0, existe δ > 0 tal que
κ (f (z) , f(z0)) < ,
siempre que | z − z0 |< δ.
Proposicio´n 3.6. Si f (z) es meromorfa en un dominio Ω, entonces f es
κ − continua en Ω.
Demostracio´n. Si f (z) es holomorfa en z0 ∈ Ω, entonces es κ− continua, ya
que f es continua y adema´s
κ (f (z) , f(z0)) <| f (z)− f(z0) | .
Si z0 es un polo, entonces
1
f (z)
es continua en z0 y adema´s
κ (f (z) , f(z0)) = κ
(
1
f (z)
,
1
f(z0)
)
.
Por lo tanto f es κ − continua.

Los siguientes teoremas se desprende de un curso de ana´lisis, ver [5] y [6].
Teorema 3.7. La imagen f (K) de un compacto K ⊂ C por una funcio´n
κ − continua f : K −→ C es un conjunto compacto.
Demostracio´n. Tenemos que probar que toda sucesio´n de puntos yn ∈ f (K)
posee una subsucesio´n que converge algu´n punto b ∈ f (K). Para cada n ∈ N,
tenemos yn = f(xn), con xn ∈ K. Como K es compacto, la sucesio´n (xn)
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posee una subsucesio´n (xnk) que converge a un punto a ∈ K. Como f es
κ − continua en el punto a de κ(xnk , a) −→ 0, concluimos que
κ(ynk , b) = κ(f(xnk), b) −→ 0
κ(f(xnk), f (a)) −→ 0
y as´ı b = f (a) y b ∈ f (K).

Teorema 3.8. Sea X ⊂ C un conjunto arbitrario. Si C ⊂ C es un conjunto
conexo tal que C ∩X 6= ∅ y C ∩ (C \X) 6= Ø , entonces C ∩ ∂X 6= ∅.
Demostracio´n. La prueba es muy similar al teorema de la aduana, ver [6],
pag.99, ya que X,C son subconjuntos de un espacio me´trico C.

Definicio´n 3.9. Una funcio´n f es uniformemente κ-continua en el con-
junto E ⊂ C cuando, para todo  > 0, se puede obtener δ > 0 tal que
κ (f (z) , f(z′)) < 
siempre que z, z′ ∈ E, | z − z′ |< δ.
Proposicio´n 3.10. Sea K ⊂ C compacto. Toda funcio´n κ − continua
f : K −→ C es uniformemente κ − continua.
Demostracio´n. La demostracio´n es similar, como el caso de las funciones
reales.

3.1.2. Convergencia normal
El principal modo de convergencia en la teor´ıa de familias normales es
dado por:
Definicio´n 3.11. Diremos que una sucesio´n (fn) de funciones converge
κ-uniformemente en los compactos de Ω a una funcio´n f si para cual-
quier compacto K ⊂ Ω y  > 0, existe n0 = n0 (K, ) ∈ N tal que para n ≥ n0
se tiene que κ (f (z) , fn (z)) < , ∀z ∈ K. En este caso se dice tambie´n que
(fn) converge normalmente a f o que (fn) es normalmente convergente.
Cuando la sucesio´n converge uniformemente o κ − uniformemente en
subconjuntos compactos del dominio Ω, diremos que la sucesio´n converge
normalmente en Ω.
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Teorema 3.12. Sea Ω ⊂ C un abierto. Si (fn) es una sucesio´n de funciones
que converge κ − uniformemente en los compactos de Ω, entonces existe
una u´nica funcio´n f : Ω −→ C tal que para todo compacto K ⊂ Ω, tenemos
que κ (fn |K , f |K) −→ 0 uniformemente. En particular si fn es κ−continua
para todo n ≥ 0, entonces f es κ − continua.
La demostracio´n es inmediata a partir del teorema 1.7.
3.1.3. Localmente limitada
Existe una generalizacio´n del concepto de acotacio´n de una sola funcio´n
a la de familia de funciones, que desempen˜a un papel importante en nuestro
desarrollo.
Una familia F de funciones en Ω, es uniformemente limitada en Ω si
existe M > 0 tal que | f(z) |≤M para todo z ∈ Ω y todo todo f ∈ F .
Definicio´n 3.13. Una familia F de funciones en Ω, es uniformemen-
te limitada en los compactos de Ω si para todo compacto K ⊂ Ω, la
restriccio´n de F en K es uniformemente limitada.
Definicio´n 3.14. Una familia de funciones F es localmente limitada en un
dominio Ω si para cualquier z0 ∈ Ω, existe un nu´mero positivo M = M (z0)
y una vecindad D (z0, r) ⊂ Ω tal que | f (z) |≤ M para todo z ∈ D (z0, r) y
todo f ∈ F .
Por la definicio´n 3.14, F es uniformemente limitada en una vecindad de
cualquier punto de Ω. Dado cualquier subconjunto compacto K ⊂ Ω puede
ser cubierto por un nu´mero finito de tales vecindades, resulta que una familia
localmente limitada F es uniformemente limitada en subconjuntos compactos
de Ω. Sin embargo, la familia
F =
{
fα(z) =
1
z − eiα : α ∈ R
}
es localmente limitada en D, pero no uniformemente limitada en D. En efecto.
Supongamos que F es uniformemente limitada en D, i.e, existe M > 0 tal
que | fα(z) |≤ M para todo α ∈ R y todo z ∈ D. Escojamos zn = ρneiα ∈ D
tal que ρn −→ 1 cuando n −→∞. Entonces l´ım
n→∞
1
zn−eiα =∞, esto contradice
lo supuesto. Por lo tanto F es uniformemente limitada. Por u´ltimo no es
dif´ıcil probar que F es localmente limitada en D.
Teorema 3.15. Si F es familia de funciones holomorfas localmente limi-
tadas en un domino Ω, entonces la familia de derivadas F ′ = {f ′ : f ∈ F}
forma una familia localmente limitada en Ω.
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Demostracio´n. Para cualquier z0 ∈ Ω, existe una vecindad cerrada
D(z0, r) ⊂ Ω y una constante M = M(z0) tal que | f (z) |≤M , z ∈ D(z0, r).
Entonces para z ∈ D(z0, r2), y ζ ∈ Cr = {z :| z − z0 |= r}, por la formula de
Cauchy
| f ′(z) |≤ 1
2pi
∫
Cr
| f(ζ) || dζ |
| ζ − z |2 <
4M
r
para todo f
′ ∈ F ′ , de modo que F ′ es localmente limitada.

3.1.4. Equicontinuidad
Otra idea principal del desarrollo de las familias normales y en relacio´n
con la de acotacio´n local, es:
Definicio´n 3.16. Una familia de funciones F definidas en un dominio Ω es
κ-equicontinua en un punto a si para cualquier  > 0, se puede obtener
δ = δ (, a) > 0 tal que
κ (f (z) , f (a)) < , ∀f ∈ F
siempre que | z−a |< δ, para cualquier f ∈ F . Adema´s, F es κ−equicontinua
en un subconjunto E ⊂ Ω si es κ − equicontinua en cualquier punto de E.
Sabemos que
κ(f(z), f(a)) <| f (z)− f (a) |,
por lo tanto equicontinua implica κ − equicontinua.
Teorema 3.17. Si (fn) es una sucesio´n de funciones κ − continuas el cual
converge κ − uniformemente a una funcio´n f en un subconjunto compacto
K ⊂ C, entonces f es uniformemente κ − continua en K y las funciones
(fn) son κ − equicontinuas en K.
Demostracio´n. Dado  > 0
κ(fn(z), f(z)) <

3
, z ∈ K,
para n ≥ n0, para algu´n n0 ∈ N. Por la proposicio´n 3.10 fn es uniformemente
κ − continua en K, en particular fn0 , existe δ = δ(,K) > 0 tal que
κ(fn0(z), fn0(z′)) <

3
,
52
siempre que z, z′ ∈ K, | z − z′ |< δ. Entonces
κ(f(z), f(z′)) ≤ κ(f(z), fn0(z)) + κ(fn0(z), fn0(z′)) + κ(fn0(z′), f(z′))
<

3
+

3
+

3
= ,
para | z − z′ |< δ. Por lo tanto f es uniformemente κ − continua en K.
Por ultimo la sucesio´n (fn) es κ − equicontinua a partir de la desigualdad
triangular κ(fn(z), fn(z′)), para n ≥ n0, | z − z′ |< δ y de la hipo´tesis que f
es κ − equicontinua.

Teorema 3.18. Una familia localmente limitada F de funciones holomorfas
en un dominio Ω es equicontinua en subconjuntos compactos de Ω.
Demostracio´n. Por el teorema 3.15, F localmente limitada, implica que
F ′ = {f ′ : f ∈ F} es uniformemente limitada en subconjuntos compactos
de Ω. Para cualquier disco cerrado D ⊂ Ω tenemos | f ′(z) |≤ M para todo
z ∈ D,f ′ ∈ F ′, y alguna constante M . Entonces para cualquier par de puntos
z, z′ ∈ D, integraremos sobre un camino de linea recta a partir de z a z′ dados
| f(z)− f(z′) |≤
∫ z′
z
| f ′ (ζ) || dζ |≤M | z − z′ | .
Por lo tanto, dado  > 0 y eligiendo 0 < δ = δ(,K) < 
M
,
| f (z)− f(z′) |< 
siempre que z, z′ ∈ D, | z − z′ |< δ. Por lo tanto F es equicontinua en D, y
como consecuencia F es equicontinua en compactos de Ω. 
Teorema 3.19. Sea F una familia de funciones holomorfas en Ω. Suponga-
mos que F es uniformemente limitada en los compactos de Ω. Entonces F
es equicontinua.
Demostracio´n. Sea p ∈ Ω. Escojamos δ > 0 tal que D = D2δ (p) ⊂ U . Sea z
tal que | z − p |< δ, f ∈ F . Por el teorema 1.33
f (z) =
1
2pii
∫
∂D
f(w)
w − zdw,
reemplazando z = p en f obtenemos
f(p) =
1
2pii
∫
∂D
f (w)
w − pdw,
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| f (z)− f (p) |= 1
2pii
∣∣∣∣∫
∂D
f (w) (z − p)
(w − z) (w − p)
∣∣∣∣ .
Por hipo´tesis tenemos que existe M > 0 tal que | f (z) |≤ M , para todo
w ∈ ∂D y todo f ∈ F . Entonces
| f(z)− f(p) |≤ 1
2pi
· 4piδ · M | z − p |
δ · 2δ =
M
δ
| z − p |,
| f (z)− f (p) |≤ M
δ
| z − p |,
para todo z ∈ Dδ (p) y todo f ∈ F . Luego, dado  > 0, tomemos
δ˜ = mı´n
{
δ
M
, δ
}
as´ı, si | z − p |< δ˜, entonces z ∈ Dδ (p) y
| f (z)− f (p) |≤ M
δ
| z − p |< M
δ
· δ
M
·  = ,
por lo tanto | f(z) − f (p) |<  para todo f ∈ F . Dado que p ∈ Ω se
escogio´ arbitrariamente, concluimos que F es equicontinua.

Teorema 3.20. Sea Ω ⊂ C, fn : Ω −→ C. Si (fn)n∈N es una sucesio´n equi-
continua y uniformemente limitada en los compactos de Ω, entonces existe
una subsucesio´n de (fn) que converge uniformemente en los compactos de Ω.
Demostracio´n. Sea {zn} un subconjunto denso numerable de Ω. Como (fn(z1))
es limitada. Entonces por la propiedad de Bolzano−Weierstras, existe una
subsucesio´n (f
(1)
nk (z1)) ⊆ (fn(z1)) tal que (f (1)nk ) es convergente en z1. En el
punto z2 como la sucesio´n (f
(1)
nk (z2)) es limitada, obtenemos una subsucesio´n
(f
(2)
nk (z2)) ⊆ (f (1)nk (z2)) tal que (f (2)nk ) es convergente en z2. Es as´ı que (f (2)nk )
converge en z1 y z2. Continuando con este proceso, existe una subsucesio´n
(f
(p)
nk ) el cual converge en z1, z2, ..., zp para todo p ∈ N. Tomando la sucesio´n
diagonal (f
(k)
nk ) encontramos que esta sucesio´n converge a todo zn. El resto
de la prueba es una copia del teorema 3.25.

Corolario 3.21. Si (fn) es una sucesio´n de funciones holomorfas en Ω,
uniformemente limitada en los compactos de Ω. Entonces (fn) admite una
subsucesio´n que converge uniformemente en los compactos de Ω.
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Demostracio´n. Por el teorema 3.19, (fn) es equicontinua y por el teorema
3.20, (fn) admite una subsucesio´n que converge uniformemente en los com-
pactos.

3.2. Familias normales de funciones holomor-
fas
Definicio´n 3.22. Una familia F de funciones holomorfas definidas en un
dominio Ω ⊂ C es llamada normal en Ω si para cualquier sucesio´n (fn) ⊂ F
contiene o bien una subsucesio´n la cual converge a una funcio´n limite f 6≡ ∞
uniformemente en cualquier subconjunto compacto de Ω, o bien una subsu-
cesio´n la cual converge a ∞ en cualquier subconjunto compacto.
Dado un abierto U ⊂ Ω, decimos que F es normal en U si la restriccio´n
de F en U es una familia normal. Diremos que la familia F es normal en
un punto z0 ∈ Ω si es normal en alguna vecindad de z0.
El siguiente lema nos permitira´ probar el teorema 3.24:
Lema 3.23. Sea gk : U −→ C, k ∈ N donde U ⊂ C. Supongamos U =
U1 ∪ U2, . . . , UN donde Ui ⊂ C para i = 1, 2, . . . , N. Si se cumple que existe
f : U −→ C tal que gk |Ui unif−→ f |Ui, entonces gk unif−→ f .
Demostracio´n. Por hipo´tesis, para todo  > 0, existe ki ∈ N tal que si k ≥ ki,
entonces | gk |Ui (z) − f |Ui (z) |< , donde i = 1, 2, ..., N. Para demostrar
que gk
unif−→ f , basta considerar k = ma´x{k1, k2, ..., kN}.

Teorema 3.24. Una familia F de funciones holomorfas es normal en un
dominio Ω si y solo si F es normal en cualquier punto de Ω.
Demostracio´n. Debido a que F es normal en Ω, podemos decir que F es
normal en cualquier punto de Ω. Rec´ıprocamente, supongamos que F es
normal en cualquier z ∈ Ω. Dado que Ω 6= Ø, existe un subconjunto denso
numerable {zn} de Ω donde zn = xn + iyn con xn e yn ∈ Q. Ahora fijemos
cualquier zn ∈ Ω y definamos al conjunto
G = {r > 0 : F |D(zn,r) es normal}
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el cual es no vacio´ por hipo´tesis. Sea
Rn = supG.
Si Rn = ∞, se cumple que Ω = C y
⋃
r∈G
D (zn, r) = Ω. De esta manera
tenemos que F es normal en Ω. En el caso que Rn <∞, definamos
D (zn, rn) = D
(
zn,
Rn
2
)
.
Afirmacio´n 8. Ω =
⋃
n∈N
D (zn, rn).
Supongamos que existe ζ ∈ Ω tal que ζ /∈ ⋃D (zn, rn). Luego, ζ /∈
D (zn, rn) para todo n ∈ N. Luego por densidad existe znk −→ ζ. Note
que ı´nf rnk > 0 por que si fuera igual a cero ζ ∈ ∂Ω. Luego para algu´n k
suficientemente grande se cumple que ζ ∈ D (znk , rnk) esto contradice lo su-
puesto.
Para cualquier sucesio´n (fn) ⊂ F existe una subsucesio´n (f (1)nk ) que con-
verge uniformemente en D(z1,
r1
2
) a una funcio´n holomorfa o a∞. A la suce-
sio´n (f
(1)
nk ) se le puede extraer una subsucesio´n (f
(2)
nk ) que converge uniforme-
mente en D(z2,
r2
2
)
⋃
D(z1,
r1
2
) a una funcio´n holomorfa o a ∞. Continuando
con este proceso, concluimos que la sucesio´n diagonal (f
(k)
nk ) converge unifor-
memente en
⋃
n∈N
D
(
zn,
rn
2
)
a una funcio´n holomorfa o a ∞. Esta dicotomı´a
divide los puntos de z ∈ Ω en dos clases:
Ω0 = {z ∈ Ω : f (z) 6=∞}
Ω∞ = {z ∈ Ω : f (z) =∞}
donde f : Ω −→ C es el punto l´ımite de (f (k)nk ) en
⋃
n∈N
D(zn,
rn
2
). Sea f de la
siguiente forma. Dado w ∈ Ω, existe D (zn0 , rn02 ) 3 w y una funcio´n h tal que
f (z) = h (z) para todo z ∈ D (zn0 , rn02 ) donde h es el punto limite de (f (k)nk )
en D
(
zn0 ,
rn0
2
)
. Probemos que Ω0 es abierto. En efecto. Si x ∈ Ω0, entonces
existe D
(
zn1 ,
rn1
2
) 3 x tal que f (z) = h1 (z) para todo z ∈ D (zn1 , rn12 ) donde
h1 es el punto limite de
(
f
(k)
nk
)
en D
(
zn1 ,
rn1
2
)
. Como f (x) 6=∞ entonces h1
es holomorfa en D
(
zn1 ,
rn1
2
)
. En particular h1 es holomorfa en un disco Dx de
centro x tal que Dx ⊂ D
(
zn1 ,
rn1
2
)
. Por lo tanto Dx ⊂ Ω0. De forma similar se
prueba que Ω∞ es abierto. Es evidente que Ω = Ω0∪Ω∞ y Ω0∩Ω∞ = Ø. Por
la conexidad de Ω tenemos que Ω = Ω0 o Ω = Ω∞. Sea K ⊂ Ω un compacto
de Ω. Luego por la compacidad existe n0 ∈ N tal que K =
n0∪
n=1
D
(
zn,
rn
2
)
.
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Si Ω = Ω0, tenemos por el lema 3.23 que
(
f
(k)
nk
)
converge uniformemente
a f |K en K. Si Ω = Ω∞ se tiene que dado M > 0 existe n∗ ∈ N tal que
| f (k)nk (z) |> M para todo z ∈ K y todo n∗ ≥ k. Esto prueba el teorema.

Diremos que la familia de funciones holomorfas F es normal en ∞ si
la familia correspondiente G = {g : g (z) = f (1
z
)} es normal en z = 0. Por
lo tanto F normal en ∞ significa que es normal en alguna vecindad de ∞,
D (∞, R) = {z :| z |> R} ∪ {∞}, R > 0. Diremos que F es normal en un
dominio Ω que se encuentra en C y contiene al punto infinito, si F es normal
en Ω−{∞} en el sentido usual as´ı como normal en∞ en el sentido anterior.
Teorema 3.25 (Teorema de Montel). Si F es una familia de funciones
holomorfas localmente limitada en un dominio Ω, entonces F es una familia
normal en Ω.
Demostracio´n. Como en el teorema anterior existe un subconjunto denso
numerable {zn} en Ω. Escojamos cualquier sucesio´n (fn) ⊂ F . Por hipo´tesis
| fn (z1) |≤M para alguna constante M > 0 y todo n ∈ N. Esta sucesio´n aco-
tada de nu´meros complejos posee una subsucesio´n convergente por la propie-
dad de Bolzano-Weierstrass, i.e, existe una subsucesio´n (f
(1)
nk (z1)) ⊆ (fn(z1))
tal que (f
(1)
nk ) es convergente z1. En el punto z2 como la sucesio´n (f
(1)
nk (z2))
es limitada, podemos extraer una subsucesio´n (f
(2)
nk (z2)) ⊆ (f (1)nk (z2)) tal que
(f
(2)
nk ) es convergente en z2. Es as´ı que (f
(2)
nk ) converge en z1 y z2. Conti-
nuando con este proceso, existe una subsucesio´n (f
(p)
nk ) el cual converge en
z1, z2, . . . , zp para todo p ∈ N. Tomando la sucesio´n diagonal (f (k)nk ) encontra-
mos que esta sucesio´n converge a todo zn. Denotaremos (f
(k)
nk ) por (gk). Ahora
procederemos a mostrar que la sucesio´n diagonal converge uniformemente en
subconjuntos compactos de Ω. Sea K ⊂ Ω un compacto y  > 0. Por el teore-
ma 3.18 F es equicontinua en K, lo cual implica que existe δ = δ (,K) > 0
tal que | gn (z) − gn (z′) |< 3 , para todo n ∈ N siempre que z, z′ ∈ K,
| z − z′ |< δ. Probemos que K ⊂
∞⋃
k=1
D (zk, δ). En efecto. Supongamos que
existe ζ ∈ K tal que ζ /∈
∞⋃
k=1
D (zk, δ), es decir, ζ /∈ D (zk, δ) para todo k ∈ N.
Luego por la densidad en Ω existe znk −→ ζ, i.e, para algu´n k suficiente-
mente grande se cumple que ζ ∈ D (znk , δ) y esto contradice lo supuesto.
Luego por la compacidad de K existe k0 ∈ N tal que K ⊂
k0⋃
k=1
D(zk, δ) donde
posiblemente cambie los nombres de z1, z2, ..., zk0 . Como la sucesio´n (gk (zi))
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es convergente para i = 1, 2, .., k0. Entonces existe n0 ∈ N tal que n,m ≥ n0
implica que
| gn (zk)− gm (zk) |< 
3
para k = 1, 2, ..., k0. Finalmente para cualquier z ∈ K, z ∈ D (zi, δ) para
algu´n 1 ≤ i ≤ k0 y
| gn (z)−gm (z) |≤| gn (z)−gn (zi) | + | gn (zi)−gm (zi) | + | gm (zi)−gm (z) |
<

3
+

3
+

3
= ,
es decir gn |K es uniformemente de cauchy y as´ı (gn) converge uniformemente
en K a una funcio´n holomorfa( Por el teorema 1.42). 
Teorema 3.26. Sea F una familia de funciones holomorfas en un dominio
Ω tal que para cualquier sucesio´n de funciones en F existe una subsucesio´n
que converge uniformemente en subconjuntos compactos a una funcio´n ho-
lomorfa. Entonces F es localmente limitada y por lo tanto equicontinua en
subconjuntos compactos de Ω.
Demostracio´n. Supongamos que F no es localmente limitada. Entonces exis-
te algu´n disco cerrado D ⊂ Ω tal que para cualquier n ∈ N existe fn ∈ F y
un punto zn ∈ D tal que
| fn (zn) |> n.
Por hipo´tesis existe una subsucesio´n (fnk) ⊂ (fn) que converge unifor-
memente en D a una funcio´n holomorfa f , es decir para algu´n k0 ∈ N y
k ≥ k0
| fnk (z)− f (z) |< 1 donde z ∈ D.
As´ı, si M = ma´x
z∈D
| f (z) |<∞ y z ∈ D
| fnk (z) |< 1 +M,
esto contradice el hecho que | fnk (znk) |−→ ∞ cuando k −→ ∞. Luego por
el teorema 3.18 F es equicontinua en los subconjuntos compactos de Ω. 
Corolario 3.27. Sea F una familia normal de funciones holomorfas en un
dominio Ω. Si para algu´n punto z0 ∈ Ω, | f (z0) |≤ M, para algu´n M <∞ y
para todo f∈ F , entonces F es localmente limitada.
Demostracio´n. Por la normalidad de F se tiene que para cualquier sucesio´n
(fn) ⊂ F existe una subsucesio´n (fnk) ⊂ (fn) que converge uniformemente
en los compactos de Ω a una funcio´n holomorfa f o a ∞. Dado z0 ∈ Ω y
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D = D (z0, r) ⊂ Ω. Si suponemos que fnk |D−→ ∞ uniformemente, enton-
ces | fnk (z0) |> M para algu´n k suficientemente grande, esto contradice la
hipo´tesis. Por lo tanto la sucesio´n (fn) converge uniformemente en los com-
pactos de Ω a una funcio´n holomorfa. Luego por el teorema 3.26 obtenemos
que F es localmente limitada. 
Ejemplo 3.28.
F = {fn (z) = zn : n ∈ N}
es normal en D.
Demostracio´n. Por una simple inspeccio´n F es uniformemente limitada en
los compactos de D. Por el corolario 3.21, F es normal en D. 
Ejemplo 3.29.
F =
{
fn(z) =
1− zn+1
1− z : n ∈ N
}
es normal en D.
Demostracio´n. La prueba es inmediata a partir del ejemplo 1.8. 
Ejemplo 3.30.
F = {f : f holomorfa en Ω y | f |≤M}
es normal Ω.
Demostracio´n. Por el corolario 3.21, F es normal en Ω. 
3.3. Familias normales de funciones meromor-
fas
Definicio´n 3.31. Una familia F de funciones meromorfas en un dominio
Ω es normal en Ω ⊂ C si para cualquier sucesio´n (fn) ⊂ F , se puede
obtener una subsucesio´n que converge κ − uniformemente en subconjuntos
compactos de Ω.
Diremos que la familia de funciones meromorfas F es normal en un punto
de z, si F es normal en alguna vecindad de z. La familia de funciones me-
romorfas F es normal en ∞ si la familia correspondiente G = {g : g (z) =
f
(
1
z
)} es normal en z = 0.
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Teorema 3.32. Sea (fn) una sucesio´n de funciones meromorfas en un do-
minio Ω. Entonces (fn) converge κ− uniformemente en subconjuntos com-
pactos de Ω a f si y solo si sobre cualquier z0 ∈ Ω existe un disco cerrado
D(z0, r) en el cual
| fn − f |−→ 0
o
| 1
fn
− 1
f
|−→ 0,
uniformemente cuando n −→∞.
Demostracio´n. Recordemos que
κ (w1, w2) ≤| w1 − w2 |
y
κ (w1, w2) = κ
(
1
w1
, 1
w2
)
≤| 1
w1
− 1
w2
|.
Si | fn − f |−→ 0 uniformemente en D(z0, r) cuando n −→ ∞, se cum-
ple que κ (fn, f) −→ 0 cuando n −→ ∞, ya que κ(fn, f) ≤| fn − f |. Si
| 1
fn
− 1
f
|−→ 0 uniformemente en D(z0, r) cuando n −→ ∞, se cumple
que κ (fn, f) −→ 0 cuando n −→ ∞. De los casos anteriores tenemos que
κ (fn, f) −→ 0 uniformemente en D(z0, r) y por lo tanto en subconjuntos
compactos de Ω.
Por otra parte, supongamos que κ (fn, f) −→ 0 uniformemente en sub-
conjuntos compactos de Ω. Existen 2 casos:
Caso 7. f (z0) 6=∞. Por el teorema 3.12, f (z) es κ − continua en Ω. Por
lo tanto existe alguna vecindad cerrada D(z0, r) en el cual f es acotada. Por
el teorema 3.4 (fn) converge uniformemente a f en D(z0, r). Note que f es
holomorfa en el interior de D(z0, r).
Caso 8. f (z0) = ∞. Si z0 es un polo de f , entonces 1f(z) es acotada en
algu´n disco cerrado D(z0, r). Por hipo´tesis y propiedad de me´trica tenemos
que κ
(
1
fn
, 1
f
)
−→ 0 uniformemente en D(z0, r). Por el teorema 3.4 1fn −→ 1f
uniformemente en D(z0, r).

Corolario 3.33. Sea (fn) una sucesio´n de funciones meromorfas en un do-
minio Ω la cual converge κ − uniformemente en subconjuntos compactos a
f . Entonces f es una funcio´n meromorfa en Ω o ide´nticamente igual a ∞.
60
Demostracio´n. Supongamos que f 6≡ ∞. Entonces para algu´n z ∈ Ω,
f (z) 6=∞, y por el caso 7, f es holomorfa en una vecindad de cualquier punto
donde este finito. Otro caso, si f (z0) =∞ (f 6≡ ∞), ahora probaremos que z0
es una singularidad aislada. En efecto. Supongamos que z0 no es una singula-
ridad aislada, i.e, existe (zn) ⊂ Ω tal que zn −→ z0, f (zn) =∞. Por el caso 8,
1
f
es holomorfa en D (z0, r). Entonces
1
f(zn)
= 0 para todo n ∈ N, luego por el
corolario 1.36 1
f
≡ 0 en D (z0, r), i.e, f ≡ ∞ en D (z0, r). Sea
S = {z ∈ Ω : f (z) =∞} = f−1 (∞) .
Entonces S 6= ∅ y adema´s S es abierto y cerrado. Luego la conexidad de
Ω implica que S = Ω, i.e, f ≡ ∞ lo cual es una contradiccio´n, es as´ı que z0
es una singularidad aislada y f es meromorfa en Ω. 
El siguiente teorema es muy similar al teorema 3.25(Teorema de Montel).
Teorema 3.34. Una familia F de funciones meromorfas es normal en un
dominio Ω si y solo si F es κ − equicontinua en Ω.
Demostracio´n. Supongamos que F no es κ − equicontinua en Ω, i.e, existe
z0 ∈ Ω tal que F no es κ − equicontinua en z0. Entonces existe  > 0 y una
sucesio´n (zn) ⊂ Ω tal que zn −→ z0 y una sucesio´n (fn) ⊂ F tal que
κ (fn (zn) , fn (z0)) > , ∀n ∈ N.
La normalidad de F prueba que existe una subsucesio´n (fnk) ⊂ (fn) que
converge κ − uniformemente en subconjuntos compactos, en particular en
un subconjunto compacto que contiene a (zn). Luego por el teorema 3.17
(fnk) κ − equicontinua en z0. Por lo tanto F es κ − equicontinua.
La parte rec´ıproca es similar al teorema 3.25. Existe un subconjunto den-
so numerable {zn} en Ω. Escojamos cualquier sucesio´n (fn) ⊂ F y considere
(fn (z1)) ⊂ C. Por compacidad de C existe una subsucesio´n (f (1)nk (z1)) ⊂
(fn(z1)) convergente esfe´ricamente, i.e, (f
(1)
nk ) converge esfe´ricamente en z1.
En el punto z2 la sucesio´n (f
(1)
nk (z2)), posee una subsucesio´n (f
(2)
nk (z2)) conver-
gente esfe´ricamente, i.e, (f
(2)
nk ) converge esfe´ricamente en z2 y z1. Continuando
con este proceso, existe una subsucesio´n (f
(p)
nk ) el cual converge esfe´ricamente
en z1, z2, . . . , zp ∀p ∈ N. Con ello concluimos que la sucesio´n diagonal (f (k)nk )
converge esfe´ricamente para todo los zn. La parte restante de la prueba es
similar al teorema 3.25, con ello concluimos la prueba. 
Supongamos para el resto de esta seccio´n que F es una familia de funcio-
nes meromorfas.
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Proposicio´n 3.35. Sea F una familia normal en Ω ⊂ C y sea
T : U −→ C meromorfa tal que ⋃ f
f∈F
(Ω) ⊂ U donde U ⊂ C es abierto.
Entonces F∗ = {T ◦ f : f ∈ F} es normal en Ω.
Demostracio´n. Tomemos cualquier sucesio´n (T ◦ fn)⊂ F∗ donde fn ∈ F .
Por la normalidad de F , se tiene que (fn) posee una subsucesio´n (fnk)
tal que fnk −→ f normalmente. Si a ∈ Ω y f (a) = l´ım fnk (a), entonces
f (a) ∈ ⋃ f
f∈F
(Ω) y as´ı T ◦ f esta bien definida. Denotemos por X a ⋃ f
f∈F
(Ω).
Tenemos que T |X es uniformemente κ − continua, es decir:
∀ε > 0 ∃δ > 0 tal que x, y ∈ X, κ (x, y) < δ → κ (T |X (x) , T |X (y)) < ε.
Sea cualquier compacto K ⊂ Ω (fijo). Por hipo´tesis fnk |K−→ f |K κ −
uniformemente, es decir existe un k0 ∈ N tal que κ (fnk (z) , f (z)) < δ para
todo k ≥ k0, z ∈ K. Por lo anterior tenemos que κ (T ◦ fnk (z) , T ◦ f (z)) < ε
para todo k ≥ k0, z ∈ K. Entonces T◦fnk |K−→ T◦f |K κ−uniformemente.
Por lo tanto F∗ es normal en Ω.

Corolario 3.36. Sea F una familia normal en Ω ⊂ C y sea T : C −→ C
meromorfa. Entonces F∗ = {T ◦ f : f ∈ F} es normal en Ω.
Demostracio´n. La prueba es inmediata a partir de la proposicio´n 3.35. 
Proposicio´n 3.37. Sea F una familia normal en Ω ⊂ C y sea
T : Ω ⊂ C −→ C meromorfa. Entonces F˜ = {f ◦ T : f ∈ F} es normal en
Ω.
Demostracio´n. Escojamos cualquier sucesio´n (fn ◦ T ) ⊂ F˜ donde fn ∈ F .
Por la normalidad de F tenemos que (fn) posee una subsucesio´n (fnk) tal que
fnk −→ f normalmente. Sea K ⊂ Ω compacto. Como T (K) es compacto se
tiene que fnk |T (K)−→ f |T (K) κ− uniformemente, i.e, para cualquier ε > 0
existe k0 ∈ N tal que κ(fnk (w) , f (w)) < ε ∀w ∈ T (K) y k ≥ k0. Por lo
tanto κ(fnk ◦ T (z) , f ◦ T (z)) < ε para todo k ≥ k0, z ∈ K. Por lo tanto F˜
es normal en Ω. 
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Cap´ıtulo 4
Familias normales de
transformaciones de Moebius
En el presente cap´ıtulo demostraremos el teorema fundamental de norma-
lidad para transformaciones de Moebius, el cual se ha dividido en la proposi-
cio´n 4.11 y 4.12 para una mejor comprensio´n. Luego veremos la extensio´n del
teorema fundamental para transformaciones de Moebius. Para estas pruebas
ver [5].
4.1. Converge esfe´ricamente uniformemente
en Aut(C)
Asumiremos en esta seccio´n que todo dominio Ω se encuentra en la esfera
de Riemann C excepto se diga lo contrario.
Lema 4.1. Si L̂ ⊂ L es una familia normal en Ω, entonces la familia con-
jugada F = {STS−1: T ∈ L̂} es normal en S (Ω), para cualquier S ∈ L.
Demostracio´n. Sea (Fn) ⊂ F , donde Fn = STnS−1 y Tn ∈ L̂. Por la normali-
dad de L̂, existe una subsucesio´n (Tnk)⊂ (Tn) tal que Tnk −→ T normalmen-
te. Luego por el corolario 3.36 STnk−→ ST normalmente. Debido a que S−1
existe y es meromorfa, concluimos que STnkS
−1−→ STS−1 normalmente por
la proposicio´n 3.37. Por lo tanto F es normal en S (Ω). 
Lema 4.2. Sea T ∈ L tal que T (0) = 0, T (∞) =∞ y T (1) = 1. Entonces
T (z) = z ∀z ∈ C.
Demostracio´n. Sea T (z) = az+b
cz+d
. Como T (∞) = ∞, entonces c = 0 y por
lo tanto podemos escribir T (z) = αz + β con α, β ∈ C. Como T (0) = 0,
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entonces β = 0 y T (z) = αz. Como T (1) = 1, se tiene que α = 1 y
as´ı T (z) = z. 
Lema 4.3. Para cualquier terna a, b, c ∈ C de puntos diferentes dos a dos,
existe un u´nico ϕ ∈ L tal que ϕ (a) = 0, ϕ (b) = 1 y ϕ (c) =∞.
Demostracio´n. Existencia. Supongamos primero que a, b, c ∈ C. Definamos
ϕ (z) = z−a
z−c · b−cb−a . Es fa´cil verificar que ϕ (a) = 0, ϕ (b) = 1, ϕ (c) =∞. Si por
ejemplo a = ∞, definamos ϕ (z) = b−c
z−c . Si b = ∞, definamos ϕ (z) = z−az−c .
Finalmente si c = ∞, definamos ϕ (z) = z−a
b−a . Unicidad. Supongamos que
existe ϕ y ψ pertenecientes a L tales que ϕ (a) = 0, ϕ (b) = 1, ϕ (c) =
∞, ψ (a) = 0, ψ (b) = 1 y ψ (c) = ∞ con dichas evaluaciones obtenemos que
ψ−1 ◦ϕ aplica 0 en 0, 1 en 1 y∞ en∞. Entonces por el lema 4.2 ψ−1◦ϕ = Id
y as´ı ϕ = ψ. 
Lema 4.4. Para cualquier terna z1, z2, z3 ∈ C de puntos diferentes dos a
dos y para otra cualquier terna w1, w2, w3 ∈ C de puntos diferentes dos a dos
existe un u´nico ϕ ∈ L tal que ϕ (z1) = w1, ϕ (z2) = w2 y ϕ (z3) = w3.
Demostracio´n. Existencia. Por el lema 4.3 existen u´nicas transformaciones
de Moebius ϕ1 y ϕ2 tales que ϕ1 (z1) = 0, ϕ1 (z2) = 1, ϕ1 (z3) = ∞ y
ϕ2 (w1) = 0, ϕ2 (w2) = 1, ϕ2 (w3) = ∞. Ahora consideremos la composicio´n
ϕ−12 ◦ϕ1, la cual aplica z1 en w1, z2 en w2 y z3 en w3 es decir ϕ−12 ◦ϕ1 (zk) = wk,
k = 1, 2, 3. Unicidad. Supongamos que existen ϕ y ψ pertenecientes a L
tales que ϕ (z1)=w1, ϕ (z2) = w2, ϕ (z3) = w3, ψ (z1) = w1, ψ (z2) = w2 y
ψ (z3) = w3 luego ϕ
−1
1 ◦ ϕ ◦ ψ−1 ◦ ϕ1 aplica 0 en 0, 1 en 1 y ∞ en ∞. Por lo
tanto por el lema 4.2, ϕ−11 ◦ ϕ ◦ ψ−1 ◦ ϕ1 = Id y as´ı ϕ = ψ. 
Teorema 4.5. Sea (Rn) ⊂ L. Si Rn (z) = z + bn
cnz + 1
, donde l´ım bn = 0 y
l´ım cn = 0, entonces Rn −→ Id κ − uniformemente en C.
Demostracio´n. Supongamos que Rn no converge κ − uniformemente a Id.
Esto es, existen > 0 y una sucesio´n n1 < n2 < n3 <, . . . , de nu´meros
naturales y una sucesio´n (zk) ⊂ C tales que κ (Rnk (zk) , zk) ≥ , ∀k ∈ N.
Pasando a una subsucesio´n si es necesario podemos suponer que zk −→ α
donde α ∈ C, ya que C es compacto.
Caso 9. α ∈ C. Defina bnk = bk, cnk = ck, Rnk = Rk. Entonces
 ≤ κ (Rk (zk) , zk) =
| zk+bk
ckzk+1
− zk |√
1+ | zk |2
√
1+ | Rk (zk) |2
,
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=
| bk−ckz2k
ckzk+1
|√
1+ | zk |2
√
1+ | zk+bk
ckzk+1
|2
≤| bk − ckz
2
k
ckzk + 1
|−→ 0,
puesto que (| zk |) es una sucesio´n acotada. Por lo tanto Rn −→ Id
κ − uniformemente en C.
Caso 10. α =∞. Defina bnk = bk, cnk = ck, Rnk = Rk. Entonces
 ≤ κ (Rk (zk) , zk) =
| zk+bk
ckzk+1
− zk |√
1+ | zk |2
√
1+ | Rk (zk) |2
,
=
| bk − ckz2k |√
1+ | zk |2
√| ckzk + 1 |2 + | zk + bk |2 ,
=
|bk−ckz2k|
|zk|2√
1+|zk|2
|zk|
√
|ckzk+1|2+|zk+bk|2
|zk|
,
=
| bk
z2k
− ck |√
1
|zk|2 + 1
√
| ck + 1zk |2 + | 1 +
bk
zk
|2
−→ 0,
puesto que | zk |−→ +∞. Por lo tanto Rn −→ Id κ−uniformemente en C.

Teorema 4.6. Sea (Tn) ⊂ L. Si l´ımTn (0) = 0, l´ımTn (1) = 1 y l´ımTn (∞) =
∞, entonces Tn −→ Id κ − uniformemente en C.
Demostracio´n. Denotemos por Tn (0) = 0n, Tn (1) = 1n, Tn (∞) = ∞n. De-
fina Sn (z) =
z−0n
z−∞n
1n−∞n
1n−0n , es fa´cil verificar que Sn (0n) = 0, Sn (1n) = 1,
Sn (∞n) =∞. Por lo tanto Sn ◦ Tn(0) = 0, Sn ◦ Tn(1) = 1, Sn ◦ Tn(∞) =∞.
Luego por el lema 4.2 Sn ◦ Tn = Id. Para demostrar que Tn −→ Id κ −
uniformemente, bastara demostrar que Sn −→ Id κ−uniformemente. Ha-
gamos∞n = 1δn , donde δn → 0. Entonces Sn (z) = z−0nδnz−1 · δn1n−11n−0n . Sea Rn (z) =
−(1n−0n)
δn1n−1 ·Sn (z) = z−0n1−δnz . Por el teorema 4.5 Rn −→ Id κ−uniformemente.
Por lo tanto Sn −→ Id κ − uniformemente. 
Teorema 4.7. Sea (Tn) ⊂ L. Para cualesquiera terna {a1, a2, a3} y {b1, b2, b3}
distintas dos a dos en C tal que l´ımTn (ai) = bi, donde i=1,2,3. Entonces
Tn −→ G κ − uniformemente en todo C, donde G ∈ L es la u´nica trans-
formacio´n Moebius tal que G (ai) = bi, donde i=1,2,3.
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Demostracio´n. Por el lema 4.4, se tiene que existen u´nicas transformaciones
de Moebius ϕ1 y ϕ2 tal que ϕ1 (0) = a1, ϕ1 (1) = a2, ϕ1 (∞) = a3, ϕ2 (b1) =
0, ϕ2 (b2) = 1, ϕ2 (b3) = ∞. Por hipo´tesis tenemos que Tn (a1) −→ b1,
reemplazando a1 tenemos Tn (ϕ1 (0)) −→ b1. Por continuidad de ϕ2 tene-
mos ϕ2 ◦ Tn ◦ ϕ1 (0) −→ 0. Procediendo de manera similar para i = 2,3,
l´ımTn (ai) = bi se obtiene que ϕ2◦Tn◦ϕ1 (1) −→ 1, ϕ2◦Tn◦ϕ1 (∞) −→∞. Por
el teorema 4.6 ϕ2 ◦Tn ◦ϕ1 −→ Id κ−uniformemente. As´ı Tn −→ ϕ−12 ◦ϕ−11
κ − uniformemente. Consideremos G = ϕ−12 ◦ ϕ−11 .

Teorema 4.8. Sea (Tn) ⊂ L. Defina C =
{
z ∈ C : ∃ l´ımTn (z)
}
y
V : C −→ C tal que V (z) = l´ımTn (z).
(1) Si la imagen de V contiene tres puntos distintos, entonces V ∈ L y
Tn−→ V κ − uniformemente en todo C.
(2) Si Tn −→ V κ−uniformemente en una regio´n compacta K, Entonces
V ∈ L o V es una constante.
Demostracio´n. (1) Si b1, b2, b3 son puntos distintos de la imagen de V , en-
tonces existen a1, a2, a3 ∈ C tales que V (ai) = bi donde i = 1, 2, 3. Como
l´ımTn (ai) = bi, entonces por el teorema 4.7 existe un u´nico G ∈ L tal
que Tn −→ G κ − uniformemente en todo C tal que G (ai) = bi donde
i = 1, 2, 3. Por lo tanto C = C y V = G. As´ı V ∈ L. (2) Como Tn −→ V
κ − uniformemente en una regio´n compacta K ⊂ C(int(K) 6= Ø) entonces
V es constante o inyectiva en K. Si V es inyectiva podemos decir que la ima-
gen de V tiene infinitos valores, ya que el int (K)⊂ C es no vac´ıo. Entonces
por la parte (1) tenemos que V ∈ L. 
Proposicio´n 4.9. Sea S (z) = kz, k 6= 0, 1. Entonces F = {Sn : n ∈ Z} no
es normal en ∞ y 0.
Demostracio´n. Supongamos que F es normal en 0. Entonces existe D 3 0
tal que F |D es normal. Luego por el corolario 3.27 F |D es localmente
limitada ya que | g (0) |= 0 para todo g ∈ F |D. Si | k |> 1, tenemos
que F |D no es localmente limitada para n ≥ 0. Si | k |< 1, tenemos que
F |D no es localmente limitada para n < 0. Por lo tanto F no es nor-
mal en 0. Ahora supongamos que F es normal en ∞. Sea M ′ (z) = 1
z
y
F ′ = {M ′SM ′−1 : S ∈ F}. Por el lema 4.1 F ′ es normal en 0, lo cual es una
contradiccio´n. Por lo tanto F no es normal en ∞. 
Lema 4.10. Sea S ∈ L hiperbo´lico o loxodro´mico. Entonces F = {Sn : n ∈ Z}
no es normal en los puntos fijos de S.
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Demostracio´n. Supongamos que F es normal en los puntos fijos de S. Sea β
y λ puntos fijos de S. Si λ ∈ C, defina
M (z) =
z − β
z − λ ·
Si λ =∞, defina M (z) = z − β. Sea S˜ = MSM−1 y F˜ =
{
S˜n : n ∈ Z
}
.
Como S˜ (z) = kz, k 6= 0, 1 entonces por la proposicio´n 4.9 F˜ no es normal
en ∞ y 0. Por lo tanto que F no es normal en los puntos fijos de S. 
4.2. Teorema fundamental de normalidad pa-
ra transformaciones de Moebius
Proposicio´n 4.11. Sea L̂ una familia de transformaciones de Moebius de-
finidas en D tal que T (z) 6= 0,∞ para todo z ∈ D y todo T ∈ L̂. Entonces L̂
es normal en D.
Demostracio´n. Sea una sucesio´n (Tn) ⊂ L̂, donde Tn (z) = anz + bn
cnz + dn
. Consi-
deremos 2 casos.
Caso 11. Supongamos an = 0 finitas veces y cn = 0 finitas veces. Entonces
existen n0 ∈ N tal que an 6= 0 ∀n ≥ n0 y n1 ∈ N tal que cn 6= 0 ∀n ≥ n1
respectivamente. Llamemos k = ma´x{n0, n1} y as´ı an 6= 0 y cn 6= 0 ∀n ≥ k.
Entonces pasando a una subsucesio´n si es necesario, podemos asumir que
an 6= 0 y cn 6= 0 ∀n ∈ N. Al verificar que Tn
(
−bn
an
)
= 0 y Tn
(
−dn
cn
)
= ∞ se
tiene que | −bn
an
|≥ 1 y | −dn
cn
|≥ 1 respectivamente ya que Tn(z) 6= 0,∞ para
todo z ∈ D. Sea
Tn (z) =
anz + bn
cnz + dn
=
bn
dn
· Vn (z) ,
donde
Vn (z) =
anz+bn
an
bn
an
·
dn
cn
cnz+dn
cn
.
Fijemos cualquier compacto K ⊆ D. Escojamos un disco D (0, r) para
cierto 0 < r < 1 tal que K ⊆ D (0, r). Sea D (0, r) = {z :| z |≤ r}.
Afirmacio´n 9.
1− r
1 + r
≤| Vn (z) |≤ 1 + r
1− r para todo D (0, r).
Sea
Vn (z) = fn (z) · gn (z)
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donde
fn (z) =
anz+bn
an
bn
an
y
gn (z) =
dn
cn
cnz+dn
cn
.
Para poder acotar Vn (z) bastara acotar fn (z) y gn (z) con D (0, r).
| fn (z) |=
| z + bn
an
|
| bn
an
| ≤
| z |
| bn
an
| + 1 ≤ r + 1.
Ahora procedamos acotar gn (z). Sabemos que | dncn | − | z |≤| z + dncn |.
Entonces
1− | z || dn
cn
| ≤
| z + dn
cn
|
| dn
cn
| ,
por dato tenemos que | z |≤ r, | dn
cn
|≥ 1. Entonces
1− r ≤ | z +
dn
cn
|
| dn
cn
|
y
| gn (z) |≤ 1
1− r
por lo tanto
| Vn (z) |≤ 1 + r
1− r
Luego la cota inferior de Vn (z) se resuelve de manera similar. Es as´ı que
para z ∈ D (0, r) se tiene lo siguiente:
1− r
1 + r
≤| Vn (z) |≤ 1 + r
1− r .
De la afirmacio´n tenemos que Vn es uniformemente limitada sobreD (0, r).
Existen 2 casos a considerar. Primero Supongamos que
(
bn
dn
)
es acotada.
Entonces existe M > 0 tal que | bn
dn
|≤M ∀n ∈ N. Por lo tanto
| Tn (z) |=| bn
dn
.Vn (z) |≤M.
(
1 + r
1− r
)
,
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es decir la sucesio´n (Tn) es uniformemente limitada en D (0, r). En particular
(Tn) es uniformemente limitada en K⊆ D. Por lo tanto (Tn) es uniformemente
limitada en los compactos de D. Luego por el corolario 3.21 (Tn) admita una
subsucesio´n que converge uniformemente en los compactos de D. Por lo tanto
L̂ es normal en D. Supongamos ahora que
(
bn
dn
)
no es acotada. Entonces
pasando a una subsucesio´n si es necesaria, podemos asumir que | bn
dn
|−→ ∞
y as´ı | dn
bn
|−→ 0. Se prueba que 1
Tn
−→ 0 uniformemente sobre D (0, r), caso
contrario existir´ıan  > 0, n1 < n2 < n3 < ... < nk < . . . , donde ni ∈ N, y
una sucesio´n (zk) ⊂ D (0, r) tal que | 1Tnk (zk) |≥  ∀k ∈ N. Luego,
 ≤| 1
Tnk(zk)
|=| dnk
bnk
· 1
Vnk(zk)
|−→ 0
ya que | dn
bn
|−→ 0. Por lo tanto 1
Tn
−→ 0 uniformemente sobre D (0, r).
En particular 1
Tn
−→ 0 uniformemente sobre K ⊆ D. Por lo tanto la suce-
sio´n
(
1
Tn
)
converge normalmente a 0 y por el corolario 3.36 (Tn) converge
normalmente a ∞. As´ı L̂ es normal en D.
Caso 12. an = 0 infinitas veces o cn = 0 infinitas veces. Para cada k ∈ N.
Si ak = 0, entonces ck 6= 0 ya que akdk − bkck 6= 0. Entonces pasando a una
subsucesio´n si es necesario, podemos asumir que an = 0 y cn 6= 0 ∀n ∈ N.
As´ı
Tn (z) =
bn
cnz + dn
=
bn
dn
· Vn (z)
donde
Vn (z) =
dn
cn
z + dn
cn
,
de forma similar que el caso 11 obtenemos que L̂ es normal en D.
Si ck = 0, entonces ak 6= 0 ya que akdk − bkck 6= 0. Entonces pasando
a una subsucesio´n si es necesario, podemos asumir que cn = 0 y an 6= 0
∀n ∈ N. As´ı
Tn (z) =
anz + bn
dn
=
bn
dn
· Vn (z)
donde
Vn (z) =
z + bn
an
bn
an
,
de forma similar que el caso 11 obtenemos que L̂ es normal en D.

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Proposicio´n 4.12. Sea L̂ una familia de transformaciones de Moebius de-
finidas en Ω tal que T (z) 6= 0, T (z) 6= ∞ para todo z ∈ Ω y todo T ∈ L̂.
Entonces L̂ es normal en Ω.
Demostracio´n. Si∞ /∈ Ω. Sea D (a, r) ⊂ Ω un disco arbitrario. Definamos la
siguiente aplicacio´n ϕ: D (a, r) −→D tal que ϕ (z) = z−a
r
. Con la aplicacio´n
ϕ podemos definir la siguiente familia F = {Φ = T ◦ ϕ−1 : T ∈ L̂}. Es
fa´cil verificar que Φ (z) 6= 0,∞ para todo z ∈ D y todo Φ ∈ F . Por la
proposicio´n 4.11 F es normal en D. Se observa que la familia L̂ es igual a
{Φ◦ϕ : Φ ∈ F}. Aplicando la proposicio´n 3.37 se obtiene que L̂ es normal en
D (a, r) ⊂ Ω. As´ı L̂ es normal en Ω. Si ∞ ∈ Ω, entonces existe r > 0 tal que
D (∞, r) = {z :| z |> r} ⊂ Ω. La prueba es muy similar a lo que se hizo al
inicio. Definamos ϕ = Inv : D (∞, r) −→ D (0, 1
r
)
donde ϕ(z) = Inv(z) = 1
z
y
F = {Φ = T ◦ Inv−1 : T ∈ L̂}.
Por la proposicio´n 4.11 F es normal en D(0, 1
r
). Por lo tanto por la pro-
posicio´n 3.37, L̂ = {Φ ◦ ϕ : Φ ∈ F} es normal en D(∞, r). 
Teorema 4.13 (Teorema fundamental de normalidad). Sea L̂ una familia de
transformaciones de Moebius definidas en Ω tal que T (z) 6= w1, T (z) 6= w2
para todo z ∈ Ω y todo T ∈ L̂ donde w1y w2 son nu´meros complejos fijos
distintos. Entonces L̂ es normal en Ω.
Demostracio´n. Definamos la siguiente familia
F = {S (z) = T (z)−w1
T (z)−w2 : T ∈ L̂}.
Es fa´cil ver que S (z) 6= 0,∞ para todo z ∈ Ω y todo S ∈ F . Entonces
por el teorema 4.12 F es normal en Ω. Note que L̂ es igual {g ◦ S : S ∈ F}
donde g (x) = xw2−w1
x−1 . Por el corolario 3.36, tenemos que L̂ es normal en Ω.

Definicio´n 4.14. Diremos que una familia F de funciones en un dominio
Ω omite un punto si existe a ∈ C tal que f (z) 6= a para todo z ∈ Ω y todo
f ∈ F .
Corolario 4.15. Sea {T} una familia de transformaciones de Moebius. Si
{T} no es una familia normal en el punto α, entonces existe w0 ∈ C tal que
para cualquier w 6= w0 existe una sucesio´n de elementos distintos Tn y una
sucesio´n de elementos zn tal que zn −→ α y Tn (zn) = w.
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Demostracio´n. Sea (Di) una sucesio´n decreciente de discos tal que
⋂
Di =
{α}.
Afirmacio´n 10.
⋃
T (D1) omite a lo ma´s un punto.
Supongamos que
⋃
T (D1) omite al menos dos puntos. Entonces por el teo-
rema 4.13 {T} es normal en D1 y as´ı {T} es normal en α, esto contradice la
hipo´tesis.
Como
⋃
T (D1) omite a lo ma´s un punto entonces existe w0 ∈ C tal
que C \ {w0} ⊂
⋃
T (D1). Si fijamos cualquier w 6= w0 entonces existen
T1 ∈ {T} y z1 ∈ D1 tal que T1 (z1) = w 6= w0. Es fa´cil ver que {T} \ {T1}
no es normal α. De manera similar que la afirmacio´n anterior
⋃
T 6=T1
T (D2)
omite a lo ma´s un punto, es decir existen T2 ∈ {T} \ {T1} y z2 ∈ D2 tal
que T2 (z2) = w 6= w0. Continuando con este proceso obtenemos que existe
w0 ∈ C tal que para cualquier w 6= w0 existe una sucesio´n de elementos
distintos Tn y una sucesio´n (zn) ⊂ C tal que zn −→ α y Tn (zn) = w 6= w0.

4.3. Familias normales y me´trica esfe´rica
Definicio´n 4.16. Sean z1, z2, z3, z4 cuatro puntos distintos de C. Llamare-
mos razo´n cruzada de z1, z2, z3, z4 a la imagen de z1, por medio de la u´nica
transformacio´n de Moebius ϕ que lleva z2 en 1, z3 en∞, z4 en 0. Se expresara
(z1, z2, z3, z4) := ϕ (z1) =
(z1 − z4) (z2 − z3)
(z2 − z4) (z1 − z3) .
Extenderemos esta definicio´n en el caso que algunos de los zi =∞. Si z1 =
∞, defina (∞, z2, z3, z4) = z2−z3z2−z4 . Si z2 = ∞, defina (z1,∞, z3, z4) = z1−z4z1−z3 .
Si z3 = ∞, defina (z1, z2,∞, z4) = z1−z4z2−z4 . Si z4 = ∞, defina (z1, z2, z3,∞) =
z2−z3
z1−z3 ·
Observacio´n 4.17. Claramente se verifica que ϕ (z) = (z, z2, z3, z4)∀z ∈ C.
Proposicio´n 4.18. Demostremos que
(z1, z2, z3, z4) = (T (z1) , T (z2) , T (z3) , T (z4))
para todo T ∈ L y todo zi ∈ C donde i = 1, 2, 3, 4.
Demostracio´n. Sea (z1, z2, z3, z4) ∈ C y T ∈ L. Sean las razones cruzadas
siguientes:
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ψ1 ∈ L : ψ1 (z) = (z, z2, z3, z4) ∀z ∈ C,
ψ2 ∈ L : ψ2 (w) = (w, T (z2), T (z3), T (z4)) ∀w ∈ C.
Por definicio´n
ψ1 (z) =
z − z4
z − z3 ·
z2 − z3
z2 − z4 ,
ψ2 (w) =
w − T (z4)
w − T (z3) ·
T (z2)− T (z3)
T (z2)− T (z4) ,
es fa´cil verificar que ψ2 ◦ T ◦ ψ−11 aplica 0 en 0, 1 en 1 y ∞ en ∞. Entonces
por el lema 4.2 ψ2 ◦T ◦ψ−11 = Id. Como ψ2 ◦T = ψ1 entonces (z1, z2, z3, z4) =
ψ1 (z1) = ψ2 ◦ T (z1) = (T (z1), T (z2), T (z3), T (z4)). 
Observacio´n 4.19. Es fa´cil verificar que
κ (z1, z4)κ (z2, z3)
κ (z2, z4)κ (z1, z3)
=
| z1 − z4 || z2 − z3 |
| z2 − z4 || z1 − z3 | =| (z1, z2, z3, z4) |
y
κ (T (z1) , T (z4))κ (T (z2) , T (z3))
κ (T (z2) , T (z4))κ (T (z1) , T (z3))
=
| T (z1)− T (z4) || T (z2)− T (z3) |
| T (z2)− T (z4) || T (z1)− T (z4) |
κ (T (z1) , T (z4))κ (T (z2) , T (z3))
κ (T (z2) , T (z4))κ (T (z1) , T (z3))
=| (T (z1) , T (z2) , T (z3) , T (z4)) |,
por la proposicio´n 4.18 se concluye lo siguiente:
κ (z1, z4)κ (z2, z3)
κ (z2, z4)κ (z1, z3)
=
κ (T (z1) , T (z4))κ (T (z2) , T (z3))
κ (T (z2) , T (z4))κ (T (z1) , T (z3))
.
Teorema 4.20. Sea L̂ una familia de transformaciones de Moebius en un
dominio Ω. Supongamos que existe  > 0 tal que para cualquier T ∈ L̂ existen
dos puntos aT y bT omitidos por T tales que κ (aT , bT ) > . Entonces L̂ es
normal en Ω.
Demostracio´n. Fijemos cualquier T ∈ L̂. Sea z, w puntos distintos en Ω y
α, β puntos distintos en el complemento de Ω. Por la observacio´n 4.19, la
siguiente expresio´n:
κ (z, β)κ (α,w)
κ (α, β)κ (z, w)
· κ (z, α)κ (β, w)
κ (β, α)κ (z, w)
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es igual a
κ (T (z) , T (β))κ (T (α) , T (w))
κ (T (α) , T (β))κ (T (z) , T (w))
· κ (T (z) , T (α))κ (T (β) , T (w))
κ (T (β) , T (α))κ (T (z) , T (w))
,
resolviendo la igualdad anterior, tenemos:
κ (z, β)κ (α,w)κ (z, α)κ (β, α)
[κ (α, β)]2 [κ (z, w)]2
=
κ (T (z) , T (β))κ (T (α) , T (w))κ (T (z) , T (α))κ (T (β) , T (α))
[κ (T (α) , T (β))]2 [κ (T (z) , T (w))]2
.
Como κ (T (z) , T (β)) ,κ (T (α) , T (w)) ,κ (T (z) , T (α)) ,κ (T (β) , T (α))
son menores iguales a 1. Entonces
[
κ (T (z) , T (w))
κ (z, w)
]2
≤
[
κ (α, β)
κ (T (α) , T (β))
]2
·
[
1
κ (z, β)κ (α,w)κ (z, α)κ (β, α)
]
.
Afirmacio´n 11. [κ (α, β)]2 ≤ [κ (z, α) + κ (z, β)] [κ (w, α) + κ (w, β)] .
Aplicando la desigualdad triangular obtenemos que κ (α, β) ≤ κ (z, α) +
κ (z, β) y κ (α, β) ≤ κ (w, α) + κ (w, β). Por lo tanto
[κ (α, β)]2 ≤ [κ (z, α) + κ (z, β)] [κ (w, α) + κ (w, β)] .
Continuando con la demostracio´n. De la afirmacio´n 11 se tiene que[
κ (T (z) , T (w))
κ (z, w)
]2
≤
[
1
κ (T (α) , T (β))
]2
·
[
(κ (z, α) + κ (z, β)) (κ (w, α) + κ (w, β))
κ (z, α)κ (z, β)κ (w, α)κ (w, β)
]
,
≤
[
1
κ (T (α) , T (β))
]2
·
[
1
κ (z, α)
+
1
κ (z, β)
] [
1
κ (w, α)
+
1
κ (w, β)
]
·
Definamos
κ (z, ∂Ω) = ı´nf {κ (z, x) : x ∈ ∂Ω} .
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Afirmacio´n 12. κ (z, ∂Ω) ≤ κ (z, p) ∀p ∈ C \ Ω.
Supongamos que κ (z, ∂Ω) > κ (z, p0) para algu´n p0 ∈ C \ Ω. Escoja-
mos R > 0 tal que κ (z, ∂Ω) > R > κ (z, p0). Luego κ (z, ζ) > R para
todo ζ ∈ ∂Ω. Considere DR (z) =
{
x ∈ C : κ (z, x) < R}. Es fa´cil ver que
z ∈ DR (z) ∩ Ω, p0 ∈ DR (z) ∩ (C \ Ω) y adema´s DR (z) es conexo. Entonces
por el teorema 3.8 DR (z) ∩ ∂Ω 6= ∅ es decir existe w0 ∈ DR (z) ∩ ∂Ω. De lo
anterior κ (z, w0) < R, esto contradice lo expuesto anteriormente.
Luego, [
κ (T (z) , T (w))
κ (z, w)
]2
≤
[
1
κ (T (α) , T (β))
]2 [
1
κ (z, ∂Ω)
+
1
κ (z, ∂Ω)
] [
1
κ (w, ∂Ω)
+
1
κ (w, ∂Ω)
]
≤
[
1
κ (T (α) , T (β))
]2 [
2
κ (z, ∂Ω)
] [
2
κ (w, ∂Ω)
]
,
aplicando la ra´ız cuadrada obtenemos:
κ (T (z) , T (w))
κ (z, w)
≤ 2
κ (T (α) , T (β)) [κ (z, ∂Ω)]
1
2 [κ (w, ∂Ω)]
1
2
.
κ (T (z) , T (w)) ≤ 2κ (z, w)
κ (T (α) , T (β)) [κ (z, ∂Ω)]
1
2 [κ (w, ∂Ω)]
1
2
.
Por hipo´tesis tenemos que existen dos puntos aT y bT omitidos por T
tales que κ (aT , bT ) > . Escribiendo α = T−1 (aT ) , β = T−1 (bT ). Luego,
κ (T (z) , T (w)) ≤ 2κ (z, w)
κ (aT , bT ) [κ (z, ∂Ω)]
1
2 [κ (w, ∂Ω)]
1
2
,
κ (T (z) , T (w)) ≤ 2κ (z, w)
 [κ (z, ∂Ω)]
1
2 [κ (w, ∂Ω)]
1
2
.
Afirmacio´n 13. L̂ es κ − equicontinua en Ω.
Fijemos cualquier z0 ∈ Ω. Dado ′ > 0. Definamos
δ1 = mı´n
{
κ (z0, ∂Ω)
2
,

′
κ (z0, ∂Ω)
2
√
2
}
.
Por la desigualdad anterior, se tiene que
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κ (T (w) , T (z0)) ≤ 2κ (w, z0)
 [κ (z0, ∂Ω)]
1
2 [κ (w, ∂Ω)]
1
2
.
Si κ (w, z0) < δ1, entonces κ (w, z0) < δ1 ≤ κ(z0,∂Ω)2 . Por la desigualdad
triangular tenemos que κ (z0, ∂Ω) ≤ κ (w, ∂Ω) + κ (z0, w) y as´ı κ (z0, ∂Ω)−
κ (z0, w) ≤ κ (w, ∂Ω). Por lo tanto
κ (z0, ∂Ω)− κ (z0, ∂Ω)
2
< κ (z0, ∂Ω)− κ (z0, w) ≤ κ (w, ∂Ω) ,
de estas desigualdades, se obtiene
κ (z0, ∂Ω)
2
< κ (w, ∂Ω) .
Luego, para cualquier T ∈ L̂ se cumple
κ (T (w) , T (z0)) ≤ 
′
..κ (z0, ∂Ω)
 [κ (z0, ∂Ω)]
1
2 [κ (w, ∂Ω)]
1
2 2
√
2
,
κ (T (w) , T (z0)) ≤ 
′
. [κ (z0, ∂Ω)]
1
2
[κ (w, ∂Ω)]
1
2 2
√
2
,
κ (T (w) , T (z0)) ≤ 
′
. [2κ (w, ∂Ω)]
1
2
[κ (w, ∂Ω)]
1
2 2
√
2
=

′
2
< 
′
.
Por lo tanto L̂ es κ − equicontinua.
Luego por el teorema 3.34 L̂ es normal en Ω. 
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Cap´ıtulo 5
Grupos discontinuos y grupos
discretos
En este cap´ıtulo denotaremos por Γ a un grupo de transformaciones de
Moebius. Comenzaremos con dar la definicio´n de grupos discontinuos y gru-
pos discretos. Luego veremos que todo grupo discontinuo Γ es discreto. Sin
embargo la parte rec´ıproca no necesariamente se cumple, pues el grupo Picard
P es discreto y no discontinuo. Por u´ltimo probaremos el resultado principal
de la presente tesis.
5.1. Grupos discontinuos
La siguiente definicio´n es central para nuestro estudio.
Definicio´n 5.1. Un grupo Γ de transformaciones de Moebius es discon-
tinuo en un punto α cuando no existe z ∈ C ni ninguna sucesio´n de
elementos distintos Tn ∈ Γ tal que Tn (z) −→ α cuando n −→ ∞. Llama-
remos a α punto ordinario de Γ. Diremos que Γ es discontinuo en el
conjunto S cuando es discontinuo en cualquier punto de S. Decimos que Γ
es un grupo discontinuo cuando es discontinuo en algu´n conjunto no vacio´.
Por otro lado si existe z ∈ C y una sucesio´n infinita de transformaciones
de Moebius distintas Tn ∈ Γ tal que Tn (z) −→ α, entonces α es punto
l´ımite de Γ. Dado Γ ⊂ L un grupo discontinuo, sea L (Γ) el conjunto de
puntos l´ımites de Γ y O (Γ) el conjunto de puntos ordinarios de Γ. Denotemos
por L a L(Γ) y por O a O(Γ).
Teorema 5.2. Si Γ es grupo discontinuo, valen los siguientes resultados:
(1) T (L) = L y T (O) = O para todo T ∈ Γ.
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(2) Si 4 es subgrupo de Γ, entonces O (Γ) ⊂ O (4).
(3) Para cualquier A ∈ L, tenemos que O (AΓA−1) = A (O (Γ)),
L (AΓA−1) = A (L (Γ)).
Demostracio´n.
(1) Primero probaremos T (L) = L. Sea w ∈ T (L). Entonces existe α ∈ L
tal que T (α) = w. Como α ∈ L, existe z ∈ C y una sucesio´n (Tn) ⊂ Γ tal
que Tn (z) converge a α. Luego T ◦Tn (z) converge a T (α), entonces podemos
decir que existe z ∈ C y una sucesio´n (T ◦Tn) ⊂ Γ tal que l´ımT ◦Tn (z) = w.
As´ı w ∈ L. Sea α ∈ L. Entonces existe z ∈ C y una sucesio´n (Tn) ⊂ Γ
tal que l´ımTn (z) = α. Por lo tanto l´ımT
−1 ◦ Tn (z) = T−1 (α). Denotemos
β = T−1 (α). Entonces existe z ∈ C y una sucesio´n (T−1 ◦ Tn) ⊂ Γ tal
que l´ımT−1 ◦ Tn (z) = β. Entonces β ∈ L y α ∈ T (L). As´ı T (L) = L.
Probemos que T (O) = O. Sea β ∈ T (O). Entonces existe α ∈ O tal que
T (α) = β. Como α ∈ O, entonces no existe z ∈ C ni ninguna sucesio´n
(Tn) ⊂ Γ tal que l´ımTn (z) = α. Luego l´ımT ◦ Tn (z) = T (α). Por lo tanto
no existe z ∈ C ni ninguna sucesio´n (T ◦ Tn) ⊂ Γ tal que l´ımT ◦ Tn (z) = β.
As´ı β ∈ O. Sea α ∈ O. Entonces no existe z ∈ C ni ninguna sucesio´n (Tn) ⊂ Γ
tal que l´ımTn (z) = α. Luego T
−1 ◦ Tn (z) converge a T−1 (α). Denotemos
T−1 (α) = β. Entonces podemos decir que no existe z ∈ C ni ninguna sucesio´n
(T−1 ◦ Tn) ⊂ Γ tal que l´ımT−1 ◦ Tn (z) = β. As´ı β ∈ O y α ∈ T (O).
(2) Sea α ∈ O (Γ). Entonces no existe z ∈ C ni ninguna sucesio´n (Tn) ⊂ Γ
tal que l´ımTn (z) = α. De manera particular tenemos que no existe z ∈ C ni
ninguna sucesio´n (Tn) ⊂ 4 tal que l´ımTn (z) = α. Entonces α ∈ O (4).
(3) Es fa´cil probar que AΓA−1 = {ATA−1/ T ∈ Γ} es un grupo. Sea
α ∈ O (AΓA−1). Entonces no existe z ∈ C ni ninguna sucesio´n (ATnA−1) ⊂
AΓA−1 tal que l´ımATnA−1 (z) = α. As´ı l´ımTnA−1 (z) = A (α). Denotemos
A−1 (α) = β. Observe que existe un u´nico w ∈ C tal que A−1 (z) = w. En-
tonces podemos decir que no existe w∈ C ni ninguna sucesio´n (Tn) ⊂ Γ tal
que l´ımTn (w) = β. Entonces α ∈ A (O (Γ)). Sea β ∈ A (O (Γ)). Entonces
existe α ∈ O (Γ) tal que A (α) = β. Como α ∈ O (Γ) se tiene que no existe
z ∈ C ni ninguna sucesio´n (Tn) ⊂ Γ tal que l´ımTn (z) = α. Observe que
existe un u´nico x ∈ C tal que z = A−1 (x) y as´ı l´ımTnA−1 (x) = α. Por
lo tanto l´ımATnA
−1 (x) = A (α). Entonces podemos decir que no existe
x ∈ C ni ninguna sucesio´n (ATnA−1) ⊂ AΓA−1 tal que l´ımATnA−1 (x) = β.
As´ı β ∈ O (AΓA−1) , con ello concluimos que O (AΓA−1) = A (O (Γ)). Sea
α ∈ L (AΓA−1). Entonces existe z ∈ C ni una sucesio´n (ATnA−1) ⊂ AΓA−1
tal que l´ımATnA
−1 (z) = α. Luego l´ımTnA−1 (z) = A−1 (α). Observe que
existe un u´nico x ∈ C tal que A−1 (z) = x. Denotemos A−1 (α) = β. Con ello
existe x ∈ C y una sucesio´n (Tn) ⊂ Γ tal que l´ımTn (x) = β. Entonces
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α ∈ A (L (Γ)). Sea β ∈ A (L (Γ)). Entonces existe α ∈ L (Γ) tal que
A (α) = β. Como α ∈ L (Γ), existe z ∈ C y una sucesio´n (Tn) ⊂ Γ tal que
l´ımTn (z) = α. Observemos que existe un u´nico x ∈ C tal que z = A−1 (x).
Con ello l´ımTnA
−1 (x) = α y as´ı l´ımATnA−1 (x) = β. Por lo tanto existe
x ∈ C y una sucesio´n (ATnA−1) ⊂ AΓA−1 tal que l´ımATnA−1 (x) = β.
As´ı β ∈ L (AΓA−1) y por lo tanto L (AΓA−1) = A (L (Γ)). 
5.2. Grupos discretos
Definicio´n 5.3. Diremos que X ⊂ SL (2,C) es sime´trico si X = −X.
Sea Γ un grupo de transformaciones de Moebius. Definamos
Γ˜ =
{(
a b
c d
)
∈ SL (2,C) : T (z) = az + b
cz + d
, T ∈ Γ
}
.
Se observa que Γ˜ es sime´trico, ya que
az + b
cz + d
=
(−a) z + (−b)
(−c) z + (−d) .
Observacio´n 5.4. Cuando nos refiramos a Γ como grupo de matrices es-
taremos hablando del grupo Γ˜. Sin embargo, si esto no lleva a confusio´n,
denotaremos a Γ˜ tambie´n por Γ.
Ahora daremos una definicio´n para nuestro grupo Γ˜.
Definicio´n 5.5. Diremos que Γ˜ ⊂ SL (2,C) es discreto cuando no exis-
te una sucesio´n de elementos distintos An∈ Γ˜ tal que An −→ A donde
A ∈ SL (2,C).
Observacio´n 5.6. Para la convergencia de An −→ A interpretaremos a
SL (2,C) como subconjunto de C4. Luego An =
(
an bn
cn dn
)
−→ A =
(
a b
c d
)
si y solo si | An−A |= {| an−a |2 + | bn−b |2 + | cn−c |2 + | dn−d |2} 12 −→ 0
cuando n −→∞ o equivalentemente an −→ a, bn −→ b, cn −→ c, dn −→ d.
Definicio´n 5.7. Diremos que Γ es discreto si y solo si Γ˜ es discreto.
Proposicio´n 5.8. Γ˜ es discreto si y solo si la matriz identidad es un elemento
aislado de Γ˜.
Demostracio´n. Supongamos que la matriz identidad I ∈ Γ˜ no es aislada.
Entonces existe una sucesio´n (An) ⊂ Γ˜ \ {I} de elementos distintos tal que
An −→ I. Por lo tanto Γ˜ no es discreto.
Rec´ıprocamente, supongamos que Γ˜ no es discreto. Entonces existe una
sucesio´n (An) ⊂ Γ˜ de elementos distintos tal que An −→ A ∈ SL (2,C). Si
Bn = A
−1
n · An+1, entonces Bn −→ I.
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Afirmacio´n 14. {Bn} no es finito.
Supongamos que {Bn} es finito. Sea {Bn} = {M1,M2,M3, . . . ,Mk} para
k ≥ 1. Como Bn −→ I, entonces I = Mi para algu´n i = 1, 2, . . . k. Luego,
para algu´n n0 ∈ N se tiene que Bn0 = A−1n0 · An0+1 = Mi = I. Luego,
An0 = An0+1, lo cual es una contradiccio´n. As´ı {Bn} no es finito.
Continuando con la demostracio´n. Pasando a una subsucesio´n si fuera
necesario, tendr´ıamos que existe una sucesio´n (Bn) ⊂ Γ˜ \ {I} de elemento
distintos tal que Bn −→ I. Entonces I no es aislado en Γ˜. 
Proposicio´n 5.9. Γ˜ es discreto si y solo si el cardinal de
Γk =
{
A ∈ Γ˜ :| A |≤ k
}
es finito para todo k ∈ N.
Demostracio´n. Supongamos que Γ˜ no es discreto. Entonces existe una suce-
sio´n (An) ⊂ Γ˜ tal que An −→ A. Por continuidad de la norma tenemos que
| An |−→| A |. Pasando a una subsucesio´n si fuera necesario, tendr´ıamos que
la sucesio´n (| An |) es acotada, i.e, existe k ∈ N tal que | An |≤ k ∀n ∈ N.
Entonces {An} ⊂ Γk, lo cual es una contradiccio´n pues {An} es infinito.
Rec´ıprocamente, supongamos que para algu´n k ∈ N tenemos que Γk es
infinita. Entonces existe una sucesio´n (An) ⊂ Γk tal que los An son distintos.
Como (| An |) es acotada, existe una subsucesio´n convergente. Esto contradice
que Γ˜ sea discreto. 
Observacio´n 5.10. Se cumple que la siguiente aplicacio´n
ψ : Γ˜ −→ Γ(
a b
c d
)
7−→ az + b
cz + d
es sobreyectiva.
Teorema 5.11. Todo grupo discreto Γ es numerable.
Demostracio´n. Sea A ∈ Γ˜. Entonces existe k ∈ N tal que | A |≤ k. Por lo
tanto A ∈ Γk. As´ı Γ˜ =
∞⋃
n=1
Γn. Por otro lado como Γ˜ es discreto tendremos
por la proposicio´n 5.9 que Γn es finito ∀n ∈ N. Por lo tanto Γ˜ =
∞⋃
n=1
Γn
es numerable. Luego por la observacio´n 5.10 Γ es numerable ya que ψ es
sobreyectivo. 
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Proposicio´n 5.12. Γ˜ es discreto si y solo si BΓ˜B−1es discreto para todo
B ∈ SL (2,C).
Demostracio´n. Supongamos que BΓ˜B−1 no es discreto. Entonces existe una
sucesio´n (BAnB
−1) ⊂ BΓ˜B−1 tal que BAnB−1 −→ A. Por lo tanto existe
una sucesio´n (An) ⊂ Γ˜ tal que An −→ B−1AB. Esto contradice de que Γ˜ sea
discreto.
La parte rec´ıproca es de forma similar. 
Teorema 5.13. Todo grupo discontinuo es discreto.
Demostracio´n. Supongamos que Γ no es discreto. Entonces existe una suce-
sio´n (An) ⊂ Γ˜ tal que An −→ I. Escojamos cualquier z ∈ C. Sea
An =
(
an bn
cn dn
)
y Tn (z) =
anz + bn
cnz + dn
·
Entonces cnz + dn −→ 1 cuando n −→ ∞, ya que an −→ 1, bn −→ 0,
cn −→ 0, dn −→ 1. Entonces cnz+dn 6= 0 para n suficientemente grande.
Como la sucesio´n (Tn) contiene infinitos elementos, pasando a una subsu-
cesio´n si fuera necesario tendr´ıamos que existe una sucesio´n de elementos
distintos Tn ∈ Γ. As´ı Tn (z) = anz+bncnz+dn −→ z. Entonces z es punto l´ımite de Γ,
el cual contradice la discontinuidad. Si z = ∞, se cumple que Tn(∞) = bndn
y pasando a una subsucesio´n si fuera necesario tendr´ıamos que existe una
sucesio´n de elementos distintos Tn ∈ Γ tal que Tn(∞) −→ 0. Por lo tanto Γ
es discreto. 
Corolario 5.14. Para cualquier α ∈ C. Si Γ es discontinuo en α, entonces
Γ es discreto.
La parte rec´ıproca de este teorema sera´ establecida mas adelante. De los
teoremas anteriores deducimos que todo grupo discontinuo es numerable.
Ejemplo 5.15. El grupo SL (2,Z [i]) es discreto.
Lema 5.16. El grupo Picard
P =
{
z −→ az + b
cz + d
: ad− bc = 1 con a, b, c, d ∈ Z[i]
}
es discreto y no discontinuo.
Demostracio´n. P es discreto, ya que al tener entradas enteras las matrices
no pueden acumularse. P es no discontinuo. En efecto. Por cuestiones alge-
braicas dado z ∈ C, existe una sucesio´n de enteros gaussianos relativamente
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primos αn y γn tal que
αn
γn
−→ z. Por lo anterior tenemos que existen enteros
gaussianos βn y δn tales que αnδn− βnγn = 1. Note que las transformaciones
Tn (z) =
αnz + βn
γnz + δn
son todas distintas Tn (∞) = αnγn −→ z, se tiene que z es punto l´ımite.
Tambie´n la traslacio´n z
T−→ z + 1 pertenece a P y T n (1) −→ ∞ cuando
n −→ ∞, por lo que se tiene que ∞ es tambie´n punto l´ımite, i.e, el grupo
Picard P es no discontinuo en cualquier z ∈ C.

Proposicio´n 5.17. Si Γ es un grupo discreto de transformaciones lineales y
{Tn} ⊆ Γ es una sucesio´n de elementos distintos tal que Tn −→ φ uniforme-
mente en una region compacta, entonces φ es una constante.
Demostracio´n. La prueba es una consecuencia directa del teorema 4.8. 
5.3. Resultado principal
Teorema 5.18. Un grupo Γ de transformaciones de Moebius es discontinuo
en el punto α si y solo si Γ es discreto y normal en α.
Demostracio´n. Si Γ es finito, entonces Γ es discreto y normal en α. Si Γ
es infinito y discontinuo en α, entonces por el corolario 5.14 Γ es discreto.
Supongamos que Γ = {Tv} no es normal en α entonces por el corolario 4.15
existe un w0 ∈ C tal que para todo w 6= w0 existe una sucesio´n de elementos
distintos Tn y una sucesio´n (zn) tal que zn −→ α y Tn (zn) = w. Entonces
T−1n (w) −→ α y con ello Γ es no discontinuo en α.
Rec´ıprocamente, supongamos que Γ es no discontinuo en α. Por el lema
4.1 podemos suponer que α es finito. Entonces existe z0 y una sucesio´n de
elementos distintos Tv ∈ Γ tal que Tv (z0) −→ α. Sea D = D (α, r) un disco
de radio 0 < r < 1
2
en el cual Γ es normal y escojamos TN ∈ Γ tal que
TN (z0) = z1 ∈ D. Defina
Sv = Tv ◦ T−1N ,
luego Sv (z1) = Tv ◦ T−1N (z1) = Tv (z0) −→ α. Como (Sv) ⊆ Γ entonces es
normal en D. Por lo tanto existe una subsucesio´n (Su) ⊆ (Sv) que converge
uniformemente en el disco cerrado D1 = D1 (α, r1) ⊆ D de radio r1 < r tal
que z1 ∈ D1. Luego por la proposicio´n 5.17 (Su) converge a una constante,
la cual en este caso es α. Dado 0 <  < r1, existe n0 ∈ N tal que Su
(
D1
) ⊆
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D (α, ) para todo u ≥ n0. En particular para u = u0 ≥ n0 se tiene que
Su0
(
D1
) ⊆ D (α, ). De lo anterior Su0 (D1) es subconjunto propio de D1.
Entonces Por el teorema 2.22 Su0 es hiperbo´lico o loxodro´mico y Su0
(
D1
)
contiene un punto fijo β de Su0 . Luego por el lema 4.10
{
Snu0
}
no es normal
en los puntos fijos de Su0 . Observemos que si β ∈ Su0
(
D1
) ⊆ D entonces Γ
no es normal en D. Por lo tanto Γ es discontinuo en α. 
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