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In this paper, we show that a problemof ﬁnding a permuted version
of k vectors from RN such that they belong to a prescribed rank r
subset, can be solved by convex optimization. We prove that un-
der certain generic conditions, the wanted permutation matrix is
unique in the convex set of doubly-stochasticmatrices. Inparticular,
this implies a solution of the classical correspondence problem of
ﬁnding a permutation that transforms one collection of points in Rk
into the another one. Solutions to these problems have a wide set
of applications in Engineering and Computer Science.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let x1, . . . , xN ∈ Rk . And let
D = [x1 · · · xN]T ∈ RN×k. (1)
Let S be a subspace of RN , with rank S = r, where r  k.
The following problem is motivated by Computer Vision – it appears frequently in face and 3D
object recognition (see e.g. [1,2,6,7]):
Problem 1. Suppose that there exists a permutation matrix such that the columns ofD belong to
S. Find the matrix .
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Also, it is related to the classical correspondence problem of ﬁnding a permutation that transforms
one collection of points in Rk into the another one (see Section 4).
For large N (which is a standard case in the applications), this problem is very hard to resolve.
Because of that, we shall consider its important particular case. In fact, from now onwe shall consider
permutation matrix  to be of the following form
:=
[
Ir−k+1 0
0 ′
]
, (2)
where now ′ ∈ R(N−r+k−1)×(N−r+k−1) is a permutation matrix.
We can now formulate our main problem:
Problem 2. Suppose that there exists a permutation matrix  of the form (2), such that the columns
of D belong to S. Find the matrix .
Moreover, in Section 4, we shall discuss how the solution of Problem 2 gives an algorithm for a
solution of the general case (Problem 1).
Without loss of generality, we are going to study these problems in a generic case. In particular, we
have certain generic conditions onmatrix D and on subspace S (precise conditions are given in Section
2.1).
Our approach to Problem 2 is to study doubly-stochasticmatrices, instead of permutationmatrices.
Let
M′ :=
[
Ir−k+1 0
0 M
]
, (3)
where M ∈ R(N−r+k−1)×(N−r+k−1) is a doubly-stochastic matrix. Now, the analogous problem to
Problem 2, for doubly-stochastic matrices is the following one:
Problem 3. Suppose that there exists a doubly-stochastic matrix M′ of the form (3), such that the
columns ofM′D belong to S. Find the matrixM′.
The last problem can be resolved quickly and efﬁciently, see e.g. [4]. So, the goal of this paper is to
use the solution of Problem 3 to resolve Problem 2. In fact, we prove the following:
Let  be a permutation matrix of the form (2), such that the columns of D belong to S.
If M′ is a doubly-stochastic matrix of the form (3), such that the columns of M′D belong to S, then
M′ = .
This is themain result of thepapergiven inTheorem2 fromSection3. Theproof relies on thePerron–
Frobenius theorem applied for the special case of doubly-stochastic matrices. This theorem gives the
uniqueness of the permutationmatrixwith thewanted properties in the set of all doubly-stochastic
matrices.
2. Notation and auxiliary results
In this section we recall some of the properties of doubly-stochastic matrices that will be essential
for the rest of thepaper. Theseare classical results that arebasedon the theoryofnon-negativematrices
and the Perron–Frobenius theorem [5], applied to the particular case of doubly-stochastic matrices.
Let M be a doubly-stochastic matrix, i.e. a non-negative square matrix whose row and column
sums are all equal to 1. There exists a permutation matrix P such that PMPT has the following lower
block-triangular form:
PMPT =
⎡
⎢⎢⎢⎣
M1 0 · · · 0
M21 M2 · · · 0
...
...
. . .
...
Ml1 Ml2 · · · Ml
⎤
⎥⎥⎥⎦ ,
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where M1, . . . , Ml , are square irreducible matrices. Moreover, since M is a non-negative matrix, with
row and column sums equal to 1, we have that all off-diagonal blocks are equal to zero, i.e. all blocks
Mij with i > j are zero matrices. So, we have that for the doubly-stochastic matrixM, the matrix PMP
T
has the block-diagonal form:
PMPT =
⎡
⎢⎢⎢⎣
M1 0 · · · 0
0 M2 · · · 0
...
...
. . .
...
0 0 · · · Ml
⎤
⎥⎥⎥⎦ (4)
with all blocks being irreducible.
The following lemma is classical and it is an application of the Perron–Frobenius theorem for
irreducible doubly-stochastic matrices. It will be essential in the proof of the main result.
Lemma 1. If M is an irreducible doubly-stochastic matrix, and w is a vector such that Mw = w, then all
entries of w are equal, i.e. there exists c ∈ R, such that
w = c
⎡
⎢⎢⎢⎣
1
1
...
1
⎤
⎥⎥⎥⎦ .
2.1. Generic conditions
Let N, r and k be positive integers, such that r  k, and N  r + 2(k − 1). Let
D =
[
a1 a2 · · · ak
X1 X2 · · · Xk
]
∈ RN×k, (5)
be a matrix where ai ∈ R(r−k+1)×1 and Xi ∈ R(N−r+k−1)×1, i = 1, . . . , k are given vectors. We also
denote
X =
[
X1 X2 · · · Xk
]
∈ R(N−r+k−1)×k. (6)
Let S be a prescribed r-dimensional vector subspace ofRN , such that the columns of D belong to S.
Then S is the span of some r linearly independent vectors:
S =
〈[
e1
f 1
]
,
[
e2
f 2
]
, . . . ,
[
er
f r
]〉
, (7)
where ei ∈ Rr−k+1, f i ∈ RN−r+k−1, i = 1, . . . , r. We denote by B the corresponding matrix:
B =
[
e1 e2 · · · er
f 1 f 2 · · · f r
]
∈ RN×r . (8)
We shall assume that the matrix D and the subspace S, satisfy the following two conditions:
Condition 1. The projection of S onto the (r − k + 1)-dimensional subspace of RN , formed by the
ﬁrst r − k + 1 coordinates, is surjective. In other words, the matrix
[Ir−k+1 0]B = [e1, . . . , er],
is of full row-rank, i.e. has rank r − k + 1. By reordering, without loss of generality, we can assume
that the vectors e1, e2, . . . , er−k+1 are linearly independent, i.e. that the matrix
Q :=
[
e1 e2 · · · er−k+1
]
,
is invertible.
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Moreover, let v1, . . . , vk−1 be vectors deﬁned by:
vi := f r−i+1 −
[
f 1 · · · f r−k+1
]
Q−1er−i+1, i = 1, . . . , k − 1. (9)
We furthermore require that all submatrices of the matrix [v1 . . . vk−1] formed by any k − 1 of its
rows have rank k − 1.
Condition 2. Let T be the set of all (N − r + k − 1) × (N − r + k − 1)matricesR, such that all entries
of R are 0’s and 1’s, with exactly one 1 in each row. We require that for all matrices R ∈ T and every
d such that k dN − r + k − 1, we have the following: for arbitrary 1 i1 < i2 < · · · < id N −
r + k − 1, the submatrix of [X R] formed by the rows i1, i2, . . . , id has the rank k + p, where p is the
number of the nonzero columns in the submatrix of R formed by the rows i1, i2, . . . , id, whenever
d k + p.
Since the set T has ﬁnitely many elements, it is straightforward to see that generic matrix D and
subspace S satisfy the Conditions 1 and 2. In other words, the sets of matrices D and B that do not
satisfy Conditions 2 and 1, respectively, are of measure zero.
3. Main result
Before proving the main result, we give a solution to the following theorem:
Theorem 1. Let D ∈ RN×k be a matrix (5) and let S be a r-dimensional subspace of RN (7) containing
the columns of D, such that D and S satisfy the Conditions 1 and 2. Then we have the following:
IfM ∈ R(N−r+k−1)×(N−r+k−1) is a doubly-stochasticmatrix such that all vectors
[
ai
MXi
]
, i = 1, . . . , k,
belong to S, then M is the identity matrix.
Proof. Our ﬁrst andmain goal is to ﬁnd a vectorwwhich is a nonzero linear combination of the vectors
X1, X2, . . . , Xk such that
Mw = w. (10)
Having this relation, by using Lemma 1 we shall obtain strong restrictions on w.
In order to ﬁnd a vector w that satisﬁes (10) we do the following: denote by j , j = 1, . . . , k, the
space of all vectors of the form
[
aj
Zj
]
, where Zj runs throughR(N−r+1)×1, which belong to S, i.e.:
j =
{[
aj
Zj
]∣∣∣∣∣ Zj ∈ RN−r+k−1
}
∩ S.
Let j ∈ {1, . . . , k} be ﬁxed. We have that
[
aj
Zj
]
∈ S if and only if there exists αji ∈ R, i = 1, . . . , r,
such that[
aj
Zj
]
=
r∑
i=1
α
j
i
[
ei
f i
]
,
i.e. such that
aj=
r∑
i=1
α
j
i e
i, (11)
Zj=
r∑
i=1
α
j
i f
i. (12)
M. Stošic´ et al. / Linear Algebra and its Applications 434 (2011) 361–369 365
Since S satisﬁes the Condition 1, the matrix
Q =
[
e1 e2 · · · er−k+1
]
is invertible. Then (11) becomes
aj =
[
e1 e2 · · · er
] ⎡⎢⎢⎣
α
j
1
...
α
j
r
⎤
⎥⎥⎦ = Q
⎡
⎢⎢⎢⎣
α
j
1
...
α
j
r−k+1
⎤
⎥⎥⎥⎦+
r∑
l=r−k+2
α
j
l e
l,
and so⎡
⎢⎢⎢⎣
α
j
1
...
α
j
r−k+1
⎤
⎥⎥⎥⎦ = Q−1aj −
r∑
l=r−k+2
α
j
lQ
−1el. (13)
By replacing this in (12) we obtain that
Zj=
[
f 1 f 2 · · · f r
] ⎡⎢⎢⎣
α
j
1
...
α
j
r
⎤
⎥⎥⎦ =
[
f 1 · · · f r−k+1
]
⎡
⎢⎢⎢⎣
α
j
1
...
α
j
r−k+1
⎤
⎥⎥⎥⎦+
r∑
l=r−k+2
α
j
l e
l
=
[
f 1 · · · f r−k+1
]
Q−1aj +
r∑
l=r−k+2
α
j
l
(
f l −
[
f 1 · · · f r−k+1
]
Q−1el
)
.
In (9) we deﬁned the vectors v1, . . . , vk−1 ∈ RN−r+k−1 as
vi = f r−i+1 −
[
f 1 · · · f r−k+1
]
Q−1er−i+1, i = 1, . . . , k − 1. (14)
Then we have that Zj belongs to the afﬁne subspace spanned by v1, . . . , vk−1. Finally, since
[
aj
Xj
]
∈ S,
we have:[
aj
Zj
]
∈ S ⇔ Zj = Xj +
k−1∑
i=1
c
j
ivi, for some c
j
i ∈ R. (15)
Note that thevectors vi, i = 1, . . . , k − 1are independenton j, andhenceall1, . . . ,k areparallel.
Now, let M be a doubly-stochastic matrix such that
[
aj
MXj
]
∈ S, for all i = 1, . . . , k. Then by (15)
there exist real numbers c
j
i ∈ R, j = 1, . . . , k, i = 1, . . . , k − 1, such that
MXj = Xj +
k−1∑
i=1
c
j
ivi, j = 1, . . . , k. (16)
Denote
V := [v1 v2 · · · vk−1] ∈ R(N−r+k−1)×(k−1),
cj :=
⎡
⎢⎢⎢⎣
c
j
1
...
c
j
k−1
⎤
⎥⎥⎥⎦ ∈ R(k−1)×1, j = 1, . . . , k,
C :=
[
c1 c2 · · · ck
]
∈ R(k−1)×k.
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Then (16) becomes
MXj = Xj + Vcj, j = 1, . . . , k. (17)
Moreover, since the number of rows of the matrix C is k − 1, we have that rank C  k − 1 < k, and so
the equation
C
⎡
⎢⎢⎣
β1
...
βk
⎤
⎥⎥⎦ = 0,
has a nonzero solution
⎡
⎢⎢⎣
β1
...
βk
⎤
⎥⎥⎦. Thus these βi’s satisfy:
k∑
i=1
βic
i = 0. (18)
Now let
w :=
k∑
i=1
βiX
i.
Then from (17) and (18) we obtain
Mw = w +
k∑
j=1
βjVc
j = w + V
⎛
⎝ k∑
j=1
βjc
j
⎞
⎠ = w. (19)
Thus, such deﬁned w is an eigenvector ofM, as wanted in (10).
SinceM is adoubly-stochasticmatrix, thereexistsapermutationmatrixP ∈ R(N−r+k−1)×(N−r+k−1)
such that
PMPT =
⎡
⎢⎢⎢⎣
M1 0 · · · 0
0 M2 · · · 0
...
...
. . .
...
0 0 · · · Ml
⎤
⎥⎥⎥⎦ (20)
with all diagonal blocks being irreducible. Also, we denote the size of Mi by di, i = 1, . . . , l, and we
assume that d1  d2  · · · dl  1. If d1 = 1 (and consequently di = 1, for all i = 1, . . . , l), thenM = I,
as wanted. Otherwise, let p:=max{i|di  2}, with the convention that d0 = +∞. Our aim is to prove
that p = 0, which would ﬁnish our proof.
To that end, deﬁne vectors xj :=PXj, j = 1, . . . , k, andω :=Pw = ∑kj=1 βjxj , and split them accord-
ingly with respect to (20), i.e.:
xj =
⎡
⎢⎢⎣
x
j
1
...
x
j
l
⎤
⎥⎥⎦ , j = 1, . . . , k, ω =
⎡
⎢⎢⎣
ω1
...
ωl
⎤
⎥⎥⎦ ,
with x
j
i , ωi ∈ Rdi , i = 1, . . . , l. Then by (19) we have that for all i = 1, . . . , l:
Miωi = ωi.
By Lemma 1, we have that there exist ki ∈ R, i = 1, . . . , p, such that
ωi = ki1di , i = 1, . . . , p,
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where 1di =
⎡
⎢⎢⎢⎣
1
1
...
1
⎤
⎥⎥⎥⎦ ∈ Rdi . Then
k∑
j=1
βjx
j
i = ci1di , i = 1, . . . , p.
If we denote
yj :=
⎡
⎢⎢⎢⎢⎢⎣
x
j
i
x
j
2
...
x
j
p
⎤
⎥⎥⎥⎥⎥⎦ , j = 1, . . . , k,
we obtain that
k∑
j=1
βjy
j − k1
⎡
⎢⎢⎢⎢⎣
1d1
0d2
...
0dp
⎤
⎥⎥⎥⎥⎦− k2
⎡
⎢⎢⎢⎢⎣
0d1
1d2
...
0dp
⎤
⎥⎥⎥⎥⎦− . . . − kp
⎡
⎢⎢⎢⎢⎣
0d1
0d2
...
1dp
⎤
⎥⎥⎥⎥⎦ = 0,
i.e. sincenotallβi’s areequal tozero,wehave thatk + pvectorsy1, y2, . . . , yk ,
⎡
⎢⎢⎢⎢⎣
1d1
0d2
...
0dp
⎤
⎥⎥⎥⎥⎦,
⎡
⎢⎢⎢⎢⎣
0d1
1d2
...
0dp
⎤
⎥⎥⎥⎥⎦ , . . . ,
⎡
⎢⎢⎢⎢⎣
0d1
0d2
...
1dp
⎤
⎥⎥⎥⎥⎦
are linearly dependent.
However, since the matrix X satisﬁes the Condition 2, we have that
∑p
i=1 di < k + p, i.e.
l∑
i=1
(di − 1) < k. (21)
In particular we have that p k − 1, and so∑pi=1 di  2(k − 1). Thus PMPT is of the form:
PMPT =
[
M′ 0
0 I
]
, (22)
whereM′ is 2(k − 1) × 2(k − 1) matrix.
Now, if all Xj, j = 1, . . . , k satisfyMXj = Xj , then by Lemma 1, thematrix X would have at least two
identical rows, which contradicts the Condition 2.
So, there exists some j, such that MXj /= Xj . Without loss of generality, we can assume that j = 1.
Then from (16) we would have that
PMPTx1 − x1 =
k−1∑
i=1
c1i Pvi.
However by (22), we have that the left-hand side of the above equation is a nonzero vector (and so
not all c1i ’s are equal to zero), whose all entries except the ﬁrst 2(k − 1) ones are equal to zero. If we
denote by νi ∈ RN−r−k+1, i = 1, . . . , k − 1, the vectors formed by the last N − r + k − 1 − 2(k −
1) = N − r − k + 1 components of the vector Pvi, respectively, then the last implies that the vectors
ν1, . . . , νk−1 are linearly dependent. However, this contradicts the second part of Condition 1 since
N − r − k + 1 k − 1.
ThusM = I, as wanted. 
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Finally, we can give our main result:
Theorem 2. Let D ∈ RN×k be a matrix (5) and let S be a r-dimensional subspace of RN (7) such that D
and S satisfy the Conditions 1 and 2.
Let  be a permutation matrix of the form (2), such that the columns of D belong to S.
If M′ is a doubly-stochastic matrix of the form (3), such that the columns of M′D belong to S, then
M′ = .
Proof. Let D′ = D =
[
Ir−k+1 0
0 ′
]
D. Then the columns of D′ belong to S, and also the columns of
[
Ir−k+1 0
0 M′−1
]
D′ =
[
Ir−k+1 0
0 M
]
D,
belong to S. Finally, sinceM′−1 is also a doubly-stochastic matrix and since D′ satisﬁes the Condition
2, by Theorem 1 we have thatM′−1 = I, i.e.M = ′, as wanted. 
4. Applications of the main result
In all problems posed and resolved in this paper we assume the existence of a certain permutation
matrix, and theproblem is inﬁnding it.Moreover, our solutionalsodetectswhether suchapermutation
matrix exists. Indeed, the solution of Problem 3 determines whether there exists wanted doubly-
stochastic matrix, and if so, computes it. So, if it does not exist or if the obtained doubly-stochastic
matrix is not a permutation matrix, we conclude that there does not exist a permutation matrix with
the wanted properties.
4.1. Solution of the Problem 1
One approach to Problem 1 would be a search through all N! permutation matrices.
With approach given in this paperwe can reduce the original problem to the casewhen thewanted
permutation matrix has the form (2).
In fact, if P ∈ RN×N is a permutation matrix, then there exists a permutation σ P ∈ SN , such that
the entries of P are Pi,σ Pi
= 1 for all i = 1, . . . , N, and zero otherwise.
Let Pr−k+1 be a subset of the set of all permutation matrices P of size N × N such that σ Pr−k+2 <
σ Pr−k+3 < · · · < σ PN . Then, every permutation matrix fromRN×N can be written in a unique way as a
product of two permutation matrices of the form:
[
Ir−k+1 0
0 ′
]
	, (23)
where 	 ∈ Pr−k+1.
Thus, our problem becomes to ﬁnd′ and	 such that the columns of
[
Ir−k+1 0
0 ′
]
	D belong to
S. So, for each	 ∈ Pr−k+1, we can search for amatrix′ by using our solution to Problem2.Moreover,
if for some 	 there exists a corresponding matrix ′, then ′ is unique.
So, computationally, we only have to check |Pr−k+1| = N(N − 1) · · · (N − r + k) ∼ Nr−k+1 com-
binations. Moreover, in practical applications usually r = k, thus giving only N possibilities for the
matrix 	 through which one should search.
For more details on the implementation of the algorithm, see [4,3].
Finally, note that, since for every	 ∈ Pr−k+1 there exists at most one′ such that the matrix (23)
solves the Problem 1, there are at most |Pr−k+1| permutation matrices that solve the Problem 1.
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4.2. Relation with a correspondence problem
Our solution to Problem 2 implies, as a corollary, a solution to a classical correspondence problem
in a generic case.
Let D be a matrix from (1), and let E be some other ordering of the rows of D, i.e.:
E = [xπ(1) · · · xπ(N)]T , (24)
for some permutation π . The correspondence problem consists of ﬁnding a permutation matrix 0,
such that
0D = E. (25)
By taking SE to be a subspace spanned by the columns of E, (25) implies that the columns of 0D
belong to SE .
In previous section we have obtained the algorithm for ﬁnding a permutation matrix , such that
the columns ofD belong to SE . Also, in a generic case, the rank of SE is equal to k, and so the number
of such permutation matrices  is at most |P1| = N. Moreover, by the algorithm from the previous
section, we can obtain all such permutationmatrices and the one that satisﬁes (25) will be thewanted
matrix 0.
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