In this paper we describe an implementation of a parallel parser for natural language. We first indicate why these applications are typically hard to parallelize. We then present a work stealing approach for symmetric shared-memory multiprocessors that minimizes overhead by dynamically controlling the granularity of work distribution. In addition, we will explain how we deal with concurrent access of the centralized chart.
Introduction
The increasing demand for accuracy and robustness for today's natural language processing brings on an increasing demand for computing power. Almost all of today's NLP systems use unification-based parsers. A unification-based parser is basically a context-free parser augmented with unification (cf. Prolog), which can be seen as an extra constraint on the context-free backbone. Such parsers are mostly used for syntactical analysis, but can also be used for, e.g., semantical analysis. Unification-based parsers are often also the most computationally expensive component. In order to let NLP systems be responsive, NLP systems are often limited to what extent they cover a certain domain of discourse. Therefore, speeding up parsers cannot only allow for faster response times, but also allow for a better linguistic accuracy and robustness. In this paper we will present a technique for parallelizing unificationbased parsers.
Typically, processing unifications accounts for the bulk of the processing time. One could therefore attempt to parallelize this operation. Even though unification is known to be hard to parallelize (it is not in Nick's Class), [1, 2] some researchers have taken this approach. [3, 4] A disadvantage of this approach, however, is that the context-free part remains sequential. In addition, the fine-grained parallelism potentially yields a lot of overhead.
For several of the reasons mentioned above, most research has focussed on exploiting parallelism at the context-free level by distributing the individual unification operations evenly amongst the processors. Most of the attempts, however, were not very successful, sometimes even obtaining a slowdown for a two-processor setup. [5, 6, 7] Some of our experiments [8] indicate that many of the failed attempts can be attributed to the nature of the parallelism inherent in unification-based parsers. In this paper, we will present some of these experimental results. In addition, we will present a work stealing approach that minimizes overhead to a maximum by incorporating a mechanism to dynamically adapt the granularity of distribution.
Related Work
Parallel parsing for NLP in specific has been researched extensively. For example, Tomita [9] presented a parallel LR parser, and Thompson[5] presented some implementations of parallel chart parsers. Nijholt [10] gives a more theoretical overview of parallel chart parsers. There has also been research focusing on the parallelization of alternatives for conventional parsing. [11, 12] Adriaens and Hahn [13] give an extensive survey of parallelism in NLP.
Nevertheless, the presented solutions usually either did not yield acceptable speedup or were very specific to one application. Recently, however, several NLP systems have been parallelized successfully. Pontelli et al. [14] show how two existing NLP applications were successfully parallelized using the parallel Prolog environment ACE. Even though a great deal of NLP applications are written in Prolog, the ones that are not cannot benefit from this approach. Our approach can bring a solution to this category of systems. We even suspect that our parallelization technique can be used to parallelize tabular Prologs (like XSB and Dialog).
Manousopoulou et al. [15] discuss a parallel parser generator based on the Eu-PAGE system. This system builds on top of Orchid and PVM, using a distributed shared-memory model. Besides being very specific to parsing, this solution exploits coarse-grained parallelism which proved to be unusable for the Deltra system (the subject of our research). Many other natural language parsers will not be able to benefit from this approach either. [6] Our approach provides a solution in case fine-grained parallelism is required.
On the scheduling side, our approach shows close resemblance to the Cilk-5 system. [16] It implements work stealing using similar techniques and also minimizes overhead according to principle of moving as much of the overhead as possible from the workers to the thieves. An important difference, though, is that our scheduler was designed with tabulation algorithms in mind (cf. memoization and dynamic programming). This means it had to be optimized for frequent locking by all threads of central repository of intermediate results. In addition, our approach allows to steal categories of tasks depending on the need for more fine-grained distribution.
Analysis of Parallelism
One of the most popular techniques to parse natural language is chart parsing. It is often preferred over extended LR techniques, because it provides a more natural approach to deal with the tremendous amount of ambiguities inherent in natural language grammars. The chart in chart parsing refers to a global table in which all intermediate parsing results (called items) are stored. The chart is often accompanied with an agenda, which records all items that still need processing. In this case, the parsing process may proceed as follows. First an item is fetched from the agenda. For each matching item in the chart (based on the CF rules), a unification operation is performed. If it succeeds, the chart is used to verify the uniqueness of the item. Finally, if the item had not been derived before, it is added to the chart and recorded on the agenda to repeat the cycle. As can be seen, chart parsing is similar in concept to techniques like memoization and dynamic programming. An outline of one complete parsing cycle is sketched in figure 1 .
There are several problems that make chart parsers particularly hard to parallelize: contention, highly stochastic task graphs, and a lack of locality. The contention problem directly follows from the need to record all intermediate results in a centralized chart. It is required that the operation of adding an item to the chart and finding all its matches at the CF level be an atomic operation, mainly to prevent doing double work. Although intelligent indexing can reduce the cost of this operation considerably, it can still be large enough to cause significant holdup.
The highly stochastic task graphs characteristic for unification-based parsing also form a problem. Both the number of tasks being spawned by each task and the execution times of the different tasks can vary widely. The first variation is caused by the great variation in the number of items that can match an item that is being added to the chart (from none to many thousands). The second variation is caused by the great variation in the execution time of unifications. (It is possible that some operations execute in the order of several percent of the total parsing time, whereas many others terminate after a single comparison. [6] ) The latter variation poses the biggest problem by far, moreover because predicting the execution times of tasks takes about as much time as actually executing the tasks (both run O(n)).
We have performed a thorough analysis of task graphs derived from our natural language parser, Deltra. [8] Deltra uses a double dotted chart parser and an average sized wide-coverage grammar for the Dutch language, comprising 120 morphological rules, 360 syntactical rules, and about 3600 dictionary entries. The task graphs were used to simulate a variety of distribution techniques. The simulations produced a scheduling of the tasks amongst the processors, using best case scenarios. This allowed us to investigate the maximum attainable speedup for the respective distribution technique. If even the best case scenarios did not yield a well-balanced scheduling, we would know that it would be impossible to attain acceptable speedup. As we expected, most distribution techniques were not suitable. Some of the results are illustrated in figure 1 . The results showed that only a centralized, dynamic load-balancing scheme-allowing each unification operation to be scheduled independently-yields a scalable distribution technique.
Implementation
In this section, we will describe the implementation of our parallel parser, which is aimed at circumventing the problems described in the previous section. First we will give a description of the overall architecture. After that we will describe the most important details. Considering the frequent access to the shared chart, and given the need for dynamic loadbalancing, we have chosen to base the design on a shared memory model. In addition, we have chosen a work stealing approach, rather than spawning a new thread for each task: From Graham [17] we know that if we create a new thread for each task, it will be possible to achieve at least half the optimal speedup. However, as we just mentioned, the only way to achieve acceptable speedup is to distribute each individual unification. For typical NLP systems, this can amount to hundreds of thousands of threads per sentence. We would really like to avoid the overhead that is incurred by this. Therefore, each processor is assigned a single thread.
At the parsing level each thread corresponds to a worker, which functions much like a sequential parser. Each worker holds enough context to complete an entire parsing cycle (see figure 2 ). Although the chart is shared amongst the workers, each worker maintains its own agenda. Only a small amount of initial work (one task for each word) is stored in a centralized agenda. A single worker processes all work associated with a word, during which it puts newly derived work on its agenda. So far, apart from synchronizing through the chart, each worker .sig indicates whether there is work and how it can be stolen from the victim at the respective level. Line 3 enables a worker to only lock when a thief is stealing from the same or higher entry point on the stack. In the current implementation, a busy loop is used as part of the mechanism that ensures a thief will always steal at the coarsest level of granularity. Note that Iterate means obtaining a new task, not executing it. Obviously, executing a task is done outside the critical region. For this reason, variables used for iterating may not be used inside the body of the loop. In this case, a copy must be maintained. Apart from this fact, only lines 1, 2, 3, and 10 and a memory fence between line 2 and 3 contribute to a worker's overhead.
operates independently. Obviously, since a sentence typically consists of only a dozen of words, some threads are bound to be out of work at an early stage. At this point, threads may start stealing work from other threads. The philosophy behind the design of the work stealing scheme was to incur as little overhead as possible in the case threads are not stealing, and to make sure that thieves return to normal operation as soon as possible.
In order to achieve the latter, we implemented the following stealing scheme. We know that stealing of work should be able to take place at the granularity of unification and subsumption operations. However, for large grammars typically 80% of the unification operations fail, [4] meaning no new work will be derived. A stolen subsumption will only yield new work when it is the last completed. Typically, the chances of a steal resulting in new work decreases as work is stolen further down the parsing cycle. In order to circumvent this problem, we allow stealing at multiple points. Each thread maintains a stealing stack with multiple entry points that indicate what work can be stolen. Typically, a thief will steal work from the lowest valid entry point on the stack, representing the tasks most likely to result in new work.
The entry points are filled as follows. The parser's code contains several for loops that can be performed in parallel. Before entering a loop, the parser puts a signature at the appropriate level of the stack to indicate how work can be stolen. On completion of the loop, the signature is removed. A worker's agenda is permanently marked for stealing at the lowest entry point.
When a thief steals work from a victim, it copies all necessary data from the victim to proceed independently. The benefit of this approach is that no context need to be saved at the worker side. Copying typically gets more expensive at a further stage in the parsing cycle (although it does not involve copying large structures), whereas fetching from the agenda incurs no extra overhead. The stealing stack also functions to let thieves perform the cheapest stealing operations possible.
Synchronization between worker and thief has been optimized to move as much of the overhead as possible to the thief by using a Dijkstra like mutual exclusion protocol. [18, 16] The protocol is illustrated in figure 3 . As long as no stealing is taking place, workers will not have to resort to an expensive lock. In addition, a worker will only need to lock if a thief is stealing at the same or higher stealing level (as defined by the stack). This prevents, for example, a thief from holding up a worker that is quickly iterating over small subsumption tasks while the thief is fetching work from the victim's agenda. The protocol is provided by the scheduler by means of macros.
Until now we have discussed how we deal with highly stochastic task graphs. We will now discuss our approach to the before mentioned problem of contention for access to the chart. The solution is quite straightforward. Instead of locking the chart unconditionally, the worker uses a trylock. If it succeeds it will proceed as usual. If it fails, it will simply record the associated work in a serializer queue, and defer its processing to the worker currently holding the lock. This is much like synchronizing by sending messages. After the work has been queued, the worker can continue by fetching new work from its agenda.
Crucial to a good functioning of the scheduler is an efficient work queue for both the agenda and serializing. The scheduler provides a generic FIFO queue which allows threadsafe, independent operation of reader and writer without locking. It is implemented by a cyclic buffer, which may grow dynamically. Only when the buffer is enlarged, readers and writers need to be briefly synchronized with a lock.
Performance
Both the parser's and scheduler's implementation are in a preliminary stage of development. There are several points of interest in this initial phase. Firstly, we investigated the overhead in the one processor case. To measure this, we compared the execution time TS of the sequential parser with the execution time of a one-processor parallel version T1, the major difference between the two versions being the mutual exclusion protocol surrounding each iteration (up to the subsumption level). The result was T1/TS = 1.03, which is completely acceptable.
Secondly, we investigated whether there was enough parallelism to allow speedup. This depends for a great deal on the grammar and the length and type of sentence. We were able to obtain speedups of 1.7 to 1.8 for an average sized sentence on a two processor 266 MHz Pentium-II.
1 Running multiple threads on a single processor yielded scalable behavior for more than 2 threads. Considering the early stage of development, however, it is difficult to give accurate performance results.
On the other hand, these results were obtained while there is still a lot of room for improvement. Firstly, there are still a lot of platform specific optimizations to be done. Also, the parser does not yet allow distributing at the finest level of granularity (the measurements for T1/TS, however, did include the mutex protocol in the iteration). Considering that there are many more optimizations left to do we are optimistic that an even better speedup can be obtained.
Conclusions and Future Research
The first performance results are encouraging. In addition, we will investigate the following possible improvements. Currently, the scheduler ensures a thief will always steal at the coarsest level of granularity provided by any worker. This is basically accomplished by cycling past all threads for one level, before entering the next. It might be much more efficient to just ensure a thief will steal from a worker's lowest entry point, disregarding whether other workers have lower entries.
The serializer is also still far from optimized. Apart from optimizing the interface to the work queues we also need to find a good balance between efficiency and processing work as soon as possible. Finally, we want to generalize the scheduler so that it allows for different agenda's per worker.
On the parsing side we can remark the following. The most complex issue of parallelizing a chart parser is to make sure that no work is done twice. Once a clear parallelization scheme was set, it proved to be fairly straightforward to parallelize the parser, given the functionality provided by the scheduling package. The changes entailed maintaining copies of some iteration variables, queueing work at some continuation and serialization points, among other things. Another requirement was that the unification algorithm be non-destructive (thread-safe). Such algorithms are known however.
The resulting parallel parser will be used for further research on parallel parsing such as the ability to efficiently parse a variety of sentences, behavior for different grammars, and computationally expensive extensions to natural language parsers.
1 Unfortunately, we did not have a machine with more processors at our disposal at the time of measuring.
