An experimental and computational investigation of the steady and unsteady transonic flowfields about a thick airfoil is described. An operational computer code for solving the two-dimensional, compressible NavierStokes equations for flow over airfoils was modified to include solid-wall, slip-flow boundary conditions to properly assess the code and help guide the development of improved turbulence models. R -radius of curvature Re Ct0a = chord Reynolds number, P^^^C/JJLT = temperature / =time u t v = velocity components in x and y directions, respectively x,y =axes parallel and normal, repectively, to airfoil chord with origin at airfoil leading edge y DS = location of separation streamline 7 = ratio of specific heats <5 = thickness of viscous region € = eddy viscosity coefficient p = molecular viscosity T = shear stress \l/ = angle whose tangent is the local slope of the testsection wall
Toward this end, the flowfield about an 18% thick circular arc airfoil is being experimentally documented over a range of Mach and Reynolds numbers for which the major features of flow separation important to turbulence modeling are present, including weak and strong shock-wave boundarylayer interactions and both trailing-edge and shock-induced boundary-layer separation. Results to date for pressure and skin-friction distributions have beem compared in Refs. 2 and 3, respectively, with computed results from a twodimensional code for time-dependent solutions of Reynoldsaveraged, compressible Navier-Stokes equations. 4 The computer code includes additional equations for turbulence modeling and applies only to free-flight conditions; it does not include test-section wall boundary conditions. Consequently, comparisons of experimental and computed results made in Refs. 2 and 3 are considered to show qualitatively correct trends. Before different 'turbulence models can be quantitatively tested against the pressure and skin-friction data from these references, the proper outer wall boundary conditions must be incorporated into the computer code.
This paper describes the modifications to the computer code of Refs. 4 and 5 to include solid-wall inviscid boundary conditions. Results are presented which show differences in pressure and skin-friction distributions over an 18% thick circular arc airfoil, calculated by using free-flight boundary conditions and tfre solid-wall test-section boundaries of the experiments reported in Refs. 2 and 3. Experimental results are included for comparison.
As reported in Ref. 2 , both steady and unsteady flows were observed for specific ranges of freestream Mach numbers and chord Reynolds numbers. For example, for a given chord Reynolds number, there was observed a low subsonic Mach number range (above that for locally sonic flow on the airfoil) and a high subsonic Mach number range for which the local flowfieid was steady. In the intermediate Mach number range, the local flowfieid was unsteady and periodic.
The original intent in applying the modified computer code with wall boundary conditions was to obtain a solution for comparison with experiment at freestream conditions within each steady-flow regime near the boundaries,of the unsteadyflow regime. As noted in Ref. 2 , definition of the low Mach number boundary of the unsteady-flow regime is subject to hysteresis in the flowfieid. The initial selection of freestream conditions for a solution in the low Mach number steady-flow regime was inadvertently made in the region of hysteresis. Surprisingly, an unsteady flowfieid solution was obtained. The results are included in this paper and demonstrate, for the first time, the capabilities of the computer code to reproduce qualitatively the time-dependent aspects of experimentally observed unsteady turbulent flows with both weak and strong shock-wave boundary-layer interactions. Features important to airplane buffet such as oscillations in shock-wave location and strength and alternate regions of trailing-edge and shockinduced boundary-layer separation are reproduced.
II. Analysis Simulation Method
The transonic flowfieid about the airfoil was simulated numerically using a form of the computer program described in Ref. 5 . The program utilizes an explicit finite-difference method 6 " 8 to solve the time-dependent, two-dimensional, Reynolds averaged form of the Navier-Stokes equations applicable to compressible turublent flows. The turbulence is assumed in equilibrium with the mean flow and is modeled using an algebraically expressed eddy viscosity model. The computer program also incorporates the efficient numerical solver for Navier-Stokes equations described in Ref. 9 . The flow and turbulence-modeling equations are repeated here for completeness.
The flow equations in time-dependent form are Expressions for the eddy viscosity coefficient in the regions of the boundary layer and wake indicated in Fig. 1 
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Separation bubble wake region (IV) pe=(pe) DS The control volume, mesh, and boundary conditions are described in detail in Ref. 5 . Briefly, the airfoil, initially at rest, is impulsively started at time zero at the desired freestream Mach number and pressure. The control volume, -12 and + 8 chords in the* direction and ± 6 chords in the y direction, is divided into a 78x35 mesh. The flowfieid development within this volume is followed in time until it attains a steady state. For the present code, airfoil, and freestream conditions, this requires a time equivalent to the mean flow traveling about 9 chord lengths past the airfoil (w 00 /7e=9). At the far upstream and transverse boundaries, the flow is assumed uniform and at freestream conditions. At the downstream boundary, all gradients in the flow direction are assumed negligible. The airfoil is assumed impermeable (no-slip boundary conditions) and adiabatic, and the pressure gradient normal to the surface is assumed zero.
Modifications to Include Tunnel-Wall Boundary Conditions
Use of the experimental data of Refs. 2 and 3 to assess existing turbulence models and help develop improved models necessitated the choice of solid-wall boundary conditions. Computer storage and time significantly influenced the decision that the initial effort be based upon inviscid slip-flow boundary conditions.
The quantities a x and o v are the normal stresses in thex and y directions, respectively, ? x , "e v are unit vectors in orthogonal x t y space, and n is a unit normal vector to the surface element ds about the volume element vol.
The turbulence modeling is incorporated in the shear stress terms r xv and r yx in the form of an eddy viscosity coefficient e as 
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AIAA JOURNAL To minimize the modifications, the wall boundaries are superimposed upon the computational mesh used to obtain free-flight solutions. Computations with the walls are made for the entire mesh. However, at each of the computational mesh points just outside the wall boundaries, the dependent variables (horizontal and vertical components of velocity, internal energy, and pressure) are updated at each time step to satisfy the inviscid boundary conditions. This procedure is only slightly inefficient, since approximately 90% of the computational time is used in resolving the airfoil boundarylayer flow. Inclusion of the wall boundaries results in an 8% increase in computer time over that required for a free-flight solution.
In the present approach the coordinates, slope, and local wail curvature of the test section studied are used as inputs to the modified computer program. The program then finds all computational mesh points (mesh centroids) just outside the boundaries. Next, the image points of these boundary centroids are constructed normal to and inside the test section flowfield. Values of the dependent variables at the mesh points in the flowfield which most closely surround each image point are used for interpolation to obtain values of the dependent variables at the image points. These values of the dependent variables, at each time step, are used in conjunction with boundary conditions to continually update the dependent variables at the boundary centroids. Specifically, the horizontal and vertical components of velocity at the boundary points, u h and v b , respectively, are determined such that, locally, the total velocity q is tangent to the walls (i.e., no flow through the walls). With reference to Fig. 2 these conditions are written
From Eqs. (1) and (2) and the slope of the wall, it can be shown that
The internal energy e b at each boundary point is readily determined using the assumption of an adiabatic wall. Thus,
The pressure/?/, at the boundary points is determined from the normal momentum equation
Equation (6) can be rewritten by discretizing the partial derivative, making use of the equation of state, and expressing*?^ as a function of the known quantities, u h V;, and
Finally, by assuming that
, and with use of Eq. (5), the pressure at each boundary centroid is given by 
and (10)
To verify that the numerical algorithm for the wall boundary conditions was correct, two streamlines from a solution of a lifting airfoil in free flight were selected as upper and lower "walls" of a test channel. A solution was then obtained at identical freestream conditions for the airfoil in the presence of these walls. Within the accuracy of the numerical method, the flowfield about the airfoil should be the same for both solutions. This is demonstrated to be the case by the pressure distributions on the airfoil surfaces and along the free-flight streamlines and channel walls shown in Fig. 3 .
III. Results and Discussion
The upper and lower test-section walls used in the experiments reported in Refs. 2 and 3 were contoured to the shape of streamlines computed using an inviscid code. Streamlines used were one-half of the channel height away from the chordline of an 18% thick circular arc airfoil at a freestream Mach number M^ of 0.775. These walls were diverged slightly to compensate for channel-wall boundarylayer growth and were unchanged for tests at all Mach and Reynolds numbers. Thus, many of the experimental data of Refs. 2 and 3 were obtained at off-design conditions. Consequently, use of these experimental data to test the validity of turbulence modeling requires that the computer code contain the boundary conditions of the experiment. The actual wall coordinates of the experimental apparatus were used. All subsequent results are for an 18% thick circular arc airfoil at 0 deg angle of attack, and only results for half the flowfield are presented (with the exception of computed Mach contours of the entire flowfield). To avoid numerical difficulties, all computed results were obtained for an 18% thick circular arc airfoil with 1 % chord nose radius. Figure 4 shows the actual channel walls and streamlines, through the beginning of the contoured portion of the walls, obtained from free-flight viscous solutions atM^ =0.783 and 0.720 and a chord Reynolds number Re c^ of 11 x 10 6 . Note that an expanded ordinate is used to emphasize the wall and streamline shapes. The channel walls are a reasonable representation of the streamlines from the A/a, =0.783, ./te c ,<x> =11 x 10 6 solution. Consequently, these freestream conditions constitute a near-design test condition, and the results in Fig. 5 for free-flight and wall boundary conditions demonstrate that the respective differences between pressure and skin-friction distributions are small. Comparison of For the off-design conditions of M x = 0.720 and Re c>00 = 11 x 10 6 , the results in Fig. 4 show that the actual channel walls provide more "open area" about the airfoil than would exist had the walls been contoured to the shape of streamlines obtained from the free-flight viscous solution. Consequently, compared to free-flight results, the pressure field computed about the airfoil would be less severe when including the actual channel-wail boundaries. This is demonstrated by the computed pressure and skin-friction distributions shown in Fig. 6 . These results indicate the necessity for a computer code with proper boundary conditions when using experimental results to assess the adequacy of a code and turbulence model. Obviously, comparisons at off-design conditions between experimental data and solutions with channel walls would lead to a different assessment of the code and turbulence model than would similar computations using free-flight boundary conditions. 
Computed Effect of Wa!I Boundaries
Comparisons with Experiment
As noted in the Introduction, during the experiments reported in Ref. 2 both steady and unsteady flows were observed for specific ranges of freestream Mach numbers and chord Reynolds numbers. Figure 7 has been reproduced from the movie frames in Fig. 8b . In the high Mach number, steady-flow domain, a shock wave occurs near the 70% chord station sufficiently strong to induce boundary-layer separation at the base of the shock wave; see the right-most sketch in Fig. 7 and movie frame in Fig. 8c . Indicated by the square symbols in Fig. 7 are three sets of freestrearn conditions, M^ = 0.720, 0.754, 0.783 andRe Ci " = 11 x 10 6 , one in each flow domain, for which computer solutions with wall boundaries have been obtained for comparisons with available experimental data.
The flowfields in the two steady flow domains, in actuality, are pseudo-steady. Specifically, the shock-wave location and intensity, the point of boundary-layer separation, and the pressure and skin-friction distributions do experience small excursions about respective mean values in both the experiment and the computations. The amplitudes of these excursions are an order of magnitude or more smaller than in the unsteady flow domain. This will become apparent in discussions of subsequent results.
Experimental pressure distributions from Ref.
2 and the present computed results are shown in Fig. 9 for the three sets The steady flowfield at M^ =0.783 is characterized by a strong shock wave and shock-induced separation (see Figs. 7 and 9c). The computed results in Fig. 9c (and Fig. 5a ) are in excellent agreement with experiment ahead of the shock wave (x/c -0.675). The large differences between the computed and experimental mean results in the region of the shock wave and aft in the region of shock-induced separation again are attributed to inadequate turbulence modeling. In the separated region at x/c = 0.775, it is interesting to note the good agreement between the computed and measured magnitudes of the pressure fluctuations. Here, also, the fluctuation magnitudes at x/c = 0.25 and 0.50 are within the symbols.
The unsteady flowfield at M^ =0.754 is characterized by periodic shock-wave oscillations and oscillations in boundarylayer separation between the trailing-edge and shock-induced type (see Figs. 7 and 8b) . The calculated and experimental mean pressures agree well over the forward half of the airfoil. The similarity in the trends of the variation of the magnitude of pressure fluctuations about the mean value strongly suggests the possibility that the wave form of the experimental pressure fluctuations also may be reproduced by the calculations. This is shown to be the case in Further evidence that Navier-Stokes type computer codes with simple turbulence models reproduce shock-wave and boundary-layer spearation features for steady flows and are capable of qualitatively reproducing the time-dependent aspects of these features for unsteady flows is presented in Fig. 11 . Selected frames illustrating the three distinctively different types of flow just discussed are reproduced from a computer movie of Mach contours. The elapsed time corresponds to the chord lengths traveled by the mean flow during one cycle of the oscillatory flow shown in Fig. lib . Coalescence of the near-vertical contours over the latter half of the airfoil indicates the formation of a shock wave-the closer the contours, the stronger the shock wave. The horizontal contours aft of the shock waves and in the wake are in the outer region of the boundary layer and wake denoted as region II in Fig. 1 .
A careful comparison of Fig. 11 with the shadowgraphs in shock wave forms near the trailing edge just above a region of trailing-edge separation (note the upper surface in the second frame in Fig. lib and the t = 0 .62 ms frame in Fig. 8b) . The shock wave increases in strength as the local airfoil surface velocities ahead of the shock increase. The increased strength gives rise to shock-induced separation, and the shock wave and separated region begin to move forward. The local surface velocities upstream of the shock continue to increase and stabilize in a maximum velocity distribution. As the shock continues forward into a region of locally lower velocities, it diminishes in strength and vanishes as the separation point reverts to the trailing edge to complete the cycle. Meanwhile, the identical process is occurring on the lower surface 180 deg out of phase. Computed and experimental skin-friction distributions are shown in Fig. 12 for the three flow conditions of interest. The computed results were obtained from the same sets of flowfield data described earlier in discussing the pressure distributions. It is not surprising, therefore,, that the trends in the computed magnitudes of the skin-friction fluctuations (shaded areas) about the mean values (solid lines) are similar to those noted for the pressure fluctuations. Experimental data are available from Ref. 3 only for M x =0.783. The distribution of mean values of skin friction is shown in Fig.  12c . As in the case of the pressure distribution (see Fig. 9c ), the agreement between the computed and measured values is good ahead of the shock wave. The poor agreement in defining the shock-wave location and aft in the separatedflow region is again attributed to deficiencies in the turbulence model.
As discussed in Ref. 3 , the skin-friction gages used respond to a skin-friction parameter which is a combination of the flow quantities IL W P W T W . Because fluctuating pressure measurements were not recorded simultaneously with the fluctuating skin-friction data, it was not possible to determine the magnitudes of the maximum and minimum excursions in skin friction from dynamic records of jn H ,p M ,7 M , (p w ~p w ). Therefore, only the calculated and experimentally deduced values of the root-mean-square variations in the unsteady skin-friction parameter are compared here. The rms values shown in Fig. 13 have been normalized by a value near the midchord ahead of the shock wave. The sign of the ordinate in Fig. 13 corresponds to that of the local mean value of the skin friction. Just as these results for mean skin-friction show, the computed unsteady skin-friction results indicate the shock to be further downstream than in the experiment. However, the trends showing a rapid increase in dynamic activity ahead of the shock wave and an increased magnitude in the fluctuations downstream in the shock-induced separation region are similar.
The present results comprise a substantial amount of circumstantial evidence which indicates, for the first time, that Navier-Stokes type computer codes are capable of reproducing the time-dependent aspects of experimentally documented unsteady turbulent flows with shock-induced separation. However, just as the experimenter always questions whether unsteady flows are caused by some resonant tunnel phenomena, so the numerical analyst naturally inquires if computed unsteady-flow results are caused by the .wall boundary conditions, numerical inaccuracies, or computer-code asymmetries. The experimenter demonstrates that the unsteady flow is aerodynamically induced by using records of the aerodynamically different airfoil and wind-tunnel frequencies (see, e.g., Refs. 2 and 11) and by testing airfoils of different chord lengths and observing a constant airfoil reduced frequency (see, e.g., Refs. 11 and 12). The numerical analyst can make similar demonstrations in addition to checks for numerical accuracy and asymmetry. The computed unsteady flows were determined not to have been induced by including the channel walls as boundary conditions. This was determined from the results of a solution for the present airfoil at M^ =0.754 and Re coo = 11 x 10 6 in free flight. A periodic unsteady-flow solution was obtained. The reduced frequency and magnitudes of the airfoil surface pressure oscillations were slightly different from similar results for the solution including the channel walls and did not agree as well with experiment. Similar to the approach taken in Refs. 11 and 12, a solution with wall boundaries was obtained at the present unsteady-flow free-stream conditions for the same airfoil with one-half the present chord. An unsteadyflow solution was obtained and the frequency of the airfoil surface pressure oscillations was twice that for the longer chord airfoil; thus the reduced frequency was constant at /=0.40.
A cursory investigation of the unsteady-flow solutions has revealed that they are, in fact, a result of viscous phenomena and not a result of numerical inaccuracies. For example, inviscid computations for the same M^ produced a steadyflow solution. A viscous solution for a half airfoil at M^^0.754 and Re c<x = llxl0 6 produced a steady-flow solution. The half-model boundary conditions, however, preclude communication of pressure waves across the airfoil wake and provide a solid boundary upon which the separated boundary layer can reattach. A similar, more physically realistic test is to experimentally and computationally reduce such communication across the wake and provide a solid boundary by using a trailing-edge splitter plate of sufficient length to produce a steady flow. It was determined experimentally that a one-quarter-chord trailing-edge splitter plate stopped the unsteady flow at all Reynolds numbers for which unsteady flow occurred without the splitter plate at M x =0.754 (see Fig. 7 ). !3 Viscous computations for the same airfoil and splitter plate at M^ =0.754 and Re C}00 = 11 x 10 6 produced a steady-flow solution. The computed and experimental airfoil pressure distributions are shown in Fig. 14. 13 The agreement is very good except near the airfoil trailing edge. These results demonstrate that the present code and turbulence model can predict the flow field about an airfoil with a large pressure jump (shock wave) and trailingedge separation. The disagreement in the small separated region near the trailing edge is again attributed to inadequate turbulence modeling in this region.
A careful examination of the present computer code revealed one obvious coding error which introduced a large numerical asymmetry and two subtle coding errors that possibly may introduce small numerical asymmetries. The computer code was corrected for the coding error which had introduced the large numerical asymmetry, the present unsteady-flow case was re-run, and essentially the same unsteady-flow solution was obtained. Correcting the code for the two subtle coding errors has proven more time consuming than originally anticipated. Since eliminating the possible sources of small numerical asymmetries should not alter the qualitative aspects of the agreement with experiment, the computed results obtained to date are being published without delay.
Even though there is strong circumstantial evidence that the present computed unsteady-flow results qualitatively reproduce the physical features of similar real flows, until similar results are obtained with a computer code with no numerical asymmetries, the present computed unsteady-flow results should be considered preliminary.
IV. Concluding Remarks
A successful initial effort has been made in including wall boundary conditions in a computer code for solving the twodimensional, compressible Navier-Stokes equations for flow over airfoils, albeit slip-flow wall boundary conditions were used. While inclusion of the wall boundary conditions does provide improved agreement with experimental results, it does not alter the conclusion of earlier investigators that improved turbulence models are required before existing codes can correctly predict the flow features characteristic of strong shock-wave boundary-layer interactions with relatively large regions of separated flow. Present results indicate that, with the availability of computer codes with proper boundary conditions, an improved tool is now in hand for quantitatively testing different kinds of turbulence models against data from two-dimensional, fully documented experiments.
Evidence is also in hand which shows (for the first time to the author's knowledge) that Navier-Stokes type computer codes are capable of reproducing the time-dependent aspects of unsteady turbulent flows involving weak and strong shockwave boundary-layer interactions. Present computed results indicate that the intensity of airfoil surface-pressure and skinfriction fluctuations, the reduced frequency of pressure fluctuations, oscillatory regions of trailing-edge and shockinduced separation, and the Mach number range for unsteady flows can be qualitatively reproduced. These results inspire confidence that once turbulence models are developed with which the improved computer codes can predict experimental steady-flow results, the codes can then be used to study the time-dependent aspects of unsteady flows and hence provide insight into unsteady aerodynamic phenomena such as buffeting, inlet buzz, and rotating helicopter blades.
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The science and technology of heat transfer constitute an established and well-formed discipline. Although one would expect relatively little change in the heat transfer field in view of its apparent maturity, it so happens that new developments are taking place rapidly in certain branches of heat transfer as a result of the demands of rocket and spacecraft design. The established "textbook" theories of radiation, convection, and conduction simply do not encompass the understanding required to deal with the advanced problems raised by rocket and spacecraft conditions. Moreover, research engineers concerned with such problems have discovered that it is necessary to clarify some fundamental processes in the physics of matter and radiation before acceptable technological solutions can be produced. As a result, these advanced topics in heat transfer have been given a new name in order to characterize both the fundamental science involved and the quantitative nature of the investigation. The name is Thermophysics. Any heat transfer engineer who wishes to be able to cope with advanced problems, in heat transfer, in radiation, in convection, or in conduction, whether for spacecraft design or for any other technical purpose, must acquire some knowledge of this new field.
Volume 59 and Volume 60 of the Series offer a coordinated series of original papers representing some of the latest developments in the field. In Volume 59, the topics covered arc 1) The Aerothcrmal Environment, particularly aerodynamic heating combined with radiation exchange and chemical reaction; 2) Plume Radiation, with special reference to the emissions characteristic of the jet components; and 3) Thermal Protection Systems, especially for intense heating conditions. Volume 60 is concerned with: 1) Heat Pipes, a widely used but rather intricate means for internal temperature control; 2) Heat Transfer, especially in complex situations; and 3) Thermal Control Systems, a description of sophisticated systems designed to control the flow of heat within a vehicle so as to maintain a specified temperature environment. 
