Abstract. We study the Brownian functional
Introduction
A classical theorem of Dvoretzky, Erdos and Kakutani [1950] states that a Brownian path W t will intersect itself in both two and three dimensions. This fact is at the heart of Symanzik's approach to Euclidean quantum field theory [1969] where the key role is played by the purely formal expression Here δ x is the Dirac delta function concentrated at x. When x = 0, (1 . 1) is meant as a measure of the amount of time f, 0 ^ t ^ /ι, spent by the path in intersecting itself.
This expression also appears in the study of polymers, see Edwards [1965] and Westwater. In this paper we employ the general perspective of the theory of local times to analyze (1.1). For an excellent overview of local times, together with extensive references, we refer to the survey paper of Geman and Horowitz [1980] . The only general method for studying local times of Gaussian processes involves local non-determinism (LND), a concept introduced by Berman [1973] , and generalized by Pitt [1978] and Cuzick. Since the process underlying (1.1) does not appear to be locally nondeterministic, we are forced to develop a new approach. We refer the reader to Rosen [1981] , and Geman, Horowitz and Rosen [1981] , where the local time of other processes are studied without using LND. In the latter paper we also discuss the question of the general role of LND.
Let us begin with the general definition of local time. (x) . Intuitively, we think of α(x, B) as the amount of time in B spent by our function at x. As a consequence of these definitions,
for all bounded Borel functions/. Finally, if X is a random field, i.e. if X = X(T, ω), where ω is a point in a probability space (Ω, dP), we say that X has a local time on B, if AΓ( ,ω) has a local time on J3 for almost all ω. We usually suppress ω in our formulas. Now apply this setup to (1.1). 
(1.7)
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If α(x, //) were continuous at x = 0, this limit would be simply α(0, //). Unfortunately, α(x,H) cannot be continuous at x = 0, and in fact the limit in (1.7) is infinite. As we now explain, this is related to the fact that the image of a Brownian path in R 2 or R 3 has zero Lebesgue measure (Itό and McKean [1965] Symanzik [1969] has described a way to "renormalize" (1.1). Instead of using (1.6), which we saw gives oo , Varadhan shows that it is possible to choose, independently of the path, a sequence of constants
(dP). This "renormalized" o o version of (1.1) is acceptable for the purposes of quantum field theory.
In this paper we focus on a different, and complementary, aspect of ( 1 . 1 ). We shall see that the infinite result in (1.6), for both two and three dimensions, stems from the diagonal A in H = [0, h] 2 . In fact, we will prove that for any bounded Borel set B in #+(ε) = {(s, ί)|s, t ^ 0,|s -t| ^ ε},ε > 0 arbitrary, a(x,£) is a continuous function of x, and then we find the simple identity J \δ x (W t -W s )dsdt = α(x,£). (By the B continuity of the paths, these results persist for x ^ 0 even if Br\Δ ^ 0.) In our opinion, given the work of Varadhan, the main obstruction to carrying out Symanzik's quantum field theory program is in understanding the behavior of α(x, B) for B ^ R 2 + (ε). We present here a detailed analysis of the local behavior of α(x,B).
Our main theorem is Remark. Version refers to the fact, mentioned after (1.3), that oφc, B) can be altered on sets of measure zero dλ d (x) . We can in addition require that for each fixed x, α(x, ) be a finite measure on R 2 + (ε). In proving Theorem 2 we need the following result which is of interest by itself. A celebrated theorem of Trotter [1958] says that the local time α(x, [0,/z]) for (onedimensional) Brownian motion, W t , is a continuous function of (x, h). Our next theorem is an analogue of this. Let
Theorem 3. We can choose a version of the local time such that, a.s., oφc, Q hlyh2 ) is a continuous function of(x,h 1 ,h 2 ).
We next study the behavior of α(x,5) as a function of B^R 2 +(ε). Theorem 4 will follow easily from our results and the general theory. 
where as usual V(x) = E(x 2 ) -E 2 (x). Let T=(ί l9 ί 2 ), T' = (ί 3 ,ί 4 ). If π denotes a permutation of (1,2,3,4), let Δ(π) be the set of (ί l5 ί 2J f 3 ,ί 4 )eK 4 such that
By checking the few possibilities it is easy to verify that Proof of Lemma L This follows from the arguments used in proving Lemma 1 of Rosen [1981] and the following lemma which is basic for all our results. This is an "integrated" version of Theorem 2. To go from this to Theorems 2 and 3 we need only refer to Sect. 27 of Geman and Horowitz [1980] .
Lemma 2. Let B be a bounded Borel set in R
2 + (ε) for some ε > 0. Then k Γ / k M J J Π ^Ί y exp -(1/2)VI X ui X(T j )\
Proof of Lemma 2.
Proof of Lemma 2. Let T j = (s j9 tj) and write (z 1 ,z 2 ,...,z 2fc ) = (5 1 ,ί 1 ,5 2 ,ί 2 ,...5 fc ,ί k ). We may assume B c {(5, t)\t > s} 9 for otherwise, in the region s/>f/, change u j to -u j . We may also assume that B k is replaced by B k n A(π) for some permutation π of {1,..., 2/c}, where A(π) = {(z ί9 ... 9 z k )\z π(1) < z π(2) < z π(2k) }, since (2.6) is a sum of integrals over such regions.
Let us define disjoint intervals
, we see that
The X^ ) are independent so that on introducing the notation For the other integrals we use (if
o \ύ I Using (3.9), (3.11), (3.12) we see that the integral in (3.5) is bounded by
We will prove the following simple lemma.
By this lemma, changing coordinates in the first integral of the bottom line of (3.13), we see that this integral is finite if which means d < 4 -2y, i.e. y < 2 -d/2.
The second integral is handled similarly with the help of the following less simple lemma. This will complete the proof of Lemma 2.
Lemma 4.
We can choose a nonsingular set of coordinates for R dk from the set Before proving Lemmas 3 and 4 we offer a simple illustration. Let fe = 2 and S 1 <s 2 <t 2 <t 1 . Then ΰ 1 =u\ u 2 = u 1 + u 2 , ΰ 3 =u\ M 4 = 0, /(I) = 1, /(2) = 2 and clearly {w 1 ,^2} are a nonsingular set of coordinates for R 2d . Here r(l) = 4, r(2) = 3, d(l) =d(2) =2, and we see again that {w 3 ,i/ 2 } are a nonsingular set of coordinates for R 2d .
Proof of Lemma 3. Let p be the permutation of {!,..., fe} suchthat/p(l) <fp (2) With these two inequalities, the proof of our theorem now follows from Sect. 27 of Geman and Horowitz [1980] .
We can assume a<b, and h so small that a -f h 4-ε/2 rg b. In this situation we can make a more detailed analysis of where we are using the notation of the proofs of Theorem 2 and Lemma 2. Note that in our case (B a square) all s f < ί^ . Let π 1 , π 2 be permutations of { 1 , . . . , /c], and define
respectively. Then in z)(πj) x /I(π 2 ) we have 
(k-l)l
Our theorem now follows as in Kono [1977] . (Although this work seems to require d/2 < 1, with our estimate it can easily be modified.)
Proof of Theorem 6. Let us first use an argument of Tran [1976] , to show that, a.s., which implies (4.5). We now follow Adler [1978] , easily modified to cover dj=l. His Lemma 5 together with (4.5) and our Theorem 4 show that, a.s., for every ε > 0 Acknowledgement. It is a pleasure to thank D. Geman and J. Horowitz for many helpful conversations.
