In this paper, using elementary calculus only, we give a simple proof that Green function estimates imply the sharp two-sided pointwise estimates for Poisson kernels for subordinate Brownian motions. In particular, by combining recent result of Kim and Mimica [5], our result provides the sharp two-sided estimates for Poisson kernels for a large class of subordinate Brownian motions including geometric stable processes.
1 Introduction and main result purpose of this paper is to serve as a reference to the sharp two-sided pointwise estimates for Poisson kernel for the large class of symmetric Lévy process.
Typically, the infinitesimal generators of general Lévy processes in R d are not differential operators but non-local (or integro-differential) operators. Even though integro-differential operators are also very important in the theory of partial differential equations, general Lévy processes and corresponding integro-differential operators are not easy to deal with. The investigation of fine potential-theoretic properties of Lévy processes corresponding to integro-differential operators in the Euclidean space began in the late 1990's with the study of symmetric stable processes (equivalently, fractional Laplacian). One of the first results obtained in this area was sharp Green function and Poisson kernel estimates of symmetric α-stable processes in bounded C 1,1 domains in R d , 0 < α < 2, d ≥ 2. See [2, 10] . Very recently in [5, 6] Green function estimates are established for a large class of subordinate Brownian motions in bounded C 1,1 open sets. The goal of this paper is to obtain Poisson kernel estimates for subordinate Brownian motions in bounded C 1,1 open sets.
A subordinate Brownian motion in R d is a Lévy process which can be obtained by replacing the time of Brownian motion in R d by an independent subordinator. More precisely, let B =
(1.2)
Note that, under even milder assumptions, it is shown in [4] that G(x, y) = g(|x − y|) φ (|x − y| −2 ) |x − y| d+2 φ(|x − y| −2 ) 2 as |x − y| → 0. Note that the function r → j(r) is strictly positive, continuous and decreasing on (0, ∞). We will assume that b = 0 so that our subordinate Brownian motion is a pure jump process. We will consider the following properties of j, which hold under the assumptions (A1)-(A4) (see [4] ). 
Now, we define the Poisson kernel by
Then (1.7) can be written as
In this paper we use CS z to denote an orthonormal coordinate system CS z : y = (y 1 , . . . , y d−1 , y d ) := (ỹ, y d ) with origin at z ∈ R d . We say C(x, r, η) is a cone with vertex x ∈ R d , angle η > 0 and radius r > 0 when C(x, r, η) = {y = (ỹ, (1) For any x ∈ D, C(x, R, η) \ {x} ⊂ D for some orthonormal coordinate system CS x where C(x, R, η) is a closure of C(x, R, η).
and corresponding cone C(z 0 , R, η) which is contained in D for some coordinate system CS z 0 . In particularz =0 in CS z 0 .
The pair (R, η) is called cone characteristic constant of the open set D.
Note that Lipschitz open set satisfies the above cone condition. For open set D, we denote
We are now in a position to state the main result of this paper.
Theorem 1.2. Suppose M > 0 and that X = (X t : t ≥ 0) is a Lévy process whose characteristic exponent is given by
is a Bernstein function with φ(0+) = 0 and lim t→∞ φ(t) = ∞. We assume that there exists a increasing function ψ :
Then, (1.2), (1.4) and (1.5) imply that if bounded open set D satisfies the cone condition with cone characteristic constant (R, η) and
where C * 0 , C * 1 and C * 2 are constants satisfying (1.2), (1.4) and (1.5).
The assumption (1.9) is very mild. For example, if φ is a special Bernstein function
|x−y| d+2 φ(|x−y| −2 ) 2 as |x − y| → 0, then (1.9) is always true because g(λ) is decreasing. Note that the term 1 + φ(d
Even though (1.10) follows by direct integration and estimation, due to our general formulation it is not straightforward. Nevertheless, assumptions on the set D are mild; it may be just a bounded Lipschitz or C 1,β open set for some β ∈ (0, 1). It is worth of mentioning that the constant c in Theorem 1.2 depends on R/d D ; thus allowing uniform estimates of Poisson kernels of balls with constant not depending on the radii of balls(cf. Corollary 2.7).
Recall that an open set D in R d (when d ≥ 2) is said to be C 1,1 if there exist a localization radius R > 0 and a constant Λ > 0 such that for every z ∈ ∂D, there exist a
and an orthonormal coordinate system CS z : y = (y 1 , . . . ,
The pair (R, Λ) will be called the C 1,1 characteristics of the open set D. By a C 1,1 open set in R we mean an open set which can be written as the union of disjoint intervals so that the minimum of the lengths of all these intervals is positive and the minimum of the distances between these intervals is positive.
In [5] the following conditions on the Laplace exponent φ of the subordinator S are considered: (A-1) φ is a complete Bernstein function, i.e. the Lévy density µ of φ has a completely monotone density; (A-2) the Lévy density µ of φ is infinite, i.e. µ(0, ∞) = ∞ ; (A-3) there exist constants σ > 0, λ 0 > 0 and δ ∈ (0, 1] such that
we assume that the constant δ in (A-3) satisfies d + 2δ − 2 > 0 and that there are σ 0 > 0 and
, then we assume that there exist constants σ 1 > 0 and
Due to [4, 5] , under these assumptions, (1.2)-(1.5) hold and G(x, y) = g(|x−y|)
as |x−y| → 0 so that (1.9) also holds. Therefore applying Theorem 1.2, we have the sharp two-sided estimates for Poisson kernel for a large class of subordinate Brownian motion including Geometric stable process.
Example 1.4. When the subordinator has the Laplace exponent
by [9, Lemma 3.3] and our Theorem 1.3, we have
Note that when φ(λ) = λ α/2 , it is known that
(See [2, 10] .)
In this paper, we will use the following convention: The values of the constants
, C 8 will remain the same throughout this paper, while c, c 1 , c 2 , c 3 , . . . stand for constants whose values are unimportant and which may change from one appearance to another. All constants are positive finite numbers. The labeling of the constants c 1 , c 2 , . . . starts anew in the proof of each result. We denote ω d the surface area of unit sphere ∂B(0, 1) in R d .
Proof
In order to cover more general Lévy processes, we give the proof under slightly weaker assumptions.
We assume the function Φ : [0, ∞) → [0, ∞) satisfies the following properties:
(P1) Φ is an increasing C 1 -function with Φ(0) = 0 and lim t→∞ Φ(t) = ∞.
(P2) There exists a constant C 0 ≥ 1 such that
We assume X := (X t , P x : t ≥ 0, x ∈ R d ) is a purely discontinuous symmetric Lévy process such that the characteristic exponent of X is Φ X (ξ) and the Lévy measure of X has a density J(x) and P x (X 0 = x) = 1. Then
We further assume that (J1) There exist a decreasing function j : (0, ∞) → (0, ∞) and constants γ 1 , γ 2 > 0 such that
We assume that the mean occupation time of X before exiting D
has a density which we denote by G D (x, y) and it will be called the Green function of D(with respect to X).
We assume that the Green function G D (x, y) and the function j in (J1) satisfies the following estimates:
(G) There exist positive constants C 3 and C 4 such that
Note that (P3) and (J2) imply that there exists C 8 > 0 such that
In fact,
Also, by using the assumption that Φ is increasing and (2.1), it follows that (2.4) is equivalent to
for some positive constant C * 3 , C * 4 . Indeed,
.
Since other cases are similar or easy to check, we will show that
which implies (2.9). This shows that (2.8) is equivalent to (2.4). As in (1.8) we denote the Poisson kernel of
Remark 2.1. When Φ is of the form Φ(λ) = φ(λ 2 ), we can check (P1)-(P4) for some particular cases of φ:
(1) φ is a Bernstein function with φ(0+) = 0:
In this case, Φ is increasing C ∞ -function and Φ (λ) = 2λφ (λ 2 ). By concavity, every Bernstein function φ satisfies φ(tλ) ≤ λφ(t) for all λ ≥ 1, t > 0. So we have (P2) with C 0 = 1. Since φ is decreasing, we have (P3) with C 1 = 1/2. So, for a Bernstein function φ, (P2) and (P3) hold. If φ has further property such that lim t→∞ φ(t) = ∞ then lim t→∞ Φ(t) = ∞ which implies (P1). In fact, lim t→∞ φ(t) = ∞ holds when Lévy measure of X is infinite.
(2) φ is a special Bernstein function, i.e. λ → λ φ(λ) is also a Bernstein function: 
It follows from Remark 2.1 that if φ satisfies the assumptions in Theorem 1.2, then Φ(λ) = Φ X (λ) = φ(λ 2 ) satisfies (P1)-(P4) and (1.2), (1.4), (1.5) imply (G), (J1), (J2) and (J3). For the remainder of this section we assume that Φ satisfies (P1)-(P4). We want to estimate K D (x, z) in terms of Φ when (G), (J1), (J2) and (J3) hold.
We first consider the case
3), (2.6) and (2.7) hold, then there exist
Proof. We note that
(2.12)
We consider two cases: 
In the last equality, we have used lim t→∞ Φ(t) = ∞.
2
We now give the upper bound of
Proposition 2.3. Suppose (2.3) and that the upper bounds of G D (x, y) and j(|x|) are given by (2.4) and (2.5), respectively. Then there exists c = c(γ
Proof. By (1.8), we have
By (2.4) we have the following estimate.
(2.14)
When |x − z| < 2|x − y|, by using (P4), (2.2) and the assumption that Φ is increasing,
where
holds. Using this, (2.3), (2.13), (2.15) and polar coordinates
In the second inequality, we have used the fact that δ D (y) ≤ |y − z| and in the last inequality we have used Φ(0) = 0.
On the other hand, when |x − z| ≥ 2|x − y|, we have
Thus by using (P4), (2.2) and the assumption that Φ is increasing,
as in (2.15). From (2.3), (2.5), (2.14) and (2.17), we get
Let a := |x − z|. By the triangle inequality and (2.16),
We split the above integral as
By using lim t→∞ Φ(t) = ∞ and Φ(0) = 0 respectively, we have
So, by using (P2),
Combining this with (2.18), we have
for some c = c(γ 2 , C 0 , C 1 , C 2 , C 4 , C 6 , d) > 0. This finishes the proof. 
Proof. By (2.10), we only need to show that
Since D satisfies the cone condition and x ∈ D, there exists a cone C(x, R, η) ⊂ D for some coordinate system CS x . So, E x := C(x, R, η/2) is also in D in the same coordinate system CS x . Then there exists a constant c 1 = c 1 (η) ∈ (0, 1] such that c 1 |x − y| ≤ δ D (y) for y ∈ E x . This and
Thus using (2.1), with c 3 = c
1/2 2
we get
From these facts, for some c 6 = c 6 (η) > 0, we have 
In the penultimate inequality, we have used that c 5 < 1 and Φ is increasing. The claim (2.19) is proved.
2 Proposition 2.5. Suppose (2.3) and that the lower bounds of G D (x, y) and j(|x|) are given by (2.4) and (2.5), respectively. Then there exists c = c(γ
Proof. Since |x − z| ≥ δ D (x) and Φ is increasing, we have
Thus, by (2.3), (2.4) and (2.5), there exists a constant c 1 = c 1 (γ 1 , C 3 , C 5 ) such that
Let a = |x − z| and D a := a −1 (D − x). Note that 0 ∈ D a and (3d D ) −1 < a −1 < ∞. By change of variable y −x = |x−z|ŷ and using the triangle inequality |y −z| ≤ |x−z|+|y −x| = (1+|ŷ|)|x−z| < 4M , we have |y − x| −1 = a −1 |ŷ| −1 and |y − z|
where the first inequality comes from (P4) and the second inequality holds since Φ is increasing. This implies that
Since D satisfies the cone condition with cone characteristics (R, η), there is a cone
By taking r 1 = R/3d D ≤ 1/3, we have P :=Ĉ(0, r 1 , η/2) ⊂ D a in some coordinate system CS 0 . Then there exists c 2 = c 2 (η) ∈ (0, 1] such that c 2 |ŷ| ≤ δ Da (ŷ) and |ŷ| ≤ r 1 forŷ ∈ P . Hence, by (2.1) and the assumption that Φ is increasing,
where the last inequality comes from (2.1) and r 1 < 1. Therefore, from (2.22)-(2.24) we conclude that
We now state and prove the main result. 
From this and (J2) we have
which implies the equivalence between (2.25) and (2.26) for z ∈ D c with δ
Thus (2.25) is equivalent to
Hence by Proposition 2.3, Proposition 2.4 and (2.11) it suffices to show that the lower bound of (2.26) holds for z ∈ D c with δ D (z) ≤ 2d D . For the remainder of the proof we assume z ∈ D c with δ D (z) ≤ 2d D and we consider the following three cases separately.
Since |x − z| < 3d D and Φ is increasing, Proposition 2.5 implies
where c 2 = R/(C 1/2 0 51d D ). Note that c 2 satisfies the inequality
In this case, using Proposition 2.5 and (2.1) we have
Case 3. 32δ D (z) < |x − z| and δ D (z) < R/17:
). This, (2.1) and (2.4) imply that for y ∈ Q
for c 3 = C 3 /4C 0 . Thus, by (2.3) and (2.5),
(2.29)
For y ∈ Q, |x − y| ≤ |x − z| + |y − z| ≤ 3 2 |x − z|. This and (P4) imply that
Since Φ is increasing, by (2.2) and (2.30) we have
Since D satisfies the cone condition and δ D (z) < R/17 < R/4, as in (2) in the Definition 1.1 there exists z 0 ∈ ∂D and a cone C(z 0 , R, η) ⊂ D so thatz =0 in coordinate system CS z 0 .
We will choose η > 0 such that
Suppose y ∈ W . First, we note that, since |y − z| < (R ∧ |x − z|)/2 < R/2,
Now, we will prove 2|ỹ| < ηy d for y ∈ W . If |ỹ| ≥ κ|z − z 0 |, then clearly 2|ỹ|/η ≤ |ỹ|/η + z d < y d . Suppose |ỹ| < κ|z−z 0 | and 2κ|z−z 0 |/η ≥ y d . Then using the fact that 2κ|z
This is a contradiction with y ∈ W . So, for |ỹ| < κ|z − z 0 |, we have 2|ỹ|/η < 2κ|z − z 0 |/η < y d . Hence y ∈ C(z 0 , R, η/2) which finishes the proof of (2.32). 
for some constant c 6 (η) > 0. For simplicity, we define
Combining Proposition 2.5, (2.29), (2.31), (2.34) and (2.35), for 32δ D (z) < |x−z| and δ D (z) < R/17, Proof. For any r < M/2, a ball with radius r satisfies the cone condition with cone characteristic constant (r, 1). So, the ratio R/d D = 1/2 and (2.37) holds for some c = c(γ 1 , γ 2 , C 0 , C 1 , C 2 , C 3 , C 4 , C 5 , C 6 , C 7 , M, d) > 1. Except C 3 and C 4 , other constants are independent of r. Thus, if C 3 , C 4 are independent of r, the constant c is independent of radius of the ball. 2
Remark
We first record a simple fact. Then there exists a constant c > 0 such that φ(λ) ≤ cλφ (λ) for all λ ≥ λ 0 .
Moreover, by concavity, we see that φ(tλ) ≤ λφ(t), λ ≥ 1, t > 0. 
