In Brief
Multiple object awareness (MOA) is a version of a multiple object tracking task. Wu and Wolfe show that MOA capacity is much larger than classic object tracking because it includes partial knowledge of location (''the cow is somewhere over there''). Partial knowledge that degrades over time is still useful knowledge and can guide search for a target.
RESULTS
To measure the capacity of multiple object awareness (MOA), observers were asked to monitor a set of 16 unique, moving animals. Intermittently, observers were asked to find the location of one randomly chosen item (see STAR Methods for detail). Critically, unlike asking for a single response as in classic multiple identity tracking (MIT) and multiple object tracking (MOT) tasks, observers had to keep clicking on the discs until they located the target. Observers were asked to use as few clicks as possible. Once the target was found, the next trial began.
In this task, classic MIT capacity can be calculated by classifying trials requiring only one click as correct and all other trials as incorrect. This yields a capacity of 2.7, replicating prior work [4] . The classic model would assume that observers click on the target if it is in the tracked set and click randomly otherwise. They could click randomly among all items (N) or among all items except those successfully tracked (NÀK). The results show that our observers sometimes clicked on all 16 items (Figure 1C) . Apparently, if observers do not know the target location, they treat all locations as possible target locations. If all locations are treated as possible targets when guessing, then a capacity of 2.7 predicts an average of 7.2 clicks to find the target. However, observers used only 5.6 clicks. The 5.6-click empirical result is consistent with a much larger capacity of 6.1 items (see STAR Methods). Estimated MOA capacity is larger than MIT capacity for every observer ( Figure 1B ; pairwise t test: t(11) = 13.31, p < 0.001, Cohen's d = 3.84).
Further analysis shows that 6.1 may be a conservative estimate of MOA capacity. If observers always clicked on the target when it was in K tracked items, then the probability of requiring just one click should be K 16 . Under the assumption that observers simply guess if the target is not among the K tracked items, the remaining clicks should form a uniform distribution of guessing responses from 2-16 clicks. However, Figure 1C shows non-uniform probabilities that decline with increasing numbers of clicks. To account for this declining performance, we propose a spatial imprecision model that assumes that the precision of observers' knowledge of an attended item degrades as subsequent items are attended. When first attended, an item's location is known reasonably precisely. As other items are attended, the precision of that location information degrades so that other nearby items would also become candidate locations for that target. This imprecision can be modeled as a window around the target. The observer will select items in an ''effective set size (EffSS)'' consisting of the items falling inside that window. In the model, the radius of the window rises linearly with time so EffSS rises with the square of time (see STAR Methods). Eventually, this virtual window would cover the entire display, and the item's location would be completely forgotten, requiring the observer to guess amongst all locations. At any moment, each item in the display would have its own associated EffSS. In this model, MOA capacity can be estimated as the number of items where EffSS is smaller than the set size. Figure 2 shows the histogram of number of clicks required to find the target for set sizes of 6, 16, and 32, as well as the fit of the spatial imprecision model to those data (root mean square error [RMSE] = 4.9%, 0.7%, and 0.5% for set sizes 6, 16, and 32). The model parameters are a forgetting rate and an initial precision (sometimes, even just after attending an item, you are unsure which of two or three items was the horse). The data for all three set sizes are fit with the same values for these parameters.
The model generates an estimate of the MOA capacity on each trial by counting the number of items with EffSS < set size. Figure 2D shows histograms for 10,000 simulated trials. The average MOA capacities are estimated as 5.3, 8.4, and 9.9 items for set sizes 6, 16, and 32. Theoretical capacity with these parameters would only grow to 11 at set size 128. This slight growth seems likely to be due to imperfections in the model. It is reasonable to assume that MOA capacity asymptotes around 10 items. There is one more way to measure MOA capacity, based on estimating the guessing rate. Since the trials completed by guessing should be uniformly distributed from 1ÀN clicks, the average guessing rate can be estimated from the percentage of trials where observers clicked on all items. Thus, for set size 6, observers clicked on all 6 items on about 1% of trials. The overall pure guessing rate would be 6% (6 3 1%). This suggests that observers possess some location information for the remaining 94% of items on each trial. This produces an estimated capacity of 5.6 items (6 3 94%). For set size 16, the average guessing rate for each click was 2%, so the overall guessing rate would be 32% (16 3 2%). MOA capacity would be 68% of 16 items or 10.9 items (16 3 68%). Similarly, for set size 32, the estimate is 11.52 items based on a 2% guessing rate asymptote. These slightly higher capacity estimates can be reconciled with the model's estimates. The capacity estimated from the model is the mean of the EffSS distribution. On some trials, by chance, observers will have knowledge about 10, 11, and 12 items. Therefore, this capacity estimate derived from the overall guessing rate should be considered to be a liberal, upper bound.
In experiment 2, observers were asked to locate four targets. In the unique shapes condition, displays consisted of 16 unique combinations of 4 colors and 4 shapes, and observers needed to locate 4 different items. In the repeated shapes condition, displays con- sisted of four groups of four identical color 3 shape combinations. Observers needed to locate all four members of one group. Figure 3A shows average number of clicks required for the first through fourth items. The data for the unique shapes condition are just a bit better than chance performance. The repeated shapes condition produces better performance. In the repeated animals condition, observers monitored displays of four identical examples of four different cartoon animals (the same animals as in experiment 1). The average numbers of clicks used to find each of the four targets are nearly identical whether the stimuli were simple, easily grouped color 3 shape conjunctions items or more complex cartoon animals ( Figure 3A) . The spatial imprecision model fits these data quite well. Searching for four unique items was hard and produces a MOA estimate of just 2.8 items. Searching for four repeated items was easier. The estimated capacity of 8.6 items is roughly similar to the results of experiment 1.
When observers fail to select the target, what do they select? They might select something that shares features with the target. In experiment 3, observers monitored the 16 colored shapes used in the unique condition of experiment 2. They were asked to locate one of these. Here, we want to know if an observer, searching for a red circle, is more likely to click on an item sharing a feature with the target (e.g., red star or blue circle) as opposed to an item sharing no features with the target (e.g., blue star). For those trials where observers did not find the target on the first click, Figure 4A shows the likelihood of each type of feature, selected on the first click conditioned on the features of the target. Clearly, items with the target's color are somewhat more likely to be selected than the items with other colors (paired t test comparing average probability of selecting an item with the target's color versus selecting an item with other colors for 16 possible targets: t(15) = 6.55, p < 0.01). There was no significant evidence that observers were similarly biased to the item with the target's shape (t(15) = 1.68, p = 0.11). Overall, the effect of color is fairly modest, but there is some evidence for guidance by the features of the target. The probability that the first incorrect click falls on an item of the target color is 32%. The probability of picking one of the other colors is 22%.
If non-target clicks were determined entirely by their featural similarity to the target, then the average distance from an incorrect click to the actual target location should be independent of the number of clicks required to find the target. In contrast, the spatial imprecision model predicts that, when observers failed to click on the target, they would be likely to click near the target. Figure 4B demonstrates this strategy. When observers know something (e.g., finding the target in <6 clicks), the average distance to the target is clearly lower than the cases where the observers know nothing (e.g., 16 clicks) and where they must be guessing at random. Taken together, the data shown in Figures 4A and 4B suggest a modest tendency to select items that share a color with the target and a strong tendency to select items in the imprecisely remembered neighborhood of the target.
DISCUSSION
The key insight from the MOA paradigm is that while observers' knowledge may be imprecise, it is still knowledge. There is a vast difference between saying ''Hayden is near the sofa'' and ''I don't know where she is.'' To give a real-world example, it seems likely that a professional quarterback knows something about the locations of more than two to three players on the field, even if that knowledge suffers from a degree of imprecision. Indeed, it might be interesting to test whether a larger MOA capacity is part of what distinguishes a great quarterback from a merely good one. MOA capacity may similarly influence a range of tasks, from driving to surveillance, that rely on awareness in a dynamic visual world.
Even if it is larger than older capacity estimates, MOA capacity must still underestimate our capabilities in the real world. The structures of that real world will help, too. Thus, if we know that Hayden is near the couch, we probably also know that she is not on the part of ceiling that is near the couch. MOA capacity combined with guidance by scene properties [6, 7] is likely to make our search quite efficient. Indeed, while these experiments have made use of dynamic, moving stimuli, it seems likely that similar considerations would apply to static stimuli. For example, if you were asked to click on or move your eyes to the location of the word quarterback, your first fixation or click might not be correct, but your MOA (and your understanding of the structure of the scene of this page) would probably allow you to find that word without the need for a random search or an exhaustive re-reading of the page.
Finally, this work could provoke a rethinking of the ideas about capacity in tracking experiments of this sort. The classic analysis has treated capacity as a measure of the number of items whose positions and/or identities you know among other items whose positions and/or identities you do not know. This is akin to the simplest form of slot model in the study of working memory in which three to four items are imagined to be perfectly represented in a limited set of virtual parking spaces in working memory. Other working memory theories envision a more flexible memory resource that can be spread over multiple items, sometimes unequally [8] . Our spatial imprecision model can be seen as a step toward a model of that class for the case of monitoring dynamic scenes.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
A total of 74 observers (26 males and 48 females), aged 18 to 55 years (M = 28.8 years, SD = 10.2 years) were used in various conditions of the experiments reported here. There are no incorrect responses in these experiments. However, observers could just guess at random. Accordingly, we excluded observers with clicks/trial that fell outside of the 95% confidence interval of average clicks among all observers. Two observers in Exp 1 (set size 16 & 32) were excluded by this rule. Each set size in Experiment 1 has 12 different observers included in the analysis as do the two experiments in Exp 2 and one experiment in Exp 3.
All participants were recruited from the Brigham and Women's Hospital Visual Attention Lab volunteer pool. All had normal or corrected-to-normal vision and passed the Ishihara color screen. All participants gave informed consent and were paid $11/hour. The procedures employed here all were approved by the Partners Human Research Committee protocol 2009P001253/BWH.
METHOD DETAILS

Stimuli and Design
Stimuli in Experiment 1 (set size 6 &16) and Experiment 2 (the repeated animals condition) are the cartoon animals used in previous multiple event tracking studies [5] . Stimuli in the set size of 32 in Exp 1 are photographs of real object images from the unique image set in the study of Brady et al. [9] . These stimuli were used in order to provide greater distinctiveness between items. Stimuli in the repeated shapes and the unique shapes conditions of Experiment 2 and in Experiment 3 are the 16 simple objects that arise as unique combinations of 4 colors (red, green, blue and black) and 4 shapes (circle, square, triangle and star).
Apparatus
The experiment was conducted on a 24'' screen of an iMac, model A1225 (EMC2211) with resolution = 1920x1200 pixels. All items moved within an imaginary window subtending roughly 38 3 25 at a viewing distance of approximately 60 cm. The experiments were written in MATLAB 8.3 with Psychophysics Toolbox version 3.0.12 [10] .
Psychophysical Study Procedures
On each search trial, all tracking items appear and participants click the mouse to start the trial when ready. All items then begin to move with a velocity of $1 deg/s. Movement trajectories are simulated using Reciprocal Collision Avoidance for Real-Time Multi-Agent Simulation [11] (http://gamma.cs.unc.edu/RVO2/). This causes animals to move in a manner that mimics real pedestrians. Each item has a ''destination'' that changes over time so that each item keeps moving within an imaginary box without colliding with other animals or with obstacles.
At random intervals between 7-20 s, all items stop and are replaced by gray discs. A probed target appears and observers are asked to find the target item by using the mouse to click on disks until the target is uncovered (Figure 1 ). Observers are instructed to try to find the target with as few clicks as possible. Once the target is found, observers click again to restart the motion of the same display. The same items reappear in the same positions and tracking continues. During each extended trial, there are 30 test episodes. Each set size of Experiment 1 and the repeated animals condition in Experiment 2 consist of 4 extended trials for a total of 120 test episodes. Both the unique shapes condition and the repeated shapes conditions in Experiment 2 and Experiment 3 consist of 2 extended trials for a total of 60 test episodes.
In Exp 1&3, all tracking items were unique and observers were asked to find a specified target item during test phase. That target item was always present. In Experiment 2, the tracking items consisted of either 16 unique items (unique shapes condition, color x shape stimuli) or 4 different objects with 4 repetitions of each (repeated shapes condition using color x shape stimuli and repeated animals conditions using cartoon animal stimuli). In the repeated shapes condition, each group of four identical items has a color and a shape that differs from all other groups of four. Thus, in both the repeated and unique shapes conditions, there would be four instances of each color and four instances of each shape. The combinations of color and shape would differ between the conditions. In the unique condition, observers were asked to find one instance of each of four different targets. All four probed targets in the unique condition appeared at the same time. In the repeated shapes condition, observers were asked to find all four instances of one target.
Modeling of Multiple Object Awareness
MOA capacity can be calculated in several ways in this task. None is unequivocally right. All show MOA capacity to be greater than the standard capacity estimates from multiple object tracking and related tasks. For a conservative estimate of the MOA capacity (K), we assume that observers would monitor K out of total N items in the display. Therefore, the probability of having the target reside within the tracking subset would be K N and the probability of having the target reside outside of the tracking set would be N À K N . In this simple account, if the target is in the tracking subset, observers only need one click to find the target. If the target is not in the tracking subset, there are two possibilities. 1) Observers could randomly select an item from the untracked set of N-K items until they find the target, which results an average of ðN À K + 1Þ 2 clicks. This strategy would produce an expected number of clicks
Alternatively, if observers do not know the location, they might randomly select an item from entire set of N until they find the target, which results an average of ðN + 1Þ 2 clicks on guessing trials. Thus, if observers used the first strategy (choosing from the untracked set), the expected average number of clicks would be
2) On the other hand, if observers used the second strategy (choosing from entire set), the expected numbers of clicks would be
A MOA capacity (K) can be calculated from the average numbers of clicks used to find the target using either of these two equations. These two strategies would produce different capacity estimates. The estimate is higher if observers are guessing among all locations on guessing trials (see Figure 1c , and note that the data do not show a uniform distribution from 2 clicks to N or N-K clicks).
In addition, we can calculate the capacity of classic Multiple Identity Tracking (MIT) (3,4) using the same data. This allows us to test whether the MOA capacity is actually different from the capacity of identity tracking. MIT performance was calculated from the accuracy of the first click. Any response requiring more than one click was considered incorrect for the MIT analysis. The observed performance can be decomposed into the true correct responses and lucky guesses in the manner of previous study [4] . True correct response occurs on the K N trials when the target is in the tracked set. On the remaining 1 À K N ! trials, observers would make a lucky guess from the N-K items in the untracked set. Hence, MIT performance is given by Equation 3:
) Figure 1B shows that the conservative MOA capacity is higher than the MIT capacity regardless of whether observers guessed from untracked N-K items (pairwise t test: t(11) = 4.32, p = 0.001, Cohen's d = 0.67), or from entire set N (pairwise t test: t(11) = 13.31, p < 0.001, Cohen's d = 3.84). This suggests that observers were indeed aware of more items than what would be estimated by the classic tracking model (MOA: K = 3.3 if guessing from N-K items 1; K = 6.1 if guessing from N items; MIT, K = 2.7). In addition, the correlations between MIT capacity and MOA capacities derived from the two models here were both 0.73 (p < 0.01). This suggests that even though the conventional MIT measure can be a reliable indicator for observers' tracking ability, MOA indeed provides additional information about this ability.
The conservative models of Figure 1C are clearly incorrect. The N-K strategy predicts that observers should never make more than N-K clicks. Thus, there should be no trials with 14-16 at set size 16, but, as shown in Figure 1C , there clearly are such trials. The other strategy (Search all N items) predicts too many trials will be terminated with just one click. Critically, both models make the clear, but false prediction that if observers were making random guesses either among untracked set of N-K, or among entire set of N, then the distribution of numbers of clicks should be uniform for numbers of clicks greater than one. That is, if observers always clicked on the target when it was in the set of K tracked items, then the probability of requiring just one click at set size 16 should be K 16 with the remainder of clicks forming a uniform distribution of guessing responses from 2-16 clicks. The empirical data in Figure 1C show that the distribution is not uniform. There is a gradual decline in the proportions of trials as the number of clicks increases. To explain this declining performance, we propose a spatial imprecision model that proposes that the knowledge of the location of the target becomes more imprecise over time. Therefore, even if you don't know exactly where the target is, you still know something e2 Current Biology 28, 3430-3434.e1-e3, November 5, 2018 about it. For instance, you might be reasonably sure that the target is to be found somewhere in the upper left quadrant. To model the consequences of this imperfect knowledge, we assume that observers randomly attend to one item after another from entire set. With each new deployment of attention to an item, information about the position of all previously attended items deteriorates. This is modeled as an imprecision window with a radius increasing over time. Any item covered within this window would be a possible position of this target item. The number of items within the imprecision window for a specific item can be defined as the Effective Set Size (EffSS) for that item. Thus, if, shortly after attending an object, an observer was asked about the location of that object, the observer might know that it is behind one of two disks. The imprecision window only covers one other nearby object. A little later, the window, increasing in size, would grow to cover another object and the target could be at any of three locations, and so forth. We model the increase in EffSS for each item (i) as the numbers of items covered by its imprecision window. To simplify the estimation, all tracking items were assumed evenly distributed in the display so that EffSS can be estimated as the coverage of this imprecision window, R(t) multiplied by the tracking set size N as shown in Equation 4 , in which t represents the numbers of attention steps after item i was attended:
During each attention shift, the radius of the imprecision window increases at a rate of 1 C where the forgetting parameter C can be defined as how many attention steps are needed before the imprecision window grows to cover the entire display. Therefore, the imprecision window will grow more slowly with a larger C and grow more quickly with a small C. C can be thought of as a time constant if one imagines attention steps as taking place at some regular rate. Once the item has not been attended for C steps, its imprecision window would cover entire display so its location would be completely forgotten and the observer would have to guess its location from among all possible locations. Thus, the range of EffSS values is constrained in the model to lie between 1 and the set size, N. As tracking progresses, each item (i) in the display would have an associated EffSS. When the target for a trial is some specific item, the observer would search among that specific item's associated EffSS. Note that this growing window of imprecision is not mapped specifically to the physical display. Thus, there are no edge effects in the model (i.e., when the target is in one corner, a real imprecision window would not be circular). The model might gain some further precision if these factors were included. At each moment, EffSS will equal 1 for some small number of items. Their location would be known perfectly. However, a small amount of imprecision is added to account for imprecision in even the most recently attended items. Other item locations are known with some degree of imprecision and would have 1 < EffSS < SetSize. For the remaining items, EffSS equals the full set size. Search for those items is random. When there is more than one target (Exp 2), the model will have EffSS values for each target. Under these multi-target conditions, the model searches first for the target with the smallest EffSS on the assumption that you would search first for the item whose location you knew best. If an incorrect click for the current object of search lands on the location of another target, that target is collected by chance. Once the intended target is found, search moves to the next unfound target with the smallest remaining EffSS, and so on.
Models were simulated in MATLAB and performance estimates are based on 10,000 simulated trials per condition. In addition to the models based on the classic notions of MIT (Equations 1 and 2) and the spatial imprecision model described above, the MOA capacity can be also estimated by estimating the random guessing rate and inferring from that value how many items are being found by something other than random guessing. We can assume that observers would only click all N locations when they did not have any location information about the target. Given this assumption, it follows that guessing contributes the same percentage of answers to every bin of the click histogram (e.g., Figures 2A-2C) because an observer who is guessing randomly is as likely to use 1,2, 3,..and N-1 clicks as N clicks. Call the average guessing rate in each bin (p). Therefore, the overall guessing rate can be calculated as pN. This would suggest that on average observers should know something about (1-pN) of the items on each trial. Therefore, capacity can be estimated as Nð1 À pNÞ items. This upper-bound capacity estimation had a weaker correlation with MIT capacity than the two conservative models as reported above (r = 0.37 in set size 16), which also indicates that the information provided in MOA paradigm cannot be completely explained as conventional MIT capacity times some constant. Another way to think about this estimate is to think that targets that are found with N clicks are sometimes found by pure chance and are sometimes found with the help of some knowledge of that target's location. Pure chance is estimated by the percentage of trials requiring clicks on every location. MOA knowledge is represented by the percentage of trials above that level at each point on the click histograms.
QUANTIFICATION AND STATISTICAL ANALYSIS
Paired t tests were used to compare various different capacity estimates (e.g., between MIT and MOA). The sample size for each experiment was set to 12 in order to match our previous tracking studies [5, 12] .
DATA AND SOFTWARE AVALILABILITY
The raw data and post-processed data used in this study are available via Open Science Framework (https://osf.io/8zgft/). The analysis scripts are available by request to the Lead Contact.
