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Resumen
Este proyecto contribuye con el campo de la implementacio´n de los sistemas ano´nimos a escala
mundial. Al mencionar las bases conceptuales de las tecnolog´ıas que mejoran la privacidad (Pri-
vacy enhancing Technologies), se consigue afianzar el conocimiento sobre las te´cnicas hasta ahora
utilizadas. Se propone una solucio´n al problema del descubrimiento de nodos en la implemen-
tacio´n de los sistemas ano´nimos en escenarios globales en zonas donde se censuran y bloquean
las comunicaciones, para lo cual se integran los mecanismos de los sistemas de reputacio´n y con-
fianza, la teor´ıa de los pequen˜os mundos y la subcultura carcelaria. Se propone un mecanismo
para los sistemas ano´nimos basado en los procesos markovianos, el cual procura conseguir los
niveles de anonimato y latencia deseados. Se plantea la utilizacio´n de un modelo matema´tico que
permite optimizar estos sistemas en relacio´n a estos ı´ndices.
Cap´ıtulo 1
Introduccio´n
No es necesario apelar a los art´ıculos de la carta sobre los Derechos Humanos establecida
por la Organizacio´n de las Naciones Unidas para darse cuenta que cada una de las personas que
habitan este planeta tiene el derecho de decidir sobre el destino de su informacio´n privada. Esto
incluye no so´lo decidir quie´n, co´mo, do´nde y cua´ndo terceras partes puedan tener acceso a sus
datos en general, sino que se debe prestar una particular atencio´n a los que esta´n relacionados
con la identidad, el perfil social, cultural, personal, etc.
Tanto en las organizaciones privadas, como en las pu´blicas, y a nivel individual, la protec-
cio´n de la informacio´n no so´lo debe incluir los aspectos t´ıpicamente enmarcados dentro de la
integridad, confidencialidad y disponibilidad de los datos, sino que debe ampliarse al resguardo
de la privacidad donde, entre otros, se procura evitar que se devele la identidad de las partes
comunicantes. Se han desarrollado varias estrategias, mecanismos, te´cnicas y sistemas que tienen
esto como objetivo, y que pueden enmarcarse en lo que se denomina las tecnolog´ıas que mejoran
la privacidad (Privacy Enhancing Technologies).
Este tipo de tecnolog´ıas han tenido sus frutos en escenarios de diversa ı´ndole, que van desde
aplicaciones militares, donde se procura evitar que el enemigo pueda descubrir las conexiones
estrate´gicas, pasando por aplicaciones cient´ıficas/comerciales, que evitan revelar informacio´n
sobre las comunicaciones hechas entre socios cient´ıfico/comerciales, hasta las aplicaciones de
particulares que le ayudan a mantener en privado sus datos personales: los referentes a su salud,
su estado financiero, sus preferencias de consumo, etc. Uno de los puntos cr´ıticos de la privacidad
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es el encubrimiento de la identidad de las partes comunicantes, es decir, es la procura de que las
comunicaciones sean ano´nimas: anonimato.
Cada una de las te´cnicas y mecanismos utilizados tienen sus ventajas y desventajas en cuanto
al perfil de ataque considerado. Es decir, dependiendo del tipo de atacante que se considere,
cada una de e´stas posee un conjunto de fortalezas y debilidades asociadas. Adicional al perfil del
atacante, se debe incluir su radio de accio´n, esto quiere decir, que se debe considerar su capacidad
para manejar ciertos volu´menes de usuarios, su heterogeneidad, su distribucio´n y localizacio´n.
Adema´s se debe considerar el tipo de comunicacio´n ano´nima que se desea o necesita entablar:
mensajer´ıa instanta´nea, correos electro´nicos, servicios web, etc.
1.1. Enfoque y propo´sito
En este trabajo se considera el estudio de los sistemas ano´nimos a escala global, es decir,
se consideran el manejo de grandes volu´menes de usuarios, con necesidades muy diferentes,
distribuidos irregularmente sobre el planeta, y localizados en sitios muy heteroge´neos que van
desde zonas (organizaciones, regiones, o pa´ıses) muy permisivas y con muchas facilidades en
cuanto a sus comunicaciones hasta zonas restrictivas por sus caracter´ısticas pol´ıticas, religiosas,
etc.
Como uno de los puntos centrales de este trabajo se trata el problema de las comunicaciones
en zonas restrictivas donde se censura y bloquea la informacio´n que se considera contraria a cierta
ideolog´ıa pol´ıtica o religiosa, y se proponen algunas te´cnicas para hacerlas factibles. Especialmen-
te, en estas zonas, el principal inconveniente esta´ en el proceso del descubrimiento de los puntos
de acceso a las redes ano´nimas, es decir, suponiendo que se tienen redes ano´nimas establecidas
fuera de las fronteras de las zonas restringidas, y considerando que para poder comunicarse fuera
de estas fronteras se requieren puntos o nodos espec´ıficos que permitan el env´ıo de informacio´n
hacia el exterior, el principal problema es establecer un proceso estable y seguro que le permita
a los usuarios descubrir y comunicarse a trave´s de estos nodos o puntos de acceso con las redes
ano´nimas, esto es lo que se le denomina el problema del descubrimiento.
Dado que au´n no se han disen˜ado y, por supuesto, no se han implementado sistemas para
escenarios globales, otro de los problemas tratados en esta propuesta es el de tener un mecanis-
mo que pueda permitir tener un nivel deseado de anonimato y un nivel mı´nimo de latencia, a
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escala mundial. Para esto se pueden utilizar algunas de las te´cnicas hasta ahora propuestas por
diversos autores, combina´ndolas con algunos mecanismos adicionales que procuren alcanzar estos
objetivos. Para poder probar este planteamiento, junto con los que se utilizan en otros sistemas
ano´nimos, se propone un modelo a trave´s del cual se pueda calcular el o´ptimo relacionado con la
eficiencia de los sistemas en cuanto a su nivel de anonimato con respecto a la latencia obtenida
en las comunicaciones.
Los objetivos de este trabajo se pueden sintetizar de la siguiente manera:
Proponer mecanismos que contrarresten los sistemas de bloqueo y censura. Esto implica
resolver el problema de la dina´mica del descubrimiento de nodos iniciales con los cuales se
pueda acceder a las redes ano´nimas.
Proponer mecanismos que proporcionen mayores niveles de anonimato y que no incremen-
ten considerablemente la latencia.
Proponer modelos para la optimizacio´n en relacio´n al rendimiento y/o desempen˜o que
permitan decidir cua´l es la mejor combinacio´n de mecanismos en la implementacio´n de
sistemas ano´nimos.
Para conseguir los objetivos planteados en el cap´ıtulo 2 se muestra un compendio de te´rminos,
te´cnicas, mecanismos y sistemas utilizados en las tecnolog´ıas que mejoran la privacidad. En el
cap´ıtulo 3 se muestran los fundamentos teo´ricos o “building blocks” de la propuesta, sobre los
cuales se basan la ideas para solventar los problemas antes indicados. Para el problema de los en-
tornos restrictivos se propone utilizar los fundamentos de los sistemas de reputacio´n y confianza,
la teor´ıa de los pequen˜os mundos y la subcultura carcelaria como modelo. Para el problema de la
falta de mecanismos para sistemas ano´nimos globales estables (con latencia relativamente baja
y nivel de anonimato relativamente alto) se propone uno basado en los procesos markovianos.
En cuanto a la medicio´n de la eficiencia se propone utilizar las te´cnicas de la optimizacio´n multi-
objetivo. En el cap´ıtulo 4 se muestra un estado del arte en cuanto a los trabajos hechos sobre
sistemas ano´nimos en grandes escalas, sistemas resistentes a la censura y al bloqueo, y sobre los
sistemas que utilizan te´cnicas de reputacio´n y confianza. El cap´ıtulo 5 se presenta la propuesta
que indica el co´mo utilizar los “building blocks” integra´ndolos en un mismo mecanismo.
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Cap´ıtulo 2
Marco Conceptual
2.1. Terminolog´ıa
Con el fin de sentar las bases conceptuales, en parte debido a que este campo del conocimiento
tiene un inicio reciente como a´rea de estudio, y en parte para enmarcar el contexto de este
trabajo, en este cap´ıtulo se muestran las definiciones ma´s importantes asociadas a las tecnolog´ıas
dedicadas a la privacidad de la informacio´n.
Tal como se menciona en [50] las personas en general utilizan Internet para poder comunicar-
se, para el env´ıo de correo electro´nico, para la investigacio´n en diversas a´reas de intere´s, para la
interaccio´n con distintos organizamos pu´blicos y/o privados, etc. Al mismo tiempo, gran cantidad
de estos organismos pu´blicos y privados en distintas regiones del planeta buscan maximizar la
interaccio´n electro´nica en todos los niveles entre los usuarios y sus centros tecnolo´gicos, intercam-
biando informacio´n a trave´s del uso de bases de datos controladas por ellos mismos, buscando
as´ı utilizar el poder de la informa´tica para tener el control de la informacio´n concerniente a
innumerables aspectos relacionados a los individuos, tales como las preferencias en sus consumos
diarios, la interaccio´n con su alrededor, sus estilos de vida, sus opiniones, sus preferencias, y todo
esto en niveles que en gran medida son desconocidos por los mismos usuarios.
En respuesta a lo anterior, y procurando minimizar este tipo de control, se han propuestos
diferentes tecnolog´ıas que buscan reforzar o mejorar la privacidad (Privacy Enhancing Technolo-
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gies) del individuo (visto en un contexto amplio, es decir, pudie´ndose considerar como individuo
a un conjunto de personas, e incluso a organizaciones completas). Este tipo de tecnolog´ıas pue-
den asistir a los organismos en su cumplimiento de los principios de proteccio´n de la privacidad
establecido en los derechos humanos [25], da´ndole a los usuarios mayor poder para controlar su
informacio´n, pudiendo e´stos decidir co´mo y cua´ndo puede ser utilizada por terceras partes. Exis-
ten sistemas tales como los navegadores web ano´nimos y servicios especiales de correo electro´nico
que le permiten comunicarse sin necesidad de revelar su verdadera identidad. Los sistemas para
el manejo de la identidad potencialmente le permiten a los individuos acceder a los servicios y
recursos sin tener que proveer informacio´n sobre ellos. Esto implica involucrar a una o varias
organizaciones sobre las cuales se deba tener cierto grado de “confianza”, y que puedan verificar
la identidad de los usuarios, y adema´s puedan generar cierto tipo de certificacio´n electro´nica que
no contenga informacio´n sobre la identidad, pero que permita acceder a los recursos y servicios
ofrecidos por terceras partes.
Las tecnolog´ıas que mejoran o refuerzan la privacidad no son so´lo aquellas destinadas a proveer
un cierto grado de anonimato, sino que se extienden a la proteccio´n y mejora de la privacidad
en general del individuo, incluyendo el cumplimiento de sus derechos sobre la proteccio´n de
sus datos, en este sentido se pueden mencionar como ejemplos de este tipo de tecnolog´ıa los
siguientes:
Los sistemas de acceso biome´trico encriptado, que permite el uso de las huellas dactilares
como mecanismo para autenticar la identidad de un individuo sin necesidad de retener su
huella dactilar actual.
Los accesos a los datos personales de los usuarios en l´ınea seguros.
Programas que permiten a los navegadores detectar automa´ticamente las pol´ıticas de pri-
vacidad de los sitios web y las comparan con las preferencias expresadas por los usuarios.
Sistemas de alertas y avisos que son anexados a la misma informacio´n y que previenen su
uso en caso del no cumplimiento de las pol´ıticas de privacidad.
Tal como se menciona en [17, 60, 26, 11, 39, 20, 71], en la mayor´ıa de investigaciones de
reciente publicacio´n se ha adoptado como base la terminolog´ıa propuesta en [53], y dada su
amplia aceptacio´n, se considera de igual forma en este trabajo. A continuacio´n se muestran
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las definiciones de los te´rminos ma´s relevantes: anonimato, no-relacionabilidad (unlinkiability),
no-observabilidad (unobservability), seudonimato (pseudonymity), manejo de la identidad, y se
finaliza con la definicio´n de sistemas ano´nimos en general, donde se incluyen los disen˜os y sistemas
propuestos ma´s importantes.
Estos te´rminos se basan en la configuracio´n de un sistema general tradicionalmente compuesto
por un emisor, un receptor, quienes utilizan una red de comunicacio´n para transmitir un mensaje.
En la figura 2.1 se muestra el diagrama general de este modelo.
Figura 2.1: Configuracio´n del Sistema General.
Este sistema esta´ delimitado por los componentes antes mencionados, por lo cual los involu-
crados que se encuentren fuera de esta delimitacio´n, en cada uno de los casos que se describen
en este trabajo, se consideran participantes externos.
Cada uno de los casos de estudio presentados sera´n considerados desde la perspectiva del
atacante, quien puede monitorear las comunicaciones, estudiar sus patrones, e incluso puede
hacer cambios al manipular el contenido. El atacante puede estar dentro del sistema o puede ser
uno de los participantes externos.
En todas las definiciones de los te´rminos relacionados con las tecnolog´ıas asociadas a la mejora
o refuerzo de la privacidad, se considera un sujeto (subject) a una entidad (ente o ser) que tiene
la posibilidad de actuar en el sistema, por ejemplo, un ser humano, una persona jur´ıdica, un
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ordenador, etc.
2.1.1. Anonimato
Un sujeto es ano´nimo cuando no puede ser identificado dentro de un conjunto de sujetos, de-
nominado el conjunto ano´nimo. Este conjunto esta´ conformado por todos los posibles sujetos que
pueden causar (o estar relacionados con) una accio´n. No ser identificado significa que ese sujeto
no puede ser caracterizado de forma u´nica o particular dentro de ese conjunto. Un sujeto actu´a
ano´nimamente cuando, desde el punto de vista del adversario, su accio´n no puede relacionarse
con su identidad, dado que hay un conjunto de sujetos que podr´ıan ser los causantes potenciales
de la accio´n (y el adversario no puede distinguir a su verdadero causante). El anonimato debe
permitirle a un sujeto utilizar un recurso o servicio sin revelar su identidad, esto implica que el
anonimato por si mismo no procura proteger la identidad de un usuario en un a´mbito general,
lo que pretende es evitar que otros usuarios o sujetos no puedan determinar la identidad de un
usuario cuando e´ste genera una accio´n u operacio´n en particular.
Con respecto a las entidades que podr´ıan generar una accio´n, el conjunto ano´nimo se conforma
por los sujetos que pueden generar una accio´n en un instante de tiempo espec´ıfico; desde el punto
de vista de las direcciones o ubicaciones de las entidades, el conjunto ano´nimo esta´ conformado
por los sujetos que pueden estar relacionados a una ubicacio´n o direccio´n. Lo anterior quiere
decir que el anonimato se podr´ıa clasificar segu´n las entidades involucradas o segu´n la ubicacio´n
de las mismas.
De esta forma, para permitir el anonimato de un sujeto siempre tiene que existir un conjunto
apropiado de sujetos que posean potencialmente los mismos atributos. Ser los emisores y los
receptores de mensajes particulares son ejemplos de estos atributos. Un emisor de un mensaje
puede ser ano´nimo so´lo si constituye parte de un conjunto de emisores potenciales (con atributos
similares), el cual es su conjunto ano´nimo, y puede ser un subconjunto de todos los sujetos a
nivel global quienes pueden enviar un mensaje en un tiempo espec´ıfico. Lo mismo aplica para
los receptores de mensajes. Este esquema se representa en la figura 2.2. El conjunto ano´nimo es
relativo al tiempo, es decir, puede variar segu´n los cambios que se den en el sistema.
Con lo anterior se especifica que existe un conjunto ano´nimo para el emisor de un mensaje,
existe otro conjunto ano´nimo para el receptor de ese mensaje, y estos conjuntos puedes ser
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Figura 2.2: Conjuntos Ano´nimos.
disjuntos, pueden solaparse o pueden ser el mismo conjunto.
Por otro lado el anonimato adema´s de estar relacionado al conjunto ano´nimo y al tiempo en
el que se esta´ ejecutando la accio´n, tambie´n tiene relacio´n al contexto donde se aplica, es decir,
un sujeto puede ser ano´nimo en relacio´n al contexto env´ıo y recepcio´n de correos electro´nicos,
pero puede no serlo en ese mismo instante de tiempo para el contexto interaccio´n con una
base de datos. Esto se debe a que segu´n el contexto de estudio existira´n distintos atributos que
caractericen al conjunto ano´nimo, y por ende al anonimato del sujeto.
Como se menciono´ el conjunto ano´nimo esta´ directamente relacionado con el atacante, esto
quiere decir, que el conjunto ano´nimo se delimita segu´n el grado de conocimiento que posee el
atacante. De esta forma, el fin u´ltimo del anonimato es procurar que el atacante posea la misma
informacio´n antes y despue´s de su ataque.
Dado que el anonimato es dependiente del contexto, definido por sus atributos, las variaciones
del mismo podr´ıan cambiar los niveles de anonimato. Si se pretende diferenciar entre “niveles”
de anonimato, es necesario poder cuantificarlo (medirlo) con el fin de poder hacer distinciones
entre distintos sistemas ano´nimos. Las me´tricas sobre anonimato son explicadas en la seccio´n
2.4.
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2.1.2. No-relacionabilidad (unlinkability)
En el estudio de los sistemas ano´nimos, la no relacionabilidad so´lo tiene sentido pra´ctico si
previamente se han definido las propiedades del anonimato, seudonimato y no-observabilidad de
dichos sistemas, y se han caracterizado las entidades o ı´tems de intere´s que se desean relacionar
(por parte del atacante).
En [53] se menciona que las entidades o ı´tems de intere´s (IDI) son sujetos, mensajes, eventos,
acciones, etc. La relacionabilidad se considera a la informacio´n que se tiene sobre la relacio´n real
que existe entre los IDIs, es decir, que en todos los casos reales existira´ cierta relacio´n entre los
IDIs y la relacionabilidad es la informacio´n respecto a e´sta. Por ende, la no relacionabilidad,
desde la perspectiva del adversario, significa que la informacio´n obtenida despue´s de un ataque
es la misma informacio´n que se ten´ıa antes del mismo, es decir, los IDIs no esta´n ni ma´s ni
menos relacionados comparando el periodo anterior y posterior al ataque. Desde la perspectiva
probabil´ıstica, la no relacionabilidad significa que la probabilidad de que dos o ma´s ı´tems de
intere´s este´n relacionados (desde la perspectiva del atacante) es la misma antes y despue´s del
ataque.
La no relacionabilidad debe implicar que el usuario puede hacer mu´ltiples usos de un recurso
o servicio sin que esto conlleve a que el adversario pueda establecer una relacio´n entre estos usos,
es decir, requiere que los usuarios y/o los sujetos no tengan la disponibilidad de determinar que
cierto usuario fue el causante de cierta accio´n en el sistema.
Si se considera que el env´ıo y recepcio´n de mensajes son los IDIs, el anonimato puede ser
definido como la no relacionabilidad de un IDI con cualquier identificador de un sujeto (en este
caso un emisor o un receptor). Espec´ıficamente, el anonimato de un IDI es la no relacio´n con
cualquier sujeto y el anonimato de un sujeto es su no relacio´n con cualquier IDI. De esta manera se
puede considerar anonimato del emisor como las propiedades que hacen que un emisor no pueda
ser relacionado a cualquier mensaje, y que un mensaje no pueda ser relacionado a un emisor.
De igual forma, el anonimato del receptor significa que un mensaje no puede ser relacionado a
cualquier receptor, y un receptor no puede ser relacionado a cualquier mensaje.
La relacio´n de anonimato es la imposibilidad de determinar quie´n se comunica con quie´n, es
decir, el emisor y el receptor son no relacionables.
La no relacionabilidad es una condicio´n suficiente para el anonimato, pero no es una condicio´n
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necesaria. Incluso en algunos casos se puede considerar que au´n fallando la propiedad de la no
relacionabilidad se puede conseguir un nivel de anonimato alto. Esto si se hace referencia a la
definicio´n estricta del anonimato: no poder ser identificado dentro de un conjunto de sujetos.
2.1.3. No-observabilidad (unobservability)
En contraste con la definicio´n de anonimato, y la de no relacionabilidad, donde se considera
la proteccio´n de la relacio´n del IDIs con respecto a los sujetos o a otros IDIs, la no observabilidad
considera la proteccio´n de los IDIs en s´ı mismos, ya que se define como el estado de que un IDI
sea indistiguible entre un conjunto de IDIs del mismo tipo (el “tipo” lo definen la caracter´ısticas
de intere´s en cada caso, por ejemplo, considerar la emisio´n de mensajes como un IDI, tiene su
caracter´ısticas propias, que hacen que se pueda diferenciar de otro tipo de IDI). Por ejemplo,
se podr´ıa decir que al ser no observable, no es posible distinguir entre un mensaje y el ruido
aleatorio.
Semejante al caso del anonimato, tambie´n se tienen conjuntos de sujetos no observables con
respecto a esta propiedad, es decir, el conjunto de emisores no observables tiene la propiedad
que cada emisor no puede ser distinguido del resto, el conjunto de receptores no observables
tiene la propiedad de no poderse distinguir, desde el punto de vista del atacante, a un receptor
del resto de los receptores de ese conjunto. La relacio´n de no observabilidad de esta forma
significa que no es posible distinguir entre un emisor y un receptor que intercambian un mensaje,
es decir, si se considera un mensaje en particular entonces el conjunto de la relacio´n de no
observabilidad esta´ compuesto por todos los posibles pares emisor-receptor, entre los cuales no
se podr´ıa diferenciar o determinar que existe una relacio´n de env´ıo-recepcio´n. En la figura 2.3 se
puede observar gra´ficamente la configuracio´n de dichos conjuntos.
Desde una perspectiva de usuario, la no observabilidad se podr´ıa definir como la propiedad
de que un usuario pueda utilizar un recurso o servicio sin que otros (terceras partes) tenga la
posibilidad de determinar que el recurso o servicio esta´ siendo utilizado.
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Figura 2.3: Conjuntos no observables.
2.1.4. Seudonimato (Pseudonymity)
Tal como se expresa en [53], los seudo´nimos son identificadores (nombres u otras cadenas
de bits) de sujetos. Para el caso que se esta´ tratando, son los identificadores de los emisores
y receptores de mensajes. La palabra seudo´nimo proviene del griego (“pseudonumon”) la cual
significa “nombre falso”, es decir, un nombre distinto al “nombre real”. Sin embargo, como el
“nombre real” tiene tambie´n un origen arbitrario, el nombre de seudo´nimo puede ser extendido a
todos los identificadores o cualquier otra cadena de bits que identifique a un sujeto. Es posible que
en algunos casos convenga agrupar los nombre reales en un conjunto distinto al de los “nombres
falsos” (no considerados reales), pero en otros casos un “nombre real” puede ser considerado como
un seudo´nimo que resulta de un seleccio´n inicial, para la identificacio´n de un sujeto. Incluso, en
gran parte de la literatura excluyen la fraccio´n que le da el nombre de “falso” (“pseudo”), y so´lo
utilizan, para referirse a nombres de seudo´nimos, la palabra nyms.
Desde un punto de vista ma´s ba´sico (fundamental), un seudo´nimo puede ser considerado
como un tipo de atributo del sujeto, que puede ser controlado por el disen˜ador de sistemas o por
el mismo usuario.
Se pueden generalizar los seudo´nimos como identificadores de conjuntos de sujetos, pero en
todos los casos que se tratan en este trabajo se refiere a un so´lo sujeto, el cual representa el
contenedor de ese seudo´nimo. En las configuraciones tradicionales se asume que cada seudo´nimo
se refiere a un solo contenedor, invariante sobre el tiempo, el cual no puede ser transferido a otros
contenedores. Solamente tipos especiales de seudo´nimos pueden ser extendidos y transferidos a
otros contenedores, por ejemplo, un seudo´nimo de grupo se refiere a un conjunto de contenedores,
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y un seudo´nimo transferible puede ser transferido de un contenedor a otro. Utilizando la nocio´n
de seudo´nimo de grupo, se podr´ıa inducir el conjunto ano´nimo: Utilizando la informacio´n provista
por el seudo´nimo solamente, un atacante no podr´ıa decidir si una accio´n fue ejecutada por una
persona espec´ıfica dentro del conjunto.
En resumen, utilizando un criterio formal, un seudo´nimo se puede considerar como el estado
de utilizar un “nombre falso” como identificacio´n (ID), y seudonimato se puede definir como el
proceso donde se utilizan los seudo´nimos como identificadores. En el contexto de este trabajo, el
seudonimato tiene como uno de sus principales objetivos el permitirle a un usuario utilizar un
recurso o servicio sin tener que revelar su verdadera identidad, y sin quitarle la responsabilidad
sobre el uso del mismo.
Es evidente, por definicio´n, que el anonimato y la responsabilidad son extremos opuestos con
respectos a la relacionabilidad de los sujetos, sin embargo, a trave´s del uso del seudonimato se
procura establecer un punto intermedio para cumplir con ambas partes: Responsabilizar a los
usuarios (sujetos) de sus acciones y evitar que se revele su identidad. Incluso utilizando el mismo
seudo´nimo, le puede permitir al sujeto tener cierto nivel de reputacio´n (esto suponiendo que
existen los mecanismos adecuados para poder autenticar los mensajes enviados por el contenedor
del seudo´nimo). Adema´s, existen configuraciones de sistemas ano´nimos que permiten evitar el
abuso en su utilizacio´n, pudiendo revelarse, en ciertos casos, la identidad del usuario que haya
incurrido en cualquier tipo de acciones no permitidas (esto en el supuesto que so´lo determinadas
autoridades certificadas pueden revelar esta identidad).
El seudonimato del emisor se define como el uso de seudo´nimos por parte del emisor, y el
seudonimato del receptor se define como el uso de seudo´nimos del receptor. En la figura 2.4 se
representa esta nocio´n de seudonimato (extraida de [53]).
Cuando se utilizan “nombres falsos” como etiquetas que identifican a un sujeto, es conveniente
considerar co´mo se trata o maneja la responsabilidad y la autorizacio´n. Es decir, los seudo´nimos
digitales pueden ser utilizados para autenticar los mensajes, ya que un seudo´nimo digital es una
cadena de bits que dentro de este contexto es un u´nico ID del sujeto, el cual puede ser utilizado
para autenticar el IDI del contendor relativo a su seudo´nimo, esto implica que la responsabilidad
puede ser manejada a trave´s del uso de seudo´nimos. Sin embargo, puede no ser suficiente para
alcanzar este tipo de gestio´n de la responsabilidad, por tal motivo en algunos casos pra´cticos,
es necesario acompan˜ar al seudo´nimo con otro tipo de pruebas de validez (tales como firmas
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Figura 2.4: Pseudonimato.
digitales), y/o utilizar terceras partes (autoridades de certificacio´n digital) que le den validez a
los seudo´nimos.
Se pueden considerar las siguientes definiciones del seudonimato con respecto al anonimato:
Seudo´nimo pu´blico: La relacio´n entre un seudo´nimo y su contenedor puede ser de conoci-
miento pu´blico, por ejemplo podr´ıa estar en una lista o directorio pu´blico.
Seudo´nimo no pu´blico: La relacio´n inicial del seudo´nimo y su contenedor puede ser conocida
por ciertas partes (entidades de control o administracio´n centralizada o descentralizada),
pero no son del conocimiento pu´blico.
Seudo´nimo no relacionado inicialmente: La relacio´n inicial entre un seudo´nimo y su con-
tenedor es, al menos en el inicio, desconocida para cualquiera, con la posible excepcio´n del
contenedor mismo.
Los seudo´nimos pu´blicos y los seudo´nimos no relacionados inicialmente son los extremos
que pudiesen ser ana´logos con la responsabilidad y el anonimato mencionados anteriormente, es
decir, el anonimato es ma´s fuerte mientras menos se relacione al contenedor con su seudo´nimo, y
decrece en caso contrario. Esto quiere decir, que el nivel de anonimato dependera´ de la relacio´n
relativa que el atacante le de al seudo´nimo con respecto a su contenedor.
Tambie´n se pueden considerar varios tipos de seudo´nimos con respecto a la relacionabilidad:
Seudo´nimo personal: Es un subt´ıtulo para el nombre del contenedor el cual esta´ relacionado
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con su identidad civil. Este puede ser utilizado en todos los contextos, por ejemplo, el
nu´mero de su tarjeta de identificacio´n (nu´mero de pasaporte).
Seudo´nimo por rol: Esta´ limitado a roles espec´ıficos, es decir, su asignacio´n esta´ relacionada
a los roles que desempen˜a el contenedor. Por ejemplo, los seudo´nimos que comu´nmente se
utilizan bajo el rol de “usuario de Internet” comu´nmente son denominados “nombre de
usuarios”.
Seudo´nimo por relacio´n: Diferentes seudo´nimos pueden ser utilizados para establecer las
asociaciones en pares dependiendo de los pares conformados para las comunicaciones.
Seudo´nimo por relacio´n y por rol: Son seudo´nimos asignados segu´n el rol que desempen˜a
cada par que se comunica. Es decir, que un mismo contenedor puede utilizar varios seudo´ni-
mos, dependiendo del rol que desempen˜e tanto e´l como su homo´logo en la comunicacio´n.
Seudo´nimo por transaccio´n: Un mismo contenedor podr´ıa tener un seudo´nimo por cada
transaccio´n que realice.
El nivel de anonimato en relacio´n al tipo de estrategia de utilizacio´n de seudo´nimos se repre-
senta en la figura 2.5.
Figura 2.5: Anonimato respecto al Seudonimato.
En general, el anonimato del seudo´nimo por rol, y del seudo´nimo por relacio´n es ma´s fuerte que
el anonimato debido al uso de seudo´nimos personales. La fortaleza del anonimato se incrementa
con la aplicacio´n de seudo´nimos por rol y relacio´n. El u´ltimo nivel de fortaleza se consigue
utilizando los seudo´nimos por transaccio´n dado que no existe informacio´n sobre la relacio´n entre
cada una de las transacciones. En ocasiones, se utiliza el nombre de seudo´nimo de un solo uso
para denotar los seudo´nimos por transaccio´n. La fortaleza del anonimato antes mencionada se
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refiere a que desde un punto de partida se define que el mayor nivel (fortaleza) de anonimato se
logra cuando no se proporciona informacio´n sobre la identidad en absoluto. En otras palabras, el
anonimato es ma´s fuerte mientras menos datos personales del contenedor puedan ser relacionados
al seudo´nimo, y mientras los seudo´nimos sean utilizados con menor frecuencia (estos es cuando
un mismo contenedor utiliza un mayor nu´mero de seudo´nimos).
Un seudo´nimo digital se puede conformar con el uso de algu´n mecanismo de clave pu´blica
utilizado para probar las firmas digitales, donde los contenedores del seudo´nimo pueden probar
que son los verdaderos “duen˜os” del seudo´nimo solamente construyendo una firma digital creada
con su clave privada. En la mayor´ıa de los casos los seudo´nimos digitales son las mismas claves
pu´blicas generadas por los propios usuarios.
Un certificado de clave pu´blica contiene una firma digital de una determinada autoridad
certificadora que provee algu´n tipo de seguridad cuando un mismo sujeto utiliza la clave pu´blica
para otro de sus seudo´nimos. En el caso de que el seudo´nimo provenga del nombre real de un
sujeto, se le llama certificado de identidad. Un certificado de atributo es un certificado digital
que contiene ma´s cantidad de informacio´n (atributos) y claramente se refiere a un certificado
espec´ıfico de clave pu´blica. Independientemente de los certificados, los atributos tambie´n pueden
ser utilizados como identificadores de conjuntos de sujetos, no so´lo de sujetos particulares.
Adema´s pueden existir algunas propiedades de los seudo´nimos que son utilizadas por aplica-
ciones espec´ıficas, por ejemplo la direccio´n de un seudo´nimo puede funcionar como la direccio´n
de la comunicacio´n, o pueden ser utilizadas en la participacio´n de terceras partes (en los casos
de abuso antes mencionado).
2.1.5. Manejo de la identidad
Para acotar mejor el contexto de trabajo se utiliza la siguiente configuracio´n general:
No es realista asumir que un atacante no puede obtener informacio´n sobre el emisor o el
receptor del mensaje desde el contenido del mismo y/o del contexto del env´ıo y recepcio´n
(hora, informacio´n local, etc.) del mensaje. Se debe considerar que el atacante puede uti-
lizar estas propiedades para relacionar los mensajes y consecuentemente, los seudo´nimos
utilizados con e´stos.
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Adema´s, se debe considerar que no son so´lo seres humanos, personas jur´ıdicas, o simples
ordenadores enviando mensajes y utilizando seudo´nimos a su discrecio´n, sino que existen
aplicaciones involucradas, fabricadas por terceros, que influyen en gran medida en el env´ıo
y la recepcio´n de mensajes, y pueden determinar y condicionar el uso de los seudo´nimos.
En otras palabras, no se puede obviar la dependencia que se tiene de las aplicaciones ya
creadas.
La identidad puede ser explicada como una percepcio´n u´nica o exclusiva de vida, con su
integracio´n a un grupo social, y con continuidad, la cual esta´ acotada y formada por una sociedad.
En este sentido se esta´ considerando la identidad de seres humanos quienes son los principales
interesados en la preservacio´n de la privacidad. Sin embargo, desde un punto de vista estructural,
la identidad puede estar ligada a cualquier sujeto, ya sea un ser humano, una persona jur´ıdica,
y un ordenador. Esto le da mayor generalidad a la terminolog´ıa, pero para que tenga utilidad y
motivacio´n pra´ctica, en la totalidad de los casos se considera asociada a seres humanos.
Con esta definicio´n de identidad se logra distinguir entre dos instancias de los sujetos, la
primera que les permite definirse asimismo, en un contexto ligado a su libertad y a su iniciativa
(definicio´n interior o personal), y la segunda que los define en un contexto social con sus respec-
tivos atributos, y que se mantiene para darles la posibilidad del acceso a la comunicacio´n y que
los ata de cierta manera a un control y un grado de consistencia con respecto al resto.
Ana´logo al conjunto ano´nimo, tambie´n se puede trabajar con un conjunto identificable pa-
ra definir la “identificabilidad” y la “identidad”. Este conjunto esta´ conformado por todos los
posibles sujetos.
De esta forma, la identificabilidad es el estado de ser identificable dentro de una conjunto de
sujetos, que es el conjunto identificable.
La identificabilidad es inversa al anonimato, es decir, mientras sea mayor el nivel o grado de
identificabilidad menor sera´ el grado o nivel de anonimato, y viceversa.
Segu´n lo anterior, una identidad es un conjunto de atributos pertenecientes a un individuo
que permiten diferenciarlo del resto de individuos que forman parte de un conjunto determinado.
Por esta razo´n no existe una identidad u´nica y universal, sino que pueden existir varias para un
mismo individuo, segu´n el conjunto y contexto al que se haga referencia. Incluso los valores de
los atributos y los atributos mismos pueden cambiar en el tiempo.
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Te´rminos relacionados a la identidad
Rol: Desde el punto de vista de la sociolog´ıa, un rol o rol social constituye un conjunto
de acciones conectadas o relacionadas, conceptualizadas por los actores en una situacio´n
social. Es frecuente definirlo como un comportamiento esperado en un contexto individual
social dado.
Identidad Parcial: La identidad de cada persona esta´ compuesta por muchas identidades
parciales, las cuales representan a la persona en un contexto o rol espec´ıfico. De esta forma,
una identidad parcial es un subconjunto de atributos del conjunto que compone la identidad
completa, formada por la unio´n de todos los atributos de esta persona. Desde un punto
de vista te´cnico, estos atributos constituyen datos. Como se menciono´ anteriormente estos
atributos y los valores de la identidad parcial pueden variar en el tiempo. Un seudo´nimo
puede considerarse como una identidad parcial. A pesar de que una identidad parcial no
permite caracterizar a un individuo de forma u´nica dentro de un conjunto espec´ıfico, si
puede, segu´n la cantidad de atributos contenidos en el subconjunto, hacer posible tener
varios contextos de aplicacio´n del anonimato, tal como se observa en la figura 2.6.
Figura 2.6: Conjunto Ano´nimo vs. identidades parciales.
Identidad Digital: La identidad digital denota la atribucio´n de propiedades a una persona,
los cuales son, desde el punto de vista te´cnico, operacionalmente accesible de forma inme-
diata, por su caracter´ıstica digital. El identificador de una identidad parcial digital puede
ser una direccio´n de correo electro´nico en un grupo de noticias o en una lista de correos.
Identidad Virtual: Algunas veces se utiliza como sino´nimo de identidad digital, pero dada su
connotacio´n de no-real, aparente y no-existente, este te´rmino es utilizado principalmente
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en ambientes multi-usuarios, o multi-jugadores masivos, es decir, en entornos de juegos
virtuales.
Te´rminos relacionados con el manejo de la identidad
Manejo de la identidad: Significa el manejo de varias identidades parciales (usualmente
denotadas por seudo´nimos) de un individuo. El establecimiento de la reputacio´n es posible
cuando un individuo re-utiliza las identidades parciales. Un pre-requisito para la seleccio´n
de una identidad parcial es el de conocer el contexto en el que la persona esta´ actuando.
Manejo de la identidad para mejorar la privacidad: Dadas las restricciones de una apli-
cacio´n, el manejo de la identidad es llamado mejora de la privacidad si al seleccionar los
seudo´nimos y todas sus autorizaciones cuidadosamente, no se provee a un atacante ma´s
relacionabilidad entre las identidades parciales en comparacio´n a darle los datos omitiendo
la informacio´n de los seudo´nimos. En otras palabras, el manejo de la identidad es llama-
do mejora de la privacidad (Privacy-enhancing) si e´sta no provee ma´s relacionabilidad,
esencialmente, entre las identidades parciales.
Manejo de la identidad para mejorar la privacidad en el disen˜o de aplicaciones: Una apli-
cacio´n esta´ disen˜ada para permitir el manejo de la identidad para mejorar la privacidad si
ningu´n patro´n del env´ıo/recepcio´n de mensajes ni los atributos dados a las entidades impli-
ca ma´s relacionabilidad que lo estrictamente necesario para los propo´sitos de la aplicacio´n.
Sistema de manejo de la identidad: La tecnolog´ıa basada en el manejo de la identidad
en su esencia ma´s amplia se refiere a la administracio´n y disen˜o de los atributos de las
identidades. Se puede distinguir entre un sistema de manejo de identidad y una aplicacio´n
para el manejo de la identidad: La primera puede ser entendida como una infraestructura, y
la segunda como un conjunto de componentes coordinados entre s´ı. Las aplicaciones para el
manejo de la identidad son herramientas para manejar individualmente sus comunicaciones
relevantes, las cuales pueden ser configuradas y operadas en el lado de los usuarios o en
el lado de los servidores. El manejo de la identidad, soportado te´cnicamente, tiene que
autorizar a los usuarios para reconocer diferentes tipos de comunicaciones o situaciones
sociales, y acceder a ellas con respecto a su relevancia, funcionalidad y al nivel de riesgo
de la privacidad y seguridad en funcio´n de hacer y asumir roles de forma adecuada. En
general, las aplicaciones para el manejo de la identidad, espec´ıficamente en cuanto al manejo
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de las identidades parciales, representan los diferentes seudo´nimos con su respectivos datos
de acuerdo a los diferentes roles que el usuario ha asumido y de acuerdo a los diferentes
patrones de comunicacio´n.
Sistema para el manejo de la identidad en el mejoramiento de la privacidad: En este caso
se hace expl´ıcito el flujo de los datos personales, donde se le permite al usuario tener un
mayor grado de control. La gu´ıa principal es la de “reconocer y escoger” su propia identidad,
y se procura minimizar la cantidad de los datos utilizados. Esto significa que el usuario
controla la relacionabilidad de sus datos personales. De acuerdo a una situacio´n y contexto
espec´ıfico, tal sistema le da soporte al usuario en la seleccio´n de seudo´nimos que representen
a sus identidades parciales.
2.2. Te´cnicas de Anonimato
Tal como se menciono´ en los apartados anteriores el anonimato de un sujeto es el estado de
no ser identificable dentro de un conjunto de sujetos, denominado el conjunto ano´nimo. Tambie´n
se ha mencionado, tal como se menciona en [1], que el emisor de un mensaje puede ser ano´nimo
so´lo dentro de un conjunto de potenciales emisores, lo que corresponder´ıa al conjunto ano´nimo
del emisor, el cual a su vez puede ser un subconjunto de todos los sujetos a nivel mundial
quienes podr´ıan enviar mensajes en determinados instantes de tiempo. Este tipo de anonimato
es llamado anonimato del emisor. Lo mimo ocurre para el receptor, quien puede ser ano´nimo
so´lo dentro de un conjunto de receptores posibles, llamado el conjunto ano´nimo del receptor,
y a este tipo de anonimato es llamado anonimato del receptor. Adema´s hay un tercer tipo de
anonimato, el de relacio´n, el cual consiste en tener la propiedad de no poder relacionar quie´n se
comunica con quie´n. La no relacionabilidad significa que dentro del sistema las distintas entidades,
aqu´ı denominadas ı´tems de intere´s o IDI (mensajes, emisores, receptores, etc.) no esta´n ni ma´s ni
menos relacionadas con respecto a la informacio´n que se ten´ıa antes de que el adversario ejecute
un ataque (informacio´n a priori). En otras palabras, el anonimato del emisor/receptor puede
ser definido como las propiedades de que un mensaje particular no sea relacionado a cualquier
emisor/receptor, y que cualquier mensaje no sea relacionado a un emisor/receptor en particular,
entonces el anonimato de relacio´n es la propiedad de no poder relacionar o determinar quie´n se
comunica con quie´n.
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El anonimato se fortalece mientras ma´s grande sea su conjunto ano´nimo, y mientras ma´s
uniforme sea la distribucio´n de la ejecucio´n de las acciones por parte de los sujetos dentro del
conjunto, es decir, el nivel de anonimato no so´lo depende del taman˜o del conjunto sino tambie´n
de la probabilidad de que un sujeto en particular pueda generar cierta accio´n.
De esta forma se puede definir el entorno de accio´n que acota las te´cnicas de anonimato
para las comunicaciones: Colectar un conjunto apropiado de usuarios para que un usuario en
particular pueda ser ano´nimo cuando se comunica con los dema´s.
Los sujetos no pueden tener el mismo nivel de anonimato contra todos los tipos de ataques
posibles generados por participantes internos o externos. El conjunto de los posibles sujetos y la
probabilidad de que ellos puedan causar una accio´n puede variar dependiendo del conocimiento
del atacante. Se asume que desde el punto de vista del atacante, el nivel de anonimato so´lo puede
decrementar, es decir, se asume que el atacante no olvida la informacio´n que tiene y que ha
logrado recolectar durante su observacio´n e influencia sobre la comunicacio´n en el sistema.
Para definir las diferentes te´cnicas de anonimato se utilizan los siguientes criterios:
Objetivo de la proteccio´n: Define cua´l tipo de anonimato puede ser provisto (del emisor,
del receptor, o de la relacio´n).
Nivel de seguridad : Se debe definir cua´l es el nivel de seguridad alcanzado por el objetivo de
la proteccio´n (la seguridad desde la perspectiva de la teor´ıa de la informacio´n o incondicional
y la seguridad criptogra´fica/computacional con los supuestos asociados a mecanismos como
los de clave pu´blica).
Modelo de atacante: Contra que´ tipo de atacantes protege el sistema (externos, participan-
tes, proveedores de servicios).
Modelo de confianza: En quie´n conf´ıa el usuario: en los proveedores de servicios, en los
participantes externos, en otros usuarios, etc.
2.2.1. Proxies simples
Este corresponde a uno de los conceptos ma´s populares en la utilizacio´n de las comunicaciones
ano´nimas. La idea principal detra´s de esta te´cnica es que las solicitudes que se pretendan hacer
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a un servicio web, no se hagan directamente hacia el servidor, sino que un servidor intermedio
(proxy) haga la solicitud desde un punto intermedio. Es decir, las solicitudes no son enviadas
directamente desde el usuario hacia el servidor web, sino que el cliente se conecta a otro servidor,
llamado proxy, y e´ste genera la solicitud web al servidor por el usuario (tal como se muestra
en la figura 2.7). De esta manera el servidor web so´lo puede “ver” la direccio´n IP del servidor
proxy y no la del usuario. Adema´s, el servidor proxy puede filtrar la informacio´n de la solicitud
que podr´ıa ser utilizada para identificar al usuario, la cual incluye la informacio´n obtenida por
“cookies”, del sistema operativo, del navegador web, etc. Por ahora hay dos posibilidades de
conectarse a un proxy: v´ıa un sitio web o con un proxy local, y ambas pueden ser combinadas
convenientemente.
Figura 2.7: Proxies.
Sitio Web
Un sitio web proxy permite el uso de los servicios ano´nimos sin tener que instalar programas
adicionales. En este sitio web el usuario normalmente llena un formulario con la direccio´n del sito
adonde quiere conectarse. El proxy le env´ıa una solicitud al servidor web con la direccio´n que
indico´ el usuario, luego, el servidor le env´ıa su respuesta al proxy y la informacio´n obtenida le
es enviada al cliente por parte del proxy. Adema´s el proxy busca cualquier enlace adicional que
se necesite. Si existen uno o varios enlaces adicionales, el servidor proxy automa´ticamente los
transforma para que se utilicen tambie´n como la comunicacio´n inicial, es decir, que la conexio´n con
los enlaces adicionales tambie´n se hace a trave´s del proxy, permitie´ndole as´ı al cliente permanecer
ano´nimo au´n cuando se monitore´an estos enlaces adicionales.
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Proxies locales
Este me´todo requiere la instalacio´n de un programa adicional en el ordenador del cliente,
quie´n se debe registrar y debe configurar su navegador para poder conectarse a los sitios web.
Este programa para proxies locales tiene un lista de los llamados proxies abiertos los cuales
son proxies que han sido intencionalmente o por error dejados abiertos para el uso pu´blico. Esto
significa que cualquier usuario puede utilizar estos proxies para esconder su identidad.
El programa de proxy local esta´ disen˜ado para que busque y descubra automa´ticamente los
nuevos proxies abiertos. Despue´s, de forma aleatoria selecciona uno de ellos y lo utiliza de la
misma forma que los sitios web proxy. Incluso algunos esta´n configurados para hacer cambios
cada cierto intervalo de tiempo.
Cadenas de proxies
Tal como su t´ıtulo lo expone, se refiere al uso de varios proxies conectados de forma secuencial
o consecutiva conformando as´ı cadenas. La combinacio´n de distintos proxies, desde el punto
de vista te´cnico, puede ser u´til al considerar que cada tipo de proxy tiene ciertas ventajas y
desventajas. Al combinar proxies locales en una cadena se puede obtener un mejor nivel de
filtrado para las solicitudes web (http), ya que siendo locales, la velocidad de navegacio´n no se
vera´ afectada en gran medida. Por otro lado, si se utilizan varios proxies externos, la confianza
en cada uno de ellos pasa a jugar un papel importante.
El objetivo de proteccio´n en este caso es el anonimato del emisor contra el receptor, y el
anonimato de relacio´n contra todo el resto (el resto lo constituyen los participantes externos). El
modelo de ataque es el siguiente: proteccio´n contra el receptor de la solicitud, no hay proteccio´n
contra un proveedor de proxy corrupto o varios proveedores en colusio´n, no hay proteccio´n contra
atacantes externos quienes podr´ıan relacionar los mensajes entrantes y salientes de un usuario a
trave´s de ataque del tipo ana´lisis de tiempo. En cuanto al modelo de confianza, el usuario debe
confiar en el proxy porque e´ste puede registrar toda la informacio´n transferida y observar las
actividades del usuario.
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2.2.2. Crowds (multitudes)
Crowds se basa en el hecho de que las actividades de cada usuario en particular pueden
ocultarse dentro de las actividades de muchos otros usuarios. De esta forma, el sistema consiste en
una coleccio´n dina´mica de usuarios denominada “crowd” o multitud. Fue disen˜ada para proveer
alto rendimiento y anonimato del emisor.
Tal como se describe en [63], una solicitud hacia un sitio web primero pasa a trave´s de un
nu´mero aleatorio de participantes del sistema antes de ser enviado al servidor web. Esto quiere
decir, que cuando un miembro del sistema “crowds” recibe un mensaje decide aleatoriamente
si e´ste se env´ıa directamente al servidor destino o a otro miembro del sistema. Si el mensaje
es enviado a otro miembro del sistema, e´sta hace lo mismo hasta que el mensaje se env´ıa a su
destino final, tal como se muestra en la figura 2.8.
Figura 2.8: Crowds.
De esta forma el mecanismo permite que ni el servidor ni algu´n otro miembro del sistema
pueda saber quie´n es el iniciador de la solicitud o mensaje. Esto es lo que se denomina plausible
deniability.
Si el usuario quiere formar parte de la red, debe instalar un programa adicional en su orde-
nador local, que comu´nmente se le denomina “jondo”. Adema´s, se debe registrar en un servidor
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central, comu´nmente denominado “blender”. Como parte del procedimiento de registro, el usua-
rio debe crear un nombre de usuario (seudo´nimo) y una clave para su autenticacio´n personal.
El “jondo” es una especie de proxy local, as´ı que se debe configurar al navegador para poder
utilizarlo y navegar.
Cuando el sistema se inicia, un “jondo” primero contacta al “blender” para solicitarle acceso
a la red Crodws. Para acceder, el servidor le env´ıa una lista de los miembros de la red (la
multitud de “jondos”) y sus claves de cifrado sime´trico. Adema´s, el servidor informa al resto
de los miembros de la red sobre el nuevo integrante. Estas claves son necesarias porque toda la
informacio´n (solicitudes y respuestas) son cifradas de un miembro a otro de la red. Cualquier
solicitud web proveniente de un navegador se env´ıa a un “jondo” local, el cual env´ıa a su vez la
solicitud aleatoriamente a un miembro de la red (puede ser otro miembro o asimismo).
Cuando un mensaje se env´ıa o se recibe desde un miembro de la red, una identificacio´n del
camino (ID) se almacena en una base de datos local. Este ID hace posible el env´ıo, en direccio´n
opuesta, de las respuestas desde el servidor hacia el cliente solicitante. Cada “jondo” guarda los
pares de ID del camino correspondientes a la entrada y salida de una solicitud. Si un “jondo”
recibe un mensaje de otro “jondo”, e´ste verifica si el ID del camino recibido ya esta´ almacenado
en la tabla, si es as´ı, el “jondo” reenv´ıa el mensaje al pro´ximo “jondo”, dependiendo del segundo
ID del camino en la tabla. Si el ID del camino no esta´ en la tabla, se selecciona un nuevo destino
(“jondo” o el servidor final), se env´ıa el mensaje , y se almacena un nuevo par en la tabla.
Esta te´cnica protege al anonimato del emisor contra los receptores (se suponen receptores
corruptos), y al anonimato de relacio´n contra todo el resto. El modelo no provee proteccio´n
contra atacantes externos, quienes pueden monitorear toda la red. No hay proteccio´n para un
“jondo” cuyos env´ıos y recepciones esta´n siendo observadas. Dado que el sistema no utiliza
criptograf´ıa asime´trica, no se basa en las suposiciones criptogra´ficas de esta te´cnica, y de esta
forma se puede decir, que puede ser alcanzado un nivel incondicional de seguridad (un nivel
condicional de seguridad lo da el uso de te´cnicas asime´tricas de cifrado, sobre las cuales existen
ciertos supuestos para que se implementen). El modelo de confianza es el siguiente: Se debe
confiar en una instancia central llamada “blender”, los reenv´ıos de los “jondos” deben confiar en
la disponibilidad de la red.
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2.2.3. Difusio´n o Broadcast
Es un te´cnica ya utilizada en las redes de comunicacio´n para la distribucio´n de informacio´n,
por ejemplo, para la recepcio´n de las sen˜ales de radio o televisio´n. Todos los participantes de la red
reciben toda la informacio´n enviada y seleccionan localmente cua´l informacio´n posee relevancia
para ellos. Esto le imposibilita a un atacante pasivo determinar si la informacio´n va hacia un
receptor en particular.
Si un mensaje esta´ dirigido a un participante espec´ıfico de la red de distribucio´n, se debe
utilizar una direccio´n impl´ıcita. Esto significa que no hay un enlace o relacio´n entre esta direc-
cio´n impl´ıcita y el receptor f´ısico sino so´lo para el receptor mismo. La direccio´n so´lo puede ser
interpretada por el receptor o recipiente, y de esta forma el emisor no puede obtener informacio´n
concreta sobre este receptor. Una direccio´n impl´ıcita como, por ejemplo, un nu´mero aleatorio,
tiene que ser enviada con el correspondiente mensaje y cada estacio´n que recibe el mensaje com-
para e´sta con su propia direccio´n impl´ıcita y verifica si es el verdadero receptor del mensaje. Si
la direccio´n puede ser vista pu´blicamente, se denomina direccio´n impl´ıcita visible.
Para evitar que diferentes mensajes destinados al mismo receptor puedan ser relacionados o
enlazados con e´sta, se deber´ıan utilizar direcciones visibles distintas para cada mensaje. El men-
saje tambie´n deber´ıa estar encriptado, para evitar que otros receptores en el broadcast puedan
leer su contenido.
Por el contrario, si la direccio´n impl´ıcita esta´ cifrada, entonces se le denomina direccio´n
impl´ıcita invisible, pero esto obliga a cada estacio´n a descifrar todos los mensajes que recibe para
poder verificar si le corresponde alguno de ellos.
En una red conmutada, donde cada estacio´n so´lo recibe lo que le ha sido enviado por otro
participante, o so´lo recibe lo que ha solicitado, puede ser utilizado un sistema de comunicacio´n
mu´ltiple o multicast. Este tipo de difusio´n parcial significa que cada uno de los participantes no
recibe todos los mensajes sino un subconjunto de los mismos, reduciendo as´ı el ancho de banda
necesitado, sin embargo, tambie´n decrece en nivel de anonimato.
Los objetivos de proteccio´n de esta te´cnica son el anonimato del receptor utilizando las direc-
ciones impl´ıcitas, la no observabilidad del receptor, contra los adversarios externos, si se utiliza un
tipo de tra´fico de relleno, denominado “tra´fico dummy”. La no relacionabilidad de los diferentes
mensajes pertenecientes al mismo receptor se consigue al utilizar distintas direcciones impl´ıci-
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tas para cada mensaje. El nivel de seguridad alcanzado es incondicional si no se utiliza cifrado
asime´trico. En cuanto al modelo del atacante, en relacio´n al anonimato y la no relacionabilidad,
existe proteccio´n contra los atacantes pasivos (observadores) externos e internos. Con respecto
a la no observabilidad, existe proteccio´n contra los atacantes externos. En lo que respecta al
modelo de confianza, si se utiliza tra´fico dummy y direcciones impl´ıcitas, no se necesita confiar
en otro participante ni en ningu´n proveedor de servicios.
2.2.4. Red de anillo
En esta te´cnica, las estaciones esta´n circularmente cableadas, tal como se observa en la figura
2.9a, lo que hace que sea va´lido so´lo para configuraciones de redes locales o regionales.
Figura 2.9: (a) Topolog´ıa de anillo (b) Anillo Trenzado.
Si una estacio´n necesita enviar un mensaje, e´ste se env´ıa en sucesio´n en al menos una vez a
cada una de las estaciones del anillo.
A trave´s del uso de la regeneracio´n de la sen˜al digital en cada estacio´n participante, cada
mensaje es independiente del mensaje original (con respecto a las caracter´ısticas analo´gicas).
Cada estacio´n regenera el mensaje de tal forma que e´sta parece ser la estacio´n inicial. Este me´todo
provee anonimato del emisor con respecto a adversarios quienes observan o controlan estaciones
o conexiones de la red de anillos, siempre que no este´n directamente antes ni despue´s del emisor.
El receptor tambie´n se convierte en ano´nimo y no observable debido al reenv´ıo del mensaje sobre
el anillo completo. Una precondicio´n adicional necesaria para garantizar el anonimato del emisor,
es que los permisos de env´ıo este´n apropiadamente configurados y garantizados.
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Si dos estaciones de la red de anillo tratan de observar una estacio´n ubicada entre ellos sin
una mutua colaboracio´n no podra´n observar algo significativo porque los mensajes de salida
esta´n cifrados. De esta forma un atacante debe rodear a una estacio´n y comparar los mensajes
de entrada y de salida. Si el atacante no puede hacer esto, so´lo podr´ıa inferir si alguna estacio´n
env´ıa un mensaje, dentro de un grupo de estaciones directamente conectadas, pero no podr´ıa
establecer exactamente cua´l estacio´n lo hace.
Con el fin de asegurar que los mensajes sean recibidos por las estaciones adecuadas, es su-
ficiente si el emisor obtiene el mensaje de regreso sin modificaciones despue´s de dar una vuelta
sobre el anillo.
Debido a la conexio´n serializada de las estaciones todas la conexiones y las estaciones tendra´n
que trabajar apropiadamente para que la comunicacio´n entre cualquier par de estaciones sea
posible. Las estaciones con defectos debera´n ser removidas de la red de anillo.
Una posible solucio´n para evitar las interferencias es el anillo trenzado. Tal como se presenta
en la figura 2.9b, dos redes de anillos se interconectan mutuamente. El primer anillo conecta a
las estaciones vecinas y el segundo anillo conecta dos estaciones separadas por otra intermedia.
Esto no so´lo duplica la capacidad de transmisio´n sino que compensa un mal funcionamiento o
ruptura en una estacio´n o conexio´n.
Una topolog´ıa en anillo, de esta forma, utilizando la regeneracio´n de la sen˜al digital y una
te´cnica para mu´ltiples accesos ano´nimos proveen anonimato del emisor y del receptor contra un
atacante que controla algunas estaciones.
El objetivo de proteccio´n es el anonimato del emisor, y el anonimato del receptor a trave´s
del env´ıo del mensaje sobre el anillo completo. El nivel de seguridad que puede ser alcanzado
sera´ so´lo a nivel computacional si el cifrado utilizado para los mensajes saliente esta basado
en suposiciones criptogra´ficas (cifrado asime´trico). Si no es as´ı puede ser alcanzado un nivel de
seguridad incondicional. En cuanto al modelo del adversario, esta te´cnica ofrece proteccio´n contra
un atacante que controla algunas estaciones a excepcio´n de las que se ubican antes y despue´s
del emisor. El modelo de confianza para este caso se refiere a que las estaciones vecinas de un
usuario no deben colaborar contra e´ste.
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2.2.5. Buses
En [5] propusieron un mecanismo para las comunicaciones ano´nimas basados en lo que lla-
maron “buses”. En este enfoque cada usuario se modela como una estacio´n de autobu´s, mientras
que los mensajes de los usuarios son transferidos como pasajeros de los propios autobuses. La
idea de base de esta premisa esta´ en el de considerar que es muy dif´ıcil trazar (por parte de
un observador) la trayectoria de una persona que se traslada en autobu´s en un centro urbano,
y es au´n ma´s dif´ıcil si utiliza diferentes autobuses para completar su ruta. Si un usuario quiere
enviarle un mensaje a otro, primero tiene que esperar a que el autobu´s llegue a su estacio´n para
poder hacer el env´ıo (esta idea es semejante al mecanismo de “tokens” de la redes “token-ring”),
luego procede a colocar el mensaje en los asientos del autobu´s.
En esta misma propuesta se plantean tres tipos de sistemas. El primero esta´ basado en una
topolog´ıa de anillo y utiliza un autobu´s solamente. Como se muestra en la figura 2.10, el autobu´s
siempre se mueve en una misma direccio´n. Adema´s, el autobu´s tiene un asiento por cada par
emisor/receptor que posee el sistema. Si, por ejemplo, una estacio´n A quiere enviarle un mensaje
a una estacio´n B, A cifra el mensaje con la clave pu´blica de B y lo coloca en el asiento AB
del autobu´s. Para asegurarse que un atacante no pueda percatarse de que una estacio´n quiere
enviar un mensaje o no, cada una de ellas tiene que enviar mensajes a todas las dema´s estaciones.
De este forma el atacante no podra´ decidir si hay una comunicacio´n real entre las estaciones.
Para recibir los mensajes, una estacio´n tiene que descifrar y verificar todos los mensajes en sus
asientos, dado que otras estaciones tambie´n han podido enviarle mensajes.
Desde el punto de vista del rendimiento, si so´lo se considera el nu´mero de mensajes se podr´ıa
considerar que e´sta es una comunicacio´n o´ptima, pero los mensajes requieren de una gran canti-
dad de tiempo para ser transferidos desde el emisor hasta el receptor, en lo cual se debe considerar
que la longitud de cada env´ıo tiene un crecimiento cuadra´tico con respecto al nu´mero de estacio-
nes en el sistema, adema´s el mensaje tiene que pasar por cada una de las estaciones del anillo.
Una posible modificacio´n es la de utilizar asientos variables, y no asientos fijos como en el caso
anterior. En este caso, el emisor cifra los mensajes en forma de “cebolla” o por capas utilizando
las claves pu´blicas del resto de las estaciones, por las cuales el autobu´s pasara´ en el camino hacia
el receptor. Se dice que es en forma de “cebolla” porque se cifra por capas, la primera capa
consiste en el cifrado del mensaje con la clave pu´blica del receptor, la segunda capa se obtiene
cifrando el resultado anterior con la clave pu´blica de la penu´ltima estacio´n, y as´ı sucesivamente
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Figura 2.10: Red de Anillo con un solo autobu´s.
hasta cifrar la u´ltima capa con la clave pu´blica de la primera estacio´n. Al ser enviado el mensaje,
cada estacio´n descifra la capa que le corresponde y realiza el reenv´ıo a la siguiente estacio´n si
se percata que el mensaje no le corresponde. Si al descifrar el mensaje puede ser le´ıdo, quiere
decir que esa estacio´n es el receptor del mensaje. Este esquema puede permitir incrementar la
posibilidad de colusio´n, ya que no se tienen asientos confirmados, por ende se deben calcular con
precisio´n el nu´mero de asientos provistos en el autobu´s.
El segundo tipo de sistema de buses que introdujeron en [5] utiliza dos autobuses, los cuales se
mueven en direcciones opuestas en una ruta circular, que hace la conexio´n entre dos estaciones.
Esto permite poseer mejores tiempos para los env´ıos, pero desmejora el proceso de comunicacio´n.
Para evitar esto, y conseguir optimizar la comunicacio´n en cuanto a los tiempos de env´ıo, se pro-
puso un tercer tipo de esquema, el cual se base en el concepto de conglomerados o “clusters”. Tal
como se muestra en la figura 2.11, los nodos o estaciones esta´n integrados en grupos (“clusters”)
de taman˜o parecido. Cada “cluster” tiene su propio autobu´s para transportar los mensajes.
Los autobuses utilizan una te´cnica de rutas circulares (anillo), a un nivel de capas altas de
comunicacio´n (modelo OSI), considerando cualquier topolog´ıa de red (a nivel de capa de red o
de enlace). A pesar de que la idea apunta a tener un comportamiento o´ptimo, desde el punto de
vista de la comunicacio´n y del tiempo de env´ıo, se han hecho implementaciones pra´cticas de la
misma, que muestran que es so´lo utilizable para implementaciones en redes pequen˜as, y adema´s
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Figura 2.11: Red de Anillo dividida en “clusters”.
necesita una gran cantidad de tra´fico de relleno (“dummy”) para lograr esconder las interacciones
entre los usuarios.
Los objetivos de proteccio´n son el de proteger el anonimato del emisor, del receptor y el
de relacio´n. So´lo puede ser alcanzado un nivel de seguridad computacional, porque el cifrado
asime´trico se utiliza para el env´ıo de mensajes, el cual esta´ basado en suposiciones criptogra´ficas.
En cuanto al modelo del atacante pueden ser descrito dos tipos: un atacante que realmente
lee los mensajes de la red y controla algunas de las estaciones, y los atacantes quienes pueden
manipular, crear, o borrar mensajes. Este sistema no puede evitar un ataque de negacio´n de
servicio (DoS).
2.2.6. Red-DC
El te´rmino Red-DC significa red de cripto´grafos de comedor (D ining C ryptographers ne-
twork), acun˜ado por su inventor, David Chaum, en [13]. Su intencio´n fue proporcionarle anoni-
mato al emisor sobre una gran variedad de topolog´ıas de red.
Para comprender este tipo de te´cnica, se presenta el siguiente ejemplo: Tres cripto´grafos esta´n
comiendo en su restaurante favorito, despue´s de finalizar su cena el mesonero le informa a los tres
que la cuenta ha sido pagada por alguien ano´nimamente. Ellos respetan esta accio´n, pero desean
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saber si fue uno de ellos quie´n realizo´ el pago o fue la agencia de seguridad donde trabajan. Para
procurar resolver esta incertidumbre, utilizaron el siguiente me´todo: cada cripto´grafo lanza una
moneda y muestra el resultado (“cara o cruz”) al compan˜ero de su derecha. Esto quiere decir que
cada resultado es conocido por dos de ellos solamente, y cada cripto´grafo conoce dos resultados
solamente. Cada uno compara los dos resultados y so´lo revela a los dema´s si el resultado es
igual o desigual (cara-cara y cruz-cruz para ser igual, o cara-cruz o cruz-cara para ser desigual).
Si uno de los cripto´grafos fue el que pago´ la cena, e´l deber´ıa negar el resultado, es decir, si su
resultado fue igual (cara-cara o cruz-cruz) deber´ıa decir que fue un resultado desigual (cara-cruz,
cruz-cara), y viceversa. Cuando el nu´mero de resultados desiguales es impar significa que un
cripto´grafo pago´ la cena, en caso contrario ninguno de ellos lo hizo.
Este mismo principio es aplicado a una red de comunicacio´n, y es llamado soporte de env´ıo.
En esta te´cnica, cada una de las estaciones env´ıa un mensaje real o uno ficticio en un punto
determinado del tiempo, y la superposicio´n (la suma dentro de un grupo conmutativo o Abelian)
de estos mensajes sera´n recibidas por todas las estaciones.
Una primera estacio´n genera claves aleatorias (tanto los caracteres de las claves como los de
los mensajes pertenecera´n al grupo Abelian), y le comunica sendas claves a las dema´s estaciones
en la red. Estas claves deben ser transmitidas por un canal seguro. En el caso l´ımite, esta
procedimiento se repite para cada estacio´n en la red. De esta forma, cada estacio´n tendra´ n− 1
claves (donde n es el nu´mero de estaciones en la red), y las cuales mantiene en secreto.
Si una estacio´n quiere enviar un mensaje, e´sta superpone todas las claves conocidas junto
con el mensaje. La superposicio´n significa que todos los caracteres son la suma del mensaje, de
las claves generadas, y el inverso de todas las claves recibidas. Esta es llamada una superposicio´n
local. Todas las estaciones que no desean enviar un mensaje, deben enviar un mensaje vac´ıo,
superpuesto con todas las claves conocidas.
Cada estacio´n env´ıa el resultado de su superposicio´n local (su salida). Todas las salidas que
se env´ıan se superponen globalmente. Esto significa que son sumadas (la operacio´n de grupo es
aplicada a las salidas locales). La suma resultante se distribuye en cada una de las estaciones
en la red. Dado que cada clave y su inversa fue sumada exactamente una vez, las claves se
borran unas a otras en la superposicio´n global. Adema´s, el resultado de la superposicio´n global
es la suma de todos los mensajes enviados. Si ninguna estacio´n quiere enviar un mensaje, la suma
correspondera´ al elemento neutral del grupo, que representara´ un resultado vac´ıo. Si exactamente
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un miembro env´ıa un mensaje, la suma sera´ igual a este mensaje.
Si para efectos pra´cticos son escogidos los d´ıgitos binarios (0 o´ 1) como los elementos del
grupo Abelian, entonces e´ste mantiene el env´ıo binario en cada caso, tal como se especifico´ antes,
a trave´s del operador o− exclusivo.
Cada clave se utiliza una sola vez, es decir, las claves deben cambiarse en cada una de las
rondas. En caso contrario, la salida de una estacio´n que env´ıa un mensaje vac´ıo sera´ ide´ntica a
la anterior, lo cual puede ser utilizado por el atacante para determinar este hecho.
Si dos o ma´s estaciones env´ıan simulta´neamente su resultado superpuesto podr´ıan causar
colisiones, lo cual representa un problema en sistemas de distribucio´n en canales con accesos
mu´ltiples.
Cada participante en el sistema obtiene el resultado de la suma global, y por ende el mensaje
original. Deber´ıa ser utilizado un mecanismo de cifrado para mantener el contenido del mensaje
en secreto (como se utiliza en otras te´cnicas de anonimato). El uso de las direcciones impl´ıcitas
podr´ıan preservar al anonimato del receptor.
Este tipo de red es susceptible a los ataques de denegacio´n de servicio, ya que si una estacio´n
funciona mal o deja de funcionar, se transmitir´ıan so´lo mensajes sin significado.
Esta es una te´cnica costosa en lo que respecta al tra´fico generado, y al ir agregando partici-
pantes en la red, se incrementara´ su tra´fico linealmente.
Los objetivos de proteccio´n que se logran son el de anonimato del emisor, el anonimato del
receptor cuando se utilizan difusio´n y direccionamiento impl´ıcito, el de anonimato de relacio´n, y
la no observabilidad del emisor y del receptor a trave´s del uso de tra´fico de relleno o “dummy”.
Este modelo proporciona proteccio´n contra atacantes que sean participantes internos, pero
es vulnerable a los ataque de denegacio´n de servicio, sin embargo se pueden descubrir y ex-
cluir este tipo de atacantes. En cuanto al modelo de confianza, todos los participantes deber´ıan
comprometerse y tolerar el cumplimiento de las reglas.
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2.2.7. Mezcladores o Mixes
Esta idea se describe en [12]. El me´todo utiliza criptograf´ıa de clave pu´blica y fue disen˜ado
para que los sistemas de env´ıo de correo electro´nico proveyeran anonimato del emisor, del re-
ceptor y de relacio´n sin necesitar un servicio de confianza central (por ejemplo una autoridad
certificadora).
En general, los mezcladores o Mixes pueden ser entendidos como una cadena de proxies
seguidos uno detra´s del otro. Se considera que el atacante puede observar todas las comunicaciones
y puede controlar todos los mixes a excepcio´n de uno.
Topolog´ıas Mix
Este concepto funciona aun cuando se dispone de un solo mix. Pero en este caso el usuario
debe confiar en este mix. T´ıpicamente hay ma´s de un mix en la red organizados en forma de
cadena. Existen diferente me´todos para organizar la cooperacio´n dentro de la red. Uno de ellos
puede ser que cada mix existe independientemente en la red y los participantes libremente deciden
a trave´s de cua´l de ellos enrutara´n sus mensajes. As´ı cada nodo puede comunicarse con el resto
conformando lo que se denomina una topolog´ıa de red mix.
Otra posibilidad es utilizar una cadena de mixes predefinida. A esta cadena se le denomina
mix en cascada.
Adema´s de los dos extremos antes mencionados, se pueden utilizar variaciones que resulten
en disen˜os h´ıbridos. Un ana´lisis y comparacio´n de ambas ideas se presenta en [17, 9].
En una red mix, el usuario puede decidir con cua´les mixes desea interactuar, proveyendo de
esta manera un buen nivel de escalabilidad y flexibilidad. Adema´s, debido a que los usuarios
escogen aleatoriamente los mixes, un atacante no podr´ıa determinar cua´les de ellos deber´ıa
controlar para poder observar un mensaje enviado, para esto deber´ıa controlar gran parte de
la red.
Por otro lado, un atacante sabe con exactitud cua´les mixes debe controlar en una red en
cascada (mix en cascada). Este disen˜o es vulnerable a los ataques de denegacio´n de servicio, ya
que al detener un solo mix en la red, lograr´ıa detener todo el sistema.
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Por otro lado en [9] exponen que la red mix (pero no la red en cascada) es vulnerable a
ciertos tipos de atacantes con altos niveles de control, es decir, que controlan a todos los mixes
a excepcio´n de uno. Mencionan que este tipo de red es vulnerable a los ataques n − 1. Otra
desventaja es que algunos mixes puede que no sean casi utilizados (se subutilizan) y otros se
sobrecarguen.
Los objetivos de proteccio´n que se logran son el de anonimato del emisor, y el de relacio´n.
Provee proteccio´n contra atacantes que pueden observar toda la red y que pueden controlar
muchos mixes. Es susceptible a ataques de denegacio´n de servicio y ataques n − 1. Desde el
punto de vista de la confianza, se debe confiar en al menos un mix de la ruta seleccionada.
Funcionalidad Ba´sica
En este enfoque los usuarios o clientes no env´ıan sus solicitudes directamente al servidor (o
a otro destino), sino que las env´ıan a nodos (enrutadores) intermedios denominados mix. Para
poder ocultar la comunicacio´n de los participantes, los mixes no env´ıan instanta´neamente los
mensajes que reciben, en vez de esto, los mixes almacenan varios mensajes de diferentes clientes
por un tiempo definido, los transforman, y luego si los reenv´ıan simulta´neamente a los servidores
de destino o a otros mixes en la red. Un observador que puede ver todos los mensajes entrantes
y salientes de un mismo mix no podr´ıa determinar cua´les mensajes de entrada corresponden a
cua´les mensajes de salida.
Los fundamentos que consolidan la seguridad de los mixes se muestran en la figura 2.12
Preprocesamiento: Transformacio´n de los mensajes
El objetivo principal de la transformacio´n de los mensajes es evitar que un atacante pueda
trazar (descubrir su recorrido) un mensaje a trave´s de la comparacio´n de los patrones de bits
correspondientes a los mensajes que entran y salen de un mix.
Para poder enviar un mensaje, el cliente primero lo debe preparar. Para esto, el primer paso
que debe dar es escoger el camino por el cual se transmitira´ el mensaje, este camino estara´ com-
puesto por los mixes que haya escogido, y debe incluir el orden espec´ıfico de reenv´ıos antes de
que llegue a su destino final. Para mejorar la seguridad del sistema, se recomienda utilizar ma´s
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Figura 2.12: Fundamentos que sustentan las redes mix.
de un mix en cada camino. El siguiente paso, es utilizar las claves pu´blicas de los mixes escogidos
para cifrar el mensaje, en el orden inverso en el que fueron escogidos, es decir, el mensaje se
cifra primero con la clave pu´blica del u´ltimo mix, luego con la del penu´ltimo, y as´ı hasta cifrar
por u´ltima vez con la clave pu´blica del primer mix en el camino seleccionado. Cada vez que se
cifra se construye una capa, y se incluye la direccio´n del siguiente nodo (ya sea el destino final
u otro mix). As´ı cuando el primer mix obtiene el mensaje preparado, lo descifra con su clave
privada, y obtiene la direccio´n del siguiente nodo al que debe reenviarle el resto del contenido
que quedo´ despue´s de su descifrado.
Este esquema puede ser descrito de la siguiente manera:
A1, ..., An pueden ser la secuencia de las direcciones y c1, ..., cn la secuencia de la claves de
cifrado conocidas pu´blicamente y pertenecientes a la secuencia Mix1, ...,Mixn escogidos por el
emisor. Incluso c1 puede ser una clave secreta en un sistema de cifrado sime´trico. An+1 puede ser
la direccio´n del receptor o del destino final del mensaje, al cual se le denomina, por simplificacio´n,
Mixn+1, y cn+1 ser´ıa su clave de cifrado. z1, ..., zn puede ser una secuencia de bits aleatorias. El
emisor crea los mensajes Ni que son recibidos por el Mixi, y en la base del mensaje N es lo que
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el receptor final debe recibir (Mixn+1) supuestamente:
Nn+1 = cn+1(N) (2.1)
Ni = ci(zi, Ai+1, Ni+1) para i = n, ..., 1 (2.2)
El emisor le env´ıa N1 al Mix1. Despue´s que se decodifica, cada mix recibe la direccio´n del
siguiente mix y el mensaje que esta´ destinado a ese siguiente mix. Debido a las implementaciones
de los sistemas de clave pu´blica o asime´trica se necesitan las cadenas aleatorias de bits.
Para asegurar que un atacante no pueda trazar un mensaje (seguir su trayectoria) a trave´s
de un mix, es necesario que todos los pares de entrada-salida de los mensajes no tengan carac-
ter´ısticas que permitan identificarlos, por ejemplo, el taman˜o de los mismos. Una solucio´n a esto
es establecer taman˜os fijos para los mensajes, y cuando los mensajes tengan un taman˜o inferior
al fijado, se debera´n rellenar con informacio´n falsa, y cuando lo superan se debera´n fragmentar
en varias piezas.
Reordenamiento: Mezclas por grupos (pool) o mezclas por cantidad (batch): Cuando
un mix opera en modo “por cantidad” o “batch”, e´ste recolecta un nu´mero fijo n de mensa-
jes, cifra´ndolos y reordena´ndolos antes de reenviarlos a todos en un solo env´ıo. En contraste,
un mix que opera en modo “por grupos” o “pool” tiene siempre un nu´mero n de mensajes
almacenados en su memoria temporal o “buffer” denominado “pool”. Si un nuevo mensaje
llega al mix, entonces se escoge aleatoriamente y se reenv´ıa uno de los mensajes almacena-
dos. El nu´mero n representa al taman˜o del “pool”.
Prueba de reenv´ıo: Uno de los tipos de ataques ma´s frecuentes es el denominado ataque de
reenv´ıos. Un atacante podr´ıa copiar un mensaje que desea monitorear y enviarle una o
varias copias de e´ste al mix. Estas copias del mensaje podr´ıan tomar el mismo camino
en la red que el mensaje original, dado que los algoritmos de env´ıo y descifrado trabajan
determin´ısticamente. As´ı, puede ser encontrado un patro´n caracter´ıstico del mensaje so´lo
con observar la red. Con el fin de evitar este tipo de ataque, las copias de los mensajes
deben ser identificadas y eliminadas a trave´s de un filtro. Una posibilidad para identificar
los mensajes inva´lidos es a trave´s del uso de estampas de tiempo. Cuando un mix obtiene
un mensaje, tambie´n obtiene una etiqueta que le informa la franja de tiempo durante la
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cual el mensaje es va´lido. Si el mensaje llega muy tarde (despue´s de lo que la franja de
tiempo le indica), el mix niega el reenv´ıo del mensaje. Otra posibilidad es que el mix al-
macene una copia de los mensajes que ya haya enviado, y as´ı los los mensajes nuevos que
lleguen pueden ser comparados con esta base de datos. Por razones de seguridad y rendi-
miento, es conveniente restringir el taman˜o de esta base de datos. Los mensajes debera´n
ser almacenados por un corto per´ıodo de tiempo antes de que se borren.
Tra´fico de relleno o dummy: Aun cuando ninguna informacio´n esta´ siendo transmitida, es
posible enviar informacio´n falsa en la red. Esto tendr´ıa el mismo efecto de no enviar ningu´n
mensaje, pero un observador (atacante) no podr´ıa distinguir entre los mensajes reales de
los que se env´ıan como relleno. El env´ıo de este tipo de mensajes de relleno es denominado
tra´fico dummy. Con respecto a la idea de los mixes, un mix podr´ıa aleatoriamente enviar
tra´fico dummy a otro en la red. Este mecanismo tambie´n beneficiar´ıa a los mix que trabajan
en el modo batch, ya que normalmente estos mixes tienen que esperar hasta que un nu´mero
predefinido de mensajes hayan llegado antes de que todos los mensajes sean reenviados
simulta´neamente, y evitar´ıa los posibles retrasos que podr´ıan ocurrir cuando no hayan
env´ıos suficientes de mensajes al mix, y e´ste puede hacer su respectivo reenv´ıo, es decir, el
tra´fico dummy evitar´ıa estos retrasos, ya que si no hay suficientes mensajes reales enviados,
el nu´mero de mensajes necesarios para hacer el reenv´ıo se pudiese alcanzar con los mensajes
de relleno.
Anonimato del receptor (Direcciones de retorno no trazables): El hecho de permitir que
un receptor pueda permanecer ano´nimo se le caracteriza por tener una direccio´n de retorno
que no pueda ser registrada o trazada por un atacante. Esta direccio´n de retorno es un
mensaje especial que tiene que ser creado por el receptor y tiene que ser utilizado por el
emisor para el env´ıo del mensaje al receptor ano´nimo. La idea de base de este tipo de
direccionamiento es que el receptor, y no el emisor, define sobre cua´les mixes y el orden a
ser utilizado para la entrega de cierto mensaje de respuesta. La direccio´n de retorno pre-
parada por el receptor contiene una clave sime´trica para cada mix en el camino que e´ste
utilizara´ para cifrar el mensaje enviado por el emisor. Finalmente, el receptor recibira´ un
mensaje cifrado mu´ltiples veces con claves sime´tricas como e´l mismo especifico´. Dado que
el receptor conoce todas las claves sime´tricas, para poder desarrollar esta te´cnica, e´ste pue-
de descifrar el mensaje. Dado que la claves sime´tricas son desconocida por el emisor y la
codificacio´n del mensaje cambia en cada uno de los mixes (debido al cifrado), el emisor no
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puede trazar el mensaje hacia el receptor.
Este esquema se explica de la siguiente forma: A1, ..., Am pueden ser la secuencia de las
direcciones y c1, ..., cm pueden ser la secuencia de las claves pu´blicas conocidas de la se-
cuencia de mixes Mix1, ...,Mixm escogida por el receptor, donde cm puede ser una clave
secreta de un sistema de cifrado sime´trico. El mensaje an˜adido a la direccio´n de retorno
pasara´ por estos mixes en orden ascendiente dependiendo de sus ı´ndices. Am+1 puede ser
la direccio´n del receptor llamado Mixm+1. De forma similar, al emisor se le llama Mix0.
El receptor crea una direccio´n de retorno no trazable (k0, A1, R1) donde k0 es una clave de
un sistema de cifrado sime´trico generada para este propo´sito. Mix0 se supone que utiliza
esta clave para codificar el contenido del mensaje con el fin de garantizar que el Mix1 no
sea capaz de leer este mensaje. R1 es parte de la direccio´n de retorno, la cual se transmite
a trave´s del Mix0 y contiene el mensaje generado y que ha sido cifrado utilizando k0. R1
inicialmente se crea escogiendo aleatoriamente un u´nico nombre e de la direccio´n de retorno
en un esquema recursivo como el que se muestra a continuacio´n:
Rj es la parte de la direccio´n de retorno que sera´ recibida por el Mixj .
kj es la clave de un sistema de cifrado sime´trico, con el cual Mixj codifica la parte
legible del mensaje.
Rm+1 = e (2.3)
Rj = cj(kj , Aj+1, Rj+1) para j = m, ..., 1. (2.4)
El mensaje Nj esta´ constituido por la parte de la direccio´n de retorno Rj y el contenido I
del mensaje (codificado varias veces) generado por el emisor (tambie´n llamado parte Ij del
contenido). Los mensajes Nj son creados por elMixj−1 y son enviados alMixj de acuerdo
al siguiente esquema recursivo. Estos son creados y enviados por el emisor Mix0 y as´ı, en
secuencia, se pasan a trave´s de los mixes Mix1, ...,Mixm
N1 = R1, I1; I1 = k0(I) (2.5)
Nj = Rj , Ij ; Ij = kj−1(Ij−1) para j = 2, ...,m+ 1 (2.6)
El receptor Mixm+1 recibe e, Nm+1 = e, (km(...k1(i))...) y puede descifrar y extraer el
contenido I ya que conoce todas las claves secretas kj asignadas para el nombre e de la
parte de la direccio´n de retorno en el orden correcto.
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Verificacio´n del taman˜o del conjunto ano´nimo: Si un atacante bloquea el mensaje de un
participante espec´ıfico, este mensaje se a´ısla del conjunto ano´nimo. Lo mismo suceder´ıa si
un atacante rodea a un participante espec´ıfico, manipula´ndolo a trave´s de la generacio´n
de mensajes con fines il´ıcitos para el sistema. Este tipo de ataque es conocido como el
ataque de mezcla o n− 1. No existe una solucio´n espec´ıfica contra este tipo de ataques en
ambientes abiertos, como por ejemplo en aquellos donde los participantes entran y salen del
sistema a su discrecio´n. Se podr´ıa utilizar una proteccio´n ba´sica si el mix puede identificar
a cada participante, as´ı, de una forma confiable el mix puede verificar si los mensajes
que tiene almacenados en su memoria temporal (“buffer”) fueron enviados por un nu´mero
relativamente adecuado de usuarios.
Canales Mix: Los canales mix son utilizados para manejar en tiempo real las cadenas continuas
de datos o que contengan so´lo pequen˜os retrasos a trave´s de una cadena de mixes. Para
este caso, es necesario que se divida el ancho de banda: una parte para la sen˜alizacio´n y
otra parte para el env´ıo de los datos, ambos utilizados para la transmisio´n del mensaje.
Se podr´ıa asumir que existe un so´lo canal para la sen˜alizacio´n, y varios canales para la
transmisio´n de datos. Con el fin de establecer el canal, se env´ıa un mensaje sobre el canal
de sen˜alizacio´n, el cual contiene la clave ki que debera´ ser utilizada entre el emisor y elMixi,
la cual se cifra de forma asime´trica por la clave pu´blica de dicho mix. Con esto, se define
un canal de igual forma para todos los mixes, sobre el cual sera´ transmitido el mensaje.
Se podr´ıa utilizar un canal para el env´ıo y otro canal para la recepcio´n. Un canal de env´ıo
es ana´logo a un cifrado h´ıbrido: el emisor establece un canal, y codifica continuamente su
informacio´n N , transforma´ndola en k1(k2(...km(N)...)) y envia´ndola al mix Mix1. Cada
mix Mixi para (i = 1, ..., n−1) decodifica los mensajes recibidos continuamente utilizando
ki y transmitiendo el resultado de la decodificacio´n al mix Mixi+1. El mix Mixm crea el
mensaje en texto plano en el fin de la cadena. Esto le permite al emisor enviar ano´nimamente
los mensajes, pero en este caso el receptor no sera´ ano´nimo. Un canal de recepcio´n es en
realidad un canal de env´ıo el cual se utiliza en direccio´n opuesta, es decir, el receptor es
el que establece el canal. El emisor le env´ıa al mix Mixm la cadena N de informacio´n que
no esta´ especialmente codificada por el mix Mixm, luego lo codifica utilizando la clave km
y conduce km(N) un paso atra´s, hacia el mix Mixm−1. Los otros mixes hacen lo mismo,
por ejemplo, el mix Mix1 env´ıa la cadena k1(...km(N)...) codificada. Dado que el receptor
conoce todas la claves pu´blicas ki, tiene la disponibilidad de descifrar N . Esto le permite
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al receptor recibir los mensajes ano´nimamente mientras que el emisor no es ano´nimo.
Para alcanzar ambos niveles de anonimato, en [54] sugieren la creacio´n de canales Mix
como enlaces de los canales de env´ıo y recepcio´n. El emisor establece un canal de env´ıo que
finaliza en el mixMixm y el receptor establece un canal de recepcio´n que inicia en elMixm.
El mix Mixm traspasa las cadenas de informacio´n que llegan por el canal de env´ıo hacia
el canal de recepcio´n. Los canales que esta´n supuestamente enlazados, se etiquetan con un
marca comu´n que se recibe consistentemente en ambos canales que establecen los mensajes
asociados al mixMixm. Los datos transferidos esta´n coordinados con unmensaje de entrada
al mix cifrado asime´tricamente, el cual contiene la informacio´n del mix que conecta a los
dos canales, y el usuario emisor del mensaje de entrada al mix actu´a como un emisor o un
receptor. Cada mix en la cadena puede descifrar este mensaje de entrada al mix y en el
u´ltimo paso, el texto plano se difunde a todos los suscriptores. Ahora, los canales pueden
ser establecidos utilizando los mensajes de establecimiento de ambos participantes. Estos
escogen los mixes por el canal de transferencias de datos del mix Mixm y los mantienen en
secreto. As´ı todos conocen so´lo la mitad del camino y el mix Mixm reenv´ıa los mensajes
entrantes del canal de env´ıo del mix al canal de recepcio´n del mix. Cada emisor/receptor
debe tener el mismo nu´mero de canales de env´ıo/recepcio´n, porque de lo contrario ser´ıan
observables, por tal razo´n convendr´ıa utilizar canales “dummy”.
2.3. Sistemas Ano´nimos
En los siguientes apartados se mencionan los principales sistemas hasta los momentos pro-
puestos y que se han implementado en algunos casos.
2.3.1. Sistema de reenv´ıo Anon.penet.fi
Tal como se menciona en [20], el autor de este sistema, el Sr. Johan Helsingius, inicio´ la imple-
mentacio´n y ejecucio´n de un modelo confiable para el reenv´ıo de correos, al cual llamo´ anon.penet.fi,
el cual prove´ıa cuentas de correo ano´nimas y seudo´nimas (1993). El principio te´cnico detra´s del
servicio fue la utilizacio´n de una tabla de correspondencias entre la direccio´n de correo real y
las direcciones seudo´nimas, las cuales eran mantenidas por un servidor. Un correo electro´nico
enviado a un seudo´nimo le era reenviado al usuario real por medio de dicha tabla. Un correo
40
electro´nico enviado a trave´s de la utilizacio´n de un seudo´nimo, se le suprimı´a toda la informa-
cio´n de identificacio´n y luego se enviaba al receptor. Mientras los usuarios recib´ıan o enviaban
correos electro´nicos a un seudo´nimo no ten´ıan la posibilidad de encontrar la direccio´n real del
correo. Sin embargo, esto fue superado trivialmente por los atacantes pasivos locales (o por el
mismo servidor) los cuales pod´ıan revelar o inferir la verdadera identidad de los emisores de
correos utilizando correlaciones de tiempo del trafico entrante y saliente. En 1996 fue clausurada
la utilizacio´n de este sistema principalmente por causas de ı´ndole legal.
2.3.2. Anonymizer y SafeWeb
Anonymizer (http://www.anonymizer.com) es un compan˜´ıa establecida por Lance Cottrell
que procura proveer un servicio de navegacio´n web ano´nima para los usuarios suscritos al sistema.
Anonymizer, como producto de la empresa con el mismo nombre, actu´a como un web proxy a
trave´s del cual son reenviadas las solicitudes y respuestas web. Los servidores web que son
accedidos, no deber´ıan tener la posibilidad de extraer informacio´n sobre la direccio´n del usuario
solicitante. El sistema le proporciona un cuidado especial al filtrado del contenido “activo”, tales
como los javascript o los Java applet, que podr´ıan ejecutar ciertos co´digos en las ma´quinas locales
de los usuarios, y enviar por la red la informacio´n de la identificacio´n del usuario.
El anonimato depende cr´ıticamente de la integridad de la compan˜´ıa y de sus miembros. El
servicio es menos vulnerable a los ataques de compulsio´n legal, donde en determinados casos
organismos pu´blicos, legales, de seguridad, etc. le pueden exigir a la empresa el develado de
ciertas identidades. Esto se debe a que no mantienen registros de larga duracio´n que puedan
relacionar a los usuarios con los recursos que han accedido. En otras palabras, cuando un usuario
solicita una pa´gina web y e´sta le responde, al finalizar la comunicacio´n entre ambos, todos los
registros de la misma son borrados.
Safeweb fue una empresa que proveyo´ un servicio similar al de Anonymizer, con la diferencia
que Safeweb utilizaba para sus conexiones el cifrado bajo el esquema SSL, haciendo seguro el
contenido de las pa´ginas accedidas. Tambie´n utilizo´ funciones especiales para la deteccio´n de
contenido activo (como los mencionados con anterioridad). Lamentablemente, y como sucede en
casi toda la historia de los sistemas orientados a la seguridad, el sistema no soporto´ ciertos tipos
de ataque, y tuvo que salir del mercado.
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En ausencia de cualquier tipo de tra´fico de relleno o de sistemas de mezcla o mixes, un
atacante pasivo, observador, podr´ıa tener la posibilidad de relacionar trivialmente a los usuarios
con las pa´ginas accedidas. Para este tipo de ataque se establece que un adversario es capaz
de compilar una librar´ıa con las “firmas” del tra´fico del usuario y de todos los sitios web de
intere´s que pueden ser accedidos. Estas “firmas” pueden ser comparadas con las caracter´ısticas
del tra´fico de la conexio´n SSL cifrado para inferir las pa´ginas que fueron accedidas. Esto es
conocido comu´nmente como Ana´lisis de Tra´fico, y ha sido estudiado en [21, 43, 64], el cual se
detalla mejor en la seccio´n 2.5.
2.3.3. Reenviadores de correos Tipo I Cypherpunk
Los reenviadores de correos Tipo I, tal como se menciona en [20], son nodos que reenv´ıan
correos electro´nicos despue´s de quitarle toda la informacio´n de identificacio´n y despue´s de ci-
frarlos con su clave privada. La primera implementacio´n de este tipo de idea se hizo para una
lista de correos denominada “cypherpunk”. El cifrado se desarrollo´ utilizando las funciones de
cifrado de clave pu´blica del PGP (Pretty Good Privacy). Tambie´n fueron disen˜ados esquemas
de codificacio´n para su ejecucio´n manual, utilizando herramientas esta´ndar para el manejo de
texto y de correos. Varios de los reenviadores de correo se podr´ıan encadenar juntos con el fin
de evitar la dependencia y las ya conocidas debilidades de utilizar un so´lo reenviador.
Soportaba bloques de reenv´ıo para el env´ıo de las direcciones ano´nimas. La direccio´n de
correo del usuario pod´ıa ser cifrada utilizando la clave pu´blica del reenviador, y luego pod´ıa ser
insertada como una cabecera especial. Si un usuario quer´ıa enviar un correo ano´nimo, entonces el
reenviador podr´ıa descifrarlo y reenviar el contenido. En este caso no es necesario el uso de bases
de datos centrales que relacionen a los usuarios con sus direcciones reales, ya que la informacio´n
de la direccio´n para el reenvio´n de mensajes esta´ incluida en los mismos mensajes de una forma
encriptada.
Sin embargo, a pesar de que el esquema de cifrado, que se utilizo´ cuando los mensajes se
reenv´ıan en la red, evita la mayor´ıa de los ataque triviales basados en la observacio´n pasiva del
patro´n de bits de los mensajes entrantes y su comparacio´n y relacio´n con los de salida, aun sigue
dejando informacio´n que puede ser u´til para cierto tipos de ataques, como el ana´lisis de tra´fico.
Por ejemplo, el taman˜o de los mensajes no se toma en cuenta en los mecanismos PGP, ya que
so´lo se considera el cifrado y la compresio´n de los mensajes, y no realiza ningu´n intento por
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ocultar su taman˜o, haciendo trivial la tarea de seguir un mensaje en la red so´lo con observar sus
dimensiones.
2.3.4. Crowds
Crowds fue desarrollado en los laboratorios AT&T, y su especificacio´n completa puede ser
vista en [57]. Esta es un implementacio´n de la te´cnica descrita en la seccio´n 2.2.2. Donde se
intenta proporcionar una forma de preservar la privacidad de acceso a la web impidie´ndole a los
servidores determinar quie´n esta´ solicitando sus servicios. Cada usuario contacta a un servidor
central y e´ste le env´ıa una lista de todos los participantes en el sistema. Un usuario env´ıa su
solicitud web envia´ndola a trave´s de otros nodos en el sistema, seleccionados aleatoriamente.
Despue´s de que cada nodo intermedio recibe una solicitud, decide aleatoriamente tambie´n, si la
env´ıa a su destino final o a otro nodo intermedio. Finalmente, la respuesta del servidor retorna
por la misma ruta establecida en el proceso de env´ıo.
Este sistema es ampliamente conocido en el a´rea de la investigacio´n sobre anonimato, ya que
su seguridad recae sobre la imposibilidad del adversario de observar los enlaces. So´lo se puede
asumir que el adversario puede controlar una fraccio´n de los nodos en cada “multitud” o “crowd”,
y al servidor final. Este es un de los primeros trabajos que proporciona un estudio cualitativo
sobre el efecto que podr´ıa tener la colusio´n de los nodos sobre el sistema. Adema´s introduce el
concepto de anonimato del iniciador, el cual establece que cualquier nodo que recibe una solicitud
no puede saber si el nodo previo a e´l era el iniciador de la comunicacio´n (el usuario solicitante) u
otro nodo intermedio. Este propiedad, para este sistema, fue contrarrestada utilizando ataques
disen˜ados por investigadores que descubrieron que si un cliente solicita repetidas veces un recurso
en particular, estas solicitudes puede ser relacionadas: el ataque recae sobre la intuicio´n de que
un iniciador real que genera solicitudes repetidas sera´ el predecesor de un nodo corrupto con
mayor frecuencia que un nodo cualquiera en el sistema.
2.3.5. Servidores Nym
Los servidores Nym, presentados en [47], almacenan un bloque de reenv´ıo ano´nimo y lo “ma-
pean” con una direccio´n de correo seudo´nima. Cuando se recibe un mensaje para esta direccio´n
de correo, no se almacena sino que inmediatamente se reenv´ıa ano´nimamente utilizando el bloque
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de reenv´ıo del propietario del seudo´nimo. En otras palabras, el servidor Nym funciona como una
“puerta de enlace” o “gateway” entre el mundo convencional de correos y su mundo ano´nimo.
Dado que este tipo de servidores no mantiene informacio´n sobre la identificacio´n de los usua-
rios, ya que utiliza simplemente los bloques de reenv´ıos ano´nimos para efectos de enrutamiento
solamente, no se necesita que los usuarios conf´ıen en ellos para salvaguardar su identidad.
Es evidente que los servidores Nym esta´n asociados con las comunicaciones ano´nimas, y dado
que las identidades seudo´nimas tienen cierta persistencia en el tiempo, entonces hace posible la
implementacio´n de sistemas de reputacio´n, u otras medidas que ayuden a evitar el abuso sobre
estos sistemas.
2.3.6. El mix de Chaum
El primer trabajo y el ma´s influyente dentro del campo de las comunicaciones ano´nimas
fue presentado en [12], donde se introdujo el concepto de “mix” o mezclador, el cual, como se
menciono´ anteriormente, es un nodo que esconde la correspondencia (relacio´n) entre los mensajes
de entrada y los mensajes de salida, utilizando te´cnicas de criptograf´ıa.
Surgio´ a finales de la de´cada de los 70, cuando el cifrado RSA de clave pu´blica era relati-
vamente nuevo, y por tal razo´n en esa e´poca se utilizo´ RSA en su forma ma´s antigua, basada
en una aplicacio´n directa de la exponenciacio´n modular para cifrado y descifrado, solo con un
esquema de aleatorizacio´n ad-hoc.
La idea principal es que los mensajes a ser “anonimizados” puedan ser reenviados a trave´s
de un nodo llamado “mix”. Este mix tiene una clave pu´blica RSA, y los mensajes son divididos
en bloques y cifrados con esta clave. El primer bloque de mensajes (un grupo pequen˜o) es
conceptualmente el encabezado del mensaje, y contiene la direccio´n del pro´ximo mix. Al recibir
un mensaje, un mix descifra todos los bloques, y le extrae el primer bloque que contiene la
direccio´n del receptor (o del siguiente mix) y le an˜ade un bloque de bits aleatorios (bloque
chatarra o “junk”) al final del mensaje. La longitud del junk se escoge de tal forma que el
taman˜o del mensaje permanezca invariable.
En [55] mostraron que el esquema de Chaum no provee necesariamente las propiedades de
la no relacionabilidad. La estructura matema´tica del RSA puede permitir que ciertos ataques
activos puedan obtener suficiente informacio´n durante el proceso de descifrado para relacionar
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los textos cifrados con sus respectivos textos planos. Adema´s es posible desarrollar otros ataques
de marcacio´n (“tagging attacks”), ya que los bloques cifrados utilizando RSA no son de ninguna
forma dependientes de los otros, y por tal razo´n los bloques pueden ser duplicados o simplemente
sustituidos por otros textos cifrados.
Adema´s, han sido descubiertas otras debilidades de este sistema debido a su utilizacio´n de
los esquemas RSA, por ejemplo, en los sistemas de firmas.
La segunda funcio´n de un mix es la de mezclar varios mensajes juntos con el fin de hacer
ma´s dif´ıcil la labor del adversario en cuanto a relacionar los mensajes de entrada y salida. De
esta forma, un mix tipo batch almacena un nu´mero espec´ıfico de mensajes, los recodifica en cada
per´ıodo, los reordena lexicogra´ficamente y los reenv´ıa.
En este tipo de sistemas tambie´n se han utilizado las te´cnicas de tra´fico dummy.
2.3.7. Mixes ISDN, en tiempo real y web
En [54] proponen un sistema para hacer ano´nimas las conversaciones telefo´nicas que utilizan
tecnolog´ıas ISDN. Este disen˜o puede ser considerado pra´ctico desde el punto de vista de la
ingenier´ıa, ya que cumple con la especificaciones y requerimientos de las redes ISDN. Despue´s
este sistema se extendio´ y se generalizo´ para proveer un marco de trabajo para las comunicaciones
en tiempo real, de baja latencia y con mixes. Finalmente varias de las ideas de ISDN y mixes
en tiempo real fueron adaptadas para la navegacio´n web ano´nima y se le dio el nombre de Web
Mixes (ver [7]). Parte de este disen˜o ha sido implementado como un proxy web para anonimato,
denominado JAP (http://anon.inf.tu-dresden.de). Estos tres disen˜os fueron el producto de lo que
se podr´ıa llamar la comunidad ano´nima de Dresden.
El objetivo principal de utilizar estas tres propuestas juntas es el de conseguir comunicaciones
ano´nimas seguras, aun en la presencia de adversarios con mucho poder. Este adversario, se
asume, puede ser capaz de observar todas las comunicaciones, puede generar retrasos, creacio´n
y eliminacio´n de mensajes, e incluso puede controlar cierto nu´mero de mixes. Estos tres disen˜os
utilizan como topolog´ıa de base las redes en cascada, con lo cual aseguran que todos los mensajes
son procesados por todos los mixes en el mismo orden. Esto les permite remover la necesidad
de pasar o enviar informacio´n sobre la ruta en los mensajes y adema´s protege al sistema contra
un conjunto de ataques presentados en [8]. El debate sobre las ventajas y las desventajas en la
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utilizacio´n de la topolog´ıa en cascada aun se ha mantenido a trave´s de los an˜os y ha permitido
explorar las ventajas del uso de nuevas topolog´ıas (ver [27, 16, 32])
Adema´s, tambie´n proveen cierta proteccio´n contra los denominados ataques “tagging”, a
trave´s del uso del cifrado asime´trico del encabezado. Un cifrado de flujo junto con una clave
globalmente conocida se utiliza para transformar el texto plano antes de desarrollar cualquier
otra operacio´n de cifrado.
Desde el punto de vista de los aspectos dina´micos de los mixes, ISDN, tiempo-real y web mixes
tambie´n introducen un concepto novedoso: en la configuracio´n de ruta los mensajes primero son
separados del tra´fico actual de datos en la red. En los mixes ISDN se utiliza el canal de sen˜alizacio´n
para transmitir el mensaje codificado en capas (tipo cebolla) el cual contiene las claves de sesio´n
de cada mix intermedio. Cada mix entonces reconoce los mensajes pertenecientes a la misma
cadena y utiliza la clave de sessio´n para preparar el cifrado de flujo y decodificar los mensajes. Es
importante sen˜alar que los mensajes para la configuracio´n de ruta y los mensajes que contienen
datos se mezclan con otros mensajes que son similares en su forma, es decir, todos los mensajes
se incluyen en el proceso de mezcla de los mixes.
Se definieron los denominados puntos de cita con el fin de proveer anonimato del emisor y
anonimato del receptor. El iniciador o emisor podr´ıa utilizar una etiqueta ano´nima adjuntada a
un conmutador ISDN con el fin de conectarse ano´nimamente con el receptor actual. Este servicio
quiza´s es el circuito equivalente de un servidor Nym, que puede ser utilizado en sistemas basados
en mensajes. Tambie´n se reconoce que para casos especiales como la parte del establecimiento y
desconexio´n de la comunicacio´n y utilizando las l´ıneas ocupadas, un atacante podr´ıa ganar cierta
informacio´n de la misma. En vista de esto, se utilizaron canales con ventanas deslizantes con
el fin de sincronizar estos eventos, y hacerlos no observables por el atacante. De esta manera,
el establecimiento y fin de la llamada suceden en tiempos particulares, en los cuales pueden ser
mezclados con muchos otros eventos. Para crear este tipo de procesos (crear la ilusio´n de que
estos eventos suceden en cualquier tiempo), se utiliza el env´ıo de tra´fico real o falso para lograr
completar el tiempo de duracio´n de la ventana deslizante. Como resultado se obtuvo un modelo
de disen˜o que permitio´ la transmisio´n de grandes volu´menes de flujo de datos, preservando las
caracter´ısticas de seguridad, la no relacionabilidad de las entradas y las salidas, y el mezclado de
toda la informacio´n relevante.
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2.3.8. Babel y mixmaster
Babel fue propuesto en [40] y Mixmaster en [49], ambos disen˜os fueron presentados a media-
dos de los an˜os 90, y han sido los sistemas de reenv´ıo de correos electro´nico ma´s utilizados hasta el
momento. Ambos siguen un enfoque basado en los mensajes, que, como se menciono´ anteriormen-
te, soportan el env´ıo de mensajes individuales, t´ıpicamente constituyendo correos electro´nicos, a
trave´s de una red de mixes.
Babel ofrece anonimato del emisor, llamado “camino de reenv´ıo” y ofrece anonimato del
receptor sobre el denominado “camino de retorno”. La parte de env´ıos y reenv´ıos la construye
el emisor quien envuelve un mensaje en capas de cifrado, tal como sucede en la mayor´ıa de los
otros sistemas. Sin embargo, en este caso, el mensaje tambie´n incluye la direccio´n de retorno. De
esta forma soporta un anonimato bidireccional por medio del camino de reenv´ıo y las direccio´n
de retorno que ocultan la identidad de receptor.
Este tipo de sistemas no es eficiente contra los ataques de marcacio´n o tagging, ya que a pesar
de que provee un buen nivel de seguridad en el env´ıo del mensaje, el proceso de retorno es mucho
ma´s de´bil, esto debido a que el proceso de env´ıo esta´ protegido contra los mensajes duplicados,
utilizando estampas de tiempo e identificadores u´nicos, y funciones hash. Sin embargo, no se
utiliza la misma estructura para el proceso de retorno, ya que no se incluye en la informacio´n de
la direccio´n de retorno el hash del cuerpo del mensaje. Haciendo posible el retorno de mensajes
duplicados a causa del ataque.
Babel tambie´n propone un sistema de desv´ıos intermixes. Esto quiere decir que los mensajes
a ser mezclados podr´ıan ser “reempaquetados” por mixes intermedios, y ser enviados a trave´s de
una ruta aleatoria sobre la red, distinta a la inicialmente concebida por el emisor. Esto hace que
ni siquiera el mismo emisor pueda reconocer sus mensajes en la red.
Mixmaster ha estado evolucionando desde 1995, y soporta solamente anonimato del emisor,
o “del camino de reenv´ıo”. Los mensajes son procesados a nivel de bit, es decir, que introduce
la no relacionabilidad a nivel de bits utilizando un proceso h´ıbrido que combina cifrado RSA,
EDE y 3DES, mientras que el taman˜o del mensaje se mantiene inalterado anexa´ndole “ruido”
aleatorio al final del mismo. En una segunda versio´n se incluyo´ un nivel de proteccio´n adicional
al utilizar una funcio´n hash para proteger el encabezado cifrado con RSA, haciendo, de esta
manera, imposible los ataque tipo tagging. En una siguiente versio´n, el “ruido” que se adjuntaba
47
al mensaje se generaba utilizando una clave secreta compartida entre el reenviador y el emisor del
mensaje, y se inclu´ıa en el encabezado del mismo. Dado que el ruido es verificable o predecible por
parte del emisor, es posible incluir en el encabezado un hash del cuerpo completo del mensaje,
protegiendo as´ı su integridad, lo que hace imposible la construccio´n de re´plicas por parte del
atacante, esto debido a las razones te´cnicas asociadas al uso de las funciones hash.
Mixmaster permite que una gran cantidad de mensajes sean divididos en pequen˜os pedazos
o fragmentos, los cuales son enviados de forma independiente. La reconstruccio´n se lleva a ca-
bo de forma transparente si todos los fragmentos finalizan en un mix comu´n, de esta forma los
mensajes de correo electro´nico muy extensos podr´ıan ser enviados si necesidad de utilizar progra-
mas especiales de env´ıo. Este sistema tambie´n implementa una estructura contra los ataques de
reputacio´n, es decir, los ataques caracterizados por usuarios que abusan de la red de reenv´ıos de
correos. Esto se logra etiquetando los mensajes y utilizando una “lista negra” con las direcciones
desde las cuales no se desea recibir correos ano´nimos.
2.3.9. Mixminion y Minx: reenv´ıo de correos tipo III
Este sistema fue presentado en [22] en el 2003, y recopilo´ todas las ideas anteriores para
el reenv´ıo de correo ano´nimo. Este sistema transporta ano´nimamente los mensajes, fijando su
taman˜o de env´ıo en 28 kb. Soporta anonimato del emisor, del receptor, a trave´s de lo que se
denomina bloques de reenv´ıo de un u´nico uso, por ende, soporta el anonimato bidireccional al
combinar los dos anteriores en una cadena de reenviadores de correo mixminion, los cuales hacen
la mezcla de mensajes correspondiente. Los reenviadores intermedios no conocen su posicio´n en
el camino del mensaje ni la longitud total del mensaje, lo cual evita los ataque de particio´n
descritos en [8]. Los reenviadores no pueden distinguir entre otros reenvidores y el emisor del
mensaje.
La primera contribucio´n de este sistema recae en el formato de cifrado utilizado. Los mensajes
transportados son divididos en dos encabezados principales y un cuerpo. Cada encabezado princi-
pal es a su vez dividido en sub-encabezados cifrados con la clave pu´blica de los mixes intermedios.
El objetivo principal de esta transformacio´n criptogra´fica es el de evitar el ataque de marcacio´n
o tagging descrito en [55], el cual consiste en que un adversario activo o un nodo corrupto puede
modificar un mensaje, con el objetivo de poder detectar dicha modificacio´n despue´s de que un
mensaje haya sido mezclado, lo que le permitir´ıa al adversario trazar al mensaje y comprome-
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ter el anonimato. El sistema descrito anteriormente, Mixmaster, resolvio´ este tipo de problema
introduciendo una verificacio´n de la integridad en el encabezado de lectura utilizado por cada
intermediario: si un cambio fraudulento se detecta en el mensaje, entonces el mensaje se le env´ıa
al primer nodo honesto establecido en el camino de env´ıo. Mixminion no puede utilizar este tipo
de mecanismo porque depende en gran medida del soporte del enrutamiento indistinguible de
los reenv´ıos ano´nimos. Por el contrario, este sistema implementa su nivel de seguridad a trave´s
de un proceso de cifrado a extremos (cifrado completo o sin cifrar) del segundo encabezado y del
cuerpo del mensaje, lo que lo hace ma´s de´bil.
El formato del paquete de Minx procura proveer las mismas propiedades que el Mixminion
a un costo computacional ma´s bajo y con menor exceso de carga (overhead). El sistema Minx
fue propouesto en [23], el cual se implementa utilizando un so´lo paso de cifrado en un modo
que denominaron “IGE”, en el cual se propagan, en el reenv´ıo, los errores del texto cifrado. El
modificar los mensajes tiene como resultado el no poder descubrir la direccio´n del receptor y
adema´s el mensaje se convierte en algo ilegible. Dado que todos los mensajes tienen un aspecto
aleatorio, tampoco se pueden obtener informaciones parciales aun si existen escapes a trave´s de
fraudes en la red.
Mixminion utiliza mecanismos de transporte basados en TCP, lo cual permite incluir relleno
adicional. Los mensajes se transferieren entre los reenviadores utilizando un tu´nel protegido TLS,
con un intercambio de claves EDH (Ephemeral Diffie-Hellman) lo cual provee seguridad a los
env´ıos. Esto tiene como resultado que cualquier material obtenido sea totalmente ininteligible
por un adversario pasivo, adema´s que permite la deteccio´n de adversarios activos que intentan
corromper los datos en la red. En cualquier caso, para poder tener cierta oportunidad de e´xito
el adversario debe utilizar varios nodo corruptos en la red.
Despue´s de las primeras versiones del Mixminion, se han propuesto dos ideas para fortalecer
la seguridad en el reenv´ıo y la resistencia a la compulsio´n. La primera, presentada en [22],
asume que cualquier comunicacio´n deja un rastro de las claves en los mixes intermedios el cual
puede ser utilizado para descifrar las comunicaciones futuras, y propone que una vez que se
utiliza la clave, se borre y se actualice utilizando una funcio´n de una direccio´n, dado que los
mensajes subsecuentes pueden depender de los mensajes previos en cuanto a su codificacio´n, y
as´ı un mix que honestamente borra sus claves no podr´ıa descifrar bajo compulsio´n los mensajes
interceptados. La segunda te´cnica, presentada en [19], recae sobre el hecho de que un receptor
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genuino de un sistema de reenv´ıos ano´nimos puede funcionar a la vez como un nodo intermedio,
emulando una red punto a punto.
2.3.10. Onion routing (OR) o enrutamiento cebolla
Este sistema fue propuesto y estudiado en [46, 67, 68]. Es equivalente a una red de mixes,
pero en el contexto de enrutamiento basado en circuitos. En vez de enrutar cada paquete separa-
damente, el primer mensaje lo que hace es abrir un circuito, etiquetando una ruta. Cada mensaje
que tiene una etiqueta en particular se enruta por un camino predeterminado. Finalmente, un
mensaje se env´ıa para que cierre o clausure un camino. Con frecuencia se hace referencia a flujo
ano´nimo como la informacio´n que viaja por estos circuitos.
Su objetivo es dificultarle la tarea al ana´lisis de tra´fico, uno de los tipos de ataques ma´s cono-
cidos. Este sistema procura proteger la no relacionabilidad de dos participantes que se comunican
a trave´s de terceras partes, y procura proteger la identidad de las partes comunicantes. En vista
de que las redes ISDN son dif´ıciles de implementar en Internet, lo que procuro´ OR es adaptar
esta idea distribuyendo la red ano´nima y adapta´ndola para que se ejecute en el tope del modelo
TCP/IP.
El primer mensaje enviado en la red se cifra en capas, que pueden ser descifradas en una
cadena de enrutadores cebolla (onion routers) los cuales utilizan sus respectivas claves privadas.
El primer mensaje tiene el material que debe ser compartido entre el emisor y los enrutadores,
tambie´n las etiquetas y la informacio´n de direccionamiento del pro´ximo nodo. Tal como sucede en
los mixes de Chaum, se provee la no relacionabilidad a nivel de bits, de esta forma el camino que
toma el primer mensaje no es trivial de seguir con so´lo observar el patro´n de bits de los mensajes.
Tambie´n se propuso un tipo de enrutamiento dina´mico donde los enrutadores que reenv´ıan el
flujo a trave´s del camino establecido no se especifican u´nicamente en el mensaje inicial, esto con
el fin de incrementar el anonimato.
Los datos que circulan por la red en un circuito establecido esta´n cifrados con claves las
sime´tricas de los enrutadores. Las etiquetes se utilizan para indicar a cua´l circuito pertenece
cada paquete. Se utilizan etiquetas diferentes para los distintos enlaces, asegurando as´ı la no
relacionabilidad, y adema´s las etiquetas de los enlaces tambie´n se cifran utilizando una clave que
se comparte entre los pares de enrutadores OR. Lo anterior previene los ataques de observadores
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pasivos que puedan determinar cua´les paquetes pertenecen al mismo flujo ano´nimo, pero no le
oculta la informacio´n a un enrutador que pueda ser subversivo.
OR es susceptible a un conjunto de ataques, tal como el ataque de tiempo. Esto se debe a que
los patrones pudiesen ser analizados por un atacante en ausencia de un gran volumen de tra´fico
pesado.
Para este sistema se afirma proveer anonimato en la navegacio´n web la cual requiere comu-
nicaciones con baja latencia, por tal razo´n se ha excluido toda la dina´mica de los mezcladores o
mixes, dado que pudiese incrementar demasiado los tiempos de respuesta. En ausencia de este
tipo de caracter´ısticas, lo hace vulnerable a distintos tipos de ataques superados por los mixes,
por ejemplo el ataque de correlacio´n del tra´fico de mensajes, donde se pudiese determinar cua´les
mensajes entrantes corresponden con los salientes, con respecto a un enrutador.
Los enrutadores se pueden configurar para que trabajen so´lo con un determinado subconjunto
de clientes, ya sea por zonas o de forma particularizada. Adema´s se puede configurar para que
trabajen so´lo con un subconjunto de otros enrutadores.
2.3.11. Tor: la segunda generacio´n de OR
El proyecto OR fue retomado en el an˜o 2004, con el disen˜o e implementacio´n de lo que se
denomino´ la “segunda generacio´n del onion router” o TOR, por sus siglas en ingle´s, la propuesta
se muestra en [31]. Su pol´ıtica es la del reenv´ıo de flujo TCP sobre una red de reenv´ıos, y junto con
la ayuda de otra herramienta, el Privoxy (http://www.privoxy.org), esta´ especialmente disen˜ada
para el tra´fico web.
Este sistema utiliza una arquitectura de red tradicional: una lista de servidores voluntarios
se obtiene desde un servicio de directorio ofrecido por otro(s) servidor(es). De esta forma, los
clientes crean caminos utilizando al menos tres nodos intermedios escogidos de forma aleatoria
dentro de la lista, y sobre los cuales se hace la comunicacio´n de la informacio´n. A diferencia
de la arquitectura anterior, donde se enviaba y distribu´ıa el material criptogra´fico, TOR utiliza
un mecanismo interactivo: el cliente se conecta con el primer nodo, y le solicita a e´ste que se
conecte con el segundo nodo, de esta forma un canal bidireccional se utiliza en cada paso para
desarrollar un intercambio de claves autenticado DF (Diffie-Hellman). E´ste garantiza el reenv´ıo
en forma secreta y la resistencia a la compulsio´n, debido principalmente a que solo son necesarias
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claves de corta duracio´n. Este mecanismo fue inicialmente propuesto en Cebolla (ver [10]), y no
esta´ cubierto en la patente de OR (ver [67]).
Otra notable diferencia entre TOR y los intentos anteriores por anonimizar el tra´fico de
flujo, es que TOR no ofrece seguridad contra los atacantes que pueden observar la red entera,
es decir, contra atacantes pasivos globales. Un conjunto de te´cnicas de Ana´lisis de Tra´fico (ver
[18, 42, 61, 73, 69]) han sido desarrolladas a trave´s de los an˜os para trazar el flujo de tra´fico
continuo viajando por redes de baja latencia como TOR. En estos estudios se ha demostrado
que este tipo de ataques son muy dif´ıcil de contrarrestar, a menos que se utilicen te´cnicas que
implicar´ıan latencias elevadas, o que requieran la inyeccio´n de grandes cantidades de tra´fico
cubierto (tra´fico inservible o “dummy”), los cuales representan soluciones muy costosas. Por esta
razo´n en TOR se opta por obtener un nivel de seguridad que se pueda alcanzar en un sistema
altamente utilizable y muy econo´mico de utilizar (ver [3, 45]). Como resultado si un adversario
puede observar el flujo entre dos puntos de la red, pudiese de forma trivial generar el mismo
tra´fico, y lograr ataques del tipo “tagging”.
Sin embargo, dada esta vulnerabilidad, aun se necesita estimar la probabilidad de que un
adversario pueda estar monitoreando la red en mu´ltiples puntos sobre un camino o ruta estable-
cida.
TOR tambie´n ofrece mecanismos para ocultar los servidores. Un servidor oculto abre una
conexio´n ano´nima y la utiliza para publicar un punto de contacto. Si un cliente quiere contactar
a un servidor, debe conectarse con un punto de contacto y negociar un canal ano´nimo separado del
que se utiliza para el reenv´ıo de la comunicacio´n actual. Un ataque propuesto en [51] demuestra
la vulnerabilidad de esta idea. La intuicio´n detra´s de este ataque esta´ en el hecho de que un
adversario puede abrir mu´ltiples conexiones hacia un mismo servidor oculto, y secuencialmente o
en paralelo podr´ıa controlar el flujo hacia ese servidor. Para esto, el atacante necesitar´ıa controlar
al menos un enrutador, y debe esperar a que el servidor escoja una de las conexiones de su
enrutador como un primer nodo de un camino ano´nimo cualquiera.
2.3.12. Redes mix punto a punto
En el trabajo original de Chaum se asumio´ que cada participante en la red mix tambie´n actu´a
como un mix para otros, con lo cual se mejorar´ıa la seguridad global de la red. El reciente intere´s
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por las redes punto a punto ha influido en algunos investigadores para que examinen este tipo
de redes como un gran nu´mero cambiante o dina´mico de mixes.
En [37] se presenta un sistema denominado Tarza´n, una red punto a punto en la cual cada
nodo constituye un mix. Un nodo o punto que inicie el transporte de un flujo a trave´s de la red crea
un tu´nel cifrado hacia otro nodo, y le solicita a ese nodo que env´ıe ese flujo hacia otro. A trave´s
de la repeticio´n de este proceso, es posible obtener una conexio´n cifrada tipo “cebolla” (OR),
con reenv´ıos a trave´s de un secuencia intermedia de nodos. Una de sus principales caracter´ısticas
es que la topolog´ıa de red esta´ restringida de cierta manera. Cada nodo mantiene conexiones
persistentes con un conjunto pequen˜o de otros nodos, conformando un estructura denominada
mimics. Las rutas de los mensajes ano´nimos son seleccionadas de tal forma que podr´ıan ir a trave´s
de la red mimics sin poder ser relacionados aun teniendo un flujo con poco tra´fico. Una de las
grandes debilidades del esquema mimics es que el mecanismo de seleccio´n de los nodos vecinos se
hace sobre una base de identificadores o direcciones de red ba´sica, la cual, desafortunadamente,
la hace vulnerable a los ataques de suplantacio´n o spoof de las redes reales.
Tarza´n fue disen˜ado originalmente con el requerimiento u´nico de que cada nodo conociera
de forma aleatoria al subconjunto de nodos con los cuales podr´ıa establecer comunicacio´n. Esto
es obvio, dada las caracter´ısticas dina´micas de las redes punto a punto, y la volatilidad de sus
nodos. Por otro lado, en [24] se proponen algunos ataques contra esta estrategia utilizada en sus
primeras versiones, y se basan en el hecho de que la red es muy grande, y los nodos se comunican
con un alto grado de entrop´ıa. Como resultado un so´lo nodo podr´ıa conocer a un subconjunto
pequen˜o de otros nodos, y un nodo adversario incluido en el camino ano´nimo podr´ıa determinar
cua´l es el nodo origen so´lo con conocer tres nodos en la red: el nodo corrupto como tal, su sucesor,
y su predecesor. Esto trae como consecuencia que con estos tres nodos se podr´ıa descubrir con
una alta probabilidad al iniciador de un flujo de comunicacio´n. La versio´n final de Tarza´n evita
este tipo de ataques exigie´ndole a cada nodo que conozca a todos los dema´s.
En [58] plantean un sistema con una arquitectura muy similar denominado MorphMix. La
diferencia principal radica en que no se especifica la ruta de la comunicacio´n ano´nima en el
origen (nodo iniciador) sino que lo hace un nodo intermedio en el cual conf´ıa el emisor, el cual se
somete a la observacio´n de terceros (testigos). Sin embargo, a pesar de que el ataque mencionado
anteriormente no podr´ıa ser aplicado en la seleccio´n de la ruta, si se podr´ıa aplicar en el proceso
de la seleccio´n de los testigos. Este sistema, por otro lado, incluye un mecanismo de deteccio´n
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de colusio´n el cual monitorea cualquier ciclo en la seleccio´n de los nodos de la ruta.
2.4. Me´tricas de anonimato
En [17, 26] proponen y mencionan algunas formas de medir el anonimato. Se menciona que la
necesidad de poseer me´tricas que permitan cuantificar o medir el rendimiento de las implemen-
taciones del anonimato aparecieron cuando se desarrollaron las primeras aplicaciones para las
transacciones electro´nicas ano´nimas, tales como la votacio´n electro´nica, los sistemas de correo
ano´nimos, los sistemas electro´nicos monetarios y los navegadores ano´nimos.
Desde el inicio se buscaba dar respuesta a estas interrogantes: ¿co´mo puede ser medido el
anonimato?, ¿co´mo se pueden diferenciar dos o ma´s sistemas ano´nimos?, ¿co´mo se puede evaluar
la efectividad de los diferentes ataques sobre los sistemas ano´nimos?, ¿co´mo se pueden cuantificar
las pe´rdidas y las ganancias del anonimato?, ¿co´mo se puede medir la informacio´n que puede ser
obtenida por el adversario?,¿que´ es un nivel adecuado de anonimato?.
Todas estas interrogantes se han procurado responder, en mayor o menor medida, utilizando
varios tipos de me´tricas que pretenden medir el taman˜o de un conjunto de sujetos potencialmente
enlazados o relacionados entre s´ı y la distincio´n o diferenciacio´n entre ellos, asociados a una
transaccio´n en particular, y bajo la influencia de un tipo espec´ıfico de atacante. En otras palabras,
las me´tricas esta´n relacionadas al taman˜o de ese conjunto, a las diferencias entre los miembros
del conjunto y al tipo de ataque considerado. Por ende, para poder obtener una cierta idea
del rendimiento de una implementacio´n de un sistema ano´nimo bajo distintas condiciones, es
necesario generar mu´ltiples medidas del anonimato y ser analizadas en cada caso.
En [57] definen el grado de anonimato como una probabilidad 1−p, donde p es la probabilidad
asignada por un atacante a un potencial emisor. En este modelo, los usuarios son ma´s ano´nimos si
aparentan tener menor posibilidad de ser el emisor de un mensaje, ante un atacante en particular.
Si se considera un caso donde existen so´lo dos usuarios, con igual posibilidad de ser elegidos, esto
implicar´ıa que la probabilidad (el grado de anonimato) de cada uno es del 50%, pero si en un
segundo escenario se tienen 1000 usuarios, este modelo le asigna el 50% de la probabilidad de ser
el emisor al primer usuario, y el resto tendr´ıa una probabilidad inferior a 0,001 de haber enviado
el mensaje, esto implica que para los dos escenarios el primer usuario tiene la misma probabilidad
de ser elegido, pero si se comparan entre s´ı, en el primer caso los dos usuarios son indistinguibles
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para el atacante, y en el segundo caso, el primer usuario tendr´ıa la mayor posibilidad de ser
elegido, es decir, se distinguir´ıa del resto.
En [6] definen el grado de anonimato como A = log2(N), donde N es el nu´mero de usuarios
del sistema, por ende esta me´trica so´lo depende de la cantidad de usuarios, y no expresa las
diferencias que existen entre los distintos sistemas ano´nimos con igual nu´mero de usuarios. Incluso
el nu´mero total de usuarios podr´ıa ser desconocido. Adema´s, un adversario pudiese so´lo considerar
un subconjunto de todos los posibles usuarios (en este caso emisores de un mensaje) tomando
en cuenta informacio´n probabil´ıstica, evitando as´ı analizar al conjunto completo.
En [17] y en [28] proponen utilizar me´tricas para el anonimato basadas en la teor´ıa de la
informacio´n, para lo cual utilizan la entrop´ıa como medida del taman˜o efectivo del conjunto
ano´nimo. En la segunda de estas propuestas dan un paso ma´s alla´ y plantean normalizar dicha
entrop´ıa con el fin de acotar sus valores en una escala 0− 1. Para la definicio´n de estas me´tricas
se utilizo´ es siguiente modelo:
Si se considera el env´ıo y la recepcio´n de mensajes como ı´tems de intere´s (IDI), y a un usuario
(emisor o receptor de mensajes) en particular como un sujeto, el anonimato puede ser definido
como la no relacionabilidad entre un ı´tem de intere´s y un sujeto. Espec´ıficamente se describe
el anonimato de un IDI tal que no sea relacionado con cualquier sujeto, y que un sujeto no
sea relacionado con cualquier IDI. De esta manera la no relacionabilidad se incrementa si se
consiguen valores altos de entrop´ıa.
En la figura 2.13 se representa este modelo de anonimato de una forma simplificada (extra´ıdo
de [28]).
Figura 2.13: Sistemas Ano´nimos.
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El objetivo de los sistemas ano´nimos es esconder u ocultar la relacio´n que existe entre los
sujetos y los ı´tems de intere´s, es decir, el ocultar estas relaciones o enlaces es el mecanismo ba´sico
de los sistemas ano´nimos. Un atacante pasivo (observador) puede ver a un conjunto de sujetos
acceder al sistema ano´nimo, y en el otro lado del sistema ve a un conjunto de ı´tems de intere´s
que son dif´ıcil de relacionar a un sujeto en particular. El conjunto de sujetos que pueden ser
relacionados a un IDI se le denomina el conjunto ano´nimo (para este modelo). Mientras ma´s
grande sea este conjunto, mayor anonimato tendra´ el sujeto. Por esta razo´n, la nocio´n de este
conjunto ano´nimo juega un rol fundamental en la definicio´n de este tipo de me´tricas.
Se pueden considerar dos tipos de ataques, uno que atenta contra el anonimato en s´ı y el otro
contra la disponibilidad del servicio que presta el sistema ano´nimo (comu´nmente denominado
denegacio´n de servicio). Este u´ltimo so´lo puede ser generado por atacantes activos (que pueden
generar cambios en la comunicacio´n). La cuantificacio´n del anonimato es dependiente del tipo de
atacante considerado. Para un tipo de ataque pasivo (observador) el adversario puede desarrollar
distintas estrategias con el fin de obtener informacio´n sobre la relacio´n que existe entre los IDI y
los sujetos. La mayor´ıa de estos ataques se basan en asignarle una distribucio´n de probabilidad
a la asignacio´n de estas relaciones IDI - sujeto.
La me´tricas propuestas considerando la teor´ıa de la informacio´n (entrop´ıa) se basan en las
probabilidades (su distribucio´n) que le asigna el atacante a los usuarios para ser relacionados
a los distintos IDI. Si el modelo de ataque var´ıa, los resultados de las mediciones pueden que
no sean va´lidos despue´s de los cambios. Por esta razo´n conviene describir los tipos de ataques
utilizando las siguientes etiquetas generales:
Pasivo-activo: Un atacante pasivo escucha la comunicacio´n y/o lee la informacio´n inter-
na de las entidades participantes en los distintos protocolos de comunicacio´n. Este tipo
de adversario genera t´ıpicamente un Ana´lisis de Tra´fico. Un atacante activo puede agre-
gar, modificar, mover, retrasar y/o eliminar mensajes y la informacio´n de las entidades
participantes.
Interno-externo: Un atacante interno controla una o varias entidades que son parte del
sistema. Los atacantes externos so´lo controlan los enlaces de comunicacio´n.
Parcial-global: Un atacante global puede observar todo el sistema, y un atacante parcial
so´lo puede ver a un conjunto limitado los recursos.
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Esta´tico-adaptativo: Un atacante esta´tico controla so´lo un conjunto predefinido de recursos,
y no le es posible generar cambios una vez que se inicia el proceso de ataque. Un atacante
adaptativo puede generar cambios en el ataque durante la ejecucio´n del proceso de ataque,
segu´n los resultados intermedios del mismo.
La entrop´ıa desde el punto de vista de la teor´ıa de la informacio´n, propuesta en [62], propone
una medida del nivel de incertidumbre de una variable aleatoria. Sea X una variable aleatoria
discreta con funcio´n de probabilidad pi = Pr(X = i), donde i representa cada posible valor que
X puede tomar con probabilidad pi > 0. En este caso cada i representa a los sujetos dentro de
un conjunto ano´nimo, y pi es la probabilidad de que el sujeto i sea relacionado al IDI.
Se denota H(X) como la entrop´ıa de una variable aleatoria X y por N al nu´mero de sujetos
pertenecientes al conjunto ano´nimo. H(X) puede ser calculada de la siguiente manera:
H(X) = −
N∑
i=1
pi log2(pi) (2.7)
El conjunto efectivo ano´nimo se puede definir como una me´trica del anonimato utilizando el
valor de la entrop´ıa. Tal como se menciono´, despue´s de que un adversario genera un ataque, e´ste
obtiene una distribucio´n de probabilidad que relaciona a los sujetos con el IDI del ataque. Tal
como se muestra en la figura 2.14, extra´ıda de [26], las probabilidades son mostradas como flechas
que conectan al IDI con los distintos sujetos. El valor de cada probabilidad pi puede variar segu´n
la informacio´n que haya obtenido el atacante. En este caso N denota al nu´mero total de sujetos
que el atacante relaciona (potencialmente) al IDI, con probabilidad distinta de cero. Entonces
el conjunto efectivo ano´nimo puede ser definido como la entrop´ıa H(X) de la distribucio´n de
probabilidades de X que relacionan a los sujetos del conjunto ano´nimo con el IDI. Esta me´trica
significa que cuando el conjunto efectivo ano´nimo tiene un valor h, quiere decir que los sujetos
ano´nimos son perfectamente indistinguibles dentro de un conjunto de 2h sujetos. Esta me´trica y
de igual forma el anonimato, puede incrementar dependiendo de dos factores, uno es el taman˜o
del conjunto ano´nimo y el otro es la uniformidad de la distribucio´n de probabilidad.
Con lo anterior, el grado de anonimato, propuesto en [28], se define como la versio´n nor-
malizada del conjunto efectivo ano´nimo, el cual indica que´ tan bueno es el sistema ano´nimo en
una escala de 0− 1. El taman˜o ma´ximo del conjunto efectivo ano´nimo se alcanza cuando todos
los sujetos han sido relacionados al IDI con igual probabilidad (pi = 1/N), es decir, todos los
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Figura 2.14: Conjunto Ano´nimo.
sujetos son perfectamente indistinguibles para el adversario con respecto al IDI. Para un nu´mero
N de usuarios, el ma´ximo nivel de anonimato se alcanza con una entrop´ıa que corresponde a una
distribucio´n de probabilidad uniforme, y este valor se denota como sigue:
HM = log2(N) (2.8)
Si se asume que el adversario no tiene informacio´n previa sobre las comunicaciones, entonces
la cantidad de informacio´n que el adversario obtiene con un ataque es la diferencia de la entrop´ıa
antes del ataque menos la entrop´ıa que resulta despue´s del ataque.
El grado de anonimato, entonces, se define como esa diferencia normalizada que representa
el grado de conocimiento del adversario despue´s del ataque, la cual se puede representar de la
siguiente manera:
d = 1− HM −H(X)
HM
=
HM
H(X)
(2.9)
Se puede observar que el grado de anonimato se obtiene dividiendo el valor del taman˜o del
conjunto ano´nimo por el grado de anonimato ma´ximo para un nu´mero de sujetos dado. Este
grado da una referencia del valor del anonimato independiente del nu´mero de sujetos que se
considere en el conjunto ano´nimo. Dado un nu´mero espec´ıfico de sujetos, el grado de anonimato
da una idea de cua´n cercano esta´ el valor del anonimato despue´s del ataque del valor ma´ximo
posible.
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2.5. Tipos de Ataques
En las secciones anteriores se han mostrado, a grandes rasgos, la terminolog´ıa ma´s relevante
en el a´rea del anonimato. Constantemente han sido mencionados distintos tipos y estructuras
de ataques, incluso se han definidos modelos de ataque para la definicio´n de las me´tricas. Todo
esto tiene una causa fundamental: en el a´rea de la seguridad lo que se busca es proteger a algo
o a alguien contra el “ataque” de algo o de alguien, si bien es claro que para cada rama de
la seguridad en informa´tica se tienen varios modelos o tendencias de ataques, la privacidad y
espec´ıficamente el anonimato no son la excepcio´n. Todos los disen˜os de sistemas, y las medidas
de efectividad, rendimiento, etc., esta´n basadas en el tipo y forma de los ataques. En esta´ seccio´n
se presentan los tipos de ataque ma´s comunes que se conocen y que se han disen˜ado contra los
sistemas ano´nimos. Tal como se menciona en [1], cualquier sistema ano´nimo debe ser evaluado
por su resistencia a varios tipos de ataque. Esto implica que una de las primeras decisiones a
tomar en una fase de ana´lisis es el tipo de adversario que se considera. Por ejemplo, un modelo de
adversario muy de´bil implica un escenario de seguridad muy optimista, que implicar´ıa un mayor
nivel de susceptibilidad ante ataques reales. En la comunidad de la seguridad se prefiere en general
un modelo conservador del adversario, ya que al considerar a un adversario muy poderoso se debe
incurrir en inversiones y gatos muy onerosos que muy pocos usuarios y operadores esta´n en la
disponibilidad de cubrir.
Con la experiencia en la red TOR (ver [31]), se puede concluir que en algunos casos al
considerar un modelo de adversario de´bil puede ayudar a mejorar la usabilidad y atraer mayor
nu´mero de usuarios, lo cual de por s´ı mejora el nivel de anonimato del sistema. De cualquier
forma, como mı´nimo debe ser considerado un modelo “realista y consciente” del adversario.
En la tabla 2.5 se listan los modelos de adversarios a considerar en los sistemas ano´nimos. El
modelo ma´s comu´n que se ha considerado es el adversario pasivo y global, quien puede observar
todos los mensajes enviados a todos los participantes. Los sistemas de alta latencia como Babel,
Redes DC, y Mixminion esta´n disen˜ados para resistir los ataques de este tipo de adversario. Por
el contrario, los requerimientos de los sistemas de comunicacio´n de baja latencia los hacen ma´s
vulnerables a los ataques que aplican te´cnicas de ana´lisis de tra´fico. Tal como se menciono´ antes,
en el caso de TOR, se asume un modelo de adversario ma´s limitado que so´lo puede observar una
fraccio´n c limitada de la red.
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Tabla 2.1: Clasificacio´n del Adversario en Redes Ano´nimas, su influencia en la red (donde c es
la proporcio´n de usuarios deshonestos en la red y 0 < c < 1), y su comportamiento
Adversario % de la red afectada Comportamiento
Adversario pasivo global 100% Observa el tra´fico
Adversario pasivo local c Inserta, borra y modifica el tra´fico
Adversario activo global 100% Observa el tra´fico
Adversario activo local c Inserta, borra y modifica el tra´fico
Adversario participante c Participa en la red ejecutando un mix
En la tabla 2.5 se muestra una lista de los sistemas que han sido analizados desde la perspec-
tiva de cada modelo.
Tabla 2.2: Clasificacio´n del Adversario en Redes Ano´nimas y los sistemas que han sido analizados
con esos modelos
Adversario Systemas
Adversario pasivo global Babel, Redes DC, Redes Mix, Mixmaster, Mixminion, Tarzan
Adversario pasivo local Crowds, Redes Mix
Adversario activo global Redes Mix
Adversario activo local Mixminion, TOR
Adversario participante Crowds, MorphMix, Tarza´n, TOR
Un adversario activo puede alterar la comunicacio´n al borrar, insertar, retrasar y modificar
los mensajes. Algunos de los ataques ma´s comunes que utilizan este modelo se caracterizan por
incrementar o decrementar el volumen de tra´fico que entra en la red o a un nodo de la red, y
observar los efectos de dichas modificaciones en la salida de un nodo. Los adversarios tambie´n
pueden modificar los mensajes, por ejemplo introduciendo ciertas clases de etiquetas (como un
error en el patro´n de bits), o pueden reenviar mensajes antiguos, y verifican en ambos casos
las correspondencias de tales errores o duplicados en la otra parte de la red con el objetivo de
establecer el camino de los mensajes. Este tipo de ataque se denomina ataque de etiquetado o
“tagging”.
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En cuanto al modelo de un adversario que constituye un participante interno, se considera
que la mayor´ıa de los sistemas de comunicaciones ano´nimas esta´n disen˜ados como una red de
nodos. Este modelo supone que alguno de estos nodos pertenecen al atacante. Esto puede lograrse
comprometiendo algunos de los nodos previamente existentes o introduciendo nuevos nodos al
sistema. Dado que las redes ano´nimas t´ıpicamente se ejecutan con la colaboracio´n de voluntarios,
estas redes aceptan con gran facilidad la incorporacio´n de nuevos participantes. Sin embargo, este
tipo de atacante se puede modelar y configurar mejor que el adversario global y pasivo.
2.5.1. Ataque bizantino - Sybil
Se puede subclasificar al adversario participante interno en dos categor´ıas: Uno con carac-
ter´ısticas de honestidad, pero curioso (HBC por sus siglas en ingle´s), quien se comporta tal cual
como lo que se establece en los protocolos de anonimato, pero que intenta aprender tanto como le
sea posible sobre la comunicacio´n a trave´s de la observacio´n. Dado que es un participante pasivo
se asume que puede observar algunos datos privados de otros participantes. La otra categor´ıa
considera un adversario quien puede violar al protocolo y tener un comportamiento arbitrario.
Este tipo de adversario se le denomina bizantino, el cual puede mentir sobre sus capacidades y
conocimientos en la red, y puede intervenir en las comunicaciones, pero tambie´n podr´ıa seguir
las normas de un protocolo si as´ı lo requiriese su ataque. Una particularidad de este tipo de
adversario es que activamente intenta evitar que se le detecte para dificultar la tarea de aislar a
los nodos maliciosos.
El ataque bizantino ma´s prominente es el denominado ataque “Sybil”, descrito en [34], en el
cual los nodos violan al protocolo pretendiendo ser instancias de mu´ltiples nodos dispersos con
el fin de obtener influencias indebidas sobre la red.
Sin embargo, sobre este tipo de ataques bizantinos aun falta mucho por explorar, y podr´ıan
surgir ataques en base a este modelo que tengan un impacto significativo sobre las redes ano´nimas.
2.5.2. Ana´lisis de Tra´fico
Tal como se menciona en [56, 3, 1] el ana´lisis de tra´fico tuvo sus or´ıgenes durante la Se-
gunda Guerra Mundial, incluyendo su relacio´n con el ataque que se hizo sobre Pearl Harbour.
61
Actualmente Google utiliza los enlaces de incidencia para evaluar la importancia de las pa´ginas
web, las compan˜´ıas de tarjetas de cre´dito examinan las transacciones para descubrir patrones de
gastos fraudulentos. La idea de fondo de esta te´cnica radica en que durante el tra´fico de datos se
pueden registrar el tiempo y la duracio´n de la comunicacio´n, y se examina esta informacio´n para
determinar la forma detallada del flujo de datos, las identidades de las partes que se comunican,
y lo que puede ser establecido sobre su ubicacio´n. Incluso los datos pueden ser poco precisos o
estar incompletos, y simplemente a trave´s del conocimiento de patrones t´ıpicos de comunicacio´n
se podr´ıa inferir sobre una comunicacio´n en particular que se este´ observando.
Esta te´cnica a pesar de que obtiene informacio´n de menor calidad en comparacio´n a la ob-
tenida con las te´cnicas del criptoana´lisis, es mucho ma´s fa´cil, barata y viable en cuanto a la
extraccio´n y procesamiento del tra´fico de datos.
El ana´lisis de tra´fico ha inspirado a otras te´cnicas utilizadas para la proteccio´n de sistemas,
y para la construccio´n de sistemas de confianza.
En cuanto al ana´lisis de tra´fico del protocolo de seguridad SSH, a pesar que ofrece comu-
nicaciones seguras para acceder a terminales remotos a trave´s de un proceso de autenticacio´n
que utiliza mecanismos de clave pu´blica, y que luego de este proceso toda la informacio´n viaja
encriptada garantizando su confidencialidad e integridad, en [72] se muestra que aun existe gran
cantidad de informacio´n que aun se deja pasar sin ocultarse. En su modo interactivo, el protocolo
SSH transmite cada pulsacio´n de tecla como un paquete distinto y de esta forma la longitud de
la clave puede ser trivialmente descubierta. Adema´s, dado que la distribucio´n de los teclados no
es aleatoria, y que las claves con frecuencia esta´n basadas en palabras reales, el tiempo exacto
de las pulsaciones de teclas esta´ relacionado a que´ tan ra´pido un caracter particular puede ser
tipeado despue´s de otro. Esto implica que al haber una suficiente variabilidad entre los patrones
de tipeo de las personas entonces existe la posibilidad de identificarlos, particularmente despue´s
de observar una secuencia larga.
El ana´lisis de tra´fico del SSL y el TLS, protocolos introducidos para proveer accesos web
privados, se basa en estudiar la informacio´n que aun deja escapar este protocolo cuando se
establece una comunicacio´n web hacia un servidor. Espec´ıficamente se estudia la forma del tra´fico
que ha sido rellenado y conciliado inadecuadamente. Los navegadores solicitan recursos, que son
normalmente pa´ginas HTML, y e´stas a su vez esta´n asociadas a otras recursos adicionales como
ima´genes, hojas de ca´lculos, etc., las cuales pueden ser descargadas a trave´s de enlaces cifrados,
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pero su taman˜o aun puede ser determinado por el observador, quien puede inferir cua´les pa´ginas
esta´n siendo accedidas (por ejemplo podr´ıa inferir cua´les reportes de una compan˜´ıa esta´n siendo
descargados).
Incluso, estudiando el comportamiento del web cache puede inferirse cua´les sitios web se han
accedido con so´lo reconocer el patro´n de almacenamiento en los cache de cada uno.
Se puede determinar la identificacio´n de los dispositivos en la red so´lo con estudiar el com-
portamiento y las caracter´ısticas particulares de los cambios del reloj en cada dispositivo.
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Cap´ıtulo 3
Fundamentos Teo´ricos
3.1. Sistemas de Reputacio´n y Confianza
Tal como se menciona en [52], frecuentemente en las sociedades humanas se toman decisiones
en base a informacio´n que esta´ incompleta, es decir, con cierto grado de incertidumbre. Por
ejemplo, se puede decidir comprar un producto desde un sitio web, lo que incluye evaluar la
posibilidad (el riesgo) de recibir el producto de forma adecuada y en el tiempo previsto. Se podr´ıa
determinar esta incertidumbre a trave´s de la obtencio´n y evaluacio´n de la informacio´n que pueda
ayudar a hacer predicciones sobre los aspectos relacionados a las decisiones con incertidumbre.
En el ejemplo mencionado, se puede consultar el historial personal de compras de productos
asociados a ese sitio web, o se le puede consultar a personas cercanas (amigos, familiares, etc.)
sobre su experiencia al utilizar dicho sitio. En este sentido, cada vez que la compan˜´ıa entrega un
producto en buen estado y en el tiempo previsto se puede predecir que lo ma´s probable es que
esto vuelva a ocurrir en el futuro. Por otro lado, si la mayor´ıa de las personas cercanas (amigos
o familiares) comentan que cada vez que hicieron tratos con esa compan˜´ıa quedaron satisfechos
con el servicio, tambie´n se podr´ıa predecir que lo ma´s probable es que se obtenga ese mismo
comportamiento en el futuro. Como una opcio´n adicional, se podr´ıan examinar las conexiones
sociales que el sitio web ha tenido con otras compan˜´ıas, o las conexiones que se tienen con los
empleados y l´ıderes del sitio. De esta forma se podr´ıa decir, en te´rminos generales, que en el
proceso de toma de decisiones se evalu´a la incertidumbre en las decisiones utilizando el concepto
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de confianza. As´ı, la confianza es el grado de creencia en las acciones de otras personas que
afectan el estado propio de otros (incluyendo el que toma las decisiones) al escoger una accio´n, y
que forma un componente integral del razonamiento y racionalidad del decisor. En este contexto,
al evaluar la honradez de los dema´s permite lidiar con la incertidumbre en el proceso de toma de
decisiones. Segu´n el ejemplo anterior, y considerando este concepto de confianza, se puede decir
que se conf´ıa en que una compan˜´ıa entregara´ el producto solicitado con las condiciones y en el
tiempo previsto. Si la compan˜´ıa cumple exitosamente lo establecido en el contrato, entonces se
podr´ıa considerar en la evaluacio´n como un incremento de la honradez de la compan˜´ıa. En caso
contrario, disminuir´ıa.
Sin embargo, en una comunidad abierta, es probable que se tenga que interactuar con muchas
entidades de las cuales no se tenga un historial de interaccio´n. En estos casos, los comu´n es recurrir
a la opinio´n de terceros, incluyendo la evaluacio´n de algunos entes reguladores de la industria.
T´ıpicamente, si no se tiene informacio´n suficiente para poder conformar una opinio´n sobre una
entidad, se debe consultar a otros sobre su opinio´n. La opinio´n comu´n de otros sobre una entidad
se conoce con el nombre de reputacio´n de la entidad, la cual puede ser utilizada en ausencia de
la confianza formada en base a las opiniones personales.
Segu´n lo anterior la confianza y la reputacio´n esta´n afectadas por las acciones pasadas de
los individuos. Sin embargo, existe otro factor en la determinacio´n del nivel de confianza que se
le otorga a los dema´s: los seres humanos impl´ıcitamente evalu´an la honradez de los dema´s fre-
cuentemente examinando la estructura social circundante al individuo, por ejemplo, es frecuente
utilizar el estatus social (gerente de una compan˜´ıa), el rol dentro de un sociedad (doctor de una
cl´ınica) y las relaciones (amigo de un familiar) para establecer su nivel de honradez.
Desde un punto de vista informa´tico, el uso de la confianza dentro del establecimiento de las
relaciones incluye una seleccio´n optimizada de los patrones de comunicacio´n, la delegacio´n de
funciones sobre los individuos y la posibilidad de establecer acuerdos entre dos o ma´s miembros
de una red antes que se inicie la comunicacio´n. En [38] se define la confianza como un nivel
particular de probabilidad subjetiva en el cual, en un sistema multi-agentes, un agente puede
evaluar si otro agente (o grupo de agentes) realizara´n una accio´n en particular, antes de que pueda
monitorear tal accio´n en un contexto donde puede afectar sus propias acciones. El concepto de
reputacio´n representa una confianza indirecta e involucra el tener que preguntar la opinio´n de
terceros quienes previamente han interactuado con el ente sobre el cual se quiere establecer el
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nivel de confianza.
3.2. Pequen˜os Mundos
En [48, 70] se plantea el surgimiento de la teor´ıa moderna de redes (denominado Ciencias de
las Redes o “Science of Networks”) como una evolucio´n de los desarrollos teo´ricos de Leonard
Euler sobre el estudio de los objetos formales denominados grafos, los cuales revolucionaron
primero las matema´ticas teo´ricas y luego se proyectaron sobre las ciencias sociales.
Una de las caracter´ısticas principales de este planteamiento es la idea de que las redes de
naturaleza emp´ırica no son estructuras esta´ticas sino que evolucionan en el tiempo en por lo
menos dos vertientes: en primera instancia generando un “producto” (env´ıo de informacio´n,
toma de decisiones, generacio´n de poder) y en segundo lugar produciendo modificaciones en su
propia morfolog´ıa. En otras palabras, lo importante es que lo que sucede y co´mo sucede depende
tanto de la estructura de la red como de su historia evolutiva.
El feno´meno de la sincron´ıa es aquel atributo relacional que permite establecer procesos de
coordinacio´n, que en su mayor´ıa son imprevistos, con respecto a distintos nodos que interactu´an
entre s´ı. Por ejemplo, se pueden mencionar las competencias de atletismo en las que los corredores
tienen gran intere´s por permanecer a escasa distancia de sus competidores rivales, produciendo
feno´menos de sincronizacio´n que contradicen en parte a lo que intuitivamente se esperar´ıa en
este tipo de actividades. Los estados de sincronizacio´n dependen del grado de atencio´n que
los participantes se conceden entre s´ı. Lo ma´s importante en este proceso es que se realiza
teniendo en cuenta a los vecinos ma´s cercanos y no a toda la poblacio´n implicada, lo cual conduce
directamente al problema del pequen˜o mundo o “small world”.
Stanley Milgram demostro´ a mediados del siglo 20 que, como ma´ximo, se necesitan cerca de
seis pasos para conectarse con cualquier persona en el planeta. Aunque parezca incre´ıble y contra-
intuitivo esto pone de manifiesto el alto grado de “clusterizacio´n” (clustering) o agrupamiento
que gobierna al mundo social. La clusterizacio´n implica que, por supuesto, todos no conocen a
todos, pero vinculando adecuadamente a los diferentes grupos en los que se mueven las personas
pueden llegar a contactar a cualquiera.
Para formalizar la afirmacio´n anterior se ha utilizado parcialmente el trabajo de Erdo¨s y Ren-
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yi, quienes inventaron la teor´ıa de grafos aleatorios (random graphs). Uno de los descubrimientos
ma´s significativos de estos investigadores es que en un grafo aleatorio la conectividad aumenta
dra´sticamente al incorporar ma´s nodos al componente central de una red. Tal conectividad glo-
bal, segu´n estos autores, no se desarrolla incrementalmente y de manera regular, sino que crece
incontrolablemente despue´s que se ha sobrepasado determinado umbral. A pesar de la enorme
utilidad de esta teor´ıa para dar cuenta de la topolog´ıa de muchas redes, Watts descubre que en el
mundo real otras redes no tienen tal forma aleatoria en la que la distribucio´n de la conectividad
se ajusta a la figura de una campana de Gauss.
De manera que esta denominada “nueva ciencia de las redes” debe considerar tambie´n la
dina´mica o la evolucio´n de las mismas, que no fueron incluidas por Erdo¨s y Renyi. Las medidas
tradicionales aplicadas al ana´lisis de estas redes se despliegan alrededor del concepto de centrali-
dad, pero son incapaces de ofrecer alguna explicacio´n de la coordinacio´n descentralizada, y, como
inconveniente o insuficiencia adicional, tampoco ofrecen una consideracio´n de las innovaciones
que se producen en la periferia de estas formaciones.
Se puede decir, segu´n lo mencionado en [70], que la dina´mica del propio entramado en la
red puede ser estudiada considerando otros enfoques. Se puede hablar de la dina´mica de la red
(co´mo se desarrolla su estructura) o de la dina´mica sobre la red, que es el producto generado
por una red particular y ma´s alla´ de su estructura. En las redes reales estas dos dina´micas esta´n
vinculadas estrechamente.
En el mundo de las cavernas los hombres viv´ıan aislados y si compart´ıan un amigo en comu´n
significaba que viv´ıan en la misma comunidad. En un mundo opuesto, las relaciones previas no
significan nada porque las posibilidades de conocer gente nueva y generar amistades no esta´n
determinadas por los amigos en comu´n preexistentes. El espacio de posibilidades que se crea
entre ambas opciones puede concebirse como un territorio de reglas de interaccio´n factible de
modelar. Si la mutualidad implica una elevada factibilidad de contraer relaciones estamos en el
mundo de las cavernas, pero si no hay ninguna relacio´n estamos en el mundo opuesto. Las redes
de pequen˜o mundo (small-world networks) representan una instancia intermedia entre ambos
extremos e inevitablemente existen en las situaciones en las que el promedio de longitud de pasos
entre nodos es pequen˜o. En este estado de transiciones las regiones de la red esta´n vinculadas
por atajos (shortcuts) que vinculan a todos los nodos.
En 1997 una fraternidad universitaria invento´ un desaf´ıo que sirvio´ para construir el llamado
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“Juego de Kevin Bacon”, que consiste en demostrar que este actor es el “centro” del universo
f´ılmico a trave´s de un simple proceso de mapeo o trazado de la conectividad del mundo de
Hollywood. El resultado de este experimento es contundente: en un mundo formado por cientos
de miles de individuos, cada actor esta´ conectado con cualquier otro en un promedio de 4 pasos.
Watts y Steve Strogatz, a partir de estos indicios, procuraron buscar otras redes con carac-
ter´ısticas similares y lograron llegar a conclusiones ide´nticas. Tanto en feno´menos biolo´gicos como
en infraestructuras artificiales, y hasta en el mismo universo de Internet, las propiedades de las
redes de pequen˜os mundos parecen estar presentes.
Siguiendo a la ley de Potencia formulada por Wilfredo Pareto en el siglo XIX, las redes
que tienen la forma y las particularidades de las distribuciones libres de escala se diferencian
enormemente de aquellos feno´menos que pueden ser descritos con el desarrollo de una curva
normal. En primer lugar, las distribuciones de este tipo no tienen un pico que corresponda con su
valor promedio y, en segunda instancia, comienzan con un valor ma´ximo y decrecen lentamente
hacia el infinito. Watts presenta la distribucio´n de alturas de una poblacio´n como caso t´ıpico
que toma la forma de una curva normal y, como situacio´n antago´nica, la relacio´n que puede
establecerse entre la poblacio´n de una ciudad grande y un pequen˜o poblado. Esas diferencias
extremas son inconcebibles en una distribucio´n de Poisson, pero se encuentran en muchos ma´s
feno´menos que los previstos por Watts y Strogatz. Al parecer la estructura f´ısica y virtual de
Internet, por ejemplo, tiene esta forma, y lo mismo puede decirse de las redes metabo´licas de
muchos organismos biolo´gicos.
Sin embargo, los descubrimientos de estos investigadores van ma´s alla´ de esta corroboracio´n,
ya que postularon adema´s un mecanismo por el cual estas redes pueden evolucionar en el tiempo.
Para las redes que se ajustan a una distribucio´n inequitativa de cualquier recurso la pregunta
principal apuntar´ıa a descubrir los motivos probables de estos resultados. Los autores apelaron al
“efecto San Mateo” tra´ıdo al a´mbito de las ciencias sociales por Robert K. Merton. Este feno´meno,
sustentado en el pasaje b´ıblico que plantea que todo lo que tenemos en muestra vida terrenal
nos sera´ dado en abundancia en el cielo y todo aquello que poseemos en cara´cter de escaso nos
sera´ substra´ıdo au´n ma´s, parece ser exactamente el tipo de proceso que rige la ampliacio´n de las
diferencias de cualquier tipo que los nodos de distintas redes parecen mostrar a largo plazo en
las distribuciones libres de escala. Aplicando este principio al a´mbito estrictamente econo´mico,
aquellos individuos que poseen riqueza se vuelven au´n ma´s ricos con sorprendente facilidad, y
68
aquellos que permanecen en la pobreza no solo no pueden salir de su condicio´n aunque lo intenten,
sino que es probable que se vuelvan au´n ma´s pobres en el futuro.
Los autores Ba´raba´si y Albert tuvieron el acierto de postular el mecanismo por el cual este
tipo de redes pueden configurarse como libres de escala de acuerdo a un principio no igualitario
de acumulacio´n de relaciones. Si se piensa en redes sociales en las cuales desde el inicio se cuenta
con una cantidad diferencial de relaciones y tratamos de establecer una pauta de crecimiento
realista de los contactos, se puede descubrir que aquellos nodos que se agreguen a la red en cada
momento particular, con una alta probabilidad, lo hacen tratando de conectarse con aquellos
nodos que esta´n mejor relacionados. Este feno´meno es denominado por Ba´raba´si y Albert como
“enlace preferencial” (preferential attachment).
Herbert Simon, inventor del concepto de “racionalidad con l´ımites” (bounded rationality)
utilizo´ un modelo muy similar para explicar el taman˜o desigual de las firmas comerciales, y
George Kingsley Zipf postulo´ la famosa ley que lleva su apellido al describir la frecuencia desigual
con la que aparecen las palabras en el idioma ingle´s. Estas distribuciones inequitativas tienen el
sello exacto de las redes libres de escala.
En general, y cuando la gente no tiene suficiente informacio´n sobre un feno´meno, conf´ıa en
la decisio´n de sus vecinos, y hasta es posible que actu´e como ellos au´n en contra de sus propias
percepciones sobre la conveniencia de asumir o no determinada conducta. En rigor, lo que los
economistas llaman “externalidades” no son elementos extraordinarios de la toma de decisiones
colectivas e individuales sino sus componentes permanentes e imprescindibles. Este “contagio” de
ideas responde a normas muy distintas a las del contagio de enfermedades. En el u´ltimo caso los
eventos de difusio´n de la enfermedad ocurren independientemente y la sumatoria de situaciones
de contagio no implica un aumento en la posibilidad de contraer una dolencia determinada.
En el caso de la difusio´n de ideas el dispositivo es distinto porque la factibilidad del contagio es
directamente proporcional a la cantidad de vecinos que sean “portadores” de esa misma nocio´n. El
contagio social parece ser, en varios sentidos, un proceso mucho ma´s dependiente de la vecindad
de contactos que la expansio´n de enfermedades. Watts desarrolla, a partir de esta diferencia
ba´sica, el modelo de difusio´n de innovaciones introducido en la de´cada del 60 por el investigador
Everett Rogers, quien establece distinciones entre los umbrales variados de resistencia al cambio
que los diversos nodos tienen en una red. As´ı Rogers distingue entre innovadores (innovators),
adoptadores tempranos (early adopters) y nodos estables (stables) de acuerdo a la factibilidad
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de difusio´n del contagio que cada nodo ofrece en una red.
Watts postula que los entramados sociales deben tener capacidad de lograr la cooperacio´n
sostenible a trave´s de la retencio´n de la conectividad y la capacidad de resolver problemas local-
mente y ma´s alla´ de una coordinacio´n centralizada, para lo cual se torna necesario un tratamiento
efectivo de la ambigu¨edad en la informacio´n: ante descripciones del problema muy generales y
hasta factibles de error, es la red quien tiene que proveerse de dispositivos de desambiguacio´n y
especificacio´n provistos por sus propios recursos.
Las distancias sociales entre personas alejadas en la red son tremendamente cortas porque
los lazos no se establecen al azar y los clusters o regiones pueden ser navegados a trave´s de unos
pocos atajos. Esta “navegabilidad” extrema, a pesar de los an˜os ya transcurridos desde el primer
experimento de Milgram, es un hallazgo experimental y teo´rico bastante opuesto al sentido comu´n
predominante. En las redes de pequen˜o mundo los eventos aparentemente insignificantes pueden
generar acontecimientos incontrolables, pero tambie´n los eventos de alto poder disruptivo pueden
ser tolerados por las redes si en su estructura cuenta con propiedades regeneradoras inferibles de
antemano.
Aqu´ı confluyen las teor´ıas de los grafos aleatorios de los matema´ticos, la de los modelos de
percolacio´n de la qu´ımica y la de las transiciones de fase de los f´ısicos. No todos los procesos se
pueden estudiar con las mismas herramientas ni con los mismos procedimientos de formalizacio´n,
pero todos son susceptibles de afrontarse con esta forma de interdisciplinariedad. No es so´lo un
conjunto de aplicaciones ma´s o menos heteroge´neas de un mismo conjunto de ideas, sino una
aute´ntica y novedosa disciplina provista de dispositivos y te´cnicas de validacio´n con un fuerte
apoyo teo´rico y un buen prono´stico en el futuro.
3.3. La cultura carcelaria como modelo de ambientes res-
trictivos
Tal como se establece en [44], las ca´rceles son lugares t´ıpicamente oscuros, incluso durante
el d´ıa cuando esta´n cubiertas por los rayos solares. Son oscuras porque se vive en un mundo
desconocido para la sociedad civil, lo que permite que se den tratos vejatorios y degradantes,
debido en gran medida al aislamiento que facilita la formacio´n de grupos o sectas de control en
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los que frecuentemente se desarrollan negocios il´ıcitos. Las ca´rceles no so´lo esta´n ocultas para la
sociedad civil, sino tambie´n esta´n ocultas hacia el interior de ellas mismas, dado que las autori-
dades carcelarias desconocen co´mo es la vida cotidiana de los internos, debido principalmente a
la falta de intere´s que se tiene por conocer y participar en la vida de los presos, ya que su trabajo
es ma´s el de “vigilar y castigar”, que el de re-educar, por ende la readaptacio´n social no es un
objetivo real.
Esta falta de conocimiento de la vida de los internos tambie´n se debe a la diferencia que
existe entre los dos grupos que conforman la vida en el interior de estas instituciones: la sociedad
de internos y la sociedad administrativa o del personal; donde se procura hacer patente la dife-
renciacio´n principalmente por parte del personal, al grado que es comu´n que los empleados de
mantenimiento utilicen el uniforme del personal de seguridad, aun no perteneciendo a esta a´rea,
con el fin de hacer notar esta diferencia, lo que tiene como propo´sito que el uniforme les brinde
seguridad y hacer notar la adscripcio´n al grupo al que pertenecen.
El uso de la diferenciacio´n conlleva el ser identificado como miembro del grupo de internos,
pues se categoriza a las personas por medio de la atribucio´n de caracter´ısticas, supuestamente
propias del grupo al que queda adscrito y que en el caso de los internos de una ca´rcel, ser´ıa el
recibir la calificacio´n de delincuentes, malvivientes, que son caracter´ısticas profundamente desa-
creditadoras que los hacen indignos de confianza; atributos que a su vez afirman, por comparacio´n,
otra serie de caracter´ısticas para quienes no pertenecen al grupo, dejando a los empleados dentro
de una supuesta normalidad no deshonrosa, y es una referencia que, en te´rminos e´ticos, les da
ventaja respecto al grupo de internos y justifica, desde su perspectiva, el trato discriminatorio
que se da dentro de este tipo de instituciones.
Los internos son un grupo marginal, dado que se es marginal en la medida en que se esta´ al
margen de la participacio´n en determinadas a´reas de la vida social, ya sea por decisio´n propia o
por exclusio´n, al no formar parte de los roles que podr´ıan desempen˜ar. El ser marginal tambie´n
incide en no coincidir con los criterios de valor que rigen la homogeneizacio´n de la conducta de
los seres humanos, dentro de la cultura institucional. Pudiendo ser marginal por decisio´n propia
al ser producto del sostenimiento de los criterios a partir de los cuales se juzga la pra´ctica social;
o puede ser marginal, tambie´n, como resultado de la falta de participacio´n de grupos o individuos
en los roles que les corresponder´ıan, de acuerdo a determinados criterios de la organizacio´n social.
Esta falta de participacio´n en ocasiones es forzada, como el caso de la reclusio´n que deja a los que
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se encuentran en esta situacio´n compartiendo las interpretaciones de realidad propias de estos
grupos marginales, que recrean pra´cticas relacionadas a sus condiciones de existencia.
En el caso de la subcultura carcelaria, se encuentra la segregacio´n de individuos, que debido
a sus faltas, se encuentran en condicio´n de marginalidad; lo que supone a su vez la existencia de
formas de pertenencia desarrolladas como grupo marginal, que se explican en la medida en que se
apoyan en la subcultura carcelaria, que se crea a partir de condiciones particulares de existencia.
Estas formas de pertenencia generan a su vez mecanismos de autosostenimiento, que refuerzan
algunas actitudes y algunos comportamientos. As´ı las situaciones de trato de inferioridad y
aun el sentido de inferioridad con respecto al personal y la privacio´n de derechos ayudan al
mantenimiento de la marginalidad, en la medida en que cohesiona al grupo social.
La marginacio´n esta´ asociada a la falta de recursos y medios, es por esto que dentro de estos
grupos sociales se obtienen los medios que permiten la subsistencia, la que logran por medio de
la baja productividad y del aprovechamiento de los desperdicios de la civilizacio´n industrial. As´ı,
los grupos marginales mantienen patrones de conducta que les impiden cumplir adecuadamente
con los roles que les deb´ıan corresponder dentro de las estructuras institucionales.
En las ca´rceles se vive dentro de dos normativas: la de los internos y la de la parte adminis-
trativa, y el personal teniendo conocimiento de esto procura no entrometerse en los asuntos de
los internos, a menos que sea por intere´s de la seguridad y de la institucio´n. En el interior de
las ca´rceles existen reglamentos, criterios y normas que rigen la conducta de los internos y del
personal que ah´ı labora y que forman parte de la cultura dominante, y que es parte de la cultura
homogeneizadora del comportamiento social: la cultura institucional; junto a esto existe tambie´n
una cultura que subsiste al margen de lo permitido, y que se rige a partir de “contratos sociales
informulados”, la denominada subcultura carcelaria.
Esta subcultura carcelaria tiene sus propias reglas, que son va´lidas para los internos, y junto
con la cultura institucional, regulan la forma co´mo interaccionan los reclusos, permitiendo la
integracio´n o exclusio´n a los grupos. Exclusiones que podr´ıan ser muy peligrosas en el interior
de una ca´rcel.
Los contratos sociales informulados se apoyan en los intereses compartidos, que so´lo se cum-
plen por la colaboracio´n de los que comparten el espacio, y es a partir de estos acuerdos que
vemos claramente estas normas, las que tienen un fundamento e´tico y pra´ctico: e´tico en la medida
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en que se fundan en un compromiso grupal de cohesio´n, al establecer obligaciones normativas
entre los miembros; y pra´ctico, al ser un tipo de estrategia adaptativa basada en la bu´squeda de
la seguridad.
El respeto a estos contratos sociales informulados facilita una interaccio´n menos conflictiva
entre los internos; son precisamente los conflictos y las tensiones las que nos revelan la importancia
de este tipo de acuerdos normativos de la subcultura carcelaria, al atenuar en cierta medida las
fricciones constantes que hay en estas instituciones. El no cumplir con este tipo de contratos puede
ser muy grave, como ser´ıa el que un interno denunciara ante las autoridades de la institucio´n
alguna infraccio´n cometida por otro interno. El denunciar le es permitido a un empleado, pero
no a un interno, el que no so´lo ser´ıa excluido del grupo, sino que adema´s podr´ıa ser objeto de
agresiones y violencia por parte de otros presos, pudie´ndole costar hasta la vida.
Entre los internos se crea la conciencia de un “nosotros” que en principio se da a partir de
la existencia de los dos grupos presentes en todas las instituciones; lo que crea una conciencia
de grupo que no garantiza la cohesio´n en el caso de los internos. En general, dentro de las
instituciones totales la lealtad que debiera generar la conciencia de grupo es algo poco comu´n,
y lo que priva sobre la lealtad es el ego´ısmo, sobre todo dentro de una ca´rcel donde la carencia
es la caracter´ıstica predominante, de hecho uno de los recursos que los internos utilizan para no
meterse en problemas con los dema´s internos, es tener claro que dentro de la prisio´n se esta´ solo,
que dentro de la ca´rcel cada quien vela por s´ı mismo y lo prioritario es salir de la mejor manera
posible; lo que no se contrapone con la idea de un “nosotros” que se basa en la diferenciacio´n que
resulta muy aparente entre internos y el personal. Sin embargo la aspiracio´n a que exista dicha
fidelidad es una constante dentro de la subcultura carcelaria, so´lo que esta´ siendo continuamente
quebrantada en la pra´ctica, aunque reiteradamente se haga mencio´n de un “nosotros” y un
“ellos”.
Una de las causas que hacen que se quebrante esta fidelidad esta´ relacionada con el sistema
de privilegios que existe dentro de los presidios, que hace que se fracture la homogeneidad que
en principio se da en estas instituciones, ya que en estos lugares se da un trato masivo y por lo
tanto despersonalizado a los internos; pero en un lugar donde la carencia es la norma, la ma´s
mı´nima comodidad resulta en un bien muy apreciado; privilegios que no le ser´ıan substra´ıdos
estando en libertad, pero dentro de estas instituciones, la posibilidad de hablar por tele´fono,
ver una pel´ıcula, tener acceso a comprar fruta, comer limpia y nutritivamente, recibir visitas de
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familiares, tener un espacio privado como dormitorio, etc., resultan ser un privilegio.
Sin embargo, la constante referencia de un “nosotros” y un “ellos” nos muestra la existencia de
una serie de caracter´ısticas o atributos que comparte el grupo. Estas caracter´ısticas se adquieren
en principio por el hecho de su adscripcio´n como preso, se refrende o no, al compartir o no estos
elementos culturales propios de la subcultura carcelaria. La ubicacio´n otorgada en principio por
la adscripcio´n que se tiene en la institucio´n se obtiene en el mismo grupo, si no se toma la
“conversio´n” como estrategia adaptativa, pasando a ser parte del otro grupo, como es el caso de
los soplones, delatores, que nos muestra la no observancia de estos contratos sociales informulados,
que son la base de la solidaridad grupal y la norma que rige, en gran medida, el comportamiento
de los internos.
Es a partir de estos contratos sociales informulados que podemos observar la existencia de
la subcultura carcelaria, que tiene como propo´sito la consecucio´n de metas, en la medida que
resuelve problemas espec´ıficos, mediante la observacio´n de reglas de comportamiento, que inciden
sobre las decisiones que se toman. La subcultura carcelaria se expresa como una conciencia
grupal manteniendo los elementos culturales de la identidad colectiva; y se explica al observar
la territorialidad como fuente generadora de conflictos. Es por esto que el ver, o´ır y callar es
caracter´ıstica de la pra´ctica de los hombres que ven constantemente expuesta su seguridad en
el interior de las ca´rceles; el no participar en los conflictos que se generan en estos espacios les
asegura una estancia menos peligrosa; se trata de pasar el menor tiempo posible y de la mejor
manera, en el encierro.
Los co´digos de la subcultura carcelaria, los que esta´n basados en contratos sociales informu-
lados, se pueden resumir en no denunciar; no inmiscuirse en asuntos ajenos, mostrar valent´ıa en
un momento determinado y en el cara´cter de cada persona, que esta´ presente en la interaccio´n
que se da entre los internos.
Siendo la ca´rcel un espacio donde abunda la carencia, los internos que roban dentro de los
penales son muy mal vistos e incluso corren gran peligro si son sorprendidos en el robo, esto debido
tambie´n a que quien no se defienda de los robos y los abusos de otros internos muestra falta de
valor, de “hombr´ıa”; es por esto que es muy comu´n que las personas por medio de la violencia
hagan respetar sus propiedades y derechos, delimitando de esta manera su territorialidad, da´ndose
frecuentemente acuerdos ta´citos sobre la pertenencia de los espacios.
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As´ı la subcultura carcelaria se explica desde la adaptacio´n al espacio y el medio en el que
viven los internos.
3.4. Procesos Markovianos
Tal como se presenta en [4, 66] una cadena de Ma´rkov, que recibe su nombre del matema´tico
ruso Andre´i Ma´rkov, es una serie de eventos, en la cual la probabilidad de que ocurra un evento
depende del evento inmediato anterior. En efecto, las cadenas de este tipo tienen memoria.
“Recuerdan” el u´ltimo evento y esto condiciona las posibilidades de los eventos futuros. Esta
dependencia del evento anterior distingue a las cadenas de Ma´rkov de las series de eventos
independientes, como tirar una moneda al aire o un dado.
Este tipo de proceso, introducido por Ma´rkov en un art´ıculo publicado en 1907, presenta una
forma de dependencia simple, pero muy u´til en muchos modelos, entre las variables aleatorias
que forman un proceso estoca´stico. En los negocios, las cadenas de Ma´rkov se han utilizado
para analizar los patrones de compra de los deudores morosos, para planear las necesidades de
personal y para analizar el reemplazo de equipo.
En matema´ticas, se define como un proceso estoca´stico discreto que cumple con la Propiedad
de Ma´rkov, es decir, si se conoce la historia del sistema hasta su instante actual, su estado
presente resume toda la informacio´n relevante para describir en probabilidad su estado futuro.
Una cadena de Ma´rkov es una secuencia X1, X2, X3, ... de variables aleatorias. El rango de
estas variables, es llamado espacio de estados, el valor de Xn es el estado del proceso en el tiempo
n. Si la distribucio´n de probabilidad condicional de Xn+1 en estados pasados es una funcio´n de
Xn por s´ı sola, entonces:
P (Xn+1 = xn+1|Xn = xn, Xn−1 = xn−1, . . . , X2 = x2, X1 = x1) = P (Xn+1 = xn+1|Xn = xn).
Donde xi es el estado del proceso en el instante i. La identidad mostrada es la Propiedad de
Ma´rkov.
Las cadenas de Ma´rkov en tiempo continuo, en lugar de considerar una secuencia discreta
X1, X2, ..., Xi, .. con i indexado en el conjunto N de nu´meros naturales, consideran las variables
aleatorias Xt con t que var´ıa en un intervalo continuo del conjunto R de nu´meros reales, con lo
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cual se tiene una cadena en tiempo continuo. Para este tipo de cadenas en tiempo continuo la
Propiedad de Ma´rkov se expresa de la siguiente manera:
P (X(tn+1) = P (X(tn+1|X(tn) = xn, . . . , X(t1) = x1)
P (X(tn+1) = P (X(tn+1) = xn+1|X(tn) = xn) tal que tn+1 > tn > tn−1 > . . . > t1
3.5. Optimizacio´n multiobjetivo
Tal como se expresa en [65, 59], en un problema de optimizacio´n se trata de encontrar una
solucio´n que represente el valor o´ptimo (un ma´ximo o un mı´nimo) para una funcio´n objetivo.
Para el caso ma´s simple se tiene un u´nico objetivo, que esta´ representado por una funcio´n
del tipo f : M → N , donde M ⊂ R y N ⊂ R. Tanto el dominio como la imagen de la funcio´n
son nu´meros reales (escalares), y el valor o´ptimo corresponde a un valor mı´nimo o a un valor
ma´ximo.
Pero en las aplicaciones pra´cticas en ciencias y en ingenier´ıa se presentan, con cierta re-
gularidad, problemas que requieren la optimizacio´n simulta´nea de ma´s de un objetivo, y es lo
que se conoce como optimizacio´n multiobjetivo. Se optimiza por tanto una funcio´n de la forma
f : S → T , donde S ⊂ Rn y T ⊂ Rk. Pero el problema esta´ en que normalmente no existe un
elemento de S que produzca un o´ptimo de forma simulta´nea para cada uno de los k objetivos
que componen f . Esto se debe a la existencia de conflictos entre estos objetivos, que hacen que
la mejora de uno de ellos de´ lugar a un desmejora de algu´n otro. Se tiene que llegar, por lo tanto,
a una situacio´n de compromiso en la que todos los objetivos se satisfagan en un grado aceptable,
desde el punto de vista de disen˜o.
A diferencia de los problemas de optimizacio´n con un u´nico objetivo, el concepto de o´ptimo en
el caso multiobjetivo es relativo y es necesario decidir de alguna forma cua´l es la mejor solucio´n
(o cua´les son las mejores soluciones) al problema.
En te´rminos matema´ticos, el problema de optimizacio´n multiobjetivo, puede establecerse de
la siguiente forma:
Encontrar un vector x∗ = [x∗1, x
∗
2, · · · , x∗n]T , que satisfaga las m restricciones:
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gi(x) ≥ 0 i = 1, 2, · · · ,m (3.1)
y las p restricciones:
hi(x) = 0 i = 1, 2, · · · , p (3.2)
y optimice la funcio´n vectorial
f(x) = [f1(x), f2(x), · · · , fk(x)]T (3.3)
donde x = [x1, x2, · · · , xn]T es el vector de variables de decisio´n.
En otras palabras, se desea determinar la solucio´n particular x∗1, x
∗
2, · · · , x∗n, del conjunto S
formado por todos los valores que satisfacen a 3.1 y a 3.2, que de lugar a los valores o´ptimos
para todas las funciones objetivo. Pero como ya se ha comentado, no existe normalmente una
solucio´n que optimice de forma simulta´nea todas las funciones objetivo.
Para tratar el problema comentado del conflicto entre objetivos se han utilizado diversos
me´todos:
* Me´todos basados en el concepto de eficiencia de Pareto.
* Me´todos basados en la combinacio´n de objetivos. Dentro de estos me´todos se puede mencio-
nar el me´todo de la suma ponderada, en el que se optimiza el valor obtenido mediante la suma de
los valores correspondientes a los distintos objetivos, multiplicados cada uno por un coeficiente de
peso. Estos coeficientes de peso establecen la importancia relativa de cada objetivo. El problema
de optimizacio´n multiobjetivo se transforma as´ı en otro problema de optimizacio´n escalar, que
para el caso de la minimizacio´n se puede expresar de la siguiente forma:
mı´n
k∑
i=1
wifi(x)
donde wi ≥ 0 es el coeficiente de peso correspondiente al objetivo i.
Existen variantes del me´todo anterior, como el me´todo de la programacio´n por metas, en el
que se establece una meta para cada objetivo y lo que se suma (multiplicado por el correspon-
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diente coeficiente) es la distancia de cada objetivo a su meta. Para un caso de minimizacio´n su
representacio´n es:
mı´n
k∑
i=1
wi |fi(x)−Mi|
donde Mi representa la meta del i− e´simo objetivo.
* Me´todos basados en la asignacio´n de prioridades. Estos me´todos establecen prioridades
entre los distintos objetivos, teniendo en cuenta su importancia relativa durante el proceso de
optimizacio´n.
Los me´todos anteriores han sido utilizados en varias vertientes de investigacio´n, e incluso han
sido utilizados en combinacio´n con los algoritmos evolutivos (ver [15]), que han demostrado ser
una herramienta adecuada para resolver este tipo de problemas. Estos me´todos se conocen como
MOEA (Multi-Objective Evolutionary Algorithms o algoritmos evolutivos multiobjetivo).
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Cap´ıtulo 4
Trabajos Relacionados
En te´rminos generales, cuando se hacen estudios sobre la implementacio´n de sistemas en un
a´mbito global se deben considerar un nu´mero incontable de variables, que por lo general, en su
gran mayor´ıa son desconocidas por los implementadores. La intencio´n de este trabajo no es la
de considerar y estudiar todas las variables involucradas en la implementacio´n de los sistemas
ano´nimos en escenarios globales, sino ma´s bien es la de establecer un precedente donde se acoten
algunos puntos estrate´gicos a considerar en este tipo de procesos. En otras palabras, el objetivo
fundamental de este trabajo es el de establecer algunos de los temas que pueden ser de intere´s
relacionados con la implementacio´n de sistemas ano´nimos a escala mundial, e intentar proponer
respuestas a algunas interrogantes que han surgido relacionadas con e´stos.
Espec´ıficamente, la orientacio´n global dada se enmarca en considerar los siguientes aspectos:
la computacio´n ubicua como referencia para la implementacio´n a gran escala, los modelos ma-
tema´ticos (de optimizacio´n) necesarios para procurar mejorar la eficiencia de las comunicaciones
a gran escala, la heterogeneidad de las distintas regiones en cuanto a su nivel de restricciones
sobre las comunicaciones. Este u´ltimo aspecto se trata con mayor e´nfasis dado que actualmente
uno de los principales problemas en cuanto a la implementacio´n y uso de este tipo de sistemas
es el de hacer factible las comunicaciones ano´nimas en zonas (regiones, pa´ıses, organizaciones,
etc.) donde se regulan las comunicaciones, censurando y bloqueando el tra´fico en las redes. Como
posible solucio´n a los entornos restrictivos, se propone el uso de los sistemas de reputacio´n y
confianza, inspira´ndose tambie´n en la subcultura carcelaria y aplicando la teor´ıa de los pequen˜os
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mundos.
En las siguientes secciones se muestran algunos de los trabajos relaciones con estos temas, y
que de alguna manera establecen precedentes a esta propuesta.
4.1. Computacio´n Ubicua
La computacio´n ubicua se refiera a los ambientes donde la mayor´ıa de los objetos f´ısicos
poseen componentes digitales con el fin de mejorar sus prestaciones. Esto quiere decir, que esos
objetos involucran pequen˜os dispositivos informa´ticos que le incorporan con el fin de incrementar
el beneficio que ofrecen.
La computacio´n ubicua se puede interpretar como un caso de estudio para la implementacio´n
de sistemas a escala global, ya que aunque no se refieren directamente a sistemas de comuni-
cacio´n o informa´ticos, tales como los encontrados en los perfiles cliente-servidor, P2P, etc. son
importantes de considerar en el aspecto de la privacidad. Sin embargo, a pesar de que su estudio
no esta´ en el objetivo inicial de este trabajo, se incluye a manera de referencia.
4.1.1. Escalas de privacidad para Computacio´n Ubicua, RFID, servi-
cios de localizacio´n, servicios ubicuos
En [1], la autora Sarah Spiekermann, propone tres escalas para medir la privacidad en la
computacio´n ubicua, estas escalas esta´n basadas en el grado de control que posee la gente sobre
la informacio´n personal. Espec´ıficamente este trabajo se concentra en el estudio de los sistemas
basados en la identificacio´n en las comunicaciones con radio-frecuencia (RFID). Esta tecnolog´ıa
consiste en introducir un circuito integrado o “chip” en los productos comerciales durante el
proceso de su fabricacio´n. Estos chips, a los que se les denomina etiquetas o tags emiten un
nu´mero de producto u´nico una vez que localizan o son localizados por un lector. Este lector le
env´ıa dicho nu´mero a un centro de informacio´n donde puede ser identificada la naturaleza del
producto y potencialmente puede ser identificado su propietario.
La autora afirma que uno de los principales problemas que en la actualidad se deben enfrentar
es el desconocimiento o el mal conocimiento que se tiene sobre la privacidad en este tipo de
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ambientes. Afirma, que en este escenario, la privacidad esta´ ı´ntimamente relacionada con el
control que el usuario tiene o puede tener sobre la informacio´n que se proporciona a trave´s del
RFID, es decir, definen a la privacidad como el control que tiene un individuo sobre sus datos
y sobre s´ı mismo. Las escalas propuestas se relacionan con la percepcio´n del control que las
autoridades suponen tienen los usuarios, y se establecen tres enfoques para medir los niveles de
control: el nivel de impotencia percibido, relacionado a la percepcio´n de no tener el control. El
segundo se denomina el control de la informacio´n, y es la sensacio´n de poder sobre la informacio´n,
y la u´ltima escala propone medir la privacidad como un nivel de competencia de la gente ante el
control de su informacio´n, a lo que le denomino´ la escala de fa´cil uso.
En [1], los autores P. Najera y J. Lo´pez, estudian la privacidad en la computacio´n ubicua
para los sistemas RFID. Plantean los problemas relacionados con la fuga de informacio´n que
se puede presentar en el uso de este tipo de mecanismos, y proponen algunas soluciones para
poder controlar los niveles de privacidad en el uso de los mismos. Los autores mencionan que
las etiquetas RFID pueden estar construidas con tecnolog´ıas muy variadas, que van desde el uso
de dispositivos “pasivos” los cuales no contienen fuentes de energ´ıa propias y dependen de la
energ´ıa de los lectores para poder suministrar la informacio´n, hasta los dispositivos “activos”,
que al tener fuentes de energ´ıa propias, pueden generar acciones como las de actualizacio´n y
modificacio´n de la informacio´n contenida en ellos. En cualquiera de los casos, ya sean dispositivos
activos o pasivos, es importante saber que cada vez que se encuentren bajo la influencia de un
lector, les suministrara´n la informacio´n relativa al producto, y potencialmente sobre la identidad
de su duen˜o, a un centro de informacio´n. Es precisamente aqu´ı donde el tema de la privacidad
entra a jugar un papel importante en esta a´rea, ya que si el usuario desconoce co´mo, cua´ndo o
do´nde lo esta´n identificando, se estara´n violando sus derechos de privacidad. Para este punto los
autores proponen utilizar herramientas que ayuden a mantener el control sobre la distribucio´n de
la informacio´n de estos mecanismos, las cuales van desde hacer conscientes a los usuarios sobre su
existencia y sus implicaciones sobre la privacidad, hasta la de proponer me´todos que le permitan
al usuario tener el control en el env´ıo de la informacio´n, por ejemplo, proponen el uso de las
cajas de Faraday como aislantes ele´ctricos, para evitar que las etiquetas puedan “comunicarse”
con los lectores sin autorizacio´n. Otra alternativa, es obligar, en la medida de lo posible, a que
los instaladores de lectores coloquen avisos que le adviertan a los usuarios sobre su presencia.
Por otro lado, pero tambie´n con un matiz ubicuo, se encuentran los servicios de localizacio´n y
la informacio´n que aportan, los cuales abanderizados por los servicios prestados por los Sistemas
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de Posicionamiento Global o “GPS” por sus siglas en ingle´s, tienen la capacidad de revelar
informacio´n sobre la ubicacio´n de las personas, incluso sin su consentimiento. En este aspecto se
deben involucrar a los responsables de la prestacio´n del servicio y conseguir soluciones que puedan
permitir que la informacio´n de cada usuario que desea mantener de forma privada se mantenga
as´ı. Se han propuesto soluciones que incluyen el uso de seudo´nimos, y el uso de te´cnicas de
ofuscacio´n que pretenden evitar que la informacio´n obtenida por terceros sea legible.
En general, los servicios que presta la computacio´n ubicua tienen actualmente muchas inte-
rrogantes sin responder sobre el tema de la privacidad. Por ejemplo, si se hace referencia al caso
me´dico a nivel de hogares, donde las personas reciben un tratamiento en sus propias casas, y
esta´n controladas por dispositivos que transmiten informacio´n hacia los centros hospitalarios o
me´dicos, con el fin de llevar un registro y mantener informados a los profesionales del a´rea me´dica
sobre la evolucio´n de la salud de cada paciente, es obvio darse cuenta que el escape de infor-
macio´n privada puede ser mucho ma´s cr´ıtico. Se deben aun hacer muchas consideraciones para
poder llegar a un acuerdo entre el env´ıo de la informacio´n necesaria al personal de la salud y el
mantenimiento de la privacidad. En este caso se deben considerar aspecto sociales, tecnolo´gicos,
de seguridad, etc. ya que no pueden ignorarse los problemas potenciales que pueden presentarse
cuando se conf´ıa en terceros (enfermeras, me´dicos, dispositivos de comunicacio´n, etc.).
4.2. Sistemas resistentes al bloqueo y a la censura
En la mayor´ıa de los entornos restrictivos utilizan dispositivos, como los corta-fuego o “firewa-
lls”, para lograr establecer y ejecutar sus pol´ıticas de censura y bloqueo sobre las comunicaciones.
Estos dispositivos trabajan con disen˜os de mecanismos y estructuras espec´ıficas, que en mayor o
menor medida filtran, bloquean y monitorean el tra´fico de informacio´n dependiendo del entorno
donde se encuentren. Es decir, dado que todos los entornos de comunicaciones tienen caracter´ısti-
cas espec´ıficas que los diferencias de los dema´s, algunas de pol´ıticas de filtrado, bloqueo y censura
pueden tener e´xito sobre unos entornos y no sobre otros.
Como ejemplo ma´s representativo se encuentra el Firewall de China, que es un pa´ıs con
ideolog´ıas pol´ıticas, econo´micas, civiles, etc. particulares, donde acostumbran a monitorear y
restringir las comunicaciones que consideren esta´n en contra de sus ideas. Dado lo anterior, in-
vestigaciones recientes orientadas a conseguir evitar este tipo de bloqueo para permitirle a los
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ciudadanos chinos disfrutar de su derecho a una libre comunicacio´n, han estudiado el disen˜o y
estructura de este dispositivo en particular, y tal como se menciona en [14], descubrieron que
principalmente lo que hace este dispositivo es inspeccionar los paquetes TCP en bu´squeda de
palabras claves para generar el bloqueo de cada comunicacio´n de forma particular. Si se detecta
que una de las palabras clave se encuentra en los paquetes de transmisio´n, el “firewall” le env´ıa
a los dos puntos comunicantes paquetes de reinicio de comunicacio´n (configura el campo RST
del paquete marca´ndolo como activo), y esto hace que finalice la comunicacio´n. Sin embargo,
si se configuran a los nodos comunicantes (emisor-receptor) para que ignoren los paquetes RST
enviados por el firewall, entonces podr´ıan seguir comunica´ndose. Con esto se demuestra que el
problema real no esta´ en el hecho de co´mo sobrepasar o ignorar a estos dispositivos en momen-
tos determinados, sino que los entornos restrictivos hacen que constantemente evolucionen sus
pol´ıticas de bloqueo, adapta´ndose con el fin de evitar las nuevas te´cnicas de evasio´n, lo que hace
que los sistemas anti-censura deban ser reinventados constantemente.
En [41, 33, 35] estudian los aspectos relacionados con el disen˜o de sistemas ano´nimos resis-
tentes al bloqueo. En cada caso muestran las ventajas y desventajas sobre los sus disen˜os, y en
todos estos trabajos se concluye que el principal problema a enfrentar no tiene que ver con la
evasio´n del bloqueo en s´ı, sino con la implantacio´n, conexio´n y sostenibilidad de las comunica-
ciones ano´nimas. En este aspecto, comentan que la forma de conectarse a una red ano´nima es a
trave´s de puntos de acceso o nodos de salidas a los cuales han denominado proxies en unos casos,
y puentes en otros, configurados en grandes o pequen˜os grupos y con servicios especializados de
mensajer´ıa, o con disen˜os en forma de puentes (reenviadores de flujos). El problema cr´ıtico que
tienen que enfrentar los usuarios que desean comunicarse ano´nimamente es el de poder descubrir
co´mo, cua´ndo y do´nde conectarse, es decir, este problema esta´ ı´ntimamente relacionado con el
proceso de la distribucio´n de la informacio´n, pues es obvio que si la informacio´n se distribuye
pu´blicamente y ampliamente, los encargados de los sistemas restrictivos podra´n obtener toda la
informacio´n necesaria para bloquear por completo dichas conexiones.
Particularmente en [35] no se estudia una solucio´n al problema del descubrimiento, pero
en un trabajo ma´s reciente (ver [36]) el mismo grupo de investigadores muestra una salida a
dicho problema. Afirman que la solucio´n esta´ en evitar que se publiquen ampliamente los proxies
(nodos de acceso) y e´stos deber´ıan se descubiertos en un proceso continu´o, es decir, que mientras
se esta´n haciendo las comunicaciones tambie´n se desarrolla paralelamente el proceso de bu´squeda
en caso de que las conexiones actuales sean bloqueadas o fallen. Este proceso de bu´squeda deben
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hacerlo los mimos clientes (“in-band”). Proponen un mecanismo para el descubrimiento que
denominaron “keyspace hopping”, el cual esta´ inspirado en la pol´ıtica de conexio´n de las redes
inala´mbricas donde los dispositivos pueden saltar entre distintos puntos de acceso a trave´s de
un sistema de descubrimiento continuo. Este tipo de descubrimiento so´lo tiene efecto sobre una
pequen˜a fraccio´n del universo de puntos de acceso, y para el caso del descubrimiento en sistemas
ano´nimos se hace sobre una pequen˜a fraccio´n de proxies o puentes. Sin embargo al poder estar
en presencia de innumerables proxies el sistema no podr´ıa garantizar la confianza que se puede
tener sobre e´stos, por tal razo´n proponen en su mecanismo separar el proxy en dos componentes:
un mensajero a trave´s del cual los clientes realizan la labor de descubrimiento aplicando el
proceso de saltos (“keyspace hopping”) y que actu´a con una puerta de enlace (“gateway”) hacia
Internet, y un componente que denominan portal cuya identidad es ampliamente conocida y
publicada y es el que se responsabiliza por las solicitudes de contenido censurado del cliente.
De esta manera, cada proxy actuara´ como v´ıa de enlace a un reducido nu´mero de clientes en
un determinado momento, y en los siguientes per´ıodos de tiempo es posible que atienda a otros
clientes diferentes. El mecanismo propuesto no le permite a los clientes escoger un proxy en
espec´ıfico, as´ı que e´stos deben utilizar nodos en los cuales no conf´ıan para poder acceder a la zona
no bloqueada, para lo cual los autores afirman que se soluciona con los mencionados mensajeros
que no pueden establecer las diferencias entre una comunicacio´n normal y una bloqueada. Sin
embargo, en los ambientes reales, si se utiliza esta estructura de mensajeros no confiables, ya
de por s´ı esta´ indica´ndole a los entes reguladores que el cliente puede estar interesado en una
comunicacio´n no permitida, lo cual har´ıa que llamase su atencio´n sobre sus comunicaciones
particulares, implicando una gran desventaja.
En resumen, tanto en [36] como en la propuesta presentada en [33] se menciona que para
resolver el problema de la distribucio´n de la informacio´n y del descubrimiento de los nodos de
salida ya sean proxies o puentes se concluye, que como mejor pra´ctica no se de´ la informacio´n de
todos los nodos de acceso simulta´neamente, sino en pequen˜os grupos, y proponen mecanismos
para poder mantener informados a los usuarios, tales como el uso de los servicios de mensajer´ıa
instanta´nea, que puedan servir para compartir la informacio´n entre los distintos usuarios, de
co´mo podr´ıan conectarse a la red no bloqueada. Se basan adema´s en el hecho de que, incluso en
un pa´ıs como China, existe heterogeneidad en cuanto a los niveles de restriccio´n en los distintos
puntos de acceso a Internet, y de esta forma cada usuario podr´ıa servir de proxy o puente de
otro usuario en otra zona donde no este´ restringida su comunicacio´n.
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Sin embargo, en ninguno de estos trabajos proponen, de forma realista, co´mo se establecer´ıa
la conexio´n entre usuarios, co´mo har´ıa un usuario sin ningu´n conocimiento para poder establecer
contacto con otro que le permita tener acceso a las redes no bloqueadas, co´mo podr´ıa en realidad
ser sostenible una red que constantemente necesita cambiar para poder sobrellevar los bloqueos,
co´mo podr´ıa dar respuesta al hecho de la existencia de “esp´ıas” que se hagan pasar por usuarios
normales, con el fin de obtener informacio´n. Incluso considerando que so´lo se de´ informacio´n sobre
pequen˜os grupos de nodos de salida, los esp´ıas podr´ıan conformar grupos numerosos y dispersos,
y actuar por largos per´ıodos de tiempo, con lo cual podr´ıan en gran medida comprometer toda
la comunicacio´n.
Una de las alternativas posibles, es utilizar los mecanismos propuestos en los sistemas de
reputacio´n y confianza, y por esto en las siguientes secciones se muestra parte del trabajo que
han realizado sobre Internet (en un a´mbito global) y en los sistemas ano´nimos en cuanto al uso
de los mecanismos de reputacio´n y confianza. Es importante mencionar, que en ningu´n caso han
sido utilizados para resolver el problema del descubrimiento de nodos y el de la distribucio´n de
la informacio´n en ambientes restrictivos.
4.3. Sistemas de Reputacio´n y Confianza
4.3.1. Sistemas de Reputacio´n y Confianza a nivel global
En Internet se dispone de multitud de tecnolog´ıas que resuelven problemas concretos pero
que no esta´n integradas en un modelo global de seguridad. La red se utiliza para difundir ele-
mentos dan˜inos como los virus, lo que se hace con rapidez, y se le suma la forma creciente de
otros comportamientos abusivos, como el env´ıo masivo de correo electro´nico con fines comercia-
les (spam) e incluso fraudulentos (phishing). Estos excesos en el env´ıo de mensajes provocan el
consumo innecesario de recursos y afectan la productividad de los usuarios finales, quienes, para
solventar estos problemas, procuran conseguir e instalar herramientas localmente. La mayor´ıa
de las solicitudes de servicio se tratan por igual, sin ma´s limitacio´n que la propia capacidad
de los equipos y enlaces de comunicaciones, sin tener en cuenta la reputacio´n del interlocutor,
acepta´ndose identidades que se usurpan fa´cilmente. En [52] se plantea cubrir el espacio entre la
autenticacio´n del cliente, que requiere despliegues costosos y no inmediatos, y la confianza ciega
en cualquier usuario o equipo atribuida so´lo al hecho de estar conectado a la red y “poseer”
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una direccio´n. Cada servidor puede ser capaz de valorar la confianza que merecen sus clientes
en funcio´n de las experiencias acumuladas directamente u obtenidas por terceros. Esa confianza
dependera´ de la fiabilidad con que se les pueda vincular a sus mensajes y su adecuada utili-
zacio´n del sistema, determinada por la exposicio´n de un volumen suficiente de sus mensajes y
solicitudes al ana´lisis de los usuarios finales y de otras herramientas complementarias. En ese
trabajo proponen un modelo dina´mico y distribuido, descrito mediante la “lo´gica subjetiva” de
Audum Jøsang, que permite representar los conceptos de confianza e incertidumbre en un valor
t denominado opinio´n. La opinio´n, calculada en base al comportamiento reciente del cliente,
resumen la confianza que merece, y se calculan las restricciones que se consideren pertinentes.
Adema´s se puede intercambiar con terceros, donde se constituyen formas de federaciones en las
que se aplican pol´ıticas comunes de contencio´n que acoten el consumo global de recursos. El
a´lgebra asociada permite ponderar las opiniones ajenas y previas, y combinarlas mediante las
operaciones denominadas recomendacio´n y consenso bayesiano. Adema´s se introducen en el mo-
delo, tambie´n con este mecanismo, los resultados de herramientas externas como los filtros, listas
negras, etc. Se propone su utilizacio´n como medida preventiva y complementaria en la guerra
contra el spam en Internet, la priorizacio´n de la difusio´n de contramedidas o la prevencio´n de
ataques de denegacio´n de servicio en web services, entre otras posibilidades.
4.3.2. Reputacio´n en Sistemas Ano´nimos
Redes P2P
En [30] explican porque´ los sistemas de reenv´ıos de correos y los sistemas para publicaciones
ano´nimas pueden beneficiarse de la reputacio´n, describen algunas experiencias en el uso de la
reputacio´n en los sistemas ano´nimos, y concluyen que es necesario un redisen˜o, desde el punto de
vista conceptual, para que los sistemas ano´nimos puedan involucrar definitivamente la reputacio´n
como medio para hacer transacciones confiables.
En [29] se describe un disen˜o para un sistema de reputacio´n en el cual se gestiona la confianza
y la eficiencia en los servicios de reenv´ıos de correo electro´nico. Se utiliza una red Mix en la cual
cada Mix genera un “recibo” por cada recepcio´n de mensajes. Estos recibos indican el resultado
de cada una de ellas, es decir, indica si ha sido exitosa o no. Junto con la ayuda de un conjunto
de testigos, estos recibos le permiten a los emisores verificar la correctitud de cada Mix y adema´s
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funciona como forma de prueba del mal o buen comportamiento ante los testigos y ante terceros.
En [2] presentan un esquema de reputacio´n para un sistema punto a punto a trave´s del uso
de seudo´nimos en una red ano´nima. Se menciona que el uso abusivo o el mal comportamiento
es uno de los ma´s grandes problemas que se presenta en los esquemas de reputacio´n de los
sistemas punto a punto que utilizan seudo´nimos, debido a que existen muy pocos incentivos
para tener un buen comportamiento. Este esquema utiliza puntos de reputacio´n basado en los
sistemas de dinero electro´nico (“ecash”), y la reputacio´n de cada usuario se relaciona ma´s a la
verdadera identidad y no a su seudo´nimo. As´ı, el esquema le permite a un usuario honesto utilizar
varios seudo´nimos manteniendo su nivel de reputacio´n, y le dificulta a un usuario malicioso la
tarea de la eliminacio´n de cualquier indicio que marque su mal comportamiento a trave´s del
uso de nuevos seudo´nimos. Para esto utilizan una entidad de control centralizada (“banco de
reputacio´n”), la cual maneja los niveles de confianza de los usuarios y genera los certificados
pertinentes para la demostracio´n de la reputacio´n ante terceros. Cada vez que un usuario desea
interactuar con otro utiliza un seudo´nimo por cada transaccio´n que hace, es decir, cada punto
o usuario utiliza dos niveles de seudo´nimos, el primero lo identifica como un punto o nodo en
la red P2P, y el segundo nivel lo utiliza para identificar, con mu´ltiples seudo´nimos, a cada una
de las transacciones que hace. Cuando interactu´a con el banco lo hace de dos formas, utilizando
los dos niveles de seudo´nimos. El banco genera certificados “ciegos” de confianza inspirados en
la idea de los billetes o monedas como formas de pago, que no esta´n atados a la identidad de su
portador. Para poder incrementar los niveles de reputacio´n, cada usuario debe entregarle uno o
varios puntos de reputacio´n a otro usuario cuando lo crea conveniente (por ejemplo, despue´s de
haber ejecutado una interaccio´n exitosa), estos puntos deben haber sido generados u otorgados
por el banco previamente. Cuando un usuario le entrega a otro uno o varios de sus puntos de
reputacio´n, e´ste se los env´ıa al banco para que los valide, y si lo considera adecuado, el banco le
otorga un certificado ciego. Luego el usuario, utilizando su verdadera identidad (en este caso, su
primer nivel de seudo´nimo) le entrega al banco este certificado ciego para que incremente su nivel
de reputacio´n. El banco tambie´n entrega certificados para demostrar los niveles de reputacio´n
que cada usuario tiene, esto ser´ıa el ana´logo a un estado de cuenta bancario.
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Cap´ıtulo 5
Sistemas Ano´nimos Globales
En el disen˜o e implementacio´n de sistemas ano´nimos, como primer paso, se deben considerar
las necesidades espec´ıficas de comunicacio´n que se presentan en cada caso en particular, tanto
a nivel de infraestructura de red, como a nivel de programas, con el fin de establecer las carac-
ter´ısticas propias del sistema en cuanto a su estructura y pol´ıticas de transmisio´n. Por ejemplo,
se debe decidir si se requiere un sistema de alta o baja latencia, si se requieren o no altos niveles
de anonimato, si se dispone de una infraestructura centralizada o distribuida para el control de
las comunicaciones, etc.
En el caso de los sistemas globalizados no existe una especificacio´n concreta de necesidades
debido a su heterogeneidad, encontrada en cada una de las partes del globo terrestre. En este
sentido puede parecer una tarea infactible la de disen˜ar e implementar sistemas globales. Sin
embargo, es posible establecer algunas pautas en comu´n que puedan ser utilizadas como estruc-
tura de base (plantilla) y esquemas generales de trabajo que puedan ser aplicados adapta´ndolos
a cada caso, por ejemplo, se pueden proponer varios tipos de mecanismos para el proceso de
la distribucio´n de la informacio´n, y varios mecanismos para el reenv´ıo de mensajes, y hacer las
combinaciones que se consideren pertinentes. Por esta razo´n el objetivo de este trabajo es propo-
ner algunas ideas iniciales basadas en algunas caracter´ısticas generales que han sido detectadas
como patrones comunes en varios zonas del planeta. Estas ideas se engloban en tres necesidades
generales:
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Implementar mecanismos que proporcionen mayores niveles de anonimato y que no incre-
menten considerablemente la latencia.
Implementar mecanismos que contrarresten los sistemas de bloqueo y censura. Esto implica
resolver el problema de la dina´mica del descubrimiento de nodos iniciales con los cuales se
pueda acceder a las redes ano´nimas.
Establecer modelos para la evaluacio´n del rendimiento y/o desempen˜o que permitan decidir
cua´l es la mejor combinacio´n de mecanismos en cada uno los casos encontrados.
En los siguientes apartados se describen las soluciones propuestas para cada una de estas
necesidades planteadas, la cuales se integran en un macro-disen˜o (macro-algoritmo). La idea
para una implementacio´n final es la de utilizar el modelo de optimizacio´n para evaluar un sistema
concreto combinando las ideas propuestas con otras que puedan surgir o que ya se han presentado
como soluciones parciales. Por ejemplo, se pueden combinar la ideas para solventar el problema
en los entornos restrictivos, junto con algunos mecanismos de reenv´ıo utilizados en otros modelos.
5.1. Disen˜o de un sistema ano´nimo markoviano
La necesidad aun no satisfecha de tener un sistema, o en su defecto, un mecanismo que pueda
tener las caracter´ısticas particulares de baja latencia y alto nivel de anonimato se ha presentado
desde que surgio´ la idea de las comunicaciones ano´nimas. En otras palabras, no es trivial conseguir
tal disen˜o. En este caso el objetivo fue el de encontrar un punto intermedio donde los niveles de
latencia y anonimato sean aceptables para ciertos tipos de aplicaciones, lo que implica no tener
niveles de anonimato bajos como los presentados en sistemas como Tor, y no poseer latencias
elevadas como en los sistemas basados en redes mix.
Para esto se penso´ que las te´cnicas utilizadas en las redes de mixes au´n siguen presentando
inconvenientes tal como esta´n concebidas, pero permiten tener altos niveles de anonimato, incluso
suponiendo un atacante con cobertura global, y con largos per´ıodos de tiempo de observacio´n.
Una posible solucio´n esta´ en conseguir un mecanismo de reenv´ıo que no requiera los tiempos
de los mixes por grupos o por cantidades, pero que no sea tan obvio establecer la relacio´n de
entrada salida de los mensajes. De tal forma, que la idea es acumular por cortos per´ıodos de
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tiempos algunos mensajes y luego reenviarlos a su siguiente destino en un orden distinto al de su
llegada, lo que puede ser compatible con un mecanismo del tipo cebolla, es decir, se puede utilizar
un mecanismo tipo cebolla, como el descrito para Tor y otros sistemas de OR (Onion Routing),
pero que en cada nodo se aplique una pol´ıtica de reenv´ıo distinta a la FIFO (primero en llegar,
primero en salir). Esta pol´ıtica puede ser implementada siguiendo un proceso markoviano de la
siguiente manera:
Al llegar un mensaje a un nodo intermedio, e´ste lo almacena en su memoria temporal. El
env´ıo del mensaje se determina probabil´ısticamente dependiendo de sus estados anteriores, por
ejemplo, si el mensaje llega en el tiempo t, la probabilidad de env´ıo en el tiempo t+1 sera´ inferior
a la probabilidad de env´ıo en el tiempo t+ 2, y as´ı sucesivamente en cada uno de los momentos
de decisio´n se consideran los estados anteriores del mensaje, lo que se puede representar a trave´s
de una cadena de Markov. Al incrementar la probabilidad de env´ıo cada vez que transcurre un
instante de tiempo, se busca disminuir su tiempo de permanencia en el nodo.
Como para´metro de implementacio´n se debera´ decir cua´l es la probabilidad de base, por
ejemplo, para el env´ıo en el tiempo t0, momento en el cual el mensaje fue recibido. Luego, se
incrementa esa probabilidad a una tasa cuyo valor se debe establecer como otro para´metro de
entrada en la implementacio´n. En otras palabras, para cada implementacio´n se debe decidir cua´l
es la probabilidad inicial de env´ıo, y cua´l es la tasa de incremento para cada instante de tiempo
transcurrido.
La probabilidad de env´ıo se puede calcular recursivamente de la siguiente manera:
P (X(t0) = P (X(t0 = x0)
P (X(tn) = P (X(tn)|X(tn−1) = xn−1) tal que tn > tn−1 > tn−2 > . . . > t0
P (X(tn) = P (X(tn−1) = xn−1) ∗ k
Donde xi determina la decisio´n de env´ıo (0 o´ 1). La probabilidad para x0 y el valor de k se
establecen como para´metros de entrada.
90
5.2. Modelo para la comunicacio´n ano´nima en entornos
restrictivos
Co´mo solventar el problema relacionado a que un usuario en un entorno restringido pueda
descubrir dina´micamente al menos uno de los nodos por medio del cual se pueda conectar con
al menos una red ano´nima, es una pregunta aun sin respuestas satisfactorias a nivel de las
implementaciones pra´cticas. Si un usuario dentro de un entorno censurado y bloqueado desea
comunicarse ano´nimamente lo primero que debe hacer es conseguir la aplicacio´n que le permita
tener acceso a la red. Despue´s, necesita saber con cua´les nodos se podr´ıa conectar. Saber cua´les
son los nodos de conexio´n implica tener un mecanismo de descubrimiento eficiente, en la cual se
le informe eficientemente al usuario sobre los nodos disponibles, y que evite en la mayor medida
posible que e´stos sean bloqueados por los entes reguladores, es decir, los entes reguladores, al
monitorear la red, pueden darse cuenta de los nodos que esta´n funcionando como proxies o
puentes de salida y pueden as´ı bloquearlos. Es por eso, que el proceso de descubrimiento debe
desarrollarse dentro de un conjunto constante de cambios, ya que si ciertos nodos de salida
son bloqueados, otros deber´ıan estar disponibles y al alcance de los usuarios para poder darle
continuidad a sus comunicaciones ano´nimas. En otras palabras, si se bloquean algunos nodos de
salida, el mecanismo le debe proporcionar al usuario un listado de nuevos nodos de salida. Por
lo anterior se deben considerar las siguientes premisas:
No hay infinitos nodos de conexio´n en cada momento.
Los nodos disponibles en un determinado momento, pueden ser bloqueados o no estar
disponibles en los momentos posteriores.
Los entes reguladores se pueden hacer pasar por usuarios normales, a trave´s de los cuales
pueden obtener informacio´n de la red, y hacer los bloqueos segu´n la informacio´n obtenida
(esp´ıas).
Dada estas premisas, en los siguientes apartados se muestra una forma de solventar el pro-
blema del descubrimiento de nodos, y la sostenibilidad del proceso en el tiempo. En la siguiente
seccio´n se propone combinar las ideas de los sistemas de reputacio´n y confianza, junto con la
teor´ıa de los pequen˜os mundos, y las caracter´ısticas de la subcultura carcelaria. En el apartado
posterior se sintetizan todas estas ideas en un macro algoritmo.
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5.2.1. Integracio´n: Reputacio´n, Pequen˜os Mundos y Subcultura carce-
laria
Cada usuario debe conseguir una versio´n de la aplicacio´n para la conexio´n a trave´s de su
entorno cercano (amigos, familiares), en quienes conf´ıe, este tipo de confianza de primer nivel o
impl´ıcita es necesaria para evitar que el programa sea remitido por uno de los esp´ıas o adversarios.
Si en su entorno no los consigue, puede utilizar el entorno en un segundo nivel: los amigos y
familiares de sus amigos y familiares, y as´ı sucesivamente hasta alcanzar la obtencio´n de la
aplicacio´n. Este proceso de obtencio´n del “software” puede hacerse de forma f´ısica y directa, o
por un env´ıo personal cifrado (sftp, email con PGP, etc.) ya que este tipo de comunicacio´n no
esta´ restringido desde un primer momento. Tal como se muestra en la figura 5.1, la estructura
de solicitud y obtencio´n tendra´ forma de a´rbol, donde la comunicacio´n la hace el usuario en su
entorno social ma´s cercano. Para esta primera fase los niveles de reputacio´n y confianza esta´n
impl´ıcitos en cada usuario.
Figura 5.1: Fase I. Obtencio´n de la aplicacio´n
Basa´ndose en la experiencia cotidiana y en la reflejada en la subcultura carcelaria, se supone
que cada usuario conoce su entorno, sus necesidades espec´ıficas de comunicacio´n, y la forma
92
posible de solventarlas, es decir, se supone que el usuario tiene la capacidad de comunicarse con
su entorno para procurar satisfacer sus necesidades espec´ıficas de comunicacio´n, y esto lo hace en
base a los conocimientos previos del ambiente que le rodea, y del conocimiento de la tecnolog´ıa
disponible (si un usuario en particular no posee dichos conocimientos, puede utilizar a un familiar
o amigo que le apoye en este proceso, pero se puede asumir, sin pe´rdida de generalidad, que es
el mismo usuario quien los posee). Lo anterior implica que cada usuario al tener la necesidad de
comunicarse ano´nimamente, sabe que existen sistemas y redes de comunicacio´n ano´nima y que
existe un proceso que debe seguir para establecer sus conexiones.
Basa´ndose en la teor´ıa de los pequen˜os mundos, el usuario no deber´ıa obtener la aplicacio´n
de contactos que este´n a ma´s de seis niveles de distancia, tal como se muestra en la figura 5.1.
En la siguiente fase, en la cual se supone que el usuario ya tiene la aplicacio´n instalada,
tambie´n es necesario hacer otra suposicio´n: dado un entorno con restricciones no es aconsejable
utilizar el listado de nodos de salida (puentes o proxies) que trae la aplicacio´n por defecto, ya
que es posible que todos los nodos en el listado por defecto ya hayan sido bloqueados. En otras
palabras, considerando que la aplicacio´n al ser instalada contiene un listado por defecto de nodos
de salida, no debe ser considerado.
En esta segunda fase se deben aplicar en rigor las estrategias de un sistema de reputacio´n y
confianza, por ejemplo como el presentado en la propuesta descrita en [30]. Cada usuario debe
gestionar sus niveles de reputacio´n ante un ente centralizado, pero a un nivel local, es decir,
deben existir l´ıderes de grupo que permitan gestionar la reputacio´n de los usuarios de un grupo.
A estos grupos se les denominara´ cluster, tal como se puede observar en la figura 5.2. Estos
clusters tambie´n deben estar constituidos por usuarios que esta´n en el entorno “conocido” del
resto de usuarios, o por lo menos, al aplicar la teor´ıa de los pequen˜os mundos, cada usuario en
su grupo no debe estar a ma´s de seis pasos o niveles de cualquier miembro del grupo.
Inicialmente, un usuario, al no tener reputacio´n en su cluster, depende de las recomendaciones
hechas por sus contactos ma´s cercanos (familiares y amigos), hacia otros miembros. En el caso
de que no posea ningu´n familiar o amigo, debe someterse a un per´ıodo de pruebas. Se le puede
informar al resto del grupo sobre su presencia, y nuevamente, al aplicar la teor´ıa de los pequen˜os
mundos, es factible obtener informacio´n sobre el usuario nuevo, dado que el resto de los usuarios
no deber´ıa estar a ma´s de seis pasos del usuario nuevo, ni a ma´s de seis pasos de algu´n conocido
del mismo. Mientras se obtiene informacio´n sobre e´ste, el l´ıder del cluster puede informarle sobre
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Figura 5.2: Fase II. Conformacio´n de Cluster
uno o dos nodos de salida, dependiendo de la cantidad de nodos de salida que e´ste conozca, esto
con la finalidad de que si es un adversario no pueda bloquear un nu´mero significativo de nodos
de salida.
Para prevenir el ataque de un l´ıder corrupto, cada usuario en el cluster debe conocer por lo
menos un l´ıder de otro grupo, el cual tendr´ıa la figura de l´ıder secundario, pudiendo ser el mismo
l´ıder secundario para varios usuarios del mismo grupo. Si se sospecha alguna irregularidad del
l´ıder, se puede utilizar algu´n l´ıder secundario para establecer alguna comunicacio´n. Nuevamente,
cada usuario no deber´ıa estar a ma´s de seis niveles de distancia para poder contactar a cualquier
otro l´ıder.
Una vez conocidos los l´ıderes de grupo y los secundarios, el proceso de comunicacio´n se puede
iniciar en el momento en que cada l´ıder le informa sobre los posibles nodos de salida. A este
nivel, es responsabilidad de cada l´ıder mantenerse informado de (descubrir) los nodos de salida
posibles en su entorno. Este entorno no tiene una connotacio´n geogra´fica, sino te´cnica, ya que
ser´ıa el entorno que le sea factible al l´ıder en cuanto a sus comunicaciones.
Dado que gran parte de la responsabilidad recae sobre los l´ıderes es importante establecer los
mecanismos para la conformacio´n de los mismos: Cada uno, en su fase inicial, puede conformar
un cluster al tener la capacidad te´cnica de hacerlo (conexio´n a Internet, ordenador, etc.), y al
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informar a su entorno cercano sobre su disposicio´n de ser l´ıder. E´l puede obtener informacio´n de
nodos de salida de dos formas: a trave´s de otro l´ıderes, quienes so´lo deber´ıan informarle sobre
un fraccio´n de sus nodos conocidos, y de otros tipos de participantes que en este caso se les
denomina informantes. Estos pueden ser usuarios conocidos de forma directa y indirecta (ley de
lo pequen˜os mundos), tal como se muestra en la figura 5.3
Figura 5.3: Conformacio´n de L´ıderes
La reputacio´n de los l´ıderes y de los informantes debe ser manejada por los mismos l´ıderes,
quienes tendra´n en sus bases de datos la informacio´n de la reputacio´n de los usuarios, de otros
l´ıderes, y de algunos informantes. Los puntos de reputacio´n se ganan en cada una de las transac-
ciones exitosas que haga cada miembro. Se le suma un punto por cada transaccio´n exitosa, y
si existe alguna irregularidad por parte de alguno de ellos, los nodos finales, los informantes y
los l´ıderes pueden informar al respecto, para incluirlo en un mecanismo de listas negras. Esto
quiere decir, que los l´ıderes manejara´n tambie´n un sistema de listas negras para controlar el mal
comportamiento de los nodos: comportamientos positivos implican ganancia de puntos de repu-
tacio´n, y comportamientos negativos implican el registro temporal o permanente, en al menos
una lista negra.
La estructura de informantes, l´ıderes y usuarios esta´ basada en las caracter´ısticas de la sub-
cultura carcelaria. Es decir, a nivel carcelario se forman grupos o cotos que tienen la capacidad
de gestionar sus servicios y conseguir productos, de forma legal o ilegal, y a pesar del sistema
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regulador son capaces de mantenerse comunicados. En estos grupos existe la figura de l´ıderes,
informantes y subalternos, quienes tambie´n se apoyan en las negociaciones (pasivas o no) que se
hacen con grupos cercanos o del exterior.
Macro algoritmo
Para poder establecer un orden secuencial en cada uno de los procesos mencionados anterior-
mente, es conveniente sintetizarlos con la intencio´n de un mejor entendimiento. El siguiente macro
algoritmo muestra los pasos necesarios para generar las comunicaciones ano´nimas en entornos
restrictivos, considerando la perspectiva de los usuarios, de los l´ıderes y de los informantes.
1. Usuarios:
a) Si un usuario no posee la aplicacio´n cliente debe ejecutar lo siguiente:
1) Solicitar a un miembro de su entorno cercano la aplicacio´n.
2) Instalar la aplicacio´n.
3) Eliminar la lista por defecto de nodos de salida.
4) Si en su entorno pro´ximo no poseen la aplicacio´n, solicitar a los miembros de su
entorno que hagan una solicitud al siguiente nivel.
b) Si a un usuario le solicitan informacio´n sobre la aplicacio´n cliente debe ejecutar lo
siguiente:
1) Si posee la aplicacio´n, se la env´ıa al solicitante.
2) Si no la posee, le solicita a su entorno, que haga una solicitud a un siguiente nivel.
c) Si el usuario ya posee la aplicacio´n, y no tiene la lista de nodos de salida, debe ejecutar
lo siguiente:
1) Solicitarle a su l´ıder la lista de nodos actualizada.
2) Establecer la comunicacio´n a trave´s de los nodos de la lista, utilizando un meca-
nismo de redes ano´nimas conocido (redes de proxies, de mixes, etc.)
3) Actualizar la lista de nodos de salida a trave´s de su solicitud al l´ıder.
d) Si un usuario no posee un l´ıder debe ejecutar lo siguiente:
1) Preguntar a su entorno cercano (familiares y amigos) sobre la existencia de un
l´ıder conocido.
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2) Si en su entorno cercano no poseen la informacio´n, solicitarle que hagan la peticio´n
en el nivel siguiente.
e) Si a un usuario le solicitan informacio´n sobre un l´ıder debe ejecutar lo siguiente:
1) Verificar en su entorno la reputacio´n del solicitante.
2) Si el solicitante tiene la reputacio´n adecuada, debe enviarle la informacio´n sobre
el l´ıder conocido.
3) Si no posee informacio´n sobre su reputacio´n, debe preguntar en su entorno cer-
cano.
2. L´ıderes:
a) Si un usuario desea constituirse en l´ıder debe ejecutar lo siguiente:
1) Conseguir la conexio´n a Internet, y el ordenador requerido.
2) Comunicarle a su entorno cercano sobre su disposicio´n, para formar el cluster.
3) Formar el cluster con los miembros de su entorno interesados (formar una lista
de interesados).
4) Obtener la aplicacio´n de l´ıder desde su entorno cercano. Incluyendo las bases de
datos para el manejo de la reputacio´n.
b) Si le es requerido una lista de nodos de salida, debe ejecutar los siguiente:
1) Si el usuario, l´ıder o informante solicitante esta´ en su base de datos con el suficiente
nivel de reputacio´n, entregar la lista parcial de los nodos de salida conocidos.
2) Si aun no posee una lista de nodos de salida, solicitarlo a otro l´ıder cercano o a
un informante.
3) Si el usuario, l´ıder o informante solicitante no esta´n en su base de datos, o no tiene
puntos de reputacio´n, debe solicitarle a su entorno informacio´n sobre e´l (puntos
de reputacio´n y listas negras).
4) Si el usuario, l´ıder o informante solicitante esta´n en su base de datos de lista
negra, no le debe entregar informacio´n alguna.
c) Verificar el estado de los nodos de salida, si los nodos de salidas esta´n activos por
cierto per´ıodo de tiempo, les asigna puntos de reputacio´n a los usuarios, l´ıderes o
informantes a los que les haya enviado informacio´n sobre esos nodos.
d) Si en la verificacio´n descubre que han bloqueado algu´n nodo de salida, no incrementa
los puntos de reputacio´n.
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e) Si se entera por parte de un informante, otro usuario, otro l´ıder o por s´ı mismo de que
alguno a hecho acciones irregulares lo suscribe en su lista negra.
f ) La lista negra se distribuye por medio de la estructura de entornos: inicialmente a
su entorno cercano, luego le solicita a su entorno cercano que lo haga hacia un nivel
superior (ma´s lejano).
g) Si un informante le entrega informacio´n sobre los nodos de salida, ejecutar las siguien-
tes acciones:
1) Primero debe verificar su nivel de reputacio´n, si es el adecuado, establece su
informacio´n como veraz.
2) Si no posee niveles de reputacio´n debe preguntar en su entorno sobre la reputacio´n
del informante.
3) Si en su entorno no poseen dicha informacio´n, debe solicitarle que hagan la peti-
cio´n a un segundo nivel.
3. Informantes:
a) Si un usuario desea convertirse en informante debe ejecutar lo siguiente:
1) Obtener listados actualizados de nodos, a trave´s de otros informantes, l´ıderes o
terceros en quien conf´ıe (miembros de su entorno). Si en su entorno cercano no
poseen la informacio´n, solicitar que hagan la peticio´n en un segundo nivel.
2) Establecer conexio´n con uno o varios l´ıderes para dar la informacio´n.
b) Si le desea entregar informacio´n a un l´ıder, debe preguntarle a su entorno cercano, o
a otro l´ıder sobre los niveles de reputacio´n.
c) Si le es solicitado la informacio´n, debe verificar con otros l´ıderes la reputacio´n del
solicitante.
5.3. Modelo para optimizar sistemas ano´nimos
La optimizacio´n planteada en esta propuesta gira entorno a la maximizacio´n de los niveles de
anonimato y la minimizacio´n de la latencia. Sin embargo se pueden plantear otras combinaciones,
que puedan ser resueltas con estas mismas te´cnicas de optimizacio´n multi-objetivo.
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Como se menciono´ en el apartado 3.5, la idea de base para poder optimizar los dos objeti-
vos planteados es crear el modelo matema´tico que permita establecer la bu´squeda de los niveles
o´ptimos. Este modelo matema´tico posee dos objetivos que entran en conflicto en las implementa-
ciones pra´cticas: usualmente si se incrementan los niveles de anonimato se incurre en el aumento
de la latencia, y si se desea disminuir la latencia se incurre en una disminucio´n de los niveles de
anonimato. Es por esto que se debe buscar un punto de donde confluyan niveles “aceptables”
para cada caso pra´ctico en particular (la decisio´n sobre un nivel “aceptable” la puede hacer el
responsable o usuario solicitante), lo que implica que se debera´n hacer los ca´lculos de o´ptimos
en cada uno de ellos.
Para crear el modelo matema´tico se deben escoger las variables con las cuales se puedan
generar las iteraciones en la optimizacio´n. Para el caso globalizado, el nu´mero de variables puede
ser inmanejable, pero se puede simplificar esta tarea clasifica´ndolas de la siguiente forma:
Cantidad de nodos intermedios.
Mecanismos de anonimato (mixes, cebolla, proxies, tra´fico dummy, etc.)
Tipos de ataques (tipos de atacantes).
Cada una de estas variables y sus combinaciones, debera´n estar para cada uno de los casos
donde se les quiera implementar: por ejemplo, en un sistema de servicio web, el tiempo de repuesta
no debe sobre pasar cierto l´ımite ma´ximo.
En resumen, se deben buscar las variables, establecer las restricciones y crear las funciones
objetivos dentro de las categor´ıas planteadas.
Para un caso en particular, se podr´ıa suponer que se quiere modelar un ataque activo, global,
adaptativo. Se desea establecer cua´l es el mejor mecanismo ante las limitaciones de conexio´n
que existen en China, por ejemplo, hay 40 puntos de salidas, monitoreadas por corta-fuegos.
Cada corta-fuego restringe ciertos tipos de comunicaciones, por ejemplo, algunos restringen las
comunicaciones ftp, otras la ssl/tls (https), otras las ssh, etc. Cada mecanismo tiene sus propias
medidas de rendimiento por nodo intermedio de conexio´n. Para este ejemplo, cada uno de estas
declaraciones constituye un requisito a satisfacer por el modelo. Se mide el rendimiento general
utilizando cada uno de los mecanismos (OR, mix, etc.) y se escoge el que menor latencia y
mayor anonimato ofrezca para ese escenario en particular, utilizando las te´cnica de optimizacio´n
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matema´tica que corresponda al modelo: programacio´n lineal, no lineal, entera, etc.
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Cap´ıtulo 6
Conclusiones
Para delimitar el contexto de los sistemas ano´nimos en escenarios globales primero se presen-
taron un conjunto de te´rminos y conceptos asociados a las tecnolog´ıas que mejoran la privacidad
(Privacy enhancing Technologies), principalmente los relacionados al anonimato. Se plantearon
algunos de los problemas que pueden surgir durante la implementacio´n de dichos sistemas a escala
mundial. Entre los cuales se estudio´ el problema relacionado al descubrimiento de nodos (puntos
de acceso) en zonas donde se censuran y se bloquean las comunicaciones cuyo contenido se consi-
dera en contra de una ideolog´ıa pol´ıtica, religiosa, etc. En este sentido, se propuso un mecanismo
que puede resolver este tipo de problemas en estos escenarios, el cual utiliza una combinacio´n
de las ideas planteadas para los sistemas de reputacio´n y confianza, la teor´ıa de los pequen˜os
mundos y las ideas extra´ıdas de la subcultura carcelaria como modelo de un escenario donde se
restringen las comunicaciones. El planteamiento propuesto sugiere la creacio´n de grupos locales
coordinados por l´ıderes, y utilizando un participante adicional que permita apuntalar el tema del
descubrimiento a trave´s de un mecanismo de distribucio´n de la informacio´n eficiente, denominado
informante. Cada uno de los participantes en estos grupos interacciona con los dema´s gracias
a las gestiones de los l´ıderes quienes administran sus niveles de reputacio´n y pueden certificar
la sanidad en la comunicacio´n con el resto de los participantes. Los informantes se encargan de
buscar y distribuir la informacio´n asociada a los nodos (proxies o puentes) disponibles.
Tambie´n se menciono´ la carencia de un mecanismo o sistema que procure minimizar la la-
tencia a la vez que incremente los niveles de anonimato en relacio´n con los sistemas hasta ahora
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propuestos. Para esto se propuso utilizar un mecanismo de reenv´ıos basado en los procesos mar-
kovianos, de esta manera, la decisio´n de cada reenv´ıo en cada uno de los nodos intermedios de
una red ano´nima se har´ıa utilizando te´cnicas estoca´sticas basadas en los estados del sistema
(cadenas de Markov).
En vista de que las propuestas planteadas involucran combinar varias ideas, mecanismos y
sistemas, se plantea tambie´n la utilizacio´n de un modelo de optimizacio´n multi-objetivo, enfocado
espec´ıficamente en la latencia y el nivel de anonimato, con el fin de encontrar la mejor solucio´n
(combinacio´n) para un escenario global.
Toda la ideas planteadas tienen una connotacio´n de propuesta, las cuales se desarrollara´n
en un trabajo futuro, donde se debera´ plantear un mecanismo concreto de integracio´n para los
entornos restrictivos, se debera´ construir con mayor nivel de detalle el mecanismo markoviano, y
plantear el modelo matema´tico espec´ıfico: funcio´n objetivo y restricciones, junto con sus variables
y coeficientes.
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