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Abstract
This thesis aims at studying molecular switches in different media. In a first part,
several chapters are dedicated to crystalline N-salicylideneaniline (anil) deriva-
tives, which switch between an enol (E) and a keto (K) form. In a prelimi-
nary step, three exchange-correlation functionals (XCFs) and a atomic basis set
have been selected, based on their performance compared to X-ray diffraction
data to reproduce the molecular geometries, unit cell parameters, and relative
E ˙ K energies of three anils. This has enabled the study of the effects of
co-crystallization on the E ˙ K equilibrium of an anil, PYV3, and on its ge-
ometry, explaining the reduced thermochromism. Then, using an embedding
scheme that reproduces the crystalline Colombic potential, the nuclear magnetic
resonant (NMR) isotropic shielding values of PYV3 and of two of its co-crystals
have been predicted, in view of enabling the interpretation of experimental data.
Using this embedding scheme, the UV/Vis absorption spectra of PYV3 and
its co-crystals have been modeled, allowing the interpretation of experimental
spectra and a better understanding of the underlying geometrical and crystal
field effects of co-crystallization. Then, anil-based covalent organic frameworks
have been investigated, focusing on their relative energy, geometries, and linear
and nonlinear optical (NLO) properties, giving a proof-of-concept of their po-
tential as NLO-phores, as well as offering design guidelines. In a second part,
molecular switches in solution are investigated. First, high-level methods [MP2
and CCSD(T)] are used to determine the equilibria of two anil (E ˙ K) and
three spiropyran (S)/merocyanine (M) (S ˙ M) switches, reaching very close
agreement with experiment. Then, multistate molecular switches have been
studied. The NMR isotropic shielding values of a benzazolooxazolidine (BOX)
dithienylethene (DTE) hybrid have been modeled, which, combined with exper-
iments, explains its gated-photochromism. Finally, a new family of switches,
composed of two identical BOX units, and therefore three states, have been
studied. It is demonstrated that their three states can be accessed in a con-
trolled way and that they present large NLO contrasts. The role of the linker
between the BOX units has been unraveled in view of improving their switching
properties.
These different contributions show the central role of computational chem-
istry methods to interpret experimental data, to deduce structure-property rela-
tionships, and to contribute to the design of new intelligent molecules.
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Chemistry can simply be defined as the study of matter and its transformations.
However it is far from simple! Matter is made of molecules which themselves
are made of atoms. One part of the complexity of chemistry arises from the fact
that atoms can be grouped together with virtually infinite possibilities, forming a
quasi-infinite number of different molecules. Then, a further layer of complexity
is added as multiple molecules can be mixed (using various methods) to form
many more materials. An easy analogy can be done with LEGO blocks, where
each block can be viewed as an atom. From this set of blocks, many different
kinds of houses can be built, the molecules, and one ensemble of houses forms
a village, a material. One way to classify molecules is to group them depending
on their functions. Some have very straightforward roles, e.g. metals conduct
electricity, proteins make life possible by transforming molecules into other es-
sential molecules, etc. The general aim of this work is the study of a specific
family of molecules: molecular switches. As their name suggests, they behave
like switches, being either "on" or "off." While you flick your regular light switch
with your finger, the stimulus to "flick" a molecular switch is not a mechanical
force, but can be of different nature and is specific to the actual switch. The
following pages will give examples of switches and for each of them, key features
such as structural change(s) upon switching, stimulus, and targeted property are
discussed. Then, the objectives of this work are laid out and the methods used
are discussed in Chapter 2.
1.1 Molecular Switches
One of the most widely known molecular switch might very well be phenolphta-
leine (Scheme 1.1),1 as it is easy and safe to use and illustrates a very important
concept in chemistry: acidity. Indeed, it is used as a pH indicator, being colorless
in acidic conditions and bright pink in basic conditions (pH ≥ 8:2). Because it
lacks ı-electron conjugation, the colorless form only absorbs in the ultra-violet
(UV) range of light, thus being colorless. Upon deprotonation of one of the phe-
nols, the central sp3 carbon becomes sp2 by breaking its C–O bond. This allows
ı-conjugation between the three carbon rings, decreasing the first excitation
1
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energy. It now absorbs light in the visible region (between 400 and 760 nm),2
with the maximum of absorption at ∼550 nm. This switch is acidochromic: it










Scheme 1.1: Phenolphtaleine, colorless form (l.h.s.) and pink form (pH ≥ 8:2,
r.h.s.)1
flects/scatters, or by opposition, on the light that it absorbs. This means that a
red shirt reflects/scatters red light and absorbs all others such as blue or green.
Black is due to the absorption of all visible light, while white is the lack of absorp-
tion in the visible range. The absorption of light occurs when a photon energy
matches the energy of a permitted electronic transition. The intensity of the
absorption is determined by the oscillator strength, which is proportional to the
product of the excitation energy by the square of the transition dipole moment.
A UV/visible light absorption spectrum of a molecule thus explores its accessible
excited states in addition to characterizing its color. Scheme 1.2 illustrates the














Scheme 1.2: Schematic representation of light absorption phenomena where
GS is the electronic ground state Sn is the nth electronic excited state of energy
∆En = ~!n w.r.t. the GS energy. On the left-hand side, the diagram shows
that the transition to S1 is dipole allowed while the transition to S2 is not. On
the right-hand side, the resulting UV/Vis spectrum is shown.
Following up we target two heavily studied compounds: the azobenzene and
2
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the dithienylethene (DTE) switches (see Schemes 1.3 and 1.4, respectively).
DTEs belong to the family of the diarylethenes (DAEs). The number of publi-
cations featuring these compounds is quite large: 613 for azobenzene and 149
for DTE in 2019.∗ Azobenzene is the simplest molecule using the azo function
(–N––N–) which can switch between a trans (E ) (Scheme 1.3) and cis (Z ) form.
In the E conformation, the azo function and the phenol rings are coplanar so
that the molecule is fully ı-conjugated. Upon switching to the Z conformation,
the phenyl rings are tilted out of the "azo plane" thus breaking the phenyl-phenyl
ı-conjugation. The switching is triggered by light: UV light from E to Z and
visible light or heat in the other direction. The change of color induced by light is
called photochromism. For azobenzenes, the light usually used in photoswitching
processes is in the UV region or the blue region of the visible. It means that the
molecule absorbs the incident light and is promoted to an electronically excited
state. While excited, the transformation occurs and then the molecule relaxes
to the ground-state but in the other form of the switch, see Scheme 1.5. By
opposition, processes such as acidochromism or thermochromism (a reversible
change of color induced by a change of temperature) stay in the ground-state.
The success of azobenzenes is due to their versatility and the efficiency of the
isomerization.3–6 Aromatic chemistry allows for extensive functionalization of the
phenyls in order to tune various properties of the switch (color,7,8 solubility,9,10
biocompatibility,11,12 etc).
The DTE switch is also photochromic, although the switching mechanism is
very different. In this case, the open form undergoes a photocyclization reac-
tion, forming a new C–C bond, thus increasing the ı-conjugation of the system
(Scheme 1.4). Note that depending on how DTEs are functionalized, they can
also be opened and/or closed by redox reactions.13 A change of color induced
by a redox potential is called electrochromism. DTE-based switches have been
extensively studied, especially in Japan, achieving amazing compounds such as






Scheme 1.3: Azobenzene switch, trans (E ) isomer on the l.h.s. and cis (Z )
one on the r.h.s.
family of compound is that of the benzazolo-oxazolidine (BOX), see Scheme
1.6. They switch similarly to phenolphtaleine: the sp3 carbon of the closed form
(Scheme 1.6) becomes sp2 upon the breaking of the C–O bond. The open
∗According to www.scopus.com, consulted June 29th, 2020. Publications limited to the
"Chemistry", "Material Science", "Chemical Engineering", "Biochemistry, Genetics, and
Molecular Biology", and "Computer Science" subject areas.
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Scheme 1.5: Schematic representation of a ground-state switching process (in
red) and of a photoswitching process (in blue). 1 and 2 are ground-state forms







Scheme 1.6: Benzazolo-oxazolidine switch, closed form on the l.h.s. and open
form on the r.h.s. (here as opened, by acid or oxidation, the open form would
be positively charged, as the oxygen would be protonated).
form is more ı-conjugated than the closed one. The nature of the stimuli is
more versatile than for the previously discussed compounds as they are sensitive
to light, pH, and in some cases to the redox potential.15 In addition to having
a different color for each form, oxazolidines are well known for their nonlinear
4
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optical (NLO) properties.16–19
1.2 NLO Molecular Switches
NLO molecular switches are switches that in addition to dispaying a change of
color upon switching (linear optics), present a change of nonlinear response.
NLO properties arise when the electric field, F , applied to a system is intense.
Then, the dipole moment induced by the field can either be larger or smaller




Scheme 1.7: Schematic evolution of the amplitude of the dipole moment as a
function of the amplitude of the irradiating electric field. The linear regime is
represented by the dashed line while the nonlinear cases are in red and blue.
moment can be expressed as a Taylor expansion as a function of the electric
field:
— = —0 + ¸F +
1
2
˛F 2 + · · · (1.1)
where —0 is the permanent dipole moment, ¸ is the polarizability, and ˛ is the
first hyperpolarizability (the first nonlinear term). For crystals (and solids in
general), the power expansion of the polarization P w.r.t. the electric field is
preferred to the Taylor expansion of the dipole moment:
P = "0
“
ffl(1)F + ffl(2)F 2 + · · ·
”
(1.2)
where "0 is the vacuum permittivity, ffl(1) is the first-order susceptibility, and
ffl(2) the second-order one (the first nonlinear term). They are directly related
to their molecular counterparts by the vacuum permittivity, "0, and the volume
5
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The relationship between molecular structure and ˛ has been extensively studied,
highlighting a typical pattern to obtain nonlinear optical compounds.21 It consists
of an electron withdrawing group (EWG) linked to an electron donating group
(EDG) by a ı-conjugated path. In the case of NLO molecular switches, one
form of the switch presents this pattern while the alternative form breaks it, see
Scheme 1.8. In Section 1.5, the first hyperpolarizability and one experimental
method to evaluate it, hyper-Rayleigh scattering (HRS), are discussed in more
details.





Scheme 1.8: Molecular patterns to get a nonlinear optical switch. The top
line shows the pattern of the responsive form of the switch where EWG is an
electron withdrawing group, ı is a ı-conjugated path, and EDG is an electron
donating group. The three bottom lines represent three ways to break the NLO
response.22
Not all molecular switches are limited to two forms. For instance, BOX
switches are not limited to the two discussed forms as it features a double bond
that can be isomerized, similarly to the azo switches. They can thus take 4
forms, combining open/closed BOX and E/Z double bond (22). Another way
for increasing the number of states of a single molecule is to combine two or
more switches together, such as a BOX-DTE hybrid,23 see Scheme 1.9, featured
later in Chapter 10. Considering the BOX, double bond, and DTE moieties, this
switch has 8 states (23). With such a large number of states, their identification
is a difficult task but it can be performed by using nuclear magnetic resonance
(NMR).24
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Scheme 1.9: Fully closed form of a BOX-DTE hybrid switch.23
1.3 Engineering Molecular Switches
There are multiple strategies to modify and tune the properties of molecular
switches. The most widely used one is to chemically functionalize a compound.
For example, BOX switches can be made more sensitive to redox potential by
combining them with a bithiophene group,25 see Scheme 1.10. Thanks to a
lower redox potential than the BOX, the bithiophene allows for the opening of
the switch by transferring a radical from the bithiophene function to the nitrogen





Scheme 1.10: BOX switch functionalized with a bithiophene function.25
the switch, either by changing the solvent or by going to the solid state. Indeed,
some compounds can display a wide range of colors depending on the solvent:
solvatochromism.27 A beautiful example is Brooker’s dye (see Scheme 1.11)28
which is yellow in water, red in ethanol, or blue in pyridine.29 In that order, the
dielectric constant of the solvent decreases so that the zwitterionic form becomes
less stabilized, thus favoring the neutral form and red-shifting the maximum of
absorption of the UV/Vis spectrum.
Other molecules can display aggregation-induced emission (AIE): while they do
not show emissive properties (such as fluorescence) in solution, they do as they
aggregate.30–32 Aggregation can happen in solution at high concentration, when
molecules are deposited on surfaces, or by going to the solid state such as
crystallization. There are molecular switches in the AIE family. Amongst them
are the 2’-hydroxychalcones (HCs), see Scheme 1.12. In that example, HC1
7









Scheme 1.11: Brooker’s dye (1-methyl-4-[(oxocyclohexadienylidene)-
ethylidene]-1,4-dihydropyridine).28
presents AIE while HC2 does not.33 Due to the different spatial arrangement
within the unit cell, and thus intermolecular interactions, the pathways in the











Scheme 1.12: 2’-Hydroxychalcone (HC) switch, for HC1, R = H and for HC2,
R = OMe.
1.4 Solid State Switches
Crystallization is one of several method to bring a molecule from solution to the
solid state. Crystals are periodic systems where the same unit cell is repeated in
all three directions of space. The crystal is characterized by a space group that
hold the symmetry information: how equivalent molecules relate to each others.
For example, the crystal of a single molecule can have a unit cell containing
one molecule, which is thus "copied-pasted" in space. Alternatively, the same
8
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molecule could form a crystal in a different space group (a polymorph) with a
unit cell containing two molecules related to each other by a center of inversion.
Because two polymorphs contain different intermolecular interactions, they can
also display different properties. In that last example, assuming that the crys-
tallized molecule has a NLO response, the first crystal would also do, while the
second one would not because of the center of inversion.
Expanding upon using crystallization to tune the properties of molecular switches,
co-crystallization has been used to tune the properties of crystals. There are
multiple applications of co-crystallization in both medicinal35–38 and material
sciences.39–45 Although there is a debate as to the precise definition of co-
crystallization, the general definition is the crystallization of at least two differ-
ent compounds together. In the simplest case, a binary co-crystal, the secondary
compound called coformer is chosen to interact with the target molecule without
competing with its properties (e.g. the coformer does not absorb in the same
zone as the main compound). Several chapters of this work (Chapters 3, 4, 6,
and 7) are part of a broader research project: the ARC Contrast ("Actions
de Recherche Concertées", "Concerted Research Actions") that gathers the ef-
forts of three research groups from two Belgian universities: the groups of T.
Leyssens from UCLouvain, J. Wouters from UNamur, and B. Champagne from
UNamur. The objectives of Contrast are to study and develop the use of
co-crystallization to enable thermo- and photo-chromism in crystals. One of the
targeted family of compounds are the N-salicylideneanilines (or anils, see Scheme
1.13). They generally display three forms: the (generally) most stable one is the
uncolored enol (E) form. From there, the orange cis-keto (cK or K) form can be
obtained by heating (thermochromism). The red trans-keto (tK) form can only
be accessed via photoswitching from either the E or cK form (photochromism).
By using co-crystallization, an anil molecule can become photochromic, whereas
the single crystal is only thermochromic.46–48 This was actually achieved for
(E)-2-methoxy-6-(pyridine-3-yliminomethyl)phenol (PYV3, Scheme 1.14) using
small molecules such as fumaric acid as coformer.46
1.5 First Hyperpolarizability and Hyper-Rayleigh Scattering
We now complete this introductory chapter by presenting further notions of
nonlinear optics At the molecular level, the first hyperpolarizability, ˛, is re-
sponsible for multiple phenomena such as the Pockels effect, where a static and
a dynamic electric fields generate a dynamic electric field of different polariza-
tion: ˛(−!;!; 0) or the second harmonic generation (SHG), where an electric
field generates a field of double frequency: ˛(−2!;!; !). SHG, represented in
Scheme 1.15, is also a particular case of sum frequency generation (SFG) where
two electric fields of frequency !1 and !2 generate a third field of frequency
!ff = !1 + !2: ˛(−!ff;!1; !2). Hyper-Rayleigh scattering (HRS) is an inco-
herent SHG phenomenon used to experimentally determine the amplitude of ˛.
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Scheme 1.13: N-salicylideneaniline (anil) switch, the top-left structure is the
enol (E) form, the top-right one is the cis-keto (cK) form, and the bottom one




Scheme 1.14: (E)-2-methoxy-6-(pyridine-3-yliminomethyl)phenol (PYV3).
HRS experiments are versatile, as they allow for the characterization of both
charged and neutral molecules. Its main limitations are solubility (experiments
are performed in diluted condition to avoid the formation of aggregates) and the
frequency of the laser used (the incident and scattered lights should not generate
other phenomena such as absorption or fluorescence). The general principle of
the experiment is that the intensity of the scattered light, I2!, is proportional









˛HRS can be defined as the sum of two polarization-dependent orientational












〈˛2ZXX〉 is associated with the situation where the incident light is polarized
in the X direction and only the intensity of the Z-polarized scattered light is
measured while for 〈˛2ZZZ〉 both incident and scattered lights are Z-polarized
lights, see Scheme 1.16. Both 〈˛2ZXX〉 and 〈˛2ZZZ〉 are defined in terms of the
10




Scheme 1.15: Schematic representation of the second harmonic generation
phenomenon. The full line refers to the electronic ground state, the dashed lines
to virtual electronic states, and the arrows to the absorption or scattering of
photons of energy equal to ~! or 2~!, respectively.































































































































Scheme 1.16: Schematic representation of a hyper-Rayleigh scattering set-up.
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A common convention is to use capital letters for the laboratory frame: X, Y ,
and Z while lower case letters refer to the molecular frame: x , y , and z . Using



















DR takes values between 1.5 and 9, as a function of the shape of the NLO-phore
(the part of the molecule responsible for the NLO response). When Kleinman’s
conditions are satisfied, all lights involved in the process, their sums, and their
differences are far from any electronic excitation.49 In this frame, 〈˛2ZXX〉 and



































˛2i jk − |˛J=1|2 (1.15)
















DR and  can take three typical values:
• for octupolar systems, |˛J=1| is null so that  = ∞ and DR = 1:5 (as
˛i jk , i 6= j 6= k , is the only remaining non-null term due to symmetry);
• for ideal unidimensional push-pull systems, only one ˛i i i term is not neg-
ligible so that DR = 5 and  = 0:82 ;
• for dipolar systems, |˛J=3| is null so that  = 0 and DR = 9.
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1.6 Objectives and Sketch of the PhD Table of Contents
As illustrated in the previous Sections, there is a broad variety of molecular
switches focusing on various applications in material sciences. On the one hand,
a phenomenon like thermochromism can be optimized in view of a specific sens-
ing application. On the other hand, new multi-state multi-addressable molec-
ular switches are targeted to broaden the panoply and efficiency of intelligent
molecules. The design of these compounds requires adopting a multidisciplinary
approach where, in addition to the synthesis or the preparation of the compounds
as well as to their experimental characterizations, theoretical chemistry methods
can play a role. This is the context of my PhD thesis.
Its main goal consists in using and developing quantum chemistry tools to
study molecular switches, to better understand their structures and properties,
and therefore to contribute to their design. Since molecular switches both in
solution and in the crystal solid state are studied, these methods span different
techniques and different scales, from the characterization of isolated molecules,
to the description of solvation effects, and to the characterization of solid phase
effects. Among these, multi-scale approaches have been optimized. While the
objectives of each chapter are different, they are complementary and they show
how quantum chemistry can assist experiments by predicting and explaining
properties. In several cases, the performance of these methods is challenged
in comparison to available experimental data before being applied to new com-
pounds having a potential for the targeted application. In other cases, the use of
quantum chemistry methods allows going deep into the details of the structure-
property relationships, which is a strength in the molecular design. My PhD
thesis is organized as follows.
Chapter 2 describes the theoretical background and the key methods that
have been employed to achieve this PhD thesis.
Chapters 3 to 7 are contributions to the ARC project "Contrast" and
focus on the study of crystalline anils. Chapters 3 and 4 deal with the optimiza-
tion of their geometries, assessing the reliability of various exchange-correlation
functionals (Chapter 3) and analyzing the effect of empirical London dispersion
corrections (Chapter 4). This allows us to select efficient XC functionals. Indeed,
a good geometry is a prerequisite to study any kind of properties and, at the
start of my PhD, little was known about the performances of solid-state periodic
boundary conditions (PBC) methods to predict of the geometries of molecular
crystals. Then, co-crystallization effects are investigated, in particular, i) on the
relative energy of the enol and keto forms of the reference PYV3 anil deriva-
tive and ii) their rationalization in terms of the change of geometry (Chapter 5).
This E/K equilibrium is indeed central when optimizing thermochromic molecular
switches or looking for the best coformer. One way to tackle this problem is by
performing geometry optimization and studying the thermodynamical properties.
These structural investigations have been performed in parallel to single-crystal
13
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X-ray diffraction studies carried out by our collaborators. The next two chapters
deal with molecular properties of the crystals and co-crystals of PYV3. Chapter
6 is devoted to the calculation of the NMR isotropic shielding constants of the
enol and keto forms of PYV3 in different environments, which provide neces-
sary complementary information to solid-state NMR in order to determine the
relative amounts of the enol and keto forms as well as their evolutions with tem-
perature, a key information for thermochromism. Then, Chapter 7 reports on
the UV/visible absorption spectra of PYV3, their modifications upon enol-to-
keto tautomerism and upon co-crystallization. Chapters 6 and 7 are both based
on PBC methods to get the geometries and optimized embedding schemes to
evaluate the properties of these molecules in various crystal environments.
Besides crystals and co-crystals, anil derivatives can constitute the active
molecular units of covalent organic frameworks (COFs), leading to a new fam-
ily of multi-state linear and nonlinear optical switches. This proof of con-
cept has been addressed in the frame of an Indo-Belgium bilateral collabora-
tion by investigating two-dimensional COFs built from the assembly of tris(N-
salicylideneaniline) units (Chapter 8).
Some of these solid-state questions are directly backed up by studies in solu-
tion, where the description of the effects of the environment is generally simplified
and allows for employing higher-level quantum chemistry methods. On the other
hand, the molecules are more flexible and require taking into account their many
conformers. So, Chapter 9 is the direct complement to Chapters 3 and 4. It
challenges the use of high-level wavefunction methods to describe the switch-
ing equilibria of N-salicylideneaniline and spiropyran derivatives. The next two
Chapters deal with multi-state molecular switches in solution. Chapter 10 shows
how the calculation of NMR chemical shifts can assist in the interpretation of
experimental data on the behavior of a biphotochromic switch composed of a
BOX unit and a DTE unit. Finally, Chapter 11 investigates the properties of
molecular switches built from two identical BOX units, which therefore present
three states. This Chapter analyses whether it is possible to control the level of
opening of these molecules while the different BOX’s are chemically equivalent,
how the chemical nature of the linker affects the selectivity of the successive
openings, and how the level of opening of the switch modulates the linear and
nonlinear optical properties of these systems.
Finally, general conclusions are drawn in Chapter 12 along with perspectives
to the various aspects of my PhD thesis. Table 1.1 lists the compounds, proper-















Table 1.1: Summary of the compounds, properties, methods, and programs used per chapter.
Chapter Compounds Properties Methods Programs
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Energy & Geometry PBC DFT Crystal14
6 NMR Isotropic Shielding Embedded CP-KS Ewald & Gaussian16
7 UV/Vis absorption spec-
tra
Embedded CCLR Ewald & Turbomole
8 Covalent Organic Frame-
works
Energy, Geometry, Linear
& Nonlinear Optical Re-
sponses
PBC (TD-)DFT Crystal17







10 BOX-DTE Hybrid Thermodynamic State
Functions & NMR
Isotropic Shielding
PCM & (TD-)DFT Gaussian16
11 DiBOXs Thermodynamic State
Functions, Linear & Non-
linear Optical Responses
PCM & (TD-)DFT Gaussian16
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The goal of this chapter is to provide information on the methods used through-
out this work. Because of the wide range of methods, first, the reference Hartree-
Fock (HF) approximation is discussed in detail. Although there are no HF results
presented in this work, it allows to introduce the most important approximations
common to all the considered methods. Then the popular density functional
theory (DFT) and time-dependent density functional theory (TD-DFT) are dis-
cussed, the latter specifically for the calculation of excitation energies and oscil-
lator strengths, first hyperpolarizabilities, and nuclear magnetic resonance, which
are all featured in this work. Post Hartree-Fock methods are introduced, starting
with second-order Møller-Plesset (MP2) followed by coupled cluster (CC) and
response-function theory, which allows for the calculation of the excitation ener-
gies and oscillator strengths at the coupled cluster approximate doubles (CC2)
level of approximation. Finally, methods to model the environment in the calcu-
lation are developed, firstly, for solutions, and lastly for crystals.
2.1 First Approximations and the Hartree-Fock Method
Of all the approximations that are discussed in the following pages, the first and
maybe most important one is the Born-Oppenheimer approximation.1 It allows
for the decomposition of the total wave function Ψtot into two intertwined parts:
the nuclear one Ψnuc, describing the nuclei and the electronic one Ψelec, describ-
ing the electrons. This is of immense importance, as all the properties that we
study depend on the electrons, allowing us to put aside the nuclear wave function
and to consider the nuclear coordinates as parameters. The problem that has to
be solved is the non-relativistic time-independent Schrödinger equation,2 limited
to the electronic wave function, Ψ(~r1; ~r2; : : : ; ~rN) = Ψ:
ĤΨ = EΨ (2.1.1)
where Ĥ is the electronic Hamiltonian operator, E is the energy of the system,
~ri is the position of the i th electron, and N is the total number of electrons. In
general, the electronic Hamiltonian is given as the sum of the kinetic operator,
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T̂ , and the potential operator, V̂ :
Ĥ = T̂ + V̂ (2.1.2)





















where the index i refers to electrons and N is their total number, the index
A refers to the nuclei and M is their total number, ZA is the atomic number
of the atom A, riA is the distance between the i th electron and the Ath atom
(riA = |~riA| = |~ri − ~rA|), and ri j is the distance between the i th and j th electrons
(ri j = |~ri j | = |~ri − ~rj |).
In order to fullfil the antisymmetry principle,3 Slater proposed to approxi-
mate the wave function as the determinant of a matrix containing the occupied
spinorbitals (Θ(~x)) of the system, the Slater determinant:4






Θi (~x1) Θj(~x1) · · · Θk(~x1)









This can be shortened using a notation that only shows the diagonal terms:
Ψ(~x1; ~x2; : : : ; ~xN) = |Θi (~x1);Θj(~x2); · · · ;Θk(~xN)〉 (2.1.6)
= |i ; j; · · · ; k〉:
Each spinorbital is the composition of a spatial orbital, noted ffi(~r), and of a
spin function: ¸(!) or ˛(!), for a spin up or down, respectively.5 Also, the
combination of the spatial coordinate ~r and of the spin coordinate ! gives the
general electron coordinate ~x .
The energy of the system described by the wave function Ψ is a functional










To derive the HF equation, we must establish the variational principle (which is
a general principle).6 Starting from a trial wave function, Ψ, its energy E[Ψ] is


















So, if Ψ was changed by a small amount (Ψ → Ψ + ‹Ψ), then the energy
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becomes:



























+ · · · : (2.1.10)
Since our goal is to obtain the exact wave function of the electronic ground-state
Ψ0, the first-order variation in E, ‹E, should be null. In other words, we want
to minimize the energy.
Hartree and Fock proposed a method to minimize the energy of a wave
function composed of a single Slater determinant.7–9 Starting from the expression
for the ground state energy, Equation (Eq.) 2.1.7, the molecular spinorbitals are























Its minimization leads to the Hartree-Fock equation, which relies on the Fock
operator, f̂ :8,9
f̂ (~x1)Θi (~x1) = "iΘi (~x1) (2.1.13)







where "i is the energy of the i th spinorbital, ĥ is the mono-electronic operator,






































= 〈i j |i j〉 = (i i |j j);
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= 〈i j |j i〉 = (i j |i j):
By introducing the linear combination of atomic orbitals (LCAO) approximation,
the molecular orbitals (MOs) are defined using a weighted sum of predefined set





where c—i are the LCAO coefficients and K is the total number of atomic orbitals.














In its matrix notation, the problem to solve is the Roothaan equations:5
FC = SCE (2.1.24)
where F is the Fock matrix, C is the matrix of LCAO coefficients, S is the
overlap matrix:
S— = 〈’—|’〉; (2.1.25)
and E is a diagonal matrix containing the energy of the molecular orbitals, ". All
these matrices have the dimensions of the set of atomic orbitals: (K;K). The
problem has to be solved iteratively (since the bi-electronic operators depend on
the orbitals on which they are being applied, see Eq. 2.1.17 and 2.1.19), with
the goal of obtaining the set of coefficients that minimizes the energy. This is a
self-consistent field (SCF) method.
Due to the simplification of the bi-electronic integrals, the HF method lacks
electron correlation. Indeed, the Coulomb term only yields the average repulsion
energy that any electron feels due to all the others, while the exchange term
accounts for the "exchange" of two electrons of the same spin. The Hartree-
Fock exchange is also known as "exact" exchange since its mathematical form is
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actually exact. The correlation energy Ecorr is the difference between the exact
energy and the one of HF.11
The final step into using the HF approximation is to select a basis set of
atomic orbitals. A practical solution is to use contractions of Gaussian type
functions, or Gaussian-type orbitals (GTOs). They present a large advantage for
the implementation of the equations: the product of Gaussians is a Gaussian.
A full array of those basis sets were developed over the years. A popular family
of basis sets was initially defined by Pople and coworkers12–19 and their naming
follows a simple scheme. For instance, the 6-31+G(d) basis set (also written
6-31+G∗) is characterized by:
"6": 1 contraction of 6 Gaussians for the core electrons (except for the 1st row
elements that have no core electrons)
"31": 2 contractions for the electrons of valence: the first of 3 Gaussians and
the second of 1 Gaussian
"+": the addition of a set of diffuse s and p functions for the 2nd and 3rd row
elements
"G": stands for Gaussian
"(d)": the addition of a set of polarization d functions for the 2nd and 3rd row
elements. "(d,p)" (or "∗∗") further adds a set of polarization p functions
to the 1st row elements.
There are many more sets available online, from Pople and many others, thanks
to the efforts of the "Basis Set Exchange" team (www.basissetexchange.org).20–22
This work features a variety of basis sets. Among those, several are of the Pople
family: 6-21G, 6-31G, 6-31G(d), 6-31G(d,p), 6-311G, 6-311G(d), 6-311+G(d),
6-311G(d,p), and 6-311+G(2d,p). The second family of basis sets featured in
this work is that of Ahlrichs and coworkers,23–26 which has been developed for
the Turbomole package. They use the following naming scheme: "def2-": 2nd
iteration of the default (Turbomole) basis set, followed by an acronym matching
the description of the basis set:
• split-valence with polarization functions (except for H), SV(P) or with
polarization functions for all atoms, SVP;
• triple-“ valence with "small" sets of polarization functions, TZVP, or with
"large" ones, TZVPP;
• quadruple-“ valence with "small" sets of polarization functions, QZVP, or
with "large" ones, QZVPP.
These basis sets can be further augmented by sets of diffuse functions adding
"D" to the end of the naming scheme, e.g. def2-TZVPD. The complete family
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has been used, except for the (very large) augmented quadruple basis sets (def2-
QZVPD and def2-QZVPPD).
Finally, "large" or "heavy" atoms such as iodine pose a challenge as they have a
lot of core electrons: either a single contraction of Gaussians (Pople basis sets)
is a bad approximation, or it requires a very large amount of functions (Ahlrichs
basis sets) that heavily increase the computational cost. Effective core potentials
(ECPs) offer a solution by substituting the core electrons by a pseudo-potential,
while the valence electrons remain explicitly considered. They are fitted to repro-
duce potential energy curves and other electronic properties (such as electron
affinity) of all-electron basis sets calculations (including full relativistic effects
when required). This has the added benefit of partially including relativistic cor-
rections, especially needed for atoms with heavy nucleus. The pseudo-potentials
take the form of Gaussians, which is convenient as most quantum calculations
rely on Gaussian-type orbitals. In this work, two different ECPs are used for
iodine: LANL2DZ27 in combination with Pople’s 6-31G(d,p) basis set for the
other atoms and def2-ECP in combination with the Ahlrichs sets.25
2.2 Density Functional Theory
Density functional theory (DFT) is featured in Chapters 3 to 11, except in Chap-
ter 7. The strategy for DFT is similar to the one of Hartree-Fock, except that
instead of the wave function being the key to all the properties of the system,
it is the electron density, noted . Despite this significant difference, the final
equations of DFT have a lot of similarities with those of HF as they both are
SCF methods.
The first theorem of Hohenberg and Kohn28 shows that the ground state proper-
ties of a system are fully determined by the electron density. So while the energy
was defined as a functional of the wave function within Hartree-Fock theory,
E[Ψ], it is now a functional of the electron density, E[]. The electron density,





|Ψ(~x1; ~x2; · · · ; ~xN)|2 d~!1d~x2 · · · d~xN (2.2.1)




Similarly to the variational principle used in the development of the Hartree-Fock
approximation (Eq. 2.1.8), the second theorem of Hohenberg and Kohn28 shows
that for a trial electron density, , the related energy is higher than that of the
exact ground state electron density, 0:
E[0] ≤ E[] (2.2.3)
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where the energy is the sum of functionals of :
E[] = T [] + Vee [] + VeN []: (2.2.4)
T [] is the kinetic energy functional, Vee [] is the electron-electron (repulsion)
potential energy functional, and VeN [] is the electron-nucleus (attraction) po-





where V (~r) is the electron-nuclei potential. As for the remaining terms, they are
gathered into the Hohenberg and Kohn functional:29,30
E[] = VeN [] + FHK[] (2.2.6)
with FHK[] = T [] + J[] + Encl[] (2.2.7)
where the repulsion term is split into two parts: the Coulomb functional, J[],
and the non-classical functional, Encl[], which accounts for terms of self-inter-
action, correlation, and exchange.
Then, similarly to what was done in Hartree-Fock, Kohn and Sham proposed to






d~! |Θi (~x)|2 : (2.2.8)
where Θi is the i th Kohn-Sham (KS) spinorbital. By invoking a system of non-
interacting electrons, FHK, now the KS functional, FKS, (Eq. 2.2.7) is written
as:
FKS[] = Ts[] + J[] + EXC[] (2.2.9)
where Ts[] is the kinetic energy functional of non-interacting electrons and
EXC[] is the exchange-correlation functional (XCF), which encompasses all the
unknown and undefined terms of the electron interactions (from both the kinetic
and potential energies):
EXC[] = T []− Ts[] + Encl[] (2.2.10)
where Encl is the non-classical functional. The equation that has to be solved,





Θi (~x) = "iΘi (~x) (2.2.11)
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where V̂eff(~r) is the effective potential and V̂XC(~r) the exchange-correlation (XC)
potential. Since the spinorbitals have been introduced, the LCAO approximation
can be used (thus defining the MOs in terms of the AOs) so that the matrix
equation to solve has an identical form to the Hartree-Fock Equation (see Eq.
2.1.24):
FKSC = SCE: (2.2.14)
It also needs to be solved iteratively, to obtain the set of coefficients that mini-
mizes the energy.
In principle, DFT is exact but since the form of the XCF is unknown, the
solutions are approximated. This led many people to develop various XCFs build
with different strategies and objectives. The first design, the local density ap-
proximation (LDA) functionals, is rather simplistic as they only depend on the
electron density: EXC[]. The second generation, the generalized gradient ap-
proximation (GGA) functionals, introduces a dependence on the gradient of :
EXC[;∇]. Among this family, one of the best known GGA is the one devel-
oped for molecules by Perdew, Burke, and Ernzerhof: PBE.32 Later on, Perdew
and coworkers adapted PBE to better suit solids and surfaces by changing the
contribution of ∇ with the PBEsol variant33 of PBE. The third generation, the
meta-GGA (m-GGA) functionals, expands on the GGA by adding a dependence
on the kinetic energy density (∇2 ∼ fi): EXC[;∇; fi ]. A well-known example
of this family of functionals is the one developed by Tao, Perdew, Staroverov,
and Scuseria: TPSS.34 Further improvements can be made on both GGAs and
m-GGAs by adding a percentage of exact exchange. Those functionals are called
hybrids and can be of two kinds: global or range-separated. Global hybrids con-
tain a fixed percentage of exact exchange, such as PBE0 or PBEsol0 which have










where EPBEXC is the XC energy of PBE, E
HF
X is the HF exchange energy, and E
PBE
X
is the PBE one. By opposition, range-separated hybrids have a varying contri-
bution of exact exchange: it depends on the distance between the interacting
















where erf is the error function (which varies between 0 and 1 for r values going
from 0 to +∞), erfc is the complementary error function (which varies between
1 and 0 for r values going from 0 to +∞), !SR and !LR are the short range (SR)
and long range (LR) separation parameters, respectively, and r is the distance
between the interacting electrons. The middle range (MR) contribution vanishes
when the two range separation parameters are identical (!SR = !LR). All parts of
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Eq. 2.2.16 are displayed in Scheme 2.1. There are many range-separated hybrids
available such as HSE06,35 a short range corrected variant of PBE with 25%
of SR exact exchange and !SR = 0:11 a0−1 ; HISS,36 a middle range variant of
PBE, has 60% of MR exact exchange, !SR = 0:84 a0−1, and !LR = 0:20 a0−1 ;
or LC-!PBE,37 a long range variant of PBE, with 100% of LR exact exchange










where ESRX is the short range exchange energy. Other XCFs can have both SR and
LR contributions such as !B97X which has 16% of SR exact exchange, 100%
of LR exact exchange, and !SR = !LR = 0:30 a0−1. Expanding on hybrid XCFs,
double-hybrid functionals include both exact exchange and a second-order Møller-
Plesset (MP2) correlation correction calculated with the KS orbitals (discussed
in Section 2.4).38 An exemple is B2-PLYP, a double-hybrid variant of B3LYP:39
EB2-PLYPXC = (1− aX)EGGAX + aXEHFX + (1− aC)EGGAC + aCEMP2C (2.2.18)
where aX = 0:53 and aC = 0:27 are the Hartree-Fock exchange energy contri-
bution and the MP2 correlation contribution, respectively.
Finally, further improvements can be achieved by adding empirical dispersion
energy (Edisp) correction to the DFT energy (EDFT) in order to account for
London dispersion interactions (as proposed by Grimme):40
Etot = EDFT + Edisp: (2.2.19)












Scheme 2.1: Representation of the 1=r function and its short (SR), middle (MR),
and long range (LR) parts (see Eq. 2.2.16, with !SR = 0:8 and !LR = 0:2).
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where s6 is a scaling factor depending on the XCF (e.g. 0.75 for PBE or 1.05 for
B3LYP), M is the number of atoms, CAB6 is the dispersion coefficient associated




6 ), RAB is the interatomic distance
of the pair AB, fdmp is a damping function to avoid issues in the case of short
RAB values, RvdW is the sum of atomic van der Waals radii, and finally, d
defines the steepness of the function (= 20). The atomic dispersion coefficients,
CA6 , are derived from the London dispersion formula by computing the ionization
potentials and static polarizabilities for each atom.
All the exchange-correlation functionals used in this work are listed in Table
2.1 along with their key features. Scheme 2.2 shows the exact exchange con-
tribution of the hybrids. Overall, DFT can be very efficient but the accuracy of
XCF is highly dependent on the targeted property and on the studied system.42
This means that for a new application or family of compounds, a comprehensive
study is needed to find the best XCF for this particular calculation. Once the
best XCF is identified, DFT is as fast as HF and can be as accurate as post HF
methods like MP2 or CC theories.
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Table 2.1: List and key features of the exchange-correlation functionals used
(GH = Global Hybrid, RSH = Range-Separated Hybrid, disp = dispersion cor-
rection).
XCF Type Exact Exchange
B3LYP43 GH GGA 20% of exact exchange
B3LYP-35 GH GGA 35% of exact exchange
PBE32 GGA —
HSE0635 RSH GGA 25% of SR exact exchange with ! =
0:11 a0
−1
HISS36 RSH GGA 60% of MR exact exchange with !SR =
0:84 a0
−1 and !LR = 0:20 a0−1
PBE044 GH GGA 25%
PBEsol33 GGA —
HSEsol45 RSH GGA 25% of SR exact exchange with ! =
0:11 a0
−1
PBEsol0 RC GGA 25% of exact exchange
!B97X46 RSH GGA 16% of SR exact exchange and 100% of LR
exact exchange with !SR = !LR = 0:3 a0−1
!B97X-D46 RSH GGA + disp 22% of SR exact exchange and 100% of LR
exact exchange with !SR = !LR = 0:2 a0−1
M0647 GH m-GGA 27% of exact exchange
M06-2X47 GH m-GGA 54% of exact exchange
31



















Scheme 2.2: Percentage of exact exchange as the function of the distance
between the interacting electrons, r , for various hybrid exchange-correlation
functionals: HSE06/HSEsol: 25% at SR (! = 0:11 a0−1); HISS: 60% at MR
(!SR = 0:84 a0−1; !LR = 0:20 a0−1); !B97X: 16% at SR and 100% at LR
(! = 0:3 a0−1); !B97X-D: 22% at SR and 100% at LR (! = 0:2 a0−1); and
PBE0/PBEsol0: 25% of 1=r .
2.3 Time-Dependent Density Functional Theory and Coupled-
Perturbed Kohn-Sham
Time-dependent density functional theory (TD-DFT) is featured in Chapters 8
& 11 while coupled-perturbed Kohn-Sham (CP-KS) is in Chapters 6 & 10. All
molecular properties discussed in this work can be derived from the wave function
or, in the case of DFT, the electron density. To access them, a perturbation is
added to the Hamiltonian and the new system has to be solved. Here, the
calculation of properties within the DFT frame is discussed, starting with the
most general case: a time-dependent (TD) perturbation, such as light. Then,
the case of static perturbations is discussed for the calculation of NMR shielding






where, for compactness, Ψ(t) stands for Ψ(~r1; ~r2; · · · ; ~rN ; t), and so on. Be-
cause time has been introduced, the founding theorems of DFT (Hohenberg &
Kohn theorems) and the Kohn-Sham approximation are no longer valid (they
are purely static). Thankfully, Runge and Gross49 showed that similar rules and
theorems can be established to develop time-dependent density functional the-
ory (TD-DFT). They first assume that the TD external potential, Vext(~r ; t) is
Taylor expandable around t = t0. On this basis, they showed that from an initial
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wave function, two different external potentials, Vext(~r ; t) and V ′ext(~r ; t), instan-
taneously lead to two different time-dependent densities, (~r ; t) and ′(~r ; t), as
soon as t > t0. In other words, within the time-dependent scheme, the density
is still uniquely defined by the external potential. They further demonstrated
three theorems that are not discussed here but can be found in the Reference
(Ref.) [49].
Secondly, thanks to van Leeuwen theorem,50 the TD wave function of inter-
acting electrons can be expressed in terms of non-interacting ones that reproduce
the fully interacting electron density. For a TD electron density, (~r ; t) obtained
from the initial state Ψ0 (characterized by a given interacting electron repulsion
potential, Vee) under the potential Vext(~r ; t), there exists an alternative initial
state Ψ′0 (characterized by an alternative electron repulsion potential, V
′
ee) and
an alternative potential V ′ext(~r ; t) that also lead to (~r ; t). The time-dependent
Kohn-Sham (TD-KS) equation can now be written using the KS orbitals:51
i




T̂ (~r) + V̂ef f [](~r ; t)
i
Θi (~r ; t) (2.3.2)
with V̂ef f [](~r ; t) = V̂ext(~r ; t) +
Z
d~r ′
( ~r ′; t)
|~r − ~r ′|
+ V̂XC(~r ; t): (2.3.3)
Just like for time-independent (stationary) DFT, the key to TD-DFT is the
exchange-correlation potential, but in its time-dependent form. A very common
approximation is to use the static exchange-correlation functional instead of
working out the actual TD one, effectively using the TD density with the ground
state, unperturbed, XC potential. This is the adiabatic approximation:52




This approximation assumes that the electron density remains in its eigenstate
upon being perturbed (the perturbation is slow compared to the electron density
rearrangement). In the framework of these approximations, the linear electron
density response, (1)(~r ; t) is given by:30
(1)(~r ; t) =
x
d~r ′dt ′ffl(~r ; t; ~r ′; t ′)V (1)ef f (~r
′; t ′) (2.3.5)
where V (1)ef f is the first-order perturbed effective potential and ffl(~r ; t; ~r ′; t
′) is the
first-order response function. V (1)ef f is given by:
V
(1)
ef f (~r ; t) = V
pert




|~r − ~r ′|
+
x
d~r ′dt ′fXC(~r ; t; ~r ′; t ′)(1)(~r ′; t ′) (2.3.6)
with fXC(~r ; t; ~r ′; t ′) =
@VXC[](~r ; t)
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where fXC is the exchange-correlation kernel. The self-consistency of the problem
arises from the actual electron density response, (1): it depends on V (1)ef f which
itself depends on (1). As for the response function, its Fourier transform with
respect to t − t ′ gives:30
















! + ("a − "i )− iΓ
#
(2.3.8)
where ! (or ~!) is the energy of the perturbation, "j is the energy of the
spinorbital j , and Γ is a damping factor.
2.3.1 Excitation Energies and Oscillator Strengths
The poles of the response function correspond to the excitation energies. To
















with Aia;jb = ‹i j‹ab("a − "i ) + (ia|jb) + (ia |fXC| jb) (2.3.10)
and Bia;jb = (ia|bj) + (ia |fXC| bj) (2.3.11)
where ! are the excitation energies, X is associated with the excitation, and Y is
associated with the de-excitation. Each excitation is characterized by an energy
and one or multiple electronic transitions, e.g. 70% highest occupied molec-
ular orbital (HOMO) to lowest unoccupied molecular orbital (LUMO) (H→L)
transition and 30% H–1→L+1 transition.
Then, by computing the transition dipole moment from the ground state






with ~—eg = 〈Ψe |—̂|Ψg 〉 : (2.3.13)
2.3.2 First Hyperpolarizability
The calculation of the first hyperpolarizability, ˛, requires the evaluation of the
second-order derivative of the density matrix with respect to the electric field:


















— (!1; !2) (2.3.16)
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where M—;p is an element of the dipole moment matrix (in the basis of the
AOs) in the pth direction, 〈’— |—̂p|’〉. Thanks to the "2n+1" rule stating that
the energy derivative to the order 2n+1 requires the perturbed orbitals to the
order n,55 the second-order derivative of the density matrix, DFq ;Fr— (!1; !2), is
not needed to evaluate ˛. Only the first-order ones are: DFq—(!1) and DFr—(!2).
The derivative of the density matrix is given by:56





with CFq(!) = CUFq(!) (2.3.18)
where n is a diagonal matrix ensuring that only the occupied spinorbitals are
taken into account. Using Eq. 2.3.18 and plugging it into the perturbed SCF
equation, we get:
C†F Fq(!)C + EUFq(!) + !UFq(!) = UFq(!)E (2.3.19)




"j − "i − !
(2.3.20)





— (!)cj : (2.3.21)
The problem is solved iteratively as this last equation clearly shows the interde-
pendence of F Fq and UFq . Finally, the first hyperpolarizability is given by:56




UFp(−!ff)GFq(!1)UFr (!2) + UFp(−!ff)GFr (!2)UFq(!1)+
UFq(!1)G
Fp(−!ff)UFr (!2) + UFq(!1)GFr (!2)UFp(−!ff)+
UFr (!2)G






UFp(−!ff)UFq(!1)EFr (!2) + UFp(−!ff)UFk (!2)EFq(!1)+
UFq(!1)U
Fp(−!ff)EFr (!2) + UFq(!1)UFr (!2)EFp(−!ff)+
UFr (!2)U









where tr stand for the trace (the sum of diagonal elements) and gXC is the
second-order derivative of the XC potential with respect to the density.
2.3.3 Nuclear Magnetic Resonance
The shielding tensor of nucleus N, ffN , is the second-order derivative of the
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Note that none of the perturbation are time-dependent. This corresponds to the
time-dependent Kohn-Sham with ! = 0, which is referred to as CP-KS. ffN can



















where D is the density matrix (see Eq. 2.1.22) and h— is a mono-electronic








































~r · (~r − ~RN)‹qp − ~rq(~r − ~RN)p˛̨̨
~r − ~RN
˛̨̨3 (2.3.28)
where ĥ is the mono-electronic operator (see Eq. 2.1.15), i is the imaginary
number, c is the light velocity, ~r is the position of the electron, ~RN is the
position of the nucleus N, and ‹ is the Kronecker delta. As for the derivative of


















where the c are the LCAO coefficients and U is used to parametrize their deriva-
tives. The magnetic field can be written as a function of the vector potential,
~A, which is gauge dependent:57,58
~B = ~∇× ~A; (2.3.30)
so that depending on the origin, ~B is not the same, i.e. the effective external
magnetic field is not the same on each nucleus. To deal with this issue, the
gauge-including atomic orbitals (GIAOs) are introduced, ’p(~B; ~r):59,60




(~B × ~Rp) · ~r
–
’p(~r) (2.3.31)
where ~Rp is the center of the basis function.
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2.4 Møller-Plesset Perturbation Theory
Second-order Møller-Plesset (MP2) is featured in Chapter 9. The largest flaw of
Hartree-Fock theory is arguably the missing electron correlation. In their attempt
to recover it, Møller and Plesset61 used the Rayleigh-Schrödinger perturbation





Ψ = EΨ (2.4.1)
where Ĥ(0) is the unperturbed Hamiltonian, – is an ordering parameter, and V̂
is the (small) perturbation. The wave function and the energy can be written as
a power series of terms of successive orders in the perturbation:
Ψ = Ψ(0) + –Ψ(1) + –2Ψ(2) + · · · (2.4.2)
E = E(0) + –E(1) + –2E(2) + · · · : (2.4.3)
By considering the perturbation V̂ as the electron correlation,61 i.e. the dif-
ference between the exact two-electron operator (∝ 1=r) and the HF one, the





















"i + "j − "a − "b
: (2.4.6)
The Hartree-Fock energy is the sum of the 0th and 1st order energies while
adding the first correction to the HF energy, the 2nd order perturbed energy,
gives the second-order Møller-Plesset (MP2) energy. It can be interpreted as
the contribution of the doubly excited states (Θi (~x1) → Θa(~x1) and Θj(~x2) →
Θb(~x2)) to the energy. Note that these states are often used as the starting
point for coupled cluster calculations.
The MP2 approximation is computationally more expensive than HF since
it requires the evaluation of more integrals, but is also much more accurate
thanks to the perturbative correlation correction. While MP2 is a straightforward
improvement over HF, the improvements in accuracy of a property or of the
molecular energy along the MPn series are not as simple to interpret as the
series can show an oscillatory behavior (see Scheme 2.3).64 As an added bonus
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to the more accurate energy, the better description of the wave function means
a better description of the dispersion energy (that previously had to be added












Scheme 2.3: Schematic evolution of the MPn series (reproduced from Ref.64).
2.5 Coupled Cluster & Coupled Cluster Linear Response
Coupled cluster (CC) models are featured in Chapters 7 & 9 and coupled cluster
linear response (CCLR) method in Chapter 7. Coupled cluster (CC) theory was
first introduced to include correlation effects to the wave function of nuclei.65 It
was later applied to the electronic wave function, thus recovering the electron
correlation missing in the Hartree-Fock theory. To do so, the CC wave function,
|CC〉, is expressed as the exponential ansatz of a reference wave function, here
a HF one, |HF 〉:
|CC〉 = exp(T̂ )|HF 〉 (2.5.1)
where T̂ is the cluster operator. It can be written as the sum of one-orbital (T̂1),
two-orbitals (T̂2), ..., n-orbitals (T̂n) cluster operators:66


















The t terms are the amplitudes and the i (a) index refers to occupied (un-
occupied) HF orbitals. The cluster operators are expressed using the second
quantization where the a operator allows for the creation of a spinorbital, a†i , or
its annihilation, ai :
a†i |vac〉 = |i〉 (2.5.5)
ai |i〉 = |vac〉 (2.5.6)
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where |vac〉 is the vacuum. The coupled cluster singles and doubles (CCSD)
wave function is thus given by:66
|CCSD〉 = exp(T̂1 + T̂2)|HF 〉: (2.5.7)
Once again, the problem to solve is the Schrödinger equation:66
Ĥ|CC〉 = E|CC〉 (2.5.8)
ĤeT̂ |HF 〉 = EeT̂ |HF 〉; (2.5.9)
so that the CC energy is given by
〈HF |e−T̂ ĤeT̂ |HF 〉 = E: (2.5.10)
In order to determine the tai and t
ab
ij amplitudes (i.e. the wave function) and, sub-
sequently the energy, Eq. 2.5.9 is projected on the whole list of — configurations
leading to a set of nonlinear equations:
〈—|e−T̂ ĤeT̂ |HF 〉 = 0 (2.5.11)
where — refers to Ψab:::i j::: , an excited determinant (e.g. —1 is a singly excited
wave function). e−T̂ ĤeT̂ can be expanded in a Taylor series, giving the Baker-
Campbell-Hausdorff (or Hausdorff) expansion:66






















+ · · ·
(2.5.12)
where the commutator is defined as:h
Ĥ; T̂
i
= ĤT̂ − T̂ Ĥ: (2.5.13)
The naming scheme of the CC model might be misleading, as the CCSD model
not only contains single and double excitations (connected singles and doubles)
but also the so-called disconnected contributions:
T 21 the combination of single clusters, disconnected doubles;
T1T2 the combination of single and double clusters, disconnected triples;
etc.
Considering the fact that the Hamiltonian elements that differ by more than
two spinorbitals are null (Brillouin’s theorem), thus truncating the Haussdorff
expansion, the CCSD energy expression can be obtained:
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Note that only the connected singles and doubles, and the disconnected doubles
are taken into account. This is also true for higher-level models such as CCSDT,
but a higher level of accuracy is achieved as the t1 and t2 are relaxed by the
coupling with higher terms. Indeed, the singles and doubles amplitudes of CCSD





























where t1 and t2 depend on each other, either explicitly for Eq. 2.5.15 or through
the T1 transformed Hamiltonian for Eq. 2.5.16:
H̄ = e−T̂1ĤeT̂1 : (2.5.17)
To simplify the CCSD model and reduce its cost, the Hamiltonian can be parti-
tioned into the Fock operator, F̂ , and the fluctuation operator, Û, which in the
case of a HF reference wave function, represents the electronic correlation:67,68
Ĥ = F̂ + Û: (2.5.18)
In the coupled cluster approximate doubles (CC2) model,67 the singles amplitudes











This mainly achieves two goals: i) the CC2 energy is of MP2-like quality, which is
a big improvement w.r.t. Hartree-Fock and ii) the inclusion of the singles allows
the use of exact response function and the definition of excitation energies and
transition moments. CC2 is exact to the second-order for the ground-state
energy, i.e. the Haussdorff expansion is accurate up to the second-order while
higher-order terms are incomplete. CCSD is exact to the third-order.
Alternatively, to improve upon CCSD without having to go to the extremely
expensive coupled cluster singles, doubles, and triples (CCSDT), the contribution
of the triples can be added perturbatively: the coupled cluster singles, doubles,
and perturbative triples (CCSD(T)) model.69 The perturbative contribution of
the triples cluster T̂3 is added by way of disconnected triples using the optimized
T̂1 and T̂2 amplitudes. This means that the triples cluster T̂3 has no impact on
T̂1 or T̂2, and that the CCSD(T) energy is given by:66,69
ECCSD(T) = ECCSD + ∆ECCSD(T) (2.5.20)
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where ∆ECCSD(T) is the perturbative correction from the triple excitations, E
(4)
T
is the fourth-order energy contribution of the triples, and E(5)ST is the fifth-order
energy contribution of the singles and triples.
Overall, there are plenty of CC wave functions available, here ordered by
completeness w.r.t. the number of clusters used or when needed, w.r.t. the
accuracy of the amplitudes (e.g. CC2 is less accurate than CCSD despite having
the same number of clusters):
CCS < CCD < CC2 < CCSD < CCSD(T) < CC3 < CCSDT < · · · :
This ordering also matches the accuracy on the ground-state energy. Note that
due to Brillouin’s theorem, the CCS model yields the HF energy (for the ground
state). As for CCD, it only considers double excitations, which means that it
lacks coupling with single excitations, as in CC2 or CCSD or with higher models
such as in CC368 or CCSDT. The completeness of the models when considering
the calculation of excitation energies is discussed later.
In general, one of the costlier parts of any quantum wave function calculation
is the evaluation of the 4-center two-electron integrals. In order to reduce that
cost, Feyereisen and coworkers proposed to use an auxiliary basis set, leading to




|P 〉V −1PQ 〈Q|| {z }
'1
fi”〉 (2.5.22)
with VPQ = 〈P |Q〉 (2.5.23)
where P and Q refer to the basis function of the auxiliary basis set. This
means that the expensive 4-center integrals are replaced by cheaper 3- and 2-
center integrals. This approximation is used by default for CC calculations in
Turbomole where the auxiliary basis sets optimized for the Ahlrichs sets are
available.24,72,73
When computing integrals, the electronic space is explored. Indeed, the in-
tegrals are calculated for pairs of electrons, spanning both the occupied and
virtual spaces. In order to reduce the computational cost, the pair of natural
orbitals (PNO) approximation aims at condensing the information of the virtual
space into a smaller number of orbitals.74–77 To do so, localized molecular or-
bitals (LMOs),78,79 also called natural orbitals, are used (instead of the "regular"
MOs) to create pairs that describe the CC clusters. Due to their localized nature,
the virtual space considered for each pair can be truncated based on the distance
between the occupied and unoccupied LMOs. Using the PNO approximation,
the correlation energy of schemes such as MP2 or CC can be recovered with
errors of 1 to 2%, while shortening the computation time: Ref. [76] reports a
calculation time scaling of 10−10:8K4:60 (K is the number of basis functions) for
RI-MP2 down to 10−4:7K2:67 for PNO-RI-MP2.80
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To obtain the excitation energies and the oscillator strengths, CCLR is
discussed.66,81–84 Firstly, the time-dependent CC function needs to be estab-
lished:
|CC(t)〉 = exp(−i›(t)) exp(T̂ (t))|HF 〉 (2.5.24)
with T̂ (t) = t(t)fî (2.5.25)
where exp(−i›(t)) is a TD phase factor, t(t) are the time-dependent amplitudes,
and the fî operators are the creation and annihilation operators (e.g. fî—1 = a
†
aai ).
Then, a time-dependent perturbation, V̂ t , is added to the Hamiltonian, giving
the TD Hamiltonian:
Ĥ(t) = F̂ + Û + V̂ t(t) = Ĥ0 + V̂ t(t): (2.5.26)

















































The CC2 quasi energy can be expressed as a quasi energy Lagrangian where the
constraints are the t(t):67,68,85


































The linear response function is obtained from the derivative of the Lagrangian
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where (0) refers to the unperturbed (or zeroth-order perturbed) operator and
PA;B is a permutation operator. The perturbed cluster amplitudes are then
given by:67
(!1−A)tA(!) = ‰A(!); (2.5.33)
with the zeroth-order being:
t(0)A = ”(0): (2.5.34)






























and the r.h.s. of the amplitude equations, ‰ and ”, are:67
‰A =


















The excitation energies are the eigenvalues of the Jacobian:
AS = !S (2.5.38)
where S describes the nature of the excitations in terms of singly, doubly, ...
excited determinants. Overall, the problem is quite complex, especially when the
resolution of the identity approximation is added to the mix.86 Since the goal
of this section is to give an understanding of the method, the final steps are
summarized. It might not be obvious, but the Jacobian A is not symmetric,
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see Eq. 2.5.35. The eigenvalues problem can thus be solved to produce the said
left-hand side, L, or right-hand side solutions, R:
LA = L! (2.5.39)
AR = !R: (2.5.40)
While this is not an issue to get the excitation energies: in principle, L and R
give the same values; the evaluation of the transition dipole moments, which in
turn gives the oscillator strengths, see Eq. 2.3.12, requires both solutions.
For the excitation energies of states with a determinant of singly-excited char-
acter, both CC2 and CCSD are exact to the second-order. As for states with an
important doubly-excited character, they cannot be described by CC2 but are
correct to the first-order with CCSD.67,68,84
2.6 Solvent Effects
In the isolated phase, there are no intermolecular interactions, thus no extra step
to the previously described methods (in 2.1 to 2.5) is needed. All calculations in
this work have been performed either in solution or in the solid state. This section
presents two models used to implicitly solvate molecules. They both represent
the solvent as a polarizable continuum, taking advantage of the "quasi" isotropic
nature of liquids.
2.6.1 Polarizable Continuum Model
The polarizable continuum model (PCM)87–89 belongs to the class of dielectric
continuum models and is featured in Chapters 9, 10, & 11. They implicitly
represent the solvent in calculations. By assuming that the only interaction
between the solute and solvent is the Coulomb interaction, the solute is enclosed
inside a charged cavity. Two surfaces can be defined, the solvent excluded surface
(SES) and the solvent accessible surface (SAS), see Scheme 2.4. The charge
density at the surface of the cavity, ff(~s), depends on the dielectric constant of
Scheme 2.4: Representation of the solvent excluded surface (SES) in full line
and the solvent accessible surface (SAS) in dotted line.
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with V (~s) = Vslt(~s) + Vff(~s) (2.6.2)
where V is the total electric potential, Vslt is the potential due to the solute
charge distribution, Vff is the potential due to the charges at the surface of the
cavity, ~n is the normal to the surface (S), and Sin refers to the inside surface of
the cavity. Using ff(~s), Vff can be calculated and inserted in the Hamiltonian,
thus effectively including the solvent polarization to the system:
Ĥ = T̂ + V̂eN + V̂ee + V̂ff: (2.6.3)
Since a charge distribution is very impractical, S is split in small surfaces, ∆S,
called tesserae. At the center of each tesserae is a charge which is obtained from
integrating ff(~s) over ∆S. In the particular case of PCM, the problem is solved
iteratively: V and ff depend on each other. This solvation model is the default
one in the Gaussian package90 and can be combined with a wide range of
calculations such as geometry optimization, calculation of NMR chemical shifts,
excitation energies, hyperpolarizabilities, at different levels of approximation (HF,
DFT, MP2, etc).
2.6.2 Conductor-like Screening Model
The conductor-like screening model (COSMO)91 is also a dielectric continuum
model and is featured in Chapter 9. It was initially developed to correct some of
the shortcomings of PCM: i) the added computational cost of having 2 iterative
procedures and ii) the lack of analytical gradient (which has been developed since
then). The proposed solution is to consider that the Green’s function solution
for conductors (" =∞) can also be applied to dielectrics, hence the name of the





with Di j =
Rq
R4 − 2R2ri rj + r2i r2j
(2.6.5)
where Q is the vector of N charges Qi inside the sphere (at position ri ), D is the
Green’s function of the sphere (the dielectric operator), and R is the radius of
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where BA−1B is the Green’s function/dielectric operator with A describing the
self-interactions of the tesserae and B the interaction between the charges and
the tesserae. To account for the actual dielectric constant of a solvent, the




The relative error for strong dielectrics is thus less than "=2 and up to 50% for
weak dielectrics (" ≈ 1, which should be negligible since the screening energy
is very small to begin with). Although this is a general solution, Q and B
are obtained from the MOs. This solvation model is the default one in the
Turbomole package.80
2.7 Generalization to Solids
While in solution, the solvent can be implicitly modeled due to its quasi isotropic
nature, it is certainly not the case for solids The solid state can be divided
in two categories of systems which allow for or require different treatments.
The first category is the amorphous systems, such as glasses. Since they are
characterized by a random distribution of atoms or molecules, they can only
be described by embedding methods, which share some similarities with the
polarizable continuum methods. The second category of systems is made of
crystals, which are characterized by spatial periodicity. This allows to consider
the full size of the crystal by exploiting its translational symmetry. Embedding
methods can also be used for crystal, which is what is discussed in the next
section.
2.7.1 Embedding
Embedding methods are featured in Chapters 6 & 7. The general idea of the
embedding model is to limit the quantum chemical calculations to a small part
of the total system and to include the rest of it at a lower level of approximation.
The simplest model represents the environment, the molecules surrounding the
targeted molecule or cluster, as point-charges. Similarly to the solvation mod-
els presented in 2.6, the electric potential of the environment is added to the
Hamiltonian so that only the Coulombic interactions are considered. Thanks to
its simplicity, there are no restrictions on the system such as symmetry. Herein,
we discuss the use of an embedding scheme for crystals.
When applied to crystals, a very large amount of point-charges needs to be
considered, but the calculation of the Coulomb interactions is slowly and condi-
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|~ri − ~rj + ~n · L|
(2.7.1)
with ~n · L = n1 · ~a1 + n2 · ~a2 + n3 · ~a3 (2.7.2)
where N is the number of charges in the unit cell, qi is the charge of the i th
point-charge at position ~ri and ~n is the position of the nth unit cell of dimension
L (= (~a1; ~a2; ~a3)T), where ~a are the cell vectors. A convenient method to get
the potential of a periodic system is the Ewald summation,92 which allows for
a fast and unconditionally converging summation. The general idea is to split
the single slowly-converging summation into two fast-converging ones. The first
sum runs over the short interaction distances (Eshort), in the direct space, while
the second one deals with the long interaction distances (E long), in the reciprocal
space:













|~ri − ~rj + ~n · L|
erfc


























where Eself is the self-interaction potential energy, ff is the parameter used to
split the space in two (via the erfc function for the short range part and the exp
one for the long range part), and ~k is a reciprocal space vector, with k its norm.
Unfortunately, this method is rarely available in quantum chemistry codes, which
make the Ewald code extremely valuable.93,94 Its goal is to generate an array of
point-charges that reproduces the actual Ewald potential. Effectively, this allows
to replace an infinite number of charges by a finite amount. The total system is
defined by the user as a supercell cell based on the unit cell, e.g. a (2× 2× 2)
supercell of a unit cell of 10 atoms would contain 23 × 10 = 80 atoms. Its
dimensions are chosen to be cubic-like and large enough to properly surround
the targeted system. In addition to defining the unit cell parameters and the
point-charges coordinates and charges, the user defines three zones. The first
one is simply the system on which a quantum calculation will later be run on;
the second zone is composed of the X unchanged point-charges closest to the
origin (where X is large enough to properly surround zone 1); and the last and
third zone, in which charges will be fitted, is the difference between the total
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system and the zones 1 and 2 (see Scheme 2.5). Then, the program computes
the Ewald potential at the "atomic" positions of zone 1. Based on those values,
a set of equations is solved, where the variables are the charges of zone 3. The
program thus fits zone 3 so that zones 2 and 3 reproduce the Ewald potential.
The positions, as well as the charges of zones 1 and 2, are not modified. In
addition to reproducing the Ewald potential, the Ewald program ensures that
the total charge and total dipole moment are null.
Zone 1 Zone 2
Zone 3
Scheme 2.5: Schematic representation of the 3 zones used by the Ewald pro-
gram.
2.7.2 Periodic Boundary Conditions
Periodic boundary conditions (PBC) calculations are featured in Chapters 3 to 5
& 8. Crystals are characterized by their spatial periodicity. That very simple con-
cept can be introduced into the SCF problem (thus usable by both Hartree-Fock
and DFT). There are different approaches allowing periodicity within quantum
calculations, i.e. PBC calculations. Here, the approach taken by the Crystal pro-
gram is discussed,95–97 in particular the case of the Hartree-Fock approximation.
The adaptation to DFT is straightforward. The key difference with molecular
calculations is the use of crystalline orbitals (COs), ffl(~r ; ~k), instead of molecular
orbitals. They are constructed using a linear combination of Bloch functions
(BFs), ffi, which themselves are built from the same kind of GTOs that compose
classical MOs, {’—}:96–98
ffli (~r ; ~k) =
X
—
c—i (~k)ffi—(~r ; ~k) (2.7.7)
ffi—(~r ; ~k) =
X
~g
’—(~r − ~A— − ~g)ei~k·~g (2.7.8)
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where ~k are reciprocal lattice vectors, c are the linear combination coefficients,
~g is the unit cell position with respect to the reference unit cell (also known as
the zero cell), the ~g summation runs over all unit cells, ~A— is the position of
’— within the zero cell. The SCF procedure previously established to obtain the
MOs coefficients is still valid although now more complex because it has to be
solved for multiple ~k values:
F (~k)C(~k) = S(~k)C(~k)E(~k) (2.7.9)
where just like the molecular case, S is the overlap matrix, C is the matrix of
the c coefficients, E is the diagonal energy matrix, and F is the Fock matrix. To
illustrate the expansion of ~k-dependent matrices, the latter is expanded, showing






F ~g can be split in two parts: the one-electron part, A~g , and the two-electron
one, B~g :
F ~g— = A~g— + B~g— : (2.7.11)
A~g contains the kinetic, T ~g , and nuclear attraction terms, Z~g :
A~g— = T ~g— + Z~g— (2.7.12)






















where ’~0— is the —
th AO in the zero cell, ’~g is the th AO in the g th cell, and T̂
and Ẑ are the kinetic and nuclear attraction operators, respectively. Then, the
two-electron terms include the Coulomb, J~g , and exchange, K~g , terms:



















































where the ~n and ~h summations run over all unit cells and D is the density matrix.








c∗fi(~k)c”(~k)„(›F − ›(~k)) (2.7.18)
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where the integration is performed over the irreducible Brillouin zone (BZ) (the
equivalent of the primitive cell but in the reciprocal space) and „ is a step function
ensuring that only the occupied bands (of energy ›(~k) lower than the Fermi
energy ›F ) are considered. Because of the infinite nature of the system, both the
Coulomb and the nuclear attraction summations go to infinite values (positively
and negatively, respectively) but together, they are conditionally convergent. To
alleviate this issue, the Mulliken shell net charge, –, is introduced which allows














~r − ~r ′ −~h
˛̨̨ (2.7.19)














where the shell – groups multiple AOs belonging to the same atom and Z– is
the fraction of the nuclear charge associated with the shell. Each shell is either
composed of the AOs with the same quantum numbers n and l (e.g. the 2p
shell contains the 3 2p AOs: 2px , 2py , and 2pz) or composed of AOs with the
same exponents, i.e. the sp shells. A single s-type GTO is assigned to each shell.
Its exponent is set as the smallest exponent of the GTOs in the shell, i.e. the
largest AO. This allows for the fast determination of the space in which shells i)
directly overlap so that Eq. 2.7.19 is treated exactly (two-electron zone) or ii)
do not overlap and the Mulliken shell net charge is evaluated using a multipolar
expansion (one-electron zone).
Because of the multiple summations over all unit cells and the integration over
the Brillouin zone, PBC calculations require more parameters than for non-
periodic calculations. Those are addressed in the methodology part of Chapter
3.
Dispersion energy correction can also be used in the solid state.97 While the
general equations still hold (Eq. 2.2.19, 2.2.20, and 2.2.21), a summation over
the unit cell is added to the dispersion energy (Eq. 2.2.20) and the expression of




















where RAB;~g is the distance between atom A of the zero cell and atom B of the
~g cell.
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Moving on to the calculation of optical properties (ffl(1) and ffl(2)) raises a
significant issue: the first-order perturbation operator is not periodic.97,100 A
solution can be found for an insulator: the perturbation operator in the basis of
the BFs, Ω̂(~k), is given by:
Ω̂(~k; !) = i ~F (!) · ei~k·~r∇~ke−i
~k·~r (2.7.23)

























where P is a permutation operator and Ωp— are the elements of the perturbation
matrix in the p direction. Similarly to the molecular case, the matrix U is used to
parametrize the derivative101 of the LCAO coefficients (Eq. 2.3.18 and 2.3.20).
Then, the SHG second-order susceptibility follows:102,103
ffl
(2)





























Again, the matrix GFq is similar to that of the molecular case (Eq. 2.3.21). As
for the derivative of UFr w.r.t. ~k , it depends on the derivative of the LCAO













The off-diagonal terms of Qkp depend on the derivatives of the Fock matrix and
of the overlap one w.r.t. to ~k : F kp and Skp , respectively:
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The following two chapters deal with the optimization of the geometry of crys-
talline anils. Although there are a lot of publications of the subject of crystalline
molecular switches, none discussed the choice of the exchange-correlation func-
tional and of the basis set. The common solution was to use B3LYP with
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Abstract
The geometrical structures of salicylideneaniline (anil) molecular switches in the
solid state have been determined using periodic structure calculations and a vari-
ety of DFT XC functionals, of which several have been tuned for the solid state.
The first target was on predicting the unit cell and intramolecular geometrical
parameters for three anil derivatives, i.e. the PYV3 and HC crystals, where the
enol (E) form is dominant in the crystalline state at low temperature (∼100 K)
and the POC crystal, which is mostly composed of the keto (K) form. The best
performance for the unit cell parameters, in comparison with single crystal XRD
data, is achieved with XC functionals developed for the solid state (PBEsol and
PBEsol0) as well as with !B97X. On the other hand, the differences between
the functionals are much smaller when considering the bond lengths and the va-
lence angles so that the deviations with respect to XRD data in the bond length
alternations of the key O–C––C–C––N–C (or O––C–C––C–N–C) ı-conjugated
segment are smaller than 0.02Å for PBEsol0 and !B97X. Similar trends are
observed for the two polymorphic co-crystals of PYV3 with fumaric or succinic
acid. The second target was the characterization of the variations of energy and
structural parameters when switching between the enol and keto forms. All XC
functionals predict that PYV3 present a larger ∆EKE value than HC and, as
expected, both are larger than for POC. Still, only hydrid functionals correctly
predict which form is the most stable in the crystalline state. Then, the bond
length changes in the O–C––C–C––N–C (or O––C–C––C–N–C) ı-conjugated
segment that occur upon enol to keto transformation are similarly predicted by
all functionals and are consistent with the reversal of the single/double bonds
pattern.
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3.1 Introduction
Molecular switches, such as photochromic and thermochromic compounds, are
widely studied because of their potential applications in sensing devices.1–8 To
understand and optimize these dynamical properties, over the last decades, a
broad variety of multiaddressable and multifunctional compounds have been de-
signed and/or synthesized figuring out optimized linear as well as non-linear
optical properties and devices.9–18 Still, so far the focus (design and character-
izations) was mainly on the liquid state, both in experimental and theoretical
studies. However, in order to move towards real applications, the liquid phase is
replaced by the more practical solid phase. This can be achieved either by graft-
ing the switch on a surface19–22 or by crystallization of the switch.10,12,15,23–31
When studying molecular switches, the two first key information are the rel-
ative energies of their two (or multiple) forms and their structural differences. In
the case of crystals not only the individual molecular geometries (intramolecular
parameters) but also the crystal packing, which defines the spacing between the
molecules and thus their intermolecular interactions, determine their switching
properties. The challenge for theoreticians is therefore to find simulation meth-
ods that are sufficiently accurate for relative energy and structure determination
purpose within reasonable computational costs. There are two categories of
methods32 to describe the (organic) solid state, (i) the crystalline orbital meth-
ods for periodic systems33–36 and (ii) localized orbital/fragment embedding field
approaches for both periodic and non-periodic systems.37–39 Here, the focus is on
the first category of methods. Owing to its reliability to describe the structure of
gases, liquids, and inorganic crystals, density functional theory (DFT) is a good
candidate for optimizing the structure of molecular crystals. Still, its performance
depends on the content of the exchange-correlation (XC) functional. Moreover,
as shown recently by Ruggiero and coworkers,40 the choice of a XC functional for
the study of molecular crystals is still an open question since a balanced treat-
ment is needed to describe the intra- and intermolecular interactions. In their
work on three ionic crystals of pyridine carboxylic acid containing a variety of in-
teractions such as hydrogen bonding, ion-ion, ı-stacking, and London dispersion
forces, they identify !B97X as a good candidate since it contains both short-
and long-range exact exchange, enabling the description of the whole range of
interactions. The present contribution extends their investigation and aims at
assessing and then selecting reliable XC functionals for describing the structure
of three molecular crystals composed of salicylideneaniline (anil) switches (Fig-
ure 3.1). This is achieved by comparison with single-crystal X-ray diffraction
(XRD) data. Anils commute between an enol (E) and a keto (K) form (Figure
3.1), of which the relative stability depends on the substituents as well as on the
surrounding medium. Three anils have been selected due to their thermochromic
and/or photochromic properties in the solid state:23,29 anil (a), (E)-2-methoxy-
6-(pyridine-3-yliminomethyl)phenol (PYV3) displays thermochromism whereas
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it becomes photochromic when co-crystallized with fumaric or succinic acids29 ;
anils (b), N-(5-chloro-2-hydroxybenzylidene)-aniline (HC), and (c), N-(5-chloro-
2-hydroxybenzylidene)-hydroxyaniline (POC). The choice of these two last crys-
tals originates from the fact that their dominant forms are different (E for (b)
while K for (c)) whereas their structure only differs by a hydroxyl group. Be-
sides addressing anils that present different (E or K) ground state equilibrium
structures, this paper describes the structure of co-crystals made of PYV3 with
acid co-formers. Among the XC functionals, this paper concentrates on func-
tionals developed for the solid state41 and makes comparison to more traditional
functionals. The paper is organized as follows: next Section summarizes the
theoretical and computational approaches, Section 3.3 presents and analyzes the





















Figure 3.1: Structures, names, and acronyms of anils (a)-(c) in their enol form
as well as the general keto-enol tautomeric equilibrium. Key bonds and atoms
for characterizing the geometries are highlighted on the general enol structure.
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3.2 Methods and Computations
All computations were performed with the Crystal14 program.42 Among the
available XC functionals, B3LYP,43 PBE,44 HSE06,45 HISS,46 PBE0,47 PBEsol,41
HSEsol,48 and PBEsol0 functionals were selected. Taking into account the con-
clusions of Ref [40], !B97X was also considered. B3LYP, build from Becke’s B88
exchange49 and the Lee-Yang-Parr (LYP) correlation,50 is the most commonly
used functional for gas and liquid phase calculations and its performances for
geometry optimization in those media are recognized. It is therefore interesting
to assess how it performs for the crystalline state. Hybrids based on the PBE
generalized gradient approximation (GGA) were also considered. First PBE0 was
chosen. It is a global hybrid with 25% of Hartree-Fock (HF) exchange whereas
B3LYP contains 20% of HF exchange. On the other hand, HSE06 and HISS
are short-range and medium-range corrected hybrid functionals [(cSR = 0:25,
cLR = 0, ! = 0:11 a0−1 = (4:81Å)−1) and (cSR = 0, cMR = 0:60, cLR = 0,
!SR = 0:84 a0
−1 = (0:63Å)−1, !LR = 0:20 a0−1 = (2:65Å)−1), respectively],
also based on PBE. Then, XC functionals tuned for the solid state were adopted.
Indeed, the PBEsol functional was developed by fine tuning the gradient contribu-
tions of both the exchange and correlation terms.41 In PBE, the exchange energy
parameter — is set to about two times the electron gas value 2—GE ≈ 0:2195
while for solids the electron density is closer to an electron gas and therefore
—GE = 0:1235 is more adequate and it defines PBEsol. As for the correlation
energy parameter ˛, the PBE value is ˛GE = 0:0667 so that PBE recovers the
response of local density approximation (LDA) functionals in a weak potential.
On the other hand, in PBEsol, ˛ is set to 0.046 to recover the Tao-Perdew-
Staroverov-Scuseria (TPSS) meta-GGA51 XC energy at the surface of a jellium.
Alike PBE0, the global hybrid functional PBEsol0 follows naturally, as well as the
short-range corrected hybrid functional HSEsol. Besides their HF exchange com-
ponent, both have the same parameters as their PBE variant. Finally, !B97X
has exact exchange in both its short and long range limits (cSR = 0:16, cLR = 1,
! = 0:3 a0
−1 = (1:76Å)−1) while the DFT contribution comes from Becke’s
B97 XC functional.52
In the Crystal14 calculations, the default integration grid, a pruned grid
with 75 radial points and 974 angular points, was used while the truncation
criteria for the bielectronic integrals (TOLINTEG keyword) were set to 8 8 8 8
16 (ITOL1 to ITOL5), unless stated otherwise. 10−ITOL1 is the threshold for
the Coulomb overlap [if smaller than the criterion, the related integral is not
taken into account and the lattice summation is truncated], 10−ITOL2 is the
Coulomb penetration threshold [if larger than the criterion, the related integral
is treated exactly (four-center integral) or else, is approximated (three-center
integral)], 10−ITOL3, 10−ITOL4, and 10−ITOL5 are the criteria for the truncation of
the summations for the exchange energy [on the point symmetry and two lattice
vectors, respectively]. The default value of 4 for the maximum order of the
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shell multipoles was used to describe the long-range part of the electron-electron
Coulomb interactions. Contrary to many solid state programs, in Crystal14,
the basis set functions are Gaussian functions. The basis set choice was Pople’s
double zeta plus polarization basis, 6-31G(d,p), though the impact of selecting
smaller or larger basis sets was also studied. Moreover the effect of the basis
set superposition error (BSSE) on the relative energy of the E and K forms was
investigated. The BSSE on their energies was calculated with the counterpoise
method for atoms within a distance of 3.0 Å, as implemented in Crystal14.
The Pack-Monkhorst shrinking factor was set to 6 for the three lattice vectors,
yielding 64 integration points in the irreductible part of the Brillouin zone (IBZ)
for PYV3 and HC and 80 points for POC.
Starting from the single-crystal X-ray diffraction structures, the crystal struc-
tures were either fully optimized (F-OPT) or only the fractional coordinates of the
asymmetric unit (restrained optimization, R-OPT) were optimized while freezing
the unit cell parameters to the experimental values. In both cases, the default
convergence criterions were used. The criterion for SCF convergence on the
total energy and on the total energy variation between two optimization steps
were 10−7 a.u.. The criteria for the RMS deviations of the gradients and the dis-
placements were set to 3× 10−4 a.u. and 12× 10−4 a.u., respectively while the
maximum values of the gradients and displacements were fixed to 4.5× 10−4 a.u.
and 18× 10−4 a.u., respectively.
3.3 Results and Discussion
3.3.1 DFT vs XRD Structures for Anil Crystals
The geometries obtained with F-OPT are compared to XRD data. Table 3.1
gives the average mean absolute (MAE) and mean signed errors (MSE) for the
unit cell parameters, bond lengths, valence angles, and torsion angles. Since the
XRD experiment underestimates the bond lengths involving hydrogen atoms, the
mean errors are also calculated by ignoring the bonds or angles involving these
atoms.
The single-crystal XRD data, used for the comparisons with the calculations,
have been gathered at 105K for PYV3 and 90K for HC and POC and are
included in Figures 3.2 and 3.3 (see Ref. [23] and [29] for more details). The
crystallographic data are available on the Cambridge Structural Database53 with
the CCDC numbers 1456341 (PYV3), 119131 (HC), and 119133 (POC). While
PYV3 and HC crystallized in the pure enol form (no evidence of the K form
was found), in the case of POC, both enol and keto forms are present. Ogawa
and coworker estimated their populations at different temperatures by means
of electronic spectra measurements and analysis of XRD data (based on bond
lengths). At 90K, both methods estimate the population of the keto form to
be 90%. In view of comparisons between the calculations and XRD geometries
this aspect is very important because calculations give structural information at
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0K for truly pure E or K forms.
Based on the averaged errors, all the XC functionals, except !B97X, over-
estimate the XRD unit cell parameters, highlighting an underestimation of the
strength of the intermolecular interactions and, subsequently, of the stabilization
energies. The largest errors are obtained with B3LYP, then with the PBE-based
functionals whereas a good agreement with experiment is achieved with the
PBEsol-based functionals, and in particular with PBEsol and PBEsol0. Still,
the best performance is achieved with the !B97X XC functional for which the
average MAE on the unit cell parameters is as low as 0.07Å. However, as shown
in Figure 3.2, for the best functionals, there are differences between the unit cell
parameters and typically one can be underestimated, while the other ones are
overestimated. This is well illustrated for HC where a is systematically underesti-
mated whereas b and c are overestimated. Owing to these compensating errors,
!B97X and PBEsol-based XC functionals perform very well for predicting the
unit cell volume whereas errors obtained with the PBE-based functionals attain
typically 10% or more.
For the bond lengths, all the average errors are of the order of 0.01Å (when
ignoring the H atoms) and 0.5° for the valence angles, which is satisfactory.
These errors raise to 2° for the torsion angles, provided one considers the ab-
solute values. As expected, for all functionals, the errors made on the bonds
involving hydrogen atoms are large. Therefore, from now on, only the errors
calculated without H atoms are commented. Among the PBE-based function-
als, the smallest bond length discrepancies (obtained with HSE06 and PBE0)
are smaller than those of B3LYP. For the PBEsol-based functionals, HSEsol and
PBEsol0 perform the best and quasi similarly to B3LYP. There are no large dis-
crepancies between the PBE- and PBEsol-based functionals, which are all equally
reliable. Note that an even better agreement with experimental values (MSE of
−8× 10−5 Å) is obtained with !B97X. Figure 3.3 shows the bond lengths vari-
ations of key bonds (highlighted in Figure 3.1) with respect to experiment. In
addition, two ratios are considered, the N- and C-ratios, which describe the









Systematic and general trends are observed (i) for the enol species (PYV3 and
HC), the single bond lengths in the O2-to-C8 conjugated path are slightly un-
derestimated (∼0.02Å) while the double bond ones are slightly overestimated,
in particular with the GGA functionals. The errors on the ratios are twice larger
(∼0.02) with the GGA functionals (PBE and PBEsol) than with the hybrids. In
particular, for PYV3, the d(N−C8)−d(C7−N) and d(C1−C7)−d(C2−C1) bond
length alternations (BLA) calculated with PBEsol0 attain 0.102Å and 0.033Å in
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comparison with the 0.120(4) Å and 0.051(5) Å experimental values, respectively
whereas the values are 0.084Å and 0.013Å for PBEsol ; (ii) this leads to an un-
derestimation of the N- and C-ratios by up to 3% for the GGA’s and up to 1.5%
for the global hybrids ; (iii) globally these differences with respect to XRD data
corresponds to an underestimation of the enol character or an overestimation of
the keto character ; (iv) !B97X differs from the other hybrid functionals since
the C1 –C7 bond length is overestimated and the C7 ––N1 one is underestimated,
thus leading to slightly overestimated BLA values of 0.128Å and 0.059Å and
overestimated ratios by up to 1%. In the case of the keto species (POC): (v)
for each bond, the deviations have the same signs as for the enol forms but this
corresponds to an underestimation of the double bond lengths and an overesti-
mation of the single ones ; (vi) this also corresponds to an overestimation of the
keto character but this is a simplification because the POC crystal also contains
a small amount (∼10%) of enol form23 ; and (vii) the performance of GGA
functionals are also different while !B97X gives contrasted results with respect
to the global hybrids.
The prediction of accurate valence and torsion angles is as important as
for the bond lengths because they are closely intertwined with the unit cell
parameters and intermolecular interactions. All XC functionals yield very small
MAEs (inferior to 1°) on the valence angles with negligible MSEs (maximum
0.1°). Figure S1 highlights these deviations with respect to experiment for the
two valence angles linking the phenyl rings (C1 –C7 –N and C7 –N–C8). The
variations are small (≤ 2°) and there is no systematic trend among the XC
functionals. Averaged errors on the torsion angles are small (MAE ≤ 2°) and
negative. This includes the estimates of the C2 –C1 –C7 –N and C1 –C7 –N–C8
torsions but not the C7 –N–C8 –C9 torsion angle for which the deviations w.r.t.
experiment are one order of magnitude larger, especially for POC (Figure S1).
The torsion angle describing the intramolecular H-bond C2 –O···N–C7 deviates
by less than 2° from the experimental values (which are close to 0°). Additionally,
the errors for the angle between the planes of the phenyl rings C2 –C1···C8 –C9
are as large as those on the C7 –N–C8 –C9, which is consistent since they are
interrelated and since the other torsion angles are accurately determined. Among
the functionals, no fully consistent trends are observed but generally (i) B3LYP
has the largest errors, (ii) the GGA’s provide more accurate data, (iii) for PYV3
and HC the PBEsol-based XC functionals perform better than the PBE-based
ones, and (iv) the best agreement with the experimental values is achieved with
!B97X since it gives a better description of the overall torsion of the molecules






















Table 3.1: Statistics on the differences between the DFT-optimized geometrical parameters and XRD data as a function of the XC
functional. The 6-31G(d,p) basis set was employed for all calculations. The reported values are the Mean Absolute Errors (MAE)
and Mean Signed Errors (MSE) averaged over the three anil crystals.
B3LYP PBE HSE06 HISS PBE0 PBEsol HSEsol PBEsol0 !B97X†
Unit cell MSE {a,b,c} [Å] 0.798 0.509 0.497 0.384 0.514 0.111 0.131 0.118 -0.009
parameters MAE {a,b,c} [Å] 0.798 0.509 0.551 0.384 0.586 0.223 0.226 0.197 0.069
MSE {˛} [°] 3.2 2.1 2.6 2.5 2.9 1.4 1.7 1.9 1.5
MAE {˛} [°] 3.2 2.1 2.6 2.5 2.9 1.4 1.7 1.9 1.5
MSE {V} [Å3] 258.2 154.9 141.5 102.2 145.3 16.9 22.8 22.4 -8.3
MAE {V} [Å3] 258.2 154.9 141.5 102.2 145.3 20.3 26.5 27.0 8.3
Bond MSE 0.050 0.058 0.047 0.040 0.047 0.058 0.047 0.047 0.048
lengths MAE 0.052 0.059 0.051 0.051 0.051 0.061 0.054 0.053 0.051
[Å] MSE ignoring H 0.005 0.010 -0.001 -0.009 -0.001 0.006 -0.004 -0.004 0.000
MAE ignoring H 0.007 0.012 0.006 0.009 0.006 0.011 0.007 0.006 0.005
Valence MSE 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
angles MAE 0.8 0.8 0.7 0.8 0.8 0.9 0.8 0.8 0.7
[°] MSE ignoring H 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.1
MAE ignoring H 0.4 0.5 0.4 0.5 0.5 0.6 0.5 0.5 0.3
Torsion MSE -0.8 -0.5 -0.6 -0.5 -0.7 -0.4 -0.4 -0.4 -0.2
angles MAE 2.1 1.7 1.9 1.8 2.0 1.8 1.8 1.8 1.5
[°] MSE ignoring H -1.3 -0.7 -0.9 -0.8 -1.0 -0.6 -0.6 -0.7 -0.2
MAE ignoring H 2.0 1.3 1.7 1.6 1.9 1.4 1.4 1.5 0.9
† TOLINTEG = 7 7 7 7 16
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3.3.2 DFT vs XRD Structures for PYV3 Co-Crystals
Some of us have recently shown that PYV3 can co-crystallize with one co-former,
either fumaric (FA) or succinic (SA) acid.29 In each case two polymorphic co-
crystals have been observed (PYV3 FA1, PYV3 FA2, PYV3 SA1, and PYV3 SA2
; Figure 3.4). Crystallographic data is available on the Cambridge Structural
Database53 with the CCDC numbers 1060634 (PYV3 FA1), 1060636 (PYV3
FA2), 1400289 (PYV3 SA1), and 1456340 (PYV3 SA2) ; all in the E form at
room temperature (∼293K). On this basis, we expanded the assessment of DFT
to those four co-crystals at least for the three better performing XC functionals:
HSEsol, PBEsol0, and !B97X (Table 3.2). It appears that the behavior of each
XC functional is similar for PYV3 and its co-crystals, in particular for the N-
and C-ratios as well as for the torsion angles. Discrepancies on the unit cell
volumes are larger than for PYV3. Overall, HSEsol and PBEsol0 perform almost
identically, except for PYV3 SA1 for which the error on the volume is twice larger
for PBEsol0 (from -1.5 to -2.8%). !B97X gives slightly worse unit cell volumes
but it better describes the ratios (especially the N one, by a factor 3) as well as
the intermolecular H-bond lengths (between the nitrogen of the pyridine moiety
of PYV3, Npy and one of the acidic oxygen of the co-former, OFA or OSA).
3.3.3 Basis Set Effects
Using the PBEsol0 XC functional, the effects of the basis set were assessed
on the geometrical structure of PYV3 crystal. The following Pople’s sets were
employed (as taken from Basis Set Exchange54,55): 6-21G, 6-31G, 6-31G(d),
6-31G(d,p), 6-311G, 6-311G(d), and 6-311G(d,p) (Table 3.3). With 6-21G, all
starting points of the optimization (including enol-like forms) end up with the K
form and therefore no further results are provided. Starting from the 6-31G(d)
basis set, the comparisons with single crystal XRD data shows that i) the addition
of a third set of valence functions improves the N-/C-ratios and volume estimates
but not the torsion angles, ii) the inclusion of p polarization functions on the
H atoms has a small impact except on the volume where it is detrimental, and
iii) the 6-31G basis set gives very accurate volume and torsion angles but less
accurate ratios.
Now comparing the keto form to the enol one, the energy variation, ∆EKE =
E(K) − E(E), is expected to be positive because experimentally the E form is
observed. Based on the fact that the switching corresponds to an intramolecular
hydrogen transfer, no substantial effects are expected on the unit cell parame-
ters and volume while the N- and C-ratios have to decrease. Three basis sets,
6-31G, 6-311G, and 6-311G(d), yield negative energy variations. Concerning the
structural parameters, ∆V is always negative and does not exceed 20Å3 (1.8%).
This variation of cell volume is in line with the variations of cell parameters that
can experimentally be observed in XRD structures based on data measured at
different temperatures (classically low temperature (100K) versus room temper-
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Figure 3.2: Differences (in %) between the optimized unit cell parameters
and the XRD values as a function of the XC functional, ∆ = [d(DFT) −
d(XRD)]=d(XRD). The XRD values are given on the top of each figure. The
6-31G(d,p) basis set and full optimization scheme (F-OPT) were employed for
all calculations.
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Figure 3.3: Deviations of key bond lengths optimized with different XC func-
tionals with respect to XRD data. The XRD values are given on the top of each
figure, ∆ = d(DFT)− d(XRD). The 6-31G(d,p) basis set and full optimization
scheme (F-OPT) were employed for all calculations.
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Table 3.2: Differences between the optimized unit cell parameters and key
geometrical parameters and the XRD values as a function of the XC functional
for PYV3 and its polymorphic co-crystals with fumaric (FA) or succinic (SA)
acid. The 6-31G(d,p) basis set was employed for all calculations.
XRD HSEsol PBEsol0 !B97X†
PYV3
V [Å3] 1099.6(3) ∆V [Å3] -5.6 -7.0 -21.9
N-ratio 1.093(4) ∆N-ratio -0.016 -0.014 0.007
C-ratio 1.036(5) ∆C-ratio -0.015 -0.013 0.006
torsion‡[°] 148.4(2) ∆torsion‡ [°] -2.9 -3.1 -1.0
PYV3 FA1
V [Å3] 1395.18(6) ∆V [Å3] -30.8 -30.9
N-ratio 1.099(6) ∆N-ratio -0.023 -0.020
C-ratio 1.031(7) ∆C-ratio -0.011 -0.009
torsion‡[°] 149.7(2) ∆torsion‡ [°] -1.8 -2.1
Npy –OFA [Å] 2.640(3) ∆Npy –OFA [Å] -0.082 -0.081
PYV3 FA2
V [Å3] 1421.93(9) ∆V [Å3] -57.5 -57.0 -75.9
N-ratio 1.104(6) ∆N-ratio -0.031 -0.029 -0.008
C-ratio 1.030(6) ∆C-ratio -0.012 -0.011 0.008
torsion‡[°] -145.7(2) ∆torsion‡ [°] 3.3 3.4 1.1
Npy –OFA [Å] 2.623(3) ∆Npy –OFA [Å] -0.063 -0.063 0.037
PYV3 SA1
V [Å3] 1403.98(10) ∆V [Å3] -21.4 -39.7 -81.8
N-ratio 1.105(4) ∆N-ratio -0.028 -0.026 -0.008
C-ratio 1.031(4) ∆C-ratio -0.011 -0.010 0.007
torsion‡[°] 148.7(1) ∆torsion‡ [°] -2.3 -2.5 -0.5
Npy –OFA [Å] 2.656(2) ∆Npy –OSA [Å] -0.091 -0.090 -0.016
PYV3 SA2
V [Å3] 2758.3(7) ∆V [Å3] -100.2 -100.2 -134.1
N-ratio 1.115(4) ∆N-ratio -0.034 -0.032 -0.010
C-ratio 1.046(4) ∆C-ratio -0.013 -0.012 0.007
torsion‡[°] 19.9(2) ∆torsion‡ [°] 4.6 4.6 2.7
Npy –OFA [Å] 2.651(2) ∆Npy –OSA [Å] -0.116 -0.114 0.006
† TOLINTEG = 7 7 7 7 16
‡ torsion = C2 –C1···C8 –C9
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ature). About the bond lengths, the inclusion of d polarization functions on the
second period atoms increases the ratio differences by about 40%. The BLAs
display the same behavior as the ratios. The further addition of p polarization
functions on the H atoms has little effect on the ratios while it significantly in-
creases ∆EKE. In the case of 6-311G(d), it helps going from a dominant keto
structure (∆EKE = −1:3 kJ mol−1) to a structure dominated by the enol form
(∆EKE = 7:6 kJ mol−1). The effects of BSSE on ∆EKE were investigated by
using the counterpoise method and the corrected ∆EKE values are given Table
3.3. This correction is slightly larger for the K form than the E form, which
results in a stabilization of the E form by up to 2.0 kJmol−1. These small cor-
rections are consistent with the work of Spackman and Mitchell.56 The overall
small differences between the 6-31G(d,p) and 6-311G(d,p) basis sets justify the
use of the computationally less costly 6-31G(d,p) basis set.























Table 3.3: Basis set effects on the geometrical structure of PYV3 crystal as determined with the PBEsol0 XC functional and full
geometry optimization. The top part reports, for the enol form, the differences with respect to XRD data whereas the bottom part
gives the variations between the K and E forms [∆X = X(K) − X(E), where X is a property]. Values in parentheses account for
BSSE corrections.
6-31G 6-31G(d) 6-31G(d,p) 6-311G 6-311G(d)† 6-311G(d,p)†
∆ = E− XRD
∆V [Å3] 0.5 4.3 -7.0 -6.2 2.9 6.2
∆N-ratio -0.021 -0.013 -0.014 -0.016 -0.009 -0.009
∆C-ratio -0.021 -0.012 -0.013 -0.016 -0.010 -0.011
∆torsion‡ [°] -2.2 -3.3 -3.1 -3.5 -4.5 -4.9
∆ = K− E
∆EKE [kJmol−1] -14.4 (-15.9) 2.2 (0.2) 7.1 (5.4) -12.8 (-14.2) -1.3 (-2.0) 7.6 (7.3)
∆V [Å3] -13.3 -15.5 -12.3 -14.3 -16.9 -19.8
∆N-ratio -0.015 -0.022 -0.020 -0.016 -0.024 -0.023
∆C-ratio -0.039 -0.056 -0.051 -0.042 -0.057 -0.054
∆torsion‡ [°] 0.5 2.6 2.6 2.2 4.0 4.5
† TOLINTEG = 7 7 7 7 16
‡ torsion = C2 –C1···C8 –C9
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3.3.4 Switching from the Enol to the Keto Form
In a next step, we checked whether the different calculation methods are able to
reproduce which form (enol or keto) is the most stable and how they describe
the changes of geometry between the two forms.
Relative Energy of the Enol and Keto Forms
The PYV3 and HC crystalline structures are consistent with quasi-pure enol (E)
form while POC crystal is composed in majority of the keto (K) form, from 90
to 375K. Thus, the ∆EKE = E(K)−E(E) energy differences for PYV3 and HC
are expected to be positive but negative for POC. Rigorously, the populations
should be determined by the Gibbs free energies. Still, the ∆PV contribution is
very small at ambient pressure and the entropy difference between the two forms
is assumed to be negligible. In addition to comparing the various XC functionals,
the R-OPT and F-OPT optimization schemes are compared. Calculated values
are given in Table 3.4. The discussion starts with the F-OPT results. Two cal-
culations fail to recover the expected relative energy: HC/PBE and HC/PBEsol,
while PBEsol fails to optimize the E form of POC. It appears that the ordering
of the ∆EKE values is the same with all XC functionals: PYV3 > HC > POC.
So, all methods predict that for the PYV3 the enol/keto difference is larger than
for the HC and, as expected, even larger than for POC. Despite most values
being qualitatively accurate and consistent between the different anils, they vary
broadly: from 1.0 to 12.9 kJmol−1 for PYV3, from 0.7 to 4.0 kJmol−1 for HC,
Table 3.4: Energy difference (∆EKE = E(K)−E(E)) per molecule in kJmol−1
as calculated with different XC functionals and optimization schemes. The 6-
31G(d,p) basis set was applied in all calculations.
F-OPT R-OPT
Method PYV3 HC POC PYV3 HC POC
B3LYP 8.3 4.0 -7.2 1.7 -1.0 -11.4
PBE 2.6 -2.4 -11.8 0.3 -4.9 —‡
HSE06 8.5 2.6 -7.8 2.0 0.2 -10.1
HISS 8.8 3.4 -7.2 2.7 2.1 -8.5
PBE0 11.0 3.2 -7.3 2.1 0.9 -9.3
PBEsol 1.0 -3.3 —‡ 0.6 -2.4 —‡
HSEsol 6.9 0.7 -10.5 2.0 1.7 -9.7
PBEsol0 7.1 1.2 -10.0 2.1 2.3 -9.1
!B97X† 12.9 3.8 -3.5 3.6 5.3 -4.4
† TOLINTEG = 7 7 7 7 16
‡ No stable enol form was found
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and from -11.8 to -3.5 kJmol−1 for POC. Noticeably, HSEsol and PBEsol0 yield
very similar values for each of the three crystals.
The calculations carried out using the restricted geometry optimization pro-
vide qualitatively the same results with respect to the ∆EKE energy ordering
(PYV3 > HC > POC), except for PBEsol0 and !B97X. Quantitatively there are
differences. For POC, the ∆EKE values increase in absolute values by as much
as 4.2 kJmol−1 when using B3LYP or the PBE-based functionals whereas the
differences are smaller than 1 kJmol−1 with the "solid state" evolution of PBE
or with !B97X. For PYV3, a restricted optimization disfavors the enol form in all
cases and by as much as 9 kJmol−1 using PBE0. Finally, in the case of HC the
results are more contrasted with increased (B3LYP, PBE, HSE06, HISS, PBE0)
or decreased (PBEsol, HSEsol, PBEsol0, !B97X) stability of the keto form.
Overall, B3LYP and the PBE-based functionals stabilize more the enol form
than the keto one when going from the restrained system to the fully relaxed
one, for all three crystals (see Figure S2). On the other hand, the PBEsol-based
functionals present the opposite behavior: stronger stabilization of K versus E.
!B97X displays no systematic trend. Owing to these non-systematic variations,
the full optimization procedure appears as the most reliable method.
Geometry Variations upon Enol-Keto Switching
Since for each anil, only one form was (dominantly) observed, these results
cannot be compared to experiment. On the other hand, they can be used to
determine a priori the structure of the other anil form, which could be obtained
upon triggering by external stimuli or by co-crystallization. Results presented
in Figure S3 show consistently that all the unit cell parameters do not vary in
the same way. Consequently, since one or two optimized parameters increase
(decrease) the resulting effect on the volume is a small variation, bounded to
-4% (with the exception of HC with B3LYP). Some trends are observed among
the XC functionals: (i) the B3LYP results are the most different ; (ii) the "sol"
functionals provide smaller variations than other ones for PYV3 and HC while it
is the opposite for POC ; and (iii) !B97X has again a contrasted behavior, with
values similar to the "sol" functionals (PYV3), similar to the PBE-based ones
(HC), and different (POC).
The variations of the bond lengths (Figure 3.5) display the alternating be-
havior characteristic of the enol to keto transformation with shortening of dO−C2
and dC1−C7 but lengthening of dC2−C1 and dC7−N, leading to negative variations
of the N- and C-ratios (Eqs. 3.1-3.2). Though the amplitudes of the E to K
geometrical variations are not exactly the same for the three compounds and the
different XC functionals, there are clear and consistent trends: dO−C2 decreases
by ∼0.06Å while the C1 –C7 bond is less shortened (∼0.04Å) ; similarly the
C2 –C1 bond is lengthened by ∼0.03Å and dC7−N almost equally increases. On
the other hand, the N–C8 bond length increases by 0.01Å only in POC, which
is attributed to the presence of an electron donating group in para position of
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the N–C8 bond.
All functionals display the same tendencies for the valence angles (Figure
S4): a small increase for C1 –C7 –N (maximum 2.5°) and about the double
for C7 –N–C8 (maximum 6°). Then, the C2 –O···N–C7 torsion angle changes
little, which is attributed to the locking action of the intramolecular H-bond.
Accordingly, the variation for PYV3 is barely larger than 2° and it is smaller for the
other crystals. Similarly, the C2 –C1 –C7 –N and C1 –C7 –N–C8 torsion angles
do not vary much with changes generally smaller than 2°. For the last two angles
describing either the torsion of the pyridine/phenyl ring with respect to the anil
part (C7 –N–C8 –C9) or the torsion between the two rings (C2 –C1···C8 –C9),
their variations are more difficult to describe since the rotation around the N–C8
bond is rather free (the only constraint being the ı-conjugaison). For PYV3 and
HC, those angles increase from E to K but they decrease for POC. In the three
cases, the amplitude of this variation is smaller than 5° for HC and POC whereas
smaller than 10° for PYV3. Finally, the variations of these torsion angles depend
not negligibly on the XC functional and the best consistency between the whole
set of functionals is observed for PYV3.
3.4 Conclusion
Periodic structure calculations have been performed using the Crystal14 pro-
gram together with a variety of DFT XC functionals to describe the structure
of salicylideneaniline (anil) molecular switches in the solid state. The first fo-
cus was on predicting the unit cell and intramolecular geometrical parameters
for three anil derivatives, i.e. the PYV3 and HC crystals, where the enol form
is dominant in the crystalline state at low temperature and the POC crystal,
which is mostly composed of the keto form. The best performance for the unit
cell parameters, in comparison with single crystal XRD data, is achieved with
XC functionals developed for the solid state (PBEsol and PBEsol0) as well as
with !B97X, which includes both short- and long-range Hartree-Fock exchange.
On the other hand, the differences between the functionals are much smaller
when considering the bond lengths and the valence angles so that the devi-
ations with respect to XRD data in the bond length alternations of the key
O–C––C–C––N–C (or O––C–C––C–N–C) ı-conjugated segment are smaller
than 0.02Å for PBEsol0 and !B97X. Moreover, the accuracy on the torsion
angles attains 2° or better, with the exception of the torsion angle determining
the position of the phenyl/pyridine ring. Similar trends are observed for the two
polymorphic co-crystals of PYV3 with fumaric or succinic acid. The second fo-
cus was the characterization of the changes of energy and structural parameters
when switching between the enol and keto forms. Only hydrid functionals cor-
rectly predict which form is the most stable in the crystalline state and, for such
a comparison, full geometry optimizations are shown preferable with respect to
restricted optimizations where the unit cell parameters are frozen. Still, all XC
79























































































































































































































Figure 3.5: Variation of the bond lengths for the E→K reaction, ∆ = d(K)−
d(E), as optimized with different XC functionals after full geometry optimization
with the 6-31G(d,p) basis set.
80
Bibliography Chapter 3. DFT Opt. Cryst. Anils
functionals consistently predict that PYV3 present a larger ∆EKE value than HC
and, as expected, both are larger than for POC. Then, the bond length changes
in the O–C––C–C––N–C (or O––C–C––C–N–C) ı-conjugated segment that
occur upon enol to keto transformation are similarly predicted by all functionals
and are consistent with the reversal of the single/double bonds pattern. Fi-
nally, the 6-31G(d,p) basis set has been shown to be adequate to describe these
variations of energy and geometrical structures.
Supplementary Information
Figures with the deviations of key angles optimized with different XC functionals
with respect to XRD data, the energy differences between the restricted (R-
OPT) and full (F-OPT) optimization schemes, and the variations of the unit cell
parameters and angles along the E→K reaction as optimized with different XC
functionals, see Appendix (App.) A.
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Abstract
The geometries of the enol (E) and keto (K) forms of a crystalline salicyli-
deneaniline molecular switch, (E)-2-methoxy-6-(pyridine-3-yliminomethyl)phenol
(PYV3), have been determined using periodic DFT calculations with a variety
of XCFs. They are compared to X-ray diffraction (XRD) data as well as to
geometries obtained using empirical dispersion energy in the form of the second
iteration of Grimme’s scheme either with its original parameters (DFT-D2) or
with parameters revised for the solid state (DFT-D∗). Using DFT, a good agree-
ment with experiment on the unit cell parameters is achieved with the PBEsol,
PBEsol0, and !B97X XCFs. DFT-D2 overcontracts the unit cell with all consid-
ered XCFs, whereas DFT-D∗ lessens this effect thus allowing B3LYP, PBE, and
PBE0 to achieve reasonable agreement with respect to XRD data. When con-
sidering molecular geometries both DFT and DFT-D∗ are in agreement on bond
lengths, both systematically underestimating (overestimating) the length of the
single (double) bonds (within 0.003Å), and on valence angles attaining differ-
ences of 2° with respect to XRD data. The error on torsion angles are less spread
out with DFT-D∗ (averaging 1°) than DFT for which only PBEsol, PBEsol0, and
!B97X perform well. Finally, the relative keto-enol energies, ∆EKE, have been
calculated, showing that the inclusion of dispersion energy stabilizes more the
keto form than the enol one. This results in the PBE and PBEsol XCFs wrongly
predicting the keto form as the most stable form.
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4.1 Introduction
Thermochromic and photochromic compounds have been extensively studied
and still attract a lot of attention as they have many potential applications.1–8
With the focus moving from the liquid phase to the more practical solid one,
computational methods well set for quantum calculations of inorganic solids are
now being challenged by the molecular crystalline state. In particular, accurate
description of the intramolecular parameters (defined by the fractional coordi-
nates of the asymmetric unit) and the intermolecular ones (defined by the unit
cell parameters) is required as a starting point for the prediction and study of
their properties. Density functional theory (DFT) was recently shown to be an
efficient tool granted that the appropriate exchange-correlation functional (XCF)
is used.9,10 In Ref. [9], Ruggiero and co-workers have assessed the reliability of a
range of XCFs for the optimization of three pyridine carboxylic acid crystals and
they have highlighted the performances of !B97X.11 Then in Ref. [10], we have
shown the effectiveness of three XCFs (HSEsol,12 PBEsol0, and !B97X11) to
optimize the molecular and crystal structures of three salicylideneanilines. Still,
with respect to the XCFs used so far, for a precise description of the solid state,
modifications can be made to DFT by adding London dispersion interactions to
the DFT energy (Equation (Eq.) 4.1) in the form of empirical terms as proposed
by Grimme.13
EDFT-D = EDFT + Edisp (4.1)
where Edisp is the empirical dispersion energy. We consider the second iteration
of that scheme, containing less empirical parameters than the first one, and










with the first summation running over all lattice vectors, g , and the second one
running over all atom pairs (excluding the self-interaction case, when i = j for
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dispersion coefficient for the i j pair, Ri j;g is the distance between atom i in the
reference cell (g = 0) and atom j in the cell g , and fdmp (Ri j;g ) is a damping
function:










In the latter expression, Rvdw is the sum of the van der Waals radii of the i
and j atoms and d defines the steepness of the function. Since this scheme
was parameterized for clusters, Ugliengo and coworkers proposed to scale the
coefficients published by Grimme in order to better describe the dispersion energy
in molecular crystals, leading to DFT-D∗ (these modifications include a decrease
of the scaling factor by a factor 0.95 and a scale up of the atomic van der
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Waals radii by 1.05 and 1.30 for heavy and hydrogen atoms, respectively).14
This modification results in smaller dispersion energies.
In this paper, we aim at evaluating the effects of adding these empirical
dispersion energy terms (DFT-D2 and DFT-D∗) on the optimized geometrical
parameters of a molecular crystal from the salicylideneanilines family, (E)-2-
methoxy-6-(pyridine-3-yliminomethyl)phenol (PYV3, Figure (Fig.) 4.1). This
compound is in fact a molecular switch that can commute between an enol
(E) and a keto (K) form, so that our second focus is on the relative energies
between these two forms. These theoretical predictions performed with DFT-D2
and DFT-D∗ XCFs are compared to X-ray diffraction (XRD) data as well as to
those predictions obtained with more traditional DFT functionals.10 The Paper
is organized as follows: next Section summarizes the key computational aspects
(additional details can be found in Ref. [10]); Section 4.3 presents and discusses











Figure 4.1: Structure and keto-enol equilibrium of the studied salicylideneani-
line: (E)-2-methoxy-6-(pyridine-3-yliminomethyl)phenol (PYV3). Key bonds
and atoms for characterizing the geometries are highlighted on the enol structure.
4.2 Computational Aspects
Calculations were performed with the Crystal14 package15 using various XCFs:
B3LYP,16 PBE,17 PBE0,18 PBEsol,19 PBEsol0, and !B97X11 with and without
including London dispersion interactions. This is achieved by using the empirical
dispersion corrections due to Grimme.13 First, the original parameters were em-
ployed (DFT-D2), then those revised for the crystalline state (DFT-D∗).14 The
steepness d of the damping function was set to 20 and a cutoff distance of 25Å
was set for the lattice summations. The default integration grid was used; the
truncation criteria for the bielectronic integrals (TOLINTEG keyword) were set to
8 8 8 8 16 for all XCFs, except for !B97X: 7 7 7 7 16; the maximum order of
the shell multipole is kept to the default, as well as all convergence criteria for
both the SCF cycles and the optimization. A Pack-Monkhorst shrinking factor
of 6 was used, yielding 64 integration points in the irreductible Brillouin zone.
Pople’s 6-31G(d,p) basis set was used as taken from Basis Set Exchange.20,21
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4.3 Results and Discussion
4.3.1 Crystal Structures and Molecular Geometries
First the optimized structures of PYV3 obtained using the three "levels" of DFT,
i.e. DFT, DFT-D2, and DFT-D∗, and a selection of XCFs are compared to X-ray
diffraction (XRD) data obtained at 105K, corresponding to the enol form.22 The
focus is set first on the unit cell volumes (Table 4.1) and the unit cell parameters
(Fig. 4.2), then on key bond lengths and angles (Fig. 4.3 and 4.4).
On the unit cell volume, using the reference DFT XCFs yield either large
errors with respect to XRD data (B3LYP 17%, PBE 12%, and PBE0 11%) or
volumes within a satisfying range (≤2%): PBEsol <−1%, PBEsol0 <−1%,
!B97X <−2%. Then, the addition of empirical dispersion energy leads overall
to smaller unit cell volumes. In the case of DFT-D2, the unit cells are over-
contracted, meaning relative errors ranging from −15 to −8%, while the DFT-
D∗ results tone down this effect to provide volumes either in closer agreement
with the experimental values for those XCFs performing poorly with DFT (B3LYP
−5%, PBE −3%, and PBE0 −6%), or still over-contracting the unit cell volume
for PBEsol, PBEsol0, and !B97X (errors between −11.6 and −11.2%).
Table 4.1: Differences of unit cell volume [∆V = V (E)− V (XRD), in Å3, and
∆V =V = ∆V =V (XRD), in %] as calculated with different XCFs and models for
PYV3. The 6-31G(d,p) basis set was applied for all calculations.
Method DFT DFT-D2 DFT-D∗
B3LYP 189.0 (17.2%) −112.9 (−10.3%) −52.3 (−4.8%)
PBE 129.4 (11.8%) −89.3 (−8.1%) −36.2 (−3.3%)
PBE0 117.3 (10.7%) −112.3 (−10.5%) −61.1 (−5.6%)
PBEsol −5.2 (−0.5%) −169.3 (−15.4%) −122.9 (−11.2%)
PBEsol0 −7.0 (−0.6%) −170.5 (−15.5%) −127.2 (−11.6%)
!B97X1 −21.9 (−2.0%) −163.4 (−14.9%) −124.9 (−11.4%)
1 TOLINTEG = 7 7 7 7 16
Figure 4.2 shows the unit cell parameters (a, b, and c) variations with respect
to XRD data. When using conventional DFT XCFs (B3LYP, PBE, and PBE0)
variations on the unit cell parameters, Fig. 4.2a, all are positive (except for PBE)
and larger than 3%. On the other hand, when using XCFs optimized for the solid
state (PBEsol and PBEsol0) as well as !B97X the differences with respect to
XRD data are smaller than 3% and not systematically positive (leading to error
cancellation on the estimated unit cell volume, e.g. for PBEsol: the error on a,
−2.7%, is partially cancelled by the one of b, 1.9%, while c is fairly accurate,
0.5%).
In the case of DFT-D∗, Fig. 4.2b, the a parameter is strongly underestimated
(errors between −6 and −10%) for all XCFs while the errors on b are positive
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(except for !B97X) allowing for error compensations on the volume when c is
accurate (between −0.8 and 0.4%): B3LYP, PBE, and PBE0. This explains
why the volume is closer to experiment with these three functionals (−5.6 to
−3.3%) than with PBEsol, PBEsol0, and !B97X (−11.6 to −11.2%). Indeed,
for the latter XCFs, the errors on the a and c parameters are both negative
(−2.3 to −3.1%) and are not compensated by the errors on b. Finally, the
DFT-D2 model, Fig. 4.2c, results in strong and systematic underestimations of
all parameters, ranging from −2.5 to −7.7%. A distinction can be made for the
a parameter as determined with B3LYP, PBE, and PBE0 for which the error is
smaller, ∼3%, than with the other XCFs, ∼7%, while the errors for b and c are
similar among the XCFs. This results in B3LYP, PBE, and PBE0 volumes that
are slightly better than the PBEsol, PBEsol0, and !B97X ones.
Accurate unit cell parameters constitute a good starting point for further
investigations of thermodynamical or optical properties, at least, as long as the
bond lengths and angles are also accurately modelled. Fig. 4.3 shows the varia-
tions with respect to XRD data for key bond lengths along the O–C2 –C1 –C7 –N-
–C8 path (Fig. 4.1). Moreover, two bond length ratios are considered, the N-









The comparison to experiment is not presented for DFT-D2 since we have
shown above its poor reliability for the unit cell parameters. Fig. 4.3a, for DFT,
and 4.3b, for DFT-D∗, highlight the systematic underestimation (overestimation)
of the single (double) bond lengths, with the exception of C1 –C7 and C7 ––N
with !B97X. Still, in the worst cases, these errors are smaller than 0.025Å and
generally of the order of 0.01Å. This results in slightly too small N-/C-ratios,
especially in the case of the two GGA XCFs, PBE and PBEsol, whereas the
!B97X’s ratios are slightly positive. The DFT-D∗ results are extremely similar
to the DFT ones since the differences do not exceed 0.003Å. This affects the
ratios by about the same amount.
As for the valence and torsion angles, the variations with respect to XRD data
are presented in Fig. 4.4 for two valence angles (C1 –C7 –N and C7 –N–C8), the
three torsion angles involving the C7 ––N bond (C2 –C1 –C7 –N, C1 –C7 –N–C8,
and C7 –N–C8 –C9), one torsion angle associated with the H-bond (C2 –O–N-
–C7), and one torsion angle describing the global torsion of the molecule (C2 –C1-
–C8 –C9). Like previously, only DFT and DFT-D∗ results are discussed (Fig.
4.4a and 4.4b, respectively). The absolute errors on the valence angles are within
the [−2°;2°] range for all XCFs and both types of DFT levels (∼2° of relative
error). Then, for the torsion angles, in the case of DFT without dispersion, they
are systematically underestimated, except for !B97X. Furthermore, the error on
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Figure 4.2: Differences (in %) between the optimized unit cell parameters and
the XRD values as a function of the XCF, ∆ = [X(Calc.)−X(XRD)]=X(XRD):
(a) with DFT; (b) with DFT-D∗; and (c) with DFT-D2. The XRD values are
given on the top of each figure. The 6-31G(d,p) basis set was employed for all
calculations.
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Figure 4.3: Differences between the bond lengths of the optimized structure
and of the XRD data as a function of the XRD, ∆ = [d(DFT)− d(XRD)]: (a)
with DFT and (b) with DFT-D∗. The XRD values are given on the top of each
figure. The 6-31G(d,p) basis set was employed for all calculations.
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the molecular torsion (angle C2 –C1 –C8 –C9) and, to a smaller extent on the
angle C7 –N–C8 –C9, is quite large for those XCFs that poorly perform for the
unit cell parameters (with errors ranging between −5.7° and −10.5° for B3LYP,
PBE, and PBE0) whereas for the other XCFs (PBEsol, PBEsol0, and !B97X),
the deviations are much smaller: −3.1°, −3.1°, and −1.0°, respectively. This
highlights the key role of the torsion angles on the unit cell parameters or, in
other words, their interdependence. It is however difficult to tell which one is
the driving force and creates a bias on the other quantity.
When using the DFT-D∗ model, the amplitude of the errors is greatly reduced
compared to standard DFT, in particular for B3LYP, PBE, and PBE0. Note
that the scale of Fig. 4.4a for DFT goes from −12 to 4° while that of Fig.
4.4b for DFT-D∗, from −2 to 4°. For DFT-D∗, the errors on the torsion angles
are mainly positive, except for the C1 –C7 –N–C8 angle. For the important
molecular torsion (C2 –C1 –C8 –C9), the error is around 1° for all XCFs, except
for PBE0 (<1°) and !B97X (2°), which is on par with the errors of PBEsol,
PBEsol0, and !B97X with DFT for the same angle. Accurate molecular torsions
are obtained in parallel with accurate unit cell parameters but the molecular
torsion is not the only criterion to satisfy.
4.3.2 Keto-Enol Energies
After investigating the geometrical structures, the effect of these methods on the
relative energy of the keto and enol forms is analyzed (Table 4.2). Experimentally,
only the enol form of PYV3 is observed both at low and room temperatures by
XRD, i.e. the enol form (E) is more stable than the keto one (K). The relative
energy, ∆EKE = E(K)−E(E), is thus expected to be positive. Table 4.2 shows
the relative energies computed with the selected XCFs. Although ∆EKE varies
significantly depending on the XCF, all DFT values are positive, ranging from
3 to 13 kJ/(mol of asymmetric unit), in agreement with experiment. When
adding dispersion energy, the keto form is more stabilized than the enol one
so that the relative ∆EKE energy gets less positive, if not negative like in the
case of PBE and PBEsol [−2.5 and −2.7 kJ/(mol asym. unit) for DFT-D2 and
−1.3 and −1.9 kJ/(mol asym. unit) for DFT-D∗, respectively]. Since we know
from experiment that ∆EKE is positive, these two XCFs are not considered any
further. DFT-D2 values, ranging from 2.7 to 10.2 kJ/(mol asym. unit), vary little
from the DFT-D∗ ones (ranging from 3.4 to 9.9 kJ/(mol asym. unit)). Still, as
expected, the dispersion energies obtained with DFT-D2 are larger than with
DFT-D∗, which favors the keto form thus decreasing the relative energy ∆EKE
(with the exception of !B97X). The K/E Boltzmann distributions at 298.15K
are then analyzed to further quantify the effects of the dispersion energy. In the
case of !B97X, barely no change is observed, with keto population increasing
from 1% with DFT to 2% with DFT-D2/D∗. The effects are much larger for
the other functionals, and they correspond to at least a 10% increase of the
keto form upon adding dispersion, i.e. from 1% to 14% for PBE0, from 3% to
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Figure 4.4: Differences between the angles of the optimized structure and of
the XRD data as a function of the XCF, ∆ = [a(DFT) − a(XRD)]: (a) with
DFT and (b) with DFT-D∗. The XRD values are given on the top of each figure.
The 6-31G(d,p) basis set was employed for all calculations.
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25% for B3LYP, and from 5% to 20% for PBEsol0.
Table 4.2: Keto-enol energy differences [∆EKE = E(K) − E(E), in kJ/(mol
asym. unit)] as calculated with different XCFs for PYV3. The percentage of keto
calculated using Boltzmann’s distribution at 298.15K is given in parentheses.
The 6-31G(d,p) basis set was employed in all calculations.
Method DFT DFT-D2 DFT-D∗
B3LYP 8.3 (3%) 2.7 (25%) 3.4 (20%)
PBE 2.6 (26%) −2.5 (73%) −1.3 (63%)
PBE0 11.0 (1%) 4.5 (14%) 5.3 (11%)
PBEsol 1.0 (40%) −2.7 (75%) −1.9 (68%)
PBEsol0 7.1 (5%) 3.4 (20%) 4.0 (17%)
!B97X1 12.9 (1%) 10.2 (2%) 9.9 (2%)
1 TOLINTEG = 7 7 7 7 16
4.4 Conclusions
Density functional theory has been challenged for the geometry optimization
of molecular switches in their solid crystalline state. By performing comparisons
with X-ray diffraction (XRD) data, a recent contribution10 has demonstrated that
HSEsol,12 PBEsol0, and !B97X11 can already be effective but, in this work, one
has questioned whether the addition of empirical dispersion energy, as proposed
by Grimme,13 could not further improve these results. First, we have shown
that the use of the original dispersion parameters (DFT-D2) overcontracts the
unit cell for the selected XCFs (B3LYP,16 PBE,17 PBE0,18 PBEsol,19 PBEsol0,
and !B97X). On the other hand, the down-scaled parameters proposed for the
solid state (DFT-D∗)14 decrease this effect so that the B3LYP, PBE, and PBE0
XCFs achieve, for the unit cell volume, a rather good agreement with XRD
data, though, mostly due to error compensations. Looking at the molecular
geometries, the main conclusions are i) the inclusion of dispersion energy has
almost no effect on the bond lengths, though systematically underestimating
(overestimating) the length of the single (double) bonds, with the maximum
difference between DFT and DFT-D∗ attaining 0.003Å; ii) the valence angles
are also barely affected when using DFT-D∗ compared to DFT with relative errors
with respect to XRD data of 2% or less in both cases; and iii) in the case of the
torsion angles, the use of DFT-D∗ XCFs improves the results since the variations
with respect to XRD data are less spread out. The average errors with DFT-D∗
are of the order of 1° whereas with the DFT ones, only the PBEsol, PBEsol0,
and !B97X XCFs perform well. This means that an accurate description of
the unit cell parameters leads to accurate molecular torsions but that accurate
molecular torsions do not constitute a sufficient condition to fully describe the
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intermolecular interactions, and to reproduce the XRD unit cell. Finally, for all
XCFs, the relative keto-enol energies ∆EKE have been calculated, showing that
the inclusion of dispersion stabilizes more the keto form than the enol one. As a
consequence, the PBE and PBEsol XCFs incorrectly predict that the keto form
is the most stable. On the other hand, with the exception of !B97X, the other
functionals predict a decrease of ∆EKE but it remains positive. All these results
and conclusions tend to argue that the PBEsol0 and !B97X XCFs are reliable
to predict molecular crystal structures and that there is no clear advantage of
using empirical energy dispersion corrections as they were originally proposed13
or later reparameterized for solids.14
Acknowledgments
This work was carried out thanks to funding of "Actions de Recherche Con-
certées" (ARC) de la Direction générale de l’Enseignement non obligatoire et
de la Recherche scientifique - Direction de la Recherche scientifique - Commu-
nauté française de Belgique, under convention No.15/20-068. This research
used resources of the "Plateforme Technologique de Calcul Intensif (PTCI)"
(http://www.ptci.unamur.be ) located at the University of Namur, Belgium,
which is supported by the F.R.S.-FNRS under the convention No. 2.5020.11.
The PTCI is a member of the "Consortium des Équipements de Calcul Intensif
(CÉCI)" (http://www.ceci-hpc.be ). The authors thank Andrea Carletta for our
discussions.
Bibliography
(1) Organic Photochromic and Thermochromic Compounds; Crano, J. C.,
Guglielmetti, R. J., Eds.; Plenum: New York, NY, 1998.
(2) Kawata, S.; Kawata, Y. Three-Dimensional Optical Data Storage Using
Photochromic Materials. Chem. Rev. 2000, 100, 1777–1788.
(3) Hadjoudis, E.; Mavridis, I. M. Photochromism and Thermochromism of
Schiff Bases in the Solid State: Structural Aspects. Chem. Soc. Rev.
2004, 33, 579–588.
(4) Amimoto, K.; Kawato, T. Photochromism of Organic Compounds in the
Crystal State. J. Photochem. Photobiol. C Photochem. Rev. 2005, 6,
207–226.
(5) Molecular Switches; Feringa, B. L., Browne, W. R., Eds.; Wiley-VCH
Verlag GmbH & Co. KGaA: Weinheim, Germany, 2011, DOI: 10.1002/
9783527634408.
(6) Tautomerism: Methods and Theories; Antonov, L., Ed.; Wiley-VCH:
2013.
98
Bibliography Chapter 4. DFT-D Opt. Cryst. Anils
(7) Tautomerism: Concepts and Applications in Science and Technology ;
Antonov, L., Ed.; WILEY-VCH: 2016.
(8) Padalkar, V. S.; Seki, S. Excited-State Intramolecular Proton-Transfer
(ESIPT)-Inspired Solid State Emitters. Chem. Soc. Rev. 2016, 45, 169–
202.
(9) Ruggiero, M. T.; Gooch, J.; Zubieta, J.; Korter, T. M. Evaluation of
Range-Corrected Density Functionals for the Simulation of Pyridinium-
Containing Molecular Crystals. J. Phys. Chem. A 2016, 120, 939–947.
(10) Quertinmont, J.; Carletta, A.; Tumanov, N. A.; Leyssens, T.; Wouters,
J.; Champagne, B. Assessing density functional theory approaches for
predicting the structure and relative energy of salicylideneaniline molec-
ular switches in the solid state. J. Phys. Chem. C 2017, 121, 6898–6908,
DOI: 10.1021/acs.jpcc.7b00580.
(11) Chai, J.-D.; Head-Gordon, M. Systematic Optimization of Long-Range
Corrected Hybrid Density Functionals. J. Chem. Phys. 2008, 128, 084106,
DOI: 10.1063/1.2834918.
(12) Schimka, L.; Harl, J.; Kresse, G. Improved Hybrid Functional for Solids:
The HSEsol Functional. J. Chem. Phys. 2011, 134, 024116.
(13) Grimme, S. Semiempirical GGA-type Density Functional Constructed
with a Long-Range Dispersion Correction. J. Comput. Chem. 2006, 27,
1787–1799, DOI: 10.1002/jcc.20495.
(14) Civalleri, B.; Zicovich-Wilson, C. M.; Valenzano, L.; Ugliengo, P. B3LYP
augmented with an empirical dispersion term (B3LYP-D*) as applied to
molecular crystals. CrystEngComm 2008, 10, 405–410, DOI: 10.1039/
B715018K.
(15) Dovesi, R.; Orlando, R.; Erba, A.; Zicovich-Wilson, C. M.; Civalleri, B.;
Casassa, S.; Maschio, L.; Ferrabone, M.; De La Pierre, M.; D’Arco, P.;
Noël, Y.; Causà, M.; Rérat, M.; Kirtman, B. CRYSTAL14: a Program for
the Ab Initio Investigation of Crystalline Solids. Int. J. Quantum Chem.
2014, 114, 1287–1317.
(16) Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch, M. J. Ab Initio
Calculation of Vibrational Absorption and Circular Dichroism Spectra
using Density Functional Force Fields. J. Phys. Chem. 1994, 98, 11623–
11627.
(17) Perdew, J. P.; Burke, K.; Ernzerhof, M. Generalized Gradient Approxi-
mation Made Simple. Phys. Rev. Lett. 1996, 77, 3865–3868.
(18) Adamo, C.; Barone, V. Toward Chemical Accuracy in the Computation
of NMR Shieldings: the PBE0 Model. Chem. Phys. Lett. 1998, 298,
113–119.
99
Bibliography Chapter 4. DFT-D Opt. Cryst. Anils
(19) Perdew, J. P.; Ruzsinszky, A.; Csonka, G. I.; Vydrov, O. A.; Scuseria,
G. E.; Constantin, L. A.; Zhou, X.; Burke, K. Restoring the Density-
Gradient Expansion for Exchange in Solids and Surfaces. Phys. Rev.
Lett. 2008, 100, 136406.
(20) Feller, D. The Role of Databases in Support of Computational Chemistry
Calculations. J. Comput. Chem. 1996, 17, 1571–1586.
(21) Schuchardt, K. L.; Didier, B. T.; Elsethagen, T.; Sun, L.; Gurumoorthi,
V.; Chase, J.; Li, J.; Windus, T. L. Basis Set Exchange: A Community
Database for Computational Sciences. J. Chem. Inf. Model. 2007, 47,
1045–1052.
(22) Carletta, A.; Buol, X.; Leyssens, T.; Champagne, B.; Wouters, J. Poly-
morphic and Isomorphic Cocrystals of a N-Salicylidene-3-aminopyridine
with Dicarboxylic Acids: Tuning of Solid-State Photo- and Thermochromism.
J. Phys. Chem. C 2016, 120, 10001–10008.
100
CHAPTER 5





ChemPhysChem 2019, 20, 2434-2442
Jean Quertinmont†, Tom Leyssens‡, Johan Wouters†, & Benoît Champagne†
† Unité de Chimie Physique Théorique et Structurale, Chemistry Depart-
ment, University of Namur, 61 rue de Bruxelles, B-5000 Namur, Belgium
‡ Institute of Condensed Matter and Nanosciences, Université Catholique de
Louvain, 1 Place Louis Pasteur, B-1348 Louvain-La-Neuve, Belgium
All calculations, their analysis, and the writing of the first draft were performed
by J.Q. The discussion on the torsion of the anil was added post publication and
the scheme 5.2 was edited in consequence.
101
Chapter 5. Co-Cryst.: Geom. & Energy
Abstract
This work aims at better understanding the complex effects of co-crystallization
on a single salicylideneaniline molecular switch, (E)-2-methoxy-6-(pyridine-3-
yliminomethyl)phenol (PYV3), which can tautomerize between an enol and a
keto form. A combination of periodic boundary conditions DFT and molecular
wavefunction calculations has been adopted for examining a selection of PYV3
co-crystals, presenting hydrogen bonds (H-bonds) or halogen bonds (X-bonds),
for which X-ray diffraction data are available. Three aspects are targeted: i) the
energy (H-bond strength, enol to keto relative energy, and geometry relaxation
energies), ii) the geometrical structure (PYV3 to co-crystal and enol to keto ge-
ometrical variations), and iii) the electron distribution (PYV3 to co-crystal and
enol to keto Mulliken charge variations). These allow i) explaining the preference
for forming H-bonds with the nitrogen of the pyridine of PYV3 with respect to
the oxygens and the importance of the crystal field, ii) distinguishing the pecu-
liar behavior of the SulfonylDiPhenol (SDP) coformer, which stabilizes the keto
form of PYV3, iii) describing the relative stabilization of the enol form upon
co-crystallization (with the exception of SDP) and therefore iv) substantiating
the co-crystallization-induced reduction of thermochromism observed for several
PYV3 co-crystals.
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5.1 Introduction
In order to tune solid state properties of organic and inorganic compounds, many
methods have been developped, such as doping1–4 or substitution.5–9 Among
them, co-crystallization, i.e. the crystallization of at least two different com-
pounds together, is studied in both medicinal10–13 and materials science.14–20 For
the latter, it has been used to optimize optical properties such as absorption,16
fluorescence,19 phosphorescence,14,20 and second harmonic generation.15,17,18
Although any non-bonded interaction can be used to generate co-crystals (e.g.
ı-ı stacking, Coulombic interactions, etc), directional interactions —hydrogen
and halogen bonds (denoted H-bonds and X-bonds, respectively)— allow for a
better control over the interactions found in the resulting co-crystals. Previously,
some of us have shown experimentally that co-crystallization affects the thermo-
and photochromic behaviors of N-salicylideneanilines (or anils), depending on
the coformer (the secondary compound).21–23 Anils are dynamical compounds,
whose color changes when triggered by external stimuli.24–26 They are able to
switch between an enol (E) and a keto (K) form and each ought to be affected
differently by the coformer. This work aims at evaluating and understanding the
influence of the two classes of coformers, those forming H-bonds and those mak-
ing X-bonds by employing quantum chemistry methods and by focusing on the
relative energies, the geometries, and the Mulliken charges of a selected anil, (E)-
2-methoxy-6-(pyridine-3-yliminomethyl)phenol (PYV3, see Scheme 5.1a). The
H-bond coformers, succinic acid (SA), fumaric acid (FA), dihydroxylbiphenyl
(DHBP), and sulfonyldiphenol (SDP), are shown Schemes 5.1b, c, d, and e, re-
spectively. The X-bond coformers are 1,4-diiodo-octafluorobutane (I2but), 1,4-
diiodotetrafluorobenzene (I2F4), and 1,3,5-triiodo-2,4,6-trifluorobenzene (I3F3),
and are given in Schemes 5.1f, g, and h, respectively.
This paper is organized as follows. In the next Section, the computational
details are described. Section 5.3 first analyzes the two H-bond interaction sites
of PYV3. Then, the effect of co-crystallization on the energies is broken down,
followed by its geometrical changes and the analysis of the Mulliken charges,
before ending with the conclusions.
5.2 Methods and Computations
Full geometry optimizations (including of the unit cell parameters) and total
energy calculations were performed with the Crystal14 package27 using peri-
odic boundary conditions (PBC) with density functional theory (DFT). Charge
distribution calculations were carried out with the latest Crystal17 package.28
As we have shown in previous works (see Ref. [29] and [30]), the PBEsol0
exchange-correlation functional (XCF) (based on PBEsol31 with 25% of exact
exchange) in combination with Pople’s 6-31G(d,p) basis set (as taken from Basis
Set Exchange32,33) is an efficient method to reproduce the unit cell parameters
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Scheme 5.1: Structures of the compound and coformers under investigation,
(a) anil and its enol-keto equilibrium; coformers interacting by H-bonding (b)-(e)
or X-bonding (f)-(h).
and molecular geometry of salicylideneanilines as obtained by single crystal X-
ray diffraction. The PBEsol0 XCF does not require adding empirical dispersion
corrections to perform well since it has been tailored to crystals (see Ref. [30]
for more details on that particular issue and Ref. [31] for the details on the elab-
oration of the PBEsol0 XCF). Iodine atoms were described with the LANL2DZ
effective core potential and basis set, as taken from Basis Set Exchange.32,33
The default convergence parameters were used with a shrinking factor of the
irreducible Brillouin zone of 6 (yielding between 64 and 112 k-points of integra-
tion) and tolerance criteria for the exchange and correlation integrals (TOLINTEG
keyword) of "8 8 8 8 16". More details on the Crystal14 calculations are given
in Ref. [29]. Note that these calculations deal with the limiting or pure forms
of the anils, where 100% of the molecules adopt the enol or the keto form. So,
these PBC calculations do not account for disorder or for any dynamical effects.
Gas phase potential energy scans were generated and analyzed with the Draw-
Mol suite34 and performed at the MP2/aug-cc-pVDZ level of approximation
using the Gaussian16 package.35
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5.3 Results and Discussion
The combination of PYV3 with the 7 selected coformers (see Scheme 5.1) has
yielded 8 co-crystals, for which Figure 5.1 shows the main intermolecular interac-
tion(s) between PYV3 and each coformer. The asymmetric units are composed
of one molecule of PYV3 and one coformer, except I3F3. In the later case,
it contains two molecules of PYV3 and one molecule of coformer: one PYV3
interacts through both the N2 and the O1 and O2 atoms (I3F3-O), while the
second PYV3 interacts only through N2 (I3F3-N) (see Scheme 5.2 for the atom
numbering and Figure 5.1h for the representation of I3F3-N/-O). In all cases,
the nitrogen of the pyridine moiety (N2) interacts with the coformer either by
H-bonding or by X-bonding. Fumaric acid yielded two polymorphic co-crystals,
noted FA1 and FA2, the former being isostructural to the SA co-crystal. The
second and last stand-out co-crystal is SDP as it interacts through both the N2
nitrogen and the O1 and O2 oxygen atoms. Comparing the optimized structures
with the single crystal X-ray diffraction (XRD) data (taken from the Cambridge
Structural Database,36 CSD refcodes EDEQAG01 (PYV3), IRALUK (PYV3·FA
1), IRALUK01 (PYV3·FA 2), IRAMEV (PYV3·SA), JOBROK (PYV3·DHBP),
JOBRUQ (PYV3·SDP), NINMAB (PYV3·I2but), SEDFIT (PYV3·I2F4), and
NINPIM (PYV3·I3F3)), the root mean square deviation averaged over all crys-
tals amounts to 0.398Å (2.7%) for the unit cell lengths, 1.90° (2.0%) for the unit
cell angles, and 29.0 Å3 (1.9%) for the unit cell volumes. The averaged RMSD
on the bond lengths that do not contain hydrogen atom amounts to 0.013Å.
Overall, the optimized structures are in good agreement with experiment and







Scheme 5.2: Atom numbering of PYV3.
5.3.1 Interaction Sites of PYV3
All coformers interact with the N2 atom of PYV3 while only two interact with its
oxygens. To elucidate the situation observed for H-bonding systems, a molecule
of hydrofluoric acid, H–F (bond length sets to 0.917Å), was used as a rigid
probe to compare both interaction sites (Figure 5.2a). The geometry of PYV3
was kept fixed to the one obtained from its crystal optimization geometry. Figure
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(a) FA121 (b) FA221
(c) SA21 (d) DHBP37,38
(e) SDP37,38 (f) I2but23
(g) I2F422,23 (h) I3F3 with I3F3-N on the right and
I3F3-O on the left23
Figure 5.1: Representation of the PYV3-coformer synthons as ex-
tracted from the co-crystal structure optimized at the PBC/PBEsol0/6-
31G(d,p)/I(LANL2DZ) level of approximation. The enol form was considered
for all co-crystals. The corresponding references to the X-ray diffraction struc-
tures are also provided.
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5.2b shows the N2···HF scans for both the enol and keto forms while Figures
5.2c and 5.2d show the corresponding 2D scans for the oxygens, respectively. On
the N2 scans, both the enol and keto forms have their minimum at 1.74Å. The
stabilization energy for the enol amounts to 52 kJmol−1 while for the keto form,
it is slightly smaller, by 3 kJmol−1. For both the enol and keto forms, the probe
molecule interacts more strongly with the oxygen involved in the intramolecular
H-bond, O1, than the one from the methoxy group, O2. Consequently, for
the enol form, the minimum on the potential energy surface is characterized
by a O1 –H distance of 1.81Å, in comparison to 2.60Å for O2 –H. For the
keto form, the first distance gets even smaller with a dO1−H value of 1.72Å
while dO2−H = 2:63Å. Thus, for the keto, the HF probe gets closer to O1 (by
0.09Å) and further to O2 (by 0.03Å), and subsequently, its stabilization energy
gets larger than for the enol, −54 kJmol−1 vs. −42 kJmol−1. Comparing both
acceptor sites, for the enol form, the interaction with the probe is stronger with
the nitrogen than with the oxygen pair, by 10 kJmol−1. By opposition, in the
case of the keto, the H-bonding with the oxygens leads to more stable situations
than with the nitrogen, by 15 kJmol−1. The same conclusions can be drawn
for the X-bond interactions (probed with CF3I, see Figure B.1 in the Supporting
Information): the enol form favors the interaction on N2 with respect to the
oxygens (by 5 kJmol−1) while it is the opposite for the keto form (by 7 kJmol−1).
5.3.2 Relative Energy of the Enol and Keto Forms
The accurate determination of the correct enol/keto proportion remains an im-
portant challenge as shown by some of us in a study focusing on the evaluation
of the enol/keto ratio in solution by combining TDDFT simulations of absorption
spectra with experiment (Ref [39]). Table 5.1 shows the enol to keto relative en-
ergies per asymmetric unit, ∆Eas.u.EK = [E
cell
K − EcellE ]=[number of as.u. per cell],
for PYV3 and its co-crystals (as obtained after crystal geometry optimization).
With the exception of PYV3·SDP, the enol crystals are more stable than the keto
ones: ∆Eas.u.EK > 0. Then, the switching process requires more energy for the co-
crystals than for the PYV3 crystal (ignoring the kinetics): ∆Eas.u.EK [co-crystals] >
∆Eas.u.EK [PYV3], highlighting the role of the coformer to stabilize the enol form
and/or destabilize the keto one. These results are in agreement with the exper-
imental evidence that the thermochromism is reduced in FA1, FA2, and SA.21
For SDP, the keto co-crystal is more stable than the enol one, by 15 kJmol−1, in
agreement with XRD data where the major observed form is the keto at both low
(105(2)K) and room (293(2)K) temperatures.37 ∆Eas.u.EK of FA2 is smaller by a
marginal amount, 0.5 kJmol−1, with respect to FA1. Another noticeable value
is that of I3F3 with the largest ∆Eas.u.EK (31.1 kJmol
−1), which also corresponds
to the asymmetric unit containing not one but two PYV3 (so two PYV3 enols
are switching to the keto form). In this particular case, the average switching
energy per chromophore is 15.5 kJmol−1 which is well within the trend of the
other co-crystals.
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Figure 5.2: Potential energy scans for the PYV3[PYV3]···H–F complex using a
H–F molecule as a probe, computed at MP2/aug-cc-pVDZ level of approxima-
tion. (a) sketch of the molecules and interactions with H–F for the N2 (along
the blue arrow) and O1 and O2 (along the red arrows); (b) N2···HF potential
energy scans, for the enol, the minimum is at (1.74Å, −51.6 kJmol−1) while
for the keto, at (1.74Å, −49.0 kJmol−1); (c) O1···HF and O2···HF 2D potential
energy scans for the enol form, minimum at (1.81Å, 2.60Å, −41.6 kJmol−1)
and (d) for the keto form, minimum at (1.72Å, 2.63Å, −54.2 kJmol−1).
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In order to understand the effect of the coformer on the PYV3 E/K equilib-
rium, additional single point calculations were performed on the isolated PYV3
species using its geometries in the crystals. First, the gas phase enol to keto
relative energy, ∆E isolatedEK = E
isolated
K −E isolatedE , was computed at the PBEsol0/6-
31G(d,p) level of approximation. For PYV3, the ∆E isolatedEK is much larger than
∆Eas.u.EK , showing the role of the crystal field and of the interactions in better
stabilizing the keto form than the enol one. The same trend is observed for the
co-crystals with a noticeable difference for PYV3·SDP for which ∆E isolatedEK is
smaller, by about 10 kJmol−1, but favoring the enol form, contrary to what is
observed in the co-crystal.
In addition to the effect on the E/K equilibrium, co-crystallization also im-
pacts the geometry of PYV3, either because the crystal packing is different from
the pure PYV3 crystal or because of the PYV3-coformer interactions. Thus, the
energy of geometrical relaxation, ∆Erelax, when PYV3 (in its E or K form) goes
from its geometry in the PYV3 crystal (PYV3[PYV3]) to its geometry in the
different co-crystals (PYV3[co-crystal]) was calculated. It reads:
∆ErelaxE = E
isolated
E (PYV3[co-crystal])− E isolatedE (PYV3[PYV3]) (5.1)
∆ErelaxK = E
isolated
K (PYV3[co-crystal])− E isolatedK (PYV3[PYV3]): (5.2)
∆∆ErelaxEK is then defined as their differences:
∆∆ErelaxEK = ∆E
relax
K −∆ErelaxE : (5.3)
All these values are given in Table 5.1 and summarized in Figure B.2 (see the
supporting information). The ∆ErelaxE values highlight the systematic stabiliza-
tion of the enol form when it switches from its geometry in the crystal to its
geometry in the co-crystal, except for the SDP co-crystal. For the keto form,
this modification of geometry can be accompanied either by a destabilization or
a stabilization but in the latter case, always by a smaller amount than for the
enol. This leads to positive ∆∆ErelaxEK values, again, except for SDP, for which
the enol is destabilized and the keto stabilized. Thus, taking the PYV3 crystal
as reference, its ∆E isolatedEK value of 37 kJmol
−1 slightly increases when it adopts
its co-crystal geometry (except with SDP). This appears to be related to the
stronger geometry relaxation of the E vs. K forms. This foresees, qualitatively,
the increase of ∆Eas.u.EK from PYV3 to its co-crystals. On the other hand, for
SDP, there is a clear stabilization of the keto vs. the enol form and the results
show that it originates from an increase of the enol form energy when PYV3
adopts its co-crystal geometry.
5.3.3 Geometry Variations upon Enol-Keto Transformation
Table 5.2 lists the PYV3 bond lengths and intramolecular H-bond angle as well
as their variations upon co-crystallization for both the enol and keto forms. Our
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Table 5.1: Crystal enol to keto relative energies per asymmetric unit
(as.u.), ∆Eas.u.EK = (E
cell
K − EcellE )=(number of as.u. per cell). Isolated enol
to keto relative energies, ∆E isolatedEK = E
isolated
K − E isolatedE , geometry relax-
ation energies from PYV3[PYV3] to PYV3[co-crystal] for the enol and
keto forms, ∆ErelaxE = E
isolated
E (PYV3[co-crystal])− E isolatedE (PYV3[PYV3]) and
∆ErelaxK = E
isolated
K (PYV3[co-crystal])− E isolatedK (PYV3[PYV3]), and their dif-
ferences, ∆∆ErelaxEK = ∆E
relax
K −∆ErelaxE . All values were obtained at the











Crystal PYV3 7.1 36.8 0.0 0.0 0.0
Co-crystals
SA 18.2 41.4 −6.2 −1.5 4.7
FA1 18.2 41.2 −6.5 −2.1 4.4
FA2 17.7 39.5 −0.1 2.7 2.8
DHBP 12.7 41.0 −4.2 0.1 4.2
SDP −15.3 29.0 7.2 −0.6 −7.8
I2but 12.5 43.6 −4.4 2.4 6.9
I2F4 12.2 41.4 −1.2 3.5 4.6
I3F3 31.1 — — — —
I3F3-N — 37.2 −4.7 −4.3 0.5
I3F3-O — 40.7 −11.3 −7.3 3.9
aim consists in highlighting the key geometrical changes that could explain the
∆Erelax values discussed in the previous paragraph.
Starting from the enol forms, SA and FA1 are identically affected, e.g. the
O1 –H and the H-bond angle (O1 –H···N1) get smaller (−0.02Å and −2.2°, re-
spectively) while N1···H and O1···N1 are larger by 0.09Å and 0.06Å, respectively.
Variations of similar amplitude are obtained for I3F3-O, despite the supplemen-
tary interaction on O1 and O2. A stronger covalent O1 –H bond stabilizes the
enol form, consistently with the negative ∆ErelaxE values obtained for these crys-
tals (SA and FA1: −6 kJmol−1, I3F3-O: −11 kJmol−1). In FA2, the N1···H
and O1···N1 distances also get shorter but the variations are smaller (−0.02Å)
with negligible change of the O1 –H bond length. In addition, O1 –CO is shorter
by less than 0.01Å and CO –CN˛ is larger by about the same amount. These
latter changes are consistent with an increased keto character with respect to
PYV3, balanced by a strong H-bond, leading to almost negligible stabilization
(−0.1 kJmol−1). SDP co-crystal displays an even shorter N1···H bond length
than FA2, characterized by variations of −0.03Å with respect to −0.02Å and
the O1···N1 distance further decreases (−0.02Å), in addition to a longer O1 –H
bond (0.02Å) and a shorter H-bond angle (−1.2°). The O1 –H elongation and
N1···H shortening correspond to a displacement of the hydrogen towards the
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N1 atom and to the destabilization of the enol form (∆ErelaxE = 7kJmol
−1).
Upon co-crystallization with DHBP, the N1···H and O1···N1 distances become
larger by 0.03Å and 0.02Å, respectively, with a small shortening of the O1 –H
bond length (−0.01Å). This again corresponds to a stronger enol character and
a higher stability, as previously computed (∆ErelaxE = −4 kJmol
−1). I3F3-N is
similarly modified to DHBP (∆ErelaxE = −5 kJmol
−1) but the elongation of the
bonds is smaller (−0.02Å vs. −0.03Å for N1···H and −0.01Å vs. −0.02Å for
O1···N1), as well as a slight shortening of the O1 –CO bond (−0.01Å). I2but
is also similar to DHBP, explaining the similar ∆ErelaxE value (−4 kJmol
−1). Fi-
nally, I2F4 is barely affected, in agreement with the very small ∆ErelaxE value
(−1 kJmol−1).
Concerning the geometrical variations of the keto form, in general, the
carbon-carbon bonds of the enol/keto ring are more affected than in the case
of the enol form. Again, SA and FA1 present similar variations upon co-
crystallization: the O1···H H-bond gets longer by 0.06Å and, in parallel, the
O1···N1 distance increases by 0.03Å while the angle is smaller by 3°. In addi-
tion, the O1 ––CO and CN˛ ––CN¸ bonds are shorter by 0.01Å and CN¸ –N1 is
longer by 0.01Å, which is consistent with a stronger keto character — although
the CO ––CN˛ is barely increased (by less than 0.01Å). This corroborates the
negative ∆ErelaxK value (−2 kJmol
−1). FA2 is affected in the opposite way: the
O1···H and O1···N1 distances get shorter by 0.10Å and 0.05Å, respectively, while
the N1 –H bond length and the O1···H–N1 bond angle increase by 0.02Å and
3.0°. Unlike FA1, the FA2 non-hydrogen containing bonds are merely affected.
These geometrical variations are consistent with the destabilization of the keto
form of FA2 with respect to pure PYV3 (∆ErelaxK = 3kJmol
−1). For DHBP, the
co-crystallization has a small impact on the keto geometry since the largest bond
length variation, for the O1···H bond, attains only −0.01Å, in agreement with the
calculated relative energies (small destabilization of 0.1 kJmol−1). In the case of
SDP, the geometrical changes are much larger, though ∆ErelaxK only amounts to
−0.6 kJmol−1. Indeed, the O1···H distance increases by 0.12Å and the O1···N1
one by 0.05Å, which favors the K form. On the other hand the CO –CN˛ bond
is shortened by 0.01Å, stabilizing the enol form. This explains the small ∆ErelaxK
value. Concerning the X-bond co-crystals, I2but and I2F4 are similarly affected:
a decrease of the O1···H and O1···N1 bond lengths by 0.06Å and 0.03Å, respec-
tively, and an increase of the N1 –H bond and O1···H–N1 angle by 0.01Å and 3°.
I2F4 differs itself from I2but by a slightly longer CN¸ –N1 bond length variation:
0.007Å vs. 0.004Å, meaning a slightly larger keto character and destabilization,
as previously shown (2 kJmol−1 for I2but and 3 kJmol−1 for I2F4). For I3F3-
N, the H-bond distances are less impacted by the co-crystallization (O1···H and
N1 –H ∼ 0.02Å or less). On the other hand, the O1 ––CO bond length decreases
(−0.01Å), which corresponds to a stabilization of the K form. Finally, I3F3-O’s
O1···H bond is larger by 0.02Å while O1···H–N1, O1 ––CO, and CN˛ ––CN¸ are all
smaller by 2.1°, 0.01Å, and 0.01Å, respectively. The latter changes are typical
of an increased keto contribution and thus, stabilization with respect to the pure
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keto PYV3, in agreement with the ∆ErelaxK calculation (−7 kJmol
−1).
For the enol to keto bond lengths variations, all co-crystals follow the same
trends as PYV3 (Figure 5.3). In particular, in the keto/enol delocalization ring
(H–O1 –CO ––CN˛ –CN¸ ––N1) single bonds shorten and double bonds lengthen.
Note that the O1···N1 distance decreases when going from the enol to keto form,
except for SDP where it increases by 0.07Å (which is also consistent with the
Mulliken charges, see next section). Furthermore, the amplitudes of the O1···N1
shortening are much larger for the co-crystals, ranging between −0.03Å and
−0.06Å, than for PYV3 with −0.01Å. Finally, for all crystal/co-crystals, the
N1 –CN‚ bond is very weakly impacted by the proton transfer, despite the fact












































































Figure 5.3: Selected bond length variations (in Å) in PYV3 when switching
from the enol to keto forms, as a function of the nature of the coformer. The

























Table 5.2: Key bond lengths and H-bond angle for PYV3 crystal and their variations [∆¸ = ¸(co-crystal)− ¸(PYV3) with ¸ a
distance or an angle] when forming co-crystals (bond lengths and bond length variations in Å; angle and angle variations in °). Large















PYV3 SA FA1 FA2 DHBP SDP I2but I2F4 I3F3-N I3F3-O
O1 –H 1.020 −0.016 −0.015 −0.003 −0.006 0.016 −0.009 −0.005 −0.005 −0.016
N1···H 1.597 0.090 0.088 −0.023 0.026 −0.030 0.030 0.003 0.015 0.086
O1···N1 2.536 0.061 0.059 −0.027 0.017 −0.021 0.018 −0.002 0.007 0.052
O1 –H···N1 150.7 −2.2 −2.2 −0.4 −0.4 −1.2 −0.5 −0.1 −0.4 −2.9
O1 –CO 1.332 −0.003 −0.003 −0.006 −0.001 0.004 −0.002 −0.002 −0.005 −0.006
CO ––CN˛ 1.409 −0.001 −0.001 0.005 −0.001 −0.004 −0.001 −0.002 0.000 −0.001
CN˛ –CN¸ 1.441 −0.003 −0.002 0.001 −0.003 0.000 −0.003 −0.003 −0.001 −0.002
CN¸ ––N1 1.291 0.001 0.001 0.002 0.001 0.000 0.003 0.004 −0.002 −0.004
N1 –CN‚ 1.393 0.001 0.001 −0.003 −0.001 0.000 −0.001 −0.003 0.000 0.000
























Table 5.2 – continued from previous page
Keto
PYV3 SA FA1 FA2 DHBP SDP I2but I2F4 I3F3-N I3F3-O
O1···H 1.598 0.060 0.064 −0.095 −0.014 0.118 −0.061 −0.057 −0.018 0.019
N1 –H 1.060 −0.005 −0.005 0.021 0.004 −0.018 0.012 0.012 0.003 0.000
O1···N1 2.527 0.032 0.034 −0.052 −0.006 0.053 −0.028 −0.027 −0.008 0.004
O1···H–N1 143.1 −3.0 −3.2 3.0 0.6 −5.8 3.0 2.6 1.1 −2.1
O1 ––CO 1.274 −0.009 −0.010 0.000 −0.002 0.003 −0.002 −0.002 −0.007 −0.012
CO –CN˛ 1.442 0.003 0.003 0.001 0.000 −0.008 −0.001 −0.002 0.003 0.005
CN˛ ––CN¸ 1.403 −0.010 −0.010 −0.003 −0.004 0.001 −0.003 −0.005 −0.003 −0.008
CN¸ –N1 1.316 0.008 0.008 0.004 0.004 0.000 0.004 0.007 0.000 0.005
N1 –CN‚ 1.394 0.000 0.000 −0.003 −0.002 0.001 −0.005 −0.005 −0.002 0.001
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The torsion angle between the linker and the pyridine, CN¸ –N1 –CN‚ –CN2,
ffi, is given Table 5.3. It shows that PYV3 and its H-bond co-crystals are trans-
like with torsions of about 150°, except for SDP which actual cis (ffi ≈ 0°).
The X-bond co-crystals are cis-like with torsions ranging from 19° to 45°. To
account for the ı-conjugation between the pyridine and the rest of the molecule,
the smallest torsion angle between the linker and the pyridine, „, and the varia-
tion upon co-crystallization, ∆„, are given in Table 5.3. Considering „, all crystal
have about the same off-plane torsion, except for SDP, which is planar. For the
enols, the variations for the co-crystals are small, of the order of 1°, except
for FA2 (5°) and I3F3-O (13°) that have larger angles than PYV3 (decreased
ı-conjugation) and DHBP (−2°) and SDP (−30°) that have smaller angles (in-
creased ı-conjugation). On average, the variations for the keto forms are larger
with only FA2 and DHBP being of the order of 1°: 1.1° and 0.1°, respectively.
SA, FA1, and I3F3-O displays lower ı-conjugation with ∆„ values of 3°, 3°, and
7°, respectively while the remaining co-crystals, SDP, I2but, I2F4, I3F3-N, show
greater ı-conjugation: −25°, −9°, −8°, and −8°, respectively.
Table 5.3: Torsion angle (CN¸ –N1 –CN‚ –CN2, ffi) and smallest torsion angle
(„) between the linker and the pyridine moeity (in °) in the reference PYV3
crystal and the variations of „ (in °) upon co-crystallization. The geometries were
obtained at the PBC/PBEsol0/6-31G(d,p)/I(LANL2DZ) level of approximation.
Enol Keto
Crystal ffi „ ∆„ ffi „ ∆„
PYV3 147.8 32.2 0.0 151.9 28.1 0.0
SA 147.4 32.6 0.4 149.1 30.9 2.8
FA1 147.9 32.1 −0.1 149.3 30.7 2.6
FA2 142.7 37.4 5.2 150.8 29.2 1.1
DHBP 149.7 30.3 −1.9 152.0 28.0 −0.1
SDP 1.8 1.8 −30.4 2.7 2.7 −25.4
I2but 32.8 32.8 0.7 18.7 18.7 −9.4
I2F4 31.4 31.4 −0.8 20.3 20.3 −7.8
I3F3-N 33.2 33.2 1.1 20.0 20.0 −8.1
I3F3-O 45.1 45.1 12.9 34.9 34.9 6.8
5.3.4 Mulliken Charges Analysis
Table 5.4 shows the relevant Mulliken atomic charges of PYV3 and their vari-
ations with respect to the PYV3 crystal, for all co-crystals, as determined at
the PBC/PBEsol0/6-31G(d,p)/I(LANL2DZ) level of approximation. Table B.2
in the Supporting Information compares the Mulliken and Hirshfeld charges of
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PYV3 in its E and K forms and shows that the E to K differences follow the
same trends. These Hirshfeld charges were obtained using the iterative Hirsh-
feld method40,41 with Crystal1728 at the PBC/PBEsol0/6-31G(d,p) level of
approximation with the XXL integration grid. Considering the Mulliken values
in Table 5.4, the variations with respect to PYV3 are small for both the enol
and keto forms, with a few exceptions: firstly, for the N2 atom and secondly, on
SDP.
Concerning N2, the negative Mulliken charges are significantly larger for all
enol and keto co-crystals. H-bonded co-crystals are the most affected with an
increase of 0.11 e to 0.16 e (26% to 39%) while for the X-bonded co-crystals,
the increase varies between 0.05 e and 0.06 e (12% and 15%). The charges of
all the other atoms barely change except for SDP H and O1 in its enol form
[variations of 0.11 e (27%) and −0.15 e (25%), respectively] and H and N1
for the keto form [variations of 0.09 e (24%) and −0.12 e (20%), respectively].
The very large charge variation of the hydrogen might explain SDP’s O1···N1
different behavior compared to all other crystals, i.e. a large increase instead of
























Table 5.4: Mulliken charges and variations with respect to PYV3 calculated at the PBC/PBEsol0/6-31G(d,p)/I(LANL2DZ) level
of approximation (in e). Large values are highlighted in bold.
Enol
PYV3 SA FA1 FA2 DHBP SDP I2but I2F4 I3F3-N I3F3-O
H 0.40 −0.00 −0.00 0.00 0.00 0.11 0.00 0.01 −0.01 0.01
O1 −0.59 0.02 0.03 0.02 0.01 −0.15 0.02 0.01 0.03 0.02
N1 −0.60 0.00 0.01 −0.01 −0.00 −0.03 −0.01 −0.01 0.03 0.00
N2 −0.41 −0.16 −0.16 −0.14 −0.12 −0.13 −0.06 −0.06 −0.06 −0.05
Keto
PYV3 SA FA1 FA2 DHBP SDP I2but I2F4 I3F3-N I3F3-O
H 0.38 0.00 0.00 0.02 0.01 0.09 0.01 0.01 0.01 0.01
O1 −0.63 0.03 0.03 0.01 0.01 −0.05 0.01 0.01 0.01 0.04
N1 −0.59 −0.02 −0.02 −0.04 −0.02 −0.12 −0.03 −0.03 −0.01 −0.01
N2 −0.42 −0.15 −0.15 −0.14 −0.12 −0.11 −0.05 −0.05 −0.05 −0.05
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About the enol to keto charge distribution differences, represented in Figure
5.4, only some of the atoms follow the same trend amongst all crystals: H,
for which the charge decreases by about 0.02 e (as it becomes bonded to a
less electronegative atom); CO, where the charge is more positive by about
0.07 e (since it is no longer aromatic and the charge on O1 is usually more
negative); the charge on CN˛ becomes more negative by about 0.05 e (because
it is bonded to the positive CO atom and loses its aromaticity); CN‚ charge
becomes more positive by about 0.03 e, except for I3F3-N with a much larger
increase of 0.09 a.u.; and for O2, the charge increases only by 0.01 e even for the
co-crystals where it is involved in intermolecular interactions (SDP and I3F3-O).
O1 charge decreases as one would have expected when going from an enol to a
keto by about 0.03 e, except for two co-crystals: I3F3-O, which is less affected
with a decrease of only 0.01 e and SDP, for which the charge increases by 0.06 e.
This highlights that the interaction between the coformer and PYV3 O1 is much
stronger for SDP than for I3F3. About CN¸, the charge becomes less positive by
about 0.02 e except for FA2 for which it increases slightly (0.01 e). The charge
of PYV3 N1 increases by 0.01 e while it decreases weakly/strongly depending on
the co-crystal (except for I3F3-O with a slight increase of 0.003 e): −0.005 e
for DHBP and I2F4 and up to −0.08 e for SDP. This is the largest qualitative












































Figure 5.4: Enol to keto Mulliken charges differences calculated at the
PBC/PBEsol0/6-31G(d,p)/I(LANL2DZ) level of approximation (in e).
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Finally, the charge differences for N2 are not systematic and vary between −0.005
for DHBP and 0.009 e for SDP.
5.4 Conclusions
Co-crystallization has extremely complex effects on the structures and proper-
ties of organic chromophores, as illustrated in this investigation on the PYV3
salicylideneaniline, which switches between an enol and a keto form. In our at-
tempt to decipher them, using theoretical chemistry methods, we broke them
down in three categories associated with the energy (H-bond strength, enol to
keto relative energy, and geometry relaxation energies), the geometrical structure
(PYV3 to co-crystal and enol to keto geometrical variations), and the electron
distribution (PYV3 to co-crystal and enol to keto Mulliken charge variations).
First, potential energy scans of a HF probe molecule with the nitrogen and
oxygen interaction sites shows that the enol form favors the interaction on the
nitrogen (N2) by about 6 kJmol−1 with respect to the oxygens while the op-
posite is obtained for the keto form by an even larger amount (12 kJmol−1).
This correlates with the fact that among the studied co-crystals, only two show
interactions between the coformer and the oxygens of the anil while the interac-
tion with the nitrogen of the pyridine ring (N2) is always present. Subsequently,
since the enol form of PYV3 is mostly present in solution, the interaction on
the nitrogen is thus the most probable in both liquid and crystalline states. This
suggests that co-crystallization under the keto form could be favored by increas-
ing its population in solution with careful control of the conditions impacting
the enol/keto equilibrium (specific intermolecular interactions with the solvent,
substituents, temperature, and light exposure).
Looking at the relative keto/enol energy, the enol crystals are more stable
than the keto ones, except for the SDP co-crystal, in agreement with experi-
ment. Furthermore, the switching requires more energy for the co-crystals than
for the pure PYV3 crystal (ignoring the kinetics), which is also in agreement
with the experimental data. Indeed for the co-crystals with FA1, FA2, and SA,
the thermochromism was found to be reduced with respect to the pure PYV3
crystal.21 Calculations on isolated PYV3 molecules have then highlighted the
role of the crystal field and of the geometry relaxations on the enol/keto rel-
ative energies. In particular, with the exception of the SDP co-crystal, where
the keto form is dominant, the geometry relaxation induced by co-crystallization
better stabilizes the enol form than the keto one. These geometry relaxation
energies are associated to geometrical variations within the keto/enol delocal-
ization ring (H–O1 –CO ––CN˛ –CN¸ ––N1), which follow the same trends for all
crystals, again, with the exception of PYV3·SDP. These have been analyzed in
parallel with the Mulliken charge distribution, showing that the interaction with
the coformer makes the N2 charge more negative.
Overall, we have showed that the effect of co-crystallization can not be singu-
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larly characterized but is a collective effect. The change of packing (short-range
intermolecular interactions and long-range crystal field interactions) affects the
geometry, the electronic distribution, and the energy of a target molecule in dif-
ferent ways, despite the key compound-coformer interaction being the same. e.g.
the SA, FA, and DHBP coformers, forming a single H-bond on N2, yield three
"types" of co-crystals, PYV3·SA/FA1, PYV3·FA2, and PYV3·DHBP. Moreover,
the study of the PYV3·SDP co-crystal shows how the interaction with the co-
former modifies the structure and electron distribution, stabilizing the ever so
elusive crystalline keto form.
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Chapter 6. NMR Co-Crystals Anil
Abstract
This work addresses the effects of co-crystallization of the PYV3 N-salicylidene-
aniline derivative with dihydroxylbiphenyl (DHBP) and sulfonyldiphenol (SDP)
on its NMR signatures by employing a two-step approach where i) the crystal
structure is optimized by taking advantage of the translational symmetry of the
crystal using band structure calculations and ii) the NMR shielding constants are
calculated using a fragment-based method where the quantum chemistry (QC)
fragment is embedded in the polarization field created by point charges. These
point charges have been determined in such a way to reproduce the crystalline
Coulombic potential in the QC region and, in particular, using a self-consistent
reaction field approach. The application of this method has focused on the dif-
ferences of NMR signatures between the enol and keto forms of PYV3, ∆ffEK,
with the aim that, in a future step, these data could be used in parallel with
variable-temperature NMR experiments on this crystalline molecular switch to
determine its keto/enol ratio as a function of co-crystallization. The calculations
have revealed the importance of the ∆ffEK values of nuclei to target experimen-
tally and their modifications induced by co-crystallization by relating these to
the topology of the intermolecular H-bonds between PYV3 and its coformers.
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6.1 Introduction
Molecular switches have a wide range of applications, from sensor devices to
optoelectronics.1–4 Besides the selective control of their transformation, one of
the challenges accompanying their development is the characterization of the
equilibrium constants between the different forms of the compound, i.e. the
quantification of the amount of its two (or more) forms. In solution, nuclear
magnetic resonance (NMR) is a powerful method because it allows the quantita-
tive identification of each state of the switch as a function of the temperature,5,6
of the pH,7,8 of the redox potential,9 or of the solvent conditions.5,6 Since the
interpretation of the experimental NMR spectra can be non straightforward, it is
useful to combine it with quantum chemistry simulations. The reliability of this
combined experiment/simulation approach has been illustrated by our group and
others10–17 for assiging the structures, the stereostructures, and the conforma-
tions of complex molecules, including molecular switches. A lot of insights can
be gained (based on bond lengths, atomic charges, or directly from the isotropic
magnetic shieldings). Variable-temperature NMR was also used to trace the
change of anionic ordering and the fast ion motions in an organic salt display-
ing tunable nonlinear optical switching properties.18 Though, like for switches in
solution, quantum chemical calculations could also be used to help interpreting
the experimental data about solid state switches, to our knowledge, this has not
yet been done.
An alternative method for the determination of the forms of a molecular
switch is Fourier transform infrared (FTIR) spectroscopy. It can be performed
for solutions as well as for solids (e.g. film casted onto KBr plate) and it also
provides a quantitative tool of identification.19 Moreover, in the crystalline state,
variable temperature single crystal X-ray diffraction (XRD) is another relevant
method. It was used on salicylideneanilines to follow a C–O bond length and
therefore to address the keto/enol ratio.20
In this work, quantum chemical calculations of NMR shielding constants pro-
vide insights to future variable-temperature NMR experiments on a crystalline
molecular switch, a N-salicylideneaniline or anil derivative [(E)-2-methoxy-6-
(pyridine-3-yliminomethyl)phenol, PYV3, Scheme 6.1a] and on two of its co-
crystals (with dihydroxylbiphenyl, DHBP and sulfonyldiphenol, SDP, Schemes
6.1b and c). Anils commute between enol (E) and keto (K) forms (Scheme
6.1a). Since both forms could present a fast exchange rate during Magic Angle
Spinning NMR (MAS-NMR) experiments (rendering any quantification impossi-
ble), calculations yield the magnetic isotropic shieldings of the pure limit forms,
thus facilitating the experimental quantification of the E/K ratio possible.
Since a few decades, different methods have been developed and employed
for calculating and interpreting NMR shielding constants in the solid state. Den-
sity functional theory (DFT) based gauge-including projector augmented wave
(GIPAW) is commonly used to compute the chemical shift of molecular crys-
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Scheme 6.1: Structures of the compound and coformers, (a) anil and its enol-
keto equilibrium and the two coformers (b) and (c).
tals, despite some of its limitations, such as the high calculation cost when us-
ing global hybrid exchange-correlation functionals (XCFs).21–27 To work around
this, fragment and cluster methods have been successfully used with global hy-
brids XFCs (such as PBE0 and B3LYP) and Gaussian-type basis sets (with the
gauge-independent atomic orbitals, GIAO, method).28–32 With these methods,
the molecular crystal is broken down into fragments/clusters: a small cluster
is typically treated using DFT within the electric field created by point-charges
describing the remaining part of the crystal. This methodology has shown its
efficiency for NMR properties28–32 but not only since it has also been applied to
describe linear and non-linear optical properties of molecular crystals.33–38
In this work, the fragment method is employed and the point-charge embed-
ding is defined to reproduce the Ewald potential of the crystal within a micro-Volt
(µV) scale, thanks to a modified version of the Ewald program.39,40 The approach
consists, first, in the optimization of the crystal structure (the molecular geome-
try as well as the intermolecular distances) by taking advantage of the translation
symmetry of the crystal and, secondly, in the modeling of the NMR properties at
an acceptable computational cost while conserving the key surrounding effects of
the crystal and good accuracy. The underlying methodological aspects and the
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computational details are described in Section 6.2. Several embedding/modeling
schemes are used and, therefore, they are discussed first in Section 6.3. Then,
this Section presents the calculated NMR shieldings of the two forms of the title
compound and highlights the most sensitive nuclei to the switching as well as
the effects of co-crystallization. Lastly, conclusions are drawn.
6.2 Methods and Computational Details
The crystal structures were fully optimized using periodic boundary conditions
(PBC) density functional theory (DFT) as implemented within the Crystal14
package.41 We have previously shown that the global hybrid exchange-correlation
functionnal PBEsol0 (based on PBEsol42 with 25% of Hartree-Fock exchange)
in combination with Pople’s 6-31G(d,p) basis set (as taken from Basis Set
Exchange43,44) yields accurate crystal geometries, including the unit cell parame-
ters.45,46 The default convergence parameters were used with a shrinking factor
of the irreducible Brillouin zone of 6 (yielding between 64 and 112 points of
integration) and tolerance criteria for the exchange and correlation integrals
(TOLINTEG keyword) of "8 8 8 8 16". More details are given in Ref. [45].
The NMR isotropic shielding values (ffiso = ff) were calculated at the B3LYP/6-
311+G(2d,p) level of theory with the gauge-independent atomic orbital method,47
as implemented in the Gaussian16 package,48 and using different point-charge
embedding schemes (see next paragraph and Subsection 6.3.1). The perfor-
mance of the B3LYP XCF for evaluating NMR chemical shifts was substantiated
in several of our recent works.12,15,16
The Ewald program,40 modified to support partial charges, was used to gen-
erate arrays of point charges reproducing the crystalline Coulombic potential in
the quantum chemistry (QC) region. It is based on the following algorithm:39
i) the unit cell charges are used to generate a neutral array containing typically
a few 10 000 point charges at their crystallographic positions (as obtained here
from PBC calculations); ii) the array is divided into three zones: zone 1 (a
volume defined by the cluster of interest that will subsequently be described at
the QC level), zone 2 (several hundred additional point charges that together
with zone 1 fill a spherical volume), and zone 3 (all other point charges); iii) the
Ewald formula is used to compute the site potentials at all point charges in zones
1 and 2; iv) a system of simultaneous linear equations is solved to find the zone
3 point charge values that reproduce the Ewald potential values for the sites in
zones 1 and 2 site while constraining the total charge and dipole moments to
zero; and v) the solution is checked at 1000 additional points randomly chosen in
zone 1. The parameters used to reproduce the Ewald potential with an accuracy
of the order of 1 µV are listed for each system in Table C.1 of the supporting
information. Two charge definitions are employed: i) Mulliken charges and ii)
electrostatic potential dipole (ESPd) charges. The ESPd charges are evaluated
such as to best reproduce the electrostatic potential,49 together with the exact
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dipole moment as a constraint.
6.3 Results and Discussion
6.3.1 Definition of the Embedding Schemes
The most trivial and quite logical choice for embedding charges in cluster calcu-
lations of crystal properties are those obtained from PBC calculations. Still, this
raises questions because the results that will be obtained for the embedded QC
system will depend on the size and shape of the embedding region. Alternatives
exist and can solve this problem, including the method proposed by Derenzo et
al.39 that consists in determining an array of point charges by solving a system of
simultaneous linear equations to reproduce the Ewald potential in an extended
part of the cluster including the QC region.
Following the method of Derenzo et al.,39 several embedding schemes have
been designed. In the first one, the Mulliken charges evaluated along the crys-
tal structure optimization [PBC/PBEsol0/6-31G(d,p)] are used. It means that,
at the end of the Ewald procedure, the charges in zones 1 and 2 are those
of the PBC/PBEsol0/6-31G(d,p) calculations while those in zone 3 have been
optimized. This first and simplest embedding scheme is denoted Ewald-PBC-
Mulliken or, more simply, Mulliken. This embedding aims at polarizing the QC
electron density. As a matter of fact, this embedding is obtained from a dif-
ferent level of approximation [PBC/PBEsol0/6-31G(d,p)] to that used for per-
forming the QC NMR calculations [B3LYP/6-311+G(2d,p)], which could create
some under- or over-polarization bias. Alternatively, i) these Mulliken embed-
ding charges can be used to compute the wavefunction of the embedded system
at the B3LYP/6-311+G(2d,p) level of approximation, ii) from this embedded
wavefunction the ESPd charges can be evaluated, and iii) the latter can be used
as input of the Ewald program to obtain a second type of embedding, denoted
Ewald-ESPd or ESPd. Still, though some polarization effects between the atoms
of the different zones are taken into account, this is not done self-consistently.
Finally, by pursuing the ESPd scheme, successive relaxed ESPd charges can be
calculated for the QC region and used as input for the Ewald calculation until the
charges are converged, like in a self-consistent reaction field method (scrf). The
corresponding embedding was therefore named scrf-ESPd. In our calculations,
the threshold on the convergence was set at 0.001 e for their root mean square
deviations. For each crystal, the embedded (QC) cluster was selected to con-
tain one PYV3 molecule and the surrounding coformers forming intermolecular
hydrogen bonds with it (Figure 6.1a for DHBP and 6.1b for SDP, see also Table
C.1).
The charges for all the atoms of PYV3 enol and keto forms in all three em-
bedding schemes are given in Tables C.2 and C.3 in the Supporting Information.
In general, the ESPd and scrf-ESPd charges are quite similar (MAE of 0.02-0.03
a.u. for the PYV3 crystal in its enol and keto forms as well as for their co-
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(a) DHBP50,51 (b) SDP50,51
Figure 6.1: Representation of the PYV3-coformer synthons as extracted from
the co-crystal structure optimized at the PBC/PBEsol0/6-31G(d,p) level of ap-
proximation. The enol form was considered.
crystals with DHBP but slightly larger for their co-crystals with SDP) and much
different from the so-called Mulliken charges (MAE with respect to scrf-ESPd of
0.15-0.16 a.u. for the PYV3 crystal in its enol and keto forms but slightly less
for their co-crystals, in particular with DHBP). Moreover, the ESPd charges of
the isolated PYV3 molecule, as calculated at the B3LYP/6-311+G(2d,p) level,
are also given in Tables C.2 and C.3 and are denoted i-ESPd for isolated-ESPd.
By comparison with the ESPd values, these i-ESPd charges allow highlighting
the polarization nature of the embedding, which induces electron transfer from
the C7H7=N1 (C7H7-N1H1) bridge to the O1-H1 (O1) group.
6.3.2 Effect of the Embedding on the NMR Shieldings of PYV3
The embedding has a clear impact on the the isotropic shielding constants (ff)
of all nuclei and it is particularly large for the N and O heteroatoms (Figures 6.2
and 6.3). The largest effects are associated with the O1, N2, and O2 atoms with
∆ff = ff(embedded)− ff(isolated) values as large as 60 ppm for O1 for the enol
form of PYV3. For the C atoms, the amplitudes of the ∆ff values are smaller
than 10 ppm. Going into more details, for both tautomers, the embedding leads
to a deshielding of the C3, C5, C7, C9, and C10 nuclei whereas the opposite
occurs for C1, C2, C11, C12, and C13. Then, the ∆ff amplitudes for the H
atoms attain at most 1.1 ppm with systematic deshielding of 0.5 ppm to 1.0 ppm
for H3, H5, H7, H9, H10, and H13 (considering their average). H11 and H12
are shielded but by a smaller amount (0.1 ppm to 0.2 ppm). The whole list of
ff values for both tautomers and in their different environments is given Table
C.6 (Supporting Informations). To a good approximation, these results give the
impression that the molecule is cut into two parts, the top part that is mostly
characterized by deshieldings and the bottom part by shieldings.
The different embedding schemes provide qualitatively similar shielding and
deshielding values. Still, like for the charges, the MAE values are larger when
comparing the Mulliken charge embedding scheme to the reference scrf-ESPd
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method than ESPd with scrf-ESPd. In all the cases, these differences are smaller
than the embedding effects themselves.
We can now look at our main target, the variations of shielding between
the enol and keto forms, the ∆ffEK = ff(K) − ff(E) values. First, the ∆ffEK
values keep generally their main characteristics (in sign and in amplitude) when
considering the crystal embedding (Figure 6.4 and Table C.7 in the Supporting
Information). This results from the fact that the embedding effects have the
same shielding or deshielding effects on the atoms of both E and K forms. The
exceptions are N1, C4, C6, and H1 but in these cases, the embedding effects
are smaller than the isolated ∆ffEK values. Then, for each type of nucleus, at
least one atom exhibits a large variation of shielding when PYV3 switches from
its enol to its keto form. For the isolated PYV3 molecule, these atoms are N1
(from −40 to 90 ppm so that ∆ffEK = 130 ppm), O1 (from 170 to −74 ppm with
∆ffEK = −244 ppm), C1 (from 21 to 2 ppm, ∆ffEK = −19 ppm), and H1 (from
−16.1 to 14.1 ppm, ∆ffEK = −2:1 ppm) while ii) for the embedded molecule
(scrf-ESPd results), the differences get smaller and amount, in the same order,
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Figure 6.2: PYV3 enol isotropic NMR shielding variations with respect to the isolated molecule, ∆ff = ff(embedding)−ff(isolated)
(ppm) as a function of the embedding scheme (obtained at the B3LYP/6-311+G(2d,p)//PBC/PBEsol0/6-31G(d,p) level of approx-






















































N1 N2 O1 O2

































































































Figure 6.3: PYV3 keto isotropic NMR shielding variations with respect to the isolated molecule, ∆ff = ff(embedding)−ff(isolated)
(ppm) as a function of the embedding scheme (obtained at the B3LYP/6-311+G(2d,p)//PBC/PBEsol0/6-31G(d,p) level of approx-
imation). The isolated molecule values are given on top of each figure.
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6.3.3 Effect of Co-Crystallization on the NMR Shieldings
The effects of co-crystallization on the shielding constants are now investigated
by focusing on the values calculated using the scrf-ESPd embedding scheme since
it is the most evolved method. Figure 6.5 shows i) the difference of isotropic
NMR shielding from the pure PYV3 crystal to its co-crystals for the different
nuclei, ∆ffco-crystal = ffco-crystal − ffPYV3 (6.5a-6.5d) and ii) the corresponding
∆ffEK,co-crystal values (Figures 6.5e-6.5f). These can be viewed either as a dif-
ference of co-crystallization effects on the K and E forms, ∆ffEK,co-crystal =
∆ffco-crystal,K − ∆ffco-crystal,E or as a difference of enol-to-keto variations be-
tween the co-crystals and the PYV3 crystal, ∆ffEK,co-crystal = ∆ffEK,co-crystal −
∆ffEK,PYV3. Additional information on the co-crystals are given in Tables C.4
and C.5 (charges of the enol and keto PYV3 forms in the DHBP and SDP
co-crystals as a function of the method to describe the embeddings) as well
as in Tables C.8 and C.9 (ff and ∆ffEK values of the DHBP co-crystal for dif-
ferent embedding schemes) and in Tables C.10 and C.11 (ff and ∆ffEK values
of the SDP co-crystal for different embedding schemes). Finally, Tables C.12
and C.13 summarize the ff and ∆ffEK values together with their variations upon
co-crystallization, respectively.
Globally, the co-crystallization effects on the shielding constants are stronger
in the case of SDP (or more atoms are impacted), which forms H-bonds with N2
as well as with O1 and, to a lower extent, with O2, than of DHBP, which only
forms a H-bond with N2. Note also that the orientation of the pyridyl group is
different in the co-crystal with SDP in comparison with the PYV3 crystal and the
co-crystal with DHBP since the N2 atom points in the opposite direction (Figure
6.1). In the case of the co-crystal with DHBP, as expected, the largest variation
induced by co-crystallization is observed for the N2 atom, which is shielded 25
ppm and 21 ppm for the E and K forms, respectively. Moreover, modifications of
the shielding constants occur for other atoms as well: in its enol form, 4.5 ppm,
-0.7 ppm, 0.7 ppm, and 0.6 ppm for N1, O1, C1, and H1, while, for the keto form,
6.6 ppm, -7.2 ppm, -0.5 ppm, and -0.3 ppm, respectively.
For the co-crystal with SDP, the largest ff variation is also associated with
N2 atom, which is shielded by 27 ppm and 21 ppm for the E and K forms,
respectively. In addition, the N1 atom of the enol form is shielded by 9.4 ppm
with respect to the PYV3 crystal, the O2 atom is deshielded by 6.5 ppm, whereas
the impact on the shielding of O1 is negligible. Then, for other atoms involved
in the intramolecular H-bonds, we note that C1 is shielded by 2.5 ppm, C7 is
shielded by 9.0 ppm, and H1 is deshielded by 1.9 ppm. The effects on the keto
forms are quite different with a small effect on N1 (+0.5 ppm), a huge shielding
of O1 (25.6 ppm), a deshielding of O2 (−7.8 ppm), a 2.1 ppm shielding of C1, a
7.1 ppm shielding of C7, and a 2.6 ppm shielding of H1. Finally, the difference
of orientation of the pyridyl group leads to large effects on the C9 (deshielding)
and C12 (shielding) atoms, for both E and K forms, though their amplitudes are
different. This demonstrates that co-crystallization of PYV3 with SDP results
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Figure 6.4: PYV3 enol to keto isotropic NMR shielding variations, ∆ffEK =
ff(K)−ff(E) (ppm), as a function of the environment (obtained at the B3LYP/6-
311+G(2d,p)//PBC/PBEsol0/6-31G(d,p) level of approximation).
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in substantial modifications of the NMR signatures, extending over the whole
structure.
The analysis of co-crystallization effects on the ∆ffEK results from the corre-
sponding effects on the enol and keto forms, discussed above. In the case of the
SDP co-crystal, the ∆ffEK variation is the largest for O1 (26.3 ppm) and the vari-
ations are also important for N1 (−8.8 ppm), N2 (−5.9 ppm), C7 (6.8 ppm), C12
(−4.0 ppm), and H1 (4.2 ppm). Turning now to the PYV3 DHBP co-crystal, the
differences do not exceed 10 ppm with values of −6.5 ppm (O1), 4.9 ppm (O2),
2.4 ppm (N1), −4.1 ppm (N2), and −0.9 ppm (H1).
6.4 Further discussions, Conclusions, and Outlook
The effects of co-crystallization of the PYV3 N-salicylideneaniline derivative with
dihydroxylbiphenyl (DHBP) and sulfonyldiphenol (SDP) on its NMR signatures
have been revealed by employing a two-step approach where i) the crystal struc-
ture is optimized by taking advantage of the translational symmetry of the crystal
using band structure periodic boundary conditions calculations and ii) the NMR
shielding constants are calculated using a fragment-based method where the
quantum chemistry (QC) fragment is embedded in the polarization field created
by point charges. These point charges are defined in such a way to reproduce the
crystalline Coulombic potential in the QC region. Part of the work has dealt with
the elaboration of a self-consistent reaction field approach where the charges in
the QC zone are consistent with those of the polarizing surrounding as well as
with the comparison of this embedding method with simpler ones, highlighting
the approximations of the latter.
Then, the method was employed to PYV3 and its co-crystals by focus-
ing on the differences of NMR signatures between their enol and keto forms
with the goal that, in a future step, these data could be used in parallel with
variable-temperature NMR experiments on this crystalline molecular switch to
determine its keto/enol ratio as a function of co-crystallization. As expected,
when switching from the enol to the keto form, the major chemical shift varia-
tions are associated with the six atoms involved in the intramolecular H-bonds
(H1 –O1 –C1 ––C6 –C7 ––N1 for the enol form and O1 ––C1 –C6 ––C7 –N1 –H1 for
the keto form). Indeed, for PYV3, the N1 atom is shielded by about 120 ppm,
the O1 atom is deshielded by about 200 ppm, C1 is deshielded by about 19 ppm,
and H1 by about 1.8 ppm. When PYV3 is co-crystallized with DHBP, H-bonds
are formed with the N2 atom of the pyridyl group, leading to its deshielding by
about 4.0 ppm as well as to other small to medium (de)shieldings of the other
nuclei. On the other hand, the effects of co-crystallization with SDP are much
larger. Like DHBP, SDP forms H-bonds with the N2 atom of the pyridyl group
but also with the O1 and O2 atoms, which leads to (de)shieldings of many nu-
clei: the O1 atom is shielded by 26.3 ppm, the H1 atom by 4.2 ppm while N1 and
N2 are deshielded by 8.8 ppm and 5.8 ppm, respectively. Note that additional
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(f) E to K variations for H atoms
Figure 6.5: Variations of isotropic NMR shielding constants from PYV3
to the co-crystals, ∆ffco-crystal = ffco-crystal − ffPYV3 (in ppm) and of their
corresponding enol to keto switching, ∆ffEK,co-crystal = ∆ffco-crystal,K −
∆ffco-crystal,E = ∆ffEK,co-crystal − ∆ffEK,PYV3 (in ppm) as calculated at the
B3LYP/6-311+G(2d,p)//PBC/PBEsol0/6-31G(d,p) level of approximation us-
ing the scrf-ESPd embedding scheme.
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variations of the shielding constants originate from the different orientation of
the pyridyl group. As a complement in view of rationalizing the results, a certain
relationship between the shielding constants and the scrf-ESPd atomic charges
of the aromatic C atoms has been unraveled, as shown in Figure C.1 with a R2
value of 0.64.
This method being quite general, it can be applied to other molecular crystals
and co-crystals. More importantly, the above results are now expected to be
compared to experiment with a double aim: i) for crystals where the enol or
the keto form is largely dominant, experiment will enable to assess the accuracy
of the method, as it was done successfully in many occasions for molecules in
solutions while ii) for crystals where the keto/enol ratio is undefined, this method
could help rationalizing the results of variable-temperature NMR experiments.
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This chapter focuses on modeling the UV/Vis absorption spectra of co-crystals
of an anil at the coupled cluster (CC) level of approximation. It will be submitted
in the near future. All calculations, their analysis, and writting of the first draft
were performed by J.Q.
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Abstract
This work aims at unraveling the effects of co-crystallization on the optical prop-
erties of a N-salicylideneaniline-derived molecular switch transforming between
an enol and a keto form. This is achieved by way of a two step multi-scale
method where i) the molecular geometry and unit cell parameters are optimized
using a periodic boundary conditions density functional theory method and ii)
the optical properties are computed for a selection of clusters embedded in an
array of point-charges that reproduce the crystal field electronic potential. The
optical properties (vertical excitation energies and oscillator strengths) are ob-
tained at the RI-CC2/def2-TZVPD level of approximation. This method allows
to decompose the effects of co-crystallization into i) indirect effects, the ge-
ometry changes of the chromophore due to crystal packing with the coformer,
and ii) direct ones, the polarization due to the interacting coformer and to the
crystal field. For the former effects, variations of a crucial torsion angle lead
to modification of the ı-conjugation and therefore to the decrease or increase
of the excitation energies. About the latter, they are antagonistic: i) the co-
former is not directly involved in the excitations but its polarization decreases
the excitation energies while ii) the crystal field has the opposite effect. For the
co-crystals with succinic and fumaric acids, combining these direct and indirect
effects leads to a hypsochromic shift of the first absorption band with respect to
the reference crystal, in agreement with experimental data.
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7.1 Introduction
Co-crystallization can be used to tune the properties of molecular switches: for
example, a N-salicylideneaniline (anil), which equilibrates between an enol (E)
and a keto (K) form becomes photochromic upon co-crystallization with two
different coformers: succinic acid (SA) or fumaric acid (FA).1 The coformer can
have effects at multiple levels: changing the thermodynamics and/or the kinet-
ics of the tautomeric equilibrium and modifying its electronic properties such
as the UV/Vis absorption or the excited states dynamics. These are generally
related to a change of the geometry as well as to steric hindrance and con-
finement effects. The effects on the relative energy and on the geometry have
already been addressed in Ref. [2]. Focusing now on the effects on the UV/Vis
absorption spectra, a series of hydrogen bond and halogen bond co-crystals of
(E)-2-methoxy-6-(pyridine-3-yliminomethyl)phenol, PYV3, are studied (Scheme
7.1 for its structure, the enol/keto equilibrium, and the coformers). The synthons
of the enol forms of the co-crystals are given in Figure 7.1. Note that in the case
of the fumaric acid (FA) coformer, there are two polymorphic co-crystals named
PYV3·FA1 and PYV3·FA2, where the former is isostructural to PYV3·SA. Based
on those, we define the "monomer" of the co-crystal as a single anil molecule
(either in its enol or keto form) and the "heteromers" as the anil and its directly
interacting coformer(s). In our nomenclature, PYV3[PYV3·SA] stands for the
monomer of the co-crystal of PYV3 with succinic acid, i.e. the PYV3 molecule
in the geometry of its co-crystal with SA. Similarly, PYV3+SA[PYV3·SA] is the
heteromer of the same co-crystal, i.e. one PYV3 and one SA molecule as in the
PYV3·SA co-crystal (synthon c of Figure 7.1). The objective of this work is to
study the effects of co-crystallization on the optical properties: the excitation
energies, the oscillator strengths, the electronic transitions, and the UV/Vis ab-
sorption spectra.
The proposed methodology consists in combining firstly periodic boundary con-
ditions (PBC) density functional theory (DFT) method to optimize both the
molecular geometry and unit cell parameters of the crystal and secondly an em-
bedding method to compute the optical properties. This methodology allows
to decompose the effects of the (co-)crystal surrounding into direct and indi-
rect effects. The latter originates from the fact that upon (co-)crystallization,
the geometry of the chromophore is modified, which leads to variations of the
optical properties. On the other hand, the former originates from the effect
of the surrounding polarization on the ground and excited state wavefunctions,
and therefore influences the absorption spectra. The calculation of the optical
properties is achieved by extracting a monomer or heteromer from the crystal
structure and then embedding it in an array of point-charges fitted to repro-
duce the full Coulombic potential of the crystal. The array is computed by the
Ewald program.3,4 It uses three zones: the first one contains the molecule(s)
on which a quantum treatment is performed on, zone 2 is made of unmod-
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Scheme 7.1: Structures of PYV3 and its coformers, (a) anil and its enol-keto
equilibrium; coformers interacting by H-bond (b)-(e) or X-bond (f)-(h).
ified point-charges, while the point-charges of zone 3 are fitted to reproduce
the Ewald potential. The three zones are user-defined. The calculations of the
optical properties are done at the coupled cluster approximate doubles (CC2)
level of approximation5 in combination with the resolution of the identity (RI)
approximation:6,7 RI-CC2. This method presents the advantage of being less
computationally demanding than the more accurate coupled cluster singles and
doubles (CCSD) model. While time-dependent DFT (TD-DFT) could have been
used, it poses signicant additional questions: which exchange correlation func-
tional (XCF) to use? Can a single functional be accurate for both excitation
energies and oscillator strengths? Or for both the anil and its coformers? Thus,
to get away from those potential issues, RI-CC2 was selected. Yet, this is not
a perfect solution, as it comes with its own issues, namely how approximate
are the doubles compared to CCSD? This particular topic, as well as the choice
of the basis set are therefore tackled in the next Section. Despite that, it was
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already shown that CC2 performs well for both the excitation energies and the
oscillator strengths.8–13 One of the tools used to analyze the excited states are
the NTOs, which describe the electronic transitions in a more "natural" fashion
than with MOs.14,15 Their properties and methods of calculations are described
in the following section. This three-step scheme has already been successfully
applied to the evaluation of different types of properties in the solid state,16–19
including in the case of anil derivatives.17,18
7.2 Methods and Computational Aspects
Crystal geometries were taken from Ref. [2]. They have been obtained from full
geometry optimizations (geometry of the molecules and unit cell parameters)
performed using periodic boundary conditions (PBC) density functional theory
(DFT) calculations, as implemented in the Crystal14 package.24 Previously, we
have shown that the PBEsol0 exchange correlation functional (the global hybrid
variant of PBEsol25) used with Pople’s 6-31G(d,p) (as taken from the Basis Set
Exchange website26–28) is appropiate for the optimization of crystalline anils.29,30
For iodine, the LANL2DZ effective core potential (ECP) was used. Default
convergence parameters were used while the shrinking factor of the irreducible
Brillouin zone was set to 6 (yielding between 64 and 112 points of integration)
and the tolerance criteria for the Coulomb and exchange integrals (keyword
TOLINTEG) was set to "8 8 8 8 16".
The Mulliken charges were evaluated with the same method as for the crystal
geometry optimizations. Using those charges, the Ewald program3,4 (modified
to handle partial charges) was used to generate arrays of point-charges that
reproduce the full Coulombic potential of the crystal. The parameters used for
each crystal are given in the Supporting Information, Table D.1.
Vertical excitation energies and oscillator strengths were computed using
the coupled cluster approximate doubles (CC2)5 and coupled cluster singles
and doubles (CCSD) models in combination with the resolution of the iden-
tity (RI) approximation6,7 (RI-CC2 and RI-CCSD) with Ahlrichs and coworkers’
basis sets31–34 as implemented in the Turbomole package.35 The DrawSpec-
trum program from the DrawMol suite36 was then used to transform the excited
state data into UV/Vis absorption spectra using Gaussian functions with full
width at half maximum value of 0.3 eV.
To analyze the excitations, the natural transition orbitals (NTOs) were com-
puted by Turbomole35 and then represented using DrawMol.36 An excited state
can be described by a huge combination of simple determinant-based electronic
transitions, which are given in terms of the MOs. The transition density matrix
of single excitations, T , thus takes the dimensions (No ; Nu), where No is the
number of occupied MOs and Nu the number of unoccupied MOs. By applying
unitary transformations to T , it can be reduced to a square matrix of dimension
(No ; No). This effectively condenses the information of the transitions into a
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(a) [PYV3·FA1]1 (b) [PYV3·FA2]1
(c) [PYV3·SA]1 (d) [PYV3·DHBP]20,21
(e) [PYV3·SDP]20,21 (f) [PYV3·I2but]22
(g) [PYV3·I2F4]22,23 (h) [PYV3·I3F3] with PYV3-N on the
right and PYV3-O on the left22
Figure 7.1: Representation of the PYV3-coformer synthons as ex-
tracted from the co-crystal structure optimized at the PBC/PBEsol0/6-
31G(d,p)/I(LANL2DZ) level of approximation. Here, the enol form was con-
sidered for all co-crystals. The corresponding references to the X-ray diffraction
structures are also provided. In the case of a, an arrow has been added to define
the pyridine torsion angle.
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smaller set of orbitals, the NTOs, that describe the hole created by the elec-
tronic promotion (in the occupied space) and the corresponding created particle
(in the unoccupied space).14,15
7.2.1 Effects of the Basis Set
In order to select a basis set, the UV/Vis absorption spectrum of both forms
of the PYV3·I2but heteromer (PYV3+I2but[PYV3·I2but]) were simulated for a
broad selection of Ahlrichs basis sets (from a split valence set, def2-SVP, to a
quadruple-“ one, def2-QZVP), see Figure 7.2. The composition of the consid-
ered basis sets are given in Table D.2. For iodine, the def-ECP effective core
potential was used. Both enol and keto spectra present two absorption bands,
at about 365 nm and 290 nm for the enol and 450 nm and 310 nm for the keto
forms. As the basis set becomes larger (and thus more complete), the excita-
tion energies decrease and the bands are red-shifted. Since the def2-TZVPD,
def2-TZVPPD, and def2-QZVP spectra overlap perfectly, the smallest of three
equally performing sets, def2-TZVPD, is therefore a suitable basis set for further
calculations on the co-crystals. In order to confirm the selection of def2-TZVPD,
Table 7.1: RI-CC2 first wavelength of excitation (–, in nm), excitation energy
(Eeg , in eV), and oscillator strength (f ), and their variations (∆– and ∆f ) w.r.t.
def2-QZVP for the isolated PYV3·I2but heteromer as a function of the basis set.
All calculations were performed at the RI-CC2 level of approximation.
Enol
Basis Set – ∆– Eeg ∆Eeg f ∆f
def2-SVP 355.7 −12.8 3.486 0.121 0.167 0.034
def2-SVPD 364.7 −3.7 3.400 0.034 0.138 0.005
def2-TZVP 367.0 −1.5 3.378 0.013 0.138 0.005
def2-TZVPP 367.2 −1.3 3.377 0.012 0.138 0.004
def2-TZVPD 368.3 −0.2 3.367 0.002 0.133 0.000
def2-TZVPPD 368.5 0.1 3.365 0.000 0.133 0.000
def2-QZVP 368.4 0.0 3.365 0.000 0.133 0.000
Keto
def2-SVP 424.7 −24.9 2.920 0.162 0.323 0.065
def2-SVPD 442.6 −6.9 2.801 0.043 0.269 0.012
def2-TZVP 446.0 −3.6 2.780 0.022 0.265 0.007
def2-TZVPP 446.3 −3.2 2.778 0.020 0.265 0.007
def2-TZVPD 449.4 −0.1 2.759 0.001 0.256 −0.001
def2-TZVPPD 449.6 0.1 2.757 −0.001 0.256 −0.001
def2-QZVP 449.5 0.0 2.758 0.000 0.257 0.000
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the 1st excitation energies, oscillator strengths, and their variations with respect
to the largest considered set for both forms of the I2but heteromer are given in
Table 7.1. With errors of the order of 0.1 nm for the wavelengths (corresponding
to 0.001 eV on the excitation energies) and 0.001 for the oscillator strengths,
def-TZVPD yields converged results with respect to def2-QZVP. Unless stated
otherwise, all the following calculations were performed with the def2-TZVPD
basis set.
7.2.2 RI-CC2 vs. RI-CCSD
In order to evaluate the error made by using RI-CC2, isolated phase RI-CCSD
excitation energy calculations on the monomers of PYV3 (PYV3[PYV3]) have
been performed, see Table 7.2. Note that RI-CCSD oscillator strengths are not
available in Turbomole35 and thus can not be compared to the RI-CC2 ones.
For the first 5 excited states, RI-CC2 systematically underestimates the excitation
energy. The error made is state dependent, e.g. the error for excited state 1 of
Table 7.2: Wavelengths and energies of excitation of the first 5 excited states
(in nm and eV) and error (∆– and ∆Eeg , respectively) and the average er-
ror and standard deviations (Std. Dev.) w.r.t. CCSD for the isolated forms




– Eeg – Eeg ∆– ∆Eeg
1 360 3.44 324 3.83 37 −0.39
2 293 4.23 276 4.49 17 −0.25
3 273 4.55 252 4.92 20 −0.37
4 260 4.76 248 5.01 13 −0.25
5 253 4.90 242 5.12 11 −0.22
Average 19 −0.30
Std. Dev. 10 0.08
Keto
1 440 2.82 404 3.07 36 −0.25
2 386 3.21 325 3.82 61 −0.60
3 304 4.08 283 4.38 21 −0.31
4 276 4.49 258 4.80 17 −0.30
5 258 4.81 247 5.03 11 −0.21
Average 29 −0.34
Std. Dev. 20 0.16
152























































































Figure 7.2: RI-CC2 UV/Vis absorption spectra of the isolated enol and keto
heteromers of PYV3·I2but, PYV3+I2but[PYV3·I2but], as a function of the basis
set.
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the enol form amounts to 37 nm (0.39 eV), while for state 2, the error is 17 nm
(0.25 eV). This leads to the following average errors and standard deviations:
(19± 10) nm for the enol and (29± 20) nm for the keto forms. In other words,
to recover the RI-CCSD spectra, the RI-CC2 cannot simply be shifted. The
difference between the two methods is due to the different contributions of the
singles and doubles clusters, T1 and T2, to the excited states between the RI-CC2
and RI-CCSD results, see Table D.3. Indeed, the contribution of T1 to an excited
state relates to the character of the excitation. For RI-CC2 calculations, T1
strongly contributes to all 5 calculated excited states, ∼88%, meaning that they
have a single excitation character. When going to RI-CCSD, the T1 contributions
further increase to ∼92%, thus confirming the singles character.37,38 Had one of
the excitations actually be of double character, the T1 contribution would have
decreased when going from RI-CC2 (which does not explicitly allow for double
excitations5) to RI-CCSD.
The RI-CC2 NTOs of the enol form perfectly match the RI-CCSD ones, see
Figure D.1. All particles are purely of ı nature while from states 1 to 3, purely
ı holes become increasingly mixed with some ff character: for state 2, a ff part
is on the double bond and for state 3 on the pyridine part (right hand side).
The largest difference between the two methods is for the 3rd excited state: the
hole NTO for RI-CCSD is less localized on the pyridine part than for RI-CC2,
see Figures D.1e and D.1f. On the other hand, the corresponding particles are
identical. For the keto form, the NTOs of the RI-CC2 and RI-CCSD excited
states are the same, where both holes and particles are of ı nature, see Figure
D.2. Overall, RI-CC2 recovers the features of the excitations calculated with RI-
CCSD, the main difference being energy shifts that are excited state dependent.
7.3 Results and Discussion
7.3.1 Effects of the Geometry
The effects of co-crystallization are multifold. Ref. [2] analyses some of those:
the changes in the relative energy of the tautomers, in the geometries, and in
the atomic charges distributions. This work used the crystal geometries that
have been optimized in Ref. [2]. The root mean square deviation for the atomic
positions of the PYV3 co-crystals compared to PYV3 range from 0.131Å to
1.637Å for the enol forms and from 0.037Å to 1.630Å for the keto ones. These
large values are associated with the significant variations of the torsion angle
of the pyridine. More details can be found in Ref. [2]. The characteristics of
first excitation of the isolated monomers of PYV3 (PYV3[PYV3]) and of its
co-crystals (PYV3[PYV3·XXX]) are given Table 7.3. For the enol forms, the
PYV3·FA2, PYV3·DHBP, and PYV3·I2F4 co-crystals are barely affected, with
variations of up to 2 nm for the first excitation wavelengths. The correspond-
ing oscillator strength variations do not exceed 6%. Figure 7.3a shows those
simulated spectra, highlighting the overlap of the first bands (fully characterized
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by the first excitation). The second bands feature two excitations. They are
more affected by the co-crystallization than the first ones. Indeed, changes in
both excitation energies and oscillator strengths result in i) similarly positioned
but less (PYV3·FA2) or more (PYV3·DHBP) intense bands or ii) blue-shifted
bands (PYV3·I2but and PYV3·I2F4), see also Table D.4. Compared to PYV3,
both are red-shifted by ∼8 nm but because the 2nd excitation is much less in-
tense in favor of the 3rd one, the actual band maximum is blue-shifted by about
10 nm. The second set of co-crystals (Figure 7.3b), co-crystals PYV3·SA, ·FA1,
and ·I3F3, display larger first excitation energies with blue shifts ranging from
7 nm to 27 nm. As expected from Ref. [2] that highlights the isostructurality
of the PYV3·SA and PYV3·FA1 co-crystals, their spectra almost perfectly over-
lap. Both of their bands are slightly blue-shifted (2 nm) with respect to PYV3
and thanks to a larger oscillator of the 2nd excitation, the second band is more
intense. The largest variations are obtained for the PYV3·3F3 monomers: the
first excitation of PYV3-N[PYV3·I3F3] is shifted by −18 nm and is less intense
by 13% while that of PYV3-O[PYV3·I3F3] by −27 nm and 25%. Similarly to
PYV3·I2but and PYV3·I2F4, the 2nd bands of PYV3-N[PYV3·I3F3] and PYV3-
O[PYV3·I3F3] are strongly blue-shifted and more intense than PYV3. In these
cases, the 2nd and 3rd excitations are both blue-shifted in addition to a strong
decrease of oscillator strength of the 2nd excitation and an even stronger increase
of the 3rd one (Table D.4). Lastly, SDP is the only example of a strong decrease
of the excitation energy, i.e. a red-shift of the first excitation wavelength by
15 nm . Like for its second band, it is uniquely defined by the second excitation
of similar energy, but stronger oscillator strength, than PYV3.
Table 7.3: RI-CC2/def2-TZVPD first wavelength and energy of excitation (–, in
nm and Eeg , in eV) and oscillator strength (f ) for the isolated monomers of PYV3
(PYV3[PYV3]) and their variations upon co-crystallization (PYV3[PYV3·XXX]).
Enol Keto
Crystal – Eeg f – Eeg f
PYV3[PYV3] 360 3.44 0.125 440 2.82 0.240
PYV3[PYV3·SA] −7 +0.07 +5% −8 +0.06 +6%
PYV3[PYV3·FA1] −7 +0.07 +5% −8 +0.06 +7%
PYV3[PYV3·FA2] 0 0.00 +3% −7 +0.04 0%
PYV3[PYV3·DHBP] −1 +0.01 +6% −3 +0.02 0%
PYV3[PYV3·SDP] +15 −0.14 +14% +14 −0.09 +8%
PYV3[PYV3·I2but] −2 +0.02 +4% +2 −0.01 +2%
PYV3[PYV3·I2F4] +2 −0.02 +6% 0 0.00 +2%
PYV3-N[PYV3·I3F3] −18 +0.18 −13% −12 +0.08 +17%
PYV3-O[PYV3·I3F3] −27 +0.28 −25% −29 +0.20 +11%
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For the keto forms, the first excitations of the PYV3 molecule are barely affected
by co-crystallization in the case of the PYV3·DHBP, PYV3·I2but, and PYV3·I2F4
co-crystals (Figure 7.4a, with shifts ranging from −3 nm to 2 nm and oscillator
strengths variations of 0% to 2%). Similarly, the third excitations, i.e. the sec-
ond bands, are barely affected: shifts ranging from 0 nm to 4 nm and oscillator
strengths variations of 0% to 1% (Table D.5). These UV/Vis absorption spec-
tra are given in Figure 7.4a. The remaining co-crystals, PYV3·SA, ·FA1, ·FA2,
·I3F3, and SDP, are shown in Figure 7.4b. Again, PYV3·SA and PYV3·FA1 have
identical spectra where the first band is blue-shifted by 8 nm but the second one
is barely changed (∼2 nm shift and ∼2% less intense). PYV3·FA2 differs from
PYV3 only by the position of the first band, shifted by −7 nm. The PYV3 chro-
mophore sees the largest increase of the first excitation energy corresponding
to ∆– of 12 nm for PYV3-N[PYV3·I3F3] and 29 nm for PYV3-O[PYV3·I3F3].
They also display stronger absorptions (17% for PYV3-N and 11% for PYV3-
O). Their second bands are less affected. Indeed, PYV3-N[PYV3·I3F3] is not
shifted while IPYV3-O[PYV3·I3F3] is shifted by −11 nm (less than half of the
1st band). Their intensities are on par with that of PYV3 (−3% to 1%). Like
for the enols, PYV3·SDP is the only case with a significant decrease of the 1st
excitation energy, or ∆– = 14 nm, also accompanied by a stronger absorption
with respect to PYV3 (by 8%). The 2nd band (3rd excitation) is also red-shifted,
but by a smaller amount, 6 nm.
The first excitation shifts of PYV3-O[PYV3·I3F3] (−28 nm) and PYV3[PYV3·SDP]
(15 nm) are related to the torsion angle between the linker and the pyridine. In-
deed, it directly relates to the ı-conjugation between both rings of PYV3. For
PYV3·SDP, the torsion angles of the enol and keto forms are close to 0° (2° and
3°, respectively) which, compared to the PYV3 crystal values of ∼30°, means a
greater ı-conjugation and thus lower excitation energies. The opposite is true
for PYV3-O[PYV3·I3F3] where its torsion angles are larger than for PYV3: 45°
and 35° for the enol and keto forms, respectively. For the other co-crystals, there
is no direct relationship between the variations of the torsion angles compared
to PYV3[PYV3] and those, smaller, of the wavelengths of excitation.
7.3.2 Effects of the Environment
The effects of the environment are added in two steps: firstly, by considering the
heteromers instead of the monomers in order to account for specific intermolecu-
lar interactions, then by further adding a point-charge embedding thats reproduce
the Ewald potential of the crystal, in order include the crystal field polarization.
These calculations allow for the study of the direct effects of co-crystallization
on the optical properties. For illustrative purpose, this section limits itself to two
co-crystals, PYV3·SA and PYV3·FA1, which are isostructural. This will allow
assessing whether the explicit and implicit crystal field effects display differences
or not, despite their isostructurality.
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Figure 7.3: RI-CC2/def2-TZVPD UV/Vis absorption spectra of isolated
monomers of all-enol crystals (PYV3[PYV3·XXX]).
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Figure 7.4: RI-CC2/def2-TZVPD UV/Vis absorption spectra of isolated
monomers of all-keto crystals (PYV3[PYV3·XXX]).
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Table 7.4: RI-CC2/def2-TZVPD first excitation wavelength and energy (– in
nm and Eeg , in eV, respectively) and oscillator strength (f ) for the isolated
monomer of PYV3 (PYV3[PYV3]) and the variations for the heteromers of co-
crystals (PYV3+XXX[PYV3·XXX]).
Enol Keto
– Eeg f – Eeg f
PYV3[PYV3] 360 3.44 0.125 440 2.82 0.240
PYV3+SA[PYV3·SA] +2 −0.02 −4% −2 +0.02 +2%
PYV3+FA[PYV3·FA1] +3 −0.03 −5% −1 +0.01 +3%
Inclusion of the Coformers
By studying heteromers instead of monomers, i.e. PYV3+SA[PYV3·SA] and
PYV3+FA[PYV3·FA1], both the geometry effects previously discussed and the
electronic effects of the coformer are considered simultaneously. Table 7.4 gives
the 1st excitation data for the heteromers of PYV3·SA and PYV3·FA1in compar-
ison to PYV3. By adding the coformers, the first absorption band is slightly red-
shifted for the enol forms (by ∼2 nm) and blue-shifted for the keto (by ∼1 nm)
compared to PYV3[PYV3]. The effect on the oscillator strength is small with
variations of just a few percents with respect to PYV3: from −5% to 3%. Look-
ing at the simulated spectra, Figure 7.5a, the enol heteromers of both PYV3·SA
and PYV3·FA1 show more intense 2nd bands due to larger oscillator strengths for
the second excited state (by 30%, Table D.6). The said bands are also slightly
blue-shifted (by 2 nm) as the 2nd excitations of PYV3·SA and PYV3·FA1 are
blue-shifted. In the case of PYV3·FA1, the 3rd excitation is forbidden in favor
of the 4th one that presents the same character as the corresponding excitation
for PYV3·SA (see later the discussion on the NTOs). For the keto forms, the
effects of the geometry and of the inclusion of the coformer cancel each others
for the 2nd bands (3rd excited states), so that they appear as unaffected (Figure
7.5b, Tables 7.4 and D.7).
Inclusion of the Crystal Field
The final step in this stepwise procedure for including the effects of the environ-
ment is to add an embedding of point-charges fitted to reproduce the crystalline
Coulombic potential. Table 7.5 gives the 1st excitation data for the isolated and
embedded forms of PYV3 and the variations for the embedded heteromers of
the PYV3·SA and ·FA1 co-crystals. Starting with the effect of the embedding
on PYV3, the first excitation energy of both forms increases, blue-shifting the
1st absorption band by 23 nm for the enol and 17 nm for the keto. On the other
hand, the oscillator strengths decrease, by 18% for the enol and 14% for the
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Figure 7.5: RI-CC2/def2-TZVPD UV/Vis absorption spectra of the isolated
PYV3[PYV3] and of the isolated heteromers of PYV3·SA and PYV3·FA1 co-
crystals (PYV3+SA[PYV3·SA] and PYV3+FA[PYV3·FA1]).
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keto forms. The spectra, Figure 7.6, show that the second bands are also blue-
shifted but more intensively. This is due to the increase of both the excitation
energies and the intensities of the excited states contributing to the 2nd bands,
see Tables D.8 and D.9.
Table 7.5: RI-CC2/def2-TZVPD first wavelength of excitation (–, in nm)
and oscillator strength (f ) for the isolated and embedded monomer of PYV3
(PYV3[PYV3]) and the variations for the embedded heteromers of co-crystals
(PYV3+XXX[PYV3·XXX], w.r.t. the embedded PYV3).
Enol Keto
– Eeg f – Eeg f
PYV3[PYV3] (iso) 360 3.44 0.125 440 2.82 0.240
PYV3[PYV3] (emb) 337 3.68 0.105 423 2.93 0.220
PYV3+SA[PYV3·SA] (emb) +9 −0.10 +7% +8 −0.06 +16%
PYV3+FA[PYV3·FA1] (emb) +11 −0.11 +7% +10 −0.07 +16%
Figure 7.6 shows the UV/Vis absorption spectra of the various models of
simulation for PYV3 and its co-crystal with SA. As just discussed for PYV3,
the inclusion of the crystal field increases the excitation energies. This is also
the case for PYV3+SA[PYV3·SA] when going from the isolated model to the
embedded one for the two absorption bands of both enol and keto forms. For
the enol, the 1st excitation is shifted by −16 nm (0.15 eV), the 2nd by −4 nm
(0.06 eV), and the 3rd by −2 nm (0.03 eV) with respect to the isolated molecule,
i :e: PYV3[PYV3] (Tables 7.5 and D.8). For the keto form, the variation on
the first excitation is smaller than for the enol: −6 nm (0.04 eV). Its 2nd band,
previously described by one excitation, is now defined by two almost degenerated
excitations, the 3rd and 4th ones, at −4 nm (0.05 eV) and −11 nm (0.15 eV) with
respect to the 3rd excitation of the isolated heteromer, respectively (Table D.9).
The nature of these particular excitations is discussed in the next Section.
Compared to the embedded PYV3, the first absorption band of the co-crystal
is red-shifted while the second one is unshifted. For the enol, the first band
is of similar intensity while the second one is more intense. This is due to the
larger oscillator strength of the 2nd excitation, despite a smaller value for the
3rd one. By opposition, the first band of the keto gets more intense than in
PYV3[PYV3] while the second one is similar (despite the dual excitation in the
band). After embedding, the excitation energies of PYV3·SA and PYV3·FA1
remain very similar, with maximum differences of −2 nm, showing the extent of
the effects of isostructurality (Figure D.3).
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Figure 7.6: RI-CC2/def2-TZVPD UV/Vis absorption spectra of all models con-
sidered for PYV3 and PYV3·SA.
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7.3.3 Analysis of the NTOs
Concerning the NTOs, which characterize the nature of the electronic transi-
tions, there are not affected by the changes of geometry. Figure 7.7 shows
the NTOs of the enol and keto forms of the 1st excited states for the isolated
PYV3[PYV3], PYV3[PYV3·SA], PYV3[PYV3·SDP], and PYV3-O[PYV3·I3F3].
All holes have the same ı topology localized on the salicylidene part while all
particles are the same, being of ı character, fully delocalized over the molecule.
As previously mentioned, the 3rd excited state for the enol form of the isolated
PYV3+FA[PYV3·FA1] is actually forbidden in favor of the 4th one. Despite this
change, the NTOs of that excitation are almost identical to those of the 3rd ex-
cited state of PYV3[PYV3] (Figure D.4). They differ by a smaller contribution of
the pyridine to the hole. The same goes for the embedded PYV3+FA[PYV3·FA1]
4th excited state. When adding the effect of the crystal field to PYV3[PYV3],
the NTOs are unaffected for both the enol and keto forms, as seen in Figures
D.5 and D.6, respectively.
For all the models considered for the SA and FA1 co-crystals, the NTOs are
almost not affected (Figure 7.8) except for the 3rd excitation of the embedded
keto forms. Despite those few changes, all natural transition orbitals are localized
on PYV3, i.e. the coformer polarizes PYV3 but does not directly contribute to the
actual excitation. As previously mentioned, upon inclusion of crystal field, the 3rd
excited state of the keto form of PYV3+SA[PYV3·SA] becomes degenerated into
two excited states (the same goes for PYV3+FA[PYV3·FA1]). Each excitation
is described by two pairs of NTOs, where the first one contributes to about 2=3
of the excitation and the second one to the remaining third (Figure 7.9). The
holes of the first pair of NTOs have almost the same ı topology as the isolated
ones. For the second pairs, the holes are localized on the salicylidene part of
the molecule and are of ı nature. All the particles are similar to that of the
isolated system. They differ by smaller contributions of the salicylidene part of























(a) Enol PYV3[PYV3] (b) Enol PYV3 [PYV3·SA] (c) Enol PYV3 [PYV3·SDP] (d) Enol PYV3-O
[PYV3·I3F3]
(e) Keto PYV3 [PYV3] (f) Keto PYV3 [PYV3·SA] (g) Keto PYV3 [PYV3·SDP] (h) Keto PYV3-O
[PYV3·I3F3]
Figure 7.7: RI-CC2/def2-TZVPD NTOs (holes below the arrows and particles above them) of the first excited state of isolated























(a) Enol iso PYV3[PYV3] (b) Enol iso PYV3 [PYV3·SA] (c) Enol iso PYV3+SA
[PYV3·SA]
(d) Enol emb PYV3+SA
[PYV3·SA]
(e) Keto iso PYV3 [PYV3] (f) Keto iso PYV3 [PYV3·SA] (g) Keto iso PYV3+SA
[PYV3·SA]
(h) Keto emb PYV3+SA
[PYV3·SA]
Figure 7.8: RI-CC2/def2-TZVPD NTOs (holes below the arrows and particles above them) of the first excited state of isolated
























(a) Isolated State 3. (b) Embedded State 3 1st
NTOs (67%).
(c) Embedded State 4 1st
NTOs (65%).
(d) Embedded State 3
2nd NTOs (31%).
(e) Embedded State 4
2nd NTOs (33%).
Figure 7.9: RI-CC2/def2-TZVPD NTOs (holes below the arrows and particles above them) of the 3rd isolated keto form of
PYV3+SA[PYV3·SA] and of the 3rd and 4th excited states of the embedded one (isovalue of 0.02 a.u.).
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7.3.4 Looking for a Computationally more Efficient Method
Table 7.6: RI-CC2 wavelengths of excitation with the def2-TZVPD (TZ) and
composite (SV-TZ) methods (–, in nm) and def2-TZVPD (TZ) and def2-SVPD
(SV) oscillator strengths, f , and absolute errors (AE) for the embedded het-
eromers of SA and FA1 (PYV3+SA[PYV3·SA] and PYV3+FA[PYV3·FA1]).
Enol
Co-Crystal State –TZ –SV-TZ AE(nm) AE(eV) f TZ f SV AE
PYV3+SA 1 346.5 346.7 0.2 −0.002 0.112 0.116 0.003
[PYV3·SA] 2 286.2 286.4 0.1 −0.002 0.624 0.616 −0.009
(emb) 3 264.2 264.4 0.2 −0.004 0.167 0.178 0.011
PYV3+FA 1 347.6 347.8 0.2 −0.002 0.113 0.116 0.003
[PYV3·FA1] 2 286.7 286.8 0.1 −0.002 0.632 0.622 −0.009
(emb) 4 265.0 265.2 0.3 −0.005 0.167 0.178 0.012
Keto
PYV3+SA 1 431.1 431.2 0.1 −0.001 0.255 0.267 0.012
[PYV3·SA] 3 300.2 300.3 0.0 −0.001 0.360 0.373 0.012
(emb) 4 293.2 293.3 0.1 −0.002 0.210 0.193 −0.017
PYV3+FA 1 432.9 433.0 0.1 −0.001 0.256 0.268 0.012
[PYV3·FA1] 3 301.3 301.4 0.0 −0.000 0.333 0.345 0.012
(emb) 4 294.4 294.5 0.2 −0.002 0.244 0.227 −0.017
One limitation of this computational scheme is its cost for large heteromers,
e.g. PYV3+2×SDP[PYV3·SDP] or PYV3-N+PYV3-O+2×I3F3[PYV3·I3F3], when
employing the extended def2-TZVPD basis set.
To circumvent this issue, we propose a composite technique where the effects
of the coformer on the wavelengths of excitation are computed with the def2-
SVPD basis set and added to the def2-TZVPD wavelengths of the monomer
(Eq. 7.1). Alternatively, the same quantities can be seen as the def2-SVPD
heteromer wavelength with a basis set correction on the molecule contributing
most to the spectra (Eq. 7.2).










where TZ refers to a def2-TZVPD calculation and SV to a def2-SVPD one. In
Table 7.6, the def2-TZVPD data for the excitations with non-negligible oscillator
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strengths are given for the embedded heteromers of PYV3·SA and PYV3·FA1
alongside the composite scheme values and its absolute errors. Overall, the
composite scheme underestimates the excitation energies, but with errors that do
not exceed 0.2 nm (0.005 eV) and as low as 0.02 nm (0.0003 eV). It is therefore
safe to say that the composite scheme is accurate. Note that the errors on
the keto excited state energies are smaller by about a factor two than the enol
ones. The oscillator strengths obtained with def2-SVPD are comparable to the
def2-TZVPD ones (Table 7.6), with errors that do not exceed ±0.02. The
composite spectra and the real def2-TZVPD ones are shown in Figure 7.10.
As expected by the errors previously discussed, the spectra almost perfectly
overlap. Furthermore, the def2-SVPD NTOs are identical to the def2-TZVPD
ones (Figures D.7 and D.8). A further step would be to use the embedded





































Figure 7.10: RI-CC2 composite (SV-TZ, dashed lines) and def2-TZVPD (TZ,
full lines) spectra for the embedded heteromers of SA and FA1.
7.4 Further Discussions, Conclusions, and Perspectives
This work aims at deciphering the effects of co-crystallization on the optical
properties of PYV3, a N-salicylideneaniline derivative. To do so, a two step
multi-scale method has been established. First the molecular geometry and the
unit cell parameters are optimized using periodic boundary conditions density
functional theory. Then, an embedding method is used to compute the RI-CC2
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excitation energies and oscillator strengths. As a first step to compute the RI-
CC2 optical properties, a basis set amongst the Ahlrichs family was selected:
def2-TZVPD. It reproduces the results of the larger def2-QZVP basis set. Then,
the accuracy of RI-CC2 is confirmed by comparing its excitation energies with RI-
CCSD results. Indeed, despite small differences on the excitation energies with
respect to RI-CCSD, RI-CC2 recovers the nature of the excitations. Then, in
order to decipher the various effects of co-crystallization on the optical properties,
the excitation properties and UV/Vis absorption spectra of isolated anil molecules
as extracted from the co-crystals are computed. The changes of geometry of
the chromophore in the co-crystals leads to various effects on the excited states
contributing to the UV/Vis absorption spectra. While for most coformers this
results in negligible effect or in an increase of the excitation energies (occasionaly
accompanied by variations of the absorption intensities), PYV3·SDP is the only
one showing a significant decrease of the 1st excitation energy. This has been
attributed to the planarization of PYV3 in the PYV3·SDP co-crystal. Then, the
effects of the environment are included in two steps: i) considering heteromers,
i.e. the anil and its directly interacting coformer and ii) including the crystal
field thanks to an embedding of point-charges that reproduce the full Coulombic
potential of the crystal. Combining both aspects of the environment shows that
the PYV3·SA co-crystal has lower first excitation energies compared to the pure
crystal of PYV3. Analyzing these variations in details, we have shown that the
presence of the succinic acid coformer counteracts the hypsochromic shift due to
the geometry and that crystal field effects leads to hypsochromic shifts of about
10 nm. Similar results have then been obtained for the isostructural PYV3·FA1
co-crystal, showing that the geometry and the crystal field effects are negligibly
modified by the difference in chemical nature of the coformer, succinic versus
fumaric acid.
Based on these calculations of the vertical excitation energies of PYV3 and
its co-crystals with SA and FA, comparisons have been drawn with experiment,
where the onsets of absorption for the enol and keto forms have been determined
from the spectra of Ref. [1]. For the enol form, this onset of absorption goes from
460 nm in the case of PYV3 to 465 nm and 475 nm for PYV3·SA and PYV3·FA1
in comparison to 337 nm, 346 nm, and 348 nm, respectively, demonstrating the
good qualitative agreement. In addition, for the keto form, the calculated values
amount to 423 nm, 431 nm, and 433 nm in comparison to experimental values of
560 nm, 565 nm, and 575 nm, for PYV3, PYV3·SA, and PYV3·FA1, respectively.
Though the small co-crystallization-induced hypsochromic shifts are predicted
for PYV3·SA and PYV3·FA1 by the two step multi-scale method, the absorption
spectra remain similar and the nature of the transitions, as revealed by a NTO
analysis, is not affected by co-crystallization. Thus, at this level of investigation,
there is no evidence to explain the difference in the photochromic behavior of the
PYV3 crystal compared to the PYV3·SA and PYV3·FA1 co-crystals. Studying
the excited state dynamics appears necessary to address this effect, which goes
beyond the aim of the present work.
169
Bibliography Chapter 7. UV/Vis Co-Crystals Anil
Finally, a composite scheme to obtain accurate but computationally more
accessible UV/Vis absorption spectra has been established, and proven to be
sucessfull in recovering the key features of the excitations. In view of future
investigations, we note that other approaches can be explored such as other
charge definitions (electrostatic potential, ESP, charges or natural bond orbital,
NBO, charges), self-consistent embeddings, or extracting the excitation energies
from frequency dispersion fits of the polarizability (available for selected DFT
functionals in Crystal1739). Still, improvements can be achieved by including
vibronic and excitonic couplings, which goes beyond the scope of this study.
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This work demonstrates that covalent organic frameworks (COFs) can exhibit
large second-order nonlinear (NLO) responses and that these NLO responses
can be modulated as a function of the successive enol-imine/keto-enamine tau-
tomerisms, leading to efficient solid-state second-order NLO switches. The proof
of concept is given by evidencing, by means of periodic boundary conditions
(time-dependent) density functional theory calculations, the large amplitudes of
the second-order NLO susceptibility, ffl(2), of two-dimensional COFs built from
the assembly of tris(N-salicylideneaniline) units as well as their variations when
switching between keto and enol forms. Calculations further demonstrate the
key role of symmetry, i.e. on the distribution of enol and keto functions in the
unit cell, on the ffl(2) values as well as on their dipolar/octupolar character.
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8.1 Introduction
Covalent organic frameworks (COFs) are porous crystalline materials built from
strong covalent bonds between light elements.1 The high accessible surface area
and the mechanical robustness of these crystalline polymer networks make them
ideal candidates as gas storage media, catalytic supports, sensing platforms, and
energy storage devices, to cite a few applications.2–4 These structural, electronic,
thermodynamic, and kinetic properties can further be combined with linear and
nonlinear optical properties to elaborate multifunctional materials, in particu-
lar when the COFs switch between several forms. Very little is known about
the nonlinear optical (NLO) properties of COFs whereas several studies have
tackled those of the closely-related metal organic frameworks (MOFs).5 Among
the few works on the NLO responses of COFs, in a recent paper Biswal et al.6
have reported the large nonlinear absorption (NLA) coefficient of regioregular
porphyrin COFs. Moreover, by taking advantage of their precise spatial orien-
tation in COFs, Deng and co-workers have revealed the two-photon absorption
(TPA) potential of chromophores, which exhibit up to a 110-fold enhancement
of their TPA cross section with respect to their molecular responses.7 There is
a continuing interest for materials exhibiting NLO responses because they are
active components in applications such as laser modulation, data storage and
processing, bioimaging, and optical transmission technologies,8,9 and much has
yet to be done to assess the potential of COFs. Note that both NLA and TPA
are third-order NLO phenomena whereas, to our knowledge, the second-order
NLO responses of COFs (like the second harmonic generation (SHG)) have not
yet been studied. Among these NLO materials, when triggered by an external
stimulus (change of pH or redox potential, irradiation by light, complexation of
an analyte) some present the ability to switch between two or several forms that
display differences in their second- or third-order NLO responses. These sys-
tems are known as NLO switches,10–13 and many examples have been reported,
from molecules in solutions to functionalized surfaces and molecular crystals.14–27
Still, in the crystal state, owing to compactness and the associated steric hin-
drance to structural switching, fewer NLO switches are known.17,18 On the other
hand, owing to the cavities in their structures, which can facilitate the motions
of molecular fragments, COFs — as well as MOFs — are ideal candidates to
exhibit NLO switching behavior.
As a matter of fact, the present contribution aims at assessing second-
order NLO responses of a family of COFs built from the assembly of tris(N-
salicylideneaniline) units by means of quantum chemical calculations, and also
their linear optical responses. The targeted linear responses are the linear opti-
cal (at pulsation !) susceptibility, ffl(1)(−!;!) = ffl(1), as well as the refractive
indices and birefringence while the second-order NLO responses are the second-
order nonlinear optical susceptibility associated with the SHG phenomenon,
ffl(2)(−2!;!; !) = ffl(2). As first purpose, this paper gives the proof of con-
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cept that COFs can exhibit second-order NLO switching properties. On the
basis of their recent experimental investigations28,29 as well as of studies on
the second-order NLO switching behavior of N-salicylideneaniline derivatives,30
five two-dimensional (2D) COFs featuring enol-imine/keto-enamine tautomerism
have been selected (Scheme 8.1). COFs 1 to 4 have been synthesized by Banerjee
and co-workers28 using Schiff base reaction of 1,3,5-triformylphloruglucinol with
p-phenylenediamine (1), 2,5-dimethyl-p-phenylenediamine (2), 4,4’-azodianiline
(3), and 4,4’-diaminostilbene (4), respectively. COFs 1 and 2 only differ by
the presence of two methyl groups on the phenyl linker while COFs 3 and 4
possess more extended linkers namely azobenzene and stilbene, respectively. Fi-
nally, COF 5 presents an anthraquinone linker and was originally designed for
its charge storage ability.29 From the viewpoint of modulating the second-order
NLO responses, taking COF 1 as reference, the donor character of the linker
increases in the case of 2 and more substantially in the case of 3 and 4 with
their azobenzene and stilbene donors while the anthraquinone linker of COF 5
is an acceptor unit.
These COFs structures can be viewed as 3D materials composed of 2D sheets
forming honneycomb-like structures (Scheme 8.1). The size of the hexagonal
channels depends on the nature of the ı-conjugated linker between the tris(N-
salicylideneaniline) units, which are the nodes of the network (vertices of the
hexagons). The inner part of each hexagon presents a total of six keto or
enol functions. They are numbered according to Scheme E.1. For each COF,
this leads to a total of 14 tautomers (Table E.1). Still, in this investigation,
only periodic structures are considered in the sense that all the hexagons are
identical. This prevents from studying highly disordered systems but varying the
enol and keto content of the unit cell already ensures chemical diversity. The
corresponding structures representations are sketched in Table E.1, together with
the COFs space groups.
Besides the proof-of-concept of COFs as second-order NLO switches, this
paper addresses the following questions: i) how large is the second-order NLO
responses of N-salicylideneaniline-based COFs in comparison to reference molec-
ular crystals?, ii) what is the amplitude of the variations of ffl(2) upon keto-to-enol
switching?, and iii) how to rationalize these linear and nonlinear responses in view
of optimizing them?
8.2 Methods
All computations were carried out using periodic boundary conditions (PBC) den-
sity functional theory (DFT) as implemented in the Crystal17 package.31–33
The range-separated !B97X exchange-correlation (XC) functional34 was used
with Pople’s 6-31G(d,p) basis set (taken from Basis Set Exchange).35 Starting
from the single crystal X-ray diffraction structures, full geometry optimizations
were performed. In recent contributions, some of us demonstrated the perfor-
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Figure 8.1: Structure of COFs 1-5 in their fully enol (top) and fully keto
(bottom) forms. In the top figure the hexagon containing six (enol) functions is
represented.
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mance of the !B97X XC functional to get geometries of molecular crystals in
good agreement with single-crystal X-ray diffraction geometries, even without
adding corrections for London dispersion interactions.36,37 Then, linear [ffl(1)] and
second-order nonlinear [ffl(2)] optical properties were enacted at the DFT level
using the linear and quadratic response function methods implemented in a local
version of Crystal17.38–42 This scheme i) is based on the substitution of the
unbound electric dipole moment operator (~r) by another perturbation operator
(~Ω~k = ~r + {~∇~k) that is block-diagonal in the same reciprocal ~k-space as the
unperturbed Fock matrix, ii) takes advantage of the 2n+ 1 rule, and iii) enables
calculating both the static and dynamic responses. This approach presents some
advantages to calculate the ffl(1) and ffl(2) responses because it provides in a sin-
gle step these responses. In this way, contrary to other methods that have been
employed to calculate the optical responses of molecular crystals and MOFs it
does not suffers from various limitations: i) in the cluster approach, the optical
responses depend on the cluster size and shape as well as on the way the dan-
gling bonds are saturated,43 ii) it does not involve a two-step procedure where
molecular responses need to be computed first before evaluating the macroscopic
ones,44,45 and iii) with respect to other PBC-based perturbative approaches it
does not require the use of a scissor operator to correct the underestimated band
gaps.46,47
The number of non-equivalent non-zero ffl(1) components depends on the
space group (in particular, in centro-symmetric crystals all ffl(2) tensor compo-
nents vanish). These components are listed in Table E.1. In addition to the
tensor components, which are listed in Supporting Information (besides the neg-
ligible ffl(2)XZZ and ffl
(2)

























. These quantities, of which the full expressions can be found
in Ref. [48] are generally considered for molecules and clusters but can also be
generalized to COFs.49,50 To visualize the ffl(2) tensor, the unit sphere repre-
sentation (USR), initially proposed for the first hyperpolarizability tensor,51 was
adopted. It consists i) in computing the induced polarization:
−→
P ind =
−→←→ffl (2) : −→E 2(„; ffi) (8.1)
where the tensor nature of ffl(2) has been evidenced and
−→
E („; ffi) is a unit vector of
electric field, of which the polarization direction is defined in spherical coordinates
by the „ and ffi angles and ii) by representing all the induced polarization vectors
on a sphere centered on the center of mass of the primitive unit cell. This
enables highlighting the directions where the second-order polarization is the
strongest (it corresponds to the largest induced dipoles), its orientation (the
acceptor-donor direction), and subsequently showing how much the ffl(2) response
is dipolar/octupolar. These USR were plotted using the Drawmol package.52
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The excitation energies to the lowest dipole-allowed excited states were eval-
uated from the frequency dispersion of the dynamic ffl(1)(−!;!) response, with
~! the incident photon energy. Indeed, within time-dependent perturbation the-
ory ffl(1)(−!;!) can be written under the form of a summation over the excited
states and close to resonance the contribution of each excited state (e) to fre-
quency dispersion, F(!), reads
ffl(1)(−!;!)
ffl(1)(0; 0)












with <(!) and =(!) their real and imaginary parts, respectively. ~!eg is the
corresponding excitation energy and Γeg is the damping factor. So, at resonance,
i.e. when ~! matches a vertical excitation energy, the real part amounts to zero
while its imaginary counterpart attains a maximum. The dynamic ffl(1)(−!;!)
responses were calculated for a range of incident photon energies with Γeg = Γ =
10−3 a:u:. Using the above F(!) form for each transition we evaluated by least-
squares regression the ~!eg that give the best fit to the calculated data. Both the
real and imaginary components of the ffl(1) response were employed and they gave
very similar excitation energies. Illustrative results are given in Figures E.1 and
E.2 to show the frequency dispersions, the fitting curves, and the corresponding
excitation energies of COF 1 (4K2E/1-2 and 5K1E). For these slab materials, the
in-plane diagonal components of the ffl(1) response present resonances between 2
and 4 eV demonstrating that for these low-energy excitations the dipole transition
moments are in-plane polarized. On the other hand, optical transitions polarized
along Z, i.e. perpendicular to the COF slabs, are associated with ffl(1)ZZ , appear
above 6 eV, and are not discussed in this work.
To enact Crystal17 calculations, default convergence criteria were used
while the irreducible Brillouin zone was sampled on a 4 4 6 grid (SHRINK key-
word). The truncation criteria for the Coulomb and exchange integrals were set
to 7 7 7 7 16 (TOLINTEG keyword) for the geometry optimization calculations
while for the calculation of the linear and nonlinear optical properties, TOLINTEG
was set to tighter criteria: 10 10 10 30 100.
8.3 Results and Discussion
8.3.1 Geometries and Relative Stability
After full geometry optimization at the !B97X/6-31G(d,p) level, the relative
energies (Table 8.1) demonstrate that the fully keto form is the most stable and
that the first keto-to-enol transformation costs between 32 and 36 kJmol−1.
Then, for the second keto-to-enol transformation the energy cost depends on
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which pair of keto sites. If the transformation occurs on a different tris(N-
salicylideneaniline) node, about the same amount of energy (sites 1 and 2) is
required or a bit more (sites 1 and 4). On the other hand, if it occurs on
the same node the needed energy is much smaller (25–28 kJmol−1). The third
transformation is again less demanding if it occurs on the same node (sites 1,
3, and 5) with energy between 4 and 9 kJmol−1. This lower cost results from
the fact that the combination of three enol functions on the same node restores
the aromaticity of the ring (see also below for the discussion on the geometry).
Finally, the energy cost to go from 6K0E to 0K6E is about twice larger than
to switch between 6K0E and 3K3E/1-3-5, demonstrating to a good extent the
additive character and the weak impact of the adjacent nodes.
The aromaticity driving force was substantiated here by geometrical criteria,
the CC bond lengths and the bond length alternation (BLA) in the ring. So,
considering the node with the sites 1, 3, and 5, the average CC bond length in
the ring ranges from 1.465Å in 6K0E, to 1.449Å in 5K1E, 1.431Å in 4K2E/1-
3, and 1.414Å in 3K3E/1-3-5 for COF 1 (similar results are obtained for the
other rings but the nomenclature is different). Then, BLA was evaluated as the
average bond length differences between adjacent CC bonds of the ring of the
same node. Considering 6K0E, 5K1E, 4K2E/1-3, and 3K3E/1-3-5, the ring BLA
of 1 amounts to 0.010, 0.018, 0.018, and 0.003Å, respectively. As expected,
3K3E/1-3-5 is the most aromatic with a negligible BLA. Then, comes 6K0E
where there are three keto functions on each ring (BLA = 0.010Å). Finally,
5K1E and 4K2E/1-3 combines one enol and two keto functions or vice versa,
which increases the BLA by a factor of two with respect to 6KE0. Looking
at the bond lengths of the molecular segments that are mostly affected by the
keto-to-enol switching (O––C–C––C–NH → HO–C––C–C––N), the variations
as determined at the same PBC/!B97X/6-31G(d,p) level, are typically 0.01–
0.02Å larger in the present tris(N-salicylideneaniline) units than in more sim-
ple N-salicylideneaniline, like (E)-2-methoxy-6-(pyridine-3-yliminomethyl)phenol
(PYV3), highlighting cooperative effects in the former ones.36 Similar geometri-
cal effects are observed for the four other COFs as well.
The Mulliken charge distributions have been analyzed to highlight which sub-
units are electron donors or acceptors. For all COFs and no matter what is the
K/E ratio, the aromatic linkers (Scheme 8.1) are donors, with charges between
1.2 e and 1.6 e. The charges on the two tris(N-salicylideneaniline) nodes, the
electron acceptors, are very similar, with amplitudes generally smaller by 0.1 e.
This demonstrates a small or negligible charge transfer between them and there-
fore the second-order NLO responses are not expected to have a charge-transfer
origin like in push-pull ı-conjugated systems. When the K/E ratio decreases,
the charge transfer decreases by up to 0.20–0.25 e. Finally, the amount of
charge transfer increases from COF 5 (1.40/1.19 e), to 3 (1.50/1.28 e), to 4
(1.53/1.33 e), to 1 (1.55/1.31 e), and to 2 (1.62/1.37 e), where the first value
corresponds to the charge on the aromatic linker for the all-keto form while the
second for the all-enol form. Again, as analyzed subsequently, there is no evident
182
8.3 Results and Discussion Chapter 8. COFs
Table 8.1: Relative energies (kJmol−1 per primitive cell) of the different tau-
tomers of COFs 1-5 as evaluated at the PBC/!B97X/6-31G(d,p) level of ap-
proximation.
Tautomer 1 2 3 4 5
6K0E 0.0 0.0 0.0 0.0 0.0
5K1E 32.5 33.4 36.0 34.9 36.0
1-2 63.6 65.6 71.2 69.2 71.4
4K2E 1-3 57.2 59.0 64.3 62.0 64.8
1-4 68.4 69.4 72.8 70.8 73.0
3K3E
1-2-3 86.6 89.7 98.4 95.5 99.1
1-3-4 92.5 94.5 100.8 97.7 101.6
1-3-5 61.5 67.9 71.4 68.1 72.6
1-4-5 92.0 94.4 100.6 97.5 101.4
1-2-3-4 114.0 117.5 127.3 123.2 128.2
2K4E 1-2-4-5 120.5 123.0 130.1 125.7 131.3
1-3-4-5 95.2 101.6 107.2 103.0 108.2
1K5E 121.6 128.0 135.4 130.0 136.9
0K6E 127.6 135.7 142.5 136.0 144.3
correlation between these charge transfer amplitudes and the ffl(2) responses of
the different tautomers.
8.3.2 Excitation Energies
Using the optimized structures, the two lowest-energy dipole-allowed excitation
energies (~!eg ) and band gaps (∆EHL = "LUCO − "HOCO), with the LUCO
and HOCO, the lowest-unoccupied crystalline orbital and the highest-occupied
crystalline orbital) were evaluated. The excitation energies were calculated by
least-squares fitting the few-state approximation ffl(1)(−!;!) expression to a set
of complex ffl(1)(−!;!) values calculated for incident photon energies between
1.63 and 5.99 eV (0.06 and 0.22 a.u.) and a damping factor of 0.03 eV (10−3 a.u.)
(Figures E.1 and E.2). These electronic transitions are polarized in the plane
(XY ) of the COF slabs. For COF 1 they present a complex dependence on the
tautomer form (Table 8.2).
For hexagonal symmetry (6KE0, 3K3E/1-3-5, and 0K6E), these transitions
are degenerate and respectively polarized along the X and Y axis. For the other
space symmetries, the energy splitting ranges from 0.15 to 0.35 eV. The first
excitation energy of the all-keto form (3.40 eV) is slightly smaller than for its cor-
responding all-enol form (3.53 eV) while mixing enol and keto tautomers results
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Table 8.2: Band gap (∆EHL) and excitation energies (~!n, eV)
of the tautomers of COF 1 as evaluated at the PBC/!B97X/6-
31G(d,p) level of approximation. In parentheses are given the
differences with respect to the 6KE0 tautomer.
Tautomer ∆EHL ~!1 ~!2
6K0E 5.85 3.40a
5K1E 5.68 (−0.17) 3.28 (−0.12) 3.43 (0.03)
1-2 5.65 (−0.20) 3.23 (−0.17)b 3.41 (0.01)c
4K2E 1-3 5.63 (−0.22) 3.27 (−0.13)b 3.41 (0.01)c
1-4 5.50 (−0.35) 3.15 (−0.25) 3.49 (0.09)
3K3E
1-2-3 5.67 (−0.18) 3.18 (−0.22) 3.40 (0.00)
1-3-4 5.47 (−0.38) 3.24 (−0.16) 3.34 (−0.06)
1-3-5 6.02 (0.17) 3.44 (0.04)a
1-4-5 5.50 (−0.35) 3.18 (−0.22) 3.43 (0.03)
1-2-3-4 5.58 (−0.27) 3.17 (−0.23) 3.32 (−0.08)
2K4E 1-2-4-5 5.32 (−0.52) 3.15 (−0.25)b 3.43 (0.03)c
1-3-4-5 5.82 (−0.03) 3.31 (−0.09) 3.49 (0.09)
1K5E 5.72 (−0.13) 3.30 (−0.10) 3.45 (0.05)
0K6E 6.27 (0.42) 3.53 (0.13)a
a This transition is degenerated. One is polarized along X while
the other along Y ;
b This transition is polarized along X ;
c This transition is polarized along Y ;
Otherwise, the transitions are polarized in the XY plane.
generally in smaller first excitation energies (the smallest value is achieved for
4K2E/1-4 and 2K4E/1-2-4-5 with a value of 3.15 eV). The exception is 3K3E/1-
3-5 where one center bears only enol forms (1, 3, and 5 sites, Scheme E.1) while
the other only keto forms (2, 4, and 6 sites, Scheme E.1). In that case, the
degenerate first excitation energies are slightly larger than in 6K0E (but slightly
smaller than in 0K6E) and also larger than for the other 3K3E tautomers. This
is attributed to aromaticity, which opens slightly the gap. A similar effect is
observed in the case of 2K4E/1-3-4-5, for the same reason. To a good extent,
the variations of ~!eg follow those of the band gap, though the latter are sys-
tematically larger by about 2 eV. The variations of the second excitation energy
are smaller. This rather small E-to-K shift (less than 0.4 eV) contrasts with the
large enol-to-keto bathochromic shift observed for simple salicylideneaniline,53
as well as for tris(salicylideneaniline)54 derivatives in solution. Therefore, the
variations of the linear and nonlinear optical susceptibilities are not expected to
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1 2 3 4 5
Figure 8.2: Excitation energies (~!eg , eV) of the 6K0E (bottom) and 0K6E
(top) tautomers of COFs 1-5.
be driven by changes in the excitation energies.
The lowest excitation energies were then evaluated for the full-keto and full-
enol tautomers of the other COFs (Figure 8.2) highlighting i) the systematic
smaller values by 0.08–0.15 eV of the full keto form, ii) the relatively minor
modifications when increasing the size of the ı-conjugated linker, and iii) the
largest values obtained in the case of an anthraquinone linker.
8.3.3 Refractive Indices and Birefringence
Consistently with the small variations of the optical gap and excitation energies as
a function of tautomer, for a given COF, the refractive indices and birefringence
also depend hardly on the E/K distribution (Table E.2). On the other hand, the
variations are much larger among the different COFs, which can be explained by
their different porosity (empty space) as a function of the size of the linker (Table
8.3). This is evidenced by the differences between the larger nXY = (nX +nY )=2
values of COFs 1 and 2 having smaller aromatic linkers — and therefore smaller
cavities — and the smaller nXY values of COFs 3 and 4 having larger cavities
while COF 5 presents intermediate values. Similarly, the birefringence is larger
for COFs 1 and 2 than for COFs 3, 4, and 5.
8.3.4 Second-Order NLO Susceptibilities
With respect to the linear responses, the ffl(2) tensor components and invari-
ants (Tables 8.4, E.3-E.6) present a stronger dependence on the tautomer, as
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Table 8.3: Linear optical properties of the 6K0E (0K6E) tautomers of the
different COFs: average refractive index in the XY plane, nXY = (nX + nY )=2,
refractive index along Z, nZ , and birefringence, ‹ = (nXY −nZ). All values were
evaluated at the PBC/!B97X/6-31G(d,p) level of approximation for ! = 0.
COFs nXY nZ ‹
1 1.479 (1.481) 1.110 (1.114) 0.369 (0.367)
2 1.505 (1.508) 1.146 (1.150) 0.359 (0.358)
3 1.352 (1.347) 1.077 (1.079) 0.275 (0.269)
4 1.338 (1.338) 1.074 (1.076) 0.264 (0.262)
5 1.370 (1.367) 1.095 (1.097) 0.276 (0.270)
expected for an odd-order property. COFs appear therefore as potential second-
order solid state NLO switches. When comparing to reference compounds like
urea, the amplitude of the COFs ffl(2) tensor components is large but still smaller
than in 2-methyl-4-nitroaniline (MNA). Indeed, for the former ffl(2)XY Z amounts to
2.4 pmV−1 at 1064 nm,55 while for the latter ffl(2)111 gets as large as 300 pmV
−1
at the same wavelength.56
Results in Tables E.3-E.6 show that the largest component is usually ffl(2)XXX ,
then ffl(2)Y Y Y , and finally the off-diagonal ones. For all COFs and all tautomer
forms except 3K3E/1-3-5, the dipolar contribution is larger than the octupolar
one, and typically twice larger (Table 8.4). In the case of 3K3E/1-3-5, which
presents a hexagonal structure, the response is fully octupolar. The difference
between the dipolar and octupolar responses of the COF 1 is further evidenced
by their unit sphere representations (Figure 8.3).
No matter which ı-linker is considered, the largest responses are generally
obtained for the 3K3E and 2K4E tautomer forms, followed by 4K2E, 1K5E,
and 5K1E. Considering the successive switching of the keto functions into enol
ones, ffl(2)XXX takes the following values (in pmV
−1): 0 (6K0E), 3.5 (5K1E), 7.3
(4K2E/1-3, as the most stable form), 0.8 (3K3E), −2.8 (2K4E), 3.9 (1K5E),
and 0 (0K6E). These values demonstrate that switching the keto functions has a
clear impact on the second-order NLO responses. How large it will be in practice
remains to be seen since the keto-to-enol transformation will most probably not
occur in the same way in all the unit cells.
Comparing their largest ffl(2) tensor components (ffl(2)Y Y Y ) 1K5E and 5K1E
demonstrates that the keto form has a stronger potential than the enol form to
achieve large ffl(2) responses. At first sight this appears contradictory because in
1K5E there are more enol than keto units. However, 1K5E differs with respect
to the centrosymmetric 0K6E by only one keto function and therefore one can
attribute the ffl(2) response to the unique keto site that breaks the centrosym-
metry. As discussed above the keto forms are associated with slightly smaller
band gaps and excitation energies but also with smaller unit cell polarization
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Figure 8.3: Unit sphere representation of the static ffl(2) tensor of COF 1 in its
3K3E/1-2-3 (left, dipolar character) and 3K3E/1-3-5 (right, octupolar character)
as calculated at the PBC/!B97X/6-31G(d,p) level of approximation (USR factor
of 1.0).
(cfr Mulliken charges). Large second-order NLO responses were also observed
for the keto form of a 2-hydroxy-1-naphthaldehyde derivative,57 but this is not
a general conclusion since the keto/enol relative values depend strongly on the
nature and position of the donor and acceptor groups on the anil core.58
The ffl(2) response depends also on the nature of the ı-linker, with a clear
trend: 2 > 1 > 3 > 4 > 5. To a good extent, these variations and ordering
originate from the length of the ı-linker: the longer the ı-linker, the larger the
primitive unit cell volume (Table E.7) and, therefore, for a given "molecular"
˛ response, the macroscopic response gets smaller [ffl(2) = ˛=(2"0V )]. This
explains the differences between COFs 1 and 2 on the one hand and COFs 3
and 4 on the other hand. The larger response of 2 with respect to 1 is attributed
to the better donor character of its ı-linker, bearing two methyl groups. When
putting aside the effects of the volume, the largest value is achieved with COF
3 but it is diluted in the larger volume. The smallest responses are observed for
COF 5, owing to its ı-linker with the smallest donor effect.
Figure 8.4 displays the typical frequency dispersion of ffl(2) of these COFs
derivatives, which deviates from the linear dependence in !2L, though the first
electronic resonance is still far away. The last points in the graph correspond a
photon energy ~! of 1.16 eV (– = 1064 nm) or a SHG energy of 2.32 eV whereas
the first resonance is at 3.3 eV or higher.
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Figure 8.4: Frequency dispersion of the ffl(2)XXX tensor component of COF
1 for its different non-centrosymmetric tautomer forms as calculated at the
PBC/!B97X/6-31G(d,p) level of approximation. The lines are the quadratic

















Table 8.4: Dipolar and octupolar components to the static ffl(2) (pmV−1) and their ratio () for the tau-
tomers of COF 1-5 as evaluated at the PBC/!B97X/6-31G(d,p) level of approximation. Centrosymmetric
tautomers (6K0E, 4K2E/1-4, 2K4E/1-2-4-5, and 0K6E) have zero values and these are not reported.























5K1E 5.4, 2.7 (0.51) 5.6, 2.9, 0.51 3.3, 1.7 (0.51) 2.9, 1.5 (0.50) 2.3, 1.4 (0.59)
4K2E
1-2 10.2, 5.2 (0.51) 10.7, 5.4 (0.51) 5.9, 3.0 (0.50) 5.3, 2.7 (0.50) 4.2, 2.1 (0.50)
1-3 7.9, 4.0 (0.51) 8.1, 4.1 (0.51) 4.8, 2.4 (0.50) 4.4, 2.2 (0.50) 3.0, 2.0 (0.67)
3K3E
1-2-3 15.6, 7.9 (0.51) 15.9, 8.1 (0.51) 8.7, 4.4 (0.50) 7.9, 4.0 (0.50) 5.7, 3.0 (0.52)
1-3-4 7.4, 3.8 (0.52) 7.7, 3.9 (0.51) 4.2, 2.1 (0.51) 3.8, 1.9 (0.50) 2.7, 1.6 (0.58)
1-3-5a 0, 2.2 (∞) 0, 2.4 (∞) 0, 1.1 (∞) 0, 1.3 (∞) 0, 1.0 (∞)
1-4-5 7.0, 3.6 (0.51) 7.1, 3.7 (0.52) 4.4, 2.2 (0.51) 3.9, 2.0 (0.51) 2.8, 1.5 (0.54)
2K4E
1-2-4-5 15.8, 8.0 (0.51) 16.0, 8.1 (0.50) 8.8, 4.5 (0.50) 8.1, 4.0 (0.50) 5.6, 2.8 (0.50)
1-3-4-5 5.9, 4.0 (0.68) 6.1, 4.2 (0.68) 3.3, 2.1 (0.65) 3.0, 2.0 (0.68) 2.4, 1.4 (0.59)
1K5E 8.4, 5.0 (0.59) 8.6, 5.0 (0.59) 4.8, 2.7 (0.58) 4.4, 2.5 (0.57) 3.1, 1.8 (0.57)







values were not exactly zero.
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8.4 Conclusions and Outlook
Periodic boundary conditions density functional theory calculations have been
performed to characterize the second-order nonlinear optical responses, ffl(2), of
covalent organic frameworks built from the assembly of tris(N-salicylideneaniline)
units displaying tautomerisms between enol-imine and keto-enamine forms. At
a typical laser wavelength of 1064 nm, the ffl(2) amplitudes are one order of
magnitude larger than for the reference urea crystal but still about one order of
magnitude smaller than in the crystal of MNA, a push-pull ı-conjugated com-
pound. These results are the first demonstrating that covalent organic frame-
works can exhibit large second-order nonlinear responses. The symmetry as well
as the unit cell size have been found to be the key parameters in order to design
COFs with improved ffl(2) responses. Indeed, larger ı-linkers between the tris(N-
salicylideneaniline) nodes of the COFs lead to a reduction of the ffl(2) responses,
which can be interpreted as a kind of dilution since the porosity of the COFs
increases. The symmetry was shown to have an impact on the ffl(2) amplitudes
as well as on their dipolar versus octupolar character. Moreover, these calcu-
lations demonstrate that the NLO responses of these COFs can be modulated
as a function of the successive enol-imine/keto-enamine tautomerisms, leading
to efficient solid-state second-order NLO switches. On the other hand, for the
investigated COFs, the linear optical responses (excitation energies, refractive
indices, and birefringence) exhibit smaller variations as a function of the nature
of the ı-linker or as a function of keto-enol switching.
We hope that this computational solid-state chemistry proof-of-concept will
stimulate experimental investigations on the measurement of the NLO responses
of COFs, on their variations as a function of the successive switching operations
between the enol-imine and keto-enamine forms, as well as on the design of
multifunctional materials, owing to their already-recognized catalytic and sensing
properties. Moreover, modulating the ı-linker by adding strong donor/acceptor
deserves also to be investigated since it turned out to be a rewarding strategy
to optimize molecular NLO switches.13
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9.1 Introduction
Molecular switches constitute a class of compounds that can undergo reversible
transformations between their different forms accompanied by a modification of
their properties.1–3 Well-known examples are photochromic, thermochromic, aci-
dochromic, solvatochromic, electrochromic, and piezochromic compounds where
(at least one of) the transformations is triggered by light irradiation, by a
change of temperature, of pH, or of solvent, as well as by the application of
a redox potential or of pressure, respectively. There remains a strong interest
in knowing and subsequently controlling the differences of energy between the
states of molecular switches.4–7 Still, to determine experimentally these equilib-
ria and their associated free enthalpies of transformation, ∆G , the different
forms should be present in detectable amounts. Assuming that the detection
is possible if there are at least 5%, 1%, or 0.2% of the minority form, its
absence means that, at 298.15K, its free enthalpy is at least 1.7 kcalmol−1,
2.7 kcalmol−1, or 3.7 kcalmol−1 higher than that of the majority form. Exper-
imentally, chemometrics8 has been employed for several switches so that the
equilibrium constants have been determined from chemometrics analysis of their
UV/visible absorption spectra9 as well as NMR spectra.10 Alternatives include
the use of quantum chemistry methods as a tool per se, like in this Chapter, or in
combination with experimental data. Indeed, on the one hand, quantum chem-
istry (QC) methods can provide nowadays accurate thermodynamical properties
(enthalpies, free enthalpies).11 On the other hand, quantum chemistry calcula-
tions of spectral signatures can be combined with experimental data. This was
the case of a recent study of our group where the UV/vis absorption spectra of N-
salicylideneanilines have been simulated upon taking account of the lowest-energy
excited states and of their vibronic structures and compared to experiment.7 In
practice, the spectra of the different tautomers of N-salicylideneanilines have
been mixed in different ratios until best fitting the experimental spectra. In that
study, the calculated ∆G of transformation were in good agreement with the
results from chemometrics but their agreement with Møller-Plesset second-order
perturbation theory (MP2) or with density functional theory (DFT) employing
selected exchange-correlation functionals was rather poor. This contradiction
between the performance of these two approaches (simulated spectra versus by
QC ∆G calculations) was one of the incentives for the current investigation,
which aims at using high-level QC methods.
To tackle this issue, two families of molecular switches are considered, N-
salicylideneanilines (or anils) and spiropyrans. In the first, the molecular switches
are characterized by a enol-imine/keto-enamine (E/K) tautomerism (Scheme
9.1) and the two selected compounds are the same as those of the recent work
quoted above.7 As shown in Scheme 9.1, the equilibrium occurs between the
cis-enol and cis-keto forms. The trans-keto form, which can be accessed by
photoexcitation is not discussed here because it is of much higher energy, owing
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1anil (E) 1anil (K)
2anil (E) 2anil (K)
Scheme 9.1: Enol-keto equilibria of the 1anil and 2anil compounds.
The second family concerns molecules that switch between a spiropyran (SP)
and a merocyanine (MC) form (Scheme 9.2). Three compounds were selected
owing to the available experimental data as well as to the interest they attracted
in other QC investigations. In addition to the SP −−*)− MC equilibrium, for
the MC forms, different conformers can co-exist. Cis and trans conformations
can indeed be defined for each of the three bonds between the two aromatic
moieties of the MC form, leading in principle to 23 = 8 conformers. Yet, for
stability reasons, in solution, the inner one should adopt a trans conformation,
leaving only 4 conformers to study (TTC for trans trans cis, TTT, CTC, and
CTT, Scheme 9.2).
The choice of N-salicylideneanilines and spiropyrans can be found in the avail-
ability of experimental data but also in our recent works on their chromisms13–16
and nonlinear optical properties.17 The first objective of this Chapter is therefore
to assess how accurately quantum chemistry calculations can predict the relative
stability of the different states of these molecular switches. Following recent
investigations,11,18 this is performed using a combination of highly-correlated
wavefunction methods. A future objective — not discussed here — will be to
see how computationally less-demanding techniques can perform. Among these,
DFT with typical exchange-correlation (XC) functionals and MP2 calculations.
Table 9.1 gathers the experimental data that are used for comparisons.
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Scheme 9.2: SP-MC equilibria of the 1spiro, 2spiro, and 3spiro compounds as

















Table 9.1: ∆G (kcalmol−1) of the E −−*)− K and SP −−*)− MC equilibria as deter-
mined with different experimental techniques and comparisons with selected results from
the literature
Experiment Other methods
1anil UV/visible absorption (acetonitrile) 0.34a, 0.30b 0.37d
2anil UV/visible absorption (acetonitrile) −0.13c, −0.34b −0.50d
1spiro
Photochemical ring opening (n-pentane) >5 TTT and TTCe
UV/visible absorption (propanol) 5.9f
UV/visible absorption (C2Cl4) >5g
2spiro
1H NMR (DMSO) 2.6f
UV/visible absorption (C2Cl4) >5g
UV/visible absorption (acetonitrile) 4.57h










9.2 Theoretical and Computational Aspects Chapter 9. Eq. Anils & Spiro
9.2 Theoretical and Computational Aspects
High-level energy values were obtained using a composite approach. First full
geometry optimizations were performed at the MP2 level of approximation with
the 6-311+G(d,p) basis set. These calculations were performed for isolated
species (infinitely diluted gas phase) or for solvated species. In the latter case,
the effects of the solvent were described using the integral equation formal-
ism of the polarizable continuum model (IEF-PCM).25 For all compounds the
solvent is acetonitrile but for the spiropyran-merocyanine derivatives heptane,
tetrachloroethylene, and dimethylformamide was also used. These calculations
provide the geometry for further energy calculations as well as the thermal cor-
rections to evaluate the free enthalpies, ∆GT=0K→298K. They were performed
using the Gaussian16 package.26
For the N-salicylideneaniline derivatives, RI-CCSD(T) energies (and energies
of reaction) were evaluated using the def2-TZVPP basis set. RI-CCSD(T) em-
ploys the resolution of the identity27 in coupled cluster calculations including
the singles, doubles, and perturbative triples. These are the highest-level cal-
culations we could perform and provide the so-called ECCSD(T) values. Then,
basis set corrections were estimated by calculating the RI-MP2 energies using
the def2-QZVPP and def2-TZVPP basis sets:
Ecorrection = EQZVPP − ETZVPP: (9.1)
Solvent contributions,
Esolvation = Esolute-PTED − Eisolated (9.2)
were evaluated using the COSMO model28 in combination with the perturba-
tion theory on energy and density (PTED) scheme29 at the RI-MP2 level of
approximation with the def2-QZVPP basis set. In the PTED approach the po-
larizable environment is self-consistently equilibrated with the correlated MP2
density, leading for an improved description of solvent effects. Adding these two
corrections to the initial value provide the best estimate for the total electronic
energy (so, at 0K) in solution:
ET=0K = ECCSD(T) + Ecorrection + Esolvation (9.3)
These calculations were carried out using the Turbomole program30 and
the Ahlrichs and coworkers’ basis sets.31–34 Finally, the thermal contributions
(Ethermal = ∆GT=0K→298K) previously evaluated at the IEF-PCM/MP2/6-311+G(d,p)
were added to get the Gibbs enthalpies at 298.15K:
GT=298:15K = ET=0K + ∆GT=0K→298K: (9.4)
For the two largest spiropyran-merocyanine derivatives, sufficient computer
resources were not available to evaluate the RI-CCSD(T)/def2-TZVPP. Instead,
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PNO-RI-CCSD(T)/def2-QZVPP were performed to get the so-called ECCSD(T)
values.35 Subsequently, the Ecorrection quantity was evaluated as the difference
between the PNO-RI-MP2 and RI-MP2 values, as obtained with the def2-QZVPP
basis set:
Ecorrection = ERI-MP2 − EPNO-RI-MP2: (9.5)
This equation replaces therefore Eq. 9.1 for theese spiropyran-merocyanine
derivatives.
9.3 Results and Discussions
Table 9.2 reports the calculated values and their decomposition, as described
in Section 9.2. For both anils, the predicted ∆GT=298K values are in good
agreement with the experimental results, especially because the transformation
equilibrium constants are close to 1 (or ∆GT=298K close to zero). In particular,
the calculations correctly predict that, in acetonitrile, the keto form is the most
stable for 1anil while it is the enol one for 2ani l . In such a case, all contributions
to ∆GT=298K are important, with a substantial relative stabilization of the keto
form due to solvation effects and a smaller one attributed to the thermal cor-
rections. On the other hand, the basis set corrections (∆Ecorrection) are small
and similar for both anil derivatives. Note that these results contrast by their
accuracy with those that were reported by using the MP2 method or selected
DFT XC functionals.7
In the case of 1spiro the ∆GT=298K value (which are ∆G values) for the
most stable conformer (TTC) amounts to 7.6 kcalmol−1, 12.7 kcalmol−1, and
13.0 kcalmol−1 in acetonitrile, heptane, and tetrachloroethylene, respectively.
This difference results mostly from the stronger effect (−9 versus −2 kcalmol−1)
of the polar solvent in stabilizing the zwitterionic open form. It is also notewor-
thy that the thermal effects are larger than in the case of the anil derivatives,
as expected since the number of bonds is reduced (C–O cleavage), leading
to an increase of entropy. This ∆GT=298K value of 7.6 kcalmol−1 is in close
agreement with the experimental one determined in propanol.22 For the other
solvents, the comparison is hampered by the small concentration in MC forms.
Still, the dominance of TTC and TTT forms is also observed. The presence
of a nitro function on the benzopyran (2spiro) stabilizes the merocyanine form
by about 3.5 kcalmol−1 and another stabilization by 4.5 kcalmol−1 is achieved
with the presence of a second nitro function (3spiro). These data refer to the
most stable conformer (again TTC) and acetonitrile as solvent. Like for 1spiro,
for both nitro-substituted species, the solvation contribution is important for
acetonitrile (above 10 kcalmol−1) while the thermal corrections remain of the
order of −4 kcalmol−1. All in all, the predicted ∆GT=298K value of 2spiro
in acetonitrile (TTC conformer) amounts to 4.1 kcalmol−1 in comparison to
an experimental value of 4.6 kcalmol−1.24 Qualitatively the agreement is also
good when the solvent is tetrachloroethylene, still the ∆GT=298K value is much
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larger (10.9 kcalmol−1) and the experimental determination is extremely difficult
(∆GT=298K > 5 kcal mol−1). Among the three compounds, 3spiro is the only
one for which the MC form is the most stable. The calculations predict a small
∆GT=298K of −0.3 kcalmol−1 whereas 1H NMR determination in DMF gives a
value substantially more negative, −2.3 kcalmol−1.22 The origin of this differ-
ence might be double, i.e. i) the 1H NMR technique that has been employed
experimentally since for anils it was observed to lead to quite different results
in comparison to UV/vis absorption10 or ii) the remaining limitations of the QC





















Table 9.2: ∆E and ∆GT=298K (kcalmol−1) of reactions for the enol to keto (∆E = EK − EE) and spiropyran to merocyanine
(∆E = EMC−ESP) transformations and its components (see the text for their definition) as evaluated with the composite method.
Except when noted otherwise, the solvent is acetonitrile. In the case of 1spiro/C2Cl4, 2spiro/C2Cl4, and 3spiro/DMF, the geometry
optimizations and thermal corrections were carried out in acetonitrile.
∆ECCSD(T) ∆Ecorrection ∆Esolvation ∆ET=0K Ethermal ∆GT=298K
1anil 3.53 −0.25 −2.59 0.69 −0.45 0.24
2anil 2.83 −0.19 −2.48 0.16 −0.36 −0.20
1spiro
TTC 21.40 −0.83 −8.96 11.61 −4.04 7.57
TTT 22.23 −0.30 −9.81 12.12 −4.66 7.46
CTC 24.34 −0.88 −9.74 13.72 −3.77 9.95
CTT 24.21 −0.87 −9.31 14.03 −4.26 9.77
1spiro heptane
TTC 19.79 −0.67 −2.04 17.08 −4.38 12.70
TTT 20.67 −0.76 −2.11 17.80 −4.89 12.91
CTC 22.39 −0.73 −2.05 19.61 −3.84 15.77
CTT 22.31 −0.72 −2.06 19.53 −4.17 15.36
1spiro C2Cl4 TTC 21.40 −0.82 −3.21 17.37 −4.38 12.99
2spiro
TTC 19.65 −0.61 −10.94 8.10 −4.01 4.09
TTT 21.70 −0.84 −11.85 9.01 −4.32 4.69
CTC 23.04 −0.63 −12.35 10.06 −3.39 6.67
CTT 24.78 −0.87 −13.13 10.78 −3.60 7.18
2spiro C2Cl4 TTC 19.65 −0.61 −4.09 14.95 −4.01 10.94
3spiro TTC 17.49 −0.04 −13.41 4.04 −4.30 −0.26
3spiro DMF TTC 17.49 −0.03 −13.45 4.01 −4.30 −0.29
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9.4 Conclusions and Outlook
In this Chapter we have demonstrated that high-level quantum chemistry calcu-
lations can provide accurate ∆G of transformation for representative molecular
switches like N-salicylideneanilines and spiropyrans, that solvent and thermal ef-
fects can influence the sign of ∆G and should therefore be taken into account.
Still, improvements of this scheme are still possible, e.g. by accounting for explicit
solvation. Following a recent paper, one of the next step consists in challenging
these thermodynamical data with those of theoretical spectroscopy, combining
the simulated UV/vis absorption spectra of the different species and comparing
them to experiment.7
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Abstract
Density functional theory calculations are used to reveal the relationships between
the structures, energies, and NMR signatures of an octastate molecular switch
composed of a dithienylethene (DTE) unit covalently linked to an indolino[2,1-
b]oxazolidine (BOX) moiety through an ethylenic junction. Both the DTE and
BOX moieties can adopt open or closed forms. The ethylenic junction can be
Z or E but the latter has been confirmed to be, by far, more stable than the
former for all BOX/DTE combinations. In addition, when the DTE is open,
the two thienyl units can fold to form parallel conformers, by opposition to the
antiparallel or unfolded conformers. Usually parallel conformers present a higher
energy than the antiparallel ones but in the case of compound 2 having a bulky
substituent (R = p Ph–SMe) on the terminal thienyl group, the enthalpy of one
conformer is very closed (1-2 kJmol−1) to that of the most stable antiparallel
one, making photocyclization less efficient. These conformational differences
and the presence of parallel DTE forms have been substantiated by analyzing
experimental 1H NMR chemical shifts at the light of their calculated values.
These 1H NMR chemical shifts calculations led to the following statements: i)
going from state I (DTE open, BOX closed) to state II (both DTE and BOX
are open) the H8 proton of compound 1 (R = Me) is deshielded by ∼0.15 ppm,
ii) the deshielding of H8 proton of compound 2 is larger and attains 0.41 ppm
whereas H7 is more shielded by 0.11 ppm, iii) then, going from compound 1 to
compound 2 leads to deshielding of both H7 and H8 protons. As consequence,
the difference of photochromism gating efficiency between compounds 1, 2 and
3 (R = p Ph–OMe) can be attributed to the stabilization of parallel conformer
due to an establishment of an intramolecular interaction with BOX opening.
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10.1 Introduction
The combination at a molecular level of several switchable units in order to
elaborate multiresponsive molecular systems continue to raise a strong inter-
est due to their promising application in many fields such as logic gates or
high-density optical memories to name a few.1,2 Indeed, the combination of n
two-states switches shapes a multi-switch system that can exhibit up to 2n var-
ious metastable states. Numerous molecular systems combining different types
of switch moieties have been reported3–6 with a particular interest for photo-
and redox-active materials.7–9 In this context, numerous systems incorporating a
diarylethene (DAE) unit, undoubtedly the most studied photoswitch family,10–20
associated with a redox probe, with a photochromic unit, and even with a pH
sensitive moiety were reported.21–23 However, this association could conduct to
a strong modification of the switching abilities of the DAE moiety and lead in the
most interesting cases to a complete control of the photochromism behavior on
demand. Indeed, the material addressability and nondestructive readout capac-
ity by light is one of the major challenges to overcome in the design of efficient
memory devices at the molecular scale. Concerning the DAE based systems, the
control of the photochromism is generally obtained either by a strong modifi-
cation of the electronic properties of the molecular system or due to geometric
considerations. Concerning these last ones, it should be mentioned that systems
based on DAE unit can exist in both parallel and antiparallel conformations.
Parallel conformers have the methyl group of both thiophenes pointing toward
the same direction while they point in opposite directions for the antiparallel
ones and only the latter can photocyclize according to the Woodward–Hoffmann
rules.
In this context, the elaboration of a biphotochrome molecular switch com-
posed of a dithienylethene (DTE) unit covalently linked to an indolino[2,1-
b]oxazolidine (BOX) moiety through an ethylenic junction has demonstrated
complementary features (Scheme 10.1). Besides the 8 (23) reachable states
thanks to the open and closed forms of both DTE and BOX units and the Z/E
isomerization of the ethylenic junction, results have demonstrated that the pho-
tochromism of the DTE core is largely influenced by the status of the BOX
unit.24 In fact, the photocyclization of the DTE is largely diminished when the
oxazolidine ring is open (from state II to VII). More important, the efficiency of
this photochemical process quenching is largely influenced by the nature of the
second substituent borne by the DTE core. In fact, phenyl groups substituted
by a donating group [R = p Ph–SMe (2), p Ph–OMe (3)] increase the photo-
cyclization quenching (less than 1% of cyclized form is observed) in comparison
to more classical DTE substituent (R = Cl or Me (1) with respectively 4 and
10%).
To the best of our knowledge, the influence of the BOX opening on the
reduction of the DTE photocyclization capacity was already apprehended using
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Scheme 10.1: Schematic representation of the eight possible metastable states
of BOX-DTE hybrids resulting from the combination of the open/closed (O/C)
form of the BOX (¨/˜) and DTE (#/ ) units linked together by an ethylenic
bridge in a trans/cis (T/C, M/N) conformation.
theoretical tools such as time-dependent density functional theory (TDDFT) but
without geometrical consideration.25 To fill this gap, conformers distribution be-
tween parallel and antiparallel ones have to be determined for all different states
of the different DTE/BOX hybrids. In such purpose, the differences of chemical
shift of proton NMR (especially those of the methyl groups) can generally be
used but this requires NMR chemical shift calculations for both conformers.26 In
this context, ab initio NMR chemical shift calculations constitute a useful tool
for interpreting and assigning NMR spectra of complex molecules.27–29 The de-
velopment of accurate ab initio methods including electron correlation, solvent,
ro-vibrational, relativistic, and temperature effects has led to predict quanti-
tatively the nuclear magnetic shielding tensors. In parallel, density functional
theory (DFT) methods with ad hoc exchange-correlation functionals, which can
be employed to systems containing hundreds of atoms and more,30 are very
accurate, or at least, their errors are systematic and can easily be corrected,
for instance, by using linear scaling procedures,31–36 opening the way to appli-
cations to a broad range of compounds of increasing complexity. In addition,
errors with respect to high-level ab initio methods are generally small and less
than 0.2 ppm for 1H.33,35 These first principles NMR investigations have con-
tributed to determine the structures as well as the conformations and configu-
rations of complex systems, including supramolecular host-guest compounds,37
elatenyne,38 strychnine,39 heparin trisaccharide,40 Z/E isomers of alkyl phenyl
ketone phenylhydrazones,41 poly(vinyl chloride) oligomers bearing unsaturated
and branched defects.42 They have also played a key role in the assignment or
reassignment of the stereostructure of organic and natural products.43–45 On
the other hand, to our knowledge, such a combined theoretical-experimental
approach was not yet applied to molecular switches.
Concerning the studied BOX/DTE hybrids, the opening/closure of the oxa-
zolidine ring induces a strong modification of the 1H NMR spectrum facilitating
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the complete identification and quantification of generated species.24 The strong
variation of the acceptor ability of BOX during its opening leads to an important
deshielding of the different nuclei chemical shifts occulting a potential effect of
conformational change on it. As consequence, the increase of the chemical shifts
of methyl protons (nuclei 7, Scheme 10.1) of the thienyl group bearing the R
substituent with the BOX opening is up to now the only element suggesting
a variation of the parallel and antiparallel conformers ratio. Unfortunately, the
latter being strongly correlated to the nature of the substituent R, the simple
analysis of the NMR spectrum is not accurate enough to determine the influ-
ence of R on the parallel and antiparallel conformers ratio, and then, on the
photochromism gating.
In order to fill this gap, we have carried out a comparative theoretical study
on different BOX/DTE hybrids where the second substituent borne by the DTE
is respectively a Me (1), (Cl), and p Ph–SMe (2), p Ph–OMe (3) group. After
their confrontation to experimental results, our objective is to determine, us-
ing DFT, in the same time the electronic and conformational influence of the
BOX status on the DTE photocyclization process. This paper is organized as
follows. The next Section summarizes the key computational aspects. Section
10.3 presents and discusses the results before conclusions are drawn in Section
10.4.
10.2 Computational Methods
The geometries of the 8 states were optimized using DFT with the M06 XC
functional46 and the 6-311G(d) basis set. For each state, the potential energy
surface has been widely probed to locate the minima, characterized by real vi-
brational frequencies. Only the conformers within a 12 kJmol−1 range from
the most stable one are considered further (at T = 298.15K, if their ener-
gies differ by 12 kJmol−1 the corresponding populations are in the 99:1 ratio).
Their standard enthalpy (H ), entropy (S ), and Gibbs enthalpy (G ) were
then evaluated for T = 298.15K and P = 1 atm. A scaling factor of 0.97
was used for all vibrational frequencies. Then, the isotropic shielding constants
were evaluated using the B3LYP XC functional and the 6-311+G(2d,p) basis
set in combination with the GIAO method.47 This approach was already em-
ployed and its performance substantiated in Ref. [48]. Then the chemical shifts
were evaluated as ‹ = ffref − ff, where ffref is the shielding constant of 1H of
tetramethylsilane (TMS) as reference compound. Based on the Gibbs enthalpies,
Maxwell-Boltzmann averaging of the chemical shifts was carried out for the con-
formers within the 12 kJmol−1 range. Solvent (acetonitrile) effects were taken
into account by using the IEFPCM approach49 for the geometry optimizations,
the evaluation of the thermodynamic state functions, and the calculations of the
isotropic shielding constants of all compounds and states. All calculations were
performed using the Gaussian 09 program package.50 An ultrafine integration
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Table 10.1: M06/6-311G(d) relative enthalpies (∆H ) and Gibbs free energies
(∆G ) for the most stable conformers of the 8 states of compound 1. Differ-
ences of enthalpies [∆∆H = ∆H (trans)−∆H (cis)] and Gibbs free energies
(∆∆G ) for each pair of cis-trans isomer are also provided together with the
corresponding cis population calculated using Maxwell-Boltzmann distribution.























−7.9 3.94%o-t-o 146.8 159.4
grid has been employed for all calculations.
10.3 Results and Discussion
10.3.1 Geometrical Optimization of the Different Metastable States
As mentioned above, the BOX-DTE hybrids are known to exhibit eight different
metastable states depending on the status of the three different switchable units.
However, the existence of an equilibrium between several conformers as long as
the DTE unit is in its open form should be considered to rationalize the pho-
tochromic behavior of these compounds. This leads to a potentially large number
of conformers. In order to select the most stable ones, for compound 1, we have
first compared the cis and trans isomers by performing geometry optimizations.
At this stage, the enthalpies and Gibbs free energies were calculated only for the
most stable conformer of each state. They are reported in Table 10.1 together
with the cis-trans relative values and the cis population, as computed with the
Maxwell-Boltzmann distribution. In agreement with experimental results from
Szaloki et al.,51 the trans conformers are more stable than the cis ones. The
populations of the latter range from 0.004 to 0.17% according to the Gibbs free
energies and from 0.05 to 4% when using the enthalpies. From now on, we only
consider the trans isomers.
In order to confirm the mechanism responsible for the gated DTE photocy-
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clization of these biphotochromes, the optimized structures of the I and II states
of compounds 1 and 2 were analyzed in details and their enthalpies are compared
in Table 10.2 with representative geometrical parameters. For each compound
and state, eight low-energy conformers, labelled from a to h, were obtained on
the basis of the 12 kJmol−1 range. The two dihedral angles between the hex-
afluorocyclopentene ring and the thiophenes, ’1 and ’2, schematically shown
in Table 10.2, allow distinguishing between four antiparallel conformers, where
’1 and ’2 are of the same sign and vary both between 35 and 55° (conformers
a to d), and four parallel conformers where ’1 and ’2 have opposite signs and
vary between 40-70° and 115-145° (conformers e to h). The distance (RCC)
between the thiophene carbons involved in the photocyclization allows also this
distinction because for antiparallel conformers RCC ∼3.5 Å while for the parallel
ones, RCC is larger than 4.1 Å.
In the case of compound 1 (R = Me), the most stable conformers are un-
folded/antiparallel, irrespective of the open(I)/closed(II) state of the BOX. In-
deed, the difference of enthalpy between the most stable parallel and antipar-
allel conformers are 6.6 and 7.3 kJmol−1 for state I and state II, respectively.
The situation is different for compound 2 (R = p Ph–SMe). When BOX is
closed, the most stable folded conformer (Figure 10.1) presents an enthalpy sim-
ilar (∆H ≤ 1:8 kJ mol−1) to those of the four unfolded conformers. Then,
when BOX is open, the second most stable conformer (∆H ≤ 1:3 kJ mol−1)
is folded, owing to stabilizing intra-molecular interactions between the aromatic
substituent and the hydroxyl function (Figure 10.1). Additional calculations on
compound 3 (R = p Ph–OMe, not reported here) highlight similar effects as-
sociated with stabilizing intra-molecular interactions. In a subsequent step, the
relative populations of the folded and unfolded conformers were calculated us-
ing the electronic energy as well as the enthalpy, and the Gibbs enthalpy (Table
10.3).
The percentage of folded conformers evaluated from the electronic energy
and the enthalpy are in agreement, highlighting the increased stability of the
folded conformers in compound 2 with respect to 1. On the other hand, when
including entropy contributions these effects are strongly damped and the per-
centage of folded conformers goes down to 4% for the o-t-o form of compound
2. This originates from the decrease of entropy of the folded conformers because
the intra-molecular interactions reduce the flexibility of the molecule. Still, we
consider that these entropy effects are probably slightly overestimated because
the IEFPCM calculations do not account for the solvent molecules reorganization
upon folding/unfolding.
10.3.2 1H NMR Chemical Shifts of Biphotochrome 1 in its Eight States
Subsequently, the 1H NMR chemical shifts of the molecule 1 for each of its
eight states were calculated at the B3LYP/6-311+G(2d,p)//M06/6-311G(d)
level. The averaged 1H NMR chemical shifts are reported in Table 10.4 together
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Table 10.2: IEFPCM(solvent = acetonitrile)/M06/6-311G(d) relative en-
thalpies (∆H , kJmol−1) and representative geometrical parameters (’1 and
’2 in degrees and RCC in Å) of the 8 most stable conformers of states I and II
of compounds 1 and 2.
R = Me R = pPh–SMe
State I ’1 ’2 RCC ∆H ’1 ’2 RCC ∆H
Conf. a −38.4 −53.8 3.512 0.6 −38.5 −53.6 3.526 0.3
Conf. b 54.5 38.0 3.522 0.0 54.7 39.3 3.518 0.3
Conf. c 54.0 38.0 3.518 0.1 54.4 39.2 3.520 0.0
Conf. d −38.4 −53.8 3.513 0.2 −39.0 −53.8 3.525 0.6
Conf. e −40.5 115.8 4.129 9.3 −44.3 120.7 4.119 8.3
Conf. f 54.6 −140.6 4.258 6.6 70.2 −143.5 4.165 1.8
Conf. g 54.3 −140.5 4.255 6.7 60.3 −143.8 4.236 4.2
Conf. h −40.2 115.8 4.129 9.0 −115.0 40.7 4.121 8.5
R = Me R = pPh–SMe
State II ’1 ’2 RCC ∆H ’1 ’2 RCC ∆H
Conf. a 55.1 39.1 3.533 0.0 57.2 39.8 3.544 0.0
Conf. b −39.3 −54.2 3.529 1.3 −40.3 −55.8 3.528 1.4
Conf. c 55.7 38.7 3.542 5.5 55.7 40.1 3.532 5.8
Conf. d −40.1 −54.7 3.532 6.5 −40.5 −55.2 3.533 6.6
Conf. e 138.8 −55.3 4.241 7.3 137.3 −54.5 4.237 7.3
Conf. f −42.1 116.6 4.133 9.1 −42.3 116.6 4.130 9.2
Conf. g 139.9 −56.9 4.232 11.8 143.7 −68.8 4.184 1.3
Conf. h −42.1 116.8 4.136 14.9 −41.7 116.0 4.126 14.8
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Table 10.3: Percentage of folded/unfolded conformers for compounds 1 and 2
in their c-t-o (I) and o-t-o (II) states as determined from different thermody-
namic state functions evaluated at the M06/6-311G(d) level using the IEFPCM
scheme (solvent = acetonitrile) and a scaling factor of 0.97 for the vibrational
frequencies.
Electronic Energy H G
Compound 1, R = Me
(I) c-t-o 5.0/95.0 4.8/95.2 11.0/89.0
(II) o-t-o 4.9/95.1 4.8/95.2 7.7/92.3
Compound 2, R = p Ph–SMe
(I) c-t-o 20.6/79.4 17.2/82.8 5.0/95.0
(II) o-t-o 30.5/69.5 27.8/72.2 4.1/96.9
Figure 10.1: Sketch of representative folded (parallel, bottom) and unfolded
(antiparallel, top) conformers of 2(I) and 2(II) as determined from M06/6-
311G(d) geometry optimization using the IEFPCM scheme (solvent = acetoni-
trile).
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with the experimental values from Ref. [51]. According to their position and
spectral range, they are discussed in four different groups: aromatic (1 and 2),
vinylic (3 and 4), aliphatic (5 and 6), and methyl ones (7 and 8). In a first step,
the reliability of the computational procedure is confirmed by only considering
the states where the DTE is closed. Indeed, Woodward–Hoffmann rules conduct
to only one conformer, contrary to the states where DTE is open where both
parallel or antiparallel (vide infra) conformers have to be considered.
DFT calculations reproduce, for all states, the ‹ ordering of protons H1 and
H2, i.e. H2 is logically more deshielded than H1 [due to the positive mesomeric
effect of the methyl substituent] and this phenomenon is exalted when the BOX is
open. The average calculated difference [‹(H2) – ‹(H1)] amounts to 0.39 ppm for
all states with the closed BOX, which is in good agreement with the experimental
average value of 0.33 ppm. The BOX opening conducts to an increase of this
difference (0.82 ppm), which is again well reproduced by theoretical calculation
(0.77 ppm). These ‹ differences are mostly unchanged upon closing the DTE
moiety. Opening the BOX enables the resonance between the iminium function
and the DTE, mostly in the inner thiophene ring, which results in the deshielding
of H2 whereas H1 is almost not impacted. This is supported by the amplitudes
and variations of the Mulliken charges of the corresponding CH groups evaluated
at the M06/6-311G(d) level. For CH1, the charge amounts to −0.17/−0.18 e
for forms I-II and VII-VIII whereas for CH2, the negative charge is reduced to
−0.10 e (−0.10 e) for II (VII) in comparison to −0.13 e (−0.16 e) for I (VIII).
Then, closing the DTE shifts to higher fields both protons (by 0.6 to 1.3 ppm
according to the calculations and 0.5 to 0.9 ppm to experiments) as a result of
destroying the aromaticity of both thiophene rings. Whatever the status of the
BOX and the DTE, the expected decrease of conjugation along the ethylenic
bridge trans-to-cis isomerization is also well reproduced by the calculation. We
can notice its negligible impact on the H1 chemical shift (less than 0.1 ppm
for both calculated and experimental data). On the other hand, in both the
experiment and the calculations the trans-to-cis isomerization induces shielding
or deshielding of H2 by up to 0.6 ppm.
Concerning vinylic 1H, calculated and experimental results both show that
H4 is more shielded than H3, with differences ranging between 0.7 and 1.8 ppm.
Opening the BOX enhances the deshielding of both protons (by as much as
1.5 ppm) whereas closing the DTE ring has a smaller effect, i.e. ‹ variations
are smaller than 0.4 ppm. The cis-trans isomerization increases the ‹ values,
by 0.2 to 0.9 ppm, as a function of the state of the BOX and DTE moieties.
For the latter, the deshielding is stronger on H3 provided BOX is open, which
is attributed to the acceptor (iminium) ı-conjugation effects. Considering the
2-Th–CH––CHMe model compound where ‹(H3) decreases by 0.26 ppm and
‹(H4) increases by 0.19 ppm upon cis to trans conversion enables to disentangle
the effects of cis-trans isomerization from those of donor/acceptor charge trans-
fer effects and to show that the latter are dominant. Globally, the calculations
reproduce the experimental values as well as the variations upon closing/opening
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the BOX and DTE units and upon cis-trans isomerization.
Concerning H5 and H6, the closed status of the oxazolidine ring prevents from
assigning their chemical shifts where four different nuclei should be considered.
Once BOX open, one observes that the H6 protons are more deshielded than
the H5 ones, both experimentally and in the DFT calculations. Moreover, open-
ing/closing the DTE has a small impact on these protons whereas the cis-trans
isomerization presents smaller and less systematic effects.
The calculated and experimental chemical shifts of H7 and H8 are system-
atically smaller when the DTE moiety is open than when closed, due to the
loss of thiophene aromaticity in the closed form and due to the change on the
hybridization of quaternary carbons upon cyclization (sp3 → sp2). Then, the dif-
ference between ‹(H7) and ‹(H8) is generally very small (for either calculations
or experiment; forms I, III, IV, VI, VIII), of the order of 0.1 ppm or smaller,
demonstrating similar chemical environment for these methyl protons.
For the three couples H1-H2, H3-H4, and H7-H8, least-squared linear regres-
sions have been performed to quantify the agreement between the experimental
and calculated chemical shifts (Figure 10.2), showing R2 values of 0.95 or slightly
larger for H1 to H4 and of 0.89 for H7 and H8. As mentioned above, the signal
complexity and impossible assignment of H5 and H6 protons when BOX is closed
render similar regression for this couple irrelevant. For H1-H4 the slopes of the
linear regressions are smaller than 1.0 (by 14 and 9% for H1-H2 and H3-H4, re-
spectively), demonstrating that calculated ‹ variations are slightly overestimated





















Table 10.4: B3LYP/6-311+G(2d,p)//M06/6-311G(d) average 1H NMR chemical shifts (ppm) of the 8 states of the BOX-DTE
biphotochrome 1 in comparison to the experimental values of Ref. [51] recorded at RT, except for VI at 243K. Solvent effects were
taken into account using the IEFPCM scheme (solvent = acetonitrile).
States H1 H2 H3 H4 H5 H6 H7 H8
exp c-t-o (I) 6.81 7.12 6.92 6.08 [3.38–3.80] [3.38–3.80] 1.91 1.92
calc 7.00 7.49 7.07 6.37 [3.42–3.91] [3.42–3.94] 1.82 1.74
exp o-t-o (II) 6.83 7.96 8.39 7.27 4.02 4.65 1.92 2.06
calc 7.16 8.10 8.73 7.16 4.23 4.45 1.80 2.03
exp o-c-o (III) 6.77 7.37 7.47 6.47 3.90 4.43 1.87 1.86
calc 7.11 7.67 7.84 6.46 4.13 4.46 1.75 1.77
exp c-c-o (IV) 6.79 7.21 6.71 5.50 [3.30–3.77] [3.30–3.77] 1.83 1.83
calc 7.00 7.58 6.99 5.63 [3.20–3.89] [3.33–3.93] 1.75 1.80
exp c-c-c (V) 6.10 6.40 6.54 5.80 [3.30–3.77] [3.30–3.77] 2.10 2.03
calc 6.18 6.29 6.73 6.01 [3.30–3.87] [3.36–3.83] 2.25 1.96
exp o-c-c (VI) 6.20 6.88 7.41 6.71 [3.90–4.60] [3.90–4.60] 2.12 2.13
calc 6.38 7.12 7.69 6.68 4.19 4.35 2.16 2.27
exp o-t-c (VII) 6.31 7.18 8.22 6.86 4.02 4.60 2.19 2.18
calc 6.41 7.23 8.39 6.60 4.05 4.36 2.39 2.20
exp c-t-c (VIII) 6.16 6.46 6.97 6.04 [3.30–3.80] [3.30–3.80] 2.08 2.07
calc 6.26 6.64 6.76 6.01 [3.52–3.90] [3.42–3.93] 2.24 2.22
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10.3.3 Conformational Effects on the NMR Signatures of the c-t-o (I)
and o-t-o (II) States of Compounds 1 and 2
Having assessed the reliability of the 1H NMR chemical shifts calculations, the
question is now to investigate whether the presence of folded conformers in
the state I versus the state II would be visible on the NMR signatures; i.e.
whether the two categories of conformers have distinct chemical shifts. Since the
experimental structural characterizations are based on the Me 1H, the chemical
shifts of H7 and H8 were evaluated for the eight conformers of compounds 1 and 2
in states I and II. They can be found in Table 10.5 with their weighted averages as
a function of the relative electronic energies, enthalpies, and Gibbs free energies
(highlighting thermal and entropic effects) as well as the experimental values.24,51
Concerning the methyl protons of both compounds under state I, the an-
tiparallel (parallel) conformers are characterized by H7 having a chemical shift
smaller (higher) than 2.0 ppm and by H8 being always below the same 2.0 ppm
limit, with the exception of conformer h of 2 for which the H7 and H8 behav-
iors are reversed. Under state I, the most deshielded shifts are observed for H7
in the parallel conformers at around 2.4 and 2.7 ppm for compounds 1 and 2,
respectively. Then, considering compound 1 under state II, the same H7 behav-
ior is observed, but the H8 protons are overall more deshielded than in state I,
especially in the case of the parallel conformers where their chemical shifts now
exceed 2.1 ppm. Finally, for state II of compound 1 and 2, there is no system-
atic behavior among H7 or H8, but, the antiparallel conformers are characterized
by one of its proton being around 1.9 ppm and the second one around 2.0 ppm
while in the parallel conformers they are less shielded (about 2 and 2.8 ppm). In
general, folding the thiophene rings on each other deshields the methyl protons
as a result of the anisotropic effect.
For compound 1, the averages calculated for both states show almost no
variation among each other, i.e. whether they are calculated from the electronic
energies, enthalpies or Gibbs free energies. Thus, going from state I to state
II, the chemical shift of H7 is hardly changed whereas it increases by 0.24 ppm
for H8. These averages are also a good agreement with the previously discussed
results obtained for the most stable conformer (Section 10.3.1, Table 10.4). For
compound 2, the averages based on the electronic energy and the enthalpy are
consistent, showing a significant decrease (with respect to compound 1) of the
shielding for H7 in state I (0.15 ppm) and for H8 in state II (0.25 ppm) due
to a larger contribution of the parallel conformers (see Section 10.3.1, Table
10.3). As a matter of fact, H7 gets more shielded (∼0.11 ppm) and H8 gets
more deshielded (∼0.42 ppm) when going from state I to state II. The averages
based on the Gibbs free energy do not show this behavior (or it is reduced in
amplitude), most probably because the entropic effects are overestimated.
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Figure 10.2: Experimental versus B3LYP 1H chemical shifts for the H1-H4 and
H7-H8 protons of the 8 states of the BOX-DTE 1 switch.
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Table 10.5: B3LYP/6-311+G(2d,p)//M06/6-311G(d) 1H NMR chemical shifts
(ppm) of compounds 1 and 2 in their c-t-o (I) and o-t-o (II) states. In addition
to the values for the eight most stable conformers, Maxwell-Boltzmann averages
are given using the total electronic energy, the enthalpy, and the Gibbs enthalpy
differences as well as the experimental values of Ref. [24] and [51]. Conformers
a-d (e-h) are unfolded (folded). Solvent effects were taken into account using
the IEFPCM scheme (solvent = acetonitrile).
Conf. H7 H8 H7 H8
Compound 1
c-t-o (I) o-t-o (II)
a 1.85 1.77 1.79 2.03
b 1.81 1.76 1.85 1.91
c 1.81 1.78 1.84 1.98
d 1.85 1.76 1.84 1.86
e 2.37 1.86 2.61 2.88
f 2.39 1.74 2.27 2.17
g 2.41 1.78 2.56 2.86
h 2.36 1.90 2.29 2.13
Av. (∆Eelec) 1.86 1.77 1.85 2.01
Av. (∆H ) 1.86 1.77 1.85 2.01
Av. (∆G ) 1.89 1.77 1.87 2.01
Experimental 1.91 1.92 1.92 2.06
Compound 2
c-t-o (I) o-t-o (II)
a 1.84 1.80 1.87 2.05
b 1.87 1.81 1.88 2.01
c 1.86 1.81 1.86 1.98
d 1.88 1.83 2.00 1.92
e 2.73 1.87 1.96 2.97
f 2.71 1.88 2.72 2.11
g 2.76 1.96 1.86 2.86
h 1.94 2.74 2.71 2.04
Av. (∆Eelec) 2.03 1.84 1.89 2.27
Av. (∆H ) 2.00 1.83 1.89 2.25
Av. (∆G ) 1.88 1.84 1.88 2.07
Experimental 2.03 1.99 2.04 2.13
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10.4 Conclusions
Density functional theory has been used to investigate the relationships be-
tween the structures, energies, and NMR signatures of an octastate molecular
switch, that is composed of a dithienylethene (DTE) unit covalently linked to
an indolino[2,1-b]oxazolidine (BOX) moiety through an ethylenic junction. Both
the DTE and BOX moieties can adopt open or closed forms while the ethylenic
junction can be Z or E. In a first part, the E conformer has been confirmed to
be, by far, more stable than the Z one for all BOX/DTE combinations. Then,
when the DTE is open, the two thienyl units can fold to form parallel conform-
ers, by opposition to the antiparallel or unfolded conformers. Parallel conformers
present a higher energy than the antiparallel ones. Still, in the case of com-
pound 2 having a bulky substituent (R = p Ph–SMe) on the terminal thienyl
group, the enthalpy of one conformer is very closed (1-2 kJmol−1) to that of
the most stable antiparallel one, making photocyclization less efficient. Less fa-
vorable intermolecular interactions are present in compound 1 (R = Me) than
in compound 2 so that the enthalpy of the parallel conformers of 1 is higher
by 6-7 kJmol−1 than that of the antiparallel ones. In a second part, 1H NMR
chemical shifts calculations have been carried out on the different parallel and
antiparallel conformers of compounds 1 and 2 when DTE is open to highlight
the presence of parallel DTE forms. The reliability of these calculations was sub-
stantiated by a preliminary comparison between the calculated and experimental
1H NMR chemical shifts of the 8 states of compound 1 providing least-squares
linear regressions with R2 values larger than ∼0.90. The analysis of the calcu-
lated 1H NMR chemical shifts shows that, in agreement with the experimental
data, i) going from state I to state II, the H8 proton of compound 1 is deshielded
by ∼0.15 ppm, ii) the deshielding of H8 proton of compound 2 is larger and at-
tains 0.41 ppm whereas H7 is more shielded by 0.11 ppm, iii) then, going from
compound 1 to compound 2 leads to deshielding of both H7 and H8 protons. As
consequence, we can now assume that the difference of photochromism gating
efficiency between compounds 1, 2 and 3 results mainly from the stabilization
of parallel conformer due to an establishment of an intramolecular interaction
with BOX opening in addition to previously mentioned electronic effect.
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Abstract
Molecular switches are chemical compounds displaying the possibility of reversible
transformations between their different forms accompanied by a modification
of their properties. Among these molecules, BenzazoloOXazolidines (BOX’s)
have the particularity of being multi-addressable (by light, pH variations, and
redox variations). The modification of their structure from a closed to an
open form results in a drastic modification of their linear and nonlinear. In
this paper, molecules containing two BOX units (DiBOX) connected by different
ı-conjugated linkers are targeted and studied by adopting a multidisciplinary
approach that combines synthesis, UV/vis absorption and hyper-Rayleigh scat-
tering measurements, together with quantum chemical calculations carried out
at the DFT level. The latter are employed to unravel their structural, linear and
nonlinear optical, and thermodynamical properties, in order to help in the inter-
pretation of the experimental data as well as to provide design guidelines. More
precisely, this study focuses on three derivatives exhibiting two BOX switches
connected by different ı-conjugated linkers: i) a bithiophene moiety (Bt), ii)
a bis-3,4-ethylenedioxythiopene unit (BtO), and iii) a triad composed of the
EDOT-thiophene-EDOT sequence (TtO). As a matter of fact, these systems can
adopt three states (CF-CF, POF-POF and CF-POF) depending on the Closed
(CF) or Protonated Open form (POF) of each BOX unit. Indeed, despite a
chemical equivalence, the stepwise commutation of such systems under the ad-
dition of chemical acid or oxidant was experimentally evidenced for two of them
(DiBOX-Bt and DiBOX-TtO). By performing DFT calculations, it was possi-
ble to rationalize this behavior as a function of the nature of the linker and to
show that the first opening leads to the formation of a push-pull ı-conjugated
segment, built from the ı-donating linker and the indoleninium acceptor, ex-
hibiting a huge increase of ˛ and a bathochromic shift with respect to the fully
closed form. At opposite, the second BOX opening induces only a slight the
bathochromic shift but also a reduction of their ˛ values cofering the nice and
uncommon abilities to modulate their linear and nonlinear properties over three
discrete levels. This smaller ˛ results from the formation of POF-POF states
with a pull-push-pull character, which from the symmetry viewpoint is detrimen-
tal to ˛. Moreover, if the nature of the aromatic moieties of the ı-linker prevents
the formation of non-centrosymmetric V-shape structures, the ˛ values can even
be negligible. Among these results, those on DiBOX-Bt are in agreement with
experimental data obtained by HRS measurements and further shed light and
their structure-property relationships. The variations of the ˛ values have been
unraveled by resorting to the two-state approximation, which demonstrates the
key role of the change of dipole moment between the ground state and the
first excited state that determines the UV-visible absorption spectra. Moreover,
though the BOX’s are chemically equivalent, calculations support, for the three
DiBOX derivatives, the possibility to control their level of opening when trig-
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gered by the addition of acid or oxidant, in agreement with experimental data
on DiBOX-Bt and DiBOX-TtO.
233
11.1 Introduction Chapter 11. DiBOX NLO Switches
11.1 Introduction
Molecular switches constitute a class of compounds that can undergo, under an
external stimulation, reversible transformations between at least two metastable
states.1–4 Due to a change of structure, this switching results in a variation of
the molecular properties where the modification of the absorption spectrum, and
therefore the color, is certainly one of the most noticeable phenomenon. These
color changing systems are generally classified as a function of the nature of
the stimulation. Halochromism (also referenced as acidochromism)5 defining a
color change with the pH is certainly the most widespread with applications such
as pH indicators. Nevertheless, many other chromisms phenomena have been
reported so far: thermochromism (temperature), photochromism (light irradi-
ation), electrochromism (electrical potential), solvatochromism (solute-solvent
interactions), and piezochromism (pressure) to name a few.6
These molecular property changes go beyond the absorption spectrum. They
can also encompass motion,7 change of emission (fluorescence, phosphorescence)8
like in fluorescent proteins, variation of the nonlinear optical responses,9–11 and
modifications of the reactivity.
Since the last decades, we and others are interested in the modulation of
the quadratic hyperpolarizabilities where molecular systems based on Benzazolo-
OXazolidines switchable unit (abbreviated BOX’s) have demonstrated remark-
able abilities.12,13 Under stimulation, the oxazolidine ring opening leads to the
formation of an indoleninium unit, which acts as strong electron withdrawing
group (EWG). Combined with an electron-donating group (EDG) through a
ı-conjugated bridge, the open form of BOX’s behaves as a push-pull system
providing a drastic enhancement of the first hyperpolarizability (˛) and leading
to observed high ˛ contrasts between the closed and open forms (Scheme 11.1).
Systems incorporating a BOX unit can switch between two discrete levels, gen-
erally referenced as ON and OFF states. Their efficiency (the ˛ contrast) can
be maximized by appropriately selecting the EDG and the substituents on the
EWG.14
Interestingly, the opening of the oxazolidine ring can be induced by using
different kinds of stimulation conferring to BOX’s some photo-, electro-, and
acido-chromic properties.15 If the protonation leads directly to the formation of
the positively-charged Protonated Open Form (POF), UV light irradiation leads
to the formation of the meta-stable zwitterionic Open Form (OF) through cleav-
age of the C-O bond. In protic media, this later is able to capture a proton and
readily converted in POF form. Noticeably, for a given BOX, both open forms
(OF and POF) do not display any difference in their UV/Vis absorption spectra,
leading to the conclusion that the state of protonation on the O atom negligibly
affects the electronic properties of the molecule. From another point of view, the
first excitation energy is not affected by the protonation of the open BOX.16,17
As consequence, regeneration of the Closed Form (CF) is generally obtained by
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treatment with a base or, more rarely, by irradiation with visible light. Aside
from photochromism and acidochromism, the BOX’s electrochemical properties
were investigated more lately.18 Additionally to direct oxidation, the oxazolidine
ring opening under an electrochemical potential can be obtained by an electro-
mediated process when the BOX unit is associated to a bithiophene moiety as
EDG. The latter is known to form stable radical cation and enhances the elec-
trochemical properties of the BOX.14,19 In that case, the assumed mechanism
for the opening by oxidation is the following: i) the oxidation occurs on the
bithiophene, leading to the formation of a radical-cation species, ii) the radical
is delocalized to the BOX, before iii) the homolytic cleavage of the C-O bond













(c) Protonated Open Form, POF
Scheme 11.1: A BOX in its three different forms: CF, OF, and POF. EDG
stands for an aromatic fragment with electron donating character, which could
bear different types of substituents.
To modulate a molecular property over more than two discrete levels, one
strategy consists of building units that can switch between more than two states,
like dinitrobenzylpyridine20 and oxazines.21 In another approach leading to the
formation of multi-state molecular switches several switching units are combined.
So, a system combining n different two-state molecular switches displays 2n dif-
ferent forms, each one possessing its own properties. An illustration is given by
the system built from the following three different units: a BOX, a diarylethene,
and an alkene linker (which can display two conformations: cis and trans), lead-
ing to an octa-state molecular switch.22–25 However, in that case, the different
reactions of switching can be in competition and may lead to difficulties in con-
trolling one or more forms of the molecular switch, especially if the reactions
of photoisomerization are achieved in similar conditions. This is particularly
true when the different molecular switches are chemically close to each other.
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Nevertheless, we have recently demonstrated that a stepwise opening selectivity
between two identical BOX units is reachable when they are grafted on a same
ı-conjugated core.26,27 If such systems did not obey to the classical "2n states"
rule, they are able to commute between three different states (CF-CF, POF-CF,
and POF-POF) (Scheme 11.2). As we assessed in this work, from one state to
the others, the successive openings of the oxazolidine rings must induce drastic
changes in the molecular electronic structures, leading to the first compounds
possessing two identical BOX units able to modulate their NLO properties over
three discrete levels.
Within this context, molecular switches containing two identical BOX units
(referenced as DiBOX’s) rise several questions: i) since the different BOX’s
are chemically equivalent, is it possible to control the level of opening of these
molecules?, ii) does the chemical nature of the linker affect the selectivity of
the successive openings?, and iii) how does the level of opening of the switch
modulate the linear and nonlinear optical properties of these systems? These
questions are addressed here by considering three DiBOX’s, which differ by the
linker connecting the BOX units. The linker of the first compound is composed
of a Bithiophene (Bt), the second one contains two 3,4-EthyleneDiOxyThiopene
(EDOT) units (BtO), and the last one is composed of an EDOT-thiophene-
EDOT sequence (called TtO) (Scheme 11.3). In this way, comparison between
DiBOX-Bt and DiBOX-BtO enables to study the impact of a stronger donating
ı-linker (BtO) while the comparisons between these and TtO tackles the effects
of the linker length and ı-electron delocalization. These questions are addressed
by adopting a multidisciplinary approach that combines synthesis, experimental
characterizations, and quantum chemical calculations. The synthesis of DiBOX-
Bt has already been reported together with the control of its successive openings
and their impact on the linear optical properties.26 Here, we target the synthesis
of the two other compounds, the characterization of their linear and nonlinear
optical properties for the different opening states, while we present a detailed
quantum chemical investigation of their structural, electronic, and optical prop-
erties. The latter are performed at the density functional theory (DFT) and
time-dependent DFT (TDDFT) levels of approximation.
11.2 Theoretical and Computational Aspects
11.2.1 Synthesis
The preparation of DiBOX compounds has already been reported in the litera-
ture. The corner stone of most of them is the condensation of an aromatic core
bearing two carbonyl functions with trimethylindolino-oxazolidine derivatives. If
many experimental conditions have been described to perform such condensation
(protic/aprotic solvent, with and without acid/base catalysis, ...) recent solvent-
free methodology using silica powder28 have demonstrated high efficiency and
allowing the preparation of DiBOX-Bt in good yield.26
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Scheme 11.2: The different levels of opening of DiBOX-Bt, a molecular switch
























Scheme 11.3: Structure of the three DiBOX’s in their fully closed form.
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Scheme 11.4: Preparation of three DiBOX derivatives by solvent-free silica
mediated condensation between trimethyl indolino[2,1-b]oxazolidine and three
bis-aldehyde aromatics prepared by Vilsmeier-Haack reaction according to re-
ported procedures.
In order to prepare DiBOX-BtO we have synthesized 5,5’-dicarbaldehyde-
2,2’-bis-EDOT (1) according to already-reported procedures,29 but the replace-
ment of thiophene by EDOT moieties comes with a drop of the solubility of
the corresponding bis-adehyde. Due to this lack of stability, it was impossi-
ble to carry out its condensation with 2,3,3-trimethylindolino[2,1,b]oxazolidine
in classical conditions. Unfortunately, all our attempts to circumvent this prob-
lem by changing either the experimental condition or our synthetic strategy to
prepare DiBOX-BtO have been up to now unsuccessful. Starting form this, a
thiophene was introduced between both EDOT units in order to improve the
solubility. A Stille coupling performed on 2,5-dibromothiophene30 followed by
a classical Vilsmeier-Haack reaction allowed to prepare 2,5-di(5’-carbaldehyde-
EDOT)thiophene (3). Exhibiting a better solubility than 2, its condensation with
2,3,3-trimethylindolino[2,1,b]oxazolidine leading to DiBOX-TtO did not raise any
particular problem. Noticeably, it should be mentioned that the higher donor
ability of this ı-conjugated core, compared to bithiophene, impacts the reaction
efficiency as the time of the reaction has to be increased of up to 7 hours in
order to reach similar yield. All syntheses are resumed below in Scheme 11.4.
More details are provided in SI.
11.2.2 UV/vis Absorption and hyper-Rayleigh Scattering Measurements
UV/visible absorption spectra were acquired with a Varian Cary 50 single beam
spectrometer with a 0.1 s integration time every 1 nm. Solvent used is com-
mercially available spectroscopic grade acetonitrile without further purification.
Quartz cuvettes were used with a 1 cm optical path.
The first hyperpolarizabilities were determined by using a homemade set up.
An OPG picosecond laser source (signal: 720-1000 nm, idler: 1150-2200 nm)
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is used as probing source to adjust the incident energy (!) to tune the SHS
(2!). A block power, constituted of a half-wave plate and a polarizer, is placed
after the source in order to control the incident intensity and deliver linear ver-
tical polarization. This fundamental relative intensity is precisely determined via
the measurement of the scattered light intensity by the half-wave plate routed
through an optical fiber to a photodiode connected at an oscilloscope. More
important, the polarization of the incident beam can be continuously controlled
(P, S, left/right circular polarization and all intermediate elliptic polarizations)
thanks to the juxtaposition of a half-wave plate and a rotatable quarter-wave
plate. This tunability of the incident beam polarization allows to probe different
beta tensor components. The scattered light is collected at 90° and analyzed by
a spectrograph using CCD detector.
The ˛HRS of each form of DiBOX-Bt was investigated in acetonitrile solu-
tion (varying between 0.25 and 1.0× 10−4M) by using the solvent as internal
reference.31 The CF-POF and POF-POF species were obtained by stimulating
the CF-CF one by adding respectively 1 and 2 eq. of chemical oxidant (NOSbF6).
Figure F.3 gathers all results and shows the variations of the incoherent scat-
tered light at optical frequency 2! as a function of the concentration of the
chromophore but also of the incident power. Then, Figure F.4 gives the polar-
ization curves. In the case of DiBOX-TtO, the ˛HRS measurements were not
successful due to too strong two-photon-induced fluorescence.
11.2.3 Theoretical and Computational Aspects
The geometries of all compounds were fully optimized at the DFT level with
the M06 XC functional,32 the 6-311G(d) basis set, and by accounting for sol-
vent effects using the integral equation formalism of the polarizable continuum
model (IEF-PCM) (the solvent is acetonitrile).33 Real vibrational frequencies
demonstrate the optimized geometries are minima on the potential energy hyper-
surface. Since the DiBOX compounds are mostly composed of cyclic units and
conjugated segments, the numbers of stable conformers in solution are rather
small and the search of those conformers possessing a non-negligible weight
within the Maxwell-Boltzmann (MB) statistics can be carried out in a system-
atic manner. This was done i) by defining the key torsion angles to distinguish
the main conformations (Scheme F.1), ii) by performing rigid scans to locate
the extrema of the potential energy hyper-surface, iii) by combining the minima
of the rigid scans to preselect conformations, and iv) then by performing full
geometry optimizations. Finally, only those conformers within an energy window
of 12.5 kJmol−1 were kept to calculate the MB populations, on the basis of the
Gibbs free energies, ∆G at 298.15K. These results are presented in SI. This
approach is efficient to locate the key conformations because the torsion angles
are far enough from each other and, in first approximation, their impact on the
total energy is considered as independent from each other, leading to a quasi-
additive behavior. Note that, contrary to Ref. [23], the cis-trans isomerizations
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are not considered here. Indeed, as observed in calculations not detailed here,
the fraction of the cis form is negligible, so that only the trans alkene forms are
taken into account.
The vertical excitation energies (∆Ege) and the transition dipole moments
(—ge) were calculated for at least the 10 lowest-energy excited states at the
TDDFT level using the M06-2X XC functional,32 and accounting for solvent
effects using the IEF-PCM scheme. The —ge quantities were used to calculate
the oscillator strengths (fge = 2=3∆Ege∆—2ge) and then employed to plot the
UV/vis absorption spectra (each transition was associated with a Gaussian func-
tion, centered on ∆Ege , of intensity proportional to fge , and of full width at half
maximum of 0.3 eV). The differences of dipole moment between the ground and
key excited states, ∆—ge = —e − —g , were then evaluated. The calculations of
all these excited state-related properties, including —e , employ the nonequilib-
rium solvation approach since electronic excitation processes are very fast with
respect to the solvent reorganization.34 Nonequilibrium solvation TDDFT calcu-
lations were performed to evaluate the difference of electronic density between
the ground and excited states, ∆(~r) = e(~r)− g (~r). Following the procedure
described by Le Bahers et al.,35 the barycenters of the positive [∆+(~r)] and
negative [∆−(~r)] electronic density variations were evaluated. The distance
between these barycenters defines the charge-transfer distance (dCT ) while their
integration over the whole space gives the amount of charge transferred (qCT ).
The product of these two quantities gives ∆—ge = qCT × dCT .
The ˛ tensor components were calculated using the TDDFT method36,37
with the M06-2X XC functional, the 6-311+G(d) basis set, and the IEFPCM
scheme to account for solvent effects. Both static and dynamic (for incident
wavelengths of 1907, 1300, and 1064 nm) responses were evaluated. In this work,
in parallel to the experimental data, we concentrated on the second harmonic
generation (SHG) phenomenon, ˛(−2!;!; !), and more precisely on the hyper-
Rayleigh scattering (HRS) first hyperpolarizabilities, ˛HRS(−2!;!; !), and their
decompositions.38 For an experimental set-up where the incident light is non-
polarized and the vertically polarized (along the Z axis of the laboratory frame)
signal scattered at 90° with respect to the propagation direction (Y axis) is de-
tected, the HRS intensity is proportional to the square of ˛HRS(−2!;!; !), which



























The depolarization ratio DR, which reflects the chromophore shape, is the ratio







polarized, respectively. The relationships
between these averages (in the laboratory frame) and the molecular tensor com-
ponents (in the molecular frame) are available from previous papers.31,39[41,49]
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In the case of a push-pull ı-conjugated system, the ˛ tensor is often domi-
nated by a single diagonal tensor component (namely ˛zzz so that DR = 5 and
˛HRS =
p
6=35˛zzz). The static ˛HRS responses were also analyzed in terms
of the ˛ irreducible spherical representations,40,41 namely |˛J=1|, the dipolar





















where  = |˛J=3| = |˛J=1| is the nonlinear anisotropy factor, describing the rel-
ative importance of the octupolar contribution with respect to the dipolar one.









For purely dipolar responses, DR = 9 and  = 0 whereas for octupolar ones,
DR = 1.5 and  = ∞. For one-dimensional (1D) NLO-phore with a unique
dominant diagonal ˛ tensor component, DR = 5 and  = 0:82.
To visualize the ˛ tensor, the unit sphere representation (USR), initially
proposed for the first hyperpolarizability tensor,42 was adopted. It consists i) in






E 2(„; ffi) (11.4)
where the tensor nature of ˛ has been evidenced and
−→
E 2(„; ffi) is a unit vector of
electric field, of which the polarization direction is defined in spherical coordinates
by the „ and ffi angles and ii) by representing all the induced dipole moment
vectors on a sphere centered on the center of mass of the compound. This
enables highlighting the directions where the second-order polarization is the
strongest (it corresponds to the largest induced dipoles), its orientation (the
acceptor-donor direction), and subsequently showing how much the ˛ response
is dipolar/octupolar. These USR were plotted using the Drawmol package.43
As noted, a different XC functional was used for calculating the linear and
nonlinear optical properties (M06-2X, 54% HF exchange) than the structural and
thermodynamic data (M06, 27% HF exchange). This is consistent with previ-
ous studies on related compounds,14 which show that a larger amount of exact
Hartree-Fock (HF) exchange is needed to calculate the optical properties.44–48
All (TD)DFT calculations were carried out using the Gaussian16 package.49
11.3 Results and Discussion
The DiBOX-Bt and DiBOX-TtO compounds have been prepared following the
procedure described in the Methods Section with complements given in the Sup-
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porting Information, while DiBOX-BtO could not be prepared owing to stability
issues.
11.3.1 Geometrical Structures
For each DiBOX and each of their three states, Supporting Information pro-
vide a summary of the key geometrical parameters (torsion angles and bond
length alternations (BLA’s)) of the most stable conformers, their relative Gibbs
free enthalpies (∆G ) and their populations with Maxwell-Boltzmann (MB)
approach (Scheme F.1, Tables F.1-F.9). The three DiBOX’s share several struc-
tural features in common. For all forms, the most stable conformation of the
ı-conjugated linkers tends to be the one where all torsion angles are close to
180° („2 to „4 for DiBOX-Bt and DiBOX-BtO and „2 to „5: DiBOX-TtO). When
the BOX units are in CF, the torsion angles between the BOX and the vinylene
bridge („1 as well as „5 or „6 for the three compounds) adopt two conformations:
1,3–OH interaction (∼−115°) and 1,3–NH interaction (∼115°). For CF-CF,
the „1-„5 ∼−115° conformation (1,3–OH) leads to the most stable conformers,
while for CF-POF the conformation with „1 at ∼115° (1,3–NH) leads to the
most stable ones. The opening of the BOX units induces an enhancement of
the planarity of the system. As a consequence, the torsion angles between the
BOX and the vinylene bridge tend to adopt a value around 0°. More important,
changing this value from ∼0° to ∼150° leads to a drastic increase of ∆G , by
about 10 kJmol−1.
To better describe the ı-conjugated segments, instead of one, two types of
BLA’s were considered: a "global" BLA, taken from one BOX to the other one
(noted BLA) and "local" BLA’s, measured individually on each vinylene bridge
(Scheme F.1) and denoted BLA′ and BLA′′. For CF-POF, the two local BLA’s
are noted BLA′ when associated with the vinylene on the CF while BLA′′ with
the POF side. The global BLA values decrease upon the successive openings
(Table 11.1):
BLA[POF-POF] < BLA[CF-POF] < BLA[CF-CF]
while for the local BLA′ and BLA′′ the following trend is observed:
BLA′′[CF-POF] < BLA′′[POF-POF] << BLA′[CF-CF] < BLA′′[CF-POF]
Two trends are evidenced. First, the presence of indoleninium moieties, which
corresponds to the transformation of a sp3 C atom into a sp2 one, increases the
general ı-electron delocalization (expressed by a smaller BLA’s). Therefore, a
decrease of the excitation energies is expected to come alongside the successive
openings. In parallel, opening a BOX strongly reduces the local BLA values
(BLA′′ << BLA′) due to the better ı-electron delocalization. Noticeably, this
transformation of only one BOX unit has an impact on the electron delocal-
ization of both vinylene bridges, as evidenced by a slight increase of the BLA′
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between CF-CF and CF-POF forms. Surprisingly, the second BOX opening has
antagonistic effects because smaller global BLA values are associated with larger
BLA′′ for state POF-POF than CF-POF. These results seem to indicate that the
indoleninium-linker delocalization is the strongest when only one BOX is open.
As observed with the status of the BOX unit, BLA′ values are less affected
by the nature of the linker, since all BLA′ range between 0.132Å to 0.139Å.
On the other hand, the BLA′′ values depend on the nature of the linker: the
BLA′′ becomes smaller when the thiophenes are substituted by EDOT. This
is due to the ether functions of the EDOT, which enhance the delocalization
between the linker and the indoleninium(s) by strengthening the donor character
of the linker.50,51 For the DiBOX’s in POF-POF, the length of the linker has an
additional effect on the BLA′′, it is smaller for DiBOX-TtO than DiBOX-BtO
(0.026Å vs 0.035Å). This BLA analysis — as well as the differences between the
global and local BLA’s — find its roots in the way the successive CF openings
impact the C–C bond lengths from one BOX to the other (Figure F.1). The
presence of indoleninium moieties in the ı-conjugated system results in a better
delocalization, leading to a decrease of BLA. When induced by a single BOX in
POF, this delocalization attenuates after one aromatic ring. This delocalization
is the strongest for the DiBOX’s in CF-POF, with a stronger weight of the
quinoïdal form. This effect is then further enhanced by the substitution of a
thiophene by an EDOT, as illustrated by the variation of BLA′′.
Table 11.1: BLA’s values (in Å) for the DiBOX’s in their dif-
ferent forms as evaluated from geometry optimizations at the
M06/6-311G(d)/IEF-PCM (acetonitrile) level of approximation.
These values are averaged over the MB distributions, using the
data from Tables F.1-F.9.
DiBOX-Bt DiBOX-BtO DiBOX-TtO
CF-CF
BLAa 0.081 0.079 0.072
BLA′ 0.136 0.133 0.133
CF-POF
BLA 0.048 0.041 0.042
BLA′ 0.139 0.136 0.135
BLA′′ 0.032 0.013 0.015
POF-POF
BLA 0.032 0.026 0.024
BLA′′ 0.049 0.035 0.026
a all BLA values being negative, their absolute values are re-
ported.
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11.3.2 UV/Visible Absorption Spectra and Related Properties
The experimental UV/vis absorption spectra of DiBOX-Bt and DiBOX-TtO were
recorded along a titration with NOSbF6 as chemical oxidant (See Methods Sec-
tion for more details). Figures 11.1 and 11.2 show that the switching abilities
of the DiBOX are not affected by the nature of the ı-conjugated linker. As
already reported for DiBOX-Bt, a stepwise transformation of DiBOX-TtO is ob-
served under electrochemical stimulation leading successively to the CF-POF,
then POF-POF form from the CF-CF form. In both cases, the first BOX open-
ing induces a huge bathochromic shift of the absorption maxima wavelength [151
and 218 nm (corresponding to 0.94 and 0.98 eV) for DiBOX-Bt and DiBOX-TtO,
respectively, Table 11.2]. At the opposite, the second BOX opening induces only
a moderate variation of the absorption maxima wavelength [17 and 20 nm (0.07
and 0.06 eV) for DiBOX-Bt and DiBOX-TtO, respectively]. This stepwise switch-
ing under external stimulation is translated by an irregular evolution of the UV/vis
spectra along the titration with acid or oxidant aliquots. Such as presented for
electrochemical stimulation (Figures 11.1 and 11.2), below one equivalent two
isosbestic points are noticed in each case (321/427 and 368/476 nm for DiBOX-
Bt and DiBOX-TtO, respectively). When the stimulation is pushed further, an
enhancement of the coloration is observed and, more important, this increment
did not allow maintaining the observation of the previous isosbestic points which
are replaced by new ones (326 and 358/464 nm for DiBOX-Bt and DiBOX-TtO,
respectively).
Turning now to the QC calculations, using the populations given in SI,
the weighted averages of the excitation energies were evaluated at the M06-
2X/6-311+G(d)/IEF-PCM (acetonitrile) level of approximation. The oscillator
strengths were calculated with the objective of simulating the UV/Vis absorp-
tion spectra (Table 11.1). The charge-transfer character of the first dominant
excitation are also listed. These quantities are indeed often useful to interpret
the dominant diagonal (in the following expression, along the z axis) first hyper-





As a matter of fact, large ˛ responses can be achieved by 1) a low ∆Ege , 2)
a strong absorbance (large oscillator strength, fge), and, 3) a large variation of
the dipole moment (∆—ge) between the ground and that excited state.
The low-excitation energy peak in the UV/Vis spectra is attributed to a
S0 → S1 excitation since the contributions of the other excitation bands are
negligible. We can notice a good agreement between the experimental maximum
wavelengths of absorption and the calculated vertical excitation wavelengths of
this first transition (Table 11.2, Figures 11.1 and 11.2). This substantiates the
selection of the M06-2X XC functional for the investigation of the linear optical
properties of these systems as a function of the nature of the ı-conjugated linker.
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Figure 11.1: Experimental (left) and simulated (right) UV/vis absorption spec-
tra of DiBOX-Bt. The experimental ones are obtained in acetonitrile (0.086M)
along a titration with NOSbF6 as chemical oxidant. The simulated spectra
are given for three different forms (red: CF-CF, black: CF-POF and blue:
POF-POF) using the weighted average results as calculated at the M06-2X/6-
311+G(d)/IEF-PCM (acetonitrile) level of theory.
Numerical simulations confirm that the global evolution of the linear optical
properties as a function of the level of opening are not affected by the nature of
the linker. In each case, a bathochromic shift accompanies the successive open-
ings (Figures 11.1 and 11.2). This shift is more important for the first opening
(0.74-0.90 eV) than for the second (0.11-0.23 eV). As expected, the value of
∆Ege is strongly influenced by the nature of the linker. By increasing the elec-
tron donor character of the ı-conjugated linker (vide supra), it seems possible
to reduce ∆Ege and, as consequence, generates higher dominant diagonal first
hyperpolarizability tensor components. As consequence, the substitution of thio-
phene(s) by EDOT(s) moieties and the enhancement of the linker length results
in the smallest ∆Ege values for DiBOX-TtO whatever the considered form.
Second key parameter in order to reach larger ˛ responses, the evolution
of the oscillator strength of the DiBOX’s is mainly affected by the successive
BOX openings but also by the nature of the ı-conjugated linker. Indeed, fge
increases by about the same amount (∼0.40-0.60) after each oxazolidine ring
opening. For a given form, the absorbance does not vary much between DiBOX-
Bt and DiBOX-BtO. On the contrary, the length of the linker affects the oscil-
lator strength: DiBOX-TtO possesses the largest fge values (∼0.30 higher than
DiBOX-Bt and -BtO).
Achieving large ˛ responses requires a large variation of the dipole moment
(∆—ge) between the ground and excited states. This third parameter can be
expressed as the product of the charge-transfer associated with the (first) exci-
tation, qCT , by its distance dCT . Concerning qCT the following trend is observed
for the three molecules:
qCT [CF-CF] < qCT [POF-POF] < qCT [CF-POF]
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Figure 11.2: Simulated (top) UV/vis absorption spectra of DiBOX-BtO and
comparison between the simulated (middle) and experimental (bottom) UV/vis
absorption spectra of DiBOX-TtO. The simulated spectra are given for three
different forms (red: CF-CF, black: CF-POF and blue: POF-POF) using the
weighted average results as calculated at the M06-2X/6-311+G(d)/IEF-PCM
(acetonitrile) level of theory. The experimental ones are obtained in acetonitrile
(0.06M) along a titration with NOSbF6 as chemical oxidant.
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Table 11.2: Experimental (maximum absorption) wavelengths (–exp, nm), com-
puted (vertical) excitation wavelengths (–ge , nm), excitation energies (∆Ege , eV),
oscillator strengths (fge), amounts of charge transfer (qCT , e), distances of charge
transfer (dCT , Å), and variations of dipole moment (∆—ge , D) associated with the
S0 → S1 excitation of the three DiBOX’s in their different forms, as evaluated at the
M06-2X/6-311+G(d)/IEF-PCM (acetonitrile) level of approximation. The averages
are weighted using the populations of conformers at 298.15K.
–exp –ge ∆Ege fge qCT dCT ∆—ge
DiBOX-Bt
CF-CF 375a 377 3.29 1.39 0.395 0.090 0.176
CF-POF 530a 519 2.39 1.87 0.550 3.287 8.697
POF-POF 545a 543 2.28 2.43 0.494 0.182 0.433
DiBOX-BtO
CF-CF 401 3.09 1.38 0.384 0.022 0.040
CF-POF 551 2.25 1.91 0.498 2.546 6.098
POF-POF 585 2.12 2.55 0.490 0.020 0.046
DiBOX-TtO
CF-CF 428 437 2.84 1.70 0.410 0.425 0.840
CF-POF 646 589 2.10 2.16 0.601 4.137 11.945
POF-POF 666 662 1.87 2.98 0.563 0.222 0.600
a From Ref. [26]
qCT [CF-CF] and qCT [CF-POF] do not vary much between the different com-
pounds, between 0.38 e and 0.41 e, and between 0.49 e and 0.56 e, respectively.
Obviously, the qCT [CF-POF] values depend on the nature of the linker and fol-
lows the evolution of electron donor ability of the ı-conjugated linker (DiBOX-
BtO: 0.49, DiBOX-Bt: 0.55 e, and DiBOX-TtO: 0.60 e). Concerning the dis-
tance of charge transfer, its evolution is specific to the degree of opening and it
depends on the nature of the linker. For DiBOX-Bt, one observes:
dCT [CF-CF] < dCT [POF-POF] << dCT [CF-POF]
while for DiBOX-BtO:
dCT [POF-POF] ∼ dCT [CF-CF] << dCT [CF-POF]
and DiBOX-TtO:
dCT [POF-POF] < dCT [CF-CF] << dCT [CF-POF]:
For the three compounds, the CF-POF form displays a large dCT , owing to its
push-pull ı-conjugated character and the CT character of the lowest-energy ex-
citation. Since ∆—ge is the product of qCT by dCT , and since dCT is more
affected by the level of opening than qCT , the variations of ∆—ge follow those
of dCT . The variations of the amplitude of charge transfer between the different
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DiBOX and the different forms can be rationalized in terms of the topology of the
molecular orbitals implied in the first excitation (Figure 11.3). For all structures,
the first excitation corresponds mostly to a HOMO to LUMO electronic transi-
tion. Both frontier orbitals are quite delocalized over the ı-conjugated system.
For the CF-CF form, these orbitals are distributed symmetrically on the linker.
For the other symmetric form (POF-POF), their distributions extent towards the
indoleninium groups, in particular for the HOMO. Finally, for the CF-POF form,
the distributions are a mixed of those of the symmetric forms. Subsequently, the
variations of electron density also spread over the molecule (Figure 11.4), with
alternant positive and negative regions but globally, the electronic charge goes
from the linker to the oxazolidine, especially when it is open.
Note that for DiBOX’s in CF-CF and POF-POF, dCT depends on the con-
formation of the linker. Indeed, the conformation affects the symmetry of the
molecule and modulates the amplitude of dCT . This is particularly true for
DiBOX-Bt, where the bithiophene linker can adopt both syn and anti confor-
mations. The anti conformation corresponds to a centrosymmetric structure,
resulting in a ∆—ge close to zero. On the other hand, the syn conformation
leads to a structure displaying a C2v-like symmetry. As a result, switching from
the anti to the syn conformation of the bithiophene („3: 180°→ 0°) results in an
increase of the amplitude of ∆—ge (Tables F.10 and F.12). This effect is further
enhanced by the 0°→ 180° switching of the „2-„4 torsion angles. It corresponds
to a ∆—ge increase from 0.056D to 0.451D for CF-CF and from 0.002D to
1.379D for POF-POF. Furthermore, the change of conformation of DiBOX-Bt
from anti to syn in CF-CF and POF-POF is associated with a reduction of the
intensity of the S0 → S1 absorption. For CF-CF, the fge value associated with
the S0 → S1 excitation decreases from ∼1.35–1.45 to ∼1.15-1.20, while fge of
S0 → S2 is ∼0.30-0.40 when the bithiophene adopts a syn conformation. For
POF-POF, the „2-„4 torsion angles impact also fge of the two first excitations.
For the second excitation, conformer 6 („2 and „4: s-cis) has fge = 0:12, con-
former 4 („2: s-trans and „2: s-cis) has fge = 0:39 and conformer 2 („2 and
„4: s-trans) has fge = 0:77. For the form with the largest oscillator strength
associated with the second excitation (POF-POF-2), this excitation was further
analyzed. ∆Ege is larger than the first excitation (3.22 eV vs 2.28 eV), the oscil-
lator strength is relatively weak (0.77 vs 2.42), still its ∆—ge is relatively high for
this considered conformer (0.62D), but its contribution to the SOS expression
of ˛ is expected to be small since this conformer only represents 18.5% of the
total population at 298.15K (vide infra).
For DiBOX-BtO, the two EDOT units adopt an anti conformation due to the
repulsion between these units, resulting in a small ∆—ge , especially for CF-CF
(between 0.04 and 0.05D) and POF-POF (between 0.03 and 0.12D) (Tables
F.13 and F.14). Since the linker of DiBOX-TtO possesses three thiophene-based
units, it cannot display a centrosymmetric structure. The CF-CF and POF-POF
forms correspond to V-shaped NLO-phores, with C2 symmetry. The displacement
of the electron cloud occurring along the first excitation is a displacement from
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Figure 11.3: HOMO and LUMO of DiBOX’s (in their most stable confor-
mations), which mostly determine the first excitation of these compounds as
evaluated at the M06-2X/6-311+G(d)/IEF-PCM (acetonitrile) level of theory.
Green = negative, Red = positive, isovalue = 0.02 a.u..
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the center of the linker to the BOX moieties. The amplitude of dCT (and ∆—ge)
can be enhanced by constraining the linker, e.g. switching from anti to syn
conformation between the thiophene-based units („3-„4: 180° → 0°). Indeed,
for CF-CF and POF-POF ∆—ge varies between 0.37D and 1.58D, and between
0.54D and 1.47D, as a function of the conformation of the linker (Tables F.16
and F.18). In the next paragraph, we present the first hyperpolarizability values
for the different compounds in each of their three states and we see that these
can be rationalized, to a given extent, by using the linear optical responses.
Figure 11.4: Variation of electron density associated with the first excitation for
the three DiBOX’s (in their most stable conformations) as evaluated at the M06-
2X/6-311+G(d)/IEF-PCM (acetonitrile) level of approximation. Cyan: positive,
Blue: negative, isovalue: 0.0004 a.u..
11.3.3 Nonlinear Optical Properties
The key second-order NLO properties of the DiBOX compounds, evaluated at
TDDFT/M06-2X/6-311+G(d)/IEF-PCM (acetonitrile) level of approximation,
are listed in Table 11.3. For all three DiBOX derivatives, to act as efficient
NLO switches, the three different states should present very distinct ˛HRS. For a
large range of wavelengths, calculations reveal that the smallest ˛HRS values are
achieved with the fully closed forms where the EWG potential of the BOX is not
expressed. The first BOX opening, leading to CF-POF from CF-CF induces a
substantial increase of ˛HRS, at least by a factor of 30 but often by two orders of
magnitude. In this form exhibiting the largest ∆—ge , the second smallest ∆—ge
(yet close to the smallest one), and the smallest local BLA’s, all systems present
logically the largest ˛HRS value. In this state, the systems present a dipolar
character whatever the nature of the ı-conjugated linker and a depolarization
ratio (DR) close to 5 [DR = 4.79 (DiBOX-Bt),4.67 (DiBOX-BtO), and 4.84
(DiBOX-TtO)].
As expected, the second BOX opening leading to POF-POF from CF-POF
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generates a ˛HRS decreases. As explained above, due to the (partial) centro-
symmetry, the EWG characters of the indoleninium groups cancel each other,
which prevent the systems to exhibit large ˛HRS responses. This is especially the
case of DiBOX-BtO where the syn form of the bis-EDOT linker has a vanishingly
small MB weight (vide infra), resulting in a contrast ratio around 0.01 for the
CF-POF to POF-POF transition (at – = 1300 nm). On the other hand, in
DiBOX-Bt V-shape structures are more stable (steric interactions between the
thiophene groups are smaller than between the EDOT’s) and in DiBOX-TtO V-
shape structures are naturally present owing to the EDOT-Th-EDOT structure of
linker, conducting to observe smaller contrast ratios, 0.14 and 0.12, respectively
(again at – = 1300 nm). The comparison of the ˛HRS contrasts of the three
DiBOX’s is summarized in Figure 11.5.
While the CF-POF species present a strong dipolar character (|˛J=1| larger
than |˛J=3| and  < 1) in all cases, the dipolar/octupolar character of the
other forms (CF-CF and POF-POF) depends on the nature of the linker. For
DiBOX-Bt, for which the linker can be centrosymmetric or not (in the latter
case, when the bithiophene adopts a syn conformation, the molecule can adopt
a C2v-like symmetry), the DR amounts to 3.54 and 3.74 for CF-CF and POF-
POF, respectively. These values correspond to a slight predominance of the
octupolar character ( ∼ 1:2). In both cases, this is due to the fact that some
of the contributing conformers have a V-shape structure (DR around 3) while
others have a 1-D NLOphore character (DR close to 5). As it was discussed in
the sub-section 11.3.2, the change of conformation of the bithiophene from anti
to syn results in an increase of ∆—ge . Since within the two-state approximation,
˛ is directly proportional to ∆—ge , the ˛ response of DiBOX-Bt increases upon
the anti to syn switching, as illustrated in Figure 11.6 for the POF-POF using
the unit sphere representation.42
When the bithiophene is replaced by a bis-EDOT moiety as ı-conjugated
linker, the syn conformation is impeded due to steric hindrance between the two
EDOT units. As consequence, POF-POF of DiBOX-BtO exhibits a very small
˛ response but we can also notice a significantly smaller DR than in DiBOX-Bt
(2.26 versus 3.76), "translating" an enhancement of the octupolar character of
the system. An antagonist effect is observed on CF-CF state, though the ˛
responses are small. Under this state, bis-EDOT exhibits a more pronounced
dipolar character translated by a DR closer to 5 than DiBOX-Bt (3.74). This is
explained by the existence for CF-CF state of non-centrosymmetric conformers
with non-negligible MB weights.
Lastly, the CF-CF and POF-POF states of DiBOX-TtO have  values equal
to 0.92 and 1.83, respectively. These values are similar than their analogs of
DiBOX-BtO (0.82 and 2.20), but not necessarily for the same reasons. Indeed,
many conformers contribute to the MB population of the CF-CF state and larger
˛HRS responses are associated with DR values close to 5, i.e. typical of 1-D
NLOphores (Conformers 5, 6, 12, 14, and 15, Table F.25). Then, for the fully
open species, the octupolar character is always dominant (1:8 <  < 2:1) no
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Table 11.3: ˛HRS (103 a.u., static and dynamic fields at – = 1907 nm, 1300 nm,
and 1064 nm) as well as static ˛ZZZ , ˛ZXX , |˛J=1|, |˛J=3| 103 a.u., DR, and 
for the DiBOX’s in their different forms as evaluated at the TDDFT/M06-2X/6-
311+G(d)/IEF-PCM (acetonitrile) level of theory. These are averaged values
calculated using the Boltzmann’s populations at 298.15K. The last column
reports experimental data at 1300 nm.
˛HRS Exp.
∞ 1907 nm 1300 nm 1064 nm 1300 nm
DiBOX-Bt
CF-CF 0.4 0.3 0.4 0.5 4.1
CF-POF 36.2 33.7 77.9 739.0 88.3
POF-POF 9.5 6.6 11.0 41.5 47.3
DiBOX-BtO
CF-CF 1.3 1.2 1.7 2.6
CF-POF 37.4 33.4 95.9 466.0
POF-POF 0.4 0.3 1.3 1.6
DiBOX-TtO
CF-CF 2.1 1.8 2.7 5.1
CF-POF 80.6 87.6 392.0 416.0
POF-POF 9.0 8.9 48.4 40.5
˛ZZZ ˛ZXX DR |˛J=1| |˛J=3| 
DiBOX-Bt
CF-CF 0.4 0.2 3.74 0.7 0.8 1.19
CF-POF 32.9 15.0 4.79 66.5 57.4 0.86
POF-POF 8.4 4.3 3.76 15.7 18.3 1.16
DiBOX-BtO
CF-CF 1.2 0.5 4.98 2.5 2.0 0.82
CF-POF 34.0 15.7 4.67 68.5 61.2 0.89
POF-POF 0.3 0.2 2.26 0.4 1.0 2.28
DiBOX-TtO
CF-CF 1.9 0.9 4.51 3.8 3.5 0.93
CF-POF 73.4 33.4 4.84 150.0 127.0 0.85
POF-POF 7.6 4.7 2.58 12.2 22.3 1.82
matter whether both „3 and „4 correspond to a anti conformation (∼180°) or
only one. Therefore, for DiBOX-Bt with the bithiophene in syn conformation
and DiBOX-TtO with trans conformations of the thiophene-EDOT units, the
POF-POF state corresponds to V-shaped (or Λ-shaped) A-D-A (attractor-donor-
attractor) NLO-phores, with larger ˛ responses than in DiBOX-BtO. In order to
enhance the ˛ responses of the POF-POF form, several strategies can be foreseen
to constrain the conformation of the linker so that the EWG’s draw a V-shape
form. This can be achieved by using rigid linkers or, like in the present study,
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Figure 11.5: Effect of the linker on the ˛HRS contrasts for an incident wave-
length of 1907 nm, as calculated at the TDDFT/M06-2X/6-311+G(d)/IEF-
PCM (acetonitrile) level of approximation.
Figure 11.6: Progressive increase of the static ˛ response of DiBOX-Bt in
POF-POF upon the Ci-like → C2v-like change of symmetry. Left, conformer 1
(˛HRS < 0:1× 103 a:u:) and right: conformer 2 (˛HRS < 13× 103 a:u:, DR =
2.31). A USR factor of 1× 10−4 (5) Å a.u.−1 was used for conformers 2 (1).
by combining an odd number of aromatic units adopting an anti conformation
(DiBOX-TtO) or an even number of aromatic units allowing syn conformation
(DiBOX-Bt).
The DiBOX-BT results were confronted to experimental data at 1300 nm
(Table 11.3). For CF-POF the computational and the experimental procedures
give responses of the same order of magnitude (78× 103 a.u. versus 88× 103 a.u.,
respectively). On the other hand, the computations underestimate strongly the
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responses of the CF-CF and POF-POF. This leads to a general overestimation of
the ˛HRS contrasts. Nevertheless, as illustrated in Figure 11.7, the experimental
trends are reproduced. Yet, as discussed in the Methods Section, measure-
ments were only made for DiBOX-Bt because we did not succeed in synthesizing




























Figure 11.7: Contrasts of the ˛HRS responses for the individual opening reac-
tions of DiBOX-Bt as well as for the whole switching from the fully closed to the
fully open forms, as represented by their log(contrast(˛HRS)) at 1300 nm.
The experimental results are compared to the calculations enacted at the
TDDFT/M06-2X/6-311+G(d)/IEF-PCM (acetonitrile) level of theory.
11.4 Further Discussions, Conclusions, and Outlook
By adopting a multidisciplinary approach that combines synthesis, UV/vis ab-
sorption and hyper-Rayleigh scattering measurements, together with quantum
chemical calculations performed at the DFT level it has been shown that DiBOX
derivatives possessing two identical BOX units are efficient NLO switches. Since
each BOX can be either closed or open, these systems can adopt three differ-
ent states (CF-CF, CF-POF, and POF-POF). In these compounds, the acceptor
character of the BOX units is unleashed when it opens to form an indoleninium
unit, so that low excitation energies are obtained for the CF-POF and POF-POF
states. Then, since non-centrosymmetry is required to achieve non-zero first
hyperpolarizability, only the non-symmetric CF-POF state is expected to exhibit
a substantial ˛ response. Indeed, calculations show that the ˛(CF-POF)/˛(CF-
CF) contrast is larger than 10, corresponding to the opening of the first BOX,
while ˛(POF-POF)/˛(CF-POF) is smaller than 1/3 for the opening of the sec-
ond. Still, these contrasts depend on the nature of the linker, which controls
the extent of the ı-electron delocalization but also the symmetry of the sys-
tem. In particular, better contrasts are achieved when centro-symmetry can be
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enforced for the fully open and fully closed states; in other words when these
two states have zero or negligible first hyperpolarizabilities. From the DFT anal-
ysis, it is shown that such centro-symmetry can be enforced when the linker
between the BOX’s contains two EDOT units (in the case of the DiBOX-BtO
compound) because they can adopt a anti centro-symmetric conformation while
the syn conformation is prevented due to steric hindrance. On the other hand,
when the central part of the linker is replaced by a bithiophene (DiBOX-Bt com-
pound), there is a non-zero population of the syn conformation. Similarly, when
the linker is an EDOT-thiophene-EDOT sequence, a V-shape conformation is
the most stable, leading to ˛ responses that are not negligible — though still
smaller — with respect to those of the corresponding CF-POF state.
Calculations have further evidenced that the largest ˛HRS responses (in the
CF-POF state) are achieved with the largest linker, EDOT-thiophene-EDOT,
owing to better push-pull ı-delocalization effects, as shown by the largest ∆—ge
among the three DiBOX’s (Table 11.2). Taking advantage of the two-state ap-
proximation (TSA)52 where ˛ ∝ fge∆—ge=∆E3ge one can derive the following










Then, using the MB averages of Table 11.2, the corresponding TSA ˛HRS values
of the CF-POF state of DiBOX-Bt, DiBOX-BtO, and DiBOX-TtO amount to
35× 103, 30× 103, and to 82× 103 a.u., respectively. These values match nicely
the full values given in Table 11.3.
To complement the experimental investigations of the successive switching
steps, that can operate by the addition of acid or of oxidant, and therefore to
analyze the control of the level of opening of these molecules, the Gibbs free
energies were calculated for the following reactions (298.15K in acetonitrile; the
most stable conformer of each state was considered)
CF-CF + HA→ CF-POF + A−[∆G (1)]
CF-POF + HA→ POF-POF + A−[∆G (2)]
where HA is an acid and A– its conjugate base. Besides the irreversibility
of the reactions [∆G (1 and/or 2) < 0], in particular we concentrated on
their difference, [∆∆G =∆G (2)-∆G (1)], because a negative value would
mean that the second opening is easier than the first one and therefore that
the level of opening cannot be controlled, which would be in contradiction
with experiment. For DiBOX-Bt, using the M06 XC functional, the 6-311G(d)
basis set and IEFPCM, positive ∆G (1) values of 61 and 31 kJmol−1 were
calculated when HA is acetic acid and formic acid, demonstrating these are
poor acids to trigger the transformation, respectively. On the other hand,
with HClO4 ∆G (1) amounts to −81 kJmol−1 and to −15 kJmol−1 for tri-
fluoroacetic acid (TFA), the acid that is often employed experimentally. We
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then considered only TFA as acid and found that the opening reaction is fa-
cilitated in the case of DiBOX-BtO [∆G (1) = −59 kJ mol−1] and DiBOX-
TtO [∆G (1) = −50 kJ mol−1]. Finally, calculations were performed, for
DiBOX-Bt, at the !B97X-D/6-311+G(d)/IEFPCM level and it was found that
the second opening is less favorable [∆G (2) = −10 kJ mol−1] than the first
[∆G (1) = −24 kJ mol−1] so that ∆∆G (1) = 14 kJ mol−1.
The opening by oxidation was then investigated (also by considering the most
stable conformers). It consists of four steps (Scheme F.2): i) the oxidation of the
CF to form a radical cation, ii) the C–O bond breaking (homolytic cleavage), iii)
the reduction of the product, and iv) its protonation to obtain the POF. The rate
determining step is the first one (Table F.28) so that the potential of oxidation
versus the Fc/Fc+ electrode (ferrocene/ferrocenium system) was evaluated. In
the case of DiBOX-Bt, M06/6-311G(d)/IEFPCM calculations predict that the
oxidation potential amounts to 0.34V for the CF-CF state while for CF-POF it
amounts to 0.71V. This larger value is attributed to the fact that it is more
difficult to extract an electron from CF-POF, which bears a positive charge.
In the case of DiBOX-BtO, the successive redox potentials versus the Fc/Fc+
electrode amount to −0.12V and 0.39V, evidencing the role of the better elec-
tron donating bis-EDOT with respect to bithiophene. These redox potentials
further decrease in the case of the EDOT-thiophene-EDOT linker with values of
−0.18 eV and 0.18 eV, highlighting now the role of a larger ı-conjugated linker.
Therefore, owing to the fact that the redox potentials are larger for the sec-
ond opening and that they are sufficiently different (differences of 0.51V for
DiBOX-BtO, 0.37V for DiBOX-Bt, and 0.36V for DiBOX-TtO), the calcula-
tions also demonstrate that the level of opening can also be controlled by redox
reactions. These results also evidence that this computational protocol can be
employed to other, not yet synthesized, compounds in the process of designing
new multi-state switches with a control of its successive transformations. The
analysis of the spin density distribution of the oxidized species (Figure F.2) and
the related atomic spin densities (Table F.29) demonstrates it is delocalized over
the ı-linker with large values on the vinyl C atom adjacent to the BOX (named
CBOX, Scheme F.3). This atom is directly involved in the cleavage step and
its larger atomic spin density in CF-POF+• than CF-CF+• accounts for the fact
that the cleavage is less endergonic for the second opening than the first (Table
F.28). Calculations further show that these CBOX spin densities are similar for
DiBOX-BtO but smaller for DiBOX-TtO, where the spin density is delocalized
over three rings rather than two.
The general good agreement between the calculations on DiBOX-Bt and
experiment demonstrates that the same approach can be used to study other
multi-state multi-addressable BOX derivatives and therefore to help selecting the
best ones for the synthesis. Current directions of investigation encompass the
study of i) DiBOX with asymmetric linkers and ii) TriBOX and TetraBOX deriva-
tives with symmetric or asymmetric linkers in order to improve the control of the
switching process as well as to maximize the linear and nonlinear optical prop-
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erty contrasts. Different functionalization patterns can also be investigated.53
Among these, the use of linkers able to chelate transition metals would open
the field considerably.54–56 Though it does not affect the design strategy, from
the methodological and computational viewpoint, it is important to explain why
the predicted ˛HRS values of the CF-CF and POF-POF states of DiBOX-Bt are
underestimated with respect to experiment. This could require using sequential
Molecular Dynamics then Quantum Chemistry approaches like done recently for
ion pairs and chromophores embedded in lipid bilayers.57,58
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In my PhD thesis I have used quantum chemistry methods to study molecular
switches both in solution and in the crystalline state. A large part has been ded-
icated to a crystalline N-salicylideneaniline (anil) switch that can tautomerize
between an enol (E) and a keto (K) form, see Chapters 3 to 7. These are con-
tributions of a larger research project: the ARC Contrast, that aims at using
co-crystallization to improve thermo- and photo-chromism in crystals. My con-
tribution to the ARC project was to use quantum chemistry to study co-crystals
and their properties in order to enhance our understanding of a rather subtle
field: co-crystallization. Owing to the strong relationship between the geometry
of a molecule and its properties, Chapters 3 and 4 focus on the selection of
reliable approaches to optimize both the molecular geometry and the unit cell
parameters of three anils. The method chosen is periodic boundary conditions
(PBC) density functional theory (DFT) as implemented in the Crystal14 pack-
age. There exist many other programs that allow PBC DFT calculations, but
Crystal uses periodic Gaussian-type orbitals (GTOs) that are particularly ap-
propriate for systems with localized wave functions such as molecules (molecular
crystals), by opposition to metals or semiconductors. Then, since DFT is used,
the issue turns out to be the choice of exchange-correlation functional (XCF).
A broad selection of XCFs was used and showed that the hybrid versions of the
PBEsol XCF and !B97X provide results in agreement with single-crystal X-ray
diffraction data for the molecular geometries, unit cell parameters, as well as the
relative stabilities of the E and K forms (Chapter 3). Furthermore, the addition
of empirical dispersion corrections was shown to be detrimental for those func-
tionals while somewhat improving the results of other commonly used functionals
such a PBE0 and B3LYP (Chapter 4).
These two chapters paved the way to the next chapter, focusing on co-
crystals (Chapter 5), where several co-crystals of an anil switch (namely, PYV3)
are investigated. Two types of co-crystals have been obtained by our collabo-
rators within the ARC Contrast: hydrogen bond (H-bond) co-crystals (with
coformers such as succinic acid, SA) and halogen bond (X-bond) co-crystals
(with coformers such as 1,4-diiodotetrafluorobenzene). The inclusion of coform-
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ers in the unit cell has very significant effects, most noticeably on the E/K
equilibrium. Indeed, for all co-crystals except one, the more stable enol form is
even more favored. This was linked to the stabilization of the enol form while the
effects on the keto form are smaller. The observed (de)stabilizations are related
to changes in the geometry of PYV3 in the co-crystals compared to the pure
PYV3 crystal. Those geometrical changes are subtle and are not systematic,
i.e. all H-bond co-crystals do not display the same changes. On the other hand,
in the case of the co-crystal with sulfonyldiphenol (SDP), the keto form is the
most stable of the two forms, just like observed experimentally. Overall, this
study shows the essential role of quantum chemistry in deciphering the impact
of co-crystallization. Indeed, whatever method (X-ray or neutron diffraction) is
used to resolve the molecular structures they are bound by the laws of thermo-
dynamics, which means that even at low or ultra-low temperatures, crystalline
switches are probably not in a pure form, e.g. for anils, there might always be
some keto molecules in the mainly enol crystal. In that respect, computational
chemistry has a full control of which form of the switch is being studied. This
study also calls for enlarging the set of crystals and co-crystals (not only anils,
but also other families of switches) to investigate, in a multidisciplinary frame,
the relationships between molecular and crystal structures.
Thanks to these prerequisite structural investigations, properties of the crys-
tals with pure enol or keto forms have been predicted. First, NMR isotropic
magnetic shielding constants have been calculated to support solid state magic
angle spinning NMR experiments in view of determining the E/K ratio. This
is the topic of Chapter 6 where elaborating a multi-scale method, the isotropic
shieldings of the pure enol and keto forms of the PYV3 crystal and of two of its
co-crystals (with the dihydroxylbiphenyl, DHBP, and SDP coformers) are com-
puted. This multi-scale method relies firstly on the optimization of the crystal
structure and the calculation of the atomic charges using PBC DFT (with the
PBEsol0 XCF and the 6-31G(d,p) basis set) and, secondly, on the evaluation of
the isotropic shielding constants of selected clusters in an embedding of point-
charges fitted to reproduce the crystal field potential. This embedding has been
generated by the Ewald program while the shielding tensors are calculated with
a well-established method: B3LYP/6-311+G(2d,p) with the gauge-independent
atomic orbital method.
A strength of quantum chemistry methods is their ability to decompose a
phenomenon. This is illustrated in the last chapter contribution to the ARC
Contrast dealing with the effects of co-crystallization on the optical properties
of PYV3 (Chapter 7). To do so, the same multi-scale strategy as for calculating
the NMR isotropic shieldings has been followed to compute the excitation ener-
gies and oscillator strengths of PYV3 and its co-crystals. While the established
geometry optimization method has been used, the optical properties have been
computed with the coupled cluster approximate doubles (CC2) model in com-
bination with the resolution of the identity approximation and the def2-TZVPD
basis set. Moreover, the performance of this method has been challenged and
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substantiated in a few cases by the coupled cluster singles and doubles (CCSD)
method and larger basis sets. Using these calculations, co-crystallization is shown
to have two types of effects on the UV/Vis absorption spectra: indirect effects
coming from the changes of geometry and direct effects originating from the
polarizations created either by the presence of the neighboring conformer(s) or
by the crystal field. The former show that modifications of the ı-conjugation
(which relates to specific torsion angles between the two aromatic parts of the
chromophore) leads to decreasing or increasing of the excitation energies. The
latter effects are antagonistic. Indeed, while adding the coformer in the quantum
chemical calculations leads to a decrease of the excitation energies, the inclusion
of the crystal field increases them. Note that the coformer only polarizes the
chromophore since the natural transition orbitals of the excited states (the set
of orbitals that best characterize the electronic transitions of an excited state)
are all found to be located on the anil.
As shown by these studies and particularly by Chapter 7 focusing on the
UV/vis absorption spectra, the effects of co-crystallization are complex, which
makes it an amazing and promising tool to modify the properties of crystals.
In particular, molecular switches are prime systems to apply co-crystallization
techniques, as the various forms of the switch can be affected in different manners
by the coformers, thus adding a new dimension for tuning crystals properties.
On the topic of the anils, there remain many properties to study, such as the
kinetics of the enol to keto transformation (thermochromism) or the excited
states dynamics (photochromism). Indeed, during the ARC Contrast, it was
showed that the co-crystal of PYV3 with SA is photochromic while the pure
PYV3 crystal is not. The same multi-scale model could therefore be applied to
study the excited states and finding out which parameter or which driving force
enables the photoswitching in the co-crystal with SA.
These investigations on anil crystals and co-crystals have stimulated a study
on covalent organic frameworks (COFs), multi-state switches. These are built
from stacked 2D layers of tris(N-salicylideneaniline) units linked together by var-
ious aromatic units, forming hexagonal channels. Besides structural and energy
aspects of the successive switching of keto functions into enol functions (in this
case the keto forms are more stable than the enol ones), this study has focused on
their linear and nonlinear optical (NLO) properties by adopting PBC approaches
to evaluate both the structural and optical properties. Calculations demon-
strate that these COFs exhibit promising second-order NLO responses (ffl(2), the
second-order NLO susceptibility) and that these NLO responses can be modu-
lated as a function of the successive enol/keto tautomerisms, leading to efficient
solid-state second-order NLO switches. They further highlight the key role of
symmetry, i.e. of the distribution of enol and keto functions in the unit cell, on
the ffl(2) values as well as on their dipolar/octupolar character. This proof-of-
concept calls for further investigations on a broader variety of COFs, combining
stronger electron donor and acceptor units. Moreover, hopefully, this work will
motivate both the synthesis of new anil-based COFs and the measurement of
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their linear and nonlinear optical properties.
The three last Chapters of my PhD thesis take place "in solution". First,
the equilibrium constants of two families of molecular switches, spiropyrans and
anils, are characterized using a composite scheme of various post Hartree-Fock
methods, namely second-order Møller-Plesset (MP2), coupled cluster singles,
doubles, and perturbative triples (CCSD(T)), combined with efficient approxi-
mations such as the resolution of the identity and pair of natural orbitals. These
calculations, which also account for the effects of the solvent using the polarizable
continuum model, provide accurate ∆G of transformation for representative
molecular switches, evidencing that solvent and thermal effects can influence the
sign of ∆G and should therefore be taken into account. A future challenge for
theoretical chemistry is therefore to develop the necessary tools to extend such
high-level calculations to crystals and co-crystals.
Molecular-based approaches have also been used to study two types of multi-
state molecular switches. The first one is composed of three different switching
units, a benzazolo-oxazolidine (BOX) and a dithienylethene (DTE) linked by an
ethylene group, thus achieving 23 = 8 states. The chemical shifts of the various
conformations of the 8 states have been computed in order to interpret experi-
mental data, highlighting the presence of rather unexpected structures, i.e. folded
conformers that make photocyclization less efficient. Then, switches composed
of two identical BOX units linked by three different thiophene-containing linkers
have been investigated using (time-dependent) DFT. These systems can adopt
three states where either i) both BOX units are closed (CF-CF), or ii) one of
these is open and protonated (CF-POF), or iii) both are open and protonated
(POF-POF). Calculations show that the first opening leads to the formation
of a push-pull ı-conjugated segment, built from the ı-donating linker and the
indoleninium acceptor, exhibiting a huge increase of the first hyperpolarizability
˛ and a bathochromic shift with respect to the fully closed form. Then, upon
opening the second BOX, the bathochromic shift is much reduced and ˛ drops
considerably because of symmetry reasons. The role of the linker on the molec-
ular geometry and symmetry, and subsequently on the ˛ amplitude has been
unraveled. Moreover, though the BOXs are chemically equivalent, calculations
support, for the three derivatives, the possibility to control their level of opening
when triggered by pH variation or by application of a redox potential.
Although these three molecular chapters deal with different compounds and
properties, they confirm the key role of molecular geometries, including their
shape and symmetry. While in the solid state, the molecular degrees of freedom
are mostly frozen, in solution, they are free to move and adopt different con-
formations. Over times, quantum chemistry codes and super-computers have
evolved and improved to the point where the study of any property should re-
quire first probing of the conformational space. The next steps will eventually be
micro-solvation and then quantum dynamics, which will provide more accurate
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Figure A.1: Deviations of key angles optimized with different XC functionals
with respect to XRD data. The XRD values are given on the top of each figure,
∆ = a(DFT)− a(XRD). The 6-31G(d,p) basis set and full optimization scheme
(F-OPT) were employed for all calculations.
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Figure A.2: Energy difference between the restricted (R-OPT) and full (F-OPT)
optimization schemes [∆X = F-OPT=X −R-OPT=X, where X is the energy of
the enol or keto forms, or the K − E energy difference]. The 6-31G(d,p) basis
set was employed for all calculations.
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Figure A.3: Variation of the unit cell parameters for the E→K reaction, ∆ =
X(K) − X(E) where X is a unit cell parameter, as optimized with different XC
functionals after full geometry optimization with the 6-31G(d,p) basis set.
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Figure A.4: Variation of the angles for the E→K reaction, ∆ = a(K) − a(E),
as optimized with different XC functionals after full geometry optimization with
the 6-31G(d,p) basis set.
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Figure B.1: Potential energy scans for the PYV3[PYV3]···ICF3 complex using
a CF3I molecule as a probe, computed at MP2/aug-cc-pVDZ level of approxi-
mation. (a) N2···ICF3 potential energy scans, for the enol, the minimum is at
(2.82Å, −40.7 kJmol−1) while for the keto, at (2.83Å, −38.4 kJmol−1); (b)
O1···ICF3 and O2···ICF3 2D potential energy scans for the enol form, minimum
at (3.17Å, 3.19Å, −35.8 kJmol−1) and (c) for the keto form, minimum at



























































Figure B.2: Relative energies of PYV3[co-crystal] with respect to PYV3[PYV3] for the enol form, ∆ErelaxE (below the box), and the
keto one, ∆ErelaxK (above the box), while ∆∆E
relax
EK is displayed inside the box. Boxes with negative ∆∆E
relax
EK have dashed borders






















Table B.1: Mulliken charges and their variations with respect to PYV3 calculated at the PBC/PBEsol0/6-31G(d,p)/I(LANL2DZ)
level of approximation (in atomic units). Largest values are highlighted in bold.
Enol
PYV3 SA FA1 FA2 DHBP SDP I2but I2F4 I3F3-N I3F3-O
H 0.40 −0.00 −0.00 0.00 0.00 0.11 0.00 0.01 −0.01 0.01
O1 −0.59 0.02 0.03 0.02 0.01 −0.15 0.02 0.01 0.03 0.02
CO 0.27 −0.00 −0.00 −0.01 −0.00 0.03 −0.01 −0.01 −0.00 −0.01
CN˛ −0.04 −0.02 −0.02 −0.02 0.01 0.04 −0.00 −0.01 0.02 −0.01
CN¸ 0.16 −0.02 −0.02 −0.03 −0.02 −0.05 −0.02 −0.01 0.00 −0.00
N1 −0.60 0.00 0.01 −0.01 −0.00 −0.03 −0.01 −0.01 0.03 0.00
CN‚ 0.22 −0.04 −0.04 −0.03 −0.02 0.01 −0.02 −0.00 −0.04 −0.01
O2 −0.52 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
N2 −0.41 −0.16 −0.16 −0.14 −0.12 −0.13 −0.06 −0.06 −0.06 −0.05





















Table B.1 – continued from previous page
Keto
PYV3 SA FA1 FA2 DHBP SDP I2but I2F4 I3F3-N I3F3-O
H 0.38 0.00 0.00 0.02 0.01 0.09 0.01 0.01 0.01 0.01
O1 −0.63 0.03 0.03 0.01 0.01 −0.05 0.01 0.01 0.01 0.04
CO 0.34 0.01 0.01 −0.00 0.01 0.03 0.00 0.00 0.00 0.01
CN˛ −0.08 −0.04 −0.04 −0.02 −0.01 0.04 −0.01 −0.02 −0.02 −0.01
CN¸ 0.13 −0.01 −0.01 0.01 −0.02 −0.05 −0.01 −0.00 −0.00 −0.00
N1 −0.59 −0.02 −0.02 −0.04 −0.02 −0.12 −0.03 −0.03 −0.01 −0.01
CN‚ 0.25 −0.05 −0.04 −0.02 −0.02 0.03 −0.00 −0.00 0.02 −0.02
O2 −0.51 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.01
N2 −0.42 −0.15 −0.15 −0.14 −0.12 −0.11 −0.05 −0.05 −0.05 −0.05
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Table B.2: Comparison between the Mulliken and Hirshfeld charges for the enol
and keto forms of PYV3 as well as for the keto/enol differences calculated at
the PBC/PBEsol0/6-31G(d,p)/I(LANL2DZ) level of approximation (in atomic
units).
Enol Keto K–E
Mull. Hirsh. Mull. Hirsh. Mull. Hirsh.
H 0.40 0.34 0.38 0.30 −0.02 −0.04
O1 −0.59 −0.47 −0.63 −0.49 −0.04 −0.02
CO 0.27 0.30 0.34 0.38 0.07 0.08
CN˛ −0.04 −0.21 −0.08 −0.27 −0.04 −0.07
CN¸ 0.16 0.24 0.13 0.27 −0.03 0.02
N1 −0.60 −0.37 −0.59 −0.35 0.01 0.02
CN‚ 0.22 0.22 0.25 0.22 0.03 0.01
O2 −0.52 −0.16 −0.51 −0.15 0.01 0.01









two of its Co-Crystals in




















Table C.1: Parameters used in the Ewald program.
Crystal Zone 1 Number of charges Unit cell Supercell Total
composition in zone 2 composition "zones 1 + 2 + 3" number
(Number of atoms ) (diameter of zone 2) dimensions of atomsa
PYV3 PYV3 (29) 4971 (44 Å) 4 PYV3 16x10x4 74240
PYV3 DHBP PYV3 + DHBP (53) 9947 (56 Å) 4 PYV3 + 2 DHBP 12x4x8 62976
PYV3 SDP PYV3 + 2 SDP (83) 9917 (58 Å) 4 PYV3 + 4 SDP 8x12x4 86016
a The total number of atoms corresponds to the sum of the numbers of atoms in zones 1, 2, and 3, in other words,
the sum of the number of point charges in zones 2 and 3 and the number of atoms in the QC zone 1.
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Table C.2: PYV3 atomic charges (a.u.) for the enol tautomer obtained at
different levels of approximation for the PBC/PBEsol0/6-31G(d,p) geometry,
their variations with respect to the scrf-ESPd embedding (in parentheses), mean
signed errors (MSE), and mean absolute errors (MAE).
Mullikena i-ESPdb ESPdc scrf-ESPdd
N1 −0.60 (−0.08) −0.51 ( 0.02 ) −0.59 ( −0.07 ) −0.52
N2 −0.41 ( 0.34) −0.63 ( 0.12 ) −0.75 ( 0.002) −0.75
O1 −0.59 ( 0.11) −0.62 ( 0.09 ) −0.72 ( −0.02 ) −0.70
O2 −0.52 (−0.22) −0.23 ( 0.08 ) −0.33 ( −0.03 ) −0.30
C1 0.27 (−0.10) 0.32 (−0.06 ) 0.42 ( 0.05 ) 0.37
C2 0.31 ( 0.05) 0.25 (−0.004) 0.25 ( −0.01 ) 0.26
C3 −0.15 ( 0.10) −0.23 ( 0.03 ) −0.25 ( 0.01 ) −0.26
C4 −0.18 ( 0.03) −0.20 ( 0.01 ) −0.21 (−0.001) −0.21
C5 −0.15 ( 0.06) −0.21 (−0.01 ) −0.15 ( 0.05 ) −0.20
C6 −0.04 ( 0.21) −0.14 ( 0.11 ) −0.35 ( −0.09 ) −0.25
C7 0.16 (−0.27) 0.30 (−0.12 ) 0.49 ( 0.07 ) 0.42
C8 0.22 ( 0.23) 0.04 ( 0.05 ) 0.01 ( 0.03 ) −0.02
C9 −0.11 (−0.31) 0.13 (−0.08 ) 0.16 ( −0.04 ) 0.20
C10 −0.18 ( 0.41) −0.50 ( 0.09 ) −0.61 ( −0.02 ) −0.59
C11 0.01 (−0.44) 0.41 (−0.05 ) 0.48 ( 0.02 ) 0.46
C12 0.04 (−0.37) 0.35 (−0.06 ) 0.40 ( −0.01 ) 0.41
C13 −0.22 (−0.09) −0.10 ( 0.03 ) −0.09 ( 0.04 ) −0.13
Continued on next page
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Table C.2 – Continued from previous page
Mullikena i-ESPdb ESPdc scrf-ESPdd
H1 0.40 (−0.08) 0.46 (−0.01 ) 0.49 ( 0.01 ) 0.48
H3 0.15 (−0.05) 0.16 (−0.04 ) 0.18 ( −0.02 ) 0.20
H4 0.14 (−0.02) 0.15 (−0.01 ) 0.16 ( 0.01 ) 0.16
H5 0.14 (−0.03) 0.15 (−0.03 ) 0.17 (−0.003) 0.17
H7 0.19 ( 0.13) 0.03 (−0.01 ) 0.05 ( −0.01 ) 0.06
H9 0.16 ( 0.05) 0.09 (−0.02 ) 0.13 ( 0.02 ) 0.11
H10 0.18 (−0.07) 0.19 (−0.06 ) 0.27 ( 0.02 ) 0.25
H11 0.15 ( 0.12) 0.04 ( 0.01 ) 0.03 (−0.001) 0.03
H12 0.15 ( 0.11) 0.05 ( 0.01 ) 0.04 ( 0.01 ) 0.04
H13 0.16 ( 0.05) 0.08 (−0.03 ) 0.10 ( −0.01 ) 0.11
MSE −0.0040 0.0020 0.0004
MAE 0.15 0.05 0.02
a Ewald embedding evaluated using the PBC/PBEsol0/6-31G(d,p)
Mulliken charges
b B3LYP/6-311+G(2d,p) ESPd charges of the isolated molecule
c Ewald embedding evaluated using the B3LYP/6-311+G(2d,p)
ESPd charges obtained using a zero-order embedding described
by PBC/PBEsol0/6-31G(d,p) Mulliken charges
d Ewald self-consistent reaction field embedding using the
B3LYP/6-311+G(2d,p) ESPd charges of the QC region
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Table C.3: PYV3 atomic charges (a.u.) for the keto tautomer obtained at dif-
ferent level of approximation for the PBC/PBEsol0/6-31G(d,p) geometry, their
variations with respect to scrf-ESPd (in parentheses), mean signed errors (MSE),
and mean absolute errors (MAE).a
Mulliken i-ESPd ESPd scrf-ESPd
N1 −0.59 (−0.25) −0.46 ( −0.12 ) −0.37 ( −0.04 ) −0.33
N2 −0.42 ( 0.37) −0.60 ( 0.18 ) −0.77 ( 0.01 ) −0.79
O1 −0.63 ( 0.11) −0.64 ( 0.10 ) −0.74 ( −0.01 ) −0.74
O2 −0.51 (−0.17) −0.26 ( 0.08 ) −0.38 ( −0.04 ) −0.34
C1 0.34 (−0.14) 0.46 ( −0.02 ) 0.53 ( 0.04 ) 0.48
C2 0.28 ( 0.09) 0.19 ( 0.003) 0.19 ( 0.001) 0.18
C3 −0.16 ( 0.02) −0.18 ( −0.01 ) −0.16 ( 0.01 ) −0.17
C4 −0.21 ( 0.04) −0.21 ( 0.03 ) −0.24 ( 0.01 ) −0.24
C5 −0.12 ( 0.10) −0.23 ( −0.01 ) −0.20 ( 0.02 ) −0.22
C6 −0.08 ( 0.15) −0.17 ( 0.06 ) −0.29 ( −0.06 ) −0.23
C7 0.13 (−0.13) 0.22 ( −0.04 ) 0.31 ( 0.06 ) 0.26
C8 0.25 ( 0.39) 0.02 ( 0.16 ) −0.10 ( 0.03 ) −0.14
C9 −0.11 (−0.31) 0.10 ( −0.09 ) 0.14 ( −0.06 ) 0.19
C10 −0.19 ( 0.36) −0.46 ( 0.08 ) −0.55 (−0.004) −0.55
C11 0.02 (−0.47) 0.39 ( −0.10 ) 0.50 ( 0.01 ) 0.48
C12 0.03 (−0.42) 0.33 ( −0.13 ) 0.43 ( −0.02 ) 0.45
C13 −0.22 (−0.16) −0.01 ( 0.05 ) −0.01 ( 0.05 ) −0.06
H1 0.38 (−0.02) 0.43 ( 0.04 ) 0.38 ( −0.02 ) 0.40
H3 0.15 (−0.02) 0.14 ( −0.03 ) 0.16 ( −0.02 ) 0.17
H4 0.14 (−0.02) 0.14 ( −0.01 ) 0.16 ( 0.001) 0.16
H5 0.13 (−0.03) 0.14 ( −0.02 ) 0.17 ( 0.003) 0.16
H7 0.21 ( 0.06) 0.09 ( −0.06 ) 0.13 ( −0.02 ) 0.15
H9 0.19 ( 0.07) 0.10 ( −0.01 ) 0.14 ( 0.03 ) 0.12
H10 0.19 (−0.06) 0.19 ( −0.06 ) 0.27 ( 0.02 ) 0.25
H11 0.16 ( 0.13) 0.04 ( 0.02 ) 0.02 ( −0.01 ) 0.03
H12 0.16 ( 0.11) 0.06 ( 0.01 ) 0.06 ( 0.01 ) 0.05
H13 0.16 ( 0.07) 0.06 ( −0.03 ) 0.08 ( −0.01 ) 0.09
MSE −0.0051 0.0022 0.0006
MAE 0.16 0.06 0.02
a for the acronyms of the embedding charges see the caption of Table
C.2
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Table C.4: PYV3 atomic charges (a.u.) for the PYV3 DHBP co-crystal ob-
tained at different levels of approximation for the PBC/PBEsol0/6-31G(d,p) ge-
ometry, their variations with respect to scrf-ESPd (in parentheses), mean signed
errors (MSE), and mean absolute errors (MAE).a
Enol
Mulliken ESPd scrf-ESPd
N1 −0.60 (−0.06) −0.54 (−0.004) −0.54
N2 −0.53 (−0.31) −0.20 ( 0.02 ) −0.22
O1 −0.58 ( 0.08) −0.69 ( −0.03 ) −0.66
O2 −0.51 (−0.22) −0.30 ( −0.01 ) −0.29
C1 0.27 ( 0.02) 0.22 ( −0.03 ) 0.25
C2 0.31 ( 0.03) 0.29 ( 0.01 ) 0.27
C3 −0.18 ( 0.11) −0.29 (−0.001) −0.29
C4 −0.17 (−0.04) −0.14 ( −0.01 ) −0.13
C5 −0.18 ( 0.18) −0.37 ( −0.01 ) −0.36
C6 −0.03 (−0.02) 0.06 ( 0.06 ) −0.00
C7 0.13 (−0.10) 0.20 ( −0.03 ) 0.23
C8 0.20 (−0.18) 0.43 ( 0.06 ) 0.38
C9 −0.09 ( 0.06) −0.15 ( −0.01 ) −0.15
C10 −0.19 ( 0.07) −0.31 ( −0.06 ) −0.25
C11 0.06 ( 0.01) 0.11 ( 0.06 ) 0.05
C12 0.10 ( 0.15) −0.12 ( −0.07 ) −0.05
C13 −0.20 (−0.11) −0.08 ( 0.01 ) −0.09
H1 0.40 (−0.06) 0.50 ( 0.04 ) 0.46
H3 0.16 (−0.05) 0.19 ( −0.02 ) 0.21
H4 0.16 (−0.01) 0.17 ( 0.004) 0.16
H5 0.18 (−0.04) 0.25 ( 0.03 ) 0.21
H7 0.19 ( 0.11) 0.04 ( −0.03 ) 0.08
H9 0.17 (−0.01) 0.20 ( 0.03 ) 0.18
H10 0.17 (−0.02) 0.19 (−0.002) 0.19
H11 0.18 ( 0.05) 0.13 ( 0.001) 0.13
H12 0.17 ( 0.06) 0.10 ( −0.01 ) 0.11
H13 0.15 ( 0.06) 0.09 (−0.006) 0.09
MSE −0.0098 −0.0002
MAE 0.08 0.02
Continued on next page
283
Chapter C. NMR Co-Crystals Anil. SI
Table C.4 – Continued from previous page
Keto
Mulliken ESPd scrf-ESPd
N1 −0.61 (−0.13) −0.56 ( −0.09 ) −0.47
N2 −0.54 (−0.33) −0.16 ( 0.04 ) −0.20
O1 −0.62 ( 0.10) −0.74 ( −0.03 ) −0.72
O2 −0.51 (−0.16) −0.36 ( −0.01 ) −0.35
C1 0.35 (−0.04) 0.40 ( 0.01 ) 0.39
C2 0.27 ( 0.05) 0.20 ( −0.02 ) 0.23
C3 −0.19 ( 0.06) −0.22 ( 0.03 ) −0.25
C4 −0.17 (−0.02) −0.18 ( −0.02 ) −0.15
C5 −0.15 ( 0.19) −0.34 ( 0.01 ) −0.35
C6 −0.08 (−0.02) −0.08 ( −0.02 ) −0.06
C7 0.11 (−0.07) 0.24 ( 0.06 ) 0.18
C8 0.23 (−0.07) 0.41 ( 0.12 ) 0.30
C9 −0.08 ( 0.03) −0.17 ( −0.05 ) −0.12
C10 −0.19 ( 0.03) −0.24 ( −0.02 ) −0.22
C11 0.07 ( 0.06) 0.02 ( 0.02 ) 0.00
C12 0.10 ( 0.14) −0.14 ( −0.09 ) −0.04
C13 −0.20 (−0.18) 0.01 ( 0.03 ) −0.02
H1 0.38 (−0.07) 0.49 ( 0.04 ) 0.45
H3 0.16 (−0.04) 0.17 ( −0.02 ) 0.19
H4 0.15 (−0.02) 0.18 ( 0.01 ) 0.17
H5 0.16 (−0.04) 0.22 ( 0.03 ) 0.20
H7 0.23 ( 0.07) 0.11 ( −0.04 ) 0.15
H9 0.18 ( 0.01) 0.20 ( 0.03 ) 0.17
H10 0.17 (−0.02) 0.19 ( −0.01 ) 0.20
H11 0.18 ( 0.04) 0.15 ( 0.003) 0.15
H12 0.18 ( 0.05) 0.13 ( 0.005) 0.13
H13 0.15 ( 0.07) 0.07 ( −0.01 ) 0.08
MSE −0.0110 0.0001
MAE 0.08 0.03
a for the acronyms of the embedding charges see the
caption of Table C.2
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Table C.5: PYV3 atomic charges (a.u.) for the PYV3 SDP co-crystal obtained
at different levels of approximation for the PBC/PBEsol0/6-31G(d,p) geometry,
their variations with respect to scrf-ESPd (in parentheses), mean signed errors
(MSE), and mean absolute errors (MAE).a
Enol
Mulliken ESPd scrf-ESPd
N1 −0.63 (−0.19) −0.44 ( −0.0004 ) −0.44
N2 −0.54 (−0.28) −0.13 ( 0.12 ) −0.26
O1 −0.73 (−0.09) −0.71 ( −0.07 ) −0.64
O2 −0.51 (−0.39) −0.16 ( −0.04 ) −0.12
C1 0.30 (−0.07) 0.41 ( 0.04 ) 0.38
C2 0.34 ( 0.22) 0.13 ( 0.02 ) 0.11
C3 −0.26 (−0.06) −0.21 ( −0.01 ) −0.20
C4 −0.23 (−0.02) −0.17 ( 0.03 ) −0.20
C5 −0.22 ( 0.01) −0.28 ( −0.05 ) −0.23
C6 0.00 ( 0.12) −0.08 ( 0.04 ) −0.12
C7 0.10 (−0.12) 0.21 ( −0.02 ) 0.23
C8 0.23 (−0.01) 0.34 ( 0.11 ) 0.24
C9 −0.12 (−0.15) −0.10 ( −0.12 ) 0.02
C10 −0.22 ( 0.04) −0.18 ( 0.07 ) −0.25
C11 −0.01 (−0.06) −0.03 ( −0.08 ) 0.05
C12 0.02 ( 0.06) −0.16 ( −0.13 ) −0.04
C13 −0.35 (−0.07) −0.27 ( 0.01 ) −0.28
H1 0.51 ( 0.10) 0.38 ( −0.02 ) 0.41
H3 0.21 ( 0.05) 0.16 ( −0.001 ) 0.17
H4 0.21 ( 0.04) 0.16 ( −0.01 ) 0.17
H5 0.20 ( 0.01) 0.23 ( 0.03 ) 0.19
H7 0.22 ( 0.14) 0.10 ( 0.02 ) 0.08
H9 0.23 ( 0.12) 0.13 ( 0.01 ) 0.11
H10 0.21 ( 0.04) 0.17 ( −0.002 ) 0.17
H11 0.25 ( 0.11) 0.16 ( 0.01 ) 0.14
H12 0.22 ( 0.04) 0.20 ( 0.03 ) 0.17
H13 0.21 ( 0.07) 0.14 ( 0.0002 ) 0.14
MSE −0.013 −0.001
MAE 0.10 0.04
Continued on next page
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Table C.5 – Continued from previous page
Keto
Mulliken ESPd scrf-ESPd
N1 −0.71 (−0.29) −0.36 ( 0.06 ) −0.42
N2 −0.53 (−0.31) −0.09 ( 0.14 ) −0.22
O1 −0.67 ( 0.11) −0.80 ( −0.02 ) −0.79
O2 −0.50 (−0.38) −0.17 ( −0.05 ) −0.12
C1 0.37 (−0.25) 0.59 ( −0.04 ) 0.62
C2 0.30 ( 0.30) 0.04 ( 0.04 ) 0.01
C3 −0.26 (−0.13) −0.14 ( −0.01 ) −0.13
C4 −0.25 ( 0.01) −0.23 ( 0.03 ) −0.26
C5 −0.20 ( 0.03) −0.29 ( −0.07 ) −0.22
C6 −0.04 ( 0.19) −0.12 ( 0.11 ) −0.23
C7 0.08 (−0.16) 0.18 ( −0.06 ) 0.24
C8 0.28 ( 0.03) 0.33 ( 0.07 ) 0.25
C9 −0.14 (−0.11) −0.14 ( −0.11 ) −0.03
C10 −0.22 ( 0.02) −0.17 ( 0.07 ) −0.24
C11 −0.00 (−0.07) −0.02 ( −0.08 ) 0.06
C12 0.02 ( 0.11) −0.22 ( −0.13 ) −0.09
C13 −0.35 (−0.07) −0.26 ( 0.02 ) −0.28
H1 0.46 ( 0.05) 0.36 ( −0.05 ) 0.41
H3 0.21 ( 0.06) 0.15 ( −0.004 ) 0.15
H4 0.21 ( 0.03) 0.17 ( −0.01 ) 0.18
H5 0.20 ( 0.005) 0.23 ( 0.04 ) 0.20
H7 0.25 ( 0.13) 0.12 (−0.00001) 0.12
H9 0.25 ( 0.09) 0.16 ( 0.01 ) 0.16
H10 0.22 ( 0.04) 0.17 ( −0.003 ) 0.18
H11 0.26 ( 0.11) 0.16 ( 0.02 ) 0.15
H12 0.23 ( 0.04) 0.23 ( 0.04 ) 0.19
H13 0.21 ( 0.07) 0.13 ( −0.003 ) 0.14
MSE −0.0127 0.0001
MAE 0.12 0.05
a for the acronyms of the embedding charges see the
caption of Table C.2
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Table C.6: PYV3 isotropic NMR shieldings (in ppm) as obtained at the
B3LYP/6-311+G(2d,p)//PBC/PBEsol0/6-31G(d,p) level of approximation with
different embedding schemes in comparison to the isolated molecule results.a
Enol
Isolated Mulliken ESPd scrf-ESPd
N1 −39.66 −37.70 −39.26 −39.26
N2 −98.51 −84.34 −82.90 −81.96
O1 169.86 189.31 188.78 186.89
O2 233.14 243.11 244.68 242.47
C1 21.05 24.29 23.86 23.56
C2 27.67 29.47 29.60 29.15
C3 64.98 63.55 62.85 63.01
C4 61.76 60.49 61.47 61.75
C5 55.90 52.66 52.67 53.30
C6 59.49 58.79 58.90 58.95
C7 12.39 7.58 7.58 7.66
C8 32.97 32.02 31.37 31.23
C9 55.10 50.88 50.09 50.03
C10 54.90 52.81 53.38 53.35
C11 29.49 29.89 31.01 31.00
C12 29.45 30.80 30.48 30.67
C13 125.82 126.17 126.45 126.37
H1 16.14 15.99 15.97 15.98
H3 24.74 24.38 24.23 24.22
H4 24.91 24.65 24.77 24.79
H5 24.77 24.21 24.29 24.34
H7 22.93 22.45 22.41 22.42
H9 24.36 23.84 23.90 23.91
H10 24.41 23.49 23.80 23.81
H11 23.05 23.11 23.18 23.20
H12 22.82 22.94 22.96 22.97
H13 27.91 27.62 27.64 27.65
MSE −1.10 0.04 0.10
MAE 2.67 0.57 0.28
Continued on next page
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Table C.6 – Continued from previous page
Keto
Isolated Mulliken ESPd scrf-ESPd
N1 90.17 81.55 79.63 80.02
N2 −101.51 −83.87 −81.63 −79.90
O1 −73.88 −7.07 −7.62 −12.39
O2 224.05 236.62 237.77 236.01
C1 2.42 4.83 5.06 4.88
C2 22.85 24.84 25.07 24.74
C3 66.98 63.16 63.00 63.22
C4 64.28 65.59 66.30 66.41
C5 56.21 52.54 52.16 52.68
C6 62.21 62.20 62.46 62.52
C7 23.71 17.19 16.52 16.64
C8 42.31 41.28 40.37 40.19
C9 54.71 50.33 49.89 49.68
C10 54.12 50.73 51.32 51.25
C11 30.10 29.81 30.43 30.54
C12 33.19 35.00 34.86 34.96
C13 126.21 126.77 127.04 127.03
H1 14.09 14.23 14.21 14.19
H3 25.08 24.57 24.47 24.47
H4 25.35 25.21 25.26 25.27
H5 25.13 24.66 24.67 24.72
H7 23.72 22.92 22.78 22.80
H9 24.24 23.47 23.50 23.51
H10 24.34 23.21 23.50 23.51
H11 23.05 23.11 23.14 23.17
H12 22.91 22.97 23.02 23.03
H13 28.00 27.68 27.70 27.71
MSE −2.47 0.10 0.15
MAE 5.32 0.65 0.41
a for the acronyms of the embedding charges see
the caption of Table C.2
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Table C.7: PYV3 enol to keto isotropic NMR shielding variations, ∆ffEK, (in
ppm) as obtained at the B3LYP/6-311+G(2d,p)//PBC/PBEsol0/6-31G(d,p)
level of approximation with different embedding schemes in comparison to the
isolated molecule results.a
Isolated Mulliken ESPd scrf-ESPd
N1 129.82 119.25 118.89 119.28
N2 −3.01 0.48 1.28 2.06
O1 −243.74 −196.38 −196.40 −199.28
O2 −9.10 −6.49 −6.91 −6.46
C1 −18.64 −19.46 −18.79 −18.68
C2 −4.81 −4.63 −4.53 −4.41
C3 2.00 −0.39 0.16 0.22
C4 2.52 5.10 4.82 4.66
C5 0.31 −0.11 −0.51 −0.62
C6 2.72 3.41 3.55 3.56
C7 11.31 9.61 8.94 8.99
C8 9.33 9.26 9.00 8.97
C9 −0.40 −0.55 −0.20 −0.35
C10 −0.78 −2.07 −2.06 −2.10
C11 0.61 −0.08 −0.57 −0.46
C12 3.74 4.19 4.37 4.29
C13 0.40 0.59 0.59 0.65
H1 −2.05 −1.75 −1.76 −1.79
H3 0.35 0.19 0.24 0.24
H4 0.44 0.55 0.49 0.48
H5 0.37 0.45 0.38 0.38
H7 0.79 0.47 0.37 0.37
H9 −0.13 −0.36 −0.40 −0.40
H10 −0.08 −0.28 −0.30 −0.30
H11 0.00 −0.00 −0.04 −0.03
H12 0.09 0.03 0.06 0.06
H13 0.09 0.06 0.06 0.06
MSE −1.38 0.06 0.05
MAE 2.82 0.35 0.21
a for the acronyms of the embedding charges see
the caption of Table C.2
289
Chapter C. NMR Co-Crystals Anil. SI
Table C.8: PYV3 isotropic NMR shieldings (in ppm) for the PYV3 DHBP co-
crystal as obtained at the B3LYP/6-311+G(2d,p)//PBC/PBEsol0/6-31G(d,p)
level of approximation with different embedding schemes in comparison to the
isolated molecule results.a
Enol
Isolated Mulliken ESPd scrf-ESPd
N1 −34.71 −37.58 −33.03 −34.70
N2 −68.31 −60.55 −57.52 −56.76
O1 170.06 190.60 187.15 186.26
O2 231.24 245.65 241.25 240.00
C1 21.46 24.90 24.23 24.21
C2 28.00 31.10 29.83 29.66
C3 64.32 63.84 62.06 62.38
C4 61.01 58.58 58.41 58.60
C5 55.75 52.14 54.30 54.62
C6 59.47 58.21 59.05 59.04
C7 11.44 8.32 7.95 8.41
C8 31.53 31.36 30.70 30.61
C9 53.27 52.15 51.08 50.95
C10 53.12 52.81 52.11 52.25
C11 32.27 30.58 32.40 32.31
C12 32.85 33.57 33.21 33.31
C13 126.93 127.19 126.66 126.73
H1 16.63 16.45 16.56 16.53
H3 24.69 24.39 24.11 24.13
H4 24.81 24.30 24.41 24.40
H5 24.74 23.81 24.13 24.19
H7 22.85 22.47 22.49 22.52
H9 24.05 23.85 23.70 23.73
H10 24.25 24.09 23.81 23.87
H11 23.03 22.79 22.95 22.92
H12 22.56 22.66 22.71 22.70
H13 27.92 27.77 27.72 27.73
MSE −0.94 0.18 0.07
MAE 2.14 1.11 0.26
Continued on next page
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Table C.8 – Continued from previous page
Keto
Isolated Mulliken ESPd scrf-ESPd
N1 94.39 85.02 86.68 86.95
N2 −71.76 −63.40 −59.65 −58.71
O1 −78.58 −9.47 −17.94 −19.52
O2 222.95 243.41 239.71 238.40
C1 1.96 4.88 4.37 4.23
C2 22.95 27.01 26.33 25.76
C3 66.04 62.82 63.42 62.59
C4 63.58 62.35 62.20 62.02
C5 56.29 52.05 52.74 54.29
C6 61.51 61.18 61.29 61.56
C7 23.64 16.58 17.19 17.53
C8 39.75 39.45 39.01 38.80
C9 51.83 49.79 48.91 48.68
C10 52.78 52.79 51.73 51.89
C11 32.76 31.48 32.38 32.71
C12 36.83 36.61 36.84 36.84
C13 126.73 127.44 127.00 127.00
H1 13.74 13.85 13.84 13.84
H3 25.02 24.54 24.38 24.34
H4 25.26 24.74 24.75 24.80
H5 25.19 24.31 24.54 24.62
H7 23.63 22.70 22.78 22.81
H9 23.97 23.65 23.55 23.56
H10 24.28 24.02 23.76 23.80
H11 23.03 22.78 22.86 22.90
H12 22.58 22.59 22.65 22.64
H13 28.01 27.78 27.75 27.75
MSE −2.36 0.33 0.04
MAE 4.54 1.24 0.34
a for the acronyms of the embedding charges see
the caption of Table C.2
291
Chapter C. NMR Co-Crystals Anil. SI
Table C.9: PYV3 enol to keto isotropic NMR shielding variations, ∆ffEK,
(in ppm) for the PYV3 DHBP co-crystal as obtained at the B3LYP/6-
311+G(2d,p)//PBC/PBEsol0/6-31G(d,p) level of approximation with different
embedding schemes in comparison to the isolated molecule results.a
Isolated Mulliken ESPd scrf-ESPd
N1 129.10 122.60 119.71 121.65
N2 −3.45 −2.85 −2.12 −1.95
O1 −248.64 −200.07 −205.09 −205.77
O2 −8.30 −2.24 −1.53 −1.60
C1 −19.51 −20.03 −19.86 −19.98
C2 −5.06 −4.09 −3.50 −3.90
C3 1.73 −1.02 1.36 0.21
C4 2.57 3.77 3.79 3.42
C5 0.54 −0.08 −1.56 −0.33
C6 2.04 2.97 2.24 2.52
C7 12.20 8.26 9.24 9.12
C8 8.23 8.09 8.31 8.18
C9 −1.44 −2.36 −2.16 −2.27
C10 −0.34 −0.02 −0.38 −0.36
C11 0.48 0.90 −0.01 0.40
C12 3.98 3.04 3.63 3.53
C13 −0.20 0.24 0.34 0.27
H1 −2.89 −2.60 −2.71 −2.69
H3 0.34 0.15 0.27 0.21
H4 0.44 0.44 0.34 0.41
H5 0.45 0.50 0.40 0.43
H7 0.78 0.22 0.29 0.29
H9 −0.07 −0.19 −0.14 −0.17
H10 0.03 −0.07 −0.05 −0.07
H11 0.01 −0.00 −0.08 −0.03
H12 0.03 −0.07 −0.06 −0.06
H13 0.09 0.01 0.03 0.02
MSE −1.42 0.15 −0.03
MAE 2.60 0.50 0.28
a for the acronyms of the embedding charges see
the caption of Table C.2
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Table C.10: PYV3 isotropic NMR shieldings (in ppm) for the PYV3 SDP co-
crystal as obtained at the B3LYP/6-311+G(2d,p)//PBC/PBEsol0/6-31G(d,p)
level of approximation with different embedding schemes in comparison to the
isolated molecule results.a
Enol
Isolated Mulliken ESPd scrf-ESPd
N1 −27.61 −25.79 −29.60 −29.91
N2 −66.36 −56.55 −55.42 −54.73
O1 179.01 187.86 188.68 186.11
O2 231.70 238.26 237.92 235.96
C1 24.64 25.98 26.77 26.07
C2 28.68 29.94 29.90 29.53
C3 64.59 64.28 64.00 64.44
C4 58.46 58.51 57.66 58.53
C5 55.11 52.14 52.98 53.31
C6 60.95 60.12 60.62 60.56
C7 18.47 14.66 16.42 16.63
C8 36.91 36.69 37.11 36.84
C9 40.65 38.16 36.64 36.45
C10 52.52 52.57 52.61 52.78
C11 31.05 32.42 31.29 31.67
C12 44.91 42.54 43.76 43.84
C13 127.28 127.07 126.95 126.92
H1 14.25 14.04 14.02 14.04
H3 24.58 24.44 24.34 24.41
H4 24.74 24.61 24.42 24.51
H5 24.75 24.13 24.37 24.39
H7 22.27 22.08 22.18 22.20
H9 23.45 23.21 23.15 23.12
H10 23.98 23.78 23.87 23.93
H11 23.03 22.82 22.70 22.74
H12 22.40 22.21 22.32 22.34
H13 27.89 27.78 27.74 27.77
MSE −0.45 0.13 0.11
MAE 1.49 0.72 0.37
Continued on next page
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Table C.10 – Continued from previous page
Keto
Isolated Mulliken ESPd scrf-ESPd
N1 89.58 83.30 80.79 80.57
N2 −70.42 −60.26 −59.64 −58.53
O1 −18.89 16.49 18.93 13.14
O2 222.82 230.91 230.22 228.26
C1 5.01 6.59 7.39 6.99
C2 24.05 25.54 25.23 24.94
C3 64.40 64.02 63.60 64.47
C4 60.83 63.62 62.73 63.71
C5 54.90 51.11 52.49 52.54
C6 63.79 63.71 64.83 64.68
C7 28.52 23.07 23.53 23.70
C8 42.95 43.42 44.00 43.70
C9 48.44 44.93 43.23 42.90
C10 52.12 52.10 52.35 52.51
C11 31.96 32.21 31.05 31.39
C12 46.23 43.52 44.11 44.17
C13 127.24 127.22 127.01 127.04
H1 25.13 16.52 16.48 16.45
H3 23.28 24.74 24.61 24.70
H4 24.89 25.16 24.96 25.05
H5 25.16 24.44 24.68 24.68
H7 23.66 22.86 22.92 22.95
H9 23.97 23.29 23.22 23.19
H10 23.05 23.70 23.77 23.83
H11 22.61 22.76 22.64 22.68
H12 28.10 22.24 22.32 22.35
H13 24.13 27.87 27.82 27.85
MSE −0.83 0.19 0.20
MAE 3.86 0.76 0.51
a for the acronyms of the embedding charges see
the caption of Table C.2
294
Chapter C. NMR Co-Crystals Anil. SI
Table C.11: PYV3 enol to keto isotropic NMR shielding variations, ∆ffEK,
(in ppm) for the PYV3 SDP co-crystal as obtained at the B3LYP/6-
311+G(2d,p)//PBC/PBEsol0/6-31G(d,p) level of approximation with different
embedding schemes in comparison to the isolated molecule results.a
Isolated Mulliken ESPd scrf-ESPd
N1 117.19 109.09 110.39 110.49
N2 −4.06 −3.71 −4.22 −3.80
O1 −197.90 −171.37 −169.75 −172.97
O2 −8.88 −7.35 −7.70 −7.70
C1 −19.63 −19.39 −19.38 −19.08
C2 −4.63 −4.39 −4.66 −4.58
C3 −0.19 −0.26 −0.41 0.02
C4 2.37 5.11 5.07 5.18
C5 −0.21 −1.02 −0.49 −0.77
C6 2.84 3.59 4.21 4.11
C7 10.04 8.41 7.11 7.07
C8 6.05 6.74 6.89 6.86
C9 7.78 6.77 6.59 6.46
C10 −0.40 −0.47 −0.25 −0.28
C11 0.91 −0.21 −0.24 −0.28
C12 1.31 0.99 0.35 0.34
C13 −0.04 0.16 0.06 0.11
H1 10.88 2.48 2.45 2.41
H3 −1.30 0.30 0.27 0.30
H4 0.16 0.55 0.53 0.53
H5 0.41 0.31 0.32 0.29
H7 1.39 0.78 0.74 0.76
H9 0.52 0.07 0.06 0.06
H10 −0.93 −0.09 −0.10 −0.09
H11 −0.42 −0.05 −0.06 −0.06
H12 5.70 0.03 0.00 0.01
H13 −3.76 0.09 0.08 0.08
MSE −0.38 0.06 0.09
MAE 2.54 0.30 0.20
a for the acronyms of the embedding charges see
the caption of Table C.2
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Table C.12: Enol and keto isotropic NMR shielding (in ppm) for PYV3, PYV3
DHBP and PYV3 SDP co-crystals as well as, in parentheses, their variations
induced by the co-crystallization, ∆ffco-crystal = ffco-crystal − ffPYV3, (in ppm)
as obtained at the B3LYP/6-311+G(2d,p)//PBC/PBEsol0/6-31G(d,p) level of
approximation with the scrf-ESPd embedding scheme and the variation with
respect to PYV3.a
Enol
PYV3 PYV3 DHBP PYV3 SDP
N1 −39.26 −34.70 ( 4.56) −29.91 ( 9.35)
N2 −81.96 −56.76 ( 25.19) −54.73 ( 27.22)
O1 186.89 186.26 ( −0.64) 186.11 ( −0.78)
O2 242.47 240.00 ( −2.47) 235.96 ( −6.51)
C1 23.56 24.21 ( 0.65) 26.07 ( 2.51)
C2 29.15 29.66 ( 0.51) 29.53 ( 0.37)
C3 63.01 62.38 ( −0.63) 64.44 ( 1.44)
C4 61.75 58.60 ( −3.15) 58.53 ( −3.22)
C5 53.30 54.62 ( 1.32) 53.31 ( 0.01)
C6 58.95 59.04 ( 0.09) 60.56 ( 1.61)
C7 7.66 8.41 ( 0.75) 16.63 ( 8.98)
C8 31.23 30.61 ( −0.62) 36.84 ( 5.61)
C9 50.03 50.95 ( 0.92) 36.45 (−13.58)
C10 53.35 52.25 ( −1.10) 52.78 ( −0.57)
C11 31.00 32.31 ( 1.31) 31.67 ( 0.67)
C12 30.67 33.31 ( 2.64) 43.84 ( 13.17)
C13 126.37 126.73 ( 0.35) 126.93 ( 0.55)
H1 15.98 16.53 ( 0.55) 14.04 ( −1.94)
H3 24.22 24.13 ( −0.10) 24.41 ( 0.19)
H4 24.79 24.40 ( −0.39) 24.51 ( −0.27)
H5 24.34 24.19 ( −0.15) 24.39 ( 0.05)
H7 22.42 22.52 ( 0.10) 22.20 ( −0.23)
H9 23.91 23.73 ( −0.18) 23.12 ( −0.79)
H10 23.81 23.87 ( 0.06) 23.93 ( 0.12)
H11 23.20 22.92 ( −0.27) 22.74 ( −0.45)
H12 22.97 22.70 ( −0.28) 22.34 ( −0.63)
H13 27.65 27.73 ( 0.08) 27.77 ( 0.12)
Continued on next page
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Table C.12 – Continued from previous page
Keto
PYV3 PYV3 DHBP PYV3 SDP
N1 80.02 86.95 ( 6.93) 80.58 ( 0.55)
N2 −79.90 −58.71 ( 21.19) −58.53 ( 21.37)
O1 −12.39 −19.52 ( −7.13) 13.14 ( 25.53)
O2 236.01 238.40 ( 2.38) 228.26 ( −7.75)
C1 4.88 4.23 ( −0.65) 6.99 ( 2.11)
C2 24.74 25.76 ( 1.02) 24.94 ( 0.20)
C3 63.22 62.59 ( −0.63) 64.47 ( 1.24)
C4 66.41 62.02 ( −4.39) 63.71 ( −2.70)
C5 52.68 54.29 ( 1.61) 52.54 ( −0.14)
C6 62.52 61.56 ( −0.96) 64.68 ( 2.16)
C7 16.64 17.53 ( 0.89) 23.70 ( 7.06)
C8 40.19 38.80 ( −1.40) 43.70 ( 3.51)
C9 49.68 48.68 ( −1.00) 42.91 ( −6.77)
C10 51.25 51.89 ( 0.64) 52.51 ( 1.26)
C11 30.54 32.71 ( 2.17) 31.39 ( 0.85)
C12 34.96 36.84 ( 1.88) 44.17 ( 9.21)
C13 127.03 127.00 ( −0.03) 127.04 ( 0.01)
H1 14.19 13.84 ( −0.35) 16.45 ( 2.26)
H3 24.47 24.34 ( −0.13) 24.70 ( 0.24)
H4 25.27 24.80 ( −0.47) 25.05 ( −0.22)
H5 24.72 24.62 ( −0.10) 24.68 ( −0.04)
H7 22.80 22.81 ( 0.02) 22.95 ( 0.16)
H9 23.51 23.56 ( 0.05) 23.19 ( −0.32)
H10 23.51 23.80 ( 0.29) 23.83 ( 0.33)
H11 23.17 22.90 ( −0.28) 22.69 ( −0.49)
H12 23.03 22.64 ( −0.39) 22.35 ( −0.68)
H13 27.71 27.75 ( 0.04) 27.85 ( 0.14)
a for the acronyms of the embedding charges see
the caption of Table C.2
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Table C.13: PYV3 enol to keto isotropic NMR shielding variations,
∆ffEK, (in ppm) for PYV3, PYV3 DHBP and PYV3 SDP co-crystals as
well as in parentheses, their variations induced by the co-crystallization,
∆ffEK,co-crystal = ∆ffEK,co-crystal − ∆ffEK,PYV3 (in ppm) as obtained at the
B3LYP/6-311+G(2d,p)//PBC/PBEsol0/6-31G(d,p) level of approximation with
the scrf-ESPd embedding scheme and the variation with respect to PYV3.a
PYV3 PYV3 DHBP PYV3 SDP
N1 119.28 121.65 ( 2.37) 110.49 (−8.79)
N2 2.06 −1.95 (−4.01) −3.80 (−5.85)
O1 −199.28 −205.77 (−6.49) −172.97 (26.31)
O2 −6.46 −1.61 ( 4.85) −7.70 (−1.24)
C1 −18.68 −19.98 (−1.30) −19.08 (−0.40)
C2 −4.41 −3.90 ( 0.51) −4.59 (−0.17)
C3 0.22 0.21 (−0.01) 0.02 (−0.19)
C4 4.66 3.42 (−1.24) 5.18 ( 0.52)
C5 −0.62 −0.33 ( 0.28) −0.77 (−0.15)
C6 3.57 2.52 (−1.05) 4.11 ( 0.55)
C7 8.99 9.12 ( 0.14) 7.07 (−1.92)
C8 8.97 8.18 (−0.78) 6.87 (−2.10)
C9 −0.35 −2.27 (−1.92) 6.46 ( 6.81)
C10 −2.10 −0.37 ( 1.73) −0.28 ( 1.82)
C11 −0.46 0.40 ( 0.86) −0.28 ( 0.18)
C12 4.29 3.53 (−0.76) 0.34 (−3.96)
C13 0.65 0.27 (−0.38) 0.11 (−0.54)
H1 −1.79 −2.69 (−0.91) 2.41 ( 4.20)
H3 0.24 0.21 (−0.03) 0.30 ( 0.05)
H4 0.49 0.41 (−0.08) 0.53 ( 0.05)
H5 0.38 0.43 ( 0.05) 0.29 (−0.09)
H7 0.37 0.29 (−0.08) 0.76 ( 0.38)
H9 −0.40 −0.17 ( 0.24) 0.06 ( 0.47)
H10 −0.30 −0.07 ( 0.23) −0.10 ( 0.21)
H11 −0.03 −0.03 (−0.00) −0.06 (−0.03)
H12 0.06 −0.06 (−0.12) 0.01 (−0.05)
H13 0.06 0.02 (−0.04) 0.08 ( 0.02)
a for the acronyms of the embedding charges see
the caption of Table C.2
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ff(ppm) = −51:57× C(a.u.) + 42:69(R2 = 0:642)
Figure C.1: Relationship between the NMR shielding constants of the aromatic
C atoms and their scrf-ESPd charges. All quantities were calculated at the
B3LYP/6-311+G(2d,p)//PBC/PBEsol0/6-31G(d,p) level of approximation with
the scrf-ESPd embedding scheme.
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Table D.1: Parameters used in the Ewald program.
Crystal Zone 1 Number of charges Unit cell Supercell Total
composition in zone 2 composition "zones 1 + 2 + 3" number
(Number of atoms ) (diameter of zone 2) dimensions of atomsa
PYV3 PYV3 (29) 4971 (44 Å) 4 PYV3 16x10x4 74240
PYV3 SA PYV3 + SA (43) 9957 (56 Å) 4 PYV3 + 2 SA 20x4x10 115200
PYV3 FA1 PYV3 + FA (41) 9959 (56 Å) 4 PYV3 + 2 FA 20x4x10 112000
a The total number of atoms corresponds to the sum of the numbers of atoms in zones 1, 2, and 3, in other
words, the sum of the number of point charges in zones 2 and 3 and the number of atoms in the QC zone 1.
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Table D.2: Ahlrichs basis sets and their contracted compositions for the atoms
in PYV3·I2but.
Basis Set Composition
def2-SVP C, N, O, F 3s 2p 1d
I 4s 4p 2d
H 2s 1p
def2-SVPD C, N 4s 2p 2d
O, F 4s 3p 2d
I 5s 5p 3d
H 2s 2p
def2-TZVP C, N, O, F 5s 3p 2d 1f
I 6s 5p 3d 2f
H 3s 1p
def2-TZVPP C, N, O, F, I def2-TZVP
H 3s 2p 1d
def2-TZVPD C, N 6s 3p 3d 1f
O, F 6s 4p 3d 1f
I 7s 6p 4d 2f
H 3s 2p
def2-TZVPPD C, N, O, F, I def2-TZVPD
H 3s 3p 1d
def2-QZVP C, N, O, F 7s 4p 3d 2f 1g
I 7s 6p 4d 4f 1g
H 4s 3p 2d 1f
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Table D.3: Contributions of the T1 and T2 clusters to the RI-CC2 and RI-CCSD
excited states of the enol and keto forms of the isolated PYV3[PYV3] molecule
(in %), as calculated with the def2-TZVPD basis set.
Enol
RI-CC2 RI-CCSD
State T1 T2 T1 T2
1 87.1 12.9 92.2 7.8
2 89.0 11.0 93.0 7.0
3 87.6 12.4 92.9 7.1
4 87.6 12.4 91.6 8.4
5 88.8 11.2 92.9 7.1
Keto
1 87.4 12.6 91.8 8.2
2 85.5 14.5 92.3 7.7
3 87.6 12.4 92.4 7.6
4 86.6 13.5 91.8 8.2
5 89.3 10.8 94.5 5.6
Table D.4: RI-CC2/def2-TZVPD wavelengths of excitation, – in nm, and os-
cillator strengths, f , for the enol forms of isolated PYV3 (PYV3[PYV3]) and its
co-crystals (PYV3[PYV3·XXX]). For PYV3, the absolute values are given while
for the co-crystals, the absolute variations and relative variations are given for
the wavelengths and oscillator strengths, respectively.
2nd absorption band
2nd excitation 3rd excitation
Crystal – f – f
PYV3[PYV3] 293 0.466 273 0.144
PYV3[SA] −3 +10% +3 −75%
PYV3[FA1] −2 +11% +4 −73%
PYV3[FA2] +2 −24% +2 +13%
PYV3[DHBP] −1 +8% +4 −45%
PYV3[SDP] −2 +54% —
PYV3[I2but] +8 −75% +9 +301%
PYV3[I2F4] +11 −72% +10 +287%
PYV3-N[I3F3] −4 −89% 0 +356%
PYV3-O[I3F3] −11 −75% −8 +267%
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(a) RI-CC2 State 1. (b) RI-CCSD State 1.
(c) RI-CC2 State 2. (d) RI-CCSD State 2.
(e) RI-CC2 State 3. (f) RI-CCSD State 3.
Figure D.1: def2-TZVPD NTOs (holes below the arrows and particles above
them) of the isolated PYV3[PYV3] enol form (isovalue of 0.02 a.u.).
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(a) RI-CC2 State 1. (b) RI-CCSD State 1.
(c) RI-CC2 State 3. (d) RI-CCSD State 3.
Figure D.2: def2-TZVPD NTOs (holes below the arrows and particles above
them) of the isolated PYV3[PYV3] keto form (isovalue of 0.02 a.u.).
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Table D.5: RI-CC2/def2-TZVPD wavelengths of excitation, – in nm, and os-
cillator strengths, f , for the keto forms of isolated PYV3 (PYV3[PYV3]) and its
co-crystals (PYV3[PYV3·XXX]). For PYV3, the absolute values are given while
for the co-crystals, the absolute variations and relative variations are given for














Table D.6: RI-CC2/def2-TZVPD wavelengths of excitation, – in nm, and os-
cillator strengths, f , for the enol forms of isolated PYV3 (PYV3[PYV3]) and the
heteromers of its co-crystals (PYV3+XXX[PYV3·XXX]). For PYV3, the abso-
lute values are given while for the co-crystals, the absolute variations and relative
variations are given for the wavelengths and oscillator strengths, respectively.
2nd absorption band
2nd excitation 3rd excitation
Crystal – f – f
PYV3[PYV3] 293 0.466 273 0.144
PYV3+SA[PYV3·SA] −3 +30% −6 −8%
PYV3+FA[PYV3·FA1]a −2 +33% −6 −12%
a The oscillator strength of actual 3rd excited state is null,
here the data is given for the 4th one.
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Table D.7: RI-CC2/def2-TZVPD wavelengths of excitation, – in nm, and os-
cillator strengths, f , for the keto forms of isolated PYV3 (PYV3[PYV3]) and the
heteromers of its co-crystals (PYV3+XXX[PYV3·XXX]). For PYV3, the abso-
lute values are given while for the co-crystals, the absolute variations and relative







Table D.8: RI-CC2/def2-TZVPD wavelengths of excitation (– in nm)
and oscillator strengths (f ) for the enol forms of the isolated and embed-
ded PYV3 (PYV3[PYV3]) and the embedded heteromers of its co-crystals
(PYV3+XXX[PYV3·XXX]). For PYV3, the absolute values are given while for
the co-crystals, the absolute variations and relative variations are given for the
wavelengths and oscillator strengths, respectively.
2nd absorption band
2nd excitation 3rd excitation
Crystal – f – f
PYV3[PYV3] (iso) 293 0.466 273 0.144
PYV3[PYV3] (emb) 287 0.495 264 0.214
PYV3+SA[PYV3·SA] (emb) −1 +26% 0 −22%
PYV3+FA[PYV3·FA1] (emb) 0 +27% 0 −22%
The oscillator strength of actual 3rd excited state is null,
here the data is given for the 4th one.
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Table D.9: RI-CC2/def2-TZVPD wavelengths of excitation (–, in nm) and
oscillator strength (f ) for the keto forms of the isolated and embedded monomer
of PYV3 (PYV3[PYV3]) and the variations for the embedded heteromers of co-
crystals (PYV3+XXX[PYV3·XXX], w.r.t. the embedded PYV3).
2nd absorption band
3rd excitation 4th excitation
Crystal – f – f
PYV3[PYV3] (iso) 304 0.476 —
PYV3[PYV3] (emb) 299 0.536 —
PYV3+SA[PYV3·SA] (emb) +1 −33% −6 −61%
PYV3+FA[PYV3·FA1] (emb) +2 −38% −5 −54%
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Figure D.3: RI-CC2/def2-TZVPD UV/Vis absorption spectra of all models
considered for PYV3 and PYV3·FA1.
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Figure D.4: RI-CC2/def2-TZVPD NTOs (holes below the arrows and particles
above them) of the 3rd excited state of the isolated PYV3[PYV3] enol form and
of the 4th excited state of the isolated and embedded PYV3+FA[PYV3·FA1]
(isovalue of 0.02 a.u.).
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(a) Isolated State 1. (b) Embedded State 1.
(c) Isolated State 2. (d) Embedded State 2.
(e) Isolated State 3. (f) Embedded State 3.
Figure D.5: RI-CC2/def2-TZVPD NTOs (holes below the arrows and particles
above them) of the isolated and embedded PYV3[PYV3] enol form (isovalue of
0.02 a.u.).
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(a) Isolated State 1. (b) Embedded State 1.
(c) Isolated State 3. (d) Embedded State 3.
Figure D.6: RI-CC2/def2-TZVPD NTOs (holes below the arrows and particles





















(a) SV State 1. (b) SV State 2. (c) SV State 3.
(d) TZ State 1. (e) TZ State 2. (f) TZ State 3.
Figure D.7: RI-CC2 def2-SVPD (SV) and def2-TZVPD (TZ) NTOs (holes below the arrows and particles above them) of the




















(a) SV State 1. (b) SV State 3 1st NTOs (64%). (c) SV State 3 2nd NTOs (31%).
(d) TZ State 1. (e) TZ State 3 1st NTOs (67%). (f) TZ State 3 2nd NTOs (31%).
Figure D.8: RI-CC2 def2-SVPD (SV) and def2-TZVPD (TZ) NTOs (holes below the arrows and particles above them) of the




















(g) SV State 4 1st NTOs (67%). (h) SV State 4 2nd NTOs (31%).
(i) TZ State 4 1st NTOs (65%). (j) TZ State 4 2nd NTOs (33%).
Figure D.8: RI-CC2 def2-SVPD (SV) and def2-TZVPD (TZ) NTOs (holes below the arrows and particles above them) of the









































Scheme E.1: Schematic representation of the 2K4E/1-3-4-5 isomer of a model
COF, primitive unit cell, and numbering code for distinguishing the tautomers














Table E.1: Schematic representations and space groups of the different tautomers (centro-symmetric or not) and list of independent






























Tautomer Space group ffl(1) tensor ffl(2) tensor
(centro-symmetry) components components
6K0E P6/m (3) XX(= Y Y ), ZZ —
5K1E P11m (7) XX, XY , Y Y , ZZ XXX, XXY , XY Y , XZZ, Y Y Y , Y ZZ
1-2 P11m (7) XX, XY , Y Y , ZZ XXX, XXY , XY Y , XZZ, Y Y Y , Y ZZ
4K2E 1-3 P11m (7) XX, XY , Y Y , ZZ XXX, XXY , XY Y , XZZ, Y Y Y , Y ZZ
1-4 P112/m (3) XX, XY , Y Y , ZZ —
3K3E
1-2-3 P11m (7) XX, XY , Y Y , ZZ XXX, XXY , XY Y , XZZ, Y Y Y , Y ZZ
1-3-4 P11m (7) XX, XY , Y Y , ZZ XXX, XXY , XY Y , XZZ, Y Y Y , Y ZZ
1-3-5 P6 (7) XX(= Y Y ), ZZ XXX = −XY Y , Y Y Y = −XXY
1-4-5 P11m (7) XX, XY , Y Y , ZZ XXX, XXY , XY Y , XZZ, Y Y Y , Y ZZ
1-2-3-4 P11m (7) XX, XY , Y Y , ZZ XXX, XXY , XY Y , XZZ, Y Y Y , Y ZZ
2K4E 1-2-4-5 P112/m (3) XX, XY , Y Y , ZZ —
1-3-4-5 P11m (7) XX, XY , Y Y , ZZ XXX, XXY , XY Y , XZZ, Y Y Y , Y ZZ
1K5E P11m (7) XX, XY , Y Y , ZZ XXX, XXY , XY Y , XZZ, Y Y Y , Y ZZ
0K6E P6/m (3) XX(= Y Y ), ZZ —
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(b) Excitation energies: 0.119 a.u. (3.23 eV) and 0.125 a.u. (3.41 eV)
Figure E.1: Frequency dispersions of ffl(1) of the 4K2E/1-2 tautomer of COF 1
as evaluated at the PBC/!B97X/6-31G(d,p) level of approximation, its fitting
curves, and the corresponding excitation energies. Top/bottom graphs give the
real/imaginary component of the frequency dispersion.
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(b) Excitation energies: 0.121 a.u. (3.30 eV) and 0.127 a.u. (3.45 eV)
Figure E.2: Frequency dispersions of ffl(1) of the 5K1E tautomer of COF 1
as evaluated at the PBC/!B97X/6-31G(d,p) level of approximation, its fitting
curves, and the corresponding excitation energies. Top/bottom graphs give the
real/imaginary component of the frequency dispersion.
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Table E.2: Linear optical properties of the different tautomers of COF 1: av-
erage refractive index in the XY plane, nXY = (nX + nY )/2, refractive index
along Z, nZ , birefringence, ‹ = (nXY -nZ ), and acute angle between the optical
axes, 2V (degrees). All values were evaluated at the PBC/!B97X/6-31G(d,p)
level of approximation for ! = 0.
Tautomer nXY nZ ‹ 2V
6K0E 1.479 1.110 0.369 —
5K1E 1.486 1.111 0.375 24.6
1-2 1.494 1.112 0.382 25.1
4K2E 1-3 1.489 1.112 0.378 23.2
1-4 1.492 1.112 0.380 33.9
3K3E
1-2-3 1.499 1.113 0.386 19.1
1-3-4 1.496 1.113 0.383 29.4
1-3-5 1.481 1.112 0.369 —
1-4-5 1.495 1.112 0.383 31.8
1-2-3-4 1.501 1.113 0.388 23.7
2K4E 1-3-4-5 1.497 1.113 0.384 32.7
1-2-4-5 1.488 1.113 0.375 24.1
1K5E 1.490 1.113 0.377 23.1
0K6E 1.481 1.114 0.367 —
Table E.3: ffl(2)XXX (= 2d11) tensor components (pmV
−1)
for the tautomers of COF 1-5 as evaluated at the
PBC/!B97X/6-31G(d,p) level of approximation.
Tautomer 1 2 3 4 5
5K1E 3.50 3.57 2.04 1.98 1.09
4K2E
1-2 9.77 10.16 5.58 6.01 3.90
1-3 7.32 7.46 4.44 4.11 2.18
3K3E
1-2-3 14.75 15.13 8.19 7.49 5.15
1-3-4 −6.75 −7.06 −3.62 −3.18 −2.84
1-3-5 0.83 0.76 0.47 0.59 0.40
1-4-5 4.19 4.21 2.50 2.27 1.14
2K4E
1-2-4-5 11.77 12.07 6.25 5.63 4.12
1-3-4-5 −2.82 −2.94 −1.51 −1.38 −1.57
1K5E 3.88 4.05 1.96 1.75 1.24
321
Chapter E. DiBOX NLO Switches. SI
Table E.4: ffl(2)XY Y (= 2d12) tensor components (pmV
−1)
for the tautomers of COF 1-5 as evaluated at the
PBC/!B97X/6-31G(d,p) level of approximation.
Tautomer 1 2 3 4 5
5K1E 1.34 1.43 0.81 0.64 0.80
4K2E
1-2 2.94 3.07 1.73 1.58 1.24
1-3 2.76 2.85 1.63 1.30 1.59
3K3E
1-2-3 4.85 4.95 2.74 2.37 2.14
1-3-4 −1.72 −1.84 −1.01 −0.99 −0.45
1-3-5 −0.84 −0.76 −0.49 −0.60 −0.40
1-4-5 1.29 1.28 0.78 0.62 0.77
2K4E
1-2-4-5 3.58 3.67 1.98 1.79 1.31
1-3-4-5 −2.30 −2.33 −1.29 −1.26 −0.41
1K5E −0.24 −0.18 −0.18 −0.18 0.10
Table E.5: ffl(2)XXY (= 2d31) tensor components (pmV
−1)
for the tautomers of COF 1-5 as evaluated at the
PBC/!B97X/6-31G(d,p) level of approximation.
Tautomer 1 2 3 4 5
5K1E −1.36 −1.35 −0.84 −0.71 −0.72
4K2E
1-2 −0.72 −0.83 −0.52 −0.43 −0.44
1-3 0.58 0.72 0.40 0.44 0.03
3K3E
1-2-3 1.63 1.66 0.79 0.76 0.40
1-3-4 −1.27 −1.15 −0.79 −0.71 −0.41
1-3-5 0.71 0.90 0.29 0.28 0.26
1-4-5 2.13 2.28 1.28 1.18 0.83
2K4E
1-2-4-5 3.87 3.79 2.17 1.95 1.30
1-3-4-5 2.27 2.45 1.13 1.04 0.98
1K5E 3.17 3.25 1.74 1.60 1.29
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Table E.6: ffl(2)Y Y Y (= 2d22) tensor components (pmV
−1)
for the tautomers of COF 1-5 as evaluated at the
PBC/!B97X/6-31G(d,p) level of approximation.
Tautomer 1 2 3 4 5
5K1E −3.65 −3.96 −2.27 −2.00 −1.60
4K2E
1-2 −2.86 −3.10 −1.80 −1.44 −1.49
1-3 1.33 1.04 1.00 1.10 0.66
3K3E
1-2-3 2.82 2.62 1.80 1.71 0.96
1-3-4 −3.12 −3.15 −1.95 −1.90 −0.83
1-3-5 −0.72 −0.90 −0.31 −0.28 −0.26
1-4-5 5.00 5.10 3.33 2.99 2.29
2K4E
1-2-4-5 9.51 9.54 5.71 5.34 3.39
1-3-4-5 3.33 3.43 2.03 1.78 1.44
1K5E 7.01 7.10 4.13 3.86 2.45
Table E.7: Volume (Å3) of the primitive unit cells of the tautomers of COFs 1-
5 as evaluated from full geometry optimization at the PBC/!B97X/6-31G(d,p)
level of approximation.
Tautomer 1 2 3 4 5
6K0E 1622.7 1674.8 3559.7 3740.6 2997.9
5K1E 1617.7 1668.3 3550.3 3730.4 2980.2
1-2 1612.1 1662.5 3542.3 3719.8 2971.7
4K2E 1-3 1611.6 1663.0 3543.1 3722.1 2971.2
1-4 1609.3 1661.6 3541.6 3717.5 2971.5
3K3E
1-2-3 1603.3 1657.3 3536.2 3713.0 2963.0
1-3-4 1602.7 1656.4 3535.4 3711.5 2961.3
1-3-5 1605.3 1659.5 3537.7 3716.6 2966.0
1-4-5 1605.8 1657.3 3533.7 3712.9 2961.5
1-2-3-4 1600.2 1651.3 3525.8 3703.5 2953.8
2K4E 1-3-4-5 1599.0 1650.5 3527.3 3710.0 2952.1
1-2-4-5 1599.1 1653.4 3527.7 3706.0 2957.9
1K5E 1596.2 1648.0 3520.6 3699.5 2949.4
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F.1 Optimized Geometries and Maxwell-Boltzmann Distribution
Scheme F.1: Left) Definition of the torsion angles used to define the
conformation of the different forms of DiBOX-Bt „1: [C1 –C2 –C3 –C4],
„2: [C3 –C4 –C5 –C6], „3: [C7 –C8 –C9 –C10], „4: [C11 –C12 –C13 –C14]
and „5: [C13 –C14 –C15 –C16], DiBOX-BtO „1: [C1 –C2 –C3 –C4], „2:
[C3 –C4 –C5 –C6], „3: [C7 –C8 –C9 –C10], „4: [C11 –C12 –C13 –C14] and
„5: [C13 –C14 –C15 –C16] and DiBOX-TtO „1: [C1 –C2 –C3 –C4], „2:
[C3 –C4 –C5 –C6], „3: [C7 –C8 –C9 –C10], „4: [C11 –C12 –C13 –C14], „5:
[C15 –C16 –C17 –C18] and „6: [C17 –C18 –C19 –C20]. Right) Definition of the
segments considered for evaluating the BLA’s: the global BLA (BLA, red +
blue + green) and the local BLA’s (BLA′, in blue, and BLA′′, in green).
F.1.1 DiBOX-Bt
Table F.1 lists all the conformers retained for further analysis and illustrates how
the change of conformation around a torsion angle impact the Gibbs free enthalpy
of DiBOX-Bt in CF-CF. g is degeneracy factor associated with the symmetry
of the conformers. It is used to calculate the Boltzmann’s populations. The
conformation of the bithiophene is the one with the most important impact on
the stability of a conformer, with an increase of 6-9 kJmol−1 between CF-CF-1
and CF-CF-5,8,9. The s-trans → s-cis changes for the conformation around
„2 is accompanied by an increase of ∆G of ∼4-7 kJmol−1. For „1 and „5,
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the 1,3–OH → 1,3–NH interaction tends to be accompanied by an increase of
energy, even if, for a given conformation of the linker, the evolution of energy with
the successive 1,3–OH → 1,3–NH conversion is not constant. Concerning the
BLA’s: the global BLA (BLA) amounts (0.080± 0.001) Å while BLA′ attains
(0.136± 0.001) Å.
Table F.1: Values of the torsion angles (in °), degeneracy factors (g), Gibbs
free energies (∆G , kJmol−1), weights in the final Boltzmann’s population (in
%), and BLA’s (local, BLA′, and global, BLA, in Å) for the different conformers
of DiBOX-Bt in its CF-CF form, as determined by geometry optimization at the
M06/6-311G(d)/IEF-PCM (acetonitrile) level of theory.
Conf. g „1 „2 „3 „4 „5 ∆G % BLAa BLA′
1 1 −112 −179 167 180 −112 0.0 48.5 0.081 0.135
2 2 −112 180 165 −6 −113 4.9 13.3 0.081 0.136
3 1 106 180 −165 180 106 4.7 7.4 0.081 0.135
4 2 −113 180 165 179 106 6.2 8.1 0.081 0.135
5 2 −113 180 −21 −179 106 6.3 7.8 0.081 0.135
6 2 −114 −6 164 −179 106 6.9 6.1 0.081 0.137
7 2 −113 179 164 −2 106 7.4 5.0 0.081 0.137
8 1 −110 −177 −15 −177 −110 7.8 2.1 0.080 0.135
9 1 106 −179 −21 −179 106 9.7 1.0 0.081 0.135
10 2 106 6 167 −178 106 11.8 0.8 0.081 0.137
a all BLA values being negative, their absolute values are reported.
In the situation of DiBOX-Bt in CF-POF (Table F.2) the 1,3–NH interaction
(„1 ∼115°) tends to form more stable conformers than the 1,3–OH interaction
(„1 ∼−115°), with a difference of ∆G of about 2-3 kJmol−1. Concerning
the conformation of the bithiophene, switching from the anti-parallel confor-
mation („3 ∼180°) to the parallel one („3 ∼0°) is accompanied by a variation
of ∼5 kJmol−1. The conformations around the „2 and „4 torsion angles have
similar impact on the energy, with an increase of 3-5 kJmol−1 when a given con-
former switches from the s-trans to s-cis conformations. The conformers with „1
∼±140° are not presented since their Gibbs free enthalpies were superior to the
energetic criterion, and therefore they are not retained. Concerning the BLA’s,
BLA′ is largely superior to BLA′′ (∼0.140Å vs ∼0.030Å), indicating that the
ı-electrons delocalization between the BOX in its POF and the bithiophene has
a strong impact on the structure of the vinylene. The global BLA is about
0.050Å.
For POF-POF, the most stable conformer presents a bithiophene unit in anti
conformation („3 ∼180°), the thiophenes and vinylenes in s-trans conformation
(„2 and „4 ∼180°), while the torsion angles between the BOX’s and vinylenes are
close to 0°. The results are summarized in Table F.3. As explained for DIBOX-
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Table F.2: Values of the torsion angles (in °), Gibbs free energies (∆G , kJmol−1),
weights in the final Boltzmann’s population (in %) and BLA’s (global, BLA, and
local, BLA′ on CF side and BLA′′, on POF side, in Å) for the different conformers
of DiBOX-Bt in its CF-POF form, as determined by geometry optimization at the
M06/6-311G(d)/IEF-PCM (acetonitrile) level of theory.
Conf. „1 „2 „3 „4 „5 ∆G % BLAa BLA′ BLA′′
1 113 −180 −177 −179 −1 0.0 58.5 0.048 0.139 0.033
2 −117 −180 180 180 −2 2.3 22.8 0.047 0.139 0.032
3 114 179 −2 −179 −1 5.1 7.6 0.046 0.139 0.031
4 114 179 177 0 −2 6.3 4.6 0.048 0.139 0.035
5 −116 179 3 180 −2 7.0 3.4 0.046 0.138 0.030
6 −116 180 177 0 −2 7.3 3.1 0.047 0.139 0.034
a all BLA values being negative, their absolute values are reported.
Bt in CF-POF, the increase of energy when „1 and/or „5 switches from ∼0° to
∼±140° was too important (∼14 kJmol−1), so that all the retained conformers
have „1 and „5 close to 0°. For „3, switching from the anti to syn conformation
is accompanied by an increase of ∼ 3-4 kJmol−1 while for „2 and „4, changing a
s-trans conformation to a s-cis conformation is accompanied by an augmentation
of ∼ 4-5 kJmol−1. For this form the global BLA is close to ∼0.030Å while the
local BLA′ tends to 0.050Å.
Table F.3: Values of the torsion angles (in °), degeneracy factors (g),
Gibbs free energies (∆G , kJmol−1), weights in the final Boltzmann’s
population (in %), and BLA’s (local, BLA′′ and global, BLA, in Å) for
the different conformers of DiBOX-Bt in its POF-POF form, as determined
by optimization at the M06/6-311G(d)/IEF-PCM (acetonitrile) level of
theory.
Conf. g „1 „2 „3 „4 „5 ∆G % BLAa BLA′′
1 1 2 −179 180 179 −2 0.0 52.8 0.032 0.049
2 1 1 179 6 180 −2 2.6 18.5 0.032 0.048
3 2 2 1 −180 180 −2 4.5 17.4 0.032 0.049
4 2 −2 −180 −2 −1 1 6.7 7.1 0.031 0.049
5 2 0 −2 177 −1 −3 9.1 2.7 0.031 0.050
6 2 −1 1 10 −1 2 10.5 1.5 0.030 0.049
a all BLA values being negative, their absolute values are reported.
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F.1.2 DiBOX-BtO
Only two conformers were retained in the final population of DiBOX-BtO in
CF-CF form (Table F.4). These two conformers differ only by the value of the
torsion between a BOX and a vinylene. All the other optimized conformers have
too high energy to be considered in the final population. The global BLA has a
value of about 0.080Å while the local BLA’s amounts to 0.130Å.
Table F.4: Values of the torsion angles (in °), degeneracy factors (g), Gibbs
free energies (∆G , kJmol−1), weights in the final Boltzmann’s population (in
%), and BLA’s (local, BLA′, and global, BLA, in Å) for the different conformers
of DiBOX-BtO in its CF-CF form, as determined by geometry optimization at
the M06/6-311G(d)/IEF-PCM (acetonitrile) level of theory.
Conf. g „1 „2 „3 „4 „5 ∆G % BLAa BLA′
1 2 108 179 179 179 116 0.0 99.7 0.079 0.133
2 1 114 −180 −180 179 −113 12.5 0.3 0.080 0.134
a all BLA values being negative, their absolute values are reported.
The most stable conformer of DiBOX-BtO in CF-POF displays a 1,3–NH
interaction („1 ∼115°), „2, „3, and „4 torsion angles at 180° and a „5 value close
to 0° (Table F.5). Switching from „1 ∼115° to „1 ∼−115° leads to an energy
increase by 2.5 kJmol−1. The change of conformation around the vinylene-
EDOT torsion angle has a more important impact on the energy: switching
from a s-trans (180°) to a s-cis conformation (0°) leads to a ∆G increase
of ∼ 5-6 kJmol−1. The global BLA is close to 0.040Å. Then, BLA′ attains
0.135Å (CF side), while BLA′′ (POF side) is one order of magnitude smaller.
Table F.5: Values of the torsion angles (in °), Gibbs free energies (∆G ,
kJmol−1), weights in the final Boltzmann’s population (in %) and BLA’s (global,
BLA, and local, BLA′ on CF side and BLA′′, on POF side, in Å) for the differ-
ent conformers of DiBOX-BtO in its CF-POF form, as determined by geometry
optimization at the M06/6-311G(d)/IEF-PCM (acetonitrile) level of theory.
Conf. „1 „2 „3 „4 „5 ∆G % BLAa BLA′ BLA′′
1 114 179 −180 −180 −5 0.0 63.8 0.042 0.136 0.013
2 −116 178 180 −180 −4 2.5 23.0 0.041 0.135 0.012
3 112 14 179 180 −5 5.8 6.2 0.040 0.135 0.012
4 −116 2 −180 −180 −4 5.9 5.9 0.039 0.134 0.011
5 −116 177 180 −1 −7 10.2 1.1 0.042 0.136 0.015
a all BLA values being negative, their absolute values are reported.
For DiBOX-BtO in POF-POF, the most stable conformers have torsion an-
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gles between the vinylene and BOX about 0°, while the EDOT’s and vinylenes
adopt a s-trans conformation (Table F.6). At the first s-trans → s-cis conver-
sion (conformer 1 to conformer 3), ∆G increases by 7.2 kJmol−1 whereas the
second s-trans → s-cis conversion (conformer 3 to conformer 2) decreases ∆G
by 3.2 kJmol−1 because of cooperative effects. The global BLA of DiBOX-BtO
is 0.027Å while BLA′′ is 0.035Å.
Table F.6: Values of the torsion angles (in °), degeneracy factors (g), Gibbs
free energies (∆G , kJmol−1), weights in the final Boltzmann’s population (in
%), and BLA’s (local, BLA′′ and global, BLA, in Å) for the different conformers
of DiBOX-BtO in its POF-POF form, as determined by optimization at the
M06/6-311G(d)/IEF-PCM (acetonitrile) level of theory.
Conf. g „1 „2 „3 „4 „5 ∆G % BLAa BLA′′
1 1 6 −179 −179 −179 −4 0.0 63.5 0.027 0.035
2 2 6 4 180 1 −6 4.0 25.8 0.026 0.036
3 2 5 4 −179 −179 −3 7.2 7.0 0.026 0.036
4 2 5 −180 −180 176 156 8.8 3.7 0.027 0.036
a all BLA values being negative, their absolute values are reported.
F.1.3 DiBOX-TtO
The most stable conformation of CF-CF form has its torsion angle between viny-
lene and BOX with 1,3–OH interaction („1 and „6 ∼−115°), the vinylene and
EDOT in s-trans conformation („2 and „5 ∼180°), and the EDOT-thiophene in
anti conformation („3 and „4 ∼180°) (Table F.7). For all these angles, switching
from one conformation to another is accompanied by a small increase of the
energy (about ∼ 1-2 kJmol−1). For this form, the global BLA (BLA) is 0.072Å
for all the conformers while BLA′ does not vary much, with ∼0.132Å.
As shown in Table F.8, for CF-POF, the changes of conformation do not
have a big impact on the energy of the compound (except for „6 for which the
s-cis conformation is by far the most stable). The conformers are usually more
stable when „3 is at 180°. BLA amounts to about 0.040Å, BLA′ to 0.135Å
while BLA′′ is much smaller with a value of 0.015Å.
Three conformers with non-negligible weight are found for POF-POF (Table
F.9). The most stable one has its two torsion angles between the BOX and
vinylene at about 0° and all the other torsion angles at 180°. Switching the
conformation of „3 from s-trans to s-cis is accompanied by an increase of ∆G
of 8.6 kJmol−1, then changing the conformation of „1 from 0° to 160° results in
an increase of 3.1 kJmol−1. BLA is about 0.025Å while BLA′ is 0.026Å.
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Figure 3-1. C-C bond lengths (in Å) of the linker (C2 to C15) for the different forms of DiBOX-Bt. These values are averaged over the Maxwell-Boltzmann’s 








































Figure 3-2. C-C bond lengths (in Å) of the linker (C2 to C15) for the different forms of DiBOX-BtO. These values are averaged over the Maxwell-Boltzmann’s 












































Figure 3-3. C-C bond lengths (in Å) of the linker (C2 to C19) for the different forms of DiBOX-TtO. These values are averaged over the Maxwell-
Boltzmann’s distribution at the M06/6-311G(d)/IEF-PCM (acetonitrile) level of approximation. The atom labels are reproduced for the CF-POF. 
Figure F.1: C–C bond lengths (in Å) of the linker for the different forms of
DiBOX’s [(top) DiBOX-Bt, (Middle) DiBOX-BtO, and (Bottom) DiBOX-TtO].
These values are averaged over the Maxwell-Boltzmann’s distribution at the
M06/6-311G(d)/IEF-PCM (acetonitrile) level of approximation.
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Table F.7: Values of the torsion angles (in °), degeneracy factors (g), Gibbs free ener-
gies (∆G , kJmol−1), weights in the final Boltzmann’s population (in %), and BLA’s
(local, BLA′, and global, BLA, in Å) for the different conformers of DiBOX-TtO in its
CF-CF form, as determined by geometry optimization at the M06/6-311G(d)/IEF-PCM
(acetonitrile) level of theory.
Conf. g „1 „2 „3 „4 „5 „6 ∆G % BLAa BLA′
1 1 −111 179 −180 180 −178 115 0.0 13.3 0.072 0.133
2 2 −111 179 13 −178 −177 116 1.3 15.9 0.072 0.133
3 2 116 −178 −180 180 −180 106 1.4 15.1 0.072 0.133
4 2 106 179 7 179 −179 115 1.4 15.3 0.072 0.133
5 2 108 180 12 −8 −177 116 2.3 10.3 0.072 0.133
6 2 −112 177 10 180 0 117 2.3 10.4 0.071 0.132
7 2 115 −178 179 −179 2 −113 4.0 5.3 0.072 0.133
8 2 106 7 −179 −179 −177 115 4.0 5.3 0.072 0.133
9 2 −113 −14 −177 12 177 −113 5.4 3.0 0.072 0.132
10 1 116 −1 180 180 1 −114 5.5 1.4 0.072 0.133
11 2 −114 0 −180 −180 −178 116 6.5 1.9 0.072 0.133
12 1 −112 179 11 −10 −178 116 7.7 0.6 0.072 0.133
13 2 115 −178 179 12 6 106 7.9 1.1 0.072 0.133
14 1 −114 −178 −10 9 179 108 8.7 0.4 0.072 0.133
15 2 116 −1 180 8 179 108 9.9 0.5 0.071 0.133
a all BLA values being negative, their absolute values are reported.
F.2 UV/vis Absorption Spectra and Related Quantities
This SI Section provides the linear optical properties of the different compounds
and their conformers before calculating their Maxwell-Boltzmann’s averages.
These quantities are the characteristics of the main low-energy excited states:
the excitation energies (∆E) and corresponding wavelengths (–), the oscillator
strengths (f ), the changes of dipole moment amplitude (∆—ge) accompanying
the first excitation, and their analysis in terms of amplitudes (qCT ) and distances
(dCT ) of charge transfer. A brief discussion on the results is also provided.
F.2.1 DiBOX-Bt
The weak ∆—ge amplitude for conformers with the bithiophene in anti confor-
mation can be explained by the topology of the HOMO and LUMO, which are
located on the linker (Table F.10). So, when the bithiophene adopts a quasi-
centrosymmetric conformation, dCT and ∆—ge tends toward zero (conformers 1
and 3) but if the bithiophene presents a syn conformation, ∆—ge is not negligible
(particularly conformer 9). Then, despite their weaker absorbance at ∼380 nm,
the conformers with syn thiophenes display a stronger absorbance at the second
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Table F.8: Values of the torsion angles (in °), Gibbs free energies (∆G , kJmol−1),
weights in the final Boltzmann’s population (in %) and BLA’s (global, BLA, and local,
BLA′ on CF side and BLA′′, on POF side, in Å) for the different conformers of DiBOX-TtO
in its CF-POF form, as determined by geometry optimization at the M06/6-311G(d)/IEF-
PCM (acetonitrile) level of theory.
Conf. „1 „2 „3 „4 „5 „6 ∆G % BLAa BLA′ BLA′′
1 112 14 −180 179 −179 4 0.0 23.0 0.041 0.135 0.015
2 −116 179 −178 −180 −179 5 0.1 21.7 0.042 0.136 0.015
3 114 180 −178 −179 −179 4 0.6 17.9 0.042 0.135 0.016
4 −116 −2 8 180 −179 5 1.8 11.4 0.041 0.135 0.015
5 114 179 −180 3 −179 5 2.7 7.9 0.041 0.135 0.015
6 −116 178 5 2 −179 5 4.2 4.2 0.041 0.135 0.015
7 113 178 2 178 −180 4 4.5 3.7 0.042 0.135 0.016
8 −116 0 −180 179 −179 4 4.9 3.2 0.041 0.135 0.014
9 −116 179 −178 4 −179 5 5.3 2.7 0.041 0.136 0.014
10 111 14 3 179 −179 4 5.5 2.5 0.042 0.135 0.016
11 −116 177 8 179 −179 4 7.4 1.2 0.042 0.135 0.016
12 −116 1 −179 4 −179 5 8.8 0.7 0.040 0.135 0.013
a all BLA values being negative, their absolute values are reported.
excitation (at ∼275 nm) with a fge at ∼ 0:30-0.40 (conformer 5, 8, and 9), while
the other conformers have oscillator strengths close to zero.
DiBOX-Bt in CF-POF has its first band of absorption located in the visible
light region, on an average of 518 nm (2.38 eV) (Table F.11). Since this form
cannot display centro-symmetric conformation dCT and ∆—ge remain similar
among the different conformers. In the visible domain, the first excitation is
the only one with fge > 0:5. It is mainly due to a HOMO-LUMO electronic
transition. This form displays fge between 1.59 and 1.96. The amount of charge
transfer is close to 0.55 e with a distance varying between ∼ 3:0 and 3.5 Å.
∆—ge has an average of 8.7D. The variation of dipole moment upon excitation
to the first excited state is consistent with the molecular structure. Indeed, the
electron density moves from the linker to the indolinium moiety resulting in large
∆—ge . As a matter of fact, CF-POF is expected to display a high ˛ response.
For DiBOX-Bt in POF-POF, the first excitation energy has an average value
of 2.28 eV, corresponding to 543 nm (Table F.12). Again, this excitation is mainly
due to HOMO → LUMO electronic transition (∼90%) with contribution of the
HOMO–1 → LUMO+1 transition (∼5%). The oscillator strength of this first
excitation varies among the different conformers (between 1.90 and 2.77) and it
tends to be smaller when the bithiophene adopts a parallel conformation. Then,
like for CF-CF, the conformation of the linker affects dCT and ∆—ge while qCT
is not affected. When the linker adopts a centrosymmetric conformation, the
332
F.2 Exc. States Chapter F. DiBOX NLO Switches. SI
Table F.9: Values of the torsion angles (in °), degeneracy factors (g), Gibbs free
energies (∆G , kJmol−1), weights in the final Boltzmann’s population (in %),
and BLA’s (local, BLA′′ and global, BLA, in Å) for the different conformers of
DiBOX-TtO in its POF-POF form, as determined by optimization at the M06/6-
311G(d)/IEF-PCM (acetonitrile) level of theory.
Conf. g „1 „2 „3 „4 „5 „6 ∆G % BLAa BLA′′
1 1 −3 180 179 −180 −180 4 0.0 92.5 0.024 0.026
2 2 4 −179 1 178 179 −4 8.6 5.8 0.024 0.026
3 2 −160 −175 4 178 179 −5 11.7 1.7 0.025 0.026
a all BLA values being negative, their absolute values are reported.
resulting ∆—ge tends to zero, but the non-centrosymmetric conformers with the
thiophenes in syn conformation (2, 4, and 6) display the largest ∆—ge . The
switching from the anti to the syn conformation of the bithiophene leads to the
apparition of a second band of absorption at ∼ 380-390 nm.
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Table F.10: Excitation energies (∆Ege , in eV), corresponding wavelengths (–ge ,
in nm), oscillator strengths (fge) associated with the S0 → S1 and S0 → S2 exci-
tations, amounts of charge transfer (qCT , in e), distances of charge transfer (dCT ,
Å) and variations of dipole moments (—ge , in D) associated with the S0 → S1
excitation, for DiBOX-Bt in CF-CF evaluated at the M06-2X/6-311+G(d)/IEF-
PCM (acetonitrile) level of theory. The averaged values are calculated using the
Boltzmann’s distributions weights at 298.15K.
S0 → S1 S0 → S2
Conf. % –ge ∆Ege fge qCT dCT ∆—ge –ge ∆Ege fge
1 48.5 378 3.28 1.39 0.392 0.030 0.056 275 4.51 0.00
2 13.3 373 3.32 1.46 0.391 0.151 0.284 278 4.47 0.04
3 7.4 379 3.28 1.38 0.395 0.037 0.070 276 4.50 0.00
4 8.1 377 3.28 1.38 0.394 0.081 0.153 275 4.50 0.01
5 7.8 373 3.32 1.19 0.395 0.219 0.415 274 4.53 0.27
6 6.1 374 3.32 1.46 0.392 0.095 0.179 278 4.46 0.03
7 5.0 373 3.32 1.44 0.392 0.240 0.451 278 4.45 0.03
8 2.1 378 3.28 1.16 0.391 0.187 0.350 273 4.54 0.31
9 1.0 387 3.20 1.23 0.605 0.639 1.856 282 4.40 0.38
10 0.8 376 3.30 1.44 0.392 0.161 0.303 279 4.45 0.02
Av. 377 3.29 1.39 0.395 0.090 0.176 276 4.50 0.04
Table F.11: Excitation energies (∆Ege , in eV), corresponding wavelengths
(–ge , in nm), oscillator strengths (fge), amounts of charge transfer (qCT , in
e), distances of charge transfer (dCT , in Å), and variations of dipole moment
(∆—ge , in D) associated with the S0 → S1 excitation of DiBOX-Bt in CF-POF at
the M06-2X/6-311+G(d)/IEF-PCM (acetonitrile) level of theory. The averaged
values are calculated using the Boltzmann’s distributions weights at 298.15K.
Conf. % –ge ∆Ege fge qCT dCT ∆—ge
1 58.5 517 2.40 1.89 0.549 3.255 8.589
2 22.8 521 2.38 1.90 0.557 3.430 9.172
3 7.6 520 2.38 1.68 0.537 2.982 7.684
4 4.6 521 2.38 1.96 0.552 3.460 9.166
5 3.4 525 2.36 1.59 0.545 3.101 8.116
6 3.1 525 2.36 1.94 0.560 3.591 9.661






















Table F.12: Excitation energies (∆Ege , in eV), corresponding wavelengths (–ge , in nm), oscillator strength (fge) associated with the
S0 → S1 and S0 → S2 excitations, amounts of charge transfer (qCT , in e), distances of charge transfer (dCT , Å) and variations of
dipole moments (∆—ge in D) associated with the S0 → S1 excitation, for DiBOX-Bt in POF-POF at the M06-2X/6-311+G(d)/IEF-
PCM (acetonitrile) level of theory. The averaged values are calculated using the Boltzmann’s distributions weights.
S0 → S1 S0 → S2
Conf. % –ge ∆Ege fge qCT dCT ∆—ge –ge ∆Ege fge qCT dCT ∆—ge
1 52.8 541 2.29 2.54 0.492 0.001 0.002 388 3.19 0.00
2 18.5 548 2.26 1.90 0.494 0.581 1.379 385 3.22 0.77 0.424 0.305 0.621
3 17.4 543 2.28 2.59 0.496 0.154 0.367 391 3.17 0.08
4 7.1 550 2.26 2.33 0.496 0.557 1.327 388 3.19 0.39
5 2.7 544 2.28 2.77 0.498 0.008 0.019 395 3.14 0.00
6 1.5 548 2.26 2.68 0.497 0.507 1.209 392 3.17 0.12
Av. 543 2.28 2.43 0.494 0.182 0.433 388 3.19 0.19
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F.2.2 DiBOX-BtO
DiBOX-BtO in its CF-CF form displays its first low-energy absorption in the
visible, at an average wavelength of 399 nm (3.11 eV) (Table F.13). This ex-
citation is mainly composed of the HOMO - LUMO electronic transition, with
both MO’s located on the EDOT’s. The average oscillator strength is 1.37. The
amount of charge-transfer attains ∼0.38 e. Like for DiBOX-Bt, dCT depends on
the structure: breaking the centrosymmetry (conformer 2 → conformer 1) leads
to an increase of dCT from 0.022 to 0.445Å.
Table F.13: Excitation energies (∆Ege , in eV), corresponding wavelengths
(–ge , in nm), oscillator strength (fge), amounts of charge transfer (qCT , in e),
distances of charge transfer (dCT ) and variations of dipole moment (∆—ge in
D) associated with the S0 → S1 excitation, for DiBOX-BtO in CF-CF at the
M06-2X/6-311+G(d)/IEF-PCM (acetonitrile) level of theory. The averages are
weighted using the population of conformers at 298.15K.
Conf. % –ge ∆Ege fge qCT dCT ∆—ge
1 99.7 401 3.09 1.38 0.384 0.022 0.040
2 0.3 399 3.11 1.37 0.385 0.028 0.051
Av. 401 3.09 1.38 0.384 0.022 0.040
As shown in Table F.14, DiBOX-BtO in its CF-POF form has its first excita-
tion energy at 2.25 eV (551 nm), an associated oscillator strength of 1.91, and it
corresponds mainly to a HOMO - LUMO electronic transition, but, contrary to
the CF-CF form, this transition accounts for a charge transfer from the EDOT’s
to the open BOX (the indolinium function). qCT ∼ 0:50 e, while dCT goes from
2.5 to 2.9 Å, as a function of the conformation.
For POF-POF, the first excitation energy is even smaller (2.11 eV or 587 nm)
(Table F.15). The oscillator strength attains 2.51. Since only the anti-parallel
conformation has a non-negligible Maxwell-Boltzmann’s weight, and since for
these systems, the HOMO and LUMO are centrosymmetric, dCT is close to zero
so is also ∆—ge .
F.2.3 DiBOX-TtO
The conformers with the most important contribution in the final population of
CF-CF absorbs at a wavelength between 424 and 438 nm (2.92-2.83 eV) with an
oscillator strength between 1.34 and 2.01. dCT is a function of the conformation
of the linker, varying between 0.189 and 0.797Å (Table F.16). The largest dCT
are obtained for a "bent" linker, where „2-„3-„4-„5 ∼0°. The charge transfer
associated with the first excitation amounts to ∼0.41 e.
For CF-POF, the four most abundant conformers absorb between 587 and
592 nm (2.11 and 2.09 eV) (Table F.17). Due to its push-pull character, the
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Table F.14: Excitation energies (∆Ege , in eV), corresponding wavelengths
(–ge , in nm), oscillator strength (fge), amounts of charge transfer (qCT , in e),
distances of charge transfer (dCT ) and variations of dipole moment (∆—ge in
D) associated with the S0 → S1 excitation, for DiBOX-BtO in CF-POF at the
M06-2X/6-311+G(d)/IEF-PCM (acetonitrile) level of theory. The averages are
weighted using the population of conformers at 298.15K.
Conf. % –ge ∆Ege fge qCT dCT ∆—ge
1 63.8 550 2.25 1.90 0.497 2.513 6.005
2 23.0 554 2.24 1.91 0.500 2.599 6.253
3 6.2 548 2.26 1.91 0.497 2.518 6.010
4 5.9 551 2.25 1.96 0.501 2.656 6.394
5 1.1 544 2.28 2.06 0.515 2.910 7.193
Av. 551 2.25 1.91 0.498 2.546 6.098
Table F.15: Excitation energies (∆Ege , in eV), corresponding wavelengths
(–ge , in nm), oscillator strength (fge), amounts of charge transfer (qCT , in e),
distances of charge transfer (dCT ) and variations of dipole moment (∆—ge in
D) associated with the S0 → S1 excitation, for DiBOX-BtO in POF-POF at the
M06-2X/6-311+G(d)/IEF-PCM (acetonitrile) level of theory. The averages are
weighted using the population of conformers at 298.15K.
Conf. % –ge ∆Ege fge qCT dCT ∆—ge
1 63.5 590 2.10 2.45 0.488 0.014 0.032
2 25.8 575 2.16 2.81 0.495 0.026 0.062
3 7.0 583 2.13 2.57 0.492 0.029 0.068
4 3.7 585 2.12 2.43 0.491 0.051 0.120
Av. 585 2.12 2.55 0.490 0.020 0.046
conformation of the molecule does not have a strong impact on dCT , which
varies between 3.8 and 4.3Å, with a qCT of ∼0.60 e.
POF-POF has only one representative conformer, with a weight superior to
90%. It absorbs at 615 nm and has an associated fge of 2.84 (Table F.18). The
dCT is a function of the conformation of the linker with a variation between 0.19
and 0.53Å. The amount of charge-transfer is ∼0.52 e. This value increases
when the "bending" of the linker increases.
F.3 Nonlinear Optical Properties
In this section, the main characteristics associated with the first hyperpolarizabil-
ity are reported: the static and dynamic (wavelengths of 1907 nm, 1300 nm, and
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Table F.16: Excitation energies (∆Ege , in eV), corresponding wavelengths
(–ge , in nm), oscillator strength (fge), amounts of charge transfer (qCT , in e),
distances of charge transfer (dCT ) and variations of dipole moment (∆—ge in D)
associated with the S0 → S1 excitation, for DiBOX-TtO in CF-CF at the M06-
2X/6-311+G(d)/IEF-PCM (acetonitrile) level of theory. The weighted averages
are obtained by using the population of conformers at 298.15K.
Conf. % –ge ∆Ege fge qCT dCT ∆—ge
1 13.3 435 2.85 1.75 0.409 0.486 0.954
2 15.9 435 2.85 1.65 0.409 0.317 0.623
3 15.1 436 2.84 1.76 0.408 0.419 0.820
4 15.3 438 2.83 1.67 0.408 0.283 0.555
5 10.3 457 2.71 1.44 0.431 0.600 1.243
6 10.4 432 2.87 1.70 0.412 0.744 1.471
7 5.3 430 2.89 1.87 0.403 0.189 0.365
8 5.3 430 2.88 1.84 0.402 0.237 0.459
9 3.0 429 2.89 1.66 0.408 0.542 1.063
10 1.4 424 2.92 2.01 0.403 0.486 0.942
11 1.9 432 2.87 1.83 0.404 0.222 0.431
12 0.6 438 2.83 1.34 0.409 0.570 1.121
13 1.1 431 2.88 1.79 0.406 0.315 0.614
14 0.4 438 2.83 1.44 0.407 0.543 1.060
15 0.5 433 2.86 1.72 0.413 0.797 1.579
Av. 437 2.84 1.70 0.410 0.425 0.840
1064 nm) ˛HRS responses and their depolarization ratios (DR), the dipolar and
octupolar component of the first hyperpolarizability (| ˛J=1 | and | ˛J=3 |) and
their corresponding anisotropic ratio () for all conformers and all forms of the
three DiBOX’s, as well as their averages calculated using Maxwell-Boltzmann’s
distribution of the conformers.
F.3.1 DiBOX-Bt
The distribution of ˛HRS values among the different conformers of the CF-CF
form illustrates the need to account for their whole population (Table F.19). As
expected the conformers with the weakest responses display a nearly centrosym-
metric structure (bithiophene in anti conformation, „2 = „4 and „1 = „5). On
the other hand, the largest responses are obtained for conformers displaying a
"V-like" structure (bithiophene in syn conformation, conformers 5, 8, and 9). As
a consequence, DiBOX-Bt displays also a wide variety of dipolar vs. octupolar
character, with 0:62 ≤  ≤ 7:02 (5:99 ≥ DR ≥ 1:59).
Since DiBOX-Bt in CF-POF is asymmetric, most its properties are "homoge-
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Table F.17: Excitation energies (∆Ege , in eV), corresponding wavelengths
(–ge , in nm), oscillator strength (fge), amounts of charge transfer (qCT , in e),
distances of charge transfer (dCT ) and variations of dipole moment (∆—ge in D)
associated with the S0 → S1 excitation, for DiBOX-TtO in CF-POF at the M06-
2X/6-311+G(d)/IEF-PCM (acetonitrile) level of theory. The weighted averages
are obtained by using the population of conformers at 298.15K.
Conf. % –ge ∆Ege fge qCT dCT ∆—ge
1 23.0 588 2.11 2.23 0.601 4.174 12.053
2 21.7 590 2.10 2.16 0.603 4.187 12.127
3 17.9 587 2.11 2.16 0.598 4.125 11.857
4 11.4 591 2.10 2.26 0.611 4.331 12.708
5 7.9 588 2.11 1.99 0.587 3.835 10.815
6 4.2 594 2.09 1.69 0.597 3.766 10.801
7 3.7 589 2.11 2.17 0.600 4.127 11.885
8 3.2 590 2.10 2.28 0.609 4.296 12.557
9 2.7 591 2.10 1.99 0.593 3.923 11.170
10 2.5 588 2.11 2.22 0.603 4.215 12.215
11 1.2 591 2.10 2.13 0.606 4.185 12.176
12 0.7 592 2.09 1.97 0.598 3.948 11.348
Av. 589 2.10 2.16 0.601 4.137 11.945
nous" among the different conformers (Table F.20). Conformer 3 displays the
smallest ˛HRS while conformer 6 possesses the largest one. The particularly large
responses at 1064 nm originate from resonance effects: the second harmonic of
the incident light has a wavelength of 532 nm (2.33 eV), close to the first excita-
tion energy, located at 518 nm (2.38 eV). This NLO-phore displays a strong 1-D
character with 0:82 ≤  ≤ 0:87 (4:96 ≥ DR ≥ 4:80), and a predominance of
the ˛zzz component, where z is in the bithiophene to indolinium direction, the
one of the charge-transfer associated with the first excitation.
Like CF-CF, the ˛HRS responses of POF-POF strongly depend on the con-
formation and it varies between 0.0 and 90.4× 103 a.u. in the static case (Table
F.21). The vanishing response of conformer 1 results from its perfect centrosym-
metric structure. To display an important ˛HRS response, DiBOX-Bt in POF-
POF requires the bithiophene to be in syn conformation (conformers 2, 4, and
6). Concerning the dipolar/octupolar character, the conformers with non-zero ˛
have a dominant octupolar character ( between 1.93 and 2.55). Conformer 5,
with DR ∼ 4:76 displays a typical 1D-donor-acceptor character. So, DiBOX-Bt
in POF-POF achieves a large ˛ response provided it is V-shape.
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Table F.18: Excitation energies (∆Ege , in eV), corresponding wavelengths
(–ge , in nm), oscillator strength (fge), amounts of charge transfer (qCT , in e),
distances of charge transfer (dCT ) and variations of dipole moment (∆—ge in
D) associated with the S0 → S1 excitation, for DiBOX-TtO in POF-POF at
the M06-2X/6-311+G(d)/IEF-PCM (acetonitrile) level of theory. The weighted
averages are obtained by using the population of conformers at 298.15K.
Conf. % –ge ∆Ege fge qCT dCT ∆—ge
1 92.5 662 1.87 2.98 0.563 0.201 0.544
2 5.8 664 1.87 2.90 0.561 0.459 1.237
3 1.7 659 1.88 2.92 0.564 0.545 1.474


























Table F.19: Static (– = ∞) and dynamic (– = 1907, 1300, and 1064 nm) ˛HRS (a.u.) as well as static ˛ZZZ , ˛ZXX , | ˛J=1 |,
| ˛J=3 | (a.u.), DR and  of the conformers of DiBOX-Bt in CF-CF as calculated at the TDDFT/M06-2X/6-311+G(d)/IEF-PCM
(acetonitrile) level of theory. The averages were obtained using the Boltzmann’s populations at 298.15K.
˛HRS Static quantities
Conf. % ∞ 1907 nm 1300 nm 1064 nm ˛ZZZ ˛ZXX DR | ˛J=1 | | ˛J=3 | 
1 48.5 150 73 74 79 117 93 1.59 68 474 7.02
2 13.3 694 627 802 1065 637 275 5.39 1327 976 0.74
3 7.4 229 182 188 188 205 103 3.98 396 431 1.09
4 8.1 324 273 323 397 288 149 3.74 547 639 1.17
5 7.8 1050 768 924 1142 929 489 3.62 1741 2121 1.22
6 6.1 690 599 752 978 628 286 4.82 1276 1093 0.86
7 5.0 847 771 1000 1351 778 334 5.42 1621 1184 0.73
8 2.1 1206 880 1048 1281 1081 534 4.11 2110 2209 1.05
9 1.0 922 666 819 1036 798 462 2.98 1378 2121 1.54
10 0.8 745 686 885 1189 690 282 5.99 1464 914 0.62


























Table F.20: Static (– = ∞) and dynamic (– = 1907, 1300, and 1064 nm) ˛HRS (103 a.u.) as well as static ˛ZZZ , ˛ZXX , | ˛J=1 |,
| ˛J=3 | (103 a.u.), DR and  of the conformers of DiBOX-Bt in CF-POF as calculated at the TDDFT/M06-2X/6-311+G(d)/IEF-
PCM (acetonitrile) level of theory. The averages were obtained using the Boltzmann’s populations at 298.15K.
˛HRS Static quantities
Conf. % ∞ 1907 nm 1300 nm 1064 nm ˛ZZZ ˛ZXX DR | ˛J=1 | | ˛J=3 | 
1 58.5 35.2 32.8 74.9 591 32.0 14.7 4.77 64.9 56.4 0.87
2 22.8 38.3 36.1 84.9 930 34.9 15.9 4.80 70.8 61.0 0.86
3 7.6 31.6 28.1 64.4 628 28.7 13.1 4.81 58.3 50.1 0.86
4 4.6 37.8 35.5 84.4 896 34.4 15.7 4.81 69.8 60.0 0.86
5 3.4 33.0 29.0 68.1 1082 30.1 13.5 4.96 61.6 50.8 0.82
6 3.1 40.5 38.3 93.5 1627 36.9 16.8 4.85 75.1 63.9 0.85


























Table F.21: Static (– = ∞) and dynamic (– = 1907, 1300, and 1064 nm) ˛HRS (103 a.u.) as well as static ˛ZZZ , ˛ZXX , | ˛J=1 |,
| ˛J=3 | (103 a.u.), DR and  of the conformers of DiBOX-Bt in POF-POF as calculated at the TDDFT/M06-2X/6-311+G(d)/IEF-
PCM (acetonitrile) level of theory. The averages were obtained using the Boltzmann’s populations at 298.15K.
˛HRS Static quantities
Conf. % ∞ 1907 nm 1300 nm 1064 nm ˛ZZZ ˛ZXX DR | ˛J=1 | | ˛J=3 | 
1 52.8 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 — <0.1 <0.1 —
2 18.5 13.0 10.1 22.3 97.7 10.9 7.2 2.31 15.8 34.7 2.19
3 17.4 1.8 1.4 3.6 40.2 1.5 1.0 2.12 2.0 5.0 2.55
4 7.1 94.0 62.1 84.2 170.3 85.5 39.1 4.79 173.5 149.9 0.86
5 2.7 0.2 0.2 0.5 3.1 0.2 0.1 2.16 0.3 0.6 2.46
6 1.5 14.0 11.0 24.6 114.5 11.8 7.4 2.51 18.4 35.5 1.93
Av. 9.6 6.7 11.1 39.0 8.5 4.4 3.74 15.8 18.5 1.17
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F.3.2 DiBOX-BtO
The minor centrosymmetric conformer (CF-CF-2) has a negligible response while
it is much larger for the major one, CF-CF-1 (1320 vs. 40 a.u. in the static limit)
(Table F.22). Conformer 2 displays a strong octupolar character (DR = 1.95, 
= 3.02), whereas breaking its symmetry leads to an enhancement of the dipolar
character, and a 1-D like response (DR = 4.98,  = 0.82).
Owing to the strong push-pull character of CF-POF DiBOX-BtO, the con-
formation impacts hardly the character and the amplitude of ˛HRS (Table F.23).
This form has a dipolar character, close to a typical 1D donor-ı-acceptor systems
with an average DR of 4.67.
The ˛HRS response of POF-POF DiBOX-BtO varies between 200 and 1570 a.u.
(– =∞) and appears to follow the amplitude of ∆—ge (Table F.23). It displays


























Table F.22: Static (– = ∞) and dynamic (– = 1907, 1300, and 1064 nm) ˛HRS (a.u.) as well as static ˛ZZZ , ˛ZXX , | ˛J=1 |,
| ˛J=3 | (a.u.), DR and  of the conformers of DiBOX-BtO in CF-CF as calculated at the TDDFT/M06-2X/6-311+G(d)/IEF-PCM
(acetonitrile) level of theory. The averages were obtained using the Boltzmann’s populations at 298.15K.
˛HRS Static quantities
Conf. % ∞ 1907 nm 1300 nm 1064 nm ˛ZZZ ˛ZXX DR | ˛J=1 | | ˛J=3 | 
1 99.7 1320 1222 1707 2588 1205 540 4.98 2468 2024 0.82
2 0.3 39 22 27 38 31 22 1.95 37 112 3.01


























Table F.23: Static (– = ∞) and dynamic (– = 1907, 1300, and 1064 nm) ˛HRS (103 a.u.) as well as static ˛ZZZ , ˛ZXX , | ˛J=1 |,
| ˛J=3 | (103 a.u.), DR and  of the conformers of DiBOX-BtO in CF-POF as calculated at the TDDFT/M06-2X/6-311+G(d)/IEF-
PCM (acetonitrile) level of theory. The averages were obtained using the Boltzmann’s populations at 298.15K.
˛HRS Static quantities
Conf. % ∞ 1907 nm 1300 nm 1064 nm ˛ZZZ ˛ZXX DR | ˛J=1 | | ˛J=3 | 
1 63.8 36.4 32.4 89.6 434.0 33.0 15.3 4.65 66.5 59.6 0.90
2 23.0 38.9 34.9 99.4 388.5 35.3 16.3 4.70 71.4 63.2 0.89
3 6.2 38.0 33.3 89.4 502.0 34.4 16.0 4.64 69.3 62.5 0.90
4 5.9 41.8 37.6 103.6 470.2 38.0 17.6 4.65 76.5 68.7 0.90
5 1.1 41.6 37.1 100.8 807.7 37.9 17.1 4.94 77.5 64.4 0.83


























Table F.24: Static (– = ∞) and dynamic (– = 1907, 1300, and 1064 nm) ˛HRS (a.u.) as well as static ˛ZZZ , ˛ZXX , | ˛J=1 |,
| ˛J=3 | (a.u.), DR and  of the conformers of DiBOX-BtO in POF-POF as calculated at the TDDFT/M06-2X/6-311+G(d)/IEF-
PCM (acetonitrile) level of theory. The averages were obtained using the Boltzmann’s populations at 298.15K.
˛HRS Static quantities
Conf. % ∞ 1907 nm 1300 nm 1064 nm ˛ZZZ ˛ZXX DR | ˛J=1 | | ˛J=3 | 
1 63.5 289 269 1003 1027 238 164 2.11 313 806 2.57
2 25.8 202 223 973 1958 176 99 3.14 311 449 1.44
3 7.0 717 577 2209 3619 596 399 2.23 835 1943 2.33
4 3.7 1575 1623 5429 5369 1332 840 2.51 2071 4003 1.93
Av. 344 329 1243 1609 287 189 2.31 414 911 2.20
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F.3.3 DiBOX-TtO
Like for the other CF-CF structures, the ˛HRS responses are small and strongly
depend on the conformation (Table F.25). Conformers 5, 6, 9, 12, 14, and 15 are
bent, they display the largest ∆—ge (Table F.16) and ˛HRS values, and DR close
to 5. On the opposite, the conformers with an octupolar character (conformers
11 and 13) are the ones with the smallest responses.
As for the CF-POF species, ˛HRS does not vary much between the different
conformers (Table F.26). These behave as typical 1-D ı-conjugated systems,
with DR between 4.82 and 5.01, respectively.
For POF-POF, the major conformer (>92% of the population) displays a
˛HRS value about twice smaller than the other two conformers (Table F.27). This
originates from the conformation of the linker, which is less "bent", and it is



























Table F.25: Static (– =∞) and dynamic (– = 1907, 1300, and 1064 nm) ˛HRS (103 a.u.) as well as static ˛ZZZ , ˛ZXX , | ˛J=1 |,
| ˛J=3 | (103 a.u.), DR and  of the conformers of DiBOX-TtO in CF-CF as calculated at the TDDFT/M06-2X/6-311+G(d)/IEF-
PCM (acetonitrile) level of theory. The averages were obtained using the Boltzmann’s populations at 298.15K.
˛HRS Static quantities
Conf. % ∞ 1907 nm 1300 nm 1064 nm ˛ZZZ ˛ZXX DR | ˛J=1 | | ˛J=3 | 
1 13.3 2.2 1.9 2.8 5.0 2.0 0.8 6.31 4.3 2.5 0.57
2 15.9 1.9 1.7 2.6 4.6 1.6 0.9 3.12 2.9 4.2 1.45
3 15.1 1.9 1.6 2.5 4.4 1.8 0.7 6.07 3.8 2.3 0.61
4 15.3 1.9 1.7 2.6 4.5 1.6 0.9 2.89 2.7 4.3 1.60
5 10.3 3.4 2.6 3.6 5.9 3.1 1.4 5.20 6.4 5.0 0.77
6 10.4 3.1 2.9 4.6 8.3 2.8 1.3 4.62 5.6 5.1 0.91
7 5.3 1.2 0.7 0.9 1.1 1.1 0.5 6.13 2.4 1.4 0.60
8 5.3 1.3 0.9 1.0 1.5 1.2 0.5 7.11 2.7 1.2 0.44
9 3.0 2.1 2.0 3.1 5.6 1.9 1.0 3.89 3.7 4.1 1.12
10 1.4 1.6 1.6 2.5 4.4 1.4 0.7 4.30 2.8 2.8 0.99
11 1.9 1.2 0.9 1.2 1.8 1.0 0.7 1.79 0.9 3.6 3.84
12 0.6 3.3 2.4 3.3 5.3 3.0 1.3 5.30 6.2 4.7 0.75
13 1.1 1.1 0.8 1.1 1.9 0.9 0.7 1.78 0.9 3.3 3.85
14 0.4 3.2 2.4 3.3 5.3 2.8 1.4 4.25 5.7 5.7 1.01
15 0.5 3.4 3.3 5.1 9.3 3.0 1.4 4.59 6.1 5.5 0.91


























Table F.26: Static (– = ∞) and dynamic (– = 1907, 1300, and 1064 nm) ˛HRS (103 a.u.) as well as static ˛ZZZ , ˛ZXX , | ˛J=1 |,
| ˛J=3 | (103 a.u.), DR and  of the conformers of DiBOX-TtO in CF-POF as calculated at the TDDFT/M06-2X/6-311+G(d)/IEF-
PCM (acetonitrile) level of theory. The averages were obtained using the Boltzmann’s populations at 298.15K.
˛HRS Static quantities
Conf. % ∞ 1907 nm 1300 nm 1064 nm ˛ZZZ ˛ZXX DR | ˛J=1 | | ˛J=3 | 
1 23.0 83.6 90.6 397 437 76.1 34.6 4.83 155 132 0.86
2 21.7 81.9 88.9 407 414 74.6 33.9 4.85 152 129 0.85
3 17.9 78.4 85.3 372 427 71.3 32.5 4.82 145 124 0.86
4 11.4 87.7 98.1 453 456 79.9 36.3 4.85 163 138 0.85
5 7.9 70.5 74.9 323 351 64.1 29.2 4.83 130 112 0.86
6 4.2 66.4 67.6 314 278 60.6 27.1 5.02 124 101 0.81
7 3.7 77.0 84.1 379 415 70.1 31.8 4.84 143 122 0.85
8 3.2 88.9 98.5 450 455 80.9 36.8 4.83 165 141 0.86
9 2.7 74.1 80.0 364 350 67.4 30.7 4.83 137 117 0.86
10 2.5 82.7 89.8 397 441 75.3 34.2 4.85 153 130 0.85
11 1.2 79.1 85.6 397 407 72.1 32.6 4.90 147 124 0.84
12 0.7 77.7 83.3 381 348 70.8 32.0 4.89 144 122 0.84


























Table F.27: Static (– = ∞) and dynamic (– = 1907, 1300, and 1064 nm) ˛HRS (103 a.u.) as well as static ˛ZZZ , ˛ZXX , | ˛J=1 |,
| ˛J=3 | (103 a.u.), DR and  of the conformers of DiBOX-TtO in POF-POF as calculated at the TDDFT/M06-2X/6-311+G(d)/IEF-
PCM (acetonitrile) level of theory. The averages were obtained using the Boltzmann’s populations at 298.15K.
˛HRS Static quantities
Conf. % ∞ 1907 nm 1300 nm 1064 nm ˛ZZZ ˛ZXX DR | ˛J=1 | | ˛J=3 | 
1 92.5 8.2 8.3 44.8 40.3 7.0 4.3 2.65 11.3 20.2 1.79
2 5.8 18.9 16.8 94.1 42.7 15.9 10.3 2.40 23.8 49.3 2.07
3 1.7 19.4 17.7 93.9 47.3 16.4 10.3 2.53 25.6 49.1 1.92
Av. 9.0 9.0 48.5 40.6 7.6 4.7 2.61 12.2 22.3 1.83
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F.4 Redox Reactions
Scheme F.2: Proposed mechanism of the opening reaction of BOX’s by a redox
process from Ref. [1].
Table F.28: ∆G (kJmol−1) of the different steps (Scheme F.2) involved in
the reactions of opening of DiBOX-Bt by oxidation as calculated at the M06/6-
311G(d)/IEF-PCM (acetonitrile) level of theory.
CF-CF CF-POF
Oxidation ∆GO 515.1 552.9
CO cleavage ∆GB 86.9 33.6
Reduction ∆GR −441.8 −455.7
Protonation ∆GP −823.6 −806.9
F.5 Synthesis
F.5.1 DiBOX-Bt
The DiBOX-Bt was prepared according to the reported procedure of Ref. [2].
A mixture of 2,2’-bithiophene-5,5’-dicarbaldehyde (0.3 g, 1.35mmol) and cor-
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Figure F.2: HOMO of CF-CF (top) and CF-POF (bottom) (left, green = pos-
itive, red= negative, isovalue= 0.02 a.u.) and spin density of the corresponding
oxidized form (right, blue= negative, green= positive, isovalue= 0.0004 a.u.) at
the M06/6-311G(d)/IEF-PCM (acetonitrile) level of theory.
Scheme F.3: Labelling of the atoms for the analysis of the spin density of the
radical cation species.
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Table F.29: Spin density (a.u.) on selected C atoms of the CF-CF and CF-POF
radical cations of DiBOX-Bt as evaluated using the Mulliken population analysis
at the M06/6-311G(d)/IEF-PCM (acetonitrile) level of theory. See Scheme F.3
for the atom labelling.
[CF–CF]+• [CF–POF]+•
CF side POF side
CBOX 0.23 0.27 0.16
Cout 0.23 0.22 0.20
Cin 0.12 0.06 0.15
CLi 0.09 0.18 −0.02
responding 2,3,3-trimethylindolino[2,1,b]oxazolidine (0.55 g, 2.7mmol) was dis-
solved in little amount of acetonitrile (ACN). Technical grade silica (1.35 g) was
put in suspension, and the solvent was removed under reduced pressure. The
resulting reaction mixture was heated under stirring at 100 °C during 10 min.
After cool down to room temperature, the crude material was directly purified
by flash chromatography (dichloromethane/methanol, 98/2). Product was iso-
lated as a yellow solid (496mg, 62%).
mp: 70-173 °C. 1H NMR (300MHz, CDCl3): ‹ (ppm) 7.17 (td, J = 7.7, 1.3Hz,
1H), 7.09 (d, J = 7.4Hz, 1H), 7.05 (d, J = 3.7Hz, 1H), 6.98-6.91 (m, 3H),6.80




Under argon atmosphere, EDOT (2 g, 14mmol) was dissolved in dry THF (40mL)
and cooled to −78 °C. To this solution n-BuLi (1.6M in hexane 8.75mL,
14mmol) was added dropwise. The resulting mixture was stirred for 15 min
at −78 °C, then 100 min at room temperature. The solution was cooled again
to −78 °C and a solution of tributyltin chloride (4.94mL, 18.2 mmol) in dry THF
(20mL) was added dropwise over a period of 20 min. The mixture was allowed
to warm to room temperature and stirred at this temperature for another 19
hours. The reaction mixture was poured into cold water and the aqueous layer
was extracted with Et2O three times. The combined organic phases were dried
over MgSO4 and filtered over celite. The solvent and the residual starting ma-
terial were removed under reduced pressure to afford yellow oil (6 g, 98%). The
compound was used without further purification.
1H NMR (300MHz, CDCl3): ‹ (ppm) 6.58 (s, 1H), 4.16 (s, 4H), 0.86-1.64(m,
27H).
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2,5-bis(2,3-dihydrothieno[3,4-b][1,4]dioxin-5-yl)thiophene (3)3
The synthesis of 2,5-bis(2,3-dihydrothieno[3,4-b][1,4]dioxin-5-yl)thiophene was
done following the procedure described in Ref. [3] with modifications. A mixture
of 2, 5-dibromothiophene (1 g, 4.1mmol), EDOT derivative (3.96 g, 9.1mmol)
and 7% of Pd(PPh3)4 was dissolved in 30mL of DMF. The mixture was refluxed
overnight, then poured into sat. aq. NH4Cl and extracted with DCM and the or-
ganic phase was washed with water. After being dried over anhydrous Na2SO4,
the solvent was evaporated and the residue was purified by flash column chro-
matography on silica gel using a mixture of hexane/ethyl acetate (3/2) to afford
a yellow solid (1.3 g, 86%).




To a solution of 2,5-bis(2,3-dihydrothieno[3,4-b][1,4]dioxin-5-yl)thiophene (3)
(0.5 g, 1.37mmol) and anhydrous DMF (0.22mL, 2.88mmol) in anhydrous 1,2-
dichloroethane (30mL) at 0 °C, POCl3 (0.27mL, 2.88mmol) was added drop-
wise. The mixture was then refluxed for 18 hours under argon atmosphere.
After being cooled to room temperature, the mixture was slowly poured into an
aqueous solution of sodium acetate and then stirred for 2 hours. The obtained
precipitate was filtered and the solid was washed by ethanol to afford pure com-
pound as an orange solid (500mg, 87%).
1H NMR (300MHz, DMSO): ‹ (ppm) 9.85 (s, 1H), 7.50 (s, 1H), 4.52 (s, 4H).
IR  (cm−1): 2923, 2852, 1727, 1636, 1450, 1122, 955. No 13C NMR due to
very low solubility.
DiBOX-TtO
A mixture of 4 (100mg, 0.238mmol) and corresponding inolinooxazolidine (106mg,
0.524mmol) was dissolved in little amount of DCM. 0.8 g of technical grade silica
were put in suspension and the solvent was removed under reduced pressure. The
resulting reaction mixture was heated under stirring at 100 °C during 7 hours.
After cool down to room temperature, the crude material was removed from
silica by washing first with DCM followed by methanol. Solvent was slowly re-
moved under reduced pressure until a precipitate was obtained. The precipitate
was filtered and the solid was purified by flash column chromatography on silica
gel using a mixture of CHCl3/MeOH (9/1) to afford a yellow solid (120mg,
63%).
1H NMR (300MHz, CDCl3): ‹ (ppm) 7.16 (t, J = 7.1Hz, 1H), 7.13 (s, 1H), 7.07
(d, J = 6.2Hz, 1H), 6.92 (dd, J = 15.5, 9.3Hz, 2H), 6.79 (d, J = 7.7Hz, 1H),
6.03 (d, J = 15.7Hz, 1H), 4.42-4.26 (m, 4H), 3.84-3.42 (m, 4H), 1.43 (s, 3H),
1.16 (s, 3H). 13C NMR (75MHz, CDCl3): ‹ (ppm) 150.6, 139.8, 139.5, 137.6,
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133.3, 127.6, 123.6, 123.2, 122.4, 121.7, 121.4, 113, 112.1, 110.8, 109.9, 65.2,
64.7, 63.6, 50.3, 48, 28.5, 20.3. HRMS (FAB+): m/z calcd. for C44H42N2O6S3:
790.2205[M+H]+; found: 791.2279. Anal. Calc. (%) for C44H42N2O6S3: C
66.81, H 5.35, S 12.16, N 3.54; found: C 66.62, H 5.46, S 12.29, N 3.63.
F.6 HRS Measurements
Figure F.3: HRS responses of the CF-CF (c-c) (top), POF-CF (o-cHCl and o-
cNOSbF6) by pH and NOSbF6 (middle), and POF-POF (o-oHCl) by pH (bottom)
forms of DiBOX-Bt in acetonitrile solution.
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Figure F.4: Extracted plot of the polarization curve of DiBOX-Bt in its POF-CF
(left) and POF-POF (right) forms.
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