In this paper, we analyze complemented group Cellular Automata (CA) derived from Linear Hybrid Group CA with rules 60, 102 and 204. We analyze some properties of the CA. And we give rule vectors which determine the state transition of the CA dividing the entire state space into smaller spaces of equal lengths, and find conditions for the complement vectors corresponding to the rule vectors. And we extend and generalize Mukhopadhyay's results [D. Mukhopadhyay, D.R. Chowdhury, Characterization of a class of complemented group cellular automata, in: Proc.
Introduction
Cellular Automata (CA) was first introduced by Von Neumann [1] for modelling biological self-reproduction. Wolfram [2] pioneered the investigation of CA as mathematical models for self-organizing statistical systems and suggested the use of a simple two-state, three-neighborhood CA with cells arranged linearly in one dimension. Das et al. [3, 4] developed a matrix algebraic tool capable of characterizing CA. CA has been employed in several applications [4] [5] [6] [7] [8] [9] [10] [11] [12] . Especially, Cho et al. [13] [14] [15] and many researchers [5, [16] [17] [18] analyzed CA to study hash function, data storage, cryptography and so on.
A group CA has nonsingular state transition matrix. The state transition diagram of such a CA consists of a set of cycles. Furthermore group CA can be divided into two classes: maximum-length CA and nonmaximum-length CA.
All (2 n − 1) nonzero states of a linear n-cell maximum-length group CA form a single cycle. Such a group CA has been projected as a generator of pseudorandom patterns of high quality. The states of a nonmaximum-length group CA form multiple cycles. Das [3] conjectured that if the order of the rule R of group CA C is m, then the order of the rule R of the complemented CA derived from C is m or 2m. Cho et al. [16] solved the Das's conjecture. Recently many researchers have identified the CA as the core of security algorithms [17, 18] . Mukhopadhyay and Chowdhury [9] investigated the state spaces of the fundamental transformations of an uniform group CA. Cho et al. [16] analyzed the complemented group CA derived from a uniform group CA with rule 60 or 102 and extended the results of Mukhopadhyay and Chowdhury [9] for the uniform group CA.
In this paper, by using the results in [16] we analyze the complemented CA derived from linear hybrid group CA (LHGCA). And we extend the results of Mukhopadhyay and Chowdhury [9] and the results of Cho et al. [16] for LHGCA. Also we analyze cycles of complemented group CA.
CA preliminaries
A CA consists of a number of interconnected cells arranged spatially in a regular manner [2] , where the state transition of each cell depends on the states of its neighbors. The CA structure investigated by Wolfram [2] can be viewed as a discrete lattice of sites (cells), where each cell can assume either the value 0 or 1. The next state of a cell is assumed to depend on itself and on its two neighbors (3-neighborhood dependency). The cells evolve in discrete time steps according to some deterministic rule that depends only on logical neighborhood.
The following results are necessary for proving some results in the following sections.
Lemma 2.1 (See [16] ). Let C be an n-cell linear uniform group CA with rule 60 (resp. 102), where 2 k−1 < n ≤ 2 k . Let T (resp. S) be the state transition matrix of C.
, where [16] ). Let C be an n-cell linear uniform group CA with rule 60 or 102. Let T be the state transition matrix of C. Let X = (x 1 , . . . , x n ) t be a state in C. Then
Lemma 2.2 (See
). Let T p denote p times application of the complemented CA operator T . Then
where T is the state transition matrix of the corresponding noncomplemented rule vector and X is an n-dimensional vector (n = number of cells) responsible for inversion after XNORing. F has ' 1 ' entries (i.e., nonzero entries) for CA cell positions where XNOR function is employed and X is the current state assignment of the cells.
Analysis of complemented CA derived from LHGCA
In this section we analyze complemented CA derived from LHGCA with rules 60, 102 and 204.
Theorem 3.1. Let C be a linear hybrid n-cell CA with rule vector R and state transition matrix T , where R is a combination of rules 60, 102 and 204. Then C is LHGCA if and only if rule 60 is not followed immediately by rule 102.
Conversely, suppose that R is of the form R = . . . , Proof. Let T (=T n ) = (a i j ), where a= 1 (q = 1, 2, . . . , n), a r (r +1) = u r (r = 1, 2, . . . , n − 1) and a s(s−1) = l s (s = 2, 3, . . . , n). Then l i u i = 1. Since rule 60 is not followed immediately by rule 102,
The following theorem characterizes the order and the minimal polynomial of the state transition matrix T of an n-cell LHGCA in four different cases. Proof. We only prove (1). Let k ≥ n − k + 1. Partition T ⊕ I into 2 × 2 block matrices of the form
where T 1 is a k × k matrix and
where
Let k < n − k + 1. Partition T ⊕ I into 2 × 2 block matrices of the form
where S 1 is a (k − 1) × (k − 1) matrix and
By (1) and (2),
Remark 1. From Theorem 3.3 and Lemma in [19] , we obtain ord
Theorem 3.4. Let C be an n-cell LHGCA with rule vector R and state transition matrix T . Let C be the complemented CA derived from C with complement vector F and state transition operator T . Let the minimal polynomial m(x) of T be (x + 1) d . If ord(T ) = 2 a , then the following hold: (a) all the lengths of cycles in C are the same.
Proof. We can divide into the following eight cases according to the rule vector R and d.
(1) R = 60, . . . , 60,
. . , a n−1 , 1) t and d = n − k. 1, a k+1 , . . . , a n ) t and d = k. F = (a 1 , . . . , a k−1 , 1, a k+1 , . . . , a n ) t and d = n − k + 1.
In the above cases, a 1 , a 2 , . . . , a n ∈ {0, 1}. We only prove for (1) . Let X = (x 1 , . . . , x n ) t be a state in C . Then
for all X . Therefore ord(T ) = 2 a+1 and thus all the lengths of cycles in C are the same.
Therefore ord(T ) = 2 a . To show that all the lengths of cycles in C are the same, suppose that X = (x 1 , . . . , x n ) t is a state lying on a cycle in C whose length is 2 b (b < a). Then
First, let X be a state lying on a cycle in C whose cycle length is less than 2 a . Then
This is a contradiction. Second, let X be a state lying on a cycle in C whose cycle length is 2 a . Partition T into 2 × 2 block matrices of the form
where T 1 and T 2 are the state transition matrices of uniform group CA with rule 60. Therefore by Lemmas 2.1 and 2.2
This is a contradiction. Therefore all the lengths of cycles in C are the same. 
. . , a n ) t and d = k − 1, then all the lengths of cycles in C are the same and ord(T ) = 2 a .
The relationship between cycles of complemented group CA
Mukhopadhyay and Chowdhury [9] constructed two operators R 1 and R 2 and showed the relationship between the state spaces of fundamental transformations. In this section we construct several operators which are different from R 1 and R 2 and analyze the properties of these operators.
By mathematical induction, we can prove the following lemma. 
The following theorem extends the result in [9] . (1) X and X ⊕ T X ⊕ T 2 X lie on different cycles.
(2) X and X ⊕ T X ⊕ T 3 X lie on different cycles.
(3) X and X ⊕ T 2 X ⊕ T 3 X lie on different cycles.
Proof. We only prove for (3). Let T be the 2 × 2 block matrix of the form
where T 1 is a k × k matrix. Then T 1 is the state transition matrix of k-cell uniform CA with rule 102 and T 2 is the state transition matrix of (n − k)-cell uniform CA with rule 60, and
and by Lemma 4.1,
for each positive integer a. Suppose that there exists an integer a such that T a X = A.
Case I. a is even:
Case II. a is odd:
(1) a = 4n + 1.
(2) a = 4n + 3.
Since A = .
. .
and T a X = .
This completes the proof.
By using Theorem 4.2 we define the operators R i as follows:
T acts as a linear operator on any sum of odd states. Also
where a is a positive integer. By the property of T we can prove the following lemmas. 
for all integers i and j (1 ≤ i, j ≤ 3), where a and b are positive integers.
for each integer i (1 ≤ i ≤ 3). 
Hence the statement is true for a = 0. Now assume that the statement is true for a = k.
Hence the statement is true for a = k + 1. This completes the proof of (1).
(2) We will show T
Hence the statement is true for a = k + 1. This completes the proof of (2).
F.
Hence the statement is true for a = k + 1. This completes the proof of (3).
The following theorem can be proved by Lemmas 4.3 and 4.4. 
Conclusion
In this paper we analyzed the complemented CA derived from LHGCA with rules 60, 102 and 204 by using the results in [16] . Also we showed that the CA rules referred to as operators determining the state transition of the CA divide the entire state space into smaller spaces of equal lengths. Some properties of these CA have been analyzed. Our results extended and generalized Mukhopadhyay's results [9] and Cho's results [16] .
