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 Weak solutions to the time-fractional stochastic diffusion equations
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Abstract
In this paper, we are concerned with semi-linear time-fractional stochastic diffusion equa-
tions driven by multiplicative white noise, which can be used to model the anomalous diffusion
in porous media with random effects. Utilising the Laplace transform and the Mittag-Leﬄer
function, we reformulate the equations, from which the weak solutions will be derived. We then
establish the existence and uniqueness, as well as regularity properties of weak solutions to the
equations in the framework of Bochner spaces. Finally, we present numerical simulations of
certain fractional stochastic partial differential equations to illustrate our points.
Keywords: Time fractional derivative, stochastic diffusion equations, weak solutions,
numerical simulations.
1. Introduction
We are concerned with the following semi-linear time-fractional stochastic diffusion equations
perturbed by multiplicative noise on a bounded domain D ⊂ Rd(d = 1, 2, 3):
∂αt u+Au = f(u) + g(u)W˙ (t), x ∈ D, t > 0,
u|∂D = 0, t > 0,
u(0) = u0, x ∈ D,
(1.1)
where g(u)W˙ (t) = g(u)∂W (t)∂t describes a state dependent random noise, and W (t) is a Ft-
adapted Wiener process on a given probability set-up. The operator A := −∆ stands for the
negative Laplacian operator with the domain D(A) := {v ∈ H2(D) : v|∂D = 0}. Assume that
the functions f and g are globally Lipschitz continuous will be given below. The initial value
u0 is F0-measurable random variables. Here, ∂αt denotes the Caputo-type derivative of order α
with respect to t defined by (see [1])
∂αt u(x, t) =
{
1
Γ(1−α)
∫ t
0
∂u(x,s)
∂s
ds
(t−s)α , 0 < α < 1,
∂u(x,t)
∂t , α = 1,
(1.2)
where Γ(·) stands for the gamma function.
Notice that the considered problem (1.1) can be transformed into a class of stochastic reaction-
diffusion equations for α = 1. In recent years, the stochastic diffusion equations have become a
popular tool for modeling biological systems [2,3] and play a critical role in the chemical reaction
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process and biochemical networks [4,5]. The existence and uniqueness of solutions for a class
of the equations have investigated by several authors [6-8]. The study of random attractors for
the equations can be found in some literatures [9-11]. Several authors focused on the random
dynamical behavior of the equations [12-14]. Cerrai [15] have considered the optimal control
problems for the equations with non-Lipschitz coefficients. Besides, fractional calculus tools in
(1.1) are found to be quite effective in modelling anomalous diffusion in fractal media own to
fractional-order operators can characterize the long memory processes [16,17]. Of course, there
has been a significant development in theory for fractional differential equations, for instance,
see [1,18-22] and the references therein. It should be pointed out that the extension of stochastic
diffusion equations (1.1) with fractional derivative might be used to model the random effects on
transport of particles in anomalous diffusion process with memory effects. However, to the best
of our knowledge, the basic theory of solutions for time-fractional stochastic diffusion equations
(1.1) are not yet to be investigated. Our main goal of this paper is to develop and establish the
existence, uniqueness and regularity theory of weak solutions to the equations (1.1), which are
also needed for the effective analysis of numerical methods.
The rest of the paper is organized as follows. In Section 2, we give some notations and prelim-
inaries, and we also deduce the weak solutions to semi-linear time-fractional stochastic diffusion
equations. In Section 3, the existence and uniqueness of weak solution for the equations will be
established. In Section 4, we prove the regularity properties of weak solutions to the equations in
the framework of Bochner spaces. Numerical simulations of time-fractional stochastic diffusion
equations (1.1) are given in the finial section to illustrate our points.
2. Preliminaries
Let {W (t), t ≥ 0} be a Q-Wiener process defined on a complete filtered probability space
(Ω,F ,P, {Ft}t≥0), where the filtration {Ft}t≥0 is σ-algebra generated by {W (s), 0 ≤ s ≤ t} with
a right continuous increasing family and F0 contains all P-null sets of F . We assume the operator
A and the covariance operator Q of Wiener process have the same eigenfunctions ϕk. That is
Aϕk = λkϕk, Qϕk = γkϕk, k = 1, 2, · · · ,
where λk, γk ≥ 0 and {ϕk}k≥1 is orthogonal basis of H. Then {W (t)}t≥0 is a martingale relative
to {Ft}t≥0 has the following representation:
W (t) =
∞∑
k=1
√
γkβk(t)ϕk,
where βk(t) ∼ N(0, t) denotes a sequence of standard Brownian motion. We introduce the
subspace U0 = Q
1/2(U), which endowed with the inner product:
(u, v)U0 = (Q
1/2u,Q1/2v), u, v ∈ U0,
and induced norm ‖ · ‖U0 , where Q−1/2 denotes the pseudo-inverse of Q1/2. Denote by L02 =
L2(U0, H) the space of Hilbert-Schmidt operators T : U0 → H endowed with the norm
‖ϕ‖2L02 = Tr[(ϕQ
1/2)(ϕQ1/2)∗] <∞,
for any ϕ ∈ L02. The details description of Wiener process can be found in [23]. Let p ≥ 2 and
{v(t)}t∈[0,T ] be an L02-valued predictable stochastic process, the following generalized version of
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Itoˆ isometry (which including the Burkholder-Davis-Gundy inequality) is useful for the stochastic
integrals [24], that is
E‖
∫ t
0
v(s)dW (s)‖p ≤ C(p)E[(
∫ t
0
‖v(s)‖2L20ds)
p
2 ], t ∈ [0, T ], (2.1)
where E denotes the expectation and C(p) > 0 is a constant.
For any s > 0, let H˙s be the domain of the fractional power A
s
2 = (−4) s2 , which can be
defined by
A
s
2 v =
∞∑
k=1
λ
s
2
k (v, ϕk)ϕk, H˙
s = D(A s2 ) = {v ∈ H : ‖A s2 v‖2 =
∞∑
k=1
λsk(v, ϕk)
2 <∞},
with inner product (u, v)H˙s = (A
s
2u,A
s
2 v) and induced norms ‖v‖2
H˙s
= ‖A s2 v‖2 =
∞∑
k=1
λsk(v, ϕk)
2.
It is known that H˙0 = H, H˙1 = H10 (D) and H˙
2 = H2(D) ∩H10 (D) with equivalent norms and
that H˙−s can be identified with the dual space (H˙s)∗ for s > 0. In order to quantify the regularity
we introduce the Bochner spaces Lp(Ω;B) = Lp((Ω,F ,P);B) as
Lp(Ω;B) = {v : E‖v‖pB =
∫
Ω
‖v(ω)‖pBdP(ω) <∞, ω ∈ Ω},
with the norm ‖v‖Lp(Ω;B) = (E[‖v‖pB ])
1
p , where B is a Banach space and p ≥ 2.
We construct the solution u of (1.1) by the Fourier expansion with the coefficients uk(t) as
follows
u(t) =
∞∑
k=1
uk(t)ϕk, where uk(t) = (u(t), ϕk),
and we likewise put fk(t) = (f(u), ϕk), Gk(t) = (g(u)W˙ (t), ϕk) and u0k = (u0, ϕk).
Thus, taking the inner produce of ϕk with (1.1) gives the sequence of scalar initial value
problem{
∂αt uk(t) + λkuk(t) = fk(t) +Gk(t), t > 0,
uk(0) = u0k.
(2.2)
Next, we define the Laplace transform of the function f with respect to t by
û(µ) = L{u(t)} =
∫ ∞
0
e−µtu(t)dt,
then the Laplace transform of the Caputo derivative ∂αt in (2.2) is given by (see [25])
L{∂αt u(t)} = µαû(µ)− µα−1u(0). (2.3)
Applying the Laplace transform to both sides of (2.2) and using (2.3) we deduce that
µαûk(µ)− µα−1uk(0) + λkûk(µ) = f̂k(µ) + Ĝk(µ),
and so
ûk(µ) =
µα−1
µα + λk
uk(0) +
1
µα + λk
[f̂k(µ) + Ĝk(µ)]. (2.4)
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Here, we introduce the generalized Mittag-Leﬄer function Eα,β(z) defined as follows:
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
, (2.5)
and the Laplace transform of Mittag-Leﬄer function is shown that (Refs.[26,27])
L{tβ−1Eα,β(−λtα)} =
∫ ∞
0
e−µttβ−1Eα,β(−λtα)dt = µ
α−β
µα + λ
. (2.6)
Therefore, the representation (2.4) implies that
uk(t) = Eα,1(−λktα)u0k +
∫ t
0
(t− s)α−1Eα,α(−λk(t− s)α)f(u(s))ds
+
∫ t
0
(t− s)α−1Eα,α(−λk(t− s)α)g(u(s))dW (s), t > 0,
leading us to define the operator E1(t) and E2(t):
E1(t)v =
∞∑
k=1
Eα,1(−λktα)(v, ϕk)ϕk(x), E2(t)v =
∞∑
k=1
tα−1Eα,α(−λktα)(v, ϕk)ϕk(x),
so that the solution of (1.1) can be expressed by the Duhamel formula:
u(t) = E1(t)u0 +
∫ t
0
E2(t− s)f(u(s))ds+
∫ t
0
E2(t− s)g(u(s))dW (s). (2.7)
Therefore, the Ft-adapted process (u(t))t∈[0,T ] satisfies the integral equation (2.7) for almost
surely ω ∈ Ω is called a weak solution to Eqs.(1.1).
3. Existence and uniqueness of weak solutions
In this section, we will study the existence and uniqueness theorems of weak solutions for
the problem (1.1). In order to prove our results, some basic assumptions and main lemmas are
needed.
Assumption 3.1. The measurable functions f : Ω × H → H and g : Ω × H → L20 satisfy
the following global Lipschitz and growth conditions:
‖f(u)‖ ≤ C‖u‖, ‖f(u)− f(v)‖ ≤ C‖u− v‖, (3.1)
and
‖g(u)‖L20 ≤ C‖u‖, ‖g(u)− g(v)‖L20 ≤ C‖u− v‖, (3.2)
for any u, v ∈ H and C > 0 is constant.
Assumption 3.2. Assume that the initial value u0 is F0−measurable and bounded random
variables, there holds that
‖u0‖Lp(Ω;H˙ν) <∞, (3.3)
for any ν ≥ 0.
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Lemma 3.1. For any t > 0, 0 < α < 1 and 0 ≤ σ ≤ ν ≤ 2, there exists certain constant
C > 0 such that
‖ d
m
dtm
E1(t)v‖H˙ν ≤ Ct−
(ν−σ)α+2m
2 ‖v‖H˙σ , (3.4)
and
‖ d
m
dtm
E2(t)v‖H˙ν ≤ Ct
[2−(ν−σ)]α−2(m+1)
2 ‖v‖H˙σ . (3.5)
Proof. The Mittag-Leﬄer function (2.5) satisfies the following differentiation formula
dm
dtm
[tβ−1Eα,β(−λtα)] = tβ−1−mEα,β−m(−λtα), (3.6)
and for 0 < α < 2, piα2 < µ < min(pi, piα), there holds the following asymptotic expansion (see
[26]):
Eα,β(z) =
1
α
z(1−β)/α exp(z1/α)−
N∑
k=1
z−k
Γ(β − αk) +O(
1
zN+1
), as |z| → ∞, |arg z| ≤ µ,
and
Eα,β(z) = −
N∑
k=1
z−k
Γ(β − αk) +O(
1
zN+1
), as |z| → ∞, µ ≤ |arg z| ≤ pi, (3.7)
From the series definition of (3.7), we can deduce that
|Eα,β(z)| ≤ C
1 + |z| , |z| → ∞, µ ≤ |arg z| ≤ pi. (3.8)
Therefore, for t > 0 and 0 ≤ σ ≤ ν ≤ 2, by means of (3.6) and (3.8), we have
‖ d
m
dtm
E1(t)v‖2H˙ν =
∞∑
k=1
λνk|
dm
dtm
Eα,1(−λktα)(v, ϕk)|2
=
∞∑
k=1
λνk|t−mEα,1−m(−λktα)(v, ϕk)|2
≤ Ct−(ν−σ)α−2m
∞∑
k=1
λν−σk t
(ν−σ)α
(1 + λktα)2
λσk(v, ϕk)
2
≤ Ct−(ν−σ)α−2m sup
k
λν−σk t
(ν−σ)α
(1 + λktα)2
∞∑
k=1
λσk(v, ϕk)
2
≤ Ct−(ν−σ)α−2m‖v‖2
H˙σ
,
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and
‖ d
m
dtm
E2(t)v‖2H˙ν =
∞∑
k=1
λνk|
dm
dtm
[tα−1Eα,α(−λktα)](v, ϕk)|2
=
∞∑
k=1
λνk|tα−1−mEα,α−m(−λktα)(v, ϕk)|2
≤ Ct[2−(ν−σ)]α−2(m+1)
∞∑
k=1
λν−σk t
(ν−σ)α
(1 + λktα)2
λσk(v, ϕk)
2
≤ Ct[2−(ν−σ)]α−2(m+1) sup
k
λν−σk t
(ν−σ)α
(1 + λktα)2
∞∑
k=1
λσk(v, ϕk)
2
≤ Ct[2−(ν−σ)]α−2(m+1)‖v‖2
H˙σ
,
where we have used (λkt
α)ν−σ
(1+λktα)2
≤ C for 0 ≤ σ ≤ ν ≤ 2.
Theorem 3.1. For any 0 < α < 1 and 0 ≤ ν ≤ 2. Let Assumptions 3.1 and 3.2 be satisfied
for some p ≥ 2, then there exists a unique weak solution u(t) ∈ Lp(Ω; H˙ν),P−a.s. to Eq.(1.1).
Proof. The standard Picard’s iteration method is used to prove the existence of weak solu-
tion. We fix a pathwise ω ∈ Ω and construct the following successive approximating procedure:{
un(t) = E1(t)u0 +
∫ t
0
E2(t− s)f(un−1(s))ds+
∫ t
0
E2(t− s)g(un−1(s))dW (s),
u0(t) = E1(t)u0,
(3.9)
for each n = 1, 2, · · · .
The proof will be divided into three steps.
Step 1 : For each n ≥ 0, we show that sup
t∈[0,T ]
E‖un(t)‖pH˙ν <∞.
Let N > 0 be any fixed integer, we define a sequence of stopping times as follows
τN := inf{t ∈ [0, T ] : ‖un(t)‖2 ≥ N} ∧ T.
From the iteration sequences (3.9) we have
E[‖un(t ∧ τN )‖pH˙ν ] ≤ 3
p−1E[‖E1(t ∧ τN )u0‖pH˙ν ]
+ 3p−1E[‖
∫ t∧τN
0
E2(t ∧ τN − s)f(un−1(s))ds‖pH˙ν ]
+ 3p−1E[‖
∫ t∧τN
0
E2(t ∧ τN − s)g(un−1(s))dW (s)‖pH˙ν ]. (3.10)
For 0 ≤ σ ≤ ν ≤ 2, the application of the Lemma 3.1 (3.4) with m = 0 gives
E‖E1(t ∧ τN )u0‖pH˙ν ≤ C(t ∧ τN )
− p(ν−σ)α2 E‖u0‖pH˙σ . (3.11)
Based on the Ho¨lder inequality | ∫
D
f(x)g(x)dx| ≤ (∫
D
|f(x)|pdx)1/p(∫
D
|g(x)|qdx)1/q with
1/p + 1/q = 1 wherein p > 1, q > 1. Using Assumption 3.1 (3.1), Lemma 3.1 (3.5) with m = 0
6
and ν = σ, we have
E‖
∫ t∧τN
0
E2(t ∧ τN − s)f(un−1(s))ds‖pH˙ν
≤ E‖
∫ t∧τN
0
|(t ∧ τN − s)α−1| · |(t ∧ τN − s)1−αE2(t ∧ τN − s)f(un−1(s))|ds‖pH˙ν
≤ (
∫ t∧τN
0
(t ∧ τN − s)
p(α−1)
p−1 ds)p−1
× (
∫ t∧τN
0
sup
0≤s≤t∧τN
E‖(t ∧ τN − s)1−αE2(t ∧ τN − s)f(un−1(s))‖pH˙νds)
≤ C(
∫ t∧τN
0
(t ∧ τN − s)
p(α−1)
p−1 ds)p−1(
∫ t∧τN
0
sup
0≤s≤t∧τN
E‖un−1(s)‖pH˙νds)
≤ K1
∫ t∧τN
0
sup
0≤s≤t∧τN
E[‖un−1(s)‖pH˙ν ]ds, (3.12)
where K1 = C[
p−1
pα−1 ]
p−1(t ∧ τN )pα−1.
Making use of the Ho¨lder inequality, Lemma 3.1 (3.5) with m = 0 and ν = σ, Assumption
3.1 (3.2) and the generalized version of Itoˆ isometry (2.1), we obtain
E[‖
∫ t∧τN
0
E2(t ∧ τN − s)g(un−1(s))dW (s)‖pH˙ν ]
≤ C(p)E[(
∫ t∧τN
0
‖(t ∧ τN − s)α−1‖2‖(t ∧ τN − s)1−αE2(t ∧ τN − s)g(un−1(s))‖2L20(U0,H˙ν)ds)
p
2 ]
≤ C(p)(
∫ t∧τN
0
(t ∧ τN − s)
2p(α−1)
p−2 ds)
p−2
2 (
∫ t∧τN
0
sup
0≤s≤t∧τN
E‖un−1(s)‖pH˙νds)
≤ K2
∫ t∧τN
0
sup
0≤s≤t∧τN
E[‖un−1(s)‖pH˙ν ]ds, (3.13)
where K2 = C(p)[
p−2
p(2α−1)−2 ]
p−2
2 (t ∧ τN ) p(2α−1)−22 .
Combination of the above estimates (3.10)-(3.13), we get
sup
0≤t≤t∧τN
E‖un(t)‖pH˙ν ≤ 3
p−1(t ∧ τN )−
p(ν−σ)α
2 E‖u0‖pH˙σ
+ 3p−1(K1 +K2)
∫ t
0
sup
0≤s≤t∧τN
E‖un−1(s)‖pH˙νds. (3.14)
By means of the extension of Gronwall’s lemma, recall that lim
N→∞
P(τN < T ) = 0 and
lim
N→∞
τN = T (see [30]). Using Assumption 3.2, it holds that
sup
t∈[0,T ]
E‖un(t)‖pH˙ν ≤ CE‖u0‖
p
H˙σ
<∞, (3.15)
for each n ≥ 0.
Step 2 : Show that the sequence {un(t)}n≥0 is a Cauchy sequence in the space Lp(Ω; H˙ν).
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For any n,m ≥ 1 and 0 < t < T , from the sequences (3.9) and Assumption 3.1, similar to
the derivation of (3.12) and (3.13), it is easy to see that
E‖un+m(t)− un(t)‖pH˙ν
≤ 2p−1E‖
∫ t
0
E2(t− s)[f(un+m−1(s))− f(un−1(s))]ds‖pH˙ν
+ 2p−1E‖
∫ t
0
E2(t− s)[g(un+m−1(s))− g(un−1(s))]dW (s)‖pH˙ν
≤ K
∫ t
0
sup
s∈[0,T ]
E‖un+m−1(s)− un−1(s)‖pH˙νds, (3.16)
in which K = C2p−1[ p−1pα−1 ]
p−1(T ∗)pα−1 + C(p)2p−1[ p−2p(2α−1)−2 ]
p−2
2 (T ∗)
p(2α−1)−2
2 .
A direct application of Gronwall’s lemma yields
sup
t∈[0,T ]
E[‖un+m(t)− un(t)‖pH˙ν ] = 0.
Therefore, the sequence {un(t)}n≥0 is a Cauchy sequence in the space Lp(Ω; H˙ν). Further,
there exists the u(t) ∈ Lp(Ω; H˙ν) such that
sup
t∈[0,T ]
E[‖un(t)− u(t)‖pH˙ν ] = 0,
for all T > 0.
By taking the limits to the stochastic sequence {un(t)}n≥0 in (3.9) as n→∞, we finish the
proof of existence of weak solution to Eqs.(1.1).
Step 3 : We prove the uniqueness of weak solution.
Assume u and u˜ are two weak solutions to Eqs.(1.1), by virtue of the similar calculations as
in (3.16), we can obtain
E[‖u(t)− u˜(t)‖p
H˙ν
] ≤ K
∫ t
0
sup
s∈[0,T ]
E[‖u(s)− u˜(s)‖p
H˙ν
]ds.
It is not difficult to get that
sup
t∈[0,T ]
E[‖u(t)− u˜(t)‖p
H˙ν
] = 0,
which implies that u = u˜, we complete the proof the uniqueness of weak solutions.
4. Regularity of weak solutions
In this section, we will focus on the proof of the pathwise spatial-temporal (Sobolev-Ho¨lder)
regularity properties of weak solutions to Eqs.(1.1). First of all, we prove the following lemma ,
which will be needed below.
Lemma 4.1. For any 0 ≤ t1 < t2 ≤ T and 0 ≤ σ ≤ ν ≤ 2, there exists a constant C > 0
such that
‖[E1(t2)− E1(t1)]v‖H˙ν ≤ C(t2 − t1)
(ν−σ)α
2 ‖v‖H˙σ , (4.1)
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and
‖[E2(t2)− E2(t1)]v‖H˙ν ≤ C(t2 − t1)
2−[2−(ν−σ)]α
2 ‖v‖H˙σ . (4.2)
Proof. For 0 < T0 ≤ t1 < t2 ≤ T and 0 ≤ σ ≤ ν ≤ 2, by means of Lemma 3.1 (m = 1), we
have
‖[E1(t2)− E1(t1)]v‖H˙ν = ‖
∫ t2
t1
d
dt
E1(t)vdt‖H˙ν
≤
∫ t2
t1
Ct−
(ν−σ)α
2 −1‖v‖H˙σdt
=
2C
(ν − σ)α (t
− (ν−σ)α2
1 − t−
(ν−σ)α
2
2 )‖v‖H˙σ
≤ 2C
(ν − σ)αT (ν−σ)α0
(t2 − t1)
(ν−σ)α
2 ‖v‖H˙σ ,
and
‖[E2(t2)− E2(t1)]v‖H˙ν = ‖
∫ t2
t1
d
dt
E2(t)vdt‖H˙ν
≤
∫ t2
t1
Ct
[2−(ν−σ)]α−4
2 ‖v‖H˙σdt
=
2C
2− [2− (ν − σ)]α (t
[2−(ν−σ)]α−2
2
1 − t
[2−(ν−σ)]α−2
2
2 )‖v‖H˙σ
≤ 2C
{2− [2− (ν − σ)]α}T 2−[2−(ν−σ)]α0
(t2 − t1)
2−[2−(ν−σ)]α
2 ‖v‖H˙σ ,
where we have used ta2 − ta1 ≤ C(t2 − t1)a for 0 ≤ t1 < t2 ≤ T and 0 ≤ a ≤ 1. The proof is
complete. 
To begin with, we will prove the pathwise spatial regularity of weak solutions to Eqs.(1.1).
Theorem 4.1. For any 0 < α < 1, let Assumptions 3.1 and 3.2 hold with 0 ≤ σ ≤ ν ≤ 2
and p ≥ 2, and let u(t) be the unique weak solution to Eqs.(1.1) with P(u(t) ∈ H˙ν) = 1, then
there exists a constant C such that
sup
t∈[0,T ]
‖u(t)‖Lp(Ω;H˙ν) ≤ Ct−
(ν−σ)α
2 ‖u0‖Lp(Ω;H˙σ).
Proof. For 0 < T0 ≤ t ≤ T and 0 ≤ σ ≤ ν ≤ 2, similar to the calculations of (3.14), we have
sup
0≤t≤T
E‖u(t)‖p
H˙ν
≤ Ct− p(ν−σ)α2 E‖u0‖pH˙σ +K
∫ t
0
sup
0≤s≤T
E‖u(s)‖p
H˙ν
ds, (4.3)
and the Gronwall’s lemma yields
sup
t∈[0,T ]
E‖u(t)‖p
H˙ν
≤ Ct− p(ν−σ)α2 E‖u0‖pH˙σ ≤ CT
− p(ν−σ)α2
0 E‖u0‖pH˙σ <∞. (4.4)
The proof is complete. 
Next, we will devote to the Ho¨lder regularity of the weak solutions to Eqs.(1.1).
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Theorem 4.2. For any 0 < α < 1 and 0 ≤ t1 < t2 ≤ T , let Assumptions 3.1 and 3.3 be
fulfilled with 0 ≤ σ ≤ ν ≤ 2 and p ≥ 2. Then the unique weak solution u(t) to Eqs.(1.1) is
Ho¨lder continuous with respect to the norm ‖ · ‖Lp(Ω;H˙ν) and satisfies
‖u(t2)− u(t1)‖Lp(Ω;H˙ν) ≤ C(t2 − t1)γ , (4.5)
where γ = min{ (ν−σ)α2 , [2−(ν−σ)]α2 , 2−[2−(ν−σ)]α2 } > 0.
Proof. For 0 ≤ t1 < t2 ≤ T , from the weak solution (2.7), we get
u(t2)− u(t1) = [E1(t2)− E1(t1)]u0 +
∫ t2
0
E2(t2 − s)f(u(s))ds−
∫ t1
0
E2(t1 − s)f(u(s))ds
+
∫ t2
0
E2(t2 − s)g(u(s))dW (s)−
∫ t1
0
E2(t1 − s)g(u(s))dW (s)
=: I1 + I2 + I3, (4.6)
where
I1 = [E1(t2)− E1(t1)]u0, (4.7)
and
I2 =
∫ t2
0
E2(t2 − s)f(u(s))ds−
∫ t1
0
E2(t1 − s)f(u(s))ds
=
∫ t1
0
[E2(t2 − s)− E2(t1 − s)]f(u(s))ds+
∫ t2
t1
E2(t2 − s)f(u(s))ds
=: I21 + I22. (4.8)
and
I3 =
∫ t2
0
E2(t2 − s)g(u(s))dW (s)−
∫ t1
0
E2(t1 − s)g(u(s))dW (s)
=
∫ t1
0
[E2(t2 − s)− E2(t1 − s)]g(u(s))dW (s) +
∫ t2
t1
E2(t2 − s)g(u(s))dW (s)
=: I31 + I32. (4.9)
For any 0 < α < 1 and 0 ≤ σ ≤ ν ≤ 2, using Lemma 4.1 (4.1), it follows that
E‖I1‖H˙ν = E‖E1(t2)− E1(t1)]u0‖H˙ν ≤ C(t2 − t1)
(ν−σ)α
2 E‖u0‖H˙σ . (4.10)
Making use of Ho¨lder inequality, Assumption 3.1 (3.1), Lemma 4.1 (4.2), Lemma 3.1 (3.5)
with m = 0 and the estimate (4.4), we have
E‖I21‖pH˙ν = E‖
∫ t1
0
[E2(t2 − s)− E2(t1 − s)]f(u(s))ds‖pH˙ν
≤ (
∫ t1
0
ds)p−1(
∫ t1
0
sup
s∈[0,T ]
E‖[E2(t2 − s)− E2(t1 − s)]f(u(s))‖pH˙νds)
≤ Ctp−11
∫ t1
0
(t2 − t1)
p{2−[2−(ν−σ)]α}
2 sup
s∈[0,T ]
E‖u(s)‖p
H˙σ
ds
≤ CT pE‖u0‖pH˙σ (t2 − t1)
p{2−[2−(ν−σ)]α}
2 , (4.11)
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and
E‖I22‖pH˙ν = E‖
∫ t2
t1
E2(t2 − s)f(u(s))ds‖pH˙ν
≤ C(
∫ t2
t1
(t2 − s)
p{[2−(ν−σ)]α−2}
2(p−1) ds)p−1
× (
∫ t2
t1
sup
s∈[0,T ]
E‖(t2 − s)
2−[2−(ν−σ)]α
2 E2(t2 − s)f(u(s))‖pH˙νds)
≤ C{ 2(p− 1)
p[(2− (ν − σ))α]− 2}
p−1E‖u0‖pH˙σ (t2 − t1)
p[2−(ν−σ)]α
2 . (4.12)
Applying the Ho¨lder’s inequality, the Assumptions 3.1 (3.2), Lemma 4.1 (4.2), Lemma 3.1
(3.5) with m = 0, Itoˆ isometry (2.1) and the estimate (4.4), we obtain
E‖I31‖pH˙ν = E‖
∫ t1
0
[E2(t2 − s)− E2(t1 − s)]g(u(s))dW (s)‖pH˙ν
≤ C(p)E[(
∫ t1
0
‖[E2(t2 − s)− E2(t1 − s)]g(u(s))‖2L20(U0,H˙ν)ds)
p
2 ]
≤ C(p)(
∫ t1
0
ds)
p−2
2 (
∫ t1
0
sup
s∈[0,T ]
E‖[E2(t2 − s)− E2(t1 − s)]g(u(s))‖pL20(U0,H˙ν)ds)
≤ C(p)t
p−2
2
1
∫ t1
0
(t2 − t1)
p{2−[2−(ν−σ)]α}
2 sup
s∈[0,T ]
E‖u(s)‖p
H˙σ
ds
≤ C(p)T p2E‖u0‖pH˙σ (t2 − t1)
p{2−[2−(ν−σ)]α}
2 , (4.13)
and
E‖I32‖pH˙ν = E‖
∫ t2
t1
E2(t2 − s)g(u(s))dW (s)‖p
≤ C(p)E[(
∫ t2
t1
‖E2(t2 − s)g(u(s))‖2L20(U0,H˙ν)ds)
p
2 ]
≤ C(p)(
∫ t2
t1
(t2 − s)
p{[2−(ν−σ)]α−2}
p−2 ds)
p−2
2
× (
∫ t2
t1
sup
s∈[0,T ]
E‖(t2 − s)
2−[2−(ν−σ)]α
2 E2(t2 − s)g(u(s))‖pL20(U0,H˙ν)ds)
≤ C(p)T−
p
2
0 {
p− 2
p[(2− (ν − σ))α− 1]− 2}
p−2
2 E‖u0‖pH˙σ (t2 − t1)
p[2−(ν−σ)]α
2 . (4.14)
Taking expectation on the both side of (4.6), combining (4.7)-(4.14), we conclude that
‖u(t2)− u(t1)‖Lp(Ω;H˙ν) ≤ C(t2 − t1)γ ,
where we take γ = min{ (ν−σ)α2 , [2−(ν−σ)]α2 , 2−[2−(ν−σ)]α2 } > 0.
This completes the proof of Theorem 4.2.
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5. Numerical simulations
The existence of solutions to the semi-linear time-fractional stochastic diffusion equations
have been proved in the previous sections. This section is concerned with the results of numerical
simulations of the equations.
We consider the semi-linear time-fractional stochastic diffusion equations in one space dimen-
sional as follows:
∂αt u(x, t) =
∂2u(x,t)
∂x2 + sin[u(x, t)] + u(x, t)
∂W (x,t)
∂t , (x, t) ∈ (0, 2)× ∈ (0, 2],
u(0, t) = u(2, t) = 0, t ∈ (0, 2),
u(x, 0) = x, x ∈ (0, 2),
(5.1)
where the functions f(u) and g(u) and initial value u0 satisfy Assumption 3.1 and 3.2.
The variables x and t are discretized with the steps of 4x = Xf/Nx and 4t = Tf/Nt
respectively, and put xi = i4x, i = 0, 1, · · ·Nx and tj = j4t, j = 0, 1, · · · , Nt. We approximate
the time-fractional derivatives ∂αt as designed in [28,29] and finite difference methods [31] are
used to discrete the space direction. The space-time white noises W (x, t) are considered with
mean zero and covariance function Cov[W (x, s),W (y, t)] = δ(x − y)δ(s − t). The discretized
version of ∂W (x,t)∂t at (xi, tj) is given
∂W (xi, tj)
∂t
≈ Mi,j√4t ,
where Mi,j are independent standard normal random variables.
Here, we chose the space-time steps with 4x = 0.1 and 4t = 0.01. Figs.1 and 2 exhibit the
numerical solutions of u(x, t) from the independent realizations of the noise and the expected
values E[u(x, t)] by the mean of 100 independent realizations with the fractional derivative of
order α = 0.5 and α = 0.9 respectively. Numerical results indicate the time-fractional stochastic
diffusion equations can capture some diffusion process that cannot be modeled accurately by the
integer-order determined equations.
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