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and  a  Bayesian  hierarchical  clustering  algorithm  and  evaluating  and  adapting  these 
techniques for use on the deep sequencing data. The second was looking at methods to 
find differentially expressed tags in the dataset. These differentially expressed tags are of 
























assessment of clustering algorithms developed for use on sequencing data.  However,          
3 
evaluation  of  the  differential  expression  analysis  performed  on  the  simulated  data 
indicates  that  further  work  is  needed  on  the  method  of  simulation  to  increase  its 
reliability. 
The algorithms presented can be adapted for use on any form of discrete data. From the 
work  done  here,  there  is  there  is  evidence  that  the  adapted  Poisson  C  /  Poisson  L 



































































































Figure  4:  Sammon  plot  of  samples  in  clusters  1  and  2,  from  dataset  1.  Each  colour 
represents a cluster. Euclidean distance measure used.............................................51 




Figure  7:  Sammon  plot  of  samples  in  clusters  1  and  3,  from  dataset  1.  Each  colour 
represents different (known) clusters. Distance measure used is Euclidean. ............54 
Figure  8:  Sammon  plot  of  samples  in  clusters  2  and  3  from  dataset  1.  Each  colour 
represents different (known) clusters. Distance measure used is Euclidean. ............54 
Figure 9: Pairs plot of outlying samples observed in Figure 7 and Figure 8 each colour 










Figure  14:  A  closer  look  at  the  frequency  distribution  of  tag  counts  in  the  two  most 
correlated samples in dataset 1 (both from cluster 1). All counts between 1 and 50 
are shown. ..................................................................................................................58 











Figure  21:  Sammon  map  of  samples  in  dataset  2  no  clusters  are  known  a‐priori. 






























































Truncated  Poisson  simulated  data.  Clustering  analysis  was  performed  using  each 
distribution and each distance measure...................................................................113 
Figure  55:  Bar‐plot  of  clustering  results  for  the  two  clusters  for  Negative  Binomial 
simulated data. Clustering analysis was performed using each distribution and each 
distance measure......................................................................................................113 




Figure  58:  Bar  plot  outlining  the  results  for  over‐dispersed  log‐linear  differential 
expression  analysis.  What  is  shown  is  the  proportion  of  false  positives,  false 
negatives and overlapping of the flagged tags in all the methods in relation to the 
true counts. This is for the Poisson simulated dataset.............................................118 
Figure  59:  Bar  plot  outlining  the  results  for  over‐dispersed  log‐linear  differential 
expression  analysis.  What  is  shown  is  the  proportion  of  false  positives,  false 
negatives and overlapping of the flagged tags in all the methods in relation to the 










Figure  62:  Bar  plot  outlining  the  results  for  adapted  log  ratio  differential  expression 
analysis.  What  is  shown  is  the  proportion  of  false  positives,  false  negatives  and 
overlapping of the flagged tags in all the methods in relation to the true counts. This 
is for the Poisson simulated dataset.........................................................................119 
Figure  63:  Bar  plot  outlining  the  results  for  adapted  log  ratio  differential  expression 
analysis.  What  is  shown  is  the  proportion  of  false  positives,  false  negatives  and 
overlapping of the flagged tags in all the methods in relation to the true counts. This 
is for the Zero‐Truncated Poisson simulated dataset...............................................119 
Figure  64:  Bar  plot  outlining  the  results  for  Poisson  mixture  differential  expression 
analysis.  What  is  shown  is  the  proportion  of  false  positives,  false  negatives  and 
overlapping of the flagged tags in all the methods in relation to the true counts. This 
is for the Poisson simulated dataset.........................................................................120 
Figure  65:  Bar  plot  outlining  the  results  for  Poisson  mixture  differential  expression 
analysis.  What  is  shown  is  the  proportion  of  false  positives,  false  negatives  and 
overlapping of the flagged tags in all the methods in relation to the true counts. This 





Several  methods  of  analysis  for  data  produced  by  deep  sequencing  are  presented, 




area  of  research  in  recent  years.    The  increasing  development  of  these  different 
technologies and the variety of the data produced has stressed the need for efficient 
analysis techniques. 
Various  methods  for  the  analysis  of  sequencing  data  have  been  developed  in  recent 
years: many have been developed for both SAGE data, which is discrete; and microarray 





In  this  thesis  various  analysis  techniques  for  clustering  and  differential  expression, 
previously developed for the analysis of sequencing data will be evaluated and in some          
15 







































genotype  based  treatments  which,  potentially  will  be  more  effective  than  current 
treatments. Metzker [4] discusses the various uses of  gene sequencing in relation to 
health and disease, with applications ranging from  comparative genomics and evolution 




•  Chemical  properties  of  two  or  more  individual  DNA  molecules  being  similar 
between two or more different molecules. 















Using  older  methods,  sequencing  of  an  individual  gene  could  take  months  and  could 
prove  very  costly.    In  the  last  decade  many  new  methods  have  surfaced  which  have 
revolutionised the way sequencing is carried out.  These methods are high‐throughput 






























certain  diseases  occur  more  frequently  in  specific  populations  or  subset  of 
individuals.’[10]          
20 
In this thesis the sequencing identification of microRNAs from DNA sequencing data will 
be  the  topic  of  interest,  as  the  data  provided  was  microRNA‐sequencing  data  from 









death.  In  various  diseases  these  microRNAs  can  play  a  vital  role  in  treatment 
development, as specific microRNAs that are differentially expressed or have a high level 







low  differences  between  samples  can  be  detected  and  tag  expression  can  then  be 













SAGE  also  known  as  serial  analysis  of  gene  expression  can  also  be  used  to  assess 
expression levels of tags. SAGE is a sampling by sequencing method, which is single clone 
sequencing  using  multiple  transcripts  and  multiple  tags.  Each  SAGE  experiment 








much lower levels of expression than SAGE, providing deeper insight into the sample.          
22 
1.3 Aims and Objectives 




•  Two  clustering  methods  developed  for  the  analysis  of  SAGE  data  have  been 
implemented on the data provided and assessed for use on this new type of data. 
Adaptations to one of these algorithms will also be implemented and discussed.  













account the high nature of the zero counts in the data. 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and  non  cancerous)  each  sample  belongs  to  was  given  a‐priori  in  this  dataset.  The 
information given stated that this dataset consisted of 3 groups (or clusters) of samples, 
this  information  is  used  in  Chapter  2  and  Chapter  4  to  assess  the  reliability  of  the 
clustering algorithm.  No information was given about the clustering of the tags in the 









the  two  datasets  so  the  results  of  the  analysis  presented  in  Chapter  5  cannot  be 







  Sample1  Sample2  Sample3  Sample4 
Tag1   0  3456  65  9 
Tag2  765  43  1002  8 
Tag3  0  1  2  0 















































































































ˆ  λ  (t) using (3). 
€ 
y (t) = ˆ  λ  (t)θt(1−e
ˆ  λ  (t)θt)  (3) 
Although it seems non‐trivial to get an estimate for 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(yi(t)− ˆ  θ  t ˆ  λ  i(t))
2

















































method  was  developed  for  SAGE  data  and  introduces  two  new  similarity  measures  ‐ 
likelihood and chi‐square. 






































t =1,..T: 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€ 
L(λθ | y)∝ f (Y 1,..,Ym |λ,θ(1),..,θ(m)) =



















ˆ  λ  i(t) =
yi(t)
ˆ  θ (i) i=1
m ∑   (8) 
Using this, a cluster centre 
€ 
















S = yi(t)− ˆ  λ  (t)ˆ  θ (i) ( )

















4.  Now  each  tag  is  individually  assigned  to  the  cluster,  which  minimises  the  chi‐
square statistic  (10) or to the cluster in which the individual likelihood of the tag 
(11) is minimised depending on whether the method chosen is the chi square 
statistic or the likelihood of the individual tag.          
31 
€ 
Si,k = yi(t)− ˆ  λ  r
k ˆ  θ (i) ( )
2 ˆ  λ  r
k ˆ  θ (i)
t=1
T ∑      (10) 
€ 
Li,k = −log f (Yi(t) | ˆ  λ  r









the  likelihood  and  Chi‐square  as  similarity  measures  with  a  new  similarity  measure 
denoted ‘TransChisq.’ 
This data transformation [23] is a more robust alternative to the likelihood function and 
chi  square  statistic,  it  is  proposed.  It  is  said  to  highlight  the  expression  shape,  and 



















E(yi(t1)− yi(t2)) = λi(t1)− λi(t2) ( )θ(i)   (12) 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ˆ  λ  t and 
€ 










appear  to  take  into  account  the  high  dimensionality  and  the  sparseness  of  the  deep 
sequencing  datasets,  as  it  does  not  cluster  the  samples  in  dataset  1  correctly.  New 




clustering.  It  was  observed  [24]  that  in  frequency  distributions  of  tag  counts  in  two 
individual samples, few tags were highly expressed occurring in copies of greater than 
one hundred. The majority of tags occur in only a small number of copies with a high 
number  of  tags  with  a  zero  count  in  each  sample.    Due  to  this  style  of  frequency 
distribution a great deal of sampling noise is observed. To account for this, Berninger et al          
33 




















p yi(1) { }, yi(2) { }| pi(1) { }, pi(2) { } ( )∝ pi(1)
yi (1)pi(2)
























x =1,2 ( ) is assigned to the 
unknown frequency distributions. 
€ 
p pi(x) { } ( ) = Γ Nα ( )
pi(1)
α−1
















Γ Nα ( )
2
Γ θ1 + Nα ( )Γ θ2 + Nα ( )
Γ yi(1)+α ( )Γ yi(2)+α ( )
Γ α ( )
2
i




S  assumes  that  the  true  counts  of  tag 
€ 






Γ Nα ( )
Γ θ1 +θ2 + Nα ( )
Γ yi(1)+ yi(2)+α ( )



















expressed  between  two  individual  samples  or  two  groups  of  samples  if  the  selected 
testing method gives a p‐value of less than 0.05. In this section several existing methods 














































































p(y | x) =
0
∞ ∫ p(d1 = µ1 | x)
0

















































































































x+y+1 ( )  
(25) 
This, it is proposed, is a valid statistic for calculating the differential expression of a tag in 


























For  the  first  part  of  the  model  it  is  assumed  that  the  proportions  follow  a  Beta 
distribution, 
€ 
λi(t) ~ Beta α,β ( ).    This  is  a  standard  distribution  for  proportions.  This 














α + β ( )










yi(t) |λi(t) = Bi(θt,λi(t))  (27) 
The  unconditional  mean  and  variance  of 
€ 
ˆ  λ  i(t) = yi(t) θt   can  be  calculated  using  the 
tower  property  of  conditional  expectation, 
€ 


























































Var(ˆ  λ  i(t)) in (28), both 
the  within  sample  variation 
€ 
αβ
α + β ( )








   and  between  sample  variation 
€ 
αβ
α + β ( )



















α + β ∑     (29)          
39 
€ 
Var wt ∑ ˆ  λ  i(t) ( ) =
wt
2αβ


















so  as  to  minimise  the  between  and  within  sample  variation.  Using  the  method  of 




Var wt ∑ ˆ  λ  i(t) ( )+ µ 1− wt ∑ ( ) [ ] = 2wt
αβ































ˆ  λ  can be written as (32): 
€ 
ˆ  λ = (wt ˆ  λ  (t)) ∑   (32) 
The variance of this proportion can then be given by: 
€ 
ˆ  V ( ˆ  λ  ) =
(wt
2 ˆ  λ  (t)
2) ∑ − (wt













ˆ  λ  and 
€ 












ˆ  β  can be calculated by manipulating (29) to get (34). 
€ 
ˆ  β =
ˆ  λ 1− ˆ  λ  ( )− wt ( )
2 − ˆ  V  ∑
ˆ  V 1− ˆ  λ  ( )
−1
− ˆ  λ  wt ( )





ˆ  α  (35). 
€ 
ˆ  α =
ˆ  λ 
1− ˆ  λ  ( )








ˆ  λ  and 
€ 
ˆ  V ( ˆ  λ  ) which can then be used 
to calculate the t‐statistic (36) and degrees of freedom (37), where 
€ 
ˆ  λ  A and 
€ 




ˆ  λ  A − ˆ  λ  B





ˆ  V  A + ˆ  V  B ( )
2








(37) 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∑ . This is just the          
42 

















































by  generating  random  datasets  that  follow  the  null  hypothesis,  and  performing  the 
analysis on these data. This gives a basis to which the original values in a given dataset 















Now  the  interest  shifts  to  the  form  of  the  relationship.  If 
€ 







the  covariates.    A  typical  choice  when  proportions  are  concerned  is  the  logistic 
transformation, 
€ 
logit λi(t) ( ) = log λi(t) 1− λi(t) [ ] ( ) = β0 + β1xi(t)+ε.  What is being done 
here is fitting a straight line to a transformed version of the data; this is analogous to the 
method of least squares. 




V(λi(t)) = λi(t) 1− λi(t) ( ) θt, depends both on 
the proportion and the size of the sample from which the proportion was derived.  When 
the observations are known with different precision, the standard amendment is to fit a 
weighted  version  of  least  squares.  This  minimises  the  weighted  sum  of  the  squared 















V(λi(t)) = λi(t) 1− λi(t) ( ) θt . Here 
the data is said to be exhibiting over‐dispersion relative to the postulated model. The 
estimate  of  the  scale  of  the  over  dispersion  is  then  required.  The  case  of  the  quasi‐
likelihood  is  being  dealt  with  here,  where  the  variance  is  then  of  the  form 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  T − λ ( ) 
(41) 
‘Given  an  estimate  for 
€ 
σQL
2   the  significances  can  be  recomputed  and  the  p‐values 
calculated. If the p‐value is less than 0.05 then the tag is differentially expressed.’ [17] 
Although this method is said to work well for SAGE data [17], issues arise when it is used 































rt |λt ~ Po(αt)  (43) 
Working  through  it  is  found  that 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σ  approaches  0  the 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function (44). 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€ 

















is  assumed  that  for  the  observed  tag, 
€ 
i,  the  counts  follow  a  conditional  Poisson 
distribution (45).  
€ 









p(k | yi(t),ψ) =
π k f (yi(t) |µi(t,k))






ψ  is  the  parameter  vector  containing  the  component  means  and  mixing 
coefficients 
€ 
π1,...,π K−1 ( ). 
€ 
f (yi(t) |µi(t)) is the probability mass function for the Poisson 








simulated  from  various  distributions:  Binomial,  Beta‐Binomial  and  negative  Binomial. 
Different tag proportions were selected and different values of dispersion were chosen 

























data is drawn from this Power‐Law distribution.          
48 














Various  analysis  techniques  exist  for  both  continuous  and  count  data  obtained  from 
sequencing. Although useful, many of the techniques developed do not take into account 






the  data,  finding  a  way  to  look  at  the  dataset  as  a  whole  proved  difficult.  Sammon 
mapping is a form of multidimensional scaling using a distance or similarity matrix. It 
creates distances between the points of interest in a lower‐dimensional space (usually 2‐
dimensional)  as  similar  as  possible  to  the  between‐point  distances  in  the  multi‐
dimensional space.  If there is correlation between the variables (original dimensions) 
then points close together in the multi‐dimensional space should appear close together 
on the Sammon map. This technique is, however exploratory, it generally involves some          
50 










measure  seems  to  have  identified  the  three  clusters  more  distinctly.  The  majority  of 
samples in cluster 3 lie in between clusters 1 and 2 while samples 4, 29, 30, 31, 51 and 52 




































































































































































































































































measures  used  were  not  adequately  sensitive.  Clustering  methods  using  different 
distance measures will be investigated further in Chapter 4.    









































































distributed.  However,  looking  at  these  samples  plotted  separately  against  sample  52 
there  is  some  evidence  of  similarity  as  the  points  group  very  closely  together.  This 
enforces the conclusion that cluster 3 is very similar to both clusters 1 and 2. Further 
analysis  and  investigation  into  this  will  be  conducted  in  Chapter  4.  Only  Euclidean 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As  above,  a  correlation  matrix  of  tags  was  constructed  and  the  two  most  and  least 
correlated tags were found to be tag 920 and 921 and tag 1551 and 1496 respectively. 
Frequency distributions of sample counts for these tags were plotted.  As expected the 
frequency  distribution  of  the  sample  counts  for  the  most  correlated  tags  are  almost 
identical,  whereas  for  the  two  least  correlated  tags  the  frequency  distributions  vary 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Although  in  dataset  1  the  clusters  were  known  a‐priori,  initial  inspection  of  the  data 
suggests that cluster 3 is not drastically different from the other two. Different types of 
algorithms  and  different,  more  sensitive  distance  measures  can  be  used  to  further 
separate the three clusters. It is likely that clustering of the data known to be in clusters 1 






identified.  Only  2  clusters  are  anticipated  in  this  dataset  due  to  the  low  number  of 
samples. This was confirmed when applying the clustering algorithm discussed in Chapter 



























































































































profiles  i.e.  different  groups  of  tags  will  be  differentially  expressed  in  samples  from 
different clusters.  Samples from the same cluster are expected to have more similar 
expression profiles.  More traditional significance tests such as the 2‐sample t‐test are not 
sensitive  enough  to  detect  the  levels  of  differential  expression  expected.    Many 
techniques  have  been  developed  to  assess  differential  expression  both  between 


























the  tags  can  make  the  vast  quantity  of  information  more  controllable  and  also  to 
distinguish  if  tags  that  are  known  to  be  similar  have  similar  expression  profiles.  [32] 




















































































ˆ  λ . 
€ 
y (t) = ˆ  λ  (t)θt(1−e









ˆ  E (yi(t)) = ˆ  λ  k









S = yi(t)− ˆ  E (yi(t)) ( )








r (i) ( ) θtλk














The  method  for  calculating  the  trans  chi‐square  distance  measure  has  been 
outlined in Chapter 2 and is calculated using (50): 
€ 






where:          
73 
€ 
E(yi(t1)− yi(t2)) = λi(t1)− λi(t2) ( )θt   (51) 
€ 
Var(yi(t1)− yi(t2))= λi(t1)+ λi(t2) ( )θt  (52) 
If the distribution chosen is Negative Binomial, the chi‐square and trans chi square 
distance measures are equivalent to that calculated for the Poisson. This is only 
true  for  these  two  distributions,  as  the  expected  value  of  a  random  variable 
following  a  Poisson  distribution 
€ 
yi(t) ~ Po(θtλi(t))  is  equivalent  to  that  of  a 













−1 ( )Γ yi(t)+1 ( )
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1+θtλk
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   
 
(53) 
where    is  the  dispersion.  There  are  various  ways  to  estimate  this:  the  ones 
assessed here are outlined in 2.1.3. 
If  the  Zero‐Truncated  Poisson  is  selected  the  Chi‐Square  and  Trans  Chi‐Square 











r (i) ( ) θtλk
r (i) ( )
yi (t)
1−exp −θtλk

































Although  no  alterations  were  made  to  the  algorithm  [24],  many  problems  were 






























pseudo‐likelihood  method  worked  in  the  algorithm.    When  solving  equation  (5)  to 
calculate the dispersion for each tag it was found that some of these values again did not 
work  in  the  clustering  algorithm  so  a  common  dispersion  for  all  tags  was  found  by 
calculating the dispersion for each tag and finding the mean of these values. This is all 






































Likelihood  22  4  3  0  18  8 
Chi‐Square  22  5  3  0  17  8 
Trans‐Chi  21  3  5  0  19  7 
Negative Binomial  
Likelihood  17  2  3  0  20  13 
Chi‐Square  22  6  2  0  16  9 
Trans‐Chi  20  4  4  0  18  9 
Zero‐Truncated Poisson 
Likelihood  22  5  3  0  17  8 
Chi‐Square  15  5  9  5  13  8 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Lik Chi Lik Chi Lik Chi TChi TChi TChi



































Looking  at  the  results  in  Table  3  it  is  clear  that  there  is  a  well‐defined  dissimilarity 
between the samples contained in cluster 1 and those contained in cluster 2. Using all 
distributions  and  all  distance  measures  the  clusters  were  identified  correctly  as  was 
expected  from  initial  analysis  of  the  data.  These  results  suggest  that  the  samples 
contained  in  clusters  1  and  2  definitely  come  from  two  distinctly  separate  groups  of 

























































































































































































































































Likelihood  22  0  11  0 
Chi‐Square  22  0  11  0 
Trans‐Chi  22  0  11  0 
Negative Binomial  
Likelihood  22  0  11  0 
Chi‐Square  22  0  11  0 
Trans‐Chi  22  0  11  0 
Zero‐Truncated Poisson 
Likelihood  22  0  11  0 
Chi‐Square  22  0  11  0 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Cluster 1 Cluster 2
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cl2 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Figure 39 illustrates the difference between each of the samples contained in clusters 1 













































Likelihood  19  2  20  3 
Chi‐Square  20  3  19  2 
Trans‐Chi  20  3  19  2 
Negative Binomial  
Likelihood  10  0  22  12 
Chi‐Square  20  2  20  2 
Trans‐Chi  13  5  17  9 
Zero‐Truncated Poisson 
Likelihood  20  1  21  2 
Chi‐Square  12  3  19  10 




















Lik Chi Lik Chi TChi TChi
Cluster 1 Cluster 3
P P P P P P NB NB NB NB NB NB TP TP TP TP TP TP
Cl1 Samples
Cl3 Samples

















s 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Likelihood  3  0  22  8 
Chi‐Square  4  0  22  7 
Trans‐Chi  4  0  22  7 
Negative Binomial  
Likelihood  10  1  21  1 
Chi‐Square  4  0  22  7 
Trans‐Chi  4  0  22  7 
Zero‐Truncated Poisson 
Likelihood  3  0  22  8 
Chi‐Square  5  6  16  6 




































Lik Chi Lik Chi TChi TChi
Cluster 2 Cluster 3
P P P P P P NB NB NB NB NB NB TP TP TP TP TP TP








































elements  of  the  matrix;  where  white  illustrates  elements  that  are  exactly  the  same, 
elements with a high similarity are shown by a light colour such as yellow, areas with low 
similarity with darker colours like orange and red if there is no similarity.  


















































































































methods  of  clustering  produce  very  similar  results  as  they  cluster  quite  distinctly 
together,  as  do  both  the  Negative  Binomial  and  Zero‐Truncated  Poisson  distributions 
using each of the similarity measures. 


























































































































































































ZTP=Zero-Trunc Poisson         
89 
































1  1   100%  14  2   89% 
2  1   78%  15  2   100% 
3  1   89%  16  2   89% 
4  1   89%  17  2   100% 
5  2   78%  18  2   100% 
6  1   88%  19  2   100% 
7  1   67%  20  2   100% 
8  2   56%  21  1   67% 
9  1   78%  22  1   100% 
10  1   89%  23  1  56% 
11  1   78%  24  2   89% 
12  2   89%  25  1   78% 
13  2   89%  26  1   89% 






























% appears in Cl1 











from  dataset  2.  As  is  clear  from  the  two  figures,  no  hierarchy  has  been  established, 
suggesting that the algorithm is not sensitive enough leading to the conclusion that the 
clustering algorithm will not be successful on any data of this format.  This could be due 
to  a  variety  of  reasons  such  as  the  mathematics  being  interpreted  wrongly  when 
translating from paper to code or the data is not suitable for the algorithm. These will be 
discussed further in section 0. 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3         
93 
However,  when  the  clustering  of  all  three  clusters  was  attempted  on  dataset  1  it 
appeared that the overlap between the three clusters was too great and the algorithm 
failed to separate them distinctly. This could be due to a variety of factors: the three 
clusters  may  overlap  and  the  differences  between  them  may  be  too  small  for  the 
algorithm to detect, the information given about the grouping of the samples may have 




Due  to  the  lack  of  information  given  about  the  grouping  in  dataset  2,  the  results 
presented  cannot  be  confirmed  or  rejected.  The  algorithm  was  run  in  triplicate  and 
obtained the same, recorded results each time.  
The  Bayesian  algorithm  yielded  surprising  results.  It  is  assumed  in  the  paper  it  was 
proposed  in  [24]  that  this  method  of  constructing  a  distance  (or  similarity)  matrix  is 
adequate for all typed of small RNA cloning data. The problems encountered with this 





















non‐cancerous  tissue  samples.  This  can  then  lead  to  a  long‐term  goal  of  discovering 
certain  miRNAs  or  groups  of  miRNAs  (or  genes,  exons,  proteins)  that  occur  more 
frequently  in  cancerous  tissue,  which  in  turn  could  lead  to  further  development  of 
treatments. Another use for this is to detect if there are certain genetic traits that can 






the  detection  of  differentially  expressed  tags.  Some  of  these  are  used  to  detect 
differential expression of tags between two individual samples and some are used to 
detect differential expression of tags between groups of samples.  The problem with 





in  the  information  about  the  within  library  variation  and  between  individual  library 
variation being lost.  
In the analysis presented in this chapter various different methods developed for the 







to [17] modelling the data using an over‐dispersed log‐linear approach[28], a log ratio 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R = log Li
alt(1)− Li
alt(2) [ ] Li











































within  sample  variability  may  also  be  lost.  This  is  due  to  pooling  of  the  data 






















































































differentially  expressed  tags  was  then  recorded  and  the  overlap  of  the  differentially 
expressed tags detected using each testing method was found and recorded.  Table 10 
Table  11  and  Table  12  contain  the  results  of  each  pair  of  the  differential  expression 























108  97  27  0  102  44  30  71 
Wilcox  97  179  59  0  133  58  92  96 
Weighted 
t 
27  59  110  0  84  42  83  52 
Overdisp 
Log.reg 
0  0  0  0  0  0  0  0 
Overdisp 
Log.lin 
102  133  84  0  226  85  88  122 
Ratio 
paper 
44  58  42  0  85  116  51  56 
Ratio 
adapt 
30  92  83  0  88  51  178  63 
Pois 
mix 























106  14  54  0  84  26  61  49 
Wilcox  14  95  15  0  35  25  23  29 
Weighted 
t 
54  15  128  0  99  36  100  83 
Overdisp 
Log.reg 
0  0  0  0  0  0  0  0 
Overdisp 
Log.lin 
84  35  99  0  185  45  88  134 
Ratio 
paper 
26  25  36  0  45  76  35  32 
Ratio 
adapt 
61  23  100  0  88  35  239  51 
Pois 
mix 
49  29  83  0  134  32  51  150 
 























43  16  32  0  39  8  37  24 
Wilcox  16  64  8  0  44  15  19  25 
Weighted 
t 
32  8  152  0  116  25  151  98 
Overdisp 
Log.reg 
0  0  0  0  0  0  0  0 
Overdisp 
Log.lin 
39  44  116  0  228  42  162  118 
Ratio 
paper 
8  15  25  0  42  79  50  51 
Ratio 
adapt 
37  19  151  0  162  50  412  120 
Pois 
mix 





count  range  of  the  data.    Looking  at  Table  10,  Table  11  and  Table  12  although  no 
information is known about the differential expression of the tags, it seems that the over‐
dispersed log‐linear method is the most promising as it has the highest overlap with all of 




The  differential  expression  analysis  was  then  performed  on  dataset  2.  The  optimal 
clustering results obtained in Chapter 4 for this dataset were used, as no information was 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previously  known  about  the  grouping  of  the  samples  or  the  tags.    The  differential 
expression analysis for dataset 2 is presented in Table 13.  Again the over‐dispersed log‐
linear method seems to be promising, but the analysis using the adapted log ratio method 


























84  75  43  0  69  6  38  53 
Wilcox  75  120  68  0  87  9  62  63 
Weighted 
t 
43  68  111  0  61  5  85  52 
Overdisp 
Log.reg 
0  0  0  0  0  0  0  0 
Overdisp 
Log.lin 
69  87  61  0  126  10  57  92 
Ratio 
paper 
6  9  5  0  10  16  2  8 
Ratio 
adapt 
38  62  85  0  57  2  847  35 
Pois 
mix 





the  datasets,  no  formal  assumptions  or  biological  inferences  can  be  made  about  the 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differential  expression  analysis  presented  in  this  chapter.  Many  of  the  methods  have 






















be  analysed  in  detail  and  the  rate  of  false  positives  (wrongly  flagged  differentially 
expressed  tags)  and  false  negatives  (differentially  expressed  tags  that  have  not  been 
flagged) can be calculated. 
In this chapter an algorithm is introduced to first simulate two vectors of true counts for 
the  tags  (miRNAs)  for  two  conditions  ‐  differentially  expressed  and  non‐differentially 
expressed.  The  differential  expression  is  set  in  designated  tag  numbers  to  make  the 
change  in  expression  significant.  This  is  implemented  so  as  when  the  differential 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expression  analysis  is  introduced  the  correct  number  of  differentially  expressed  tags 
identified can be recorded. From these true counts the libraries (or samples) are then 
sampled from three different distributions: the Poisson, the Negative Binomial and the 














3.  Dispersion   is calculated using the pseudo‐likelihood method outlined in 2.1.3 for 
the matrix. To be used when the data is simulated from the Negative Binomial 
distribution.   
4.  The power‐law exponent   is calculated using the powerlaw() function provided 











7.  Now the ‘true’ counts are simulated using the power‐law exponent   into the 
rpowerlaw() function provided by Khanin and Wit. This returns a vector (call this 










11. The  data  is  simulated  from  one  of  three  distributions:  the  Poisson,  Negative 
Binomial and Zero Truncated Poisson. This is done using the proportions cell 1 and 


































  Mean  Max  Min  Std Dev 
Poisson  0.63  0.64  0.60  0.01 
Neg Bin  0.5889  0.6192  0.559  0.019 





































Likelihood  5  0  5  0 
Chi‐Square  5  0  5  0 
Trans‐Chi  5  0  5  0 
Negative Binomial  
Likelihood  5  0  5  0 
Chi‐Square  5  0  5  0 
Trans‐Chi  5  0  5  0 
Zero‐Truncated Poisson 
Likelihood  5  0  5  0 
Chi‐Square  5  0  5  0 



























Likelihood  3  2  3  2 
Chi‐Square  3  2  3  2 
Trans‐Chi  3  2  3  2 
Negative Binomial  
Likelihood  4  1  4  1 
Chi‐Square  4  1  4  1 
Trans‐Chi  3  3  2  2 
Zero‐Truncated Poisson 
Likelihood  0  0  0  0 
Chi‐Square  3  2  3  2 
Trans‐Chi  3  2  3  2 


























Likelihood  5  0  5  0 
Chi‐Square  5  0  5  0 
Trans‐Chi  5  0  5  0 
Negative Binomial  
Likelihood  5  0  5  0 
Chi‐Square  5  0  5  0 
Trans‐Chi  5  0  5  0 
Zero‐Truncated Poisson 
Likelihood  5  0  5  0 
Chi‐Square  5  0  5  0 






























































Lik Chi Lik Chi TChi TChi
Cluster 1 Cluster 2
P P P P P P NB NB NB NB NB NB TP TP TP TP TP TP








Lik Chi Lik Chi TChi TChi
Cluster 1 Cluster 2
P P P P P P NB NB NB NB NB NB TP TP TP TP TP TP










































































































overlap  between  methods  in  tags  that  are  not  truly  differentially  expressed  but  are 
flagged as such a large proportion of the time. The method of simulation itself may be the 
problem. In the cell of the table where the overlap of a method is given with itself, what is 





















2  11  0  87  27  90  64 
False +  1  1  87  139  24  260  98 
False ‐  154  145  156  69  129  66  92 
Overlap 
simple t 
3  2  0  2  0  1  0 
Overlap 
Wilcox 
2  12  0  10  4  8  6 
Overlap 
Weighted t 
















0  6  48  63  31  82  162 
 























0  2  6  43  86  77  32 
False +  0  10  9  58  153  200  45 
False ‐  0  169  165  128  85  94  139 
Overlap 
simple t 
0  0  0  0  0  0  0 
Overlap 
Wilcox 
0  12  5  7  10  9  4 
Overlap 
Weighted t 
















0  4  3  29  61  24  77 























0  36  0  107  35  151  78 
False +  0  132  107  132  24  320  102 
False ‐  0  164  200  93  165  49  122 
Overlap 
simple t 
0  0  0  0  0  0  0 
Overlap 
Wilcox 
0  168  90  151  38  162  79 
Overlap 
Weighted t 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algorithms developed for use on sequencing data. 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From  the  results  presented  above  coupled  with  those  presented  in  Chapter  5,  it  is 
possible  to  conclude  that  the  over‐dispersed  log  linear  method  for  the  analysis  of 
differential expression is the most reliable. However, due to the further investigation 
needed into the method of simulation this cannot be confirmed.  











In  dataset  1,  due  to  the  grouping  of  the  samples  being  known  a‐priori,  both  of  the 
clustering algorithms were applied to the samples to assess the reliability of the two 
algorithms. Looking at the results presented in Chapter 4 it is clear that the Poisson C / 






groups  1  and  3  and  samples  in  groups  2  and  3  separately,  the  results  diverged 
considerably from the expected results. The algorithm was run repeatedly under each 
condition and equivalent results were obtained. This, together with the results from the 













[24]  is  not  suitably  sensitive  to  detect  differences  between  samples  of  the  deep 
sequencing data provided.  








algorithm  was  run  repeatedly  under  different  starting  conditions  for  each  set  of 










































work  could  be  done  on  different  methods  for  the  clustering  of  tags,  however  more 
information  would  be  needed  a‐priori  to  assess  the  methods.  Differential  expression 
analysis is a more informative way of finding out key tags that are significantly up or down 
regulated across two groups (or clusters) of samples. 
Once  the  grouping  (or  clusters)  of  the  samples  was  calculated  using  the  Poisson  C  / 
Poisson L algorithm, various methods of differential expression analysis were performed 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on the data and the results recorded in Chapter 5. Due to the lack of information known 









11,  Table  12  and  Table  13  it  appears  that  the  over‐dispersed  log  linear  method  for 
assessing differential expression is the most reliable. The adapted log ratio method while 

















work  ‐  perhaps  the  method  of  simulating  the  proportions  using  the  Power‐law 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