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EMBEDDING ORLICZ SEQUENCE SPACES INTO C(α)
DENNY H. LEUNG
Abstract. Let M be a non-degenerate Orlicz function such that
there exist ǫ > 0 and 0 < s < 1 with
∑
∞
i=1
M(ǫsi)/M(si) < ∞.
It is shown that the Orlicz sequence space hM is isomorphic to a
subspace of C(ωω). It is also shown that for any non-degenerate
Orlicz function M , hM does not embed into C(α) for any α < ω
ω.
1. Introduction
Let α be an ordinal, then α + 1, the set of all ordinals preceding or
equal to α, is a compact Hausdorff topological space under the order
topology. Following common practice, we let C(α) denote the space of
all real-valued continuous functions defined on α + 1. In this note, we
show that a certain class of Orlicz sequence spaces embeds into C(ωω).
It is also shown that no non-trivial Orlicz sequence space embeds into
C(α) for any α < ωω.
We follow throughout standard Banach space terminology as may be
found in [3]. An Orlicz function is a real-valued convex non-decreasing
function M defined on [0,∞) such that M(0) = 0 and M(t) > 0 for
some t. It is non-degenerate if M(t) > 0 for all t > 0. Given an
Orlicz function M , the Orlicz sequence space hM is the space of all real
sequences (ai)
∞
i=1 such that
∑∞
i=1M(c|ai|) <∞ for all c <∞, endowed
with the norm
‖(ai)‖ = inf{ρ > 0 :
∞∑
i=1
M(|ai|/ρ) ≤ 1}.
Two Orlicz functions M and N are said to be equivalent if there exist
positive constants K, k and t0 such that
K−1M(k−1t) ≤ N(t) ≤ KM(kt)
whenever 0 ≤ t ≤ t0. This holds if and only if hM = hN as sets, and
the identity map is an isomorphism between the spaces [3]. Let M be
a continuously differentiable Orlicz function such thatM ′ is a bijection
from [0,∞) onto itself. Define M∗(t) =
∫ t
0(M
′)−1(u)du for all t ≥ 0.
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Then M∗ is an Orlicz function. Furthermore, the following conditions
are equivalent [3]:
1. hM does not contain an isomorph of ℓ
1,
2. h′M is naturally isomorphic to hM∗ via the duality
〈(ai), (bi)〉 =
∞∑
i=1
aibi
for all (ai) ∈ hM , and (bi) ∈ hM∗ ,
3. M∗ satisfies the ∆2-condition, i.e., lim supt→0M
∗(2t)/M∗(t) <∞.
Equip the set of all real sequences with the coordinatewise partial
order. If b = (bi), let |b| = (|bi|). A set S of such sequences is solid if
whenever |y| ≤ |x| for some x ∈ S, then y ∈ S. Finally, c00 denotes
the space of all finitely non-zero real sequences, and the cardinality of
a set A is denoted by |A|.
2. Embedding hM into C(ω
ω)
Throughout this section, let M be a fixed continuously differentiable
Orlicz function such that M ′ is a bijection from [0,∞) onto itself, and
let tn = (M
∗)−1(1/n) for all n ∈ N. It is also assumed that there are
ǫ > 0 and 0 < s < 1 such that
∑∞
i=1M(ǫs
i)/M(si) < ∞. Note that if
si < t ≤ si−1, then
M(ǫst)
M(t)
≤
M(ǫsi)
M(si)
→ 0
as i → ∞. Hence limt→0M(ǫst)/M(t) = 0. It follows (see [2]) that
hM does not contain a copy of ℓ
1. By the remarks in the Introduction,
M∗ satisfies the ∆2-condition, and hM∗ is naturally isomorphic to h
′
M .
The main step in the embedding of hM into C(ω
ω) lies in the solution
of the optimization problem contained in the following proposition.
Proposition 1. For any n ∈ N, let S be the set of all non-negative,
non-increasing sequences (bi)
n
i=1 such that
∑n
i=1M
∗(bi) = 1. Then there
is a constant C, independent of n, such that, taking bn+1 = 0,
n∑
i=1
bi − bi+1
ti
≤ C
for all (bi)
n
i=1 ∈ S.
Proof. We begin with some notation. Define f : S → R by
f(b1, . . . , bn) =
n∑
i=1
bi − bi+1
ti
.
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Clearly, f is a continuous function on the compact subset S of Rn,
hence it attains its maximum at a point, say (ai)
n
i=1, of S. Let 0 = i0 <
i1 < · · · < im ≤ n be such that
a1 = · · · = ai1 > ai1+1 = · · · = ai2 > · · · > aim−1+1 = · · · = aim > aim+1 = 0.
Lemma 2. For 2 ≤ j ≤ m,
1
i1ti1(M
∗)′(ai1)
=
1
(ij − ij−1)(M∗)′(aij)
(
1
tij
−
1
tij−1
).
Furthermore, labeling this common value by λ,
f(a1, . . . , an) ≤ λ
n∑
i=1
M∗(2ai).
Proof. For any 2 ≤ j ≤ m, let δ = δ(ǫ) be defined in a neighborhood
of 0 so that
i1∑
i=1
M∗(ai + ǫ) +
ij∑
i=ij−1+1
M∗(ai − δ(ǫ)) +
∑
l 6=1,j
il∑
i=il−1+1
M∗(ai) = 1.
(1)
Since M∗ is continuously differentiable, so is δ. It is also clear that
δ(ǫ)→ 0 as ǫ→ 0. Therefore, for ǫ in a small enough neighborhood of
0, the sequence
xǫ = (ai)
n
i=1 + ǫ
i1∑
i=1
ei − δ(ǫ)
ij∑
i=ij−1+1
ei
belongs to S, where ei is the element in R
n with i-th coordinate 1 and
all other coordinates 0. By the maximality of f at (ai), we have
d
dǫ
f(xǫ)|ǫ=0 = 0.
Hence
1
ti1
+ δ′(0)(
1
tij−1
−
1
tij
) = 0. (2)
Differentiating equation (1) with respect to ǫ, and setting ǫ = 0, we see
that
δ′(0) =
i1(M
∗)′(ai1)
(ij − ij−1)(M∗)′(aij )
.
Combining this with equation (2), we have
1
i1ti1(M
∗)′(ai1)
=
1
(ij − ij−1)(M∗)′(aij )
(
1
tij
−
1
tij−1
)
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for 2 ≤ j ≤ m. For convenience, let η1 = ti1 , and ηj = (t
−1
ij
− t−1ij−1)
−1
for 2 ≤ j ≤ m. Then
f(a1, . . . , an) =
m∑
j=1
aij
ηj
= λ
m∑
j=1
aij (ij − ij−1)(M
∗)′(aij )
≤ λ
m∑
j=1
(ij − ij−1)M
∗(2aij )
= λ
n∑
i=1
M∗(2ai),
as claimed.
Continuing with the proof of Proposition 1, we let N(t) = M∗(t)/t for
all t > 0. Then N is an increasing function on (0,∞). Note that
tn = M
∗(tn)/N(tn) =
1
nN(tn)
for all n ∈ N. Hence η−11 = i1N(ti1) and
1
ηj
=
1
tij
−
1
tij−1
= ijN(tij )− ij−1N(tij−1) (3)
≤ (ij − ij−1)N(tij ).
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for 2 ≤ j ≤ m. Now
1 =
n∑
i=1
M∗(ai)
=
m∑
j=1
(ij − ij−1)M
∗(aij )
≤
m∑
j=1
(ij − ij−1)aij (M
∗)′(aij )
=
m∑
j=1
aij
ληj
=
m∑
j=1
1
ληj
M ′(
1
λ(ij − ij−1)ηj
) since (M∗)′ = (M ′)−1
≤
m∑
j=1
(ij − ij−1)N(tij )
λ
M ′(
N(tij )
λ
) by (3)
≤
m∑
j=1
(ij − ij−1)M(
2N(tij )
λ
)
≤
∞∑
i=1
M(
2N(ti)
λ
).
Let K be the largest integer, possibly negative, such that N(t1) ≤ s
K .
By the assumption onM , limt→0(M
′)−1(t) = 0. Hence limt→0N(t) = 0.
For each k ∈ N, let lk be the largest integer such that N(tlk) > s
K+k.
Note that sK+k < N(tlk) = (lktlk)
−1. Hence lk < (s
K+ktlk)
−1. Also,
sK+k < N(tlk) ≤ (M
∗)′(tlk). Therefore,
tlk > M
′(sK+k) ≥M(sK+k)/sK+k.
It follows that
1 ≤
∞∑
i=1
M(
2N(ti)
λ
)
≤
∞∑
k=1
lkM(
2
λ
sK+k−1)
<
∞∑
k=1
1
sK+ktlk
M(
2
λ
sK+k−1)
<
∞∑
k=1
M( 2
λ
sK+k−1)
M(sK+k)
.
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From the assumption onM , one easily deduces that
∑∞
k=1M(ǫs
K+k)/M(sK+k) <
∞. Consequently, if
λ ≥ max(
1
sǫ
∞∑
k=1
M(ǫsK+k)
M(sK+k)
,
2
sǫ
) ,
then
1 <
∞∑
k=1
M( 2
λ
sK+k−1)
M(sK+k)
=
∞∑
k=1
M( 2
λsǫ
ǫsK+k)
M(sK+k)
≤
2
λsǫ
∞∑
k=1
M(ǫsK+k)
M(sK+k)
≤ 1,
which is impossible. Hence λ is bounded by a constant which is inde-
pendent of n. Since ai ≤ t1 for all i, we obtain from Lemma 2 that
n∑
i=1
ai − ai+1
ti
≤ λ
n∑
i=1
M∗(2ai) ≤ λ sup
0<t≤t1
M∗(2t)
M∗(t)
.
As it has been observed that M∗ satisfies the ∆2-condition, the proof
is complete.
We now proceed to show that hM embeds in C(K) for some countable
compact set K.
Lemma 3. For all n ∈ N,
S ⊆ Cco({tj
j∑
i=1
ei : 1 ≤ j ≤ n} ∪ {0}),
where the constant C is as given in Proposition 1, and co denotes the
convex hull.
Proof. Let (b1, . . . , bn) ∈ S. Taking bn+1 = 0, define
ci =
bi − bi+1
ti
for 1 ≤ i ≤ n. Then
∑n
i=1 ci ≤ C by Proposition 1, and
n∑
i=1
biei =
n∑
i=1
ci(ti
i∑
j=1
ej).
The result follows immediately.
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For each n ∈ N, let Kn be the set of all infinite real sequences (bi)
such that (|bi|) = tn
∑
i∈A ei for some A ⊆ N of cardinality ≤ n (the
empty sum is defined to be the zero sequence).
Lemma 4. Let K =
⋃∞
n=1Kn, and let U be the unit ball of hM∗. Then
C−1U is contained in the weak* closed convex hull of K.
Proof. For each n ∈ N, it is easy to see that co(Kn) is solid. Hence so is
co(K). Let (bi) be a non-negative sequence in c00 such that ‖(bi)‖M∗ =
1. Then
∑∞
i=1M
∗(bi) = 1. Let π be a permutation on N so that (bπ(i))
is non-increasing. By Lemma 3,
n∑
i=1
bπ(i)ei ∈ Cco({tj
j∑
i=1
ei : 1 ≤ j ≤ n} ∪ {0}),
where n is the largest integer such that bπ(n) > 0. Hence
(bi) ∈ Cco({tj
j∑
i=1
eπ(i) : 1 ≤ j ≤ n} ∪ {0}) ⊆ Cco(K).
Since co(K) is solid, it follows that c00 ∩ U ⊆ Cco(K). The required
result follows immediately.
Proposition 5. The set K is countable and compact under the weak*
topology. Moreover, hM is isomorphic to a subspace of C(K).
Proof. The countability of K is obvious. From the definition, it is
easily seen that K is contained in the unit ball U of hM∗ . To show
that K is weak* compact, it suffices to show that it is weak* closed.
We claim that in fact K
w∗
=
⋃∞
n=1Kn
w∗
. Since it is clear that each
Kn is weak* closed, the result follows. Suppose now that there exists
x ∈ K
w∗
\
⋃∞
n=1Kn
w∗
. Fix i ∈ N. For any ǫ > 0 and n ∈ N, there exists
y ∈ K\
⋃n
j=1Kj such that |〈ei, x−y〉| < ǫ. Since |〈ei, y〉| ≤ tn+1, we see
that |〈ei, x〉| ≤ ǫ + tn+1. As ǫ > 0 is arbitrary, and tn → 0 as n → ∞,
we see that x = 0, which is impossible.
By virtue of Lemma 4, the evaluation map T : hM → C(K), (Tb)(x) =
〈b, x〉 for all x ∈ K, is an isomorphic embedding.
Recall that for a compact Hausdorff space X , the derived set X(1) is
the set of all limit points of X . Define a transfinite inductive sequence
of sets as follows: X(0) = X , if X(α) has been defined for all ordinals
α < β, let X(β) be the derived set of X(γ) if β = γ + 1; otherwise, let
X(β) =
⋂
α<β X
(α).
Proposition 6. The topological space K is homeomorphic to ωω + 1.
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Proof. By a result of Semadeni, (cf. [1, Corollary 5.2]), it suffices to
show that K(ω) is a singleton. We claim that in fact it consists of 0
only. From the proof of Proposition 5, we see that K(1) =
⋃∞
n=1K
(1)
n .
It is easy to see that
K(1)n = {(bi) : (|bi|) = tn
∑
i∈A
ei, |A| ≤ n− 1}.
Repeating the argument, we obtain that K(m) =
⋃∞
n=mK
(m)
n , and that
K(m)n = {(bi) : (|bi|) = tn
∑
i∈A
ei, |A| ≤ n−m}
for all m ≤ n ∈ N. Consequently, K(ω) =
⋂∞
m=1K
(m) = {0}, as
required.
Finally, we arrive at the following result.
Theorem 7. Let N be a non-degenerate Orlicz function such that
there exist ǫ > 0 and 0 < s < 1 such that
∑∞
i=1N(ǫs
i)/N(si) < ∞.
Then hN is isomorphic to a subspace of C(ω
ω).
Proof. It is well known that N is equivalent to a continuously differen-
tiable Orlicz function M1 (see [3]). Since hN does not contain a copy
of ℓ1, neither does hM1 . Hence M
′
1(0) = 0. By the non-degeneracy,
M ′1(t) > 0 for all t > 0. Let M(t) =
∫ t
0(1 + u)M
′
1(u)du for t ≥ 0. It is
easy to see thatM satisfies all the conditions stated at the beginning of
the section. Furthermore, M is equivalent to M1, and thus N , because
M1(t) ≤M(t) ≤ 2M1(t)
for 0 ≤ t ≤ 1. By Propositions 5 and 6, hM embeds in C(ω
ω). Since
hN and hM are isomorphic, the result follows.
3. A non-embedding result
In this section, we show that ifM is a non-degenerate Orlicz function,
then hM does not embed into C(α) for any α < ω
ω. We begin with the
following well known lemma.
Lemma 8. A Banach space E embeds into c0 if and only if there is a
weak* null sequence (x′i) in E
′, and a constant C > 0 such that
‖x‖ < C sup
i
|〈x, x′i〉|
for all x ∈ E.
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Theorem 9. Let E be a Banach space with a shrinking basis (ei).
Then E embeds into c0 if and only if there is a strictly increasing
sequence (ik)
∞
k=1 in N such that
∑∞
i=1 aiei converges in E whenever
‖
∑ik
i=ik−1+1
aiei‖ → 0 as k →∞, where i0 = 0.
Proof. Let the sequence (ik) have the property stated. For all k ∈ N,
let Ek = [ei]
ik
i=ik−1+1
. Then E is isomorphic to (
∑
⊕Ek)c0 by the Open
Mapping Theorem. For each k, choose a finite subset Wk of the unit
ball of E ′k such that
‖x‖ ≤ 2 sup
x′∈Wk
|〈x, x′〉|
for all x ∈ Ek. Using the obvious identification of E
′
k with a subset in
E ′, we can arrange
⋃
Wk into a weak* null sequence (x
′
i) satisfying the
condition in Lemma 8. Hence E embeds into c0, as required.
Conversely, assume that E embeds into c0. Choose a sequence (x
′
i)
and a constant C as in Lemma 8. Let (e′i) be the sequence biorthog-
onal to (ei). Since (ei) is shrinking, (e
′
i) is a basis of E
′. Let (Pi) be
the basis projections with respect to (ei). As (x
′
i) is weak* null, we see
that limi→∞ P
′
jx
′
i = 0 in norm for any fixed j. Applying an easy pertur-
bation argument, we may assume the existence of two non-decreasing
sequences of natural numbers, (mk) and (nk) such that mk ≤ nk for
all k ∈ N, limk→∞mk = limk→∞ nk = ∞, and x
′
k ∈ [e
′
i]
nk
i=mk
for all
k. Choose a strictly increasing sequence (kl) in N inductively, so that
k1 = 1, and nkl < mkl+1 for all l ∈ N. For each l ∈ N, let
Vl = {(Pnkl − Pnkl−1 )
′x′i : kl−1 < i < kl+1},
where n0 = k0 = 0. Clearly Vl ⊆ [e
′
i]
nkl
i=nkl−1+1
. Also, each x′i can be
written as a sum of at most two elements from
⋃∞
l=1 Vl. Hence
‖x‖ <
C
2
sup{|〈x, v′〉| : v′ ∈
∞⋃
l=1
Vl}.
Finally, let il = nkl, l ∈ N. Then for any (ai) ∈ c00,
‖
∞∑
i=1
aiei‖ ≤
C
2
sup
l
sup
v′∈Vl
|〈
∞∑
i=1
aiei, v
′〉|
≤ C˜ sup
l
‖
il∑
i=il−1+1
aiei‖
for some constant C˜. The desired conclusion follows easily.
Corollary 10. Let M be a non-degenerate Orlicz function, then hM
does not embed into C(α) for any ordinal α < ωω.
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Proof. Certainly, it is only necessary to consider infinite ordinals. It is
well known that C(α) is isomorphic to c0 for any infinite ordinal α <
ωω. Thus if hM embeds into C(α) for some such α, it also embeds into
c0. In particular, the coordinate unit vectors (ei) form a shrinking basis
of hM . We then obtain a sequence (ik) having the properties enunciated
in Theorem 9. For convenience, we assume the normalization condition
M(1) = 1. Choose a sequence of finite subsets (Aj) of N such that
maxAj < minAj+1 and |Aj |M(1/j) ≥ 1 for all j ∈ N. Note that
the second condition requires the non-degeneracy of M . The formal
sum
∑∞
j=1
∑
k∈Aj
eik/j satisfies the condition in Theorem 9 and hence
converges in hM . But this is impossible since
∑∞
j=1 |Aj|M(1/j) = ∞.
We close with the following natural question concerning the results
of this paper.
Problem Identify all Orlicz functions M such that hM embeds into
C(α) for some ordinal α.
Let us remark that as a consequence of the results in [2], there is an
Orlicz function M such that hM is c0-saturated, but does not embed
into C(α) for any ordinal α.
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