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Summary. We propose using model reparametrization to improve variational Bayes infer-
ence for a class of models whose variables can be classified as global (common across
observations) or local (observation specific). Posterior dependency between local and
global variables is reduced by applying an invertible affine transformation on the local
variables. The functional form of this transformation is deduced by approximating the
posterior distribution of each local variable conditional on the global variables by a Gaus-
sian distribution via a second order Taylor expansion. Variational Bayes inference for the
reparametrized model is then obtained using stochastic approximation. Our approach can
be readily extended to large datasets via a divide and recombine strategy. Using general-
ized linear mixed models, we demonstrate that reparametrized variational Bayes provides
improvements in both accuracy and convergence rate compared to state of the art Gaus-
sian variational approximation methods.
Keywords: Model reparametrization; Variational approximation; Stochastic varia-
tional inference; Generalized linear mixed models; Centering
1. Introduction
It is well known that the parametrization of a model can have a huge impact on the
performance of statistical inference methods. In classical statistics, data augmentation
strategies for speeding up expectation-maximization (EM) algorithms (Dempster et al.,
1977) have been developed for a wide range of models with missing data, such as mul-
tivariate t-models (Meng and van Dyk, 1997) and mixed effects models (Meng and van
Dyk, 1998). As the convergence rate of EM algorithms depends on the proportion
of missing information in the augmented data, these strategies transform the missing
data so that missing information is minimized. In Bayesian statistics, similar strategies
have also been considered for improving the convergence of Markov chain Monte Carlo
(MCMC) samplers, which converge slowly when there is weak identifiability or high
correlation among variables (Gelfand et al., 1995, 1996). Here, the goal is to minimize
the correlation among different groups of variables. As “missing data” are regarded
as variables in the Bayesian context, such strategies are often referred to as a model
reparametrization (Browne et al., 2009).
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1.1. Centered, noncentered and partially noncentered parametrizations
Two popular parametrizations for hierarchical models are the centered and noncentered
parametrizations. For instance, Yu and Meng (2011) introduce an ancillarity-sufficiency
strategy that interweaves the centered and noncentered parametrizations to improve the
efficiency of MCMC algorithms. Let y, x and θ denote the observed data, missing data
(or latent variables) and model parameters respectively. Consider as illustration, the
normal hierarchical model,
y|x ∼ N(x, σ2y) and x|θ ∼ N(θ, σ2x),
where σ2x, σ
2
y are known and p(θ) ∝ 1. This parametrization is centered as x is “centered”
about θ. Suppose we transform the missing data x by introducing x˜ = x − wθ, where
0 ≤ w ≤ 1 is a working parameter. Then the model can be reparametrized as
y|x˜, θ ∼ N(x˜+ wθ, σ2y) and x˜|θ ∼ N((1− w)θ, σ2x).
This partially noncentered parametrization (Papaspiliopoulos et al., 2003, 2007) lies on
the continuum between the centered (w = 0) and noncentered (w = 1) parametrizations.
In the noncentered parametrization, x˜ is independent of θ a priori. These parametriza-
tions are equivalent as the marginal posterior, θ|y ∼ N(y, σ2x + σ2y), is always the same.
Suppose a Gibbs sampler is used to estimate the posterior distribution with the updat-
ing scheme: (1) Draw θ from p(θ|x˜, y), (2) Draw x˜ from p(x˜|θ, y). For the partially
noncentered model, the Bayesian fraction of missing information (Rubin, 1987) is
1− E{var(θ|x˜, y)|y}
var(θ|y) = 1−
σ2xσ
2
y/(w
2σ2x + (1− w)2σ2y)
(σ2x + σ
2
y)
,
which is minimized at w∗ = σ2y/(σ2x + σ2y). At w∗, θ|x˜, y ∼ N(y, σ2x + σ2y), which implies
that θ is independent of x˜ a posteriori (posterior dependency between θ and x˜ is mini-
mized) and the Gibbs sampler converges in one step (convergence rate is zero). While the
centered and noncentered parametrizations (with convergence rates of σ2y/(σ
2
x +σ
2
y) and
σ2x/(σ
2
x + σ
2
y) respectively) are complementary in that the Gibbs sampler will converge
much faster under one parametrization if it converges very slowly under the other, the
partially noncentered parametrization automatically selects the best parametrization. If
σ2x  σ2y , w∗ → 0 (centering) and if σ2y  σ2x, w∗ → 1 (noncentering).
1.2. Variational Bayes inference
Variational approximation methods (Jacobs et al., 1991), which originated from ma-
chine learning, have become an increasingly popular alternative to MCMC methods for
estimating posterior densities due to their ability to scale up to high-dimensional data.
Suppose y is the observed data and θ is the set of variables in a model. In variational
approximation, some restriction is placed on the density q(θ) approximating the true
posterior so that it is more tractable. The Kullback-Leibler divergence between q(θ) and
p(θ|y), DKL(q||p) =
∫
q(θ) log{q(θ)/p(θ|y)}dθ, is then minimized subject to these restric-
tions (see e.g. Ormerod and Wand, 2010). Common restrictions assume a parametric
form such as a Gaussian density or a product of densities form, where q(θ) =
∏n
i=1 qi(θi)
Reparametrized variational Bayes 3
for some partition θ = {θ1, . . . , θn} of θ. The latter, known as mean-field variational
Bayes (Attias, 1999), has many advantages such as being low-dimensional, quick to con-
verge, having closed form updates (for conditionally conjugate models) and scalability
to large datasets (Hoffman et al., 2013). However, the resulting approximation can be
poor if strong posterior dependencies exist among {θi}.
Tan and Nott (2013) demonstrate that partially noncentered parametrizations can
be useful in variational Bayes inference for generalized linear mixed models (GLMMs).
Suppose β, Ω and bi denote the regression coefficients, random effects covariance matrix
and random effects for subject i = 1, . . . , n in a GLMM, and there are random effects
corresponding to each regression coefficient. In variational Bayes, an approximation
q(θ) = q(Ω)q(β)
∏n
i=1 q(bi), where θ = {Ω, β, b1, . . . , bn}, is typically considered. How-
ever, by transforming bi such that b˜i = bi − wiβ, for some working parameter wi, it is
possible to tune wi so that posterior dependency between b˜i and β is minimized. An ap-
proximation q(θ˜) = q(Ω)q(β)
∏n
i=1 q(b˜i), where θ˜ = {Ω, β, b˜1, . . . , b˜n}, then reflects more
accurately the dependency structure in p(θ˜|y). Tan and Nott (2013) show that partial
noncentering leads to improvements in both the accuracy of posterior approximation and
convergence rate in variational Bayes. However, as the transformation does not account
for posterior dependencies between bi and Ω, difficulties remain in estimating accurately
the posteriors of Ω and regression coefficients in β which cannot be centered.
We consider variational Bayes inference for a class of models where the variables can
be classified as global (common across observations) or local (observation specific). Our
goal is to obtain a low-dimensional posterior approximation scalable to large datasets,
by using reparametrization techniques to transform the local variables so that posterior
dependency between local and global variables is minimized. We consider an invertible
affine transformation, which is a function of the global variables, and the model depen-
dent functional form is deduced by considering a second order Taylor approximation to
the posterior distribution of the local variables conditional on the global variables. We
demonstrate that this transformation is a generalization of the partially noncentered
parametrization when both location and scale parameters are unknown. Christensen
et al. (2006) consider a similar approach of approximating the random effects condi-
tional posteriors in spatial GLMMs for improving MCMC methods. We then consider
independent Gaussian approximations to the posteriors of the global and local variables.
As it is not possible to obtain closed form updates of the variational parameters, op-
timization is performed using stochastic gradient ascent (Titsias and La´zaro-Gredilla,
2014). We also demonstrate how the assumption of posterior independence among trans-
formed local and global variables allow our approach to be extended to large datasets
easily using a divide and recombine strategy (Broderick et al., 2013; Tran et al., 2016).
Application of this methodology is illustrated using GLMMs. However, our methods
can be extended to a wider class of models including discrete choice models and spatial
GLMMs. This approach of minimizing posterior dependencies between global and local
variables using model reparametrization (via an affine transformation) prior to applying
variational Bayes is referred to as reparametrized variational Bayes (RVB).
Other approaches to relax the independence assumption in variational Bayes exist
in the literature (e.g. Gershman et al., 2012; Salimans and Knowles, 2013; Rezende and
Mohamed, 2015). Hoffman and Blei (2015) develop structured stochastic variational
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inference for models with global and local variables, which allows local variables to de-
pend explicitly on global variables in the variational posterior through some function
γ(·). However, their approach is limited to conditionally conjugate models and γ is
optimized using numerical methods by maximizing a local lower bound. Titsias (2017)
propose model reparametrization using affine transformations for improving variational
inference, where parameters of the affine transformation are optimized by minimizing
the Kullback-Leibler divergence between the variational approximation and a density ob-
tained after a variable number of MCMC steps. Our approach differs from Titsias (2017)
as the functional form of our affine transformation is deduced from a second-order Taylor
approximation to the conditional posteriors of the local variables and remain fixed during
optimization of variational parameters. Kucukelbir et al. (2016) develop an automatic
differentiation variational inference algorithm in Stan, where the approximating density
can be a full Gaussian approximation. However, there may be difficulties in inferring
high-dimensional approximations. Tan and Nott (2018) also consider a Gaussian vari-
ational approximation but posterior dependency among variables is captured through
sparse precision matrices and the resulting approximation is lower in dimension.
Our article is organized as follows. Section 2 introduces the notation, and Section
3 specifies the model and defines the affine transformation. Application of the affine
transformation to GLMMs is illustrated in Section 4. The stochastic variational algo-
rithm is described in Section 5 and Section 6 explains how the gradients are computed.
Extension of the variational algorithm to large datasets is discussed in Section 7 and
results for GLMMs are presented in Section 8. Section 9 concludes.
2. Notation
For any r× r matrix A, let diag(A) denote the diagonal of A, dg(A) denote the diagonal
matrix derived from A by setting non-diagonal elements to zero and A¯ denote the lower
triangular matrix derived from A by setting all superdiagonal elements to zero. Let
vec(A) denote the vector of length r2 obtained by stacking the columns of A under each
other from left to right and v(A) denote the vector of length r(r + 1)/2 obtained from
vec(A) by eliminating all superdiagonal elements of A. Let Er denote the r(r+1)/2×r2
elimination matrix such that Ervec(A) = v(A) and Kr denote the r
2 × r2 commutation
matrix such that Krvec(A) = vec(A
T ). If A is lower triangular, then ETr v(A) = vec(A).
If A is symmetric, then Drv(A) = vec(A), where Dr is the r
2 × r(r + 1)/2 duplication
matrix. The Kronecker product between any two matrices is denoted by ⊗. Scalar
functions applied to vector arguments are evaluated element by element.
3. Reparametrization using affine transformations
Suppose yi = [yi1, . . . , yini ]
T is the ith observation and bi is the r× 1 vector of variables
specific to observation i for i = 1, . . . , n. Let y = [yT1 , . . . , y
T
n ]
T , b = [bT1 , . . . , b
T
n ]
T be the
vector of local variables, θG denote the g×1 vector of global variables, θ = [θTG, bT ]T and
d = g + nr be the length of θ. We assume that the joint density of the model is
p(y, θ) = p(θG)
n∏
i=1
p(bi|θG)p(yi|bi, θG), (1)
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where p(θG) is the prior density of θG, p(bi|θG) is the density of bi conditional on θG and
p(yi|bi, θG) is the likelihood of observing yi given bi and θG. The posterior distribution
of θ has the structure
p(θ|y) = p(θG|y)
n∏
i=1
p(bi|θG, yi),
where posteriors of the local variables are independent conditional on the global variables.
Suppose we consider a variational approximation to p(θ|y) of the form
q(θ) = q(θG)
n∏
i=1
q(bi). (2)
As q(θ) assumes posterior independence among {θG, b1, . . . , bn}, it can be poor if strong
dependencies exist. To improve the variational approximation, we reparametrize the
model by applying an invertible affine transformation to each local variable bi, such that
b˜i = f(bi|θG) = L−1i (bi − λi), (3)
where λi (vector of length r) and Li (r× r lower triangular matrix) are functions of θG.
The inverse transformation is bi = f
−1(b˜i|θG) = Lib˜i + λi, and the functional forms of
{λi, Li} are to be deduced from the conditional posterior, p(bi|θG, yi). The motivation is
as follows. Suppose p(bi|θG, yi) can be approximated by a normal distribution, N(λi,Λi),
and LiL
T
i is the unique Cholesky decomposition of Λi where diagonal elements of Li are
positive. Then b˜i|θG, y ∼ N(0, Ir) approximately, which implies that b˜i is independent
of θG in the posterior. Subsequently, we estimate the posterior of θ˜ = [θ
T
G, b˜
T ]T using
q(θ˜) = q(θG)
n∏
i=1
q(b˜i), (4)
where b˜ = [b˜T1 , . . . , b˜
T
n ]
T . The product density assumption in (4) is less restrictive than
(2) as the posterior dependency of each b˜i on θG has been minimized. It reflects more
accurately the dependency structure in p(θ˜|y) and hence is expected to be more accurate.
3.1. Generalization of the partially noncentered parametrization
We illustrate how to deduce the functional forms of {λi, Li} using the linear mixed model
and use this example to show that the affine transformation is a generalization of the
partially noncentered parametrization for GLMMs introduced in Tan and Nott (2013)
when variance components are unknown. For i = 1, . . . , n, j = 1, . . . , ni, let
yij = X
T
ijβ + Z
T
ijbi + σ
2,
where β is a p× 1 vector of fixed effects, bi ∼ N(0,Ω) is a r× 1 vector of random effects,
Xij and Zij are covariates of length p and r respectively, and σ
2 is known for simplicity.
Let Xi = [Xi1, . . . , Xini ]
T and Zi = [Zi1, . . . , Zini ]
T . Then
p(bi|β,Ω, yi) ∝ p(yi|bi, β,Ω)p(bi|Ω)
∝ exp [−{bTi (Ω−1 + ZTi Zi/σ2)bi − 2bTi ZTi (yi −Xiβ)/σ2}/2] .
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Hence bi|β,Ω, yi ∼ N(λi,Λi) where
Λ−1i = Ω
−1 + ZTi Zi/σ
2, λi = ΛiZ
T
i (yi −Xiβ)/σ2. (5)
We seek a transformation b˜i = f(bi|β,Ω) to minimize posterior dependence of b˜i on
{β,Ω}. Suppose Ω is known and Xi = Zi. Then bi|β, yi depends on β only through its
mean and it suffices to consider
b˜i = bi + ΛiX
T
i Xiβ/σ
2, (6)
where Li = Ir and λi = −ΛiXTi Xiβ/σ2 in (3). Then b˜i is independent of β in the
posterior as b˜i|β, y ∼ N(ΛiXTi yi/σ2,Λi). Even if we assume q(θ˜) = q(β)
∏n
i=1 q(b˜i), the
optimized q(θ˜) is equal to p(θ˜|y) as this product density structure is obeyed in p(θ˜|y).
Tan and Nott (2013) introduced a partially noncentered parametrization,
b˜i = bi + (Ir −Wi)β,
where Wi is a r× r parameter that can be tuned. When Wi = 0, the parametrization is
centered as b˜i has a normal prior centered around β. WhenWi = Ir, b˜i is independent of β
a priori and the parametrization is noncentered. The optimal value of Wi is ΛiΩ
−1, which
leads to instant convergence and recovery of the true posterior in variational Bayes. This
reparametrization is equivalent to (6) as Ir −Wi = Λi(Λ−1i − Ω−1) = ΛiXTi Xi/σ2. The
centered and noncentered parametrizations correspond to setting Li = Ir and λi = −β
and 0 respectively. Thus the optimal partially noncentered parametrization transforms
bi so that it is independent of β in the posterior.
In the general case where Ω is unknown and Xi 6= Zi, we can consider the trans-
formation in (3), where λi and Λi are given in (5). For linear mixed models, it is easy
to identify λi and Λi as p(bi|β,Ω, yi) is Gaussian. More generally, we use second-order
Taylor expansions to obtain a Gaussian approximation to p(bi|θG, yi).
4. Application to generalized linear mixed models
For i = 1, . . . , n, j = 1, . . . , ni, let yij be generated from a distribution in the exponential
family and µij = E(yij) depend on the linear predictor,
ηij = X
T
ijβ + Z
T
ijbi,
through the link function g(·) such that g(µij) = ηij . Here β, bi, Xij , Zij , Xi and Zi
are defined in the same way as for linear mixed models. Let ηi = Xiβ +Zibi and WW
T
be the unique Cholesky factorization of Ω−1, where W is lower triangular with positive
diagonal elements. Define the r×r matrix W ∗ such that W ∗ii = logWii and W ∗ij = Wij if
i 6= j. We consider normal priors N(0, σ2βIp) for β and N(0, σ2ωIr(r+1)/2) for ω = v(W ∗).
The vector of global variables is θG = [β
T , ωT ]T .
We focus on GLMMs with canonical links, and the one-parameter exponential family
whose natural parameter space is R. Some examples are given in Table 1. The joint
density is p(y, θ) = p(β)p(ω)
∏n
i=1 p(bi|ω)
∏ni
j=1 p(yij |ηij) and
log p(y, θ) =
n∑
i=1
 ni∑
j=1
{yijηij − hij(ηij)} − 1
2
bTi Ω
−1bi
− n
2
log |Ω| − β
Tβ
2σ2β
− ω
Tω
2σ2ω
+ c0,
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Table 1. Poisson and binomial GLMMs with canonical links.
Model for yij E(yij) Canonical link hij(ηij)
Poisson(µij) µij log(µij) exp(ηij)
Binomial(mij , pij) mijpij logit(pij) mij log{1 + exp(ηij)}
where hij(·) is the log partition function and c0 is a constant independent of θ. The
linear predictor ηij is also the natural parameter of the exponential family. Let h
′
ij(·)
and h′′ij(·) denote the first and second derivatives of hij(·) respectively. From properties
of the exponential family, E(yij) = h
′
ij(ηij) and var(yij) = h
′′
ij(ηij) ≥ 0.
As p(bi|ω) is Gaussian, we first find a Gaussian approximation to the likelihood
p(yi|ηi) by considering a second-order Taylor expansion about some estimate ηˆi. This is
then combined with p(bi|ω) to obtain a Gaussian approximation to p(bi|θG, yi). Let
gi = yi − [h′i1(ηi1), . . . , h′ini(ηini)]T , Hi = diag([h′′i1(ηi1), . . . , h′′ini(ηini)]T ),
denote the gradient and negative Hessian of log p(yi|ηi) with respect to ηi respectively.
Let gˆi and Hˆi denote the values of gi and Hi evaluated at ηˆi respectively. Then
log p(yi|ηi) ≈ log p(yi|ηˆi) + (ηi − ηˆi)T gˆi − (ηi − ηˆi)T Hˆi(ηi − ηˆi)/2.
This leads to
p(bi|θG, yi) ∝ exp{log p(yi|ηi) + log p(bi|ω)}
∝ exp{ηTi gˆi − (ηi − ηˆi)T Hˆi(ηi − ηˆi)/2− bTi Ω−1bi/2}
∝ exp{(Zibi)T gˆi − (Xiβ + Zibi − ηˆi)T Hˆi(Xiβ + Zibi − ηˆi)/2− bTi Ω−1bi/2}
∝ exp{−[bTi (Ω−1 + ZTi HˆiZi)bi − 2bTi ZTi {gˆi + Hˆi(ηˆi −Xiβ)}]/2}.
Thus, bi|θG, yi ∼ N(λi,Λi) approximately, where
Λi = (Ω
−1 + ZTi HˆiZi)
−1, λi = ΛiZTi {gˆi + Hˆi(ηˆi −Xiβ)}. (7)
We can also obtain a Gaussian approximation of p(bi|θG, yi) by considering a Taylor
expansion about some estimate bˆi of bi. We have tried this option but found that it
leads to a more unstable algorithm. It is also easier to obtain good estimates of ηˆi from
the data than bˆi.
4.1. Estimate of natural parameter
Next, we determine ηˆi at which the Taylor expansion is evaluated. One possibility is
to let ηˆi be the mode of log p(yi|ηi), that is, the maximum likelihood estimate (MLE).
Then gˆi = 0 so that the expected value of yi is equal to its observed value and λi in (7)
simplifies to
λi = ΛiZ
T
i Hˆi(ηˆi −Xiβ).
As the ni observations in yi are independent, we can evaluate independently each ele-
ment,
ηˆMLij = argmaxηij∈R p(yij |ηij).
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However, ηˆMLij may not exist for boundary values of yij . For instance, ηˆ
ML
ij = logit(yij)
for the Bernoulli GLMM, which does not exist when yij = 0 or 1. In such cases, we
may consider the “MLE” of ηij that lies at infinity. Lemma 1 states the limits of some
important quantities in λi as ηij → ±∞. This leads to the definition of ci as the “MLE”
on the extended real line. From Theorem 1, we obtain the result that the limit of λi
always exist as ηˆi → ci and is zero under certain conditions. Proofs of Lemma 1 and
Theorem 1 are given in the supplementary material.
Lemma 1. For i = 1, . . . , n, j = 1. . . . , ni, if ηˆ
ML
ij does not exist for an observation
yij, then limηij→c h′ij(ηij) = yij, limηij→c h
′′
ij(ηij) = 0 and limηij→c h
′′
ij(ηij)ηij = 0 for
either c = −∞ or c =∞.
Definition 1. For i = 1, . . . , n, ci = [ci1, . . . , cini ]
T , where cij = ηˆ
ML
ij if ηˆ
ML
ij exists
and cij = limh′ij(ηij)→yij ηij if ηˆ
ML
ij does not exist, for j = 1, . . . , ni.
Theorem 1. For i = 1, . . . , n, the limit of λi exists as ηˆi → ci, and is zero if ηˆMLij
does not exist for each j = 1, . . . , ni.
Corollary 1. For i = 1, . . . , n. if ηˆi → ci, then λi → 0
(i) for the Poisson GLMM with log link if yi = 0.
(ii) for the binomial GLMM with logit link if the elements in yi are either 0 or mij.
Proof. For the Poisson GLMM with log link, ηˆMLij = log(yij) which is undefined
if yij = 0. For the binomial GLMM with logit link, ηˆ
ML
ij = logit(yij/mij) which is
undefined if yij is 0 or mij . From Theorem 1, λi → 0 if ηˆMLij does not exist for each
j = 1, . . . , ni.
From Corollary 1, the (location) noncentered parametrization is preferred for Poisson
and binomial GLMMs when yij lies on the support boundary, and is always preferred
for Bernoulli GLMMs. If we set ηˆi → ci, then both Λi and the limit of λi can be
evaluated in principle from Theorem 1. We have tried this approach but found that it
results in a highly unstable stochastic variational algorithm if parameter initialization is
far from convergence. For instance, if we observe yi = 0 for the Poisson GLMM, then
Hˆi = diag(yi) = 0, which implies that λi → 0, Λi = Ω and bi = Lib˜i. If the estimate of
ω is too small, then estimates for Λi = Ω = (WW
T )−1 and bi may experience overflow.
This issue is alleviated if Hˆi is positive definite. While this problem can likely be resolved
with better parameter initialization, we prefer initialization that is not problem specific.
To avoid undefined estimates of ηij at the support boundary of yij , we “regularize”
the MLE using a Bayesian approach. Consider yij ∼ Poisson(µij) with logµij = ηij .
If we adopt a non-informative Jeffreys prior for µij , p(µij) ∝ µ−1/2ij , then the posterior
p(µij |yij) is Gamma(yij + 0.5, 1). Hence we can set
ηˆij = E(ηij |yij) = E(log(µij)|yij) = ψ(yij + 0.5),
Reparametrized variational Bayes 9
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Fig. 1. Plot of maximum likelihood and regularized estimates of ηˆij against yij for Poisson and
binomial (mij = 10) GLMMs.
Table 2. Values of some quantities in Lemma 1 evaluated using regularized
estimates of ηˆij compared to the “MLEs” at infinity (in brackets).
Poisson Binomial(10, pij) Bernoulli(pij)
yij = 0 yij = 0 yij = mij yij = 0 yij = 1
ηˆij -1.96 (−∞) -4.27 (−∞) 4.27 (∞) -2 (−∞) 2 (∞)
h′ij(ηˆij) 0.14 (0) 0.14 (0) 9.86 (10) 0.12 (0) 0.88 (1)
h′′ij(ηˆij) 0.14 (0) 0.14 (0) 0.14 (0) 0.10 (0) 0.10 (0)
h′′ij(ηˆij)ηˆij -0.28 (0) -0.58 (0) 0.58 (0) -0.21 (0) 0.21 (0)
where ψ(·) is the digamma function. If yij ∼ binomial(mij , pij), then the Jeffrey’s prior
for pij is Beta(0.5, 0.5) and the posterior p(pij |yij) is Beta(yij + 0.5,mij − yij + 0.5).
Hence
ηˆij = E(ηij |yij) = E(logit(pij)|yij) = E(log(pij)|yij)− E(log(1− pij)|yij)
= ψ(yij + 0.5)− ψ(mij − yij + 0.5).
If yij ∼ Bernoulli(pij), then mij = 1 and ηˆij = ψ(yij +0.5)−ψ(1.5−yij). From Figure 1,
these regularized estimates of ηˆij are indistinguishable from the MLEs for values of yij
that do not lie on the support boundary. However, by using these regularized estimates,
λi will be close to but is not zero even if yi lies on the support boundary for the Poisson
and binomial GLMMs (see Table 2). In practice, we find that these regularized estimates
of ηˆij perform very well and yield more stable stochastic variational algorithms.
5. Reparametrized variational Bayes inference
We consider a variational approximation for the reparametrized model of the form in (4),
where q(θG) and q(b˜i) are Gaussian. Hence, q(θ˜) is Gaussian, say N(µ,Σ), where Σ is a
block diagonal matrix. The first block is of order g and each of the subsequent n blocks is
of order r. Let CCT be the unique Cholesky factorization of Σ where C is lower triangular
with positive diagonal elements. Then q(θ˜) = q(θ˜|µ,C) and the variational parameters
{µ,C} are optimized so that Kullback-Leibler divergence between q(θ˜|µ,C) and p(θ˜|y),
DKL(q||p) =
∫
q(θ˜|µ,C) log{q(θ˜|µ,C)/p(θ˜|y)}dθ˜, is minimized. Since DKL(q||p) ≥ 0,
log p(y) ≥ Eq{log p(y, θ˜)− log q(θ˜|µ,C)} = L(µ,C) = L, (8)
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where Eq denotes expectation with respect to q(θ˜|µ,C). Minimizing the Kullback-Leibler
divergence is thus equivalent to maximizing a lower bound L on the log marginal likeli-
hood log p(y) with respect to {µ,C}.
For non-conjugate models such as GLMMs, Eq{log p(y, θ˜)} cannot be evaluated in
closed form and the lower bound is intractable. To overcome this limitation, we maximize
L with respect to {µ,C} using stochastic variational inference (Titsias and La´zaro-
Gredilla, 2014). This approach is based on stochastic approximation (Robbins and
Monro, 1951), where at each iteration t, the variational parameters are updated by
taking a small step ρt in the direction of the stochastic gradients,
µ(t) = µ(t−1) + ρt∇̂µL, v(C(t)) = v(C(t−1)) + ρt∇̂v(C)L. (9)
The stochastic gradients ∇̂µL and ∇̂v(C)L are unbiased estimates of the true gradi-
ents ∇µL and ∇v(C)L respectively. Under mild regularity conditions, the stochastic
approximation algorithm will converge to a local maximum if the stepsize {ρt} satisfy∑
t ρt =∞,
∑
t ρ
2
t <∞ and the lower bound is concave (Spall, 2003).
From (8), unbiased estimates of the true gradients can be constructed by sampling
θ˜ from q(θ˜|µ,C). However, this approach often results in estimators with high variance
(Paisley et al., 2012). Hence we employ the “reparametrization trick” (Kingma and
Welling, 2014; Rezende et al., 2014; Titsias and La´zaro-Gredilla, 2014), which introduces
an invertible transformation s = C−1(θ˜− µ). The density of s, denoted by φ(s), is then
N(0, Id). Let `(θ˜) = log p(y, θ˜). From (8),
L(µ,C) = Eφ{`(θ˜)} − Eφ{log q(θ˜|µ,C)}. (10)
where Eφ denotes expectation with respect to φ(s) and θ˜ = Cs+µ. Unbiased estimates
of the true gradients can thus be constructed by sampling s from φ(s) instead of θ˜ from
q(θ˜|µ,C). The advantage of this reparametrization is that `(θ˜) is now a function of
{µ,C}, which enables gradient information from `(θ˜) to be utilized effectively.
5.1. Unbiased estimates of stochastic gradients
We show that several unbiased estimators of the true gradients ∇µL and ∇v(C)L can be
constructed from (10) but some has nicer properties at convergence than others. The
estimators below are based on a single sample s generated from φ(s), as one sample often
provides sufficient gradient information (Titsias and La´zaro-Gredilla, 2014). However, it
is straightforward to extend the estimators to a larger number of samples by averaging.
If we evaluate the second term in (10) analytically, then
L = Eφ{`(θ˜)}+ log |C|+ c′,
where c′ is a constant that does not depend on {µ,C}. The gradients of L with respect
to µ and v(C) are then given by
∇µL = Eφ{∇θ˜`(θ˜)}, ∇v(C)L = Eφ[v{∇θ˜`(θ˜)sT + C−T }].
Derivation details are given in the supplementary material. This leads to unbiased
estimators,
∇̂µL1 = ∇θ˜`(θ˜), ∇̂v(C)L1 = v{∇θ˜`(θ˜)sT + C−T }. (11)
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Alternatively, we do not evaluate Eφ{log q(θ˜|µ,C)} analytically but approximate both
terms in (10) using the same samples. As log q(θ˜|µ,C) depends on {µ,C} directly as
well as through θ˜, we apply chain rule to obtain
∇µL = Eφ{∇θ˜`(θ˜)−∇θ˜ log q(θ˜|µ,C)−∇µ log q(θ˜|µ,C)}, (12)
∇v(C)L = Eφ[v{∇θ˜`(θ˜)sT −∇θ˜ log q(θ˜|µ,C)sT } − ∇v(C) log q(θ˜|µ,C)], (13)
where ∇θ˜ log q(θ˜|µ,C) = −∇µ log q(θ˜|µ,C)} = −C−T s and
∇v(C) log q(θ˜|µ,C) = v{C−T (ssT − Id)}.
If we use all the terms in (12) and (13) to construct the gradient estimators, we will
obtain the same estimators in (11) after simplification. However, as Eφ(s) = 0 and
Eφ(ss
T ) = Id,
Eφ{∇θ˜ log q(θ˜|µ,C)} = Eφ{∇µ log q(θ˜|µ,C)} = 0, Eφ{∇v(C) log q(θ˜|µ,C)} = 0.
Alternatively, note that Eφ{∇µ log q(θ˜|µ,C)} = 0 and Eφ{∇v(C) log q(θ˜|µ,C)} = 0 as
they form the expectation of the score. Unbiased estimators can thus be constructed by
omitting the last term in (12) and (13). We thus obtain the second set of estimators,
∇̂µL2 = ∇θ˜`(θ˜) + C−T s, ∇̂v(C)L2 = v{∇θ˜`(θ˜)sT + C−T ssT }. (14)
A third unbiased estimator is ∇̂µL3 = ∇θ˜`(θ˜) − C−T s, which is obtained by omitting
the second term in (12). We show below that the estimators ∇̂µL2 and ∇̂v(C)L2 are
preferred as they have smaller variation at convergence.
Consider a second-order Taylor approximation to `(θ˜) at the posterior mode θ˜∗,
`(θ˜) ≈ `(θ˜∗) + (θ˜ − θ˜∗)T∇2
θ˜
`(θ˜∗)(θ˜ − θ˜∗)/2,
where∇2
θ˜
`(θ˜∗) denotes the Hessian of ` evaluated at the mode θ˜∗. This implies that p(θ˜|y)
can be approximated by N(θ˜∗,−{∇2
θ˜
`(θ˜∗)}−1). Differentiating the Taylor approximation
with respect to θ˜ yields
∇θ˜`(θ˜) ≈ ∇2θ˜`(θ˜∗)(θ˜ − θ˜∗). (15)
Since q(θ˜|µ,Σ) provides a Gaussian approximation to p(θ˜|y), µ ≈ θ˜∗, Σ ≈ −{∇2
θ˜
`(θ˜∗)}−1
at convergence. Thus, ∇θ˜`(θ˜) ≈ −Σ−1(θ˜ − µ) = −C−T s and
∇̂µL1 ≈ −C−T s,
∇̂µL2 ≈ 0,
∇̂v(C)L1 ≈ v{−C−T ssT + C−T },
∇̂v(C)L2 ≈ 0.
The estimators ∇̂µL2 and ∇̂v(C)L2 are close to zero as the contributions from `(θ˜) and
log q(θ˜|µ,C) cancel out each other when the stochastic approximation algorithm is close
to convergence. However ∇̂µL1 and ∇̂v(C)L1 still contain a certain amount of noise and
∇̂µL3 ≈ −2C−T s is even noisier than ∇̂µL2. In addition, from (15), we have
covφ(∇̂µL1) = covq(∇θ˜`(θ˜)) ≈ ∇2θ˜`(θ˜∗)Σ{∇2θ˜`(θ˜∗)}T ≈ Σ−1,
covφ(∇̂µL2) = covq(∇θ˜`(θ˜) + Σ−1θ˜) ≈ {∇2θ˜`(θ˜∗) + Σ−1}Σ{∇2θ˜`(θ˜∗) + Σ−1}T ≈ 0,
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which supports the claim that ∇̂µL2 is less noisy than ∇̂µL1 at convergence. From our
experience, using the less noisy estimators contributes greatly to improved convergence
of the stochastic variational algorithm (see also Roeder et al. (2017)).
5.2. Algorithm implementation
As the update for v(C) in (9) does not ensure that the diagonal elements of C remain
positive, we introduce the lower triangular matrix C∗ such that C∗ii = log(Cii) and
C∗ij = Cij if i 6= j, and the stochastic gradient updates are applied to C∗ instead. Let
DC = diag{v(dg(C) + Jd − Id)} where Jd is a d × d matrix of ones. Then ∇v(C′)L =
DC∇v(C)L. The stochastic variational algorithm using the estimators ∇̂µL2 and ∇̂v(C)L2
is summarized in Algorithm 1.
Initialize µ(1) = 0 and C(1) = Id. For t = 1, . . . , T ,
1. Generate s ∼ N(0, Id).
2. Compute θ˜(t) = C(t)s+ µ(t) and G(t) = ∇θ˜`(θ˜(t)) + C(t)
−T
s.
3. Update µ(t+1) = µ(t) + ρtG(t).
4. Update v(C ′(t+1)) = v(C ′(t)) + ρtDCv{G(t)sT }.
5. Compute C(t+1) from C ′(t+1).
Algorithm 1: RVB algorithm.
For computing the stepsize ρt, we use the ADADELTA method (Zeiler, 2012), which
automatically adapts to different parameters. There are very few parameters that require
tuning in ADADELTA and we set these as the default values recommended in Zeiler
(2012). For diagnosing the convergence of Algorithm 1, we compute an unbiased estimate
of the lower bound at each iteration by using (10), that is, Lˆ = `(θ˜) − log q(θ˜|µ,C)
where θ˜ is computed in step 2 of Algorithm 1, and µ and C are the current estimates.
As these estimates are stochastic, we consider the lower bound averaged over every
1000 iterations and monitor the path of these means to diagnose convergence. In the
beginning, the means tend to increase monotonically. However, as the algorithm comes
close to convergence, these means start bouncing around the true maximum lower bound.
Hence we propose to consider the gradient of a least square regression line fitted to the
past τ means and Algorithm 1 is terminated once the gradient becomes negative. This
process is illustrated in Figure 2. For the experiments in this article, we set τ = 6. When
the number of means is less than τ , we only fit the regression lines to existing means.
5.3. Marginal posterior distribution of the local variables
The RVB algorithm does not return the posterior distributions of the local variables {bi}
directly as it considers a Gaussian approximation for transformed local variables {b˜i}.
Marginal posterior distributions of {bi} can be estimated using simulation:
(a) Generate θG from q(θG).
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Fig. 2. Plot of average lower bound against iteration for epilepsy data Model II. Dotted lines are
the fitted least square regression lines, whose gradients decrease to zero.
(b) For i = 1, . . . , n,
(i) Generate b˜i from q(b˜i).
(ii) Compute λi and Li from θG and ηˆi using (7).
(iii) Compute bi = Lib˜i + λi.
While this takes more work, one possible advantage is that the posterior distributions of
{bi} are not constrained to be Gaussian and hence may be better able to accommodate
any skewness that may be present in the true marginal posterior p(bi|y).
6. Gradient of the log joint density
To implement Algorithm 1, we require ∇θ˜`(θ˜) = [∇θG`(θ˜),∇b˜1`(θ˜), . . . ,∇b˜n`(θ˜)]. As
bi = Lib˜i +λi, p(b˜i|θG) = p(bi|θG)|Li|. Hence p(y, θ˜) = p(y, θ)
∏n
i=1 |Li| and the log joint
density of the model in (1) after reparametrization is
`(θ˜) = log p(θG) +
n∑
i=1
{log p(yi, bi|θG) + log |Li|}.
The gradients ∇b˜i`(θ˜) for i = 1, . . . , n, and ∇θG`(θ˜) are derived in Theorem 2. This
result is applicable generally to any model of the form in (1).
Theorem 2. For i = 1, . . . , n, let ai = ∇bi log p(yi, bi|θG), Bi = LTi aib˜Ti and B˜i =
B¯i + B¯
T
i − dg(Bi). Then ∇b˜i`(θ˜) = LTi ai for i = 1, . . . , n. Suppose θG is partitioned as
[θTG1 , . . . , θ
T
GM
]T . For m = 1, . . . ,M ,
∇θGm `(θ˜) =
n∑
i=1
(∇θGmλi)ai +
n∑
i=1
{∇θGmvec(Λi)}vec(Λ−1i + L−Ti B˜iL−1i )/2)
+
n∑
i=1
∇θGm log p(yi, bi|θG) +∇θGm log p(θG).
Proof of Theorem 2 is given in the supplementary material.
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6.1. Gradients of reparametrized generalized linear mixed models
For the GLMMs discussed in Section 4, after deriving λi and Λi in (7), we reparametrize
the model by transforming each random effect bi so that bi = Lib˜i+λi, where LiL
T
i = Λi.
From Theorem 2, to evaluate ∇b˜i`(θ˜), we require
ai = ∇bi log p(yi, bi|θG) = ZTi gi − Ω−1bi, i = 1, . . . , n.
As θG is partitioned into two components, β and ω, we use Theorem 2 to find ∇β`(θ˜)
and ∇ω`(θ˜). Since ∇β log p(θG) = −β/σ2β, ∇β log p(yi, bi|θG) = XTi gi, ∇βvec(Λi) = 0
and ∇βλi = −XTi HˆiZiΛi, we have
∇β`(θ˜) =
n∑
i=1
XTi (gi − HˆiZiΛiai)− β/σ2β.
Lemma 2. Let D∗ = diag{v(dg(W ) + Jr − Ir)}, where Jr is an r × r matrix of ones
and Nr = (Kr + Ir2)/2. Then
(a) ∇ω log p(yi, bi|θG) = D∗v(W−T − bibTi W ),
(b) ∇ωvec(Λi) = −2D∗Er(W TΛi ⊗ Λi)Nr,
(c) ∇ωλi = −D∗Er(W Tλi ⊗ Λi +W TΛi ⊗ λi).
Proof of Lemma 2 is given in the supplementary material. Since ∇ω log p(θG) = −ω/σ2ω,
and by substituting the results from Lemma 2 into Theorem 2, we have
∇ω`(θ˜) = D∗
n∑
i=1
v{W−T − (Λi + λiaTi Λi + ΛiaiλTi + bibTi + LiB˜iLTi )W} − ω/σ2ω.
7. Extension to large data sets
In this section, we discuss how the RVB algorithm can be extended to large data sets
using a divide and recombine strategy (Broderick et al., 2013; Tran et al., 2016). Suppose
the n observations in the data are partitioned into S parts such that y = (y1, . . . , yS)T
and let b˜s be the set of transformed local variables corresponding to ys. The true
posterior distribution can be written as
p(θ˜|y) = p(b˜, θG|y) ∝ p(θG)
S∏
s=1
{p(ys|b˜s, θG)p(b˜s|θG)}
∝
∏S
s=1{p(ys|b˜s, θG)p(b˜s|θG)p(θG)}
p(θG)s−1
∝
∏S
s=1 p(θG, b˜
s|ys)
p(θG)s−1
.
If we estimate p(θG, b˜
s|ys) by our variational approximation qs(θG)qs(b˜s), which is ob-
tained using the portion ys of the data only, then
p(b˜, θG|y) ∝
∏S
s=1{qs(θG)qs(b˜s)}
p(θG)s−1
.
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approximately. Due to the assumption of independent variational posteriors for the local
and glocal variables, we can integrate out the random effects b˜ on both sides to obtain
p(θG|y) ∝
∏S
s=1 q
s(θG)
p(θG)s−1
.
Suppose that p(θG) is N(µ0,Σ0). As q
s(θG) is Gaussian, say N(µs,Σs),
p(θG|y) ∝ exp
[
−1
2
{
S∑
s=1
(θG − µs)TΣ−1s (θG − µs)− (s− 1)(θG − µ0)TΣ−10 (θG − µ0)
}]
.
Thus the distribution of p(θG|y) can be approximated by N(µ,Σ), where
Σ =
{
S∑
s=1
Σ−1s − (s− 1)Σ−10
}−1
, µ = Σ
{
S∑
s=1
Σ−1s µs − (s− 1)Σ−10 µ0
}
.
Another possible way of extending RVB to large data sets is to fix q(b˜i) as N(0, Ir)
and optimize only q(θG), since p(bi|θG, y) is approximately N(0, Ir) after transformation.
To increase efficiency, one can also replace ∇θGm `(θ˜) by an unbiased estimate, computed
by choosing a random sample of M subjects from {1, . . . , n} at each iteration, say S =
{i1, . . . , iM}, and replacing
∑n
i=1 in Theorem 2 by n
∑
i∈S /M . Further work is required
in determining the accuracy of such an approach.
8. Experimental results
We present the results of fitting the RVB algorithm to Poisson, binomial and Bernoulli
GLMMs. We also use a large dataset to investigate the quality of the results obtained
via dataset partitioning and parallel processing. The results of the RVB algorithm are
compared with Gaussian variational approximation (GVA, Tan and Nott, 2018), which
is also based on the stochastic variational algorithm (Titsias and La´zaro-Gredilla, 2014).
In GVA, the variational approximation for p(θ|y) is N(µ,Σ), and TT T is a Cholesky
decomposition of the precision matrix Σ−1, where T is lower triangular. Both T and
Σ−1 are assumed to be sparse matrices of the form,
T =

T11 . . . 0 0
...
. . .
...
...
0 . . . Tnn 0
Tn+1,1 . . . Tn+1,n Tn+1,n+1
 , Σ−1 =

Σ−111 . . . 0 Σ
−1
1,n+1
...
. . .
...
...
0 . . . Σ−1nn Σ
−1
n,n+1
Σ−1n+1,1 . . . Σ
−1
n+1,n Σ
−1
n+1,n+1
 ,
in order to capture the dependency structure in the posterior distribution. The block
matrices Σ−111 , . . . ,Σ
−1
nn ,Σ
−1
n+1,n+1 correspond to b1, . . . bn, θG respectively. As {bi} are in-
dependent conditional on θG in the posterior, a block diagonal structure is assumed for
these components while Σ−1n+1,i seeks to capture the conditional posterior dependency
between bi and θG. On the other hand, RVB minimizes the posterior dependency be-
tween local and global variables through model reparametrization and considers a block
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Table 3. Epilepsy data. Average Lower bound (standard deviation in brackets)
and computation time in seconds.
Model I Model II
GVA RVB GVA RVB
Lower bound 3130.1 (2.5) 3131.7 (0.9) 3137.5 (2.5) 3139.6 (1.1)
Computation time 26.2 12.7 40.5 10.7
diagonal structure for Σ and a Cholesky decomposition of Σ. The number of variational
parameters in RVB is smaller than GVA by nrg (corresponding to absence of the off-
diagonal blocks Tn+1,1, . . . , Tn+1,n). This reduction can be significant when n, r and g
are large. While GVA and RVB account for posterior dependency in different manners,
we observe that RVB can often achieve a better posterior approximation and higher
lower bound than GVA at a faster rate of convergence. Code for both variational algo-
rithms are written in Julia version 0.6.4 (https://julialang.org/) and are available
as supplementary material. All algorithms are run on a Intel Core i7-4500U CPU @
1.80GHz 8.0GB RAM laptop. The posterior distributions estimated using MCMC via
RStan(http://mc-stan.org/interfaces/rstan) are regarded as the ground truth. For
each example, we obtain 5000 samples from MCMC after burn-in, thinning and checking
for convergence. The same priors are used for all algorithms and we set σ2β = σ
2
ω = 100 in
all examples. The lower bounds presented are estimated using 1000 simulations in each
case and exclude constants which are independent of the variational parameters. The
same stopping criterion as described in Section 5.2 was used for both RVB and GVA.
8.1. Epilepsy data
In the epilepsy data of Thall and Vail (1990) (from R package MASS, data(epil)), n =
59 epileptics were assigned either a new drug Progabide or a placebo randomly. The
response yij is the number of epileptic seizures of patient i in the two weeks before clinic
visit j for j = 1, . . . , 4. The covariates for patient i are Basei (log of 1/4 the number
of baseline seizures), Trti (1 for drug treatment and 0 for placebo), Agei (log of age of
patient at baseline, centered at zero), Visitij which is coded as −0.3, −0.1, 0.1 and 0.3
for j = 1, . . . , 4 respectively and V4, an indicator for the fourth visit. We consider the
Poisson random intercept and slope models of Breslow and Clayton (1993):
Model I : logµij = β0 + βBaseBasei + βTrtTrti + βAgeAgei + βBase×TrtBasei × Trti
+ βV4V4ij + bi,
Model II : log µij = β0 + βBaseBasei + βTrtTrti + βAgeAgei + βBase×TrtBasei × Trti
+ βVisitVisitij + bi1 + bi2Visitij ,
Fitting Models I and II using the variational methods, RVB attained larger average
lower bounds than GVA with smaller standard deviations for both models, representing
better variational approximations (see Table 3). Computation time was reduced by
about half for Model I and four times for Model II. From Figure 3, RVB converges
towards the mode of the lower bound much faster than GVA. Within the first 1000
iterations, RVB attains a lower bound of over 2000 while GVA only achieves a value less
than −8000. GVA catches up with RVB only after 6000–8000 iterations.
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Fig. 3. Epilepsy data. Mean lower bound attained using GVA (blue solid circle) and RVB (red
cross).
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Fig. 4. Epilepsy data. Boxplots of variational posterior means and variances of {b˜i} from RVB.
From Figure 4, the posterior means of {b˜i} from RVB are somewhat close to zero
while the variances are very close to one. This observation agrees with the proposition
that {b˜i} are approximately uncorrelated with zero means and unit variances in the pos-
terior. This property helps to improve the convergence of RVB as it makes initialization
and optimization of variational parameters corresponding to {b˜i} much easier. In high
dimensional problems where the number of local variables is large, computation time
can be reduced significantly by exploiting this feature.
Figure 5 compares the marginal posteriors of the global parameters obtained using
GVA and RVB with MCMC. RVB produces very good approximations of the poste-
rior distributions, which are almost indistinguishable from MCMC for nearly all the
global parameters. GVA also captures the posterior means very well but there are sev-
eral instances where it underestimates the posterior variance, especially concerning the
elements of ω.
Next we compare marginal posteriors of the random effects {bi} estimated using
GVA and RVB with that using MCMC. For GVA, the variational posterior of each bi is
Gaussian, where the mean and variance can be obtained directly from the approximating
density. For RVA, we use the approach described in Section 5.3 to obtain 5000 samples of
each bi. We also obtain 5000 samples of each bi from MCMC. The results are summarized
using the mean and standard deviation of the posterior distribution of each bi and Figure
6 plots the differences of these quantities. Specifically, we use the mean and standard
deviation from each variational method to subtract the corresponding value from MCMC.
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Fig. 5. Epilepsy data. Posterior distributions of global parameters obtained using RVB (red
dot-dashed line), GVA (blue dashed line) and MCMC (black solid line). First two rows are for
Model I and last two rows are for Model II.
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Fig. 6. Epilepsy data. Difference in mean and standard deviation (sd) of the posterior distribution
of {bi} from RVB and GVA with that of MCMC. First column is for Model I, second and third
columns are for bi1 and bi2 of Model II respectively.
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Table 4. Seeds data. Average Lower bound (standard devia-
tion in brackets) and computation time.
GVA RVB
Lower bound −551.0 (0.8) −550.4 (0.5)
Computation time (seconds) 7.1 5.1
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Fig. 7. Seeds data. Left: Lower bound attained using GVA (blue solid dot) and RVB (red cross).
Right: Boxplots of the means and variances of {b˜i}.
There are several instances where GVA underestimates the standard deviation quite
severely while the results of RVB are more uniform across all subjects and is generally
closer to that of MCMC.
8.2. Seeds data
In the seeds germination data (Crowder, 1978) (from R package hglm, data(seeds)),
the response yi is the number of seeds that germinated out of mi, which were brushed
on plate i for i = 1, . . . , 21. This data arise from a 2×2 factorial experiment and the two
factors are type of seeds (O. aegyptica 75 and O. aegyptica 73) and type of root extract
(bean and cucumber). We consider the binomial GLMM for handling overdispersion
(Breslow and Clayton, 1993), where yi ∼ binomial(mi, pi),
logit(pi) = β0 + βseedseedi + βextractextracti + bi,
and bi is the random effect for plate i. We define seedi = 1 if O. aegyptica 75 and 0 if
O. aegyptica 73 and extracti = 1 if bean and 0 if cucumber.
Fitting this model using the variational methods, Table 4 indicates that RVB is again
able to achieve a higher lower bound with smaller standard deviation than GVA within
a shorter computation time. The left plot of Figure 7 shows a trend similar to what
is observed in the epilepsy data, where RVB converges to the local mode of the lower
bound much faster than GVA. The right plot shows that the means and variances of
{b˜i} are highly concentrated around zero and one respectively, which suggests that the
affine transformation is very effective in normalizing the random effects.
Figure 8 shows that posterior distributions of the β coefficients estimated by GVA and
RVB are quite similar but GVA underestimates the variance of the precision parameter
ω1 quite severely. Figure 9 summarizes the difference in mean and standard deviation
of the posteriors of {bi} between the variational methods and MCMC. RVB is able to
capture the posterior means and standard deviations much better than GVA. A likely
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of {bi} between variational methods and MCMC.
reason is that the true posteriors of {bi} tend to be skewed and RVB is better able to
adapt to this skewness as the variational posteriors of {bi} are not constrained to be
Gaussian unlike in GVA. Plots of the marginal posterior distributions of {bi} estimated
using GVA, RVB and MCMC are given in the supplementary material.
8.3. HERS data
We consider a large longitudinal data set derived from the Heart and Estrogen/Progestin
Study (HERS, Hulley et al., 1998) available at www.biostat.ucsf.edu/vgsm/data.
html. The study aims to determine if estrogen plus Progestin therapy reduces the
risk of coronary heart disease (CHD) events for post-menopausal women with existing
CHD. In this clinical trial, 2763 women were randomly assigned to a hormone group or
placebo group, and they were followed up for the next five years with an annual clinic
visit where data are collected on their health status. Some patients did not turn up for
all 5 subsequent visits and data for certain covariates are missing. Here we only use the
data for 2031 women where data on all covariates concerned are available. The response
yij ∼ Bernoulli(pij) is the binary indicator of whether the systolic blood pressure of
patient i is higher than 140 at the jth visit. We consider the random intercept model,
Model I: : logit(pij) = β0 + βvisitvisitij + βBMIBMIij + βHTNHTNij + βageagei + bi.
for i = 1, . . . , 2031 and 0 ≤ j ≤ 5, and a random slope Model II, which has the same
fixed effects as Model I but an additional random effect for visit. For patient i, visitij
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Table 5. HERS data. Average lower bound (standard deviation in brackets) and
computation time in seconds.
Model I Model II
GVA RVB GVA RVB
Lower bound −5041.6 (6.5) −5041.7 (6.3) −5029.8 (7.4) −5027.0 (7.1)
Time 610.4 561.5 1931.7 1630.6
is coded as −1, −0.6, −0.2, 0.2, 0.6, 1 for j = 0, 1, . . . , 5 respectively, BMIij is the body
mass index at the jth visit, HTNij is a binary indicator for whether the patient is taking
high blood pressure medication at the jth visit and agei is the age of patient at baseline.
The covariates BMI and age were normalized before fitting the model.
From Table 5, RVB attained a slightly lower value of the lower bound than GVA for
Model I, while for Model II, RVB attained a much higher lower bound than GVA. RVB
converged within a shorter period of time than GVA for both models and the average
lower bound follows a similar trend as that shown in Figures 3 and 7. Within the first
1000 iterations, GVA only attained a mean lower bound of −8927 and −11230 for Models
I and II respectively as compared to −5748 and −5850 for RVB.
We also investigate the performance of the divide and recombine strategy by par-
titioning the subjects randomly into three groups each with 677 subjects. The RVB
algorithm was applied to the three partial datasets in parallel and results were com-
bined using techniques in Section 7. This process was repeated ten times. The mean
and standard deviation of the computation times over the ten trials are 152.5± 15.1 for
Model I and 452.9± 67.1 for Model II. The runtime is reduced on average by around 3.7
times for Model I and 3.6 times for Model II. The factor of reduction is roughly linear to
the number of parallel processors (3). We also compute an estimate of the lower bound
attained in each trial by taking the average of 1000 samples. The mean and standard
deviation across ten trials was −5043.4± 0.4 for Model and −5032.8± 4 for Model II.
Figure 10 plots the estimated marginal posterior distributions of the global parame-
ters. The posteriors of the regression coefficients are reasonably well estimated by both
GVA and RVB but there is overestimation of the mean of the precision parameters ω1
and ω3 by both variational methods. RVB does better than GVA in capturing the pos-
terior variance of the precision parameters. For the divide and recombine approach,
the mean and standard deviation averaged over ten trials were used in constructing the
plots. Its performance is slightly weaker than RVB but still reasonable. A table showing
the mean and standard deviation over ten trials of the posterior mean and standard
deviation of the global parameters is given in the supplementary material. Almost all
the RVB estimates fall within one standard deviation of the mean of the divide and
recombine strategy.
Figure 11 shows that the means and variances of {b˜i} are again centered around
zero and one respectively. However, the variation seem to be larger compared with the
previous two examples. This may suggest that the approximation of the conditional
posterior p(bi|θG, y) by a Gaussian distribution is not as effective for the logit mixed
mode due perhaps to skewness or the presence of heavy tails. One direction for future
work may be to consider using a mixture of Gaussians to improve the approximation of
the conditional posterior.
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9. Conclusion
In this article, we have proposed an approach for improving inference from variational
Bayes through model reparametrization. A class of models with both global and local
variables is considered and the local variables are transformed via an affine transforma-
tion so as to minimize their posterior dependency on the global variables. The resulting
Gaussian variational approximation, which is obtained using stochastic gradient ascent
methods, is low-dimensional and the approach can be readily extended to large datasets
using a “divide and recombine” method and parallel processing. In the application
to GLMMs, we find that the method works very well especially for Poisson and bi-
nomial mixed models. Our experiments also indicate that RVB is often able to yield
improvements in both rate of convergence and accuracy of posterior approximation when
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compared with GVA. The results obtained from GLMMs is very promising and it will
be interesting to investigate the performance of RVB for other complex models.
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Supplementary material
S1. Proof of Lemma 1
Proof. If @ ηij ∈ R such that p(yij |ηij) attains its maximum value, then @ ηij ∈ R
such that h′ij(ηij) = yij . Since h
′
ij(ηij) is a continuous monotone increasing func-
tion (h′′ij(ηij) = var(yij) ≥ 0), h′ij(ηij) must be either bounded below or bounded
above by yij . If h
′
ij(ηij) is bounded below by yij , then ∃ yij ≤ L < ∞ such that
limηij→−∞ h′ij(ηij) = L. Otherwise, ∃ −∞ < L ≤ yij such that limηij→∞ h′ij(ηij) = L.
Thus we have limηij→c h′ij(ηij) = L, where c = −∞ or c = ∞. By L’Hospital’s rule
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(limx→c f(x)/g(x) = limx→c f ′(x)/g′(x) if limx→c |g(x)| =∞),
0 = lim
ηij→c
h′ij(ηij)
ηij
= lim
ηij→c
h′′ij(ηij),
L = lim
ηij→c
h′ij(ηij)ηij
ηij
= lim
ηij→c
{h′′ij(ηij)ηij + h′ij(ηij)}.
Hence, limηij→c h′′ij(ηij) = 0 and limηij→c h
′′
ij(ηij)ηij = 0. Since var(yij) → 0 as ηij → c,
p(yij |ηij) approaches a degenerate distribution with support only on L (∵ E(yij)→ L).
Since p(yij |ηij) is concave down and the likelihood of observing yij is maximized as
ηij → c, L = yij and limηˆij→c h′ij(ηij) = yij .
S2. Proof of Theorem 1
Proof. First, Λi is well-defined for any value of ηˆi since h
′′(ηˆij) ≥ 0. The jth element
of gˆi + Hˆi(ηˆi −Xiβ) is
yij − h′(ηˆij) + h′′ij(ηˆij)ηˆij − h′′ij(ηˆij)XTijβ, (S1)
which is well-defined if ηˆMLij exist. If ηˆ
ML
ij does not exist, then from Lemma 1, (S1) has a
limit of zero as ηˆij → cij . Thus the limit of λi exists as ηˆi → ci. If ηˆMLij does not exist for
j = 1, . . . , ni, then limηˆi→ci{gˆi + Hˆi(ηˆi −Xiβ)} = 0 which implies that limηˆi→ci λi = 0.
S3. Unbiased estimates of stochastic gradients
As θ˜ = Cs+ µ, differentiating `(θ˜) with respect to µ and v(C) separately,
d{`(θ˜)} = ∇θ˜`(θ˜)Tdµ, d{`(θ˜)} = ∇θ˜`(θ˜)T (dC)s
= (sT ⊗∇θ˜`(θ˜)T )dvec(C)
= vec(∇θ˜`(θ˜)sT )TETd dv(C)
= v(∇θ˜`(θ˜)sT )Tdv(C).
Therefore ∇µ`(θ˜) = ∇θ˜`(θ˜) and ∇v(C)`(θ˜) = v(∇θ˜`(θ˜)sT ). In addition,
d log |C| = tr(C−1dC) = vec(C−T )TETd dv(C) = v(C−T )Tdv(C).
Hence ∇v(C) log |C| = v(C−T ). For the second estimator, differentiating log q(θ˜|µ,C)
with respect to θ˜,
d log q(θ˜|µ,C) = −(θ˜ − µ)TC−TC−1dθ˜ = −sTC−1dθ˜,
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Hence ∇θ˜ log q(θ˜|µ,C) = −C−T s. We also have
−d(θ˜ − µ)TC−TC−1(θ˜ − µ) = sT {(dCT )C−T + C−1(dC)}s
= {(sTC−1 ⊗ sT )Kd + (sT ⊗ sTC−1)}dvec(C)
= {vec(ssTC−1)TKd + vec(C−T ssT )T }dvec(C)
= 2vec(C−T ssT )TETd dv(C)
= 2v(C−T ssT )Tdv(C)
Hence ∇v(C){log q(θ˜|µ,C)} = v(C−T ssT − C−T ).
S4. Proof of Theorem 2
Let d denote the differential operator (see e.g. Magnus and Neudecker, 1999).
Definition 2. For any square matrix A, let k(·) denote a function such that k(A) =
A¯− dg(A)/2.
Lemma S1. For i=1, . . . , n, let Ai = L
−1
i dΛiL
−T
i , then
(a) dLi = Lik(Ai),
(b) vec{k(Ai)} = ETr DTr (L−1i ⊗ L−1i )dvec(Λi)/2,
(c) tr(L−1i dLi) = vec(Λ
−1
i )
Tdvec(Λi)/2,
(d) aTi dbi = vec(L
−T
i B˜iL
−1
i /2)
Tdvec(Λi) + a
T
i dλi.
Proof. For (a), to find the differential of the Cholesky factor Li, we differentiate
LiL
T
i = Λi and then multiply by L
−1
i on the left and L
−T
i on the right (Murray, 2016):
(dLi)L
T
i + Li(dLi)
T = dΛi,
L−1i dLi + (dLi)
TL−Ti = L
−1
i dΛiL
−T
i .
On the left-hand side, the first term is lower triangular and the second term is upper
triangular (transpose of first term). The term on the right-hand side is Ai. Thus,
L−1i dLi = k(Ai) which implies that dLi = Lik(Ai).
For (b), we make use of some Lemmas from Magnus and Neudecker (1980). From
Lemma 3.3, vec(A¯i) = E
T
r Ervec(Ai) and vec(dg(Ai)) = E
T
r ErKrE
T
r Ervec(Ai). From
Lemma 3.4 (ii) and Lemma 3.6 (iii), 2Ir(r+1)/2 − ErKrETr = DTr Dr. In addition, from
Lemma 4.4 (i), DrEr(L
−1
i ⊗ L−1i )Dr = (L−1i ⊗ L−1i )Dr. Combining these results with
the Kronecker product property that vec(Ai) = (L
−1
i ⊗ L−1i )dvec(Λi), we have
vec{k(Ai)} = vec(A¯i)− vec{dg(Ai)}/2
= ETr Ervec(Ai)− ETr ErKrETr Ervec(Ai)/2
= ETr (2Ir(r+1)/2 − ErKrETr )Er(L−1i ⊗ L−1i )dvec(Λi)/2
= ETr D
T
r DrEr(L
−1
i ⊗ L−1i )Drdv(Λi)/2
= ETr D
T
r (L
−1
i ⊗ L−1i )dvec(Λi)/2.
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For (c), we can use the result from Lemma S1 (a) to obtain
tr(L−1i dLi) = tr(k(Ai)) = tr(Ai)/2 = tr(L
−T
i L
−1
i dΛi)/2 = vec(Λ
−1
i )
Tdvec(Λi)/2.
For (d), differentiating bi = Lib˜i+λi with respect to θGm, we have dbi = (dLi)b˜i+dλi.
From Lemma S1 (a) and (b),
aTi (dLi)b˜i = a
T
i Lik(Ai)b˜i = (b˜i ⊗ LTi ai)Tvec(k(Ai))
= vec(Bi)
TETr D
T
r (L
−1
i ⊗ L−1i )dvec(Λi)/2
= {(L−Ti ⊗ L−Ti )Drv(Bi)}Tdvec(Λi)/2
= vec(L−Ti B˜iL
−1
i /2)
Tdvec(Λi).
Proof (Proof of Theorem 2). Differentiating `(θ˜) with respect to b˜i, we obtain
d`(θ˜) = aTi Lidb˜i since bi = Lib˜i+λi implies that dbi = Lidb˜i. Hence we obtain ∇b˜i`(θ˜) =
LTi ai.
Differentiating `(θ˜) with respect to θGm for m = 1, . . . ,M ,
d`(θ˜) =
n∑
i=1
[aTi dbi + {∇θGm log p(yi, bi|θG)}TdθGm + tr(L−1i dLi)]
+ {∇θGm log p(θG)}TdθGm .
The first two terms are obtained using chain rule as log p(yi, bi|θG) depends on θG directly
as well as through bi. Substituting the expressions of tr(L
−1
i dLi) and a
T
i dbi from Lemma
S1 (c) and (d) respectively, we obtain ∇θGm `(θ˜).
S5. Proof of Lemma 3
Proof. dvec(W ) = ETr dv(W ) = E
T
r D
∗dω. Since Ω−1 = WW T , dΩ−1 = (dW )W T +
W (dW )T . Next we differentiate each expression below with respect to ω.
For (a),
d log p(yi, bi|θG) = d[log |Ω−1| − bTi Ω−1bi]/2
= [tr(ΩdΩ−1)− bTi {(dW )W T +W (dW )T }bi]/2
= tr(Ω{(dW )W T +W (dW )T })/2− bTi (dW )W T bi
= tr(W−1(dW ) +W−T (dW )T )/2− (W T bi ⊗ bi)Tdvec(W )
= vec(W−T − bibTi W )TETr D∗dω
Hence, ∇ω log p(yi, bi|θG) = D∗v(W−T − bibTi W ).
For (b),
dvec(Λi) = vec{d(Ω−1 + ZTi HˆiZi)−1}
= −vec{Λi(dΩ−1)Λi}
= −vec[Λi{(dW )W T +W (dW )T }Λi]
= −[(ΛiW ⊗ Λi) + (Λi ⊗ ΛiW )Kr]dvec(W )
= −(I2r +Kr)(ΛiW ⊗ Λi)ETr D∗dω.
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Hence ∇ωvec(Λi) = −2D∗Er(W TΛi ⊗ Λi)Nr.
For (c),
dλi = d{ΛiZTi {gˆi + Hˆi(ηˆi −Xiβ)}}
= −Λi(dΩ−1)λi
= −Λi{(dW )W T +W (dW )T }λi
= −{λTi W ⊗ Λi + (λTi ⊗ ΛiW )Kr}dvec(W )
= −(λTi W ⊗ Λi + ΛiW ⊗ λi)ETr D∗dω
Hence ∇ωλi = −D∗Er(W Tλi ⊗ Λi +W TΛi ⊗ λi).
−2.0 −1.0 0.0
0.
0
0.
5
1.
0
1.
5
1
−1.5 −0.5 0.5
0.
0
1.
0
2.
0
2
−1.5 −0.5 0.5
0.
0
0.
5
1.
0
1.
5
3
−0.5 0.5 1.5
0.
0
0.
5
1.
0
1.
5
4
−1.0 0.0 1.0
0.
0
1.
0
2.
0
5
−1.0 0.0 1.0 2.0
0.
0
0.
5
1.
0
1.
5
6
−1.0 0.0 1.0
0.
0
0.
5
1.
0
1.
5
7
−1.5 −0.5 0.5
0.
0
0.
5
1.
0
1.
5
2.
0 8
−0.5 0.5 1.5
0.
0
0.
5
1.
0
1.
5 9
−4 −2 0 1 2
0.
0
0.
5
1.
0
1.
5
10
−1.5 0.0 1.0 2.0
0.
0
0.
5
1.
0
1.
5
11
−1.0 0.0 1.0
0.
0
1.
0
2.
0
12
−1.0 0.0 1.0
0.
0
0.
5
1.
0
1.
5
13
−1.5 −0.5 0.5
0.
0
1.
0
2.
0
14
−1.5 −0.5 0.5
0.
0
0.
5
1.
0
1.
5
2.
0 15
−1.0 0.0 1.0
0.
0
0.
5
1.
0
1.
5
16
−2.5 −1.0 0.0 1.0
0.
0
0.
5
1.
0
1.
5 17
−1.0 0.0 1.0
0.
0
0.
5
1.
0
1.
5
2.
0 18
−1.5 −0.5 0.5
0.
0
0.
5
1.
0
1.
5
19
−1.0 0.0 1.0
0.
0
0.
5
1.
0
1.
5
2.
0 20
−2.0 −1.0 0.0 1.0
0.
0
0.
5
1.
0
1.
5
21
Fig. S1. Seeds data. Marginal posterior distributions of {bi} obtained using GVA (blue dashed
line), RVB (red dot-dashed line) and MCMC (black solid line).
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Table S1. HERS data. Estimates of the posterior mean and standard de-
viation of the global parameters. For the divide and recombine strategy, the
mean and standard deviation (in brackets) over ten trials are reported.
Posterior mean Posterior standard deviation
Divide RVB MCMC Divide RVB MCMC
β0 -0.759 (0.014) -0.749 -0.761 0.101 (0.001) 0.099 0.109
βvisit 0.225 (0.008) 0.214 0.230 0.050 (0.001) 0.049 0.051
βBMI 0.216 (0.011) 0.223 0.225 0.048 (0.000) 0.049 0.052
βHTN -0.353 (0.008) -0.348 -0.380 0.106 (0.002) 0.105 0.114
βage 0.498 (0.008) 0.491 0.514 0.052 (0.001) 0.054 0.057
ω1 -0.636 (0.006) -0.639 -0.694 0.027 (0.001) 0.030 0.035
β0 -0.800 (0.016) -0.819 -0.842 0.106 (0.001) 0.110 0.116
βvisit 0.257 (0.012) 0.271 0.282 0.058 (0.001) 0.062 0.074
βBMI 0.231 (0.015) 0.223 0.237 0.051 (0.001) 0.052 0.058
βHTN -0.374 (0.016) -0.359 -0.405 0.113 (0.001) 0.108 0.121
βage 0.527 (0.017) 0.536 0.560 0.054 (0.001) 0.055 0.063
ω1 -0.680 (0.032) -0.703 -0.781 0.027 (0.001) 0.029 0.040
ω2 0.012 (0.043) -0.008 -0.009 0.086 (0.007) 0.088 0.090
ω3 0.021 (0.042) -0.043 -0.200 0.087 (0.005) 0.084 0.094
