We develop a Bayesian Inference (BI) of a non-linear multiscale model and material parameters using experimental composite coupons tests as observation data. In particular we consider non-aligned Short Fibers Reinforced Polymer (SFRP) as a composite material system and Mean-Field Homogenization (MFH) as a multiscale model. Although MFH is computationally efficient, when considering non-aligned inclusions, the evaluation cost of a non-linear response for a given set of model and material parameters remains too prohibitive to be coupled with the sampling process required by the BI. Therefore, a Neural-Networktype (NNW) is first trained using the MFH model, and is then used as a surrogate model during the BI process, making the identification process affordable.
Introduction
Short Fibers Reinforced Polymer (SFRP) composites are nowadays commonly used in several industrial applications, increasing the need for computationally efficient modeling tools. Because of the heterogeneous nature of the material, multiscale methods are favored [1] , in particular in the non-linear range, in order to capture the effects of the micro-structure geometrical parameters, such as the inclusions aspect ratio, orientation and spatial distributions, and of the micro-constituents non-linear material responses.
Mean-Field Homogenization (MFH) is an efficient semi-analytical multiscale method which extends the Eshelby single inclusion solution [2] to multiple-inclusion interactions, such as in the Mori-Tanaka (M-T) scheme [3] . In the non-linear range, MFH revolves around the definition of a Linear Comparison Composite (LCC) [4] [5] [6] as a virtual heterogeneous linear material system, allowing to extend linear theories while keeping a good to excellent accuracy. Two-step MFH has also been developed in the context of non-aligned inclusions using an orientation distribution function (ODF) to describe their misalignment.
Homogenization is thus performed in two stages, first on pseudo-grains of aligned inclusions, and then by weighting the pseudo-grain responses with the ODF [7, 8] . Since the manufacturing process induces a variation of the ODF along the sample thickness, this 2-step homogenization has to be repeated on different layers to account for the so-called skin-core effect.
One of the difficulty with multiscale methods in general, and MFH in particular, is to identify the parameters defining the microstructure such as fibers aspect ratio distribution, volume fraction, ODF, but also the material laws parameters modeling the phases non-linear responses. On the one hand, fibers ODF, or again volume fraction can be experimentally measured [9] or predicted by a process numerical simulation [9] . However, although the fiber aspect ratio distribution can be experimentally measured, when using the ODF in the context of a two-step MFH, it is convenient to consider a unique "effective" aspect ratio,
which has yet to be identified. On the other hand, although fibers properties of SFRP are usually known, the matrix material properties is sensitive to the process conditions and cannot always be directly identified because of the difficulty to produce samples whose material response is exactly the same as the polymeric matrix of the composite material; the parameters of the polymeric material models are thus generally obtained through an inverse identification process from composite coupons tests.
Therefore some micro-structure geometrical parameters, such as the effective aspect ratio, and some phases material parameters, such as the matrix model parameters, should be inferred from composite experimental responses. However, because of the number of parameters arising in the non-linear range, this identification requires several loading conditions to be performed, and a unique set of parameters cannot reproduce all the experimental tests because of the model limitations. Besides, the composite responses are inevitably entailed by experimental errors. These difficulties can be circumvented by considering a Bayesian Inference (BI) [10] for which uncertainties in the inferred model parameters arise from the identification process itself under the form of a so-called posterior Probability Density Function (PDF). This posterior PDF of the parameters set is the correction of the initial belief one has on the parameters set distribution, or prior distribution, by a likelihood function evaluated using different observation data, i.e. here the experimental results.
BI was extensively applied to identify the parameters of either, possibly non-linear, homogeneous material models [11-13, e.g.] or, generally linear, homogenized composite material models [14, 15, e.g] . The inference of multi-scale model parameters is more difficult because of its inherent computational cost making the evaluation of the likelihood time consuming when considering a random sampling process. Although in [16] the authors have inferred the two-step MFH parameters of SFRP, this was limited to the linear range because of the computational cost bottleneck: when considering a two-step homogenization as a non-linear multiscale model, one simple analysis needs around one minute of computation but hundreds of thousands of simulations are required for the sampling process. In order to make BI computationally affordable in the non-linear range, in this work, the two-step MFH model is substituted by a surrogate model during the random sampling process. The surrogate model can be any kind of feasible high dimensional nonlinear mapping. Depending on the features of the input and output, typical surrogate models can be constructed by linear combinations of well chosen high dimensional nonlinear base functions. However, a certain experience is required to choose the proper dimension of the function base and the order of the nonlinear functions. Neural Networks (NNW) can theoretical carry out any high dimensional nonlinear mapping if the NNW is designed with enough hidden layers and enough neurons on them. With the help of open NNW library, the experience required to build a high dimensional nonlinear surrogate model is minimized, which offers a more user-friendly and general solution. Artificial Neural Networks (ANNW) have been used in the literature to reproduce the homogenized behavior predicted by computational homogenization methods, either by approximating the strain energy density surface [17, 18, e.g.] or the stress-strain responses [19, 20, e.g.] . The latter approach is chosen in the paper, and a NNW is trained by the twostep MFH for different sets of micro-structure geometrical and material parameters, and for different loading directions. The likelihood function is then constructed by considering Gaussian noise [11] [12] [13] as an error function [15] evaluated from the experimental observation on 40% of weight GF reinforced PA06 (PA06-GF40) coupon tests. The BI is then conducted using a Metropolis-Hastings (MCMC) random walk during which the likelihood is evaluated using the NNW as surrogate.
The organization of the paper is as follows. The non-linear two-step MFH model is described in Section 2. Section 3 details the construction of the NNW surrogate model and Section 4 summarizes the experimental tests conducted on PA06-GF40 composite coupons.
Finally, the BI is presented in Section 5 and the results analysis in Section 6. Conclusions are drawn in Section 7.
Mean-field homogenization for non-aligned short fiber-reinforced composites
The finite element analysis of structures made of heterogeneous materials can be performed in a homogenization-based multiscale approach, in which the relation between the macro-strains ε M and stresses σ M is transformed into a relation between the averaged values of the local strain tensor ε m and of the local stress tensor σ m on a micro-scale volume ω,
With a view to the homogenization of SFRP composites, the general equations for twophase composites with aligned uniform inclusions are first presented, the two-step homogenization method for non-aligned inclusions is then summarized before being extended to account for skin-core effect. Finally the material models used for the different phases are 4 summarized.
2.1. Mean-Field Homogenization (MFH) for two-phase composites 2.1.1. Mean-field equations for two-phase linear elastic materials Considering a two-phase composite material with the respective volume fractions v 0 +v I = 1, where the subscript 0 refers to the matrix and the subscript I to the aligned inclusions, the volume averages over the micro-scale volume ω, Eqs. (1), can be explicitly expressed in terms of the volume averages over the two phases ω 0 and ω I , as
where • i denotes the volume average over the phase ω i , i.e. • m ω i , for conciseness.
In the linear elastic range, the system of Eqs. (2) is completed by assuming a relationship between the average strains of the different phases using a strain concentration tensor B , which is defined through the elastic tensors C el i in phase ω i , and reads
where "I" represents the geometry of the inclusions. Using linear elastic constitutive laws σ i = C el i : ε i , the set of Eqs.
(2) and (3) can be rewritten in a general constitutive expression for linear elastic composites as
with
identity fourth-order tensor.
Mean-field equations for two-phase elasto-plastic materials
For the composites whose phases experience elasto-plastic deformations, MFH is carried out in an incremental form through a so-called Linear Comparison Composite (LCC) [21, 22] .
The LCC is a virtual linear heterogeneous material whose constituents behaviors are defined by virtual elastic operators matching the linearized behaviors of the real composite material 
Among the different linearization techniques developed in order to define the LCC, the incremental-secant approach [6] is considered in this work. During a time increment [t n , t n+1 ], the composite material is first subjected to a virtual elastic unloading from the configuration at time t n to reach a residual state so that σ res M n = 0, where the subscript "res" refers to the virtually unloaded state. Then, the composite material is loaded to the new configuration at time t n+1 , see Fig. 1 (a).
Since the virtual unloading is elastic, the residual state of the composite is fully determined by the linear elastic MFH formula presented in Section 2.1.1. Then, from the residual state, ε res M n and σ res M n = 0, at t n , the secant linearization of the non-linear composite material is carried out with the strain increment ∆ε r M defined such that
6 where ε M n+1 is a known value of at the macro-scale. Similarly, the phase strain increments ∆ε r i are defined such that
as illustrated in Fig. 1(b) . Finally, in each phase, an incremental-secant operator C S i is defined from the phase residual stress-strain states (which do not necessarily vanish) such that σ i n+1 = σ res in + ∆σ r i , and ∆σ r i = C S i : ∆ε r i .
Therefore, the LCC is defined using the incremental-secant operators C S i , and the set of Eqs. (5-6) is thus rewritten using C S i as LCC operator C LCC i . Finally, the incremental-secant form of Eq. (4) reads
The resolution of the MFH equations (10-11) follows the iterative process detailed in [6] .
We note for completness that the residual stress is cancelled in the matrix phase, see details in [6] .
Strain concentration tensor
The strain concentration tensors B (I, C el 0 , C el I ) and B (I, C S 0 , C S I ) are built upon assumptions. We consider the Mori-Tanaka [3] method (M-T) and Voigt model respectively for two-phase and multi-phase composites. In the following expressions, C i refers to either C el i or C S i in the cases of linear elasticity and non-linear elasto-plasticity, respectively.
• The M-T method assumes that the average strain in the matrix phase corresponds to the strain at infinity of the single inclusion solution problem, i.e.
where the Eshelby tensor [2] S(I, C el 0 ) depends on the geometry of the inclusion "I" and on the elastic tensor of the matrix phase C el 0 . 7 • The Voigt model assumes the same average strain in the different phases, i.e.
MFH for multi-phase composite materials
For short-fiber reinforced composites, the composite material cannot be treated as being two-phase in the MFH process because of the misalignment and of the variation in aspect ratio of the fibers. When considering such a material with inclusions having different orientations or shapes, a two-step homogenization strategy [7, 8] can be adopted. For a short-fiber reinforced composite material, whose volumes of matrix and short fibers are denoted by V 0 and V I , respectively, the volume fraction of matrix reads v 0 = V 0 V 0 +V I . First, it is assumed that all the short fibers are straight and that the aspect ratio of a fiber is defined by its length l over its diameter d, a r = l d . Besides, it is further assumed that all the fibers have the same aspect ratio Ar, which is an effective value and serves as a material parameter. Finally, the fiber orientation is characterized by a unit vector p oriented along its axis. Therefore, the two-step homogenization process of short fiber reinforced composites can be achieved as illustrated in Fig. 2 and is summarized as follows • The composite material is treated as an aggregate of pseudo-grains, ω (k) (k = 1, 2, ...), in which the inclusions "I (k) " have the same aspect ratio Ar, and the same orientation defined by the direction p (k) . All these pseudo-grains see the same volume fraction of matrix v 0 ;
Two-step homogenization
• The homogenization is first performed on each pseudo-grain ω (k) , with the set of Eqs.
(5-6) rewritten as
σ
• The homogenization on the aggregate of pseudo-grains, ω (k) (k = 1, 2, ...) is then achieved using Voigt strain concentration tensor (13) , in which case the set of Eqs.
(5-6) is rewritten as
with the homogenized stress evaluated by
where v ω (k) is the volume fraction defined by the volume of fibers having an oriented along a direction p (k) , V ω (k) , over the total volume of fibers
The values of v ω (k) can be approximated using a fibers Orientation Distribution Function.
Orientation Distribution Function (ODF)
For a collection of fibers, the complete description of their orientations is represented by a probability density function π P (p), also called Orientation Distribution Function (ODF), such that π P (p) dp is the probability of a fiber to be oriented between p and p + dp with π P (p) dp=1. It is convenient to write the ODF in the spherical coordinates as
where θ is the polar angle and φ is the azimuthal angle. In practice, the ODF π P (p) is not always directly available, and it is commonly constructed through a second-order orientation tensor, which reads [8, 23] ,
More details on the construction of π P (p(θ, φ)) from a can be found in [8, 16] . Since a constant fiber aspect ratio Ar is assumed, the value of v ω (k) , in Eq. (18), can be approximated by the volume fraction of fibers whose orientations are within [p (k) − 1 2 ∆p , p (k) + 1 2 ∆p]. Using the expression of ODF in the spherical coordinates, Eq.
where θ (k) and φ (k) are respectively the polar and azimuthal angles of orientation p (k) . The angle increments ∆θ = π/N π 2 , and ∆φ = π/N θ with N θ = N π 2 sin(θ), are chosen such that the surface of the unit sphere is subdivided into facets of almost equal areas [8] . into layers (l); each layer is decomposed into pseudo-grains ω (k, l) and its homogenized behavior is obtained using the 2-step homogenization; the composite behavior is eventually obtained using Voigt assumption on the different layers.
Skin-Core effect
During the injection molding process, there exists a skin-core effect, in which case the fiber orientation distribution is not uniform across the plate thickness. In this work, the plate thickness is divided into N l layers, and the 2-step homogenization is applied in each layer (l) characterized by a distribution π (l) P (p) and an inclusions volume fraction v (l) I . This 2step homogenization is followed by a Voigt homogenization of the different layers responses, see Fig. 3 . This second Voigt assumption is justified because of the similar out-of-plane behavior of the different layers due to the fact that the fibers are mostly oriented in the plane.
With ω (k; l) the pseudo-grain (k) of the layer (l), the set of Eqs. (17) (18) finally becomes,
where v ω (k, l) is obtained from Eq. (21) as
Remarks:. In the considered short-fiber reinforced material, the fiber aspect ratio is not a uniform value. It has however been shown in [16] that the distribution of aspect ratio along the injection direction (θ = π 2 , φ = 0) is representative of the in-plane directions, while the content of fibers along out-of-plane direction is neglectable. Therefore, the approximation in Eq. (21) still holds providing that an effective aspect ratio is used in the model.
Phases materials
The material system is a short E-glass fibers reinforced PA06 polyamide. • The PA06 matrix material is modeled as an elasto-plastic material with Poisson coefficient ν 0 = 0.4. Its Young's modulus E 0 and initial yielding stress σ Y0 are unknown at this stage and should be inferred. The matrix plastic flow is assumed to follow an isotropic hardening law in terms of the accumulated plastic strain p, which reads
where h, m 1 and m 2 are unknown hardening parameters to be inferred.
The unknown material parameters E 0 , σ Y0 , h, m 1 , m 2 and the effect of the effective fiber aspect ratio Ar will be identified by Bayesian Inference (BI) using experimental tests conducted on composite coupons. Although the presented two-step homogenization is rather efficient compared to computational homogenization, running this homogenization process during a BI process with a Metropolis-Hastings (MCMC) random walk is only affordable in the linear elastic case. Therefore, in order to carry out the BI in the non-linear range, a
Deep Neural Network is adopted as a surrogate model of the two-step homogenization. Artificial Neural Network (ANNW), or Neural Network (NNW) in short, is a network constructed by artificial neurons, see Fig. 4(a) . Artificial neurons first perform a weighted sum operation on input (w 0 + n 0 k=1 w k x k ), and then produce output through an activation function of the weighted sum f ( ). NNW models can be viewed as mathematical models, with a set of algorithms, defining a function F : X → Y , see Fig. 4(b) , in which X = [x 1 , x 2 , ..., x n 0 ] and Y = [y 1 , y 2 , ..., y n N ]. 'Deep neural network' is the name used for 'stacked neural network', that is, networks composed of more than one hidden layer, such as in Fig.   4 (b) which presents a NNW with N − 1 hidden layers.
Deep Neural Network
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The training of the NNW refers to regression as supervised learning. Based on a given set of input-output pairs, supervised learning refers to training the weight parameters w i kj , with i = 1, ..., N ; k = 1, ..., n i−1 and j = 1, ..., n i , and bias w i 0 j , with i = 1, ..., N and j = 1, ..., n i , see the notations in Fig. 4(b) , and making the NNW being able to map input to corresponding output. A loss function is defined to measure the difference between the predicted outputŶ Y Y and given output Y Y Y , such as
the Frobenius norm. Deep learning can be carried out by back-propagation, which updates the values of w i kj iteratively to minimize the loss function f loss . To this end, the Python library 'Scikit-learn' for NNW regression [24] is used in this work. The architecture of the NNW is obtained by following a trying process: i) starting from a simple architecture; ii) increasing the depth of the network (the number of hidden layers) progressively; and iii) monitoring the improvement of the NNW. The hyperbolic tangent function 'tanh' is chosen as the activation function.
In this work we consider uniaxial tension performed on composite coupons and then use the homogenized strain history (along the loading direction) and material parameters as input, X X X = [ε M , ϑ ϑ ϑ], and as signal output Y = [σ M ], the unidirectional homogenized tensile stress at a given strain ε M . The material parameters ϑ ϑ ϑ correspond to the unknown properties of the elasto-plastic matrix, E 0 , σ Y0 , h, m 1 , m 2 , see Eq. (25), completed by the effective short fiber aspect ratio Ar. Therefore, we have n 0 = 7 input for n N = 1 output, see Fig.   4 (b). Finally, a NNW of five hidden layers, with 17 neurons in each hidden layers, is adopted. 
In order to substitute the multiscale model by a NNW surrogate, the training and testing data of the NNW are achieved using unidirectional tensile simulations obtained with the two-step MFH method presented in Section 2.3 for different realizations of the material parameters ϑ ϑ ϑ. For each simulation, the strain ε M increases from zero to a given value and the material parameters are taken randomly from the given ranges listed in Table 1. The bounds   13 of E 0 and A r are chosen with respect to the identification process conducted [16] for the same material system, but limited to the linear range, in which the inferred values are within these ranges. The bounds of the other parameters correspond to extreme values by lack of prior knowledge. During each simulation, 70 strain-stress points are recorded: together with the material parameters, they correspond to 70 input and output data pairs of the NNW.
Only a few hundreds of simulations (typically < 500) were needed for the designed NNW to be trained (i.e. the mean squared error is lower than 0.5×10 −4 ). Compared to the hundreds of thousands of simulations required for a MCMC random walk, the total computation time is reduced drastically. Coupons were then cut from the plates along 3 different Directions, 0 • , 45 • and 90 • , and Quasi-static uniaxial tensile tests have been performed in a MTS Insight electromechanical actuator at 23 • C and at a strain rate of 1 mm·min −1 . The strain measurements were carried out by means of a MTS Clip On extensometer with the error of resolution being below 0.009%. The resulting uniaxial tensile strain-stress curves are reported in Fig. 5(b) .
Experimental tests
The fibers orientations have been characterized by Computed Tomography (CT) technique on volume samples of 2×2×3.2 mm 3 at the plate center while the volume fraction has been estimated from the mass fraction measured using the pyrolysis technique, see details in [16] . The second-order orientation tensors a thickness and the volume fraction v thickness I when considering the full thickness are reported in Table 2 . The CT-scan measurements are then used to evaluate the orientation tensor a (l) and volume fraction v (l) I on 11 layers accross the thickness to account for the skin-core effect.
Bayesian inference of the multiscale parameters and matrix properties
Bayesian Inference is a statistical analysis approach based on Bayes' theorem which states that the posterior probability of a random parameters vector α ∈ R n for given observations of another random vector β ∈ R m , π(α|β), is proportional to the prior probability π prior (α) multiplied by the likelihood of β for given observations of α, where π(•) (π(•|•)) denotes a (conditional) Probability Density Function (PDF).
The prior distribution π prior (α) reflects the initial belief or knowledge one has on α. The likelihood function is defined from observations of β by a conditional PDF π(β|α), which is constructed from the different observation data. The conditional PDF π post (α|β) is the posterior distribution of the random vector α that accounts for the observation data. Since π(β) is a constant for given observations, we simply write π post (α|β) ∝ π(β|α)π prior (α) .
(26)
Stress noise-based inference
For uni-axial tensile loading, the predictions of two-step MFH model with skin-core effect
where ϑ ϑ ϑ represents the material parameters, which include the matrix material properties and the effective short fiber aspect ratio, to be inferred. The relation between a stress measurement Σ and the model response is written as
where ω Σ is the stress noise assumed to follow a Gaussian distribution N (x|0, s 2 Σ ) with
Therefore, the conditional distribution of stress reads 
Bayesian inference using the surrogate model
Since the computational time of the two-step MFH process makes a MCMC sampling unaffordable, in particular when accounting for the skin-core effect, NNW is used as a surrogate Φ NNW of MFH model Φ MFH in order to perform the BI, see Fig. 6 . In order to minimize the number of training data for NNW, three NNWs are trained for the three loading Directions, 0 • , 45 • , 90 • , respectively, as summarized in Box 1 of Fig. 6 .
The observations are the unidirectional tensile experimental data points; practically, only the experimental data points marked in Fig. 5(b) are used and are reported in Table 3 .
Therefore, depending on the loading Direction, Eq. (30) becomes
where the superscript d = 0, 45, 90 refers to the tensile loading and coupon Direction, and where the subscript i is used to indicate the stress variance s Σ d i obtained from the experimental curves at a given strain ε d i , the subscript "M" being omitted for conciseness.
Likelihood function
In order to construct the likelihood, it is assumed that each tensile test is independent from the other ones. This is justified by the fact that the samples are extracted from different composite plates. Using the observations reported in Table 3 and the theory of conditional independence [25] , the final likelihood function is obtained from Eq. (31) and reads 1
where ε ε ε M and Σ Σ Σ represent the strain, ε d i , and stress, Σ d i,j , observations listed in Table 3 , with i = 1, ..., n po d , n po d being the considered points number on a stress-strain curve, and j = 1, ..., n ob d,i , n ob d,i being the number of stress observations corresponding to the strain ε d i . The standard deviations are obtained from 43 pairs of observations (ε d i , Σ d i,j ) listed in Table  3 as 
Prior distribution
The prior distribution of ϑ ϑ ϑ = [E 0 , σ Y0 , h, m 1 , m 2 , Ar] is constructed from 6 independent distributions, as
For all the parameters, at the exception of E 0 , by lack of information we use uncorrelated uniform distributions U whose bounds are the ones used in the NNW training and were justified in Section 3, see Table 1 . For the matrix Young's modulus E 0 , we consider a beta distribution Be since in [16] such a distribution was used to describe the material discrepancy in the linear range, resulting in a conditional beta distribution Be(E 0 ; α, β, a, b) in which α, β are its shape parameters and a, b are its lower and upper bounds, respectively. Based 1 For the n po d data points extracted from one tensile sample of a defined unique loading path, the measured stresses Σ d i at different strain levels ε d i are correlated: the correlation among the experimental measurements results from the unique material properties of a given tested sample. In all generality, the likelihood function is built, using the data points from one sample, as
Since the correlations among the measured stresses is assumed to result solely from the shared material properties, when these material properties are given, the probability distributions of the stresses become independent. As strain ε d i has no effect on stress Σ d j , i = j, using the theory of conditional independence, the likelihood function can be factorized into
on this conditional distribution of E 0 , we have
where the distributions of α, β, a, b were inferred in [16] from experimental tests. Their integration in Eq. (35) is carried out using a MCMC sampling, and the resulting marginal distribution is eventually approximated by a beta distribution Be(E 0 |6.4, 11.3, 2.4 GPa, 6.5 GPa), see Fig. 7 , which serves as the prior distribution of E 0 .
Posterior distribution
Finally, the posterior distribution
is evaluated using a MCMC technique, which is a random walk in the parameter space ϑ ∈ R 7 , as summarized in Box 2 of Fig. 6 . The adaptive variant [26] of the Metropolis algorithm [27] is used, see also [16] for details.
Results and Discussion
In this section, we first ascertain the convergence of the BI before providing the posterior distribution obtained by the NNW-accelerated BI. We also show that considering the NNW as surrogate during the BI does not impact on the accuracy. Finally we show that, while the NNW-accelerated BI is manageable, using directly the two-step MFH during the BI is computationally unaffordable.
Convergence
The BI process described in Section 5.1 has been conducted to generate 20000 data samples from which the first 2000 samples were discarded. The convergence of the MCMC algorithm is studied in Fig. 8 in terms of the trace, i.e. the realizations in terms of the iteration number. After a few thousands of iterations, the trace has the typical fuzzy shape of a converged analysis. 
Accuracy verification
The posterior distribution of the random material properties ϑ ϑ ϑ and their correlations can be seen in Fig. 9 . The three data points marked in Fig. 9 were picked among the obtained random 18000 samples: the point "H", "M" or "L" represents a sample with the Highest, A good accuracy of surrogate Φ NNM is observed in Fig. 10 . Among the obtained random data samples, the three samples "H", "M" and "L" exhibit a good agreement with the experimental measurements. Because of the good repeatability of the experimental measurements, the variances of the stress noise functions ω Σ , Eq. (28), are rather small. As a consequence, any sample obtained by the MCMC can serve as a good solution for the required material parameters: when using different material parameters, the discrepancy observed between the strain-stress curves is comparable to the accuracy of the trained surrogate Φ NNM . On the one hand, rigorously speaking, the inferred distributions of material properties do not seem useful at first since the different observations provide accurate predictions. Nevertheless, on the other hand, compared to a parameters identification based on optimization techniques, instead of obtaining a unique solution, the BI reveals the non-linear relationship among the material properties, or the manifold of the material properties. Besides, it naturally allowed to considered several loading cases altogether, which could lead to three different sets of 23 parameters for a deterministic inverse identification. Nevertheless, in this paper, the micro-mechanical model is seen as deterministic: although some uncertainties exist in the identified parameters the multiscale model is not able to represent the observed dispersion in the materials. However, in the case of polymericbased composites, such dispersion can be important: in [28] , PA06 tensile modulus measured at at constant temperature and strain rate ranges from 1200 to 3400 MPa, and tensile tests conducted on PA06-GF30 lead to a Young's modulus ranging from 6200 to 9500 MPa. To capture this dispersion, properties spatial distributions can be inferred [29] , or BI can be adapted in order to infer the parameters of an assumed distribution of the material properties instead of the material properties themselves [30] . This so-called distribution-based BI approach requires a double MCMC sampling process in the non-linear range, which is the reason why in [16] the authors have inferred the distribution of the linear material constants only. However, because of the high efficiency, see next subsection, of the NNW, such an approach would become affordable to infer the parameters distribution of elasto-(visco)-plastic composites multiscale models. Table 4 compares the computational time needed to perform a direct BI, which uses the 2-step MFH model Φ MFH to evaluate the likelihood, to the time to perform the NNWaccelerated BI, which uses the surrogate model Φ NNW when evaluating the likelihood. For the NNW-accelerated BI, an offline computation is required. Data needs first to be generated, which consists in running 500 times the 2-step MFH model Φ MFH along 3 loading directions.
Computational efficiency
Although this requires roughly 2 days of computations, this can be perform in parallel since the simulations are independent. The NNW then needs to be trained for each loading direction, requiring half an hour. The total offline time si thus about 2 days. To perform the BI, for each accepted sample, the MCMC algorithm rejects between 10 and 20000 samples.
It is estimated that 6 millions evaluations of the likelihood are required to reach the converge posterior (we note that a rejected sample requires the evaluation of the likelihood). Since evaluating the surrogate model Φ NNW is almost instantaneous, the NNW-accelerated BI remains affordable and requires roughly 1 day of computation. However, the direct BI cannot be considered, since the evaluation of one likelihood requires the evaluations of the 2-step MFH model Φ MFH along the 3 directions, corresponding to more than 300 sec per iteration, which would lead to several years of computation. Besides, the iterations in the MCMC algorithm are dependent and the parallelization scalability is limited since the first thousands of iterations need to be burned.
Conclusions
In order to model Short Fibers Reinforced Polymer responses, a prevalent method is to adopt a multiscale modeling strategy, for which the material properties of each phase should be inferred. However, although the behavior of the composite material seen as a homogenized medium can be experimentally measured, the identification of the matrix material properties from the composites response requires a special identification process. Indeed, applying classical identification processes, such as optimization and Bayesian Inference, is limited by the complexity of the micromechanics models, especially for non-linear cases in which multiparameters are involved and for which the computation cost is not negligible. In particular, when considering a two-step homogenization as a non-linear multiscale model, the MCMC sampling of a BI process becomes unaffordable.
In this paper, a NNW was adopted as a surrogate model to replace the expensive micromechanics model during the material parameters identification process. The accuracy of NNW was verified from the comparison between the strain stress curves obtained with NNW and those obtained by the two-step homogenization. The matrix material properties and the effective fiber aspect ratio were then identified by the BI process from the experimental measurements on composite coupons. In particular, it was shown that the inferred properties could predict the composite material response in agreement with the experimental curves.
Although the methodology was developed for a particular homogenization method, i.e.
MFH, it can be extended to other ones, such as computational homogenization, or to more complex identification tests. For example, the method can be applied for multi-axial stressstrain cases, assuming a monotonicand proportional loading, in which case a strain vector -of size up to 6-serves as inputs, together with the material parameters, of the NNW instead of a ingle strain variable; the corresponding -up to 6-outputs will be used to represent the stress vector. Consequently, since the number of inputs is increased, the adopted structure of the NNW needs to be enhanced by more hidden layers and neurons to be able to represent a more complicated high dimensional nonlinear mapping. As a result of the enhancement of the NNW, an increased number of training data would probably be required. On the aspect of BI process, the original uni-variate Gaussian distribution used to construct the likelihood function has to be replaced by a multivariate Gaussian distribution of higher dimension -up to 6, and the different importance of the stress entries can be addressed by using a modified precision matrix in the multivariate Gaussian distribution. Finally, in order to introduce some stochasticity in the multiscale model, it is foreseen to infer the parameters of an assumed distribution of the material properties instead of the material properties themselves. Because this so-called distribution-based BI approach requires a double MCMC sampling process in the non-linear range, the method is not practical with direct BI for a complex micro-mechanical model. However, because of the high efficiency of the NNW, this becomes possible in the cases of elasto-(visco)-plastic composites.
