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DHCP: el protocolo de configuración dinámica de host (en inglés: Dynamic Host 
Configuration Protocol, también conocido por sus siglas de DHCP) es un servidor 
que usa protocolo de red de tipo cliente/servidor en el que generalmente un servidor 
posee una lista de direcciones IP dinámicas y las va asignando a los clientes. 
DNS: el sistema de nombres de dominio (DNS, por sus siglas en inglés, Domain 
Name System) es un sistema de nomenclatura jerárquico descentralizado para 
dispositivos conectados a redes IP como Internet o una red privada. 
EIGRP: es un protocolo de encaminamiento vector distancia avanzado, propiedad 
de Cisco System, que ofrece lo mejor de los algoritmos de vector de distancias y del 
estado de enlace 
HSRP: (Hot Stand-by Redundancy Protocol) es un protocolo propietario de Cisco 
que está diseñado para asegurar la redundancia (o failover) entre dos o más 
dispositivos Cisco. 
SPANNING TREE PROTOCOL (STP): es un protocolo de capa 2 que se ejecuta 
en bridges y switches. La especificación para STP es IEEE 802.1D. El propósito 
principal de STP es garantizar que usted no cree loops cuando tenga trayectorias 
redundantes en su red. 
VLAN: Una VLAN (Red de área local virtual o LAN virtual) es una red de área local 
que agrupa un conjunto de equipos de manera lógica y no física. Efectivamente, la 
comunicación entre los diferentes equipos en una red de área local está regida por 
la arquitectura física. 
VTP: VLAN Trunking Protocol. VTP son las siglas de VLAN Trunking Protocol, un 








La CCNP (Cisco Certified Network Professional) valida la capacidad de planificar, 
implementar, verificar y solucionar problemas en redes empresariales LAN y WAN, 
así como trabajar de manera conjunta con especialistas de soluciones de: 
seguridad, voz, inalámbricas y video. Este curso es apropiado para aquellos que 
tienen al menos un año de experiencia en redes y están dispuestos a avanzar en 
sus habilidades y trabajar en forma soluciones de red complejas.  
El diplomado está constituido por dos módulos: CCNP ROUTE y CCNP SWITCH, 
En el módulo CCNP ROUTE se abordarán conceptos principales como protocolos 
de enrutamiento EIGRP, OSPF, BGP, redistribución de rutas, entre otros, así como 
nuevos e interesantes temas, como Dynamic Multi VPN, VRF Lite y protocolos en 
IPv6. En el módulo CCNP SWITCH se abordarán conceptos principales como 
operaciones y puertos de switches, VLANs y troncales, Spanning Tree, entre otros, 
así como nuevos e interesantes temas, como manejo de ataques de spoofing y 
configuración de usuarios. 
El objeto de este documento, consiste fundamentalmente en la aplicación de los 
conocimientos adquiridos en el campo profesional de las Redes demostrando 
amplia habilidad, capacidad de planificación, implementación y verificación de 
soluciones de redes complejas. 
Palabras claves: CISCO, CCNP, Conmutación, Enrutamiento, Redes, Electrónica. 
ABSTRACT 
The CCNP (Cisco Certified Network Professional) validates the ability to plan, 
implement, verify and troubleshoot enterprise LAN and WAN networks, as well as 
work closely with security, voice, wireless and video solution specialists. This course 
is suitable for those who have at least one year of networking experience and are 
willing to advance their skills and work on complex network solutions.  
The diploma course is made up of two modules: CCNP ROUTE and CCNP SWITCH. 
In the CCNP ROUTE module, main concepts such as EIGRP routing protocols, 
OSPF, BGP, route redistribution, among others, as well as new and interesting 
topics such as Dynamic Multi VPN, VRF Lite and IPv6 protocols will be addressed. 
The CCNP SWITCH module will cover main concepts such as switch operations and 
ports, VLANs and trunks, Spanning Tree, among others, as well as new and 
interesting topics such as handling spoofing attacks and user configuration. 
The purpose of this document is basically to apply the knowledge acquired in the 
professional field of Networks, demonstrating a wide range of skills, planning, 
implementation and verification of complex network solutions. 







Su objeto principal es demostrar los conocimientos adquiridos en el uso de 
comandos IOS, configuración de Routers, uso de protocolos de enrutamiento, 
direccionamiento, diseño e implementación de soluciones prácticas en ambientes 
LAN y WAN, para esto se emplean la herramienta de simulación y laboratorio GNS3 
y Packet Tracer, el cual permite configurar los escenarios propuestos y analizar su 
comportamiento, identificar situaciones y resolver problemas. 
Durante esta actividad practica se desarrollaron dos escenarios (Uno con router y 
uno con switch) que permitían la configuración de diversos escenarios trabajados 
durante el diplomado, entre estos se encuentran las configuraciones básicas para 
ambos dispositivos (asignación de nombres, cableado, asignación de IP tanto IPv4 
como IPv6, entre otros) así como la configuración de protocolos como Ethernet, 
OSPF, EIGRP, VTP, entre otras. 
En el primer escenario, se tratan los contenidos del Módulo CCNP ROUTE CISCO, 
evidenciando el aprendizaje en los temas de principios básicos de Red, protocolos 
de enrutamiento IPv4 e IPv6, enrutamiento Gateway, EIGRP, OSPF y BGP;  
 
En el segundo escenario, se estudian los temas del módulo CCNP SWITCH CISCO, 
el cual apropia temáticas relacionadas con la implementación, conmutación en una 
arquitectura de Red, redes VLAN’s, disponibilidad y redundancia de Switches de 







1. ESCENARIO 1 
 
Figura 1. Escenario 1 
 
1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para los 
routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en los routers. 
Configurar las interfaces con las direcciones que se muestran en la topología de 
red. 
Para el desarrollo del presente informe, se trabajará en el software Cisco Packet 
Tracer. 
Figura 2. Escenario 1 en Packet Tracer. 
 








Router>enable     //Cambia a modo privilegiado 
Router#config terminal    //Cambia a modo Configuración 
Router(config)#hostname R1   //Asignación hostname 
R1(config)#interface s0/0/0   //Seleccionar interface 
R1(config-if)#bandwidth 128000 
R1(config-if)#ip address 150.20.15.1 255.255.255.0 //Asignar IP y mascara 
R1(config-if)#no shutdown    //Habilitar interface 
R1(config-if)#exit 
R1(config)#router ospf 1    //Habilitar modo OSPF 




Router>enable     //Cambia a modo privilegiado 
Router#config terminal    //Cambia a modo Configuración 
Router(config)#hostname R2   //Asignación hostname 
R2(config)#interface S0/0/0   //Seleccionar interface 
R2(config-if)#ip address 150.20.15.2 255.255.255.0 //Asignar IP y mascara 
R2(config-if)#no shutdown    //Habilitar interface 
R2(config-if)#exit 
R2(config)#interface S0/0/1   //Seleccionar interface 
R2(config-if)#ip address 150.20.20.1 255.255.255.0 //Asignar IP y mascara 
R2(config-if)#no shutdown    //Habilitar interface 
R2(config-if)#exit 
R2(config)#router ospf 1    //Habilitar modo OSPF 
R2(config-router)#network 150.20.15.0 0.0.0.255 area 150  //Asignar red y área 





Router>enable     //Cambia a modo privilegiado 
Router#config terminal    //Cambia a modo Configuración 
Router(config)#hostname R3   //Asignación hostname 
R3(config)#interface S0/0/1   //Seleccionar interface 
R3(config-if)#bandwidth 128000 
R3(config-if)#ip address 80.50.42.1 255.255.255.0 //Asignar IP y mascara 
R3(config-if)#no shutdown    //Habilitar interface 
R3(config-if)#exit 
R3(config)#interface S0/0/0   //Seleccionar interface 
R3(config-if)#ip address 150.20.20.2 255.255.255.0 //Asignar IP y mascara 






R3(config)#router ospf 1    //Habilitar modo OSPF 
R3(config-router)#network 150.20.20.0 0.0.0.255 area 150  //Asignar red y área 
R3(config-router)#exit 
R3(config)#router eigrp 51    //Habilitar modo EIGRP 




Router>enable     //Cambia a modo privilegiado 
Router#config terminal    //Cambia a modo Configuración 
Router(config)#hostname R4   //Asignación hostname 
R4(config)#interface S0/0/0   //Seleccionar interface 
R4(config-if)#ip address 80.50.42.2 255.255.255.0 //Asignar IP y mascara 
R4(config-if)#no shutdown    //Habilitar interface 
R4(config-if)#interface S0/0/1   //Seleccionar interface 
R4(config-if)#ip address 80.50.30.1 255.255.255.0 //Asignar IP y mascara 
R4(config-if)#no shutdown    //Habilitar interface 
R4(config-if)#exit 
R4(config)#router eigrp 51    //Habilitar modo EIGRP 
R4(config-router)#network 80.50.42.0 0.0.0.255  //Asignar red y área 




Router>enable     //Cambia a modo privilegiado 
Router#config terminal    //Cambia a modo Configuración 
Router(config)#hostname R5   //Asignación hostname 
R5(config)#interface S0/0/0   //Seleccionar interface 
R5(config-if)#bandwidth 128000 
R5(config-if)#ip address 80.50.30.2 255.255.255.0 //Asignar IP y mascara 
R5(config-if)#no shutdown    //Habilitar interface 
R5(config-if)#exit 
R5(config)#router eigrp 51    //Habilitar modo EIGRP 
R5(config-router)#network 80.50.30.0 0.0.0.255  //Asignar red y área 
 
2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 20.1.0.0/22 y configure esas interfaces para participar en el área 150 de 
OSPF. 
Router Loopback IP 
R1 
Loopback 0 20.1.0.10 
Loopback 1 20.1.1.10 
Loopback 2 20.1.2.10 
Loopback 3 20.1.3.10 





R1(config)#interface Loopback 0  // Ingresa a interface Loopback 
R1(config-if)#ip address 20.1.0.10 255.255.255.0  //Asigna IP y mascara 
R1(config-if)#exit 
R1(config)#interface Loopback 1  // Ingresa a interface Loopback 
R1(config-if)#ip address 20.1.1.10 255.255.255.0   //Asigna IP y mascara 
R1(config-if)#exit 
R1(config)#interface Loopback 2  // Ingresa a interface Loopback 
R1(config-if)#ip address 20.1.2.10 255.255.255.0  //Asigna IP y mascara 
R1(config-if)#exit 
R1(config)#interface Loopback 3  // Ingresa a interface Loopback 
R1(config-if)#ip address 20.1.3.10 255.255.255.0  //Asigna IP y mascara 
R1(config-if)#exit 
R1(config)#router ospf 1   //Habilitar modo OSPF 
R1(config-router)#network 20.1.0.0 0.0.0.255 area 150 //Asigna Red, mascara y 
area 
R1(config-router)#network 20.1.1.0 0.0.0.255 area 150  //Asigna Red, mascara y 
area 
R1(config-router)#network 20.1.2.0 0.0.0.255 area 150  //Asigna Red, mascara y 
area 
R1(config-router)#network 20.1.3.0 0.0.0.255 area 150  //Asigna Red, mascara y 
area 
 
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 180.5.0.0/22 y configure esas interfaces para participar en el Sistema 
Autónomo EIGRP 51. 
Router Loopback IP 
R5 
Loopback 0 180.5.0.10 
Loopback 1 180.5.1.10 
Loopback 2 180.5.2.10 
Loopback 3 180.5.3.10 
Tabla 2. Interfaces de Loopback en R5 
R5(config)#interface Loopback 0  // Ingresa a interface Loopback 
R5(config-if)#ip address 180.5.0.10 255.255.255.0  //Asigna IP y mascara 
R5(config-if)#exit 
R5(config)#interface Loopback 1  // Ingresa a interface Loopback 
R5(config-if)#ip address 180.5.1.10 255.255.255.0  //Asigna IP y mascara 
R5(config-if)#exit 
R5(config)#interface Loopback 2  // Ingresa a interface Loopback 
R5(config-if)#ip address 180.5.2.10 255.255.255.0  //Asigna IP y mascara 
R5(config-if)#exit 
R5(config)#interface Loopback 3  // Ingresa a interface Loopback 






R5(config)#router eigrp 51   //Habilitar modo EIGRP 
R5(config-router)#network 180.5.0.0 0.0.0.255  //Asigna IP y mascara 
R5(config-router)#network 180.5.1.0 0.0.0.255  //Asigna IP y mascara 
R5(config-router)#network 180.5.2.0 0.0.0.255  //Asigna IP y mascara 
R5(config-router)#network 180.5.3.0 0.0.0.255  //Asigna IP y mascara 
R5(config-router)# 
 
4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 
nuevas interfaces de Loopback mediante el comando show ip route. 
Figura 3. Interfaces Loopbacks en R3. 
 
Fuente: Autor. Interfaces Loopbacks en R3. [Imagen]. Diplomado CCNP. Bogotá: 
2021. 
 
En la tabla de enrutamiento del R3, se evidencia que aprendió las nuevas interfaces 
de Loopback de R1 y R5. 
5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
80000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda 





R3(config)#router ospf 1    //Habilitar modo OSPF 
R3(config-router)#redistribute eigrp 51 metric 80000 subnets  //Redistribución 
recíproca 
R3(config-router)#exit 
R3(config)#router eigrp 51    //Habilitar modo EIGRP 
R3(config-router)#redistribute ospf 1 metric 1544 20000 255 1 1500  
//Redistribucion y selección de costos, rutas OSPF en EIGRP, ancho de banda y 
retardo 
 
6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su 
tabla de enrutamiento mediante el comando show ip route. 
Con la ejecución del comando, se puede evidenciar que las rutas de R5 existen en 
la tabla de enrutamiento de R1 y las rutas de R1 existen en la tabla de enrutamiento 
de R5. 
En R1 
Figura 4. Tabla de enrutamiento en R1. 
 







Figura 5. Tabla de enrutamiento en R5. 
 








VERIFICACIÓN CONECTIVIDAD ESCENARIO 1 
Figura 6. Traceroute R1. 
 
Fuente: Autor. Traceroute 1. [Imagen]. Diplomado CCNP. Bogotá: 2021 
Figura 7. Ping desde R1 a todos los routers.   
 







2. ESCENARIO 2 
 
Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte del 
escenario propuesto. 
Topología de red 
Figura 8. Escenario 2. 
 
Figura 9. Escenario 2 Packet Tracer. 
 






Parte 1: Configurar la red de acuerdo con las especificaciones. 
a. Apagar todas las interfaces en cada switch. 
Los comandos que se relacionan a continuación, será aplicados en los 4 switch. 
Switch>enable   // Cambia a modo privilegiado 
Switch#conf terminal  // Cambia a modo Configuración 
Switch(config)#interface range fa0/1-24, gi0/1-2    // Selección rango de interfaces 
Switch(config-if-range)#shutdown  // Apagar interfaces 
 
b. Asignar un nombre a cada switch acorde con el escenario establecido. 
DLS1 
Switch>enable    // Cambia a modo privilegiado 
Switch#conf terminal   // Cambia a modo Configuración 
Switch(config)#hostname DLS1  //Asignar nombre al dispositivo 
 
DLS2 
Switch>enable    // Cambia a modo privilegiado 
Switch#conf terminal   // Cambia a modo Configuración 
Switch(config)#hostname DLS2  //Asignar nombre al dispositivo 
 
ALS1       
Switch>enable    // Cambia a modo privilegiado 
Switch#conf terminal   // Cambia a modo Configuración 
Switch(config)#hostname ALS1  //Asignar nombre al dispositivo 
 
ALS2 
Switch>enable    // Cambia a modo privilegiado 
Switch#conf terminal   // Cambia a modo Configuración 
Switch(config)#hostname ALS2  //Asignar nombre al dispositivo 
 
c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando LACP. 









DLS1(config)#interface port-channel 12  //Crear interface al grupo LACP 
DLS1(config-if)#no switchport   //Aporta a la interfaz capacidad de 
Capa 3 
DLS1(config-if)#ip address 10.20.20.1 255.255.255.252 
DLS1(config-if)#exit 
DLS1(config)#interface range fa0/11-12  //Selección rango de interfaces 
DLS1(config-if-range)#no switchport  //Aporta a la interfaz capacidad de 
Capa 3 
DLS1(config-if-range)#channel-group 12 mode active   //Asignar grupo LACP 
DLS1(config-if-range)#no shutdown  //Encender las interfaces 
DLS1(config-if-range)#exit 





DLS2(config)#interface port-channel 12  //Crear interface al grupo LACP 
DLS2(config-if)#no switchport   //Aporta a la interfaz capacidad de 
Capa 3 
DLS2(config-if)#ip address 10.20.20.2 255.255.255.252 
DLS2(config-if)#exit 
DLS2(config)#interface range fa0/11-12  //Selección rango de interfaces 
DLS2(config-if-range)#no switchport  //Aporta a la interfaz capacidad de 
Capa 3 
DLS2(config-if-range)#channel-group 12 mode active   //Asignar grupo LACP 
DLS2(config-if-range)#no shutdown  //Encender las interfaces 
DLS2(config-if-range)#exit 
DLS2(config-if)#description PO12 etherchannel (LACP) //Asignar descripción 
 
2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
Para la configuración troncales y EtherChannel, utilizaremos el comando switchport 
trunk encapsulation dot1q. 
DLS1 
DLS1#configure terminal // Cambia a modo Configuración  
DLS1(config)#interface range fa0/7-8 // Selección rango de interfaces 
DLS1(config-if-range)#no shutdown //Encender las interfaces 
DLS1(config-if-range)#channel-protocol lacp // Selección modo LACP  
DLS1(config-if-range)#channel-group 1 mode active // Asignar grupo LACP  
DLS1(config-if-range)#interface port-channel 1 // Crear interface al grupo LACP  







ALS1#configure terminal // Cambia a modo Configuración  
ALS1(config)#interface range fa0/7-8 // Selección rango de interfaces  
ALS1(config-if-range)#no shutdown //Encender las interfaces 
ALS1(config-if-range)#channel-protocol lacp // Selección modo LACP  
ALS1(config-if-range)#channel-group 1 mode active // Asignar grupo LACP  
ALS1(config-if-range)#interface port-channel 1 // Crear interface al grupo LACP 




DLS2#configure terminal // Cambia a modo Configuración  
DLS2(config)#interface range fa0/7-8 // Selección rango de interfaces  
DLS2(config-if-range)#no shutdown //Encender las interfaces 
DLS2(config-if-range)#channel-protocol lacp // Selección modo LACP  
DLS2(config-if-range)#channel-group 2 mode active // Asignar grupo LACP  
DLS2(config-if-range)#interface port-channel 2 // Crear interface al grupo LACP  




ALS2#configure terminal // Cambia a modo Configuración  
ALS2(config)#interface range fa0/7-8 // Selección rango de interfaces  
ALS2(config-if-range)#no shutdown  //Encender las interfaces 
ALS2(config-if-range)#channel-protocol lacp // Selección modo LACP  
ALS2(config-if-range)#channel-group 2 mode active // Asignar grupo LACP  
ALS2(config-if-range)#interface port-channel 2 // Crear interface al grupo LACP  
ALS2(config-if)#description PO2 etherchannel (LACP) // Asignar descripción 
 
3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
DLS1 
DLS1#configure terminal // Cambia a modo Configuración  
DLS1(config)#interface range FA0/9-10 // Selección rango de interfaces  
DLS1(config-if-range)#no shutdown     //Encender las interfaces 
DLS1(config-if-range)#channel-protocol pagp // Selección modo PAgP  
DLS1(config-if-range)#channel-group 4 mode desirable // Asignar grupo PAgP  
DLS1(config-if-range)#interface port-channel 4 // Crear interface al grupo PAgP  
DLS1(config-if)#description PO4 etherchannel (PAgP) // Asignar descripción 
 
ALS1 





ALS1(config-if)#interface range fas0/9-10 // Selección rango de interfaces 
ALS1(config-if-range)#no shutdown        //Encender las interfaces 
ALS1(config-if-range)#channel-protocol pagp // Selección modo PAgP  
ALS1(config-if-range)#channel-group 3 mode desirable // Asignar grupo PAgP  
ALS1(config-if-range)#interface port-channel 3 // Crear interface al grupo PAgP  




DLS2#configure terminal // Cambia a modo Configuración  
DLS2(config)#interface range FA0/9-10 // Selección rango de interfaces  
DLS2(config-if-range)#no shutdown     //Encender las interfaces 
DLS2(config-if-range)#channel-protocol pagp // Selección modo PAgP  
DLS2(config-if-range)#channel-group 3 mode desirable // Asignar grupo PAgP  
DLS2(config-if-range)#interface port-channel 3 // Crear interface al grupo PAgP  




ALS2#configure terminal // Cambia a modo Configuración  
ALS2(config-if)#interface range fas0/9-10 // Selección rango de interfaces  
ALS2(config-if-range)#no shutdown        //Encender las interfaces 
ALS2(config-if-range)#channel-protocol pagp // Selección modo PAgPALS2(config-
if-range)#channel-group 4 mode desirable // Asignar grupo PAgP  
ALS2(config-if-range)#interface port-channel 4 // Crear interface al grupo PAgP  
ALS2(config-if)#description PO4 etherchannel (PAgP) // Asignar descripción 
 




DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#exit 
DLS1(config)#interface Po4 






















DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)#exit 
DLS2(config)#interface Po3 






ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit 
ALS2(config)#interface Po4 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit 
 
d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
No es posible configurar la versión VTP 3 en Cisco Packet Tracer, por esta razón 
se configura versión 2 y se hace de manera Transparente. 
Para la realización de estos tres pasos, hemos usado los comandos vtp domain, vtp 
version 2, vtp mode server y vtp mode client. A continuación, se muestra la 
configuración realizada. 
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321 
DLS1 
DLS1(config)#vtp version 2   // Selección versión de VTP 
DLS1(config)#vtp domain CISCO  // Nombre dominio VTP 
DLS1(config)#vtp password ccnp321  // Contraseña VTP 
 
ALS1 
ALS1(config)#vtp version 2   // Selección versión de VTP 





ALS1(config)#vtp password ccnp321  // Contraseña VTP 
 
ALS2 
ALS2(config)#vtp version 2   // Selección versión de VTP 
ALS2(config)#vtp domain CISCO  // Nombre dominio VTP 
ALS2(config)#vtp password ccnp321  // Contraseña VTP 
 
2) Configurar DLS1 como servidor principal para las VLAN. 
DLS1(config)#vtp mode server  // Cambia al modo servidor VTP 
 
3) Configurar ALS1 y ALS2 como clientes VTP. 
ALS1 
 
ALS1(config)#vtp mode client  // Cambia al modo cliente VTP 
 
ALS2   
ALS2(config)#vtp mode client  // Cambia al modo cliente VTP 
 
e. Configurar en el servidor principal las siguientes VLAN: 
Número de VLAN Nombre de VLAN Número de VLAN Nombre de VLAN 
600 NATIVA 420 PROVEEDORES 
15 ADMON 100 SEGUROS 
240 CLIENTES 1050 VENTAS 
1112 MULTIMEDIA 3550 PERSONAL 
Tabla 3. VLAN servidor principal 
Nota: El modo VTP Server en Cisco Packet Tracer solo permite crear VLAN en el 
rango <1-1005>, por ende, para crear las VLAN mencionadas (1112, 1050, 3550) 
en el SW DLS1 es necesario configurarlo como modo VTP transparente. 
DLS1#configure terminal // Cambia a modo Configuración  
DLS1(config)#vtp mode transparent // Selecciona modo VTP transparente  
DLS1(config)#vlan 600 // Crea nueva VLAN  
DLS1(config-vlan)#name NATIVA // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 15 // Crea nueva VLAN  
DLS1(config-vlan)#name ADMON // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 240 // Crea nueva VLAN  





DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 1112 // Crea nueva VLAN  
DLS1(config-vlan)#name MULTIMEDIA // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 420 // Crea nueva VLAN  
DLS1(config-vlan)#name PROVEEDORES // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 100 // Crea nueva VLAN  
DLS1(config-vlan)#name SEGUROS // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 1050 // Crea nueva VLAN  
DLS1(config-vlan)#name VENTAS // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 3550 // Crea nueva VLAN  
DLS1(config-vlan)#name PERSONAL // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vtp mode server // Entra al modo servidor VTP 
Figura 10. VLAN configuradas en DLS1. 
 






f. En DLS1, suspender la VLAN 420. 
DLS1(config)#vlan 420 // Crea nueva VLAN  
DLS1(config-vlan)# no vlan 420 // Deshabilitar VLAN 
 
g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, y 
configurar en DLS2 las mismas VLAN que en DLS1. 
DLS2#configure terminal // Cambia a modo Configuración  
DLS2(config)#vtp version 2 // Selección versión de VTP  
DLS2(config)# vtp mode transparent // Selecciona modo VTP transparente  
DLS2(config)#vlan 600 // Crea nueva VLAN  
DLS2(config-vlan)#name NATIVA // Nombre de VLAN  
DLS2(config-vlan)#exit // Sale del modo de configuración  
DLS2(config)#vlan 15 // Crea nueva VLAN  
DLS2(config-vlan)#name EJECUTIVOS // Nombre de VLAN  
DLS2(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 240 // Crea nueva VLAN  
DLS1(config-vlan)#name CLIENTES // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 1112 // Crea nueva VLAN  
DLS1(config-vlan)#name MULTIMEDIA // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 420 // Crea nueva VLAN  
DLS1(config-vlan)#name PROVEEDORES // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración 
DLS1(config)#vlan 100 // Crea nueva VLAN  
DLS1(config-vlan)#name SEGUROS // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 1050 // Crea nueva VLAN  
DLS1(config-vlan)#name VENTAS // Nombre de VLAN  
DLS1(config-vlan)#exit // Sale del modo de configuración  
DLS1(config)#vlan 3550 // Crea nueva VLAN  
DLS1(config-vlan)#name PERSONAL // Nombre de VLAN  






Figura 11. VLAN configuradas en DLS2. 
 
Fuente: Autor. VLAN configuradas en DLS2. [Imagen]. Diplomado CCNP. Bogotá: 
2021. 
h. Suspender VLAN 420 en DLS2. 
DLS2(config)# vlan 420 // Crea nueva VLAN  
DLS2(config)# no vlan 420 // Deshabilitar VLAN 
i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red. 
En este punto se requiere que la nueva VLAN sea restringida, por lo que usaremos 




DLS2(config)#int port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#int port-channel 3 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
 
j. Configurar DLS1 como Spanning tree root para las VLANs 1, 12, 420, 600, 1050, 





El comando de Spanning tree debe ser utilizado solo en los conmutadores de red 
troncal. Para su habilitación se debe ingresar a la configuración general. El 
spanning-tree vlan vlan-id root { primary | secondary } se puede usar para establecer 
automáticamente un valor de prioridad como lo realizamos a continuación. 
DLS1#conf terminal 
DLS1(config)#spanning-tree vlan 1,12,420,600,1050,1112,3550 root primary   // id-
vlan con el valor de prioridad de puente más bajo 
DLS1(config)#spanning-tree vlan 100,240 root secondary // adicionar id-vlan con 
el valor de prioridad de puente más bajo 
 
k. Configurar DLS2 como Spanning tree root para las VLAN 100 y 240 y como una 
raíz secundaria para las VLAN 15, 420, 600, 1050, 11112 y 3550. 
DLS2#conf terminal 
DLS2(config)#spanning-tree vlan 100,240 root primary // id-vlan con el valor 
de prioridad de puente más bajo 
DLS2(config)#spanning-tree vlan 15,420,600,1050,1112,3550 root secondary   // 
adicionar id-vlan con el valor de prioridad de puente más bajo 
 
l. Configurar todos los puertos como troncales de tal forma que solamente las VLAN 




DLS1(config-if)#switchport trunk native vlan 500 // Identificar la VLAN Nativa 
DLS1(config-if)#switchport trunk encapsulation dot1q  // Enlace troncal con 
encapsulamiento a 4 bits 
DLS1(config-if)#switchport mode trunk  // Crea un enlace troncal 
DLS1(config-if)#exit 
DLS1(config)#int port-channel4 
DLS1(config-if)#switchport trunk native vlan 500 // Identificar la VLAN Nativa 
DLS1(config-if)#switchport trunk encapsulation dot1q  // Enlace troncal con 
encapsulamiento a 4 bits 
DLS1(config-if)#switchport mode trunk  // Crea un enlace troncal 
DLS1(config-if)#exit 
DLS1(config)#int port-channel2 
DLS1(config-if)#switchport trunk native vlan 500 // Identificar la VLAN Nativa 
DLS1(config-if)#switchport trunk encapsulation dot1q   // Enlace troncal con 
encapsulamiento a 4 bits 
DLS1(config-if)#switchport mode trunk  // Crea un enlace troncal 
DLS1(config-if)#exit 
DLS1(config)#int port-channel3 





DLS1(config-if)#switchport trunk encapsulation dot1q  // Enlace troncal con 
encapsulamiento a 4 bits 
DLS1(config-if)#switchport mode trunk  // Crea un enlace troncal 
DLS1(config-if)#exit 
DLS1(config)#interface range fa0/7-10  // Selección rango de interfaces 
DLS1(config-if-range)#switchport trunk native vlan 500 // Identificar la VLAN Nativa 
DLS1(config-if-range)#switchport trunk encapsulation dot1q  // Enlace troncal con 
encapsulamiento a 4 bits 
DLS1(config-if-range)# switchport mode trunk  // Crea un enlace troncal 




DLS2(config)#interface range fa0/7-12  // Selección rango de interfaces 
DLS2(config-if-range)#switchport trunk native vlan 500 // Identificar la VLAN Nativa 
DLS2(config-if-range)#switchport trunk encapsulation dot1q   // Enlace troncal con 
encapsulamiento a 4 bits 
DLS2(config-if-range)#switchport mode trunk  // Crea un enlace troncal 






ALS1(config)#interface range fa0/7-10  // Selección rango de interfaces 
ALS1(config-if-range)#switchport trunk native vlan 500 // Identificar la VLAN Nativa 




ALS2(config)#int port-channel2  
ALS2(config-if)#switchport trunk native vlan 500  // Identificar la VLAN Nativa 
ALS2(config-if)#switchport mode trunk  // Crea un enlace troncal 
ALS2(config-if)#exit  
ALS2(config)#int port-channel4  
ALS2(config-if)#switchport trunk native vlan 500 // Identificar la VLAN Nativa 
ALS2(config-if)#switchport mode trunk   // Crea un enlace troncal 
ALS2(config-if)#exit  
ALS2(config)#int range fa0/7-8  // Selección rango de interfaces 
ALS2(config-if-range)#switchport trunk native vlan 500 // Identificar la VLAN Nativa 
ALS2(config-if-range)#switchport mode trunk   // Crea un enlace troncal 
ALS2(config-if-range)#channel-group 2 mode active  
ALS2(config-if-range)#exit  
ALS2(config)#int range fa0/9-10  // Selección rango de interfaces 





ALS2(config-if-range)#switchport mode trunk  // Crea un enlace troncal 
ALS2(config-if-range)#channel-group 4 mode desirable  
ALS2(config-if-range)#exit  
 
m. Configurar las siguientes interfaces como puertos de acceso, asignados a las 
VLAN de la siguiente manera: 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz Fz0/6 3550 15, 1050 100, 1050 240 
Interfaz Fz0/15 1112 1112 1112 1112 
Interfaces Fz0/16 - 18  567   
Tabla 4. Interfaces VLAN 
Según la tabla anterior se procede con la configuración de las interfaces como 
puertos de acceso, para esto utilizamos en comando switchport access vlan y 
encendemos la interfaz.  
DLS1 
 
DLS1#configure terminal // Cambia a modo Configuración  
DLS1(config)# interface fa0/6 // Selección de interface  
DLS1(config-if)#switchport access vlan 3550 // Cambia VLAN a modo de acceso 
permanente  
DLS1(config-if)#no shutdown // Habilitar interface  
DLS1(config-if)# exit  
DLS1(config)# interface fa0/15 // Selección de interface  
DLS1(config-if)#switchport access vlan 1112 // Cambia VLAN a modo de acceso 
permanente  
DLS1(config-if)#no shutdown // Habilitar interface  




DLS2#configure terminal // Cambia a modo Configuración  
DLS2(config)# interface fa0/6 // Selección de interface  
DLS2(config-if)#switchport access vlan 15 // Cambia VLAN a modo de acceso 
permanente  
DLS2(config-if)#switchport access vlan 1050 // Cambia VLAN a modo de acceso 
permanente  
DLS2(config-if)#no shutdown // Habilitar interface  
DLS2(config-if)# exit // Sale del modo de configuración  
DLS2(config)# interface fa0/15 // Selección de interface  
DLS2(config-if)#switchport access vlan 1112 // Cambia VLAN a modo de acceso 
permanente  





DLS2(config-if)# exit // Sale del modo de configuración  
DLS2(config)# interface range fa0/16-18 // Selección rango de interface  
DLS2(config-if)#switchport access vlan 567 // Cambia VLAN a modo de acceso 
permanente  
DLS2(config-if)#no shutdown // Habilitar interface  




ALS1#configure terminal // Cambia a modo Configuración  
ALS1(config)# interface fa0/6 // Selección de interface  
ALS1(config-if)#switchport access vlan 100 // Cambia VLAN a modo de acceso 
permanente  
ALS1(config-if)#switchport access vlan 1050 // Cambia VLAN a modo de acceso 
permanente  
ALS1(config-if)#no shutdown // Habilitar interface  
ALS1(config-if)# exit // Sale del modo de configuración  
ALS1(config)# interface fa0/15 // Selección de interface  
ALS1(config-if)#switchport access vlan 1112 // Cambia VLAN a modo de acceso 
permanente  





ALS2#configure terminal // Cambia a modo Configuración  
ALS2(config)# interface fa0/6 // Selección de interface  
ALS2(config-if)#switchport access vlan 240 // Cambia VLAN a modo de acceso 
permanente  
ALS2(config-if)#no shutdown // Habilitar interface  
ALS2(config-if)# exit // Sale del modo de configuración  
ALS2(config)# interface fa0/15 // Selección de interface  
ALS2(config-if)#switchport access vlan 1112 // Cambia VLAN a modo de acceso 
permanente  
ALS2(config-if)#no shutdown // Habilitar interface  
ALS2(config-if)# exit // Sale del modo de configuración 
 
Parte 2: conectividad de red de prueba y las opciones configuradas. 
a. Verificar la existencia de las VLAN correctas en todos los switches y la asignación 
de puertos troncales y de acceso. 






Figura 12. VLAN en switch DLS1. 
 
Fuente: Autor. VLAN en switch DLS1. [Imagen]. Diplomado CCNP. Bogotá: 2021. 
Figura 13. VLAN en switch DLS2. 
 





Para verificar la asignación de puerto troncales, se hace a través del comando show 
ip interface, que proporciona un resumen de la información clave para todas las 
interfaces de red de un router. 
Figura 14. Show interfaces en switch DLS1. 
 
Fuente: Autor. Show interfaces en switch DLS1. [Imagen]. Diplomado CCNP. 
Bogotá: 2021. 
Figura 15. Show interfaces en switch DLS2. 
 






Para verificar los puertos troncales se hace uso del comando Show interface trunk. 
Figura 16. Show interfaces trunk en switch DLS1. 
 
Fuente: Autor. Show interfaces trunk en switch DLS1. [Imagen]. Diplomado CCNP. 
Bogotá: 2021. 
Figura 17. Show interfaces trunk en switch DLS2 
 






b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado correctamente 
Figura 18. EtherChannel en DLS1. 
 
Fuente: Autor. EtherChannel en DLS1. [Imagen]. Diplomado CCNP. Bogotá: 2021. 
Figura 19. EtherChannel en ALS1. 
 
Fuente: Autor. EtherChannel en ALS1. [Imagen]. Diplomado CCNP. Bogotá: 2021. 





Para verificar la configuración de Spanning tree utilizaremos el comando show 
spanning-tree, este comando, además, nos permitirá obtener toda la configuración 
de STP del switch e incluso la prioridad de puerto y costo del puerto. 
Figura 20. Spanning tree en DLS1. 
 
Fuente: Autor. Spanning tree en DLS1. [Imagen]. Diplomado CCNP. Bogotá: 2021. 
Figura 21. Spanning tree en DLS2. 
 





VERIFICACIÓN CONECTIVIDAD ESCENARIO 2 
Figura 22. Ping y traceroute DLS1. 
 
Fuente: Autor. Ping y traceroute DLS1. [Imagen]. Diplomado CCNP. Bogotá: 2021. 
Figura 23. Ping y traceroute DLS2 
 























OSPF demuestra ser un protocolo más óptimo para redes grandes, brinda mayor 
seguridad, además de ser un protocolo de estado de enlace. A diferencia de EIGRP, 
incluye el concepto de Área el cual sólo se aplica a routers y para este trabajo se 
refiere a un conjunto de redes inmediatas identificadas por la misma área ID. 
OSPF este es un protocolo sin clase (significa que envía la máscara de subred en 
sus actualizaciones), y además usa las áreas como concepto de escalabilidad. 
EIGRP se escala bien y proporciona tiempos de convergencia extremadamente 
rápidos con un tráfico de red mínimo.  
EIGRP permite conocer dispositivos que son vecinos o están conectados 
adyacentemente y ayuda a enrutar de manera ordenada las direcciones de las redes 
aprendidas. 
El uso de las VLAN dentro de una red es fundamental para la creación de redes no 
físicas independientes permitiendo la disposición de varias VLANS dentro de un 
mismo conmutador. Estas pueden ser estáticas con puerto asociado o dinámicas 
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