Introduction
Ontological Engineering may prove to be instrumental in solving several problems known in the field of Artificial Intelligence and Education (AIED) [1] . Preliminary work shows that significant results can be obtained in terms of knowledge systematization and of instructional planning [2] ; [3] ; [4] . Results obtained in other fields [5] , [6] , [7] indicate significant added value and justify efforts to further explore this direction. In a previous paper [8] , we envisioned the power of ontologies to sustain the ITS authoring process in an ITS Authoring Environment, and explored methodologies for engineering declarative knowledge from instructional and learning sciences. This paper introduces the rationale for concrete situations in the authoring process that exploits a theory-aware Authoring Environment. It illustrates how Ontological Engineering can be instrumental in representing the declarative knowledge needed, and how an added value in terms of intelligence can be expected for Intelligent Tutoring Systems (ITS) authoring environments.
1.
Value of Ontologies for ITS and for the Authoring Process
Why should a theory-aware environment be beneficial to the authoring of ITS?
Existing ITS authoring environments aim at combining authoring tools and knowledge representation [9] , but so far no ITS authoring environment possesses the desired functionalities of an intelligent authoring system such as Retrieve appropriate theories for selecting instructional strategies or Provide principles for structuring a learning environment. Declarative knowledge is mainly absent in those systems, as is the maintenance of knowledge base's integrity. Ontological Engineering can solve these problems by proposing a declarative knowledge modeling approach. The semantic-based knowledge systematization that would result from this approach could provide a gateway to learning objects and their management. Ontologies are considered a solution to the problems of indexing, assembling and aggregating Learning Objects in a coherent way [10] , [11] , [12] , either automatically, semi-automatically or done by humans.
Viewing the authoring task as part of instructional design (in which design decisions are made) access to theoretical knowledge should improve quality and consistency of the design. From the ontological point of view, it is possible to suggest common concepts and a conceptual structure to explain existing theories in a harmonized way. Our effort to systematize theoretical knowledge and to integrate it into a design methodology for authoring tasks is described in [1] . We have developed a minimal ontology for illustrating how our ideas can help an author or an agent to build a learning scenario by reflecting on possible variations based on instructional theories. A long term perspective for this work is to provide the next generation of authoring systems with a scientific basis for semantic standards of learning objects and their management.
What is the full power of an ontology-based system when adequately deployed?
Exploring the power of ontologies for ITS and for the authoring process raises the following question: what is the full power of an ontology-based system when adequately deployed? A successful experiment was conducted by Mizoguchi [6] in deploying ontology-based knowledge systematization of functional knowledge into a production division of a large company. Although the domain is different from educational knowledge, we believe that it is applicable to the knowledge systematization of learning and instructional sciences. One of the key claims of our knowledge systematization is that the concept of function should be defined independently of an object that can possess it and of its realization method. This in effect releases the function for re-use in multiple domains.
Consider: If functions are defined depending on objects and their realization, few functions are reused in different domains. In the systematization reported in Mizoguchi, a six-layer ontology and knowledge base was built using functional knowledge representation frameworks to capture, store and share functional knowledge among engineers and enable them to reuse that functional knowledge in their daily work life with the help of a functional knowledge server. It was successfully deployed inside the Production Systems Division of Sumitomo Electric Industry, Ltd., with the following results: 1) the same document can be used for redesign, design review, patent writing and troubleshooting; 2) Patent writing process is reduced by one third; 3) design review goes extremely better than before, 4) troubleshooting is much easier than before, 5) it enables collaborative work among several kinds of engineers. It demonstrates that operational knowledge systems based on developed ontologies can work effectively in a real world situation.
What is the similarity of situations in the manufacturing and the educational domains? Both have rich concepts and experiential knowledge. However, neither a common conceptual infrastructure nor shareable knowledge bases are available in those domains. Rather, each is characterized by multiple viewpoints and a variety of concepts. The success reported in [6] leads us to believe that similar results can be obtained in the field of ITS, and that efforts should be made towards achieving this goal of building ITS frameworks capable of sharing educational knowledge..
2.
Intelligence in ITS Authoring and Learning Environments
Value of Ontology for ITS Learning Environments
The power of the intelligent behaviour of an ITS Learning Environment relies on the knowledge stored in it. This knowledge deals with domain expertise, pedagogy, interaction and tutoring strategy. Each of those dimensions is usually implemented as an agent-based system. A simplified view of an ITS is that of a multi-agent system in which domain expert, pedagogical and tutoring agents cooperate to deliver an optimal learning environment with respect to the learning goals. In order to achieve this, ITS agents need to share common interpretations during their interactions. How does ontology engineering contribute to this?
Several views or theories of domain knowledge taxonomy can be found in the literature as well as discussions of how this knowledge can be represented in a knowledge-based system for learning/teaching purposes. For instance, Gagné et al. suggested five categories of knowledge that are responsible for most human activity; some of these categories include several types of knowledge. Merrill suggested a different view of possible learning outcomes or domain knowledge. Even if there are some intersections between existing taxonomies, it is very difficult to implement a system that can integrate these different views without a prior agreement on the semantics of what the student should learn.
We believe that ontological engineering can help the domain expert agent to deal with these different views in two ways: 1) by defining "things" associated with each taxonomy and their semantics, the domain knowledge expert can then inform other agents of the system in the course of their interaction. 2) by creating an ontology for a meta-taxonomy which can include different views. We are experimenting with each of these approaches.
Ontological engineering can also be instrumental for including different instructional theories into the same pedagogical agent: for example Gagné's learning events theory, or Merrill component-based theory. This could lead to the development of multi-instructional theories-based ITS which could exploit principles from one instructional theory or another with respect to the current instructional goal.
Furthermore, ontology engineering is essential for the development of ITSs in which several agents (tutor, instructional planner, expert, profiler) need to agree about the definition and the semantics of the things they share during a learning session. Even if pure multi-agent platforms based on standards such as FIPA offer ontology-free ACL (Agent Communication Language), ontological engineering is still necessary because the ontology defines shared concepts, which are in turn sent to the other party during the communication. It is possible to implement using FIPA-ACL standards in which "performatives" (communication acts between agents) can take a given ontology as a parameter to make it possible for the other party to understand and to interpret concepts or things included in the content of the message.
By adding intelligence to ITS authoring environments in the form of theory-aware environments, we could also provide not only curriculum knowledge, not only instructional strategies, but also the foundations, the rationale upon which the tutoring system relies and acts. As a result of having ontology-based ITS authoring environments, we can ensure that: 1) the ITS generated can be more coherent, well-founded, scrutable, and expandable; 2) the ITS can explain and justify to learners the rationale behind an instructional strategy (based on learning theories), and therefore support metacognition; 3) the ITS can even offer some choice to learners in terms of instructional strategies, with pros and cons for each option, thus supporting the development of autonomy and responsibility.
Having access to multiple theories (instead of one) in an ITS authoring environment such as CREAM-tools [13] would offer added value through: 1) the possible diversity offered to authors and learners, through the integration of multiple theories into a common knowledge base, 2) a curriculum planning module that would then be challenged to select among theories, and would therefore have to be more intelligent, and 3) an opportunity for collaboration between authors (even with different views of instructional or learning theory) in the development of ITS modules.
What benefits would the general functionalities of a theory-aware ITS Authoring Environment offer?
In an Ontology-based Authoring Environment, authors (human or software) could benefit from accessing theories to: 1) make design decisions (macro, micro) after reflection and reasoning, 2) communicate about or explain their design decisions , 3) check consistency among design decisions, intra-theory and inter-theories, 4) produce scrutable learning environments, 5) use heuristical knowledge grounded in theoretical knowledge.
Useful functionalities could include such queries as: 1) asking the system what theories apply best to this or that learning situation/goal, 2) asking the system to show examples, 3) asking the system for advice on whether this element of a theory can be combined to an element from another theory, the risk in doing so, other preferable solutions, etc.
Among the variations depending on theories in design or authoring decisions, some can be called paradigmatic, since they refer to a fundamental view of learning or of instruction [8] : instructivist, constructivist, or socioconstructivist. Other variations refer to educational strategies, some are specific to the characteristics of learners or to the subject matter. The following section describes a decision to be made by authors among variations from theories, and illustrates how an ontology can support this decision-making process.
Currently Such functionalities are not available in existing ITS authoring environments, as stated by Murray in his review of existing ITS authoring environments [9] . When these environments include theoretical knowledge, it is hard-wired and procedurally implemented in the system so that it cannot be flexible enough to satisfy users' goal. Moreover, these environments cannot know if the hard-wired theory is appropriate or not for the user's goal, they merely impose it on the authors. In Murray's classification, pedagogy-oriented systems rely upon instructional or teaching strategies for curriculum planning, but they do not take into account commonalities nor variations among theories. This limitation can be overcome by having theory-aware systems with multi-instructional theories, exploited by authors or agents.
Selecting an instructional strategy
In the course of designing instruction or authoring a learning environment, decisions are made as to what will be provided to learners in order to support, to foster or to assess their learning. Such decisions may either rely on well-thought-out, explicit reasons, or simply be intuitive, or ad hoc, or based on personal experience. In order to obtain science-based ITS design, these decisions need to be based on theories. Since ontologies are an effective form of declarative knowledge representation, and if ontological engineering is a methodology to develop this knowledge representation, a theory-aware authoring environment could effectively serve the decisions to be made for selecting an instructional strategy. This section will introduce the decision-making process for selecting an instructional strategy, and the variations based on respective theories. An implementation of a theory-aware environment to support these decisions will be described, as it illustrates the design process of a lesson in the field of Optics.
The case of selecting an instructional strategy in the authoring process
When designing instruction or authoring a learning environment, two types of decisions are to be made: macro-decisions for strategies, and micro-decisions for designing the learning material or the organization of learning activities. Decisions about instructional strategies are the most strategic and govern the decisions about learning material and organization. These decisions are based on: 1) theories that are accepted and respected by authors, 2) results of the analysis conducted before the design, such as analysis of content, context, expectations, etc. Such decisions are made by a person or a team acting as designers if the authoring process is done by humans; Otherwise, the choices are made by a system if the ITS authoring environment has a curriculum planning component; by an instructor or even a learner if provided with this freedom to choose.
The impact of such decisions is the following: selecting an instructional strategy should 'govern' or 'orient' or 'inspire' the development of the learning environment and organization and therefore influence the learning process. A good decision is a strategy that is coherent with the theory, which is the most adequate one as it relates to the goals and the conditions of learning, and respects the philosophy of the persons or organizations. In terms of granularity, this decision applies to the level of the 'learning unit', with objectives, learning activities and assessment. A decision remains good as long as it proves to have coherence and potential effectiveness. In some situations, designers have good reasons to combine elements from various theories into one scenario. If theoretical knowledge is specified and structured in an ontology, it allows for such combinations under constraint checking, thus reducing the risk of errors.
Variations around three theories to design a lesson in Optics
Dependence between instructional theory and strategy is best illustrated in the book edited by Reigeluth: 'Instructional Theories in Action: Lessons Illustrating Selected Theories and Models [14] . Reigeluth asked several authors to design a lesson based on a specific theory, having in common the subject matter, the objectives, and the test items. The objectives included both concept learning and skill development. The lesson is an introduction to the concepts of lens, focus and magnitude in optics. The book offers eight variations of the lesson, each one being an implementation of eight existing and recognized theories. Reigeluth gives as warnings to this exercise that: 1) despite the fact that each theory uses its own terminology, they have much in common, 2) each theory has its limitations, and none of them covers the full complexity of the design problem, none of them takes into account the large number of variables that play a role, 3) the main variation factor is how much the strategy is appropriate to the situation, 4) authors would benefit to know and have access to all existing ones. In the same book, Schnellbecker, in his effort to compare and contrast the different approaches, underlines that there is no such thing as a 'truth character' in the selection of a model. Variations among the lessons are of two kinds: intra-theory and inter-theory. Each implementation of one theory is specific, and could give room to a range of other strategies, all of them referring to the same principles. Intertheory variations represent fundamental differences in how one views learning and instruction, in terms of paradigm.
Since we are mainly interested in the examination of variations among theories, we concentrated on inter-theories variations. We selected three theories: Gagné-Briggs, Merrill, and Collins, and we selected one objective of concept learning (skill development is to be examined under a different study). The Gagné-Briggs theory of instruction was the first one to directly and explicitly rely on a learning theory. It is comprehensive of cognitive, affective and psycho-motor knowledge; the goal of learning is performance, and the goal of instruction is effectiveness. Merrill's Component Display theory shares the same paradigm as Gagné-Briggs', but suggests a different classification of objectives, and provides more detailed guidelines for learning organization and learning material. The lesson drawn by Collins refers to principles extracted from good practices and to scientific inquiry as a metaphor to learning; its goals are oriented towards critical thinking rather than performance.
Ontological engineering methodology and results
This section documents the methodology used for building the ontology and the models, and presents the results. The view of an ontology and of ontological engineering is the one developed and applied at Mizlab [15] . From the three steps proposed by Mizoguchi [15] , the first one, called Level 1, has been developed, and consists of term extraction and definition, hierarchy building, relation setting, and model building. A Use Case was built to obtain the ontological commitments needed [17] , and competency questions were sketched as suggested by Gruninger and Fox [16] . Concept extraction was performed based on the assumptions expressed by Noy and McGuiness [18] . The definition of a 'role' refers to Kozaki [19] .
The Ontology environment used for the development of the ontology is Hozo [19] , an environment composed of a graphic interface, an ontology editor and an ontology and models server in a client-server architecture.
Use-case. The definition of the domain of instruction has been done based on the ideas developed in [8] . A set of competency questions [16] was also sketched, as well as preliminary queries that our authoring environment prototype should be able to answer, such as: What is the most appropriate instructional theory? Which kind of learning activity or material do we need based on instructional theory chosen? At this stage we made ontological commitments [17] to which domain we wanted to model, how we wanted to do it, under which goals, in which order, and in which environment. The use case was done from the point of view of an author (human or software) having to select an instructional strategy to design a lesson. The lesson selection is usually done based on the learning conditions that have been previously identified. The result generated by the authoring environment is an instructional scenario based on the instructional strategy which best satisfies the learning conditions. Building the Use Cases was done by analyzing the expectations for theory-aware authoring, and by analyzing commonalities and variations among the three lessons. Figure 1 shows the result of this analysis in the form of a synoptic table. This use case illustrates an instructional scenario for teaching a concept in optics to secondary school learners, based on the three theories.
Use Case of Instructional Scenario Based on Objective : Student will be able to define focal length Learning Content : Focal length 1. Instructional Theory
Gagné-Briggs' theory of Instruction According to these uses cases, the author is informed of: the necessary prerequisites to reach the lesson objective, the learning content, the teaching strategy, the teaching material, the assessment, the activities order and type. The activities proposed are based on Gagné's instructional events, Merrill's performance/content matrix and Collins's instructional techniques.
Term extraction and definition. This operation was conducted based on the assumptions [18] that; 1) there is no one correct way to model a domain, 2) ontology development is necessarly an iterative process, 3) concepts in the ontology should be close to objects (physical or logical) and relationships in your domain of interest. As a result, we obtained a set of concepts as shown in Fig. 1 .
Hierarchy Building. Once the concepts were defined, we created a hierarchy by identifying "isa" and "part-of" relations. The concepts of higher level selected for the main ontology appear in the primitive concept hierarchy presented in figure 1 . We developed middle-out hierarchy approach for the lesson scenario and a top-down approach for the optic domain ontology. As a result, the hierarchy of the main ontology, that we call the Core ontology, has four levels. The optic domain ontology in our case, based on an official secondary school curriculum can be seen in Figure 1 . Under the Optics domain concept, we have two sub-concepts, "Nature of Light" and "Optical Devices". Further in the hierarchy, the "Focal Length" concept is represented. The lesson scenario hierarchy based on "is-a" and "part-of" relations, highlights "things that exist" in the instructional world and that are needed in our scenario. The "is-a" hierarchy, which in top-down reading goes from the more abstract or generic to the more concrete or specific concepts, is represented in Figure 1 under two forms: a tree hierarchy on the left window and a graphical class representation on the right window. In the right window, another relation is represented: the "part-of" relation (or "p/o" on the figure 2) between a concept and its components or "part-of" concepts. The "part-of" concepts of a concept co-exist in a given context, to provide particular semantics about that wholeness concept. In other words, all components co-existing in a "part-of" relation are needed in order to define wholeness concepts on which they depend. Then, when a wholeness concept instance is created, all its part-of concept instances are automatically generated. In our "activity sequencing" case, "part-of" (before, after, teaching, learning) relations are used to make clear that lesson scenario could be preceded or followed by other lessons and that teaching/learning activities co-exist in the same context to form a lesson scenario. In this way, we express the whole concept with its necessary and sufficient conditions of existence.
Relation setting. Most of the concepts defined need a set of properties and role relations to explicit the context in which they should be understood by agents. In that sense, the "attribute-of" relation was used as a property slot and the "part-of" relation as a role slot, as suggested by Kozaki [19] .
Other relations can be created between concepts. The "participate-in" relation (or p/i in the editor), is similar to the "part-of" relation, but is not included in the relational concept. This step allows us to describe connections between these concepts. For example, one stake of the ontology was to express a dynamic scenario showing a sequence of teaching/learning activities. To model these, we used a "before-after" relation which allowed expression of which activities happened before the current activity and which one happened after. Figure 1 shows the Core Ontology that resulted from this development.
Figure 1. Core Ontology
Create instances (models). The models were built by instantiating the ontology concepts, then by connecting the instances to each other. The consistency checking of the model is done using the axioms defined in the ontology. The model is then ready to be used by others agents (human, software or both).
Three models have been built that rely on the main ontology, and relate to the Use Cases. These models of scenarios focus on the teaching/learning interaction based on each respective Instructional Theory. Figure 2 presents the model for the Gagné-Briggs theory.
Figure 2. Model of Gagné-Briggs Theory
Six out of Gagné's nine events of instruction, which are needed to achieve the lesson scenario, are presented in Figure 2 . The activities involved in the achievement of the lesson objective, are represented according to "Remember-Generality-Concept" from Merrill's performance/content matrix. In the same way, six of Collins's ten techniques of instruction, which are needed to achieve the lesson scenario according to this Theory, are represented in their event order. The most interesting part of these three models is that they explicitly show the role of each participant during the activities based on each theory.
Conclusion
As a conclusion, ontological engineering allowed for unifying the commonalities as well as specifying the variations in linking theories to concrete instructional strategies. Obviously, ontologies cannot go beyond the power of the theories themselves, and one should not expect from ontological engineering of theoretical knowledge more than what can be expected from the theories themselves.
This paper illustrates the idea that an Ontology-based ITS Authoring Environment can enrich the authoring process as well curriculum planning. One example is provided of how a theory-aware authoring environment allows for principled design, provides explicit justification for selection, may stimulate reflection among authors, and may pave the way to an integrated knowledge base of instructional theories. A theory-aware Authoring Environment also allows for principled design when it comes to assembling, aggregating and integrating learning objects by applying principles from theories. Further work in this direction will lead us to develop the system's functionalities, to implement them in an ITS authoring environment, and to conduct empirical evaluation.
