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Foreword by K. Kopotun1
The paper “On the general theory of semi-ordered spaces” (“Zur allgemeinen Theorie der
halbgeordneten Ra¨ume”) was written by L.V. Kantorovich and G.R. Lorentz2 sometime in 1937–1939,
and this is the first time it appears in print.
The following is a short history of this manuscript.
In his letter to I.P. Natanson written on October 11, 1937, G.G. Lorentz mentioned a talk on joint work
with L.V. Kantorovich that he gave at a Session on Functional Analysis in Moscow earlier that year. The
records of the Academy of Sciences of USSR indicate that a Session on Functional Analysis took place in
Moscow during September 27–29, 1937, and that G.R. Lorentz gave a talk “Topological theory of semi-
ordered spaces” there, and that L.V. Kantorovich was speaking on “Theory of linear operations in semi-
ordered spaces”.
The manuscript “On the general theory of semi-ordered spaces” was found in the archives of L.V.
Kantorovich. According to Vsevolod Leonidovich Kantorovich, L.V. Kantorovich’s son, it was submitted
to Trudy Tomskogo Gosudarstvennogo Universiteta imeni V. V. Kuibysheva (Proceedings of Tomsk State
University). The typed version3 of the manuscript has a handwritten note by N. Romanov4 dated by August
31, 1939 stating that the manuscript is accepted for publication. The manuscript was never published
(probably because of the World War II) and around 1945 was returned to L.V. Kantorovich.
It has been decided to publish this manuscript in its original language (German), and translate the
extended abstract accompanying this manuscript from Russian to English. The manuscript appears here
in its original form with only minor editorial corrections.
1 Correspondence to: K. Kopotun, Department of Mathematics, University of Manitoba, Winnipeg, Manitoba, Canada
R3T 2N2. Email: kopotunk@cc.umanitoba.ca.
2 Until 1946, G.G. (Georg Gunter) Lorentz was using the name Geogrij Rudolfovich (G.R.) Lorentz.
3 See www.math.ohio-state.edu/˜nevai/LORENTZ/KANTOROVICH LORENTZ typed.pdf/.
4 N.P. Romanov (1907–1972) was a Professor at Tomsk University from 1935 until 1944. After 1944 he worked in
Uzbekistan. His main area of research was Number Theory and Theory of Functions of Complex Variables. For more
information see “Nikolaı˘ Pavlovich Romanov (on the eightieth anniversary of his birth)”, Izv. Akad. Nauk UzSSR Ser.
Fiz.-Mat. Nauk 1987, no. 3, 92–93, MR0914654 (89b:01069).
0021-9045/$ - see front matter c© 2008 Leonid Kantorovich. Published by Elsevier Inc. All rights reserved.
doi:10.1016/j.jat.2007.03.006
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Publication of this historical document would not have been possible without the assistance and effort of
many people. In particular, the significant help of C. de Boor, Ya.I. Fet, V.L. Kantorovich, V.N. Konovalov,
and S.S. Kutateladze is acknowledged and greatly appreciated.
Extended abstract5
The current manuscript is devoted to the investigation of general semi-ordered spaces that are not
necessarily linear. Hence, it may be considered a generalization of the work of L.V. Kantorovich [Linear
semi-ordered spaces, Mat. Sbornik, 2 (1) 1937, 121–168].
We say that a set Y = {y} is a semi-ordered space if its elements are partially ordered using a relation
“<” so that
I. If y1 < y2, y2 < y3, then y1 < y3.
II. For any pair y1, y2, there exist elements y3, y4 such that y3 6 y1, y3 6 y2, y1 6 y4, and y2 6 y4.
III. Every set E ⊂ Y bounded above has a least upper bound (sup E).
IV. For every set E ⊂ Y , there exists a countable subset E ′ that has the same least upper and greatest lower
bound as E .
The above assumptions allow us to introduce notions of a limit superior, limit inferior, and of a convergent
sequence in Y . For example, define
limyn = infn
(
sup(yn, yn+1, . . .)
)
.
It is possible to introduce, e.g., the limit superior differently, for example, by defining lim
∗
yn to be the
least element y having the property that, for any subsequence {ynk }, there exists a subsequence {ynki }
such that y > limi→∞ynki . This type of convergence, ∗-convergence, turns out to be identical with the
topological convergence that we arrive at if we turn Y into a topological space using the convergence
defined initially. Relationships among various limits which we can define using the above approaches as
well as some properties of these limits are studied in §1 and §2. In §3, we study semi-ordered spaces
equipped with a nonnegative metric function ρ(y1, y2) defined for all pairs y1, y2 such that y1 6 y2, and
satisfying
1◦. ρ(y1, y2) = 0 is equivalent to y1 = y2.
2◦. ρ(y1, y3) 6 ρ(y1, y2)+ ρ(y2, y3) (y1 6 y2 6 y3).
3◦. ρ(sup(y, y1), sup(y, y2)) 6 ρ(y1, y2) (an analogous inequality holds with inf).
4◦. If yn → y monotonically, then ρ(yn, y)→ 0 (or ρ(y, yn)→ 0).
5◦. If yn monotonically tends to infinity, then the condition limn,m→∞ ρ(yn, ym) = 0 should not hold.
Let
ρ(y1, y2, . . . , yn) = ρ (inf(y1, . . . , yn), sup(y1, . . . , yn)) .
Then yn → y turns out to be equivalent to ρ(y, yn, . . . , yn+p) → 0 when n → ∞, and yn → y(∗)
is equivalent to ρ(y, yn) → 0. In addition, Cauchy’s convergence principle holds. Moreover, if Y is
distributive, i.e.,
inf (y, sup(y1, y2)) = sup (inf(y, y1), inf(y, y2)) ,










5 Translated from Russian by K. Kopotun.
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In §4, we study similar spaces under weaker assumptions. Particular examples of such spaces are the
Hausdorff space of closed sets (see Hausdorff “Set theory”, p. 165) and the space of semicontinuous
functions. §5 is devoted to applications of the general theorems to the theory of semicontinuous functions
y = f (x) that map a metric space {x} = X into a semi-ordered space {y} = Y . Under some additional
assumptions (Y is regular, distributive, and between any two elements y1 and y2 such that y1 < y2 there is
a third element y3, y1 < y3 < y2) it is possible to develop a complete theory of semicontinuous functions
including a theorem that every semicontinuous function is a limit of a monotone sequence of continuous
functions as well a theorem on separation by a continuous function.
c© 2008 Leonid Kantorovich. Published by Elsevier Inc. All rights reserved.
Diese Arbeit ist einer Untersuchung von allgemeinen halbgeordneten Ra¨umen gewidmet,
welche eine Verallgemeinerung der Theorie der linearen halbgeordneten Ra¨ume darstellen soll.6
In §1 werden Axiome und Grundbegriffe eingefu¨hrt. §2 behandelt verschiedene
Limesbildungen, die in einem halbgeordneten Raume eingefu¨hrt werden ko¨nnen und ihre
Beziehungen zueinander. Weiter in §3 untersuchen wir Ra¨ume mit metrischer Funktion. In §4
wird eine algemeinere Klasse von Ra¨umen von diesem Typus behandelt. Als eine Anwendung
geben wir in §5 eine Theorie der halbstetigen Funktionen, deren Werte Elemente eines
halbgeordneten Raumes sind.
§1. Axiome und Grundbegriffe
Es sei in der Menge Y = {y} fu¨r einige Paare von verschiedenen Elementen y1, y2 die
Beziehung “kleiner als”: y1 < y2 definiert (dies Beziehung schreiben wir auch y2 > y1).
Axiom I. Aus y1 < y2, y2 < y3 folgt y1 < y3.
Aus diesem Axiom folgt sogleich, dass die Beziehungen y1 < y2, y1 > y2, y1 = y2 einander
widersprechen.
Axiom II. Fu¨r zwei beliebige Elemente y1, y2 gibt es zwei andere y3, y4 derart, dass y3 6 y1,
y3 6 y2; y4 > y1, y4 > y2 (wir schreiben y3 6 y1, wenn entweder y3 < y1 oder y3 = y1 gilt).
Eine Menge E ⊂ Y heisst nach oben beschra¨nkt und y0 ihre obere Grenze, wenn fu¨r alle
y ∈ E gilt y 6 y0. Analog wird die untere Grenze einer Menge definiert.
Es ist, unter Benutzung des Axiom II, leicht zu zeigen, dass jede endliche Menge nach oben
und nach unten beschra¨nkt ist.
Gibt es unter allen oberen Grenzen einer nach oben beschra¨nkten Menge E eine kleinste
(sie ist dann offenbar eindeutig definiert) so heisst sie das Supremum der Menge E , sup E =
supy∈E y. Analog wird das Infimum der Menge E , inf E , als die gro¨sste ihrer unteren Grenzen
(wenn es eine solche gibt) erkla¨rt.
Axiom III. Fu¨r jede nach oben beschra¨nkte Menge E existiert das Supremum sup E.
Satz 1. Fu¨r jede nach unten beschra¨nkte Menge E existiert das Infimum inf E.
6 Vgl. L.V. Kantorovitch, Lineare halbgeordnete Ra¨ume, Rec. Math. 2 (1,2) (1937) 121–168. C. Ore, Ann. of Math.,
36, 406–437.
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Beweis. Wir betrachten die Menge E1 aller unteren Grenzen von E . Diese Menge ist nach oben
durch jedes Element y von E beschra¨nkt und hat nach Axiom III ein Supremum y0 = sup E1.
Dieses y0 ist offenbar das Infimum von E .
Ist eine Menge E nach oben (unten) nicht beschra¨nkt, so schreiben wir sup E = +∞,
bzw. inf E = −∞. +∞ und −∞ sollen dabei als ideale Elemente betrachtet werden mit
−∞ < y < +∞ fu¨r all y ∈ Y . Diese Elemente werden nur dann eingefu¨hrt, wenn es in Y
kein gro¨sstes (kleinstes) Element gibt.
Es gelten folgende leicht beweisbare Beziehungen.
(a) sup E > inf E .
(b) sup E1 6 sup E2, inf E1 > inf E2, wenn E1 ⊂ E2.
(c) Ist y1 6 y2 fu¨r alle y1, y2 mit y1 ∈ E1, y2 ∈ E2, so ist sup E1 6 inf E2.
(d) Fu¨r E =∑ξ∈Ξ Eξ gilt:

























{sup(yn, yn+1, . . .)},
limyn = sup
n
{inf(yn, yn+1, . . .)}.
Fallen sie zusammen und ist y0 ihr gemeinsamer Wert, so nennen wir die Folge {yn} konvergent,
und y0 den Grenzwert von yn : lim yn = y0.
Es gilt:
(a) Eine konstante Folge {yn}, yn = y0 ist konvergent mit dem Grenzwert y0.
(b) Ist yn 6 y′n , so ist limyn 6 limy′n , limyn 6 limy′n .
(c) Eine monoton wachsende Folge y1 6 y2 6 · · · 6 yn ≤ · · · konvergiert und ihr Grenzwert ist
sup yn .
(d) Ist nk →∞, so ist limk→∞ynk 6 limn→∞yn , limk→∞ynk > limn→∞yn .
Wir beweisen nur (d). Es sei nk = inf(nk, nk+1, . . .), offenbar ist nk → ∞ monoton. Dann
ist:
sup(ynk , ynk+1 , . . .) > sup(ynk , ynk+1 , . . .) > inf(ynk , ynk+1 , . . .) > inf(ynk , ynk+1 , . . .).
Es folgt daraus
lim




und unsere Behauptung ist bewiesen.
Im Raume Y werden wir noch eine andere Art von Konvergenz einfu¨hren. Die Folge {yn}
heisst (∗)-convergent gegen y;
yn → y(∗), lim yn = y(∗),
wenn es zu jeder Teilfolge {ynk } eine andere {ynki } gibt, fu¨r welche lim ynki = y ist.
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Der Raum Y wird durch die (∗)-Konvergenz zu einem Raum vom Typus L∗ von Alexandroff-
Uryson.7
Es gilt na¨mlich folgendes:
1◦. Aus yn → y(∗) folgt ynk → y(∗), {ynk } eine Unterfolge von {yn}.
2◦. Ist yn = y fu¨r alle n, so ist auch yn → y(∗).
3◦. Ist yn → y(∗) nicht erfu¨llt, so gibt es eine solche Unterfolge {ynk }, dass fu¨r keine Teilfolge
{ynki } die Bedingung ynki → y(∗) erfu¨llt ist.
Eines Beweises bedarf nur 3◦. Ha¨tte es keine solche Unterfolge {ynk } gegeben, so wu¨rden wir
yn → y(∗) haben, entgegen der Voraussetzung.
Ist yn → y(∗), zn → y(∗), so folgt aus der Definition der (∗)-Konvergenz, dass auch
uk → y(∗), wo uk eine Folge ist, die aus verschiedenen Elementen der beiden ersten in beliebiger
Reihenfolge besteht.
Die (∗)-Konvergenz kann auch auf eine andere Art eingefu¨hrt werden. Wir machen Y zum
topologischen Raume, indem wir eine Menge E ⊂ Y abgeschlossen nennen, wenn alle Limes
ihrer konvergenten Unterfolgen wieder der Menge E angeho¨ren. Diese Topologie induziert eine
topologische Konvergenz: yn konvergiert gegen y, wenn jede offene Umgebung von y fast alle
yn entha¨lt.
Satz 2. Die eben definierte topologische Konvergenz ist mit der (∗)-Konvergenz identisch.8
Es sei zuerst yn → y(∗). Ist nicht yn → y topologisch, so gibt es eine Umgebung U von y,
die kein Element einer bestimmten Unterfolge {ynk } entha¨lt. Fu¨r die abgeschlossene Menge Y \U
haben wir y 6∈ Y \U , {ynk } ⊂ Y \U , also kann keine Unterfolge von ynk gegen y konvergieren,
was unserer Voraussetzung yn → y(∗) widerspricht.
Es sei jetzt yn → y topologisch. Wir beweisen die Unmo¨glichkeit davon, dass yn nicht
gegen y(∗)-konvergiert. Man kann yn 6= y voraussetzen. Es gibt eine Folge {ynk }, deren
keine Unterfolge {ynki } gegen y konvergiert. Hat die Folge {ynk } u¨berhaupt keine konvergenten
Unterfolgen, so bildet sie eine abgeschlossene Menge, die y nicht entha¨lt, was einen Widerspruch
mit der Annahme bedeutet. Hat aber diese Folge konvergente Unterfolgen, so sei ynki → z
(z 6= y). Die Menge {ynki } + {z} ist abgeschlossen und entha¨lt nicht y – das ist aber unmo¨glich.
Wir fu¨hren noch weitere Axiome ein.
Axiom IV. Fu¨r jede Menge E ⊂ Y gibt es eine abza¨hlbare Teilmenge E ′ ⊂ E derart, dass
sup E ′ = sup E, inf E ′ = inf E .9









7 Vgl. K. Kuratowski, Topologie, I, S. 76.
8 Vgl. F. Hausdorff, Gestufte Ra¨ume, Fund. Math. 25, S. 486–502, insbes. Satz IV.
9 Das Axiom ist auch dann erfu¨llt, wenn es zwei abza¨hlbare Teilmengen E ′,E ′′ von E gibt mit sup E ′ =
sup E,inf E ′′ = inf E .




















, Eξ ⊂ Y,
inf
ξ∈Ξ








wenn alle infξ Eξ , bzw. supξ Eξ endlich sind. Das Infimum (bzw. Supremum) in diesen Formeln
rechts wird auf alle Mengen {yξ }, ξ ∈ Ξ erstreckt, fu¨r welche bei jedem ξ ∈ Ξ yξ der Menge Eξ
angeho¨rt.
Aus Va folgt das duale dazu und sogar Vc fu¨r endliche Ξ , Eξ .10 Aus Vb folgt leicht Vc fu¨r
endliche Ξ , abza¨hlbare Eξ . Ist Va erfu¨llt, so nennen wir die Raum Y distributiv, im Falle Vb
nennen wir ihn stark distributiv.11
Wir geben jetzt einige Beispiele von halbgeordneten Ra¨umen an. Dort, wo es sich um Ra¨ume
von Mengen handelt, soll y1 < y2 immer bedeuten: y1 ⊂ y2, aber y1 6= y2.
Beispiel 1. Der Raum aller Untermengen y einer festen Menge A.
Dann sind die Axiome I, II, III erfu¨llt, IV im Allgemeinen nicht. Da hier das Supremum
die logische Summe, das Infimum den Durchschnitt der Mengen bedeutet, so ist unter den
Distributivita¨tsaxiomen sogar das sta¨rkste Vc erfu¨llt.
Beispiel 2. Der Raum aller konvexen Untermengen der Geraden (d.h., die Menge aller offenen,
halboffenen und abgeschlossenen Intervalle).
Die Axiome I, II sind erfu¨llt; Infimum ist der Durchschnitt, Supremum die konvexe Hu¨lle der
Summe. Dagegen ist Va nicht richtig: ist z.B.
y1 = (0, 1), y2 = (1, 2), y3 = (2, 3),
so wird
sup[y1, inf(y2, y3)] = (0, 1), inf[sup(y1, y2), sup(y1, y3)] = (0, 2).
Beispiel 3. Der Raum Y besteht aus allen messbaren Untermengen des Intervalls I = (0, 1).
Dabei sollen alle a¨quivalenten Mengen identifiziert werden.
Die Axiome I, II sind erfu¨llt: Supremum oder Infimum einer endlichen oder abza¨hlbaren
Menge ist die Summe oder der Durchschnitt. Das Axiom III ist auch erfu¨llt: es sei E = {yξ },
ξ ∈ Ξ , eine beliebige Menge der Elemente yξ ∈ Y .
10 Vgl. z.B. Ore, loc.cit.
11 Im Weiteren wird immer angegeben, welches von den Axiomen V als gu¨ltig vorausgesetzt wird.
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Wir betrachten alle endlichen Summen (n eine beliebige ganze Zahl):
yξ1 + yξ2 + · · · + yξn ;
m0 sei die obere Grenze von ihrem Mass. Dann kann man eine solche wachsende Folge
z1 ⊂ z2 ⊂ · · · ⊂ zn ⊂ · · · dieser Summen angeben, dass
lim
n→∞mes zn = m0,
also mes z = m0, wo z = z1 + z2 + · · · zn + · · ·. Nun entha¨lt z alle yξ ! Denn sonst wu¨rde es ein
y0 geben mit mes(y0 + z) > m0, also mes(y0 + zn) > m0 fu¨r grosse n, was der Definition von
m0 widerspricht. Wir haben also z = sup E .
IV ist auch mitbewiesen, denn setzt man
zn = yξ1,n + yξ2,n + · · · + yξkn ,n,
so ist E ′ = {yξk ,n}, k = 1, 2, . . . , kn , n = 1, 2, . . . eine abza¨hlbare Untermenge von E mit
sup E ′ = sup E = z.
Vb ist hier erfu¨llt, Vc aber nicht: setzen wir











= 0 (i(t) = 1, 2).
Die Konvergenz ist hier die Konvergenz der Mengen fast u¨berall, die (∗)-Konvergenz ist die
Konvergenz nach dem Mass. Das folgt auch aus den Sa¨tzen 9 und 10 von §3.
Beispiel 4. Der Raum aller Untermengen y von (0, 1) wobei Elemente, die sich um eine
ho¨chstens abza¨hlbare Menge von Punkten unterscheiden, identifiziert werden.
Die Axiome I, II sind erfu¨llt, III nur im Falle einer ho¨chstens abza¨hlbaren Menge E (und
Supremum ist dann die Summe der Mengen). Fu¨r unabza¨hlbare Mengen ist III falsch: Zerlegt
man (0, 1) in eine unabza¨hlbare Menge E = {yξ }, ξ ∈ Ξ , von disjunkten Mengen yξ , so existiert
sup E nicht.
Das Axiom Vb ist erfu¨llt, IV und Vc sind sinnlos.
Beispiel 5. Y besteht aus allen Punkten y = (u, v) des Quadrats 0 6 u 6 1, 0 6 v 6 1. Es soll
(u1, v1) < (u2, v2) dann und nur dann sein, wenn entweder u1 < u2, oder u1 = u2, v1 < v2 ist.
Hier sind alle Axiome I–IV, Vc erfu¨llt.
Als weitere Beispiele kann man die linearen halbgeordneten Ra¨ume12 und die “Systeme von
normierten Dingen” von V. Glivenko13 anfu¨hren.
12 loc.cit. in Fussnote 1.
13 V. Glivenko, Ge´ome´trie des syste`mes de choses norme´es, Amer. J. Math. 58, 799–828; Contribution a` l’e´tude des
syste`mes de choses norme´es, Amer. J. Math. 59, 941–951.
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§2. Limesbildungen
Wir fu¨hren folgende Limesbildungen einer Folge {yn} ein: Den gro¨ssten oberen Limes
o limyn = inf
n
{sup(yn, yn+1, . . .)} = limyn .
Den kleinsten oberen Limes






(das Infimum wird auf alle Teilfolgen von {yn} erstreckt).
Den gro¨ssten oberen (∗)-Limes o lim∗yn erkla¨ren wir als das kleinste Element y, das die
folgende Eigenschaft besitzt: Zu jeder Unterfolge {ynk } gibt es eine weitere Unterfolge {ynki }
derart, dass y > o limi→∞ynki .
Es ko¨nnen endlich duale Limes zu diesen betrachtet werden: der kleinste untere Limes,
u limyn = limyn , der gro¨sste untere u limyn , und der kleinste untere (∗)-Limes u lim∗yn .
Wir zeigen jetzt, dass die definierten (∗)-Limes wirklich existieren. Nach IV ko¨nnen wir
eine solche Folge {y(k)} angeben, die aus Elementen besteht, die die Eigenschaft (A) besitzen,
dass y0 = infk{y(k)} gleich dem Infimum aller solcher y ist. Nehmen wir eine beliebige Teilfolge
{ynk }, so gibt es eine Unterfolge {ynki }, fu¨r welche y(1) > limi→∞ynki ; aus dieser kann man
eine weitere Unterfolge {ynki j } herausgreifen, fu¨r welche y
(2) > lim j→∞ynki j ; u.s.w. Fu¨r eine
Diagonalfolge {yni } von allen diesen Unterfolgen haben wir
y(k) > lim
i→∞ yni
fu¨r alle k, also auch
y0 > lim
i→∞ yni
y0 hat also die Eigenschaft (A), w.z.b.w.
Fu¨r den kleinsten oberen Limes kann man auch schreiben:














sup(ynk , ynk+1 , . . .)







Fu¨r die Limes gelten folgende Ungleichungen:






> u lim∗yn > u limyn . (2)
14 Einen kleinsten oberen (∗)-Limes nach diesem Analogon einzufu¨hren: o limyn = inf{nk }{o lim
∗
ynk } hat keinen
Sinn, denn dieses fa¨llt zusammen mit o limyn , wie man leicht zeigt. Wir werden deshalb o lim
∗
yn , u lim∗yn auch so
schreiben: lim
∗
yn , lim∗yn .
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Ist aber das Axiom Vc erfu¨llt, so fallen alle gro¨ssten (und alle kleinsten) Limes zusammen:
o limyn = inf
n







= u limyn .
Satz 3. Damit eine Folge {yn} (∗)-konvergent sei, ist notwendig und hinreichend, dass
o lim
∗
yn = u lim∗yn . (3)
lim∗ yn ist dann diesen beiden Limes gleich.
Beweis. Es sei die Folge {yn} (∗)-konvergent und lim∗ yn = y. Das Element y erfu¨llt offenbar
die Bedingung (A), es ist also y > o lim∗yn . A¨hnlich wird y 6 u lim∗yn bewiesen, was mit (2)
zusammen (3) ergibt.
Umgekehrt, sei (3) erfu¨llt und y = o lim∗yn . Zu jeder Teilfolge {ynk } gibt es dann eine weitere
Teilfolge {ynki }, fu¨r welche y > limi ynki . Nach (3) und der Definition des unteren (∗)-Limes la¨sst









und wir haben yn → y(∗) bewiesen.
In den folgenden Sa¨tzen wird das Axiom Vb benutzt.
Satz 4. Der obere Limes y = limyn ist das kleinste y, fu¨r das gilt:
sup(y, yn)→ y. (4)
Beweis. Ist y = −∞, so ist unsere Behauptung offenbar richtig. Wir du¨rfen also y > −∞
voraussetzen.
Bezeichnen wir yk = sup(yk, yk+1, . . .). Die Bedingung (4) ist mit der folgenden
gleichbedeutend:













oder y > y. 
Satz 5. Der obere (∗)-Limes y∗ = lim∗yn ist das kleinste Element y, fu¨r welches gilt
sup(y, yn) → y(∗). (5)
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In der Tat, diese Bedingung ist damit gleichbedeutend, dass aus jeder Teilfolge {ynk } eine
weitere {ynki } sich aussondern la¨sst, fu¨r welche gilt
sup(y, ynki )→ y,
das heisst
y > limynki .
Nach der Definition des oberen (∗)-Limes bedeutet also (5)
y > lim∗yn,
w.z.b.w.
Satz 6. Es gilt
(a) limn{sup(yn, y′n)} > sup(limn yn, limy′n)
(b) limn{sup(yn, y′n)} = sup(limn yn, limy′n).
Es gelten die Formeln (a∗), (b∗), wo lim durch lim∗ ersetzt ist und endlich duale zu den vier
angegebenen (lim mit lim zu ersetzen und sup mit inf).
Beweis. (a) und (a∗) sind evident; wir beweisen nur (b) und (b∗). Im weiteren setzen wir
yn = sup(yn, yn+1, . . .), y′n = sup(y′n, y′n+1, . . .),
(b) lim{sup(yn, y′n)} 6 lim{sup(yn, y′n)} = infn{sup(yn, y′n)} = infn,m{sup(yn, y′m)} =
sup(infn yn, infm y
′
m) = sup(limyn, limy′m). Die umgekehrte Ungleichung ist aber trivial.
(b∗) Es ist
lim
∗{sup(yn, y′n)} > sup(lim∗yn, lim∗y′n) = y0. (6)
Aus der Definition des oberen (∗)-Limes folgt, dass es zu jeder Teilfolge {ynk } eine weitere,
{ynki }, gibt, fu¨r welche gleichzeitig
y0 > lim
i



















und wenn man alles zusammenfasst,
y0 > lim
∗[sup(yn, y′n)].
Mit (6) zusammen ergibt das (b∗).
Aus diesem Satz folgt insbesondere, dass sup und inf in Bezug auf die gewo¨hnliche und
die (∗)-Konvergenz stetig sind: aus yn → y, y′n → y′ folgt sup(yn, y′n) → sup(y, y′),
inf(yn, y′n)→ inf(y, y′), u.s.w.
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§3. Ra¨ume mit metrischer Funktion
Wir betrachten jetzt einen Raum Y = {y}, in dem die Axiome I–III15 und Va erfu¨llt sind. Es
sei fu¨r jedes Paar von vergleichbaren Elementen, y1, y2 (y1 6 y2) die nichtnegative Funktion
ρ(y1, y2) definiert, die wir als metrische Funktion des Raumes Y bezeichnen und die folgende
Bedingungen erfu¨llen soll:
1◦. ρ(y1, y2) = 0 ist mit y1 = y2 gleichbedeutend.
2◦. ρ(y1, y2)+ ρ(y2, y3) > ρ(y1, y3) (y1 6 y2 6 y3).
3◦. ρ(y1, y2) > ρ(sup(y, y1), sup(y, y2)) und ρ(y1, y2) > ρ(inf(y, y1), inf(y, y2)).
4◦. Konvergiert yn monoton gegen y, so ist ρ(y, yn)→ 0 [bzw. ρ(yn, y)→ 0].
5◦. Fu¨r keine monoton gegen +∞ oder −∞ konvergierende Folge {yn} soll sein
lim
n,m→∞ ρ(yn, ym)→ 0.
Spezialfa¨lle solcher Ra¨ume sind z.B. die linearen halbgeordneten Ra¨ume mit metrischer
Funktion,16 oder ihre Untermengen.
Wir setzen allgemein
ρ(y1, y2, . . . , yn) = ρ(inf(y1, y2, . . . , yn), sup(y1, y2, . . . , yn)).
Dann wird 1◦, 3◦ fu¨r beliebige y1, y2 richtig. Es ist z.B.
ρ(y1, y2) = ρ(inf(y1, y2), sup(y1, y2)) > ρ(sup(y, inf(y1, y2)), sup(y, sup(y1, y2)))
= ρ(inf(y′1, y′2), sup(y′1, y′2)) = ρ(y′1, y′2),
wo y′1 = sup(y, y1), y′2 = sup(y, y2) gesetzt wurde.
Aus 3◦ folgt fu¨r y1 6 y2 6 y3,
ρ(y1, y2) 6 ρ(y1, y3); ρ(y2, y3) 6 ρ(y1, y3). (7)
Die Dreiecksungleichung gilt im allgemeinen nicht; als ein Ersatz kann dafu¨r die folgende
Ungleichung dienen:
ρ(y1, y2)+ ρ(y2, y3)+ · · · + ρ(yn−1, yn) > ρ(inf(y1, y2), sup(y1, y2))
+ ρ(sup(y1, inf(y2, y3)), sup(y1, sup(y2, y3)))+ · · ·
+ ρ(sup(y1, . . . , yn−2, inf(yn−1, yn)), sup(y1, . . . , yn−2, sup(yn−1, yn)))
> ρ(inf(y1, y2), sup(y1, y2, . . . , yn)).
(Wir benutzten 3◦, (1) und eine Folgerung aus Axiom Va). Ebenso ist
ρ(y1, y2)+ ρ(y2, y3)+ · · · + ρ(yn−1, yn) > ρ(inf(y1, y2, . . . , yn), sup(y1, y2)),
und es folgt
ρ(y1, y2, . . . , yn) 6 2ρ(y1, y2)+ · · · + 2ρ(yn−1, yn). (8)
15 Es genu¨gt, das Axiom III nur fu¨r abza¨hlbare E geltend vorauszusetzen.
16 Vgl. Kantorovitch, loc.cit., §8.
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Fu¨r n = 3 haben wir
ρ(y1, y2, y3) 6 ρ(inf(y1, y2, y3), inf(y1, y2))+ ρ(inf(y1, y2), sup(y1, y2, y3))
6 ρ(y1, y2)+ 2ρ(y2, y3). (9)
Um so mehr ist
ρ(y1, y3) 6 ρ(y1, y2)+ 2ρ(y2, y3)
und daraus folgt leicht
|ρ(y1, y2)− ρ(y1, y3)| 6 2ρ(y2, y3). (10)
Als Verallgemeinerung haben wir
|ρ(y1, y2)− ρ(z1, z2)| 6 |ρ(y1, y2)− ρ(y1, z2)| + |ρ(y1, z2)− ρ(z1, z2)|
6 2ρ(y2, z2)+ 2ρ(y1, z1).
Setzen wir i = inf(y1, y2, . . . , yn), s = sup(y1, y2, . . . , yn), so wird
|ρ(y1, y2, . . . , yn, y)− ρ(y1, y2, . . . , yn, z)|
= |ρ(inf(i, y), sup(s, y))− ρ(inf(i, z), sup(s, z))|
6 2ρ(y, z)+ 2ρ(y, z) = 4ρ(y, z).
Daraus folgt leicht
|ρ(y1, y2, . . . , yn)− ρ(z1, z2, . . . , zn)| 6 4ρ(y1, z1)+ · · · + 4ρ(yn, zn). (11)
Endlich fu¨hren wir die folgenden Ungleichungen ein:
ρ(sup(y1, z1), sup(y2, z2), . . . , sup(yn, zn)) 6 ρ(y1, . . . , yn)+ ρ(z1, . . . , zn),
ρ(inf(y1, z1), inf(y2, z2), . . . , inf(yn, zn)) 6 ρ(y1, . . . , yn)+ ρ(z1, . . . , zn), (12)
Es werde z.B. die erste Ungleichung bewiesen:
ρ(sup(y1, z1), . . . , sup(yn, zn))
= ρ(inf[sup(y1, z1), . . . , sup(yn, zn)], sup[y1, . . . , yn, z1, . . . , zn])
6 ρ(inf[sup(y1, z1), . . . , sup(yn, zn)], sup[y1, . . . , yn, inf(z1, . . . , zn)])
+ ρ(sup[y1, . . . , yn, inf(z1, . . . , zn)], sup[y1, . . . , yn, z1, . . . , zn]).
Diese letzte Ungleichung folgt aus 3◦, denn wir haben
sup[y1, . . . , yn, inf(z1, . . . , zn)] = inf
k




ρ(sup(y1, z1), . . . , sup(yn, zn))
6 ρ(sup[inf(y1, . . . , yn), inf(z1, . . . , zn)], sup[sup(y1, . . . , yn), inf(z1, . . . , zn)])
+ ρ(inf(z1, . . . , zn), sup(z1, . . . , zn)) 6 ρ(y1, . . . , yn)+ ρ(z1, . . . , zn)
w.z.b.w.
Satz 7. ρ(y1, . . . , yn) ist eine stetige Funktion von y1, . . . , yn .
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Beweis. Wir zeigen zuna¨chst, dass aus y(k) → yρ(y(k), y)→ 0 folgt. Es sei y˜(k) = infn>k y(k),
y(k) = supn>k y(k). Dann streben y˜(k), y(k) monoton gegen y und deshalb ist nach 4◦
ρ(y˜(k), y(k)) 6 ρ(y˜(k), y)+ ρ(y, y(k))→ 0.
Da y and y(k) zwischen y˜(k) und y(k) liegen, ist um so mehr
ρ(y(k), y) → 0.
Nun sei y(k)i → yi , i = 1, 2, . . . , n. Dann ist nach (5)
|ρ(y(k)1 , . . . , y(k)n )− ρ(y1, . . . , yn)| 6 4ρ(y(k)1 , y1)+ · · · + 4ρ(y(k)n , yn)→ 0,
w.z.b.w.
Bemerkung Wie man sich leicht u¨berzeugt, ist unsere Behauptung auch in Bezug auf die (∗)-
Konver-genz richtig.
Satz 8. Damit die Folge {yn} gegen ein endliches Element konvergiere, ist notwendig und
hinreichend, dass
lim
n→∞ ρ(yn, . . . , yn+p) = 0. (13)
Beweis. Ist die Folge gegen y konvergent, und y˜n , yn a¨hnlich wie in Satz 7 definiert, so ist nach
4◦ρ(y˜n, y) → 0, ρ(yn, y) → 0.
Es ist aber
ρ(yn, . . . , yn+p, y) 6 ρ(y˜n, yn)→ ρ(y, y) = 0,
also sogar mehr als no¨tig war.
Es sei jetzt die Bedingung (7) erfu¨llt. Wir setzen




n ) = ρ(sup(yn, . . . , ym), sup(yn, . . . , ym+p))
6 ρ(ym, sup(yn, . . . , ym+p)) 6 ρ(ym, . . . , ym+p) → 0
fu¨r m →∞. Nach Bedingung 5◦ ist also die monotone Folge {y(m)n } gegen ein endliches Element
yn konvergent. Ebenso ist endlich
y˜n = inf(yn, yn+1, . . .).
Es folgt daraus, dass auch die Elemente
sup y˜n = lim
n→∞ y˜n = y∗, limn→∞ yn = inf yn = y
∗, y∗ 6 y∗,
endlich sind. Wir haben nach Satz 7
ρ(y˜n, yn) = limm→∞ ρ(yn, . . . , ym),
ρ(y∗, y∗) = inf
n
ρ(y˜n, yn) = 0,
also y∗ = y∗, w.z.b.w.
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Satz 9. Damit die Folge {yn} gegen das Element y konvergiere, ist notwendig und hinreichend,
dass
lim
n→∞ ρ(yn, . . . , yn+p, y) = 0.
Beweis. Die Notwendigkeit wurde oben schon gezeigt; dass die Bedingung auch hinreichend
ist, sieht man sofort ein, wenn man die Folge y1, y, y2, y, y3, . . . betrachtet; sie ist nach dem
vorstehenden Satz konvergent. Ihr Limes kann aber nur y sein; es ist dann auch yn → y.
Satz 10. Damit die Folge {yn} gegen das Element y (∗)-konvergiere, ist notwendig und
hinreichend, dass
lim
n→∞ ρ(yn, y) = 0. (14)
Beweis. Es sei yn → y(∗). Wa¨re dann (8) nicht erfu¨llt, so wu¨rde es dann eine Teilfolge {yni } und
ein ε > 0, mit ρ(yni , y)> ε, geben. Aus dieser Folge ist es nicht mo¨glich, nach Satz 9, eine gegen
y konvergente Folge herauszugreifen. Das widerspricht aber der Definition der (∗)-Konvergenz.




fu¨r n > nk .
Dann ist nach (2)
ρ(ynk , ynk+1 , . . . , ynk+p , y) = ρ(ynk , y, ynk+1 , y, . . . , ynk+p , y)












Nach Satz 9 haben wir also ynk → y.
Satz 11. Damit die Folge {yn} gegen ein endliches Element konvergiere, ist notwendig und
hinreichend, dass
lim
n→∞ ρ(yn, yn+p) = 0. (15)
Die Notwendigkeit folgt aus dem vorstehenden Satz und (3). Umgekehrt, ist (9) erfu¨llt, so
kann man leicht eine Teilfolge {ynk } angeben, fu¨r welche gilt
lim
k→∞ ρ(ynk , ynk+p ) = 0.
Dann ist ynk → y (y endlich), also ρ(ynk , y) → 0. Daraus und aus (9) folgt dann
limn ρ(yn, y) = 0, yn → y(∗).
Satz 12. Aus yn → y, y′n → y′ folgt sup(yn, y′n)→ sup(y, y′).
Aus yn → y(∗), y′n → y′(∗) folgt sup(yn, y′n)→ sup(y, y′)(∗).
y, y′ werden von −∞ verschieden vorausgesetzt; a¨hnliches gilt fu¨r inf statt sup.
Die Behauptungen folgen unmittelbar aus den Ungleichungen (5):
ρ(sup(yn, y′n), . . . , sup(yn+p, y′n+p), sup(y, y′))
6 ρ(yn, . . . , yn+p, y)+ ρ(y′n, . . . , y′n+p, y′),
ρ(sup(yn, y′n), sup(y, y′)) 6 ρ(yn, y)+ ρ(y′n, y′).
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Satz 13. Aus den Axioms I–III,17 Va, 1◦–5◦ folgt Vb.
Beweis. Es sei infn yn 6= −∞, y beliebig. Dann ist, unter der Benutzung der vorigen Satzes,
inf
n
{sup(y, yn)} = lim













A¨hnlich wird auch die zweite Ha¨lfte von Vb bewiesen.
Genu¨gt die metrische Funktion der Ungleichung
ρ(y1, y2) < ρ(y1, y3) fu¨r y1 6 y2 < y3,
so folgt auch das Axiom IV aus den u¨brigen. Ausserdem kann dann in III die Existenz
des Supremum nur fu¨r abza¨hlbare nach oben beschra¨nkte Mengen gefordert werden, fu¨r
unabza¨hlbare wird das beweisbar.18
Unter den zu Anfang dieses § gemachten Voraussetzungen kann man in Y eine andere
metrische Funktion r(y1, y2) einfu¨hren, die fu¨r all y1, y2 einen Sinn hat, den Bedingungen
1◦–5◦ und ausserdem noch der Dreiecksbedingung genu¨gt und der metrischen Funktion ρ(y1, y2)
equivalent ist (d.h., ρ(y, yn)→ 0 und r(y, yn)→ 0 bedeutet dasselbe). Betrachten wir
r(y, y′) = inf
y1,...,yn;n
{ρ(y, y1)+ ρ(y1, y2)+ · · · + ρ(yn, y′)}.
Es ist nach (2)
1
2
ρ(y, y′) 6 r(y, y′) 6 ρ(y, y′).
r(y, y′) had alle angefu¨hrten Eigenschaften; so ist z.B.
r(y, y′) = inf
y1,...,yn;n
{ρ(y, y1)+ · · · + ρ(yn, y′)}
> inf{ρ(sup(y, z), sup(y1, z))+ · · · + ρ(sup(yn, z), sup(y′, z))}
> inf
z1,...,zn;n
{ρ(sup(y, z), z1)+ · · · + ρ(zn, sup(y′, z))} = r(sup(y, z), sup(y′, z))
fu¨r beliebige y, y′, z.
Es sei noch erwa¨hnt, dass die Bedingung 2◦ sich durch die folgende schwa¨chere ersetzen la¨sst:
2∗. Es gibt eine positive Funktion ϕ(ε), die fu¨r alle ε > 0 definiert ist, derart, dass aus y1 6
y2 6 y3 und ρ(y1, y2) < ε, ρ(y2, y3) < ε ρ(y1, y3) < ϕ(ε) folgt.
Dann la¨sst sich eine mit ρ(y1, y2) equivalente Funktion einfu¨hren, fu¨r welche 1◦–5◦ gelten.19

§4. Ra¨ume mit metrischer Funktion, die unsymmetric ist in Bezug auf Infimum und
Supremum
Wir betrachten jetzt eine allgemeinere Klasse von Ra¨umen, als die in §3 betrachtete. Es sei
Y = {y} ein halbgeordneter Raum, in welchem die Axiome I–IV20 und die erste Ha¨lfte von
17 Vgl. Fussnote 10.
18 Wegen des Beweises vgl. Kantorovitch, loc.cit., insb. S. 148 oder Beispiel 3 in §1 dieser Arbeit.
19 Man vergleiche z.B. Frink, Bull. A.M.S. 43 (2) (1937) 133–142.
20 Aus dem Axiom II brauchen wir weiter nur die erste Ha¨lfte (mit sup).












Ausserdem soll in Y fu¨r vergleichbare y1, y2 (y1 6 y2) die nichtnegative metrische Funktion
ρ(y1, y2) definiert sein mit den Eigenschaften 1◦, 2◦, 4◦ des §3 und den folgenden:
3∗. ρ(sup(y, y1), sup(y, y2)) 6 ρ(y1, y2); ρ(y1, y2) 6 ρ(y1, y3) fu¨r y1 6 y2 6 y3.
5∗. Fu¨r keine gegen +∞ konvergente Folge {yn} soll sein
lim
n→∞ ρ(yn, yn+p) = 0.
Wir setzen fu¨r beliebige y1, y2
ρ(y1, y2) = ρ(y1, sup(y1, y2)).
Dann gilt fu¨r beliebige y1, y2 die erste Ha¨lfte von 3∗:
ρ(y1, y2) = ρ(y1, sup(y1, y2)) > ρ(sup(y1, y), sup(y1, y2, y)) = ρ(sup(y1, y), sup(y2, y)).
ρ(y1, y2) = 0 ist mit y2 6 y1 gleichbedeutend. Aus 3∗ folgt
ρ(y1, y3) > ρ(y2, y3) fu¨r y1 6 y2 6 y3.
Es gilt die Dreiecksungleichung
ρ(y1, y3) 6 ρ(y1, sup(y2, y3)) 6 ρ(y1, sup(y1, y2))+ ρ(sup(y1, y2), sup(y1, y2, y3))
6 ρ(y1, y2)+ ρ(y2, y3).
Satz 14. Fu¨r die Ungleichung y > limyn ist notwendig und hinreichend, dass
lim
n→∞ ρ(y, sup(yn, . . . , yn+p)) = 0 (p > 0).
Dabei wird limyn > −∞ vorausgesetzt.
Beweis. Die Bedingung ist hinreichend. Es sei




n ) = ρ(sup(y, yn, . . . , ym), sup(y, yn, . . . , ym+p))
6 ρ(y, sup(y, ym, . . . , ym+p))→ 0.
Nach 5∗ ist also yn = limm ymn endlich.
Aus der Ungleichung
ρ(y, yn) 6 ρ(y, ymn )+ ρ(ymn , yn)
folgt, wenn man 4∗ heranzieht, dass ρ(y, yn)→ 0. Dann ist
ρ(y, inf
n
yn) 6 infn ρ(y, yn) = 0, infn yn 6 y.





















= sup (y, limyn)
und deshalb y > limyn .





















nach 4◦. Um so mehr ist unsere Bedingung erfu¨llt.
Satz 15. Fu¨r die Ungleichung y > o lim∗yn ist die Bedingung
ρ(y, yn)→ 0
hinreichend; ist fu¨r keine Unterfolge {ynk } lim ynk = −∞, so ist sie auch notwendig.
Beweis. Es sei die Bedingung ρ(y, yn)→ 0 erfu¨llt. Aus der Ungleichung (m > n)
ρ(y, sup(y, yn))+ ρ(y, sup(y, yn+1))+ · · · + ρ(y, sup(y, ym))
> ρ(y, sup(y, yn))+ ρ(sup(y, yn), sup(y, yn, yn+1))+ · · ·
+ ρ(sup(y, yn, . . . , ym−1), sup(y, yn, . . . , ym)) > ρ(y, sup(yn, . . . , ym))
folgt leicht, dass es eine Unterfolge {ynk } gibt, fu¨r welche die Bedingung des vorigen Satzes
zutrifft. Dann ist aber y > limynk . Da diese Schlussweise auch fu¨r jede Teilfolge von {yn} gilt,
so ist y > lim∗yn .
Um die Notwendigkeit zu beweisen, setzen wir voraus, dass ρ(y, yn) nicht gegen Null
konvergiert. Dann ist fu¨r eine bestimmte Teilfolge {ynk }ρ(y, ynk ) > ε (ε > 0). Aus dieser Folge,
nach Satz 14 kann keine Unterfolge {ynki } herausgegriffen werden, fu¨r welche y > limi ynki sein
wu¨rde. Das widerspricht aber der Definition des oberen (∗)-Limes.
Die zusa¨tzliche Bedingung des Satzes ist insbesondere dann erfu¨llt, wenn der Raum Y die
folgende Eigenschaft besitzt:
6◦. Fu¨r jede Folge {yn} ist limyn > −∞.
Wir definieren jetzt den gro¨ssten und den kleinsten metrischen Limes ρ limyn bzw. ρ limyn
folgendermassen: ρ limyn ist das kleinste y, das der Bedingung ρ(y, yn) → 0 genu¨gt. ρ limyn
ist das gro¨sste y, fu¨r das gilt ρ(y, yn)→ 0.
Wenn es keine solche y gibt, so setzen wir ρ limyn = +∞ bzw. ρ limyn = −∞.
Ist die Bedingung 6◦ erfu¨llt, so folgt aus Satz 15, dass ρ limyn stets existiert und es ist
ρ limyn = o lim∗yn .
Wir zeigen nun, dass auch ρ limyn immer einen Sinn hat.
Aus ρ(yn, y)→ 0, ρ(yn, y′)→ 0 folgt
ρ(yn, sup(y, y′)) 6 ρ(yn, sup(y, yn))+ ρ(sup(y, yn), sup(y, y′, yn))
6 ρ(yn, y)+ ρ(yn, y′)→ 0
und ebenso fu¨r eine beliebige endliche Anzahl solcher y.
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Es sei jetzt {y(k)} eine Folge von Elementen y, fu¨r welche gilt ρ(yn, y)→ 0, die so beschaffen
ist, dass sup y(k) = y0 gleich dem Supremum aller solcher y ist. Man kann offenbar y(k) monoton
wachsend annehmen. Aus der Ungleichung
ρ(yn, y0) 6 ρ(yn, y(k))+ ρ(y(k), y0)
folgt, dass auch ρ(yn, y0)→ 0; y0 ist also der kleinste metrische Limes.
Satz 16. Es ist
o limyn > ρ limyn > u lim∗yn . (16)
Es wird dabei vorausgesetzt, dass fu¨r keine Unterfolge {ynk }limynk = +∞ ist.
Beweis. Es sei ρ(yn, y) → 0. Dann ist um so mehr ρ(ymn , sup(y, ymn )) → 0, fu¨r n → ∞
(m > n). Hier bedeuten ymn = sup(yn, . . . , ym), yn = sup(yn, . . .).
Wir haben
ρ(yn, sup(y, yn)) 6 ρ(ymn , sup(y, yn))
6 ρ(ymn , sup(y, ymn ))+ ρ(sup(y, ymn ), sup(y, yn)).
Der erste Summand rechts ist beliebig klein fu¨r grosse n, der zweite ist kleiner als ρ(ymn , yn) und
das konvergiert gegen Null fu¨r m →∞. Es ist also
ρ(yn, sup(y, yn)) → 0;
anderseits ist diese Zahlenfolge monoton nichtabnehmend, folglich ρ(yn, sup(y, yn)) = 0,
y 6 yn und y 6 limyn . Diese Schlussweise ist auch fu¨r jede Teilfolge von {yn} anwendbar,
also ist y 6 o limyn . Damit ist die erste Ha¨lfte von (10) bewiesen.
Es sei jetzt y0 = u lim∗yn . Wir zeigen, dass ρ(yn, y0) → 0, d.h. y0 6 ρ limyn . In der Tat:
im entgegengesetzten Falle ha¨tten wir eine Teilfolge {ynk } mit ρ(ynk , y0) > ε > 0. Es gibt eine
weitere Teilfolge {ynki }, fu¨r welche y0 6 limynki = z0. Dann ist










ynk j , z0
)
.
Das zweite Glied ist beliebig klein fu¨r grosse m, das erste gleich Null fu¨r festes m und genu¨gend
grosse i , also
ρ(ynki , y0) → 0,
was einen Widerspruch ergibt.
Fallen der obere und untere metrische Limes zusammen, so heisst die Folge metrisch
konvergent und
ρ lim yn = ρ limyn = ρ limyn = y
ihr metrischer Limes. Mit anderen Worten, {yn} nennen wir dann und nur dann metrisch
konvergent, wenn
ρ(y, yn) → 0, ρ(yn, y) → 0.
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In den Ra¨umen des in §3 besprochenen Typus ist eine Folge {yn} dann und nur dann metrisch
konvergent, wenn sie gegen ein endiches Element (∗)-konvergent ist. In der Tat, mit Hilfe der
Bedingung 3◦ bekommt man
ρ(yn, y) = ρ(yn, sup(y, yn)) > ρ(inf(yn, y), inf(yn, sup(y, yn))) = ρ(inf(yn, y), yn).
Ist also die Folge {yn} gegen y metrisch konvergent, so ist
lim
n→∞ ρ(inf(yn, y), sup(yn, y)) = 0,
also nach Satz 10 yn → y(∗). Das Umgekehrte folgt aus Satz 10 und der Definition der
metrischen Funktion.
Ist der Raum Y kompakt, d.h. gilt das
Axiom VI. Aus jeder Folge {yn} la¨sst sich eine konvergente Unterfolge mit einem endlichen
Limes aussondern.
So fa¨llt die metrische Konvergenz mit der oberen (∗)-Konvergenz zusammen: ρ lim yn = y
bedeutet o lim
∗
yn = o limyn = y.21
Es genu¨gt zu zeigen: ρ limyn = o limyn . Es sei o limyn = y, aber ρ(yn, y) nicht gegen Null
konvergent. Wir nehmen eine Unterfolge {ynk } derart, dass ρ(ynk , y) > ε > 0. Nach VI gibt es
eine konvergente Teilfolge {ynki }. Da, wie man unschwer beweist, die metrische Funktion stetig
ist, bekommen wir
ρ(lim ynki , y) > 0.
Das ist aber ein Widerspruch, denn es ist y 6 lim ynki .
Beispiel 1. Wir betrachten die Gesamtheit Y aller abgeschlossenen nichtleeren Mengen y eines
kompakten metrischen Raumes T . Fu¨hrt man auf natu¨rliche Weise die Beziehung < (y1 < y2
bedeutet y1 ⊂ y2, y1 6= y2), und die metrische Funktion
ρ(y1, y2) = inf
y2⊂Uδ(y1)
δ (y1 6 y2)
ein, wo Uδ(y1) die δ-Umgebung der Menge y1 ist, d.h. die Gesamtheit der Punkte, die einen
Abstand < δ von der Menge y1 haben, so erhalten wir den halbgeordneten Raum, den wir den
Hausdorff’schen Raum22 des Raumes T nennen werden. Die Axioms I–IV,23 Vb (erste Ha¨lfte)
sind sogar dann erfu¨llt, wenn T separabel (und nicht notwendig kompakt) ist. Nur IV bedarf eines
Beweises. Es sei E = {yξ }, ξ ∈ Ξ . Hier ist sup E die abgeschlossene Hu¨lle der Summe ∑ yξ ,
inf E der Durchschnitt Π yξ . Wir wa¨hlen eine in
∑
yξ u¨berall dichte abza¨hlbare Punktfolge,
nehmen die entsprechenden Mengen yξ , und erhalten auf diese Weise die Menge E ′ = {y′ξn },
n = 1, 2, . . ., mit sup E ′ = sup E . Da in einem separablen Raume eine fallende wohlgeordnete
Folge von abgeschlossenen Mengen nur ho¨chstens abza¨hlbar sein kann, ist es mo¨glich, eine
21 Vgl. die Fussnote 9.
22 Vgl. z.B. Alexandroff und Hopf, Topologie I. S. 111–116.
23 Wegen des Axiom II vgl. die Fussnote 15; fu¨r zwei disjunkte abgeschlossene Mengen y1, y2 wird man inf(y1, y2) =−∞ setzen mu¨ssen.
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Menge E ′′ = {y′′ξn } so anzugeben, dass inf E ′′ = inf E wird. Damit ist IV bewiesen. VI ist nur
fu¨r kompakte T richtig.24
Die Bedingungen 1◦, 2◦, 3∗, 5∗ folgen fast unmittelbar aus der Definition der Funktion
ρ(y1, y2) (sogar fu¨r beliebige beschra¨nkte T ); auch 4◦ kann fu¨r kompakte T unter Benutzung
des Heine-Borel’schen Satzes leicht bewiesen werden.











gleichbedeutend, also mit der topologischen Konvergenz der Folge {yn} gegen y.25 Da fu¨r den






erfu¨llt ist, fallen o lim
∗
yn und o limyn zusammen. Es ist also
ρ limyn = o limyn, ρ limyn = o limyn .
Beispiel 2. Wir betrachten die Gesamtheit Y aller nach oben halbstetigen reellen Funktionen
y(t), die in einem kompakten metrischen Raume T = {t} definiert sind. Die Mengen
Ey = E
(t,x)
[t ∈ T, x 6 y(t)],
die als Untermengen des Produktraumes T × X anzusehen sind (X ist die Gerade), sind
abgeschlossen.
y1 < y2 bedeute soviel wie y1(t) 6 y2(t) und nicht identisch gleich, oder, was dasselbe
ist, Ey1 ⊂ Ey2 und Ey1 6= Ey2 . Dadurch wird Y zu einem halbgeordneten Raume, der einer
Untermenge des Hausdorff’schen Raumes fu¨r T × X isomorph ist, na¨mlich der Menge aller Ey .
Die Axiome I–IV, Vb (erste Ha¨lfte) sind erfu¨llt, da sup und inf von Ey-Mengen wieder solche
sind.
Man kann in Y auch die metrische Funktion einfu¨hren. Durch die Schra¨nkungstransformation
der Geraden X in die Strecke (−1,+1) werden die Mengen Ey beschra¨nkt, und man fu¨hre fu¨r
diese Mengen, wie in Beispiel 1, die metrische Funktion ein, die dann als eine metrische Funktion
der Elemente y betrachtet werden kann. Diese Funktion genu¨gt den Bedingungen 1◦, 2◦, 3∗, 4◦,
5∗.
Ha¨tten wir fu¨r die Funktionen y(t) auch die unendlichen Werte zugelassen, so wu¨rde Y sogar
kompakt sein.
§5. Halbstetige Funktionen, deren Werte Elemente eines halbgeordneten Raumes sind
In diesem Paragraphen werden wir stetige und halbstetige Funktionen y = f (x) betrachten,
die einen metrischen Raum X = {x} in einen halbgeordneten Raum (Axiome I–III) Y = {y}
u¨berfu¨hren.
24 Eine konvergente Teilfolge kann man aus einer gegebenen Folge fu¨r separable T aussondern (vgl. Hausdorff,
Mengenlehre, S. 148), aber ihr Limes kann auch −∞ sein.
25 Vgl. Alexandroff und Hopf, S. 112.
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Die Distanz zwischen zwei Punkten x und x ′ des Raumes X wird weiter unten mit (x, x ′)
bezeichnet.
Wir nennen f (x) im Punkte x0 stetig, wenn fu¨r jede gegen das Element x0 konvergierende
Folge {xn} die Beziehung gilt lim f (xn) = f (x0). Ist im Raum Y eine metrische Funktion
definiert (wie in §3, Bedingungen 1◦–5◦), so kann man die Stetigkeit im Punkte x0 auch so
ausdru¨cken: fu¨r jedes ε > 0 gibt es ein δ > 0 derart, dass aus den Ungleichungen
(x0, x1) < δ, (x0, x2) < δ, . . . , (x0, x p) < δ
folgt
ρ( f (x0), f (x1), . . . , f (x p)) < ε.
Wir zeigen, dass f (x) nicht stetig sein kann, wenn diese Bedingung nicht erfu¨llt ist (das
Umgekehrte ist evident). Es existiert unter dieser Voraussetzung ein bestimmtes ε > 0 und
fu¨r jedes ganze k eine endliche Gruppe der Elemente xk1 , . . . , x
k
pk , wobei (x0, x
k
1 ) < 1/k, . . .,
(x0, xkpk ) < 1/k; ρ( f (x0), f (x
k
1 ), . . . , f (x
k
pk )) > ε.
Die Folge x11 , x
1




1 , . . . konvergiert offensichtlich gegen x0, aber die Folge der
zugeho¨rigen Funktionswerte konvergiert nicht gegen f (x0) (Vgl. §3, Satz 9).
Ist der Raum X kompakt, so ist die oben angefu¨hrte Bedingung sogar gleichma¨ssig erfu¨llt,
d.h. die Funktion f (x) ist dann gleichma¨ssig stetig.
Es sei jetzt y = f (x) eine beliebige Funktion (deren Werte auch+∞ oder−∞ sein ko¨nnen),
die X in Y u¨berfu¨hrt. Die obere Schranke von f (x) im Punkte x0 definieren wir durch die
Gleichung








Wir werden sagen, f (x) sei im Punkte x0 nach oben halbstetig, wenn M f (x0) = f (x0)
ist. Eine in allen Punkten nach oben halbstetige Funktion nennen wir schlechthin nach oben
halbstetig. Auf a¨hnliche Weise ko¨nnen die untere Schranke einer Funktion und die nach unten
halbstetigen Funktionen eingefu¨hrt werden. Wir beschra¨nken uns aber im Weiteren meistenteils
auf die erste Klasse der halbstetigen Funktionen.
Es ist immer f (x) 6 M f (x). Wir zeigen, dass MM f (x) = M f (x) ist; mit anderen Worten,
M f (x) ist nach oben halbstetig. In der Tat:
MM f (x0) = infr>0 sup(x0,x)6r











f (x ′) = M f (x0).
Satz 17. 26 Sind die Funktionen fξ (x), ξ ∈ Ξ , alle halbstetig nach oben, so ist auch f (x) =
infξ∈Ξ fξ (x) halbstetig nach oben.
Wir haben M f (x) 6 M fξ (x) = fξ (x) fu¨r alle ξ , also auch M f (x) 6 f (x), woraus unsere
Behauptung unmittelbar folgt.
26 Die Sa¨tze 17–21 wurden in der Arbeit von L. Kantorovitch, Einige Sa¨tze u¨ber halbgeordnete Ra¨ume allgemeiner
Art, C.R. de l’Acad. des Sc. de l’USSR, t.II, n◦ 1 (1936), ohne Beweis mitgeteilt.
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Um weiter zu gehen, werden wir zwei folgende Axiome no¨tig haben, denen der Raum Y
genu¨gen soll.
Axiom IV* (Eine Verscha¨rfung von IV). Ist fu¨r die Mengen En ⊂ Y
lim
n→∞[sup En] = y,





wird. Diese Behauptung soll auch mit inf statt sup richtig sein.
Axiom VII. Fu¨r zwei beliebige Elemente y1, y2, wobei y1 < y2 ist, soll ein Element y3
existieren, das zwischen y1 und y2 liegt: y1 < y3 < y2.
Satz 18. Fu¨r die Halbstetigkeit von f (x) nach oben im Punkte x0 ist notwendig und hinreichend,
dass
lim
n→∞ f (xn) 6 f (x0)
fu¨r jede Folge {xn}, die gegen x0 konvergiert.
Beweis. Es ist immer limn→∞ f (xn) 6 M f (x0), also ist die Bedingung notwendig. Jetzt setzen
wir voraus, dass unsere Bedingung erfu¨llt ist. Wir haben:





Nach IV∗ kann man solche endlichen Punktgruppen xn1 , . . . , xnpn mit (x0, x
n
i ) 6 1/n fu¨r
i = 1, 2, . . . , pn wa¨hlen, dass









1 , . . . und bezeichnen ihre Elemente, der Reihenfolge
nach, mit xk , k = 1, 2, . . ., so haben wir




f (xni ) = infs supn>s supi6pn
f (xni ) = infn supk>n f (xk) = limk→∞ f (xk) 6 f (x0),
also die Funktion f (x) ist wirklich nach oben halbstetig.
Auf a¨hnliche Weise ko¨nnen die nach unten halbstetigen Funktionen charakterisiert werden.
Daraus ergibt sich: eine Funktion f (x) ist dann und nur dann stetig, wenn sie nach oben und
nach unten halbstetig ist.
Aus Satz 18 ergibt sich unmittelbar der folgende
Satz 19. Fu¨r eine nach oben halbstetige Funktion f (x) ist die Menge Ex [ f (x) > y] nach oben
abgeschlossen.
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Satz 20. Ist der Raum X kompakt, so ist jede endliche und nach oben halbstetige Funktion f (x)
nach oben beschra¨nkt.
Beweis. Wu¨rde f (x) nach oben nicht beschra¨nkt sein, so ko¨nnte man nach IV eine Folge
{xn} angeben (die man gegen ein bestimmtes x0 konvergent voraussetzen kann), fu¨r welche
sup f (xn) = +∞ ist. Dann wu¨rde aber auch f (x0) = +∞ sein.
Hilfssatz. Ist der Raum Y separabel (als topologischer Raum, vgl. § 1) und y0, y1 (y0 < y1) zwei
Elemente dieses Raumes, so existiert eine monoton wachsende, stetige Funktion y(t), 0 6 t 6 1,
deren Werte im Raume Y liegen und fu¨r welche gilt y(0) = y0, y(1) = y1.
Beweis. Durch transfinite Induktion kann man (mit Hilfe von VII) leicht eine Menge Y0 angeben,
die geordnet ist (d.h. alle ihre Elemente sind vergleichbar), nur aus Elementen, die> y0 und6 y1
sind, besteht und in keiner gro¨sseren Menge dieser Art enthalten ist. Nun ist bekannt,27dass in
diesem Falle eine umkehrbar eindeutige Zuordnung der Elemente der Menge Y0 und der Zahlen
der Strecke [0, 1] existiert, bei der die Beziehung < erhalten bleibt.
Auf diese Weise bekommen wir eine monoton wachsende Funktion y = y(t); wir haben
offenbar y(0) = y0, y(1) = y1. Diese Funktion ist stetig, denn aus ihrer Definition folgt,
dass tn → t mit y(tn)→ y(t) gleichbedeutend ist.
Satz 21. Sind die Ra¨ume X und Y separabel, so kann jede nach oben halbstetige Funktion f (x)
als ein Grenzwert einer abnehmenden Folge von stetigen Funktionen ϕk(t) dargestellt werden.




Dann ko¨nnen wir, unter Benutzung des Hilfssatzes, eine stetige und monoton wachsende
Funktion yn,i (t), 0 6 t 6 1 bilden, die im Intervall [0, 1/(i + 1)] gleich yn,i ist, im Intervall
[1/(i + 1), 1/ i] von yn,i bis +∞ wa¨chst und fu¨r t > 1/ i gleich +∞ ist.
Die Funktionen
fn,i (x) = yn,i ((x, xn))




die auch> f (x) sind und mit wachsendem k abnehmen. Fu¨r jedes x und jedes ganze i kann man
n = n(i) so wa¨hlen, dass (x, xn) 6 1/(i + 1) wird; daraus folgt
fn,i (x) = yn,i = sup
(xn ,x ′)61/ i
f (x ′) 6 sup
(x,x ′)62/ i
f (x ′)
und fu¨r genu¨gend grosse k auch ϕk(x) 6 sup(x,x ′)62/ i f (x ′). Wir haben demzufolge
limk→∞ ϕk(x) 6 M f (x) = f (x), also limϕk(x) = f (x) und unser Satz ist bewiesen.
27 Vgl. z.B. Hausdorff, Mengenlehre, 2.Auflage, S. 52.
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Satz 22 (Einschiebungssatz). Ist f (x) 6 g(x), wo f (x) eine nach oben halbstetige, g(x)
eine nach unten halbstetige Funktion ist, so gibt es eine stetige Funktion ϕ(x), die folgender
Ungleichung genu¨gt
f (x) 6 ϕ(x) 6 g(x).
Hier wird vorausgesetzt, dass der Raum Y ausser den bisher benutzten Axiomen auch noch Vb
erfu¨llt (stark distributiv ist).
Beweis. Nach Satz 21 gibt es zwei Folgen stetiger Funktionen { fn(x)}, {gn(x)}, von denen die
erste monoton abnehmend gegen f (x) konvergiert, die zweite monoton wachsend gegen g(x).
Wir bilden die folgenden stetigen Funktionen
ϕ1(x) = g1(x); ϕ2(x) = sup(g1(x), f1(x)).
Allgemein sei gesetzt
ϕ2i−1(x) = inf(ϕ2i−2(x), gi (x)); ϕ2i (x) = sup(ϕ2i−1(x), fi (x)). (17)
Wir haben (hier und weiter werden zur Abku¨rzung die Argumente unter den Funktionszeichen
weggelassen) ϕ2i > ϕ2i−1, gi+1 > gi > ϕ2i−1, also ist
ϕ2i+1 = inf(ϕ2i , gi+1) > ϕ2i−1.
A¨hnlich beweist man auch die Ungleichung ϕ2i 6 ϕ2i−2.
Wir bezeichnen limi→∞ ϕ2i−1(x) = ϕ∗(x), limi→∞ ϕ2i (x) = ϕ∗(x). Offenbar ist ϕ∗(x) nach
unten, ϕ∗(x) nach oben halbstetig. Durch Grenzu¨bergang in (17) erhalten wir
ϕ∗ = inf(ϕ∗, g), ϕ∗ = sup(ϕ∗, f ).
Daraus folgt ϕ∗ > f , aber auch g > f , also ϕ∗ > f . Dann erhalten wir ϕ∗ = sup(ϕ∗, f ) =
ϕ∗. Bezeichnet man die beiden zusammenfallenden Funktionen ϕ∗(x) und ϕ∗(x)mit ϕ(x), so ist
ϕ(x) stetig und erfu¨llt die Ungleichung28
f (x) 6 ϕ(x) 6 g(x).
28 Die hier benutzte Beweisform (Vgl. H. Hahn, Reelle Funktionen, Berlin 1932, S. 252), kann auch in anderen Fa¨llen
von Nutzen sein; man vgl. z.B. die Arbeit von M. Javez, Classification des e´le´ments d’un espace semiordonne´, Berichte
der Math. Ges. Charkow, Bd. XV2, 1938, S. 35–41, wo der Einschiebungssatz auf diese Weise ohne die Voraussetzung,
der Raum sei eine Abel’sche Gruppe, bewiesen werden kann.
