Direct position determination (DPD) methods are known to have many advantages over the traditional two-step localization method, especially for low signal-to-noise ratios (SNR) and/or short data records. However, similar to conventional direction-of-arrival (DOA) estimation methods, the performance of DPD estimators can be dramatically degraded by inaccuracies in the array model. In this paper, we present robust DPD methods that can mitigate the effects of these uncertainties in the array manifold. The proposed technique is related to the classical auto-calibration procedure under the assumption that prior knowledge of the array response errors is available. Localization is considered for the cases of both unknown and a priori known transmitted signals. The corresponding maximum a posteriori (MAP) estimators for these two cases are formulated, and two alternating minimization algorithms are derived to determine the source location directly from the observed signals. The Cramér-Rao bounds (CRBs) for position estimation are derived for both unknown and known signal waveforms. Simulation results demonstrate that the proposed algorithms are asymptotically efficient and very robust to array model errors.
Introduction
Emitter localization using direction-of-arrival (DOA) measurements [1] [2] [3] has received significant attention because of its importance in fields such as radar, sonar, seismology, vehicle navigation, and wireless communications. In this type of localization system, a single moving observer or multiple stationary observers are used to determine the emitter position. Generally, each base station is equipped with an antenna array that can be used to estimate the angle of arrival of the transmitted signals. With multiple DOA estimates from different observer locations, it is possible to locate the source [4] [5] [6] . This emitter localization procedure is called two-step location. In the first step, the signal parameters (e.g., DOA [1] [2] [3] [4] [5] [6] , time difference of arrival (TDOA) [7, 8] , time of arrival (TOA) [9, 10] , frequency difference of arrival (FDOA) [11, 12] , frequency of arrival (FOA) [13] , received signal strength (RSS) [14] , gain ratios of arrival (GROA) [15] ) are obtained independently from the intercepted signals by spatially separated sensors. In the second step, the measurements of all sensors are transferred to a central unit and the transmitter location is estimated. Note that this two-step procedure is also known as the decentralized approach [16] .
It is worth mentioning that, although the two-step approach is extensively used in modern localization systems, it is only a suboptimal position determination technique. This is because the signal metrics extracted from the waveforms ignore the constraint that all measurements must correspond to the same transmitter. Consequently, information loss between the two steps is inevitable. Indeed, the extended invariance principle (EXIP) [17] can be used to show that the two-step procedure can also provide an asymptotically efficient estimate under certain conditions. In practice, however, these requirements are not easily satisfied.
To improve the localization accuracy of two-step location methods, the direct position determination (DPD) technique has been proposed and extensively developed. DPD is a centralized and single-step location technique in which the estimator uses exactly the same signal samples as in two-step methods, but estimates the source location directly, skipping the intermediate (first) step. This can be viewed as searching for the emitter location that best explains the collected data. In general, the DPD method is superior to the classical two-step methods for low signal-to-noise ratios (SNR) and/or short data records. Moreover, DPD can be applied to many wireless positioning systems. In particular, DPD methods for locating a narrowband radio emitter based on Doppler shift [18, 19] and for locating a wideband source using a time delay metric [20] [21] [22] have been presented. Additionally, DPD estimators using both the Doppler effect and the relative delay have been developed [23] [24] [25] [26] . In the DPD methods mentioned above, several platforms each carrying single-antenna receivers are used for source location; hence, the DOA information of the impinging signals cannot be exploited. To use such signal metrics, DPD methods based on multiple static stations, each equipped with an antenna array, have been proposed [27] . This single-step location technique models the array response as a function of the source position, requiring only a two-dimensional search for planar geometry and a three-dimensional search for the general case. Following the methods in [27] , other DPD estimators for special localization scenarios have been reported in the literature. Specifically, DPD methods for multiple-source scenarios are studied in [28, 29] , and some high-resolution DPD methods are proposed in [30] [31] [32] . Additionally, DPD methods tailored to special signal structures (e.g., orthogonal frequency division multiplexing signals, cyclostationary signals, noncircular signals, and intermittent emissions) have been developed [33] [34] [35] [36] [37] . Note that the experimental results in [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] demonstrate that the single-step approach outperforms the two-step method in scenarios with low SNR and/ or relatively few data records.
High-resolution DOA estimation methods are known to be sensitive to errors in the array response model [38] [39] [40] [41] [42] . This is because these approaches require exact knowledge of the array manifold. Note that the DPD methods using an antenna array also rely on the accuracy of the array model. As a result, it is reasonable to expect their localization accuracy to deteriorate significantly in the event of an array model mismatch. In [43] [44] [45] , for the case of a known signal waveform, the closed-form expression for the mean square error (MSE) of the DPD estimator was derived for the case of array model errors. However, in practice, the signal waveform is rarely known. Consequently, an alternative statistical analysis of the DPD method in the presence of array model errors was performed [46] under the assumption that the signal waveform is unknown. All the theoretical and experimental results in [43] [44] [45] [46] demonstrate that the accuracy loss caused by array model errors is considerable. Hence, a new DPD technique that accounts for array model errors is needed to improve the emitter location accuracy. However, to the best of our knowledge, very few studies have considered this topic. This paper presents robust DPD methods that can reduce the impact of uncertainties in the array manifold. The proposed technique is similar to the traditional auto-calibration procedure in the field of array signal processing and assumes that certain prior knowledge of the array response errors is available. This is a reasonable assumption in most applications, and it allows for more general perturbation models. We consider two different localization cases: the case of a priori known signal waveforms and the more realistic case where the transmitted signals are unknown to the location systems. The corresponding maximum a posteriori (MAP) estimators for the two cases are formulated and two alternating minimization algorithms are developed to estimate the emitter position directly from the received signal samples. Hence, the proposed methods follow the Bayesian framework [47] [48] [49] [50] . Additionally, to verify the asymptotic efficiency of the new methods, the Cramér-Rao bounds (CRBs) for position estimation are derived for both unknown and known signal waveforms.
The remainder of this paper is organized as follows. Section 2 describes the method and experimental used in this paper. In Section 3, the signal model for DPD is formulated and the array error model is also discussed. Section 4 presents a robust DPD method in the presence of array model errors, when signal waveform is unknown. In Section 5, an alternative robust DPD method in the presence of uncertainties in array manifold is proposed for the case of known transmitted signals. In Section 6, the CRB expressions for the position estimation are derived for both unknown and known signal waveforms. Simulation results are reported in Section 7. Conclusions are drawn in Section 8. The proofs of the main results are given in the Appendix 1, 2, 3, 4, and 5.
Methods/experimental
This study refers to the field of emitter localization. The aim of this study is to propose the robust DPD methods that can mitigate the effects of these uncertainties in the array manifold. The methods are designed based on MAP criterion. We consider two different localization cases: the case of a priori known signal waveforms and the more realistic case where the transmitted signals are unknown to the location systems. The numerical optimization technology is applied and two alternating minimization algorithms to identify the unknown parameters are presented. To verify the asymptotic efficiency of the new methods, we derive the CRBs on position estimation for both unknown and known signal waveforms.
We perform a set of Monte Carlo simulations to examine the behavior of the proposed robust DPD methods. The root mean square error (RMSE) of position estimate is employed to assess and compare the performance. All the simulation results are averaged over 2000 independent runs. We compare our algorithms with the algorithms in [27] , and the traditional two-step localization algorithms, as well as the CRB for unknown and known signal waveforms. Besides, all the experiments are conducted for the 3D localization.
All data and procedures performed in the paper are in accordance with the ethical standards of research community. This paper does not contain any studies with human participants or animals performed by any of the authors. Consider a stationary radio emitter and N base stations that can intercept the transmitted signal. Each base station is equipped with an antenna array composed of M sensors. The transmitter's position is denoted by an L × 1 vector of coordinates p. In this paper, we consider the three-dimensional (3D) scenario, in which p = [p x p y p z ] T and L = 3. The complex envelopes of the signal observed by the nth base station are modeled by
where a n (p) is the array response of the nth station to a signal transmitted from position p,
is the signal waveform transmitted at unknown time t 0 and delayed by τ n (p ), τ n (p ) is the signal propagation time from the emitter to the nth base station (i.e., distance divided by signal propagation speed), β n is an unknown complex scalar representing the channel attenuation between the emitter and the nth base station, ε n (t) denotes temporally white, circularly symmetric complex Gaussian noise with zero mean and covariance matrix σ 2 ε I M , μ n represents the perturbed array parameters and is used to model the uncertainty in the array steering vector.
We assume that the observation vector x n (t) is sampled with period T. The kth data sample can then be expressed as
where K is the number of snapshots.
Frequency-domain signal model
In order to determine the emitter position directly from the received signal samples, it is desirable to separate the propagation delay τ n (p ) and transmit time t 0 from the signal waveform. This is easy when using the frequency-domain representation of the problem. Taking the discrete Fourier transform (DFT) of (2), we get
where
is the kth known discrete frequency point, s k is the kth Fourier coefficient of the unknown signal corresponding to frequency ω k , ε n;k is the kth Fourier coefficient of the random noise corresponding to frequency ω k .
As the DFT is an orthogonal linear transformation, the probability distribution of the noise vector ε n;k is the same as that of ε n, k , with first-and second-order moments given by
where we assume, without loss of generality, that the first element in s is equal to one so that the solution is unique and unambiguous. Obviously, (12) is a multidimensional nonlinear minimization problem, and no closed-form solution is available. In the next subsection, we present an efficient numerical algorithm to solve (12) . For this purpose, the following matrices are introduced:
Numerical algorithm
Recalling (12) , it is apparent that the unknown parameter vectors of p, s , β, and μ cannot be completely separated. Hence, the straightforward minimization of (12) with respect to p, s, β, and μ is rarely feasible. Because of the diversity of the unknowns, we derive an alternating minimization algorithm to identify the unknown parameters in an iterative manner. This numerical method has been successfully applied to a variety of signal processing issues [52, 53] . After careful analysis of the present problem, the unknown parameters can be grouped into two categories: one is composed of p and s, and the other comprises β and μ. The two sets of variables are alternately optimized in succession. First, the minimization is performed with respect to p and s , while β and μ are kept unchanged. Subsequently, we solve the problem for β and μ while keeping p and s constant. This procedure is repeated until the convergence criterion is satisfied. A detailed description of the two steps in each iteration is given in the following subsection.
Joint optimization of p and s
First, consider the joint optimization of p and s, with β and μ given byβ ðaÞ andμ ðaÞ , respectively. Fortunately, when β and μ are fixed, the estimation of p and s can be decoupled.
Using the result in [27] , we have the following optimization problem for finding the position vector p.
where λ max {⋅} denotes the maximal eigenvalue of its input matrix and (15) is expressed as the maximal eigenvalue of some positive semidefinite matrix and, hence, the functional form of f 1 (p) with respect to p is not explicit. The most straightforward method for solving (15) may be a grid search, as recommended in [27] . However, this method is very computationally expensive when the area of interest is large and the grid step size is small. To avoid a multidimensional search, we derive an efficient Gauss-Newton algorithm, which has much faster convergence speed than the steepest ascent and steepest descent methods. For this purpose, we first introduce the following proposition, which is associated with the matrix eigenvalue perturbation result.
Proposition 1: Let Z ∈ C n × n be a positive semidefinite matrix with eigenvalues λ 1 ≤ λ 2 ≤ ⋯ ≤ λ n , associated with unit eigenvectors v 1 , v 2 , ⋯ , v n , respectively. Moreover, λ j differs from the other eigenvalues. Assume Z is corrupted by a Hermitian error matrix δΖ ∈ C n × n , and the corresponding perturbed matrix is denoted asẐ, i.e.,Ẑ ¼ Z þ δZ∈C nÂn . If the eigenvalues of matrixẐ are defined byλ 1 ≤λ 2 ≤⋯≤λ n , then the relationship betweenλ j and λ j can be described by
The proof of Proposition 1 is given in Appendix 1. The result in Proposition 1 can be used to obtain the second-order Taylor series expansion of the cost function f 1 (p), from which the gradient and Hessian matrix of f 1 (p) can be obtained.
Assume that vectorp belongs to some neighborhood of the true value p. The second-order Taylor series expansion of Cðp;μ ðaÞ Þ around p leads to 
Define the following vector and matrices
ð24Þ where Then, f 1 ðpÞ in (22) can be rephrased as
where the second equality follows from the fact that f 1 (⋅) is a real function and δp is a real vector. From (26), Refhðp;μ ðaÞ Þg and RefHðp;μ ðaÞ Þg are the gradient and Hessian matrix of f 1 (p), respectively. Consequently, the Gauss-Newton algorithm for solving (15) is given by
where α ∈ (0, 1) denotes the step size, and superscript i indexes the ith iteration. Before proceeding, some remarks are concluded. Remark 1: Clearly, (15) is a nonlinear least-squares optimization problem, so it can be effectively solved by the Gauss-Newton algorithm.
Remark 2: Note that the imaginary parts of hðp;μ ðaÞ Þ and Hðp;μ ðaÞ Þ are ignored in (26) and (27 (27) can be viewed as a standard Gauss-Newton algorithm. Remark 3: It is worth noting that apart from Gauss-Newton algorithm, there are many other local search algorithms, such as Newton algorithm, steepest descent algorithm, Levenberg-Marquardt algorithm, etc. However, Newton algorithm is much more computationally demanding because it requires computing the second-order derivative of the cost function; steepest descent algorithm has slower convergence rate than the other algorithms; Levenberg-Marquardt algorithm needs to introduce a reasonable damping factor, which is difficult to determine. For these reasons, we use Gauss-Newton algorithm to solve (15) . In our simulation performed in Section 7, this algorithm can provide satisfactory results. Besides, it must be emphasized that all these algorithms can only guarantee local convergence; that is to say, it is not guaranteed to obtain the global optimal solution for these algorithms.
Remark 4: In the simulations described in Section 7, the step size α is set to 0.85. A number of simulation results indicate that this value for α provides good estimates of the source position.
Assuming that the convergence result of (27) isp ðaÞ , the derivation in [27] implies that the optimal solution of s is given by
where v max {⋅} denotes the eigenvector (with first element equal to one) corresponding to the largest eigenvalue of its matrix argument.
Joint optimization of β and μ
This subsection describes the minimization of the criterion in (12) with respect to β and μ, while p and s are fixed atp ðaÞ and b s ðaÞ , respectively. Likewise, the estimation of β and μ can also be decoupled. First, the channel attenuation scalar {β n } 1 ≤ n ≤ N that minimizes (12) is given byβ
Inserting (29) back into (12) we get the following concentrated problem
As each term in the sum only depends on the parameter of one array (i.e., μ n ), the minimization in (30) can be performed by solving the following N subproblems:
where Obviously, (31) is a nonlinear least-squares optimization problem, which can be efficiently solved by the Gauss-Newton algorithm. The corresponding iterative formula is given by where i is the iteration number and G n (μ n ) is the Jacobian matrix of g n (μ n ), i.e.,
From (32), it can be checked that
We conclude some remarks as follows. Remark 5: Similarly, as (31) is also a nonlinear least-squares optimization problem, we can use the Gauss-Newton algorithm to find its optimal solution. in (33) . Nevertheless, this does not mean that there are any approximations in (33) , because μ n is a real vector. The detailed derivation of (33) is given in Appendix 2.
Assuming that the convergence result of (33) isμ ðaÞ n , substituting this back into (29) leads to the estimation of β, which is denoted byβ ðaÞ .
Summary of the alternating minimization algorithm
The ingredients of the previous two subsections can be combined to form the proposed alternating minimization algorithm, which is summarized as follows.
Proposed alternating minimization algorithm I
Step 1: Define a convergence threshold δ > 0 and choose the initial valuesp ð0Þ ,ŝ ð0Þ ,μ ð0Þ andβ ð0Þ .
Step 2: Set the iteration counter m ≔ 0 and compute the cost function J ðmÞ U using (12).
Step 3: Calculatep ðmÞ using the Gauss-Newton algorithm given in (27) .
Step 4: Computeŝ ðmÞ according to (28) .
Step 5: Calculateμ ðmÞ from (33).
Step 6: Computeβ ðmÞ via (29).
Step The following remarks concern the alternating minimization algorithm described above.
Remark 7: The algorithm iterates until the convergence criterion is satisfied. Similar to the analysis in [54] , it follows that, at each step, the cost function
is a convergent series and the convergence is ensured. Based on our experimental results, 20 iterations are sufficient to guarantee the convergence.
Remark 8: As in many iterative algorithms, convergence to the global optimum of the cost function depends on the initial estimate. If the initial values are properly chosen, the effects of these initial errors can largely be removed. For the problem at hand, the initial value of μ can be chosen as its nominal value μ 0 , and the starting point of p can be obtained using the traditional two-step localization method, where the DOA parameter can be estimated by subspace-based methods [1] [2] [3] . If the unknowns to be found are DOAs, the array manifold in (1)- (3) should be modeled as a function of direction, as in [1] [2] [3] . This is not difficult, because the position vector p is a function of direction. Once the DOAs relative to all arrays have been estimated, the initial source position can be easily determined using the closed-form method [4] . In addition, s and β can be initialized from (28) and (29), respectively. The simulation results in Section 7 demonstrate that using these initial estimates gives satisfactory performance.
Complexity analysis
Here, the computational complexity of the proposed DPD method is studied in terms of the number of multiplication. Table 1 summarizes the numerical complexity.
Direct position determination method for case of known signal waveform
The aim of this section is to propose an alternative robust DPD method that accounts for the uncertainties in the Gauss-Newton algorithm in (33) array manifold for the case of known signal waveforms. Applications of this study can be found in, for example, wireless communications, where some known preamble sequences are often transmitted for training or synchronization purposes [55, 56] . Similar to Section 4, the robust DPD algorithm developed here is also based on an optimal MAP estimator for the current problem.
Optimization criterion for maximum a posteriori estimator
If the transmitted signals are a priori known, the sole unknown parameter embedded in s is t 0 . Consequently, we can consider the estimation of t 0 instead of s . Using the a priori distribution of {μ n } 1 ≤ n ≤ N , the MAP estimator with respect to p, t 0 , β, and μ can be written as min p;t0;β;μ
Here, J K -ML (p, t 0 , β, μ) is the negative log-likelihood function for the case of known waveform, which can be formulated as
Note that the vector s 0 is known here. Combining (37)- (39), we obtain the following optimization problem:
μ n −μ n;0 T Ω −1 n;0 μ n −μ n;0 g ð41Þ It does not seem possible to solve (41) in closed form because of its nonlinear nature. In the next subsection, an efficient numerical algorithm for solving this problem is presented.
Numerical algorithm
The algorithm proposed in this subsection is similar to that in Subsection 4.2, and is also implemented by adopting the alternating minimization algorithm. After a close inspection of (41), we can divide the unknown parameters into two categories: one is composed of p and t 0 , and the other comprises β and μ. The two sets of variables are alternately updated by separate optimization procedures. A detailed description of the proposed algorithm is given in the following subsections.
Joint optimization of p and t 0
We perform joint optimization with respect to p and t 0 , with β and μ fixed toβ ðbÞ andμ ðbÞ , respectively.
According to the derivation in [27] , the joint estimates of p and t 0 can be obtained by solving the following optimization problem:
We define a permutation matrix Π subject to vec B p;μ
Using the identity vec(XYZ) = (Z T ⊗ X) ⋅ vec(Y), (42) can then be written as max p;t0
where bðp;μ ðbÞ Þ ¼ vecðBðp;μ ðbÞ ÞÞ. Note that, instead of finding p and t 0 jointly, we can estimate them separately in sequence to reduce the computational complexity.
First, we consider t 0 as a nuisance parameter and rewrite (45) as an optimization problem for the position vector p as follows:
In (47), the functional form of f 4 (p) is not explicit. Therefore, the most straightforward method for solving (46) may be a grid search. However, this is computationally intensive, as stated previously. Thus, we develop an iterative algorithm for solving (44) based on the Gauss-Newton algorithm.
To obtain an iterative procedure, we need to derive the gradient and Hessian matrix of the cost function f 4 (p). For this purpose, a preliminary mathematical result is presented as follows.
Proposition 2: Consider a twice continuously differentiable function f(z, y) that depends on the independent variables y ∈ R and z ∈ R m × 1 . Define a vector function f m ðzÞ ¼ max y f f ðz; yÞg and assume that, for a given z, the extreme point that maximizes f(z, y) with respect to y is denoted as y m (z). The gradient and Hessian matrix of f m (z) are then given by
The proof of Proposition 2 is provided in Appendix 3. Note that the gradient and Hessian matrix of the criterion function f 4 (p) can be obtained from this result.
We first assume that, for a given p, the point that maximizes f 3 (p, t 0 ) with respect to t 0 is denoted as t 0, m (p). This can be obtained by the fast Fourier transform (FFT) [27] . Using (45) and the first equality in (48), the gradient of f 4 (p) can be expressed as
Furthermore, using the second equality in (48), the Hessian matrix of f 4 (p) can be formulated as
Combining (45) and (50) leads to At this point, the Gauss-Newton algorithm for solving (46) can be formulated aŝ
where α ∈ (0, 1) is the step size, and superscript i represents the iteration number.
Let the convergence result of (56) bep ðbÞ . Then, t 0 can be obtained from the following minimization problem:
Note that the cost function in (57) can be minimized via FFT algorithm, which has been discussed in [27] .
Joint optimization of β and μ
The objective function in (41) 
respectively.
Summary of the alternating minimization algorithm
A possible implementation of the proposed alternating minimization algorithm is outlined as follows.
Proposed alternating minimization algorithm II
Step 1: Define a convergence threshold δ > 0 and choose the initial valuesp ð0Þ ,t Step 2: Set the iteration counter m ≔ 0 and compute the cost function J ðmÞ K using (41).
Step 3: Calculatep ðmÞ using the Gauss-Newton algorithm given in (56).
Step 4: Computet ðmÞ 0 from (57) by FFT algorithm.
Step 5: Calculateμ ðmÞ from (33) and (58).
Step 6: Computeβ ðmÞ via (29) and (58).
Step In the following, we make two remarks concerning the alternating minimization algorithm described above. is also monotonically decreasing and, hence, convergence is guaranteed. From our simulation results, it can be observed that 20 iterations are generally enough to satisfy the convergence criterion.
Remark 10: The selection of the initial values is again important. For the current problem, the initial value of μ can be chosen as its nominal value μ 0 and the starting point of p can be obtained using the two-step localization method, where the DOA parameter can be estimated by the algorithm proposed for the scenario of known waveforms [55, 56] . As stated in Remark 8, when the unknowns to be determined are DOAs, we need to express the array manifold in (1)- (3) as a function of direction, as in [1] [2] [3] . This can easily be achieved, because the position vector p is a function of DOA. Once the DOAs corresponding to all the arrays have been estimated, the estimated initial position is given by the closed-form method
[4]. Further, from (57), we have the initial solution of t 0 from the FFT algorithm, and the initial guess of β can be given by (29) and (58) . From the results in Section 7, it is clear that these initial estimates allow the proposed algorithm to provide satisfactory estimation accuracy.
Complexity analysis
We now address the computational complexity of the proposed DPD method in terms of the number of multiplications. Table 2 summarizes the numerical complexity.
6 Cramér-Rao bound on covariance matrix of localization errors
The CRB gives a lower bound on the asymptotic covariance matrix of any asymptotically unbiased estimator. The bound can be obtained by the inverse of the Fisher information matrix (FIM). Relating the parameter estimates to this bound can provide a nature measure of performance. The purpose of this section is to derive the CRBs for the estimates of the emitter's position. We consider the cases when the signal waveform is unknown and when the signal waveform is known.
Cramér-Rao bound on position estimate for case of unknown signal waveform
This subsection is devoted to the derivation of the CRB for localization under the assumption that the signal waveform is unknown. For this case, the full parameter set contains both the deterministic parameters σ 2 ε , p, β, s , and the stochastic parameter μ. Hence, the CRB derivation should follow the Bayesian theory framework [47] [48] [49] [50] . Note that the CRB derivation can also be used for stochastic parameters, as in [47-50, 57, 58] . To this end, a novel parameter vector that comprises all the deterministic and stochastic unknowns is introduced as
We proceed to define a data vector as
The mean vector of x is given by 
When the deterministic and stochastic parameters coexist, we should use the hybrid CRB. As a consequence, the FIM for vector η (a) is given by [47-50, 57, 58] .
in which f ML ðη ðaÞ jxÞ is the maximum likelihood (ML) function of the compound data vector x. Note that the first term, FIM 1 (η (a) ), resembles the standard expression for the FIM in the unperturbed model augmented by the perturbation parameter μ. However, FIM 1 (η (a) ) is not easily calculated, because the μ-parameter generally behaves in a nonlinear fashion, making the expectation with respect to μ difficult to compute. In [57] , the above expression is examined for some special cases, but it is hard to generalize this result. Indeed, a more common approach is to ignore the expectation with respect to μ and calculate FIM 1 (η (a) ) at μ 0 , as in [47] [48] [49] [50] 58] . Following the analysis in [47] [48] [49] [50] 58] , it can be shown that this approximation is O(1), which implies that 
and I iter denote the iteration numbers for Gauss-Newton algorithm and alternating minimization algorithm, respectively) 
Additionally, note that E x; μ ½ ∂ 2 f ML ðη ðaÞ jxÞ ∂<η ðaÞ > i ∂<η ðaÞ > j ¼ OðNK Þ , so we can still obtain an asymptotically valid CRB. Another reason for ignoring this approximation is that the distribution of μ is symmetric and, in this paper, the error μ − μ 0 is assumed to be sufficiently small. Combining (64) and the above discussion, the FIM for vector η ′(a) can be approximately expressed as
where δ(i, j) is an indicator function such that δ(i, j) = 1 if both i and j correspond to the element in μ,
and
It follows from (67) that
Using (62) and (63), and after some algebraic manipulations, the sub-matrices in (68) can be written as Substituting (68) and (70) Note that, in practice, only the p corner of the CRB matrix is of interest. Invoking the partitioned matrix inversion formula, the CRB matrix for position vector p can be written as
Note that the superscript "a" in (73) indicates that this CRB corresponds to the case of an unknown signal waveform. In addition, the trace of this CRB matrix is the minimum achievable localization MSE.
Cramér-Rao bound on position estimate for case of known signal waveform
In this subsection, the CRB on the covariance matrix of location estimation is deduced for the case where the transmitted signals are a priori known. Accordingly, the complete parameter set comprises the deterministic parameters σ
where the superscript "b" indicates the case of a known signal waveform, and the trace of CRB (b) (p) is the minimum achievable MSE for any unbiased localization method.
Simulation results
This section presents a set of Monte Carlo simulations to examine the behavior of the proposed robust DPD methods. The RMSE of position estimate is employed to assess and compare the performance. All the simulation results are averaged over 2000 independent runs. We compare our algorithms with the algorithms in [27] , and the traditional two-step localization algorithms, as well as the CRB for unknown and known signal waveforms. Besides, all the experiments are conducted for the 3-D localization.
(79)
Simulation results for case of unknown signal waveform
In this subsection, the algorithm presented in Section 4 is evaluated and its estimation accuracy is compared with that of the first algorithm in [27] , which assumes the signal waveform is unknown. Both of these algorithms are denoted as algorithm I in the figures below. In addition, the two-step localization algorithm used for comparison here is realized using the robust Bayesian algorithm [48] to estimate the DOAs in the first step and exploiting the Taylor series (TS) algorithm [59] to locate the source in the second phase. If the unknowns to be found are DOAs, the array manifold in (1)- (3) should be modeled as a function of direction, as in [1] [2] [3] . This is not difficult to achieve because position vector p is a function of direction. The array model mismatch considered here is caused by sensor location perturbations. The sensor position errors are zero-mean Gaussian random variables in both the x and y directions, and are independent and identically distributed (IID) from sensor to sensor and array to array. The standard deviation of the position errors is denoted by σ L .
In (5) array radius equal to the wavelength. Figures 1, 2, 3, 4 , and 5 display the RMSEs of the localization methods as functions of the SNR of the emitter signal, number of snapshots K, standard deviation of the sensor position errors σ L , number of array elements M, and ratio of array radius to wavelength, respectively.
It can be observed from Figs. 1, 2, 3, 4, and 5 that algorithm I in this paper outperforms algorithm I in [27] in terms of the estimation accuracy. The performance gap is especially noticeable for high SNRs and large sensor position errors. This is because, in these cases, the array model errors dominate the performance. Our technique accounts for these errors and incorporates the prior statistics of the array perturbations for source localization. The results in Figs. 1, 2, 3 , 4, and 5 show that, when the SNR decreases and the array aperture increases, the proposed algorithm gives only a minor performance improvement. This is because, for lower SNRs and large array apertures, the measurement noise is the dominant error source, and the two algorithms give similar performance. In addition, the estimation accuracy of our algorithm achieves the CRB provided by (73) at moderate noise and error levels. Finally, it is worth noting that the DPD estimators perform significantly better than the two-step localization method. This improvement has been explained in the literature. Figure 6 illustrates the RMSEs of the localization methods with respect to α.
From Fig. 6 , we can draw similar conclusions similar to those for Figs. 1, 2, 3, 4, and 5; they are not repeated here for reasons of brevity. We only emphasize that the RMSE improvement from algorithm I in this paper over algorithm I in [27] is more significant as α increases. Hence, the gain in localization accuracy of our algorithm increases as the source moves farther away from the receivers. 
Simulation results for case of known signal waveform
In this subsection, the positioning accuracy of the algorithm given in Section 5 is compared with that of the second algorithm given in [27] , which assumes the signal waveform is known. These are referred to as algorithm II in the following figures. Additionally, for a fair comparison, in the simulated two-step localization algorithm, the DOAs are estimated by the algorithm presented in [56] , which assumes a known waveform. As stated above, when the unknowns to be determined are DOAs, we need to express the array manifold in (1)-(3) as a function of direction, following [1] [2] [3] . This can be easily achieved because position vector p is a function of DOA. The array model error results from sensor gain and phase uncertainties, corresponding to case 2 in Section 4 of [39] . Moreover, both gain and phase perturbations are independent and identically distributed zero-mean Gaussian random variables. The standard deviations of the gain and phase errors are denoted as σ G and σ P , respectively. We assume σ G = 0.01σ P hereafter; thus, if σ P changes, σ G alters accordingly.
In the first set of experiments, the location system consists of three base stations located at [500, 2500, 0] m, [0, 0, 0] m, and [500, − 2500, 0] m. The emitter is positioned at [1500, 500, 2500] m. The signal waveforms are generated in the same way as described in Subsection 7.1, but they are known to the receivers. Each base station is equipped with a UCA. The channel attenuation magnitude is fixed at 1, and the channel phase is selected at random from a uniform distribution over [−π, π). Additionally, unless otherwise specified, we adopt the following simulation parameters: (1) K = 128 samples; (2) SNR = 10 dB; (3) M = 6 sensors; (4) σ P = 0.1rad; and (5) array radius equal to wavelength. Figures 7, 8, 9 , 10, and 11 plot the RMSEs of the localization methods against the SNR of the emitter signal, number of snapshots K, standard deviation of the sensor phase errors σ P , number of array elements M, and ratio of array radius to wavelength, respectively.
In Figures 7, 8, 9 , 10, and 11, the RMSEs clearly demonstrate the superior performance of algorithm II in this paper over algorithm II in [27] and the two-step localization algorithm. Moreover, the performance improvement is more pronounced as the SNR and sensor model errors increase and the array aperture decreases.
The impact of array model mismatch is effectively mitigated by our algorithm. Additionally, the proposed algorithm yields a solution that attains the CRB accuracy provided by (81) at moderate noise and error levels.
In the second experiment, the same simulation parameters are used, but the source location changes. Figure 12 shows the RMSEs of the localization methods with respect to α.
The performance gain of the proposed algorithm over the other algorithms is corroborated by the results in Fig. 12 . Moreover, the RMSE improvement of the new algorithm over algorithm II in [27] becomes stronger as the source moves farther away from the receivers. This observation is consistent with the results in Fig. 6. 
Running time of the localization methods
In this subsection, the runtime of all the localization methods considered in the experiments is compared. All the simulations were implemented using MATLAB R2016b on a ThinkPad laptop equipped with Intel Core i7-7500 CPU and 8 GB RAM.
First, we adopt the simulation settings used to produce Fig. 2 . Figure 13 depicts the average runtime of the considered localization methods as a function of snapshot number. Second, the simulation parameters used to produce Fig. 8 were applied. In Fig. 14 , the average runtime versus the snapshot number is compared for the considered localization methods. It is easily observed from Figs. 13 and 14 that the runtime of the proposed DPD methods is significantly higher than that of the other methods. This is because the model errors are considered and there are too many nuisance variables to be optimized besides the source position vector. The two-step localization method has the fastest runtime among the compared methods, mainly because it is a decentralized method.
Discussion
From the simulation results described above, we can observe that the proposed algorithms can effectively mitigate the effects of array model mismatch, and they outperform the algorithms in [27] obviously for high SNRs and large sensor position errors. Moreover, the gain in localization accuracy of our algorithms increases as the source moves farther away from the receivers. The estimation performance of the developed algorithms can attain the corresponding CRB at moderate noise and error levels. However, the complexity of the proposed algorithms are higher than that of the algorithms in [27] because they account for the array model errors and require more computational procedure. Finally, it needs to be mentioned that the present study only deals with the single-source situation. In our future work, we intend to extend the proposed methods to the multiple-source scenario.
Conclusions
This paper presents robust DPD methods that can reduce the negative effect of array model mismatch.
The idea behind the newly proposed technique is similar to that of the array error auto-calibration methods, which assume that certain prior statistical distribution of the array model errors is available. We consider two different localization cases, the case of a priori known signal waveform and the more realistic case where transmitted signals are unknown to the location systems. The corresponding MAP estimators for the two cases are formulated and two effective alternating minimization algorithms are developed to locate the source directly from the signals captured at several antenna arrays simultaneously. The proposed methods follow the Bayesian framework given in [47] [48] [49] [50] . Besides, for the purpose of verifying the asymptotic efficiency of the new methods, the CRB expressions for position estimation are also deduced for both unknown and known signal waveforms. Simulation results confirm that the proposed algorithms are able to provide the CRB accuracy and the effect of array model errors can be decreased considerably. 
Proof of Proposition 1
Assume the normalized eigenvectors of matrixẐ arev 1 ; v 2 ; ⋯ ;v n . Applying the Hermitian matrix eigen-perturbation theory [60] , we havê 
Comparing the first-order perturbation terms between both sides of (83), it can be observed that
Combining (82), (85) and (87) completes the proof.
11 Appendix 2
Proof of (33)
Assume thatμ ðiÞ n is the estimation of μ n at the ith iteration step. In order to obtain the updated estimate of μ n at the (i + 1)th iteration, we need to substitute the first-order Taylor series expansion of g n (μ n ) roundμ ðiÞ n into (31), which yields (88) Noting that μ n −μ ðiÞ n is a real vector, we can reformulate (88) as
