In this paper, we continue investigations into the asymptotic behavior of solutions of differential equations over o-minimal structures.
In this paper, we continue investigations into the asymptotic behavior of solutions of differential equations over o-minimal structures.
Let R be an expansion of the real field (R, +, ·).
A differentiable map F = (F 1 , . . . , F l ) : (a, b) → R l is R-Pfaffian if there exists G : R 1+l → R l definable in R such that F ′ (t) = G(t, F (t)) for all t ∈ (a, b) and each component function G i : R 1+l → R is independent of the last l − i variables (i = 1, . . . , l). If R is o-minimal and F : (a, b) → R l is R-Pfaffian, then (R, F ) is o-minimal (Proposition 7). We say that F : R → R l is ultimately R-Pfaffian if there exists r ∈ R such that the restriction F ↾(r, ∞) is R-Pfaffian. (In general, ultimately abbreviates "for all sufficiently large positive arguments".)
The structure R is closed under asymptotic integration if for each ultimately nonzero unary (that is, R → R) function f definable in R there is an ultimately differentiable unary function g definable in R such that lim t→+∞ [g ′ (t)/f (t)] = 1. If R is closed under asymptotic integration, then R is o-minimal and defines e x : R → R (Proposition 2). Note that the above definitions make sense for expansions of arbitrary ordered fields.
Theorem 1.
If R is o-minimal, then the following are equivalent:
(1) For every ultimately R-Pfaffian function F : R → R there exists u : R → R definable in R such that ultimately F (t) ≤ u(t). (2) R is closed under asymptotic integration. (3) Every structure elementarily equivalent to R is closed under asymptotic integration. (4) For every m ∈ N and f : R m+1 → R definable in R there exists u : R → R definable in R such that lim t→+∞ u(t) = +∞ and, for all a ∈ R m , lim t→+∞ f (a, t)u ′ (t) = 0 or lim t→+∞ |f (a, t)(1/u) ′ (t)| = +∞.
(5) For every l ∈ N, ultimately R-Pfaffian F : R → R l and h : R 1+l → R definable in R there exists u : R → R definable in R such that ultimately h(t, F (t)) ≤ u(t). (In particular, each F i is ultimately bounded by some unary function definable in R.)
A weaker version of the theorem holds for o-minimal expansions of arbitrary ordered fields (Proposition 6 and Theorem 2).
Of particular interest is the case that R is exponentially bounded, that is, for each definable unary function f there exists n ∈ N such that ultimately f (t) ≤ e n (t), where e n denotes the n-th compositional iterate of e x . Put ℓ 0 (t) = t for t ∈ R and ℓ n+1 (t) = log(ℓ n (t)) for n ∈ N and t ∈ R. (For convenience, put log(t) = 0 for t ≤ 0, so each function ℓ n is defined on all of R.) (1) For every ultimately R-Pfaffian F : R → R there exists N ∈ N such that ultimately
(4) For every l ∈ N, ultimately R-Pfaffian F : R → R l , and h : R 1+l → R definable in R there exists N ∈ N such that ultimately h(t, F (t)) ≤ e N (t).
(For item 3, let u be as in Theorem 1 and take N such that ultimately ℓ N (t) ≤ u(t). See Corollary 3 for further information.)
On the way to proving Theorem 1, we obtain Proposition 1. Let R be closed under asymptotic integration and R 0 be a reduct (in the sense of definability) of R over (R, +, · ). Suppose that for each unary function f definable in R there is a unary function g definable in R 0 such that ultimately f (t) ≤ g(t). Then R 0 is closed under asymptotic integration.
In fact, the above holds for o-minimal expansions of arbitrary ordered fields (Proposition 5).
We defer the proofs of the above results. First, we discuss some examples, context and applications. Example. Suppose that R is o-minimal. The Pfaffian closure of R, denoted by P(R), is the smallest expansion of R that is closed under taking Rolle leaves of definable C 1 1-forms; it is o-minimal. (See [15] for precise definitions and results.) Every P(R)-Pfaffian map is definable in P(R). In particular, P(R) is closed under taking antiderivatives of continuous definable unary functions, so P(R) is certainly closed under asymptotic integration. By Proposition 1, given any reduct R 0 of P(R) over (R, +, · ), either R 0 is closed under asymptotic integration or P(R) defines a unary function that ultimately outgrows any unary function definable in R 0 . If R is polynomially bounded, then P(R) is exponentially bounded (see Lion et al. [7] ); then every reduct of P(R) over (R, +, ·, e x ) is closed under asymptotic integration.
Corollary 2.
If R is o-minimal, exponential and not closed under asymptotic integration, then the Pfaffian closure of R is not exponentially bounded.
Proof. If R is not exponentially bounded then the result is trivial, so assume that R is exponentially bounded. By Corollary 1, there is some R-Pfaffian F : (r, ∞) → R such that, for each n ∈ N, ultimately F outgrows e n . The function F is definable in P(R) (essentially by the definition of P(R)).
As of this writing, every expansion of (R, +, · ) that is known to be o-minimal is a reduct (in the sense of definability) of the Pfaffian closure of some polynomially bounded o-minimal expansion of (R, +, · ). Hence, we don't know if there exist any exponential o-minimal structures that are not both exponentially bounded and closed under asymptotic integration.
Proposition 2. Let R be closed under asymptotic integration. Then R is o-minimal and exponential.
Proof. Let A ⊆ R be definable and put f (t) = 1 if t ∈ A and f (t) = −1 if t / ∈ A. There is a differentiable definable function g : (a, ∞) → R such that lim t→+∞ [g ′ (t)/f (t)] = 1. By Darboux's Theorem ("derivatives satisfy the intermediate value property") f is ultimately constant, so there exists b ≥ a such that A either contains (b, ∞) or is disjoint from (b, ∞). This is true for every definable subset of R, so R is o-minimal; see [4, Lemma 5 .2] for details.
Any asymptotic antiderivative for t → 1/t has logarithmic growth, so by growth dichotomy [8] , R is exponential.
(Similarly, any o-minimal expansion of an ordered field that is closed under asymptotic integration is exponential by [9] .) Proposition 3. Let R be closed under asymptotic integration and * : R 2 → R be continuous and definable in R such that (R, * ) is a group. Then (R, * ) is definably (in R) isomorphic to (R, +).
Proof ( due also in part to S. Starchenko). By Proposition 2, R is o-minimal. An examination of the proof of the Proposition from Peterzil et al. [12] yields an isomorphism ϕ : (R, <, +) → (R, <, * ) and c ∈ R such that the restriction ϕ↾(c, ∞) is R-Pfaffian. Routine computation shows that the map (ϕ, ϕ
Let λ be an automorphism of (R, * ). Then λ = ϕ −1 • Cϕ for some nonzero C ∈ R, so ultimately λ ≤ h. By [10, Theorem A], R defines a binary operation ⋆ such that (R, * , ⋆) is a field. By Otero et al. [11] , (R, * , ⋆) is definably isomorphic to (R, +, · ), so (R, * ) is definably isomorphic to (R, +).
We now begin to work toward the proof of Theorem 1. We assume the reader to be familiar with the basic model theory and differential calculus of exponential o-minimal structures, say, the material in [2, §2] , [3, Chapters 1, 3, 4, 6, 7] and [9] . Until further notice, R denotes an exponential o-minimal expansion of a real closed field with underlying set R and canonical exponential function exp : R → R. "Definable" means "definable in R with parameters from R", and "function" means "unary function on R", unless indicated otherwise. Whenever convenient, we assume without mention that any particular definable map is totally defined.
It is convenient to work with the o-minimal analog of Hardy field theory. We review the basic definitions.
Functions f and g have the same germ (at +∞) if ultimately f = g. We use the same notation for a function and its germ. Let H (= H(R)) denote the set of all germs of definable functions. (Note: We shall be introducing notation for several subsets of H; we suppress the dependence of the notation on the structure R whenever no ambiguity will arise.) We construe H as an ordered differential field, with the derivative of a germ f being the germ of the derivative f ′ . Regard R as lying in H by identifying r ∈ R with the germ of the corresponding constant function. The germ of the identity function is denoted by x. Given g : R → R m and f : R m → R, we denote the germ of the composition by f • g or f (g), depending on convenience.
A function u is infinitely increasing if there exists r ∈ R such that u is strictly increasing and unbounded above on (r, ∞); a germ is infinitely increasing if it is the germ of an infinitely increasing function. Let I denote the set of all germs of infinitely increasing definable functions. Every u ∈ I has a compositional inverse u −1 ∈ I. For S ⊆ H put S * = S \ {0}. For f ∈ H we have the following trichotomy: (i) f ∈ R; (ii) |f | ∈ I; or (iii) f / ∈ R and there exists a ∈ R such that 1/ |f − a| ∈ I. (We write 1/f for the multiplicative inverse of f ∈ H * .) The convex hull of R in H is equal to the subring of H of germs of definable functions that have a limit in R at +∞. Associated to this convex subring is a valuation ν :
The group operation is written additively, so we have ν(f g) We note an easy consequence of L'Hôpital's Rule:
The set Ψ := { ν(f ′ /f ) : f ∈ H * , ν(f ) = 0 } of valuations of logarithmic derivatives plays a crucial role in Hardy field theory (and in certain abstractions; see e.g. [1] ).
Proof. First, note that for f ∈ H * we have
Since I is closed under taking logarithms, we have Ψ ⊆ { ν(u ′ ) : u ∈ I }. Since I is closed under exponentiation, we have
Note that Ψ has no maximal element (since ν((log u)
Since I is closed under taking square roots, Φ has no minimal element. By [13, Proposition 1], we have Ψ < Φ.
Let I 0 denote the set of germs of infinitely increasing ∅-definable functions. Put
Lemma 3. I 0 is coinitial and cofinal in I, Ψ 0 is coinitial and cofinal in Ψ, and Φ 0 is coinitial and cofinal in Φ.
Proof. Let u ∈ I. There exist m ∈ N, a ∈ R m and ∅-definable f : R m+1 → R such that u = f a . By uniform bounds on growth [6, C.4]-more precisely, by its proof-there exist ∅-definable ρ : R m → R and β ∈ I 0 such that for all (a, t) ∈ R m+1 , if t > ρ(a) then f (a, t) ≤ β(t). Hence, ν(u) = ν(f a ) ≥ ν(β). Applying the same argument to u
Hence, I 0 is coinitial and cofinal in I.
The other two claims now follow from Lemma 1. Proposition 4 (Asymptotic integration). For f ∈ H * , the following are equivalent:
. Hence, the following are equivalent:
• R is closed under asymptotic integration.
Corollary 3. Let R be exponentially bounded and f ∈ H * . Then the following are equivalent:
• There exists g ∈ H such that ν(g
Proposition 5. Let R be closed under asymptotic integration and R 0 be a reduct of R over (R, +, · ) such that H(R 0 ) is cofinal in H. Then R 0 is closed under asymptotic integration.
Proof. Since I(R 0 ) is cofinal in I, it follows that Ψ(R 0 ) is cofinal in Ψ and Φ(R 0 ) is coinitial in Φ. Since R is closed under asymptotic integration, there is no f ∈ H(R 0 ) with
Lemma 4. There is at most one γ ∈ ν(H) such that Ψ < γ < Φ.
Proof. Let f, g ∈ H be such that Ψ < ν(f ) ≤ ν(g) < Φ. For every u ∈ I we have
Lemma 5. Let f : R m × R → R be definable. Then there exists u ∈ I 0 such that for all
Proof. First, recall that every structure elementarily equivalent to R is o-minimal and exponential. By increasing m, we may assume that f is ∅-definable. Suppose the conclusion fails. Then for each u ∈ I 0 there are a, b ∈ R m such that ν(u (1) R is closed under asymptotic integration. (2) Every structure elementarily equivalent to R is closed under asymptotic integration. (3) For every m ∈ N and definable f : R m+1 → R there exists u ∈ I such that, for all
For every m ∈ N and definable g : R m+1 → R there exists u ∈ I such that, for all a ∈ R m , lim t→+∞ g(a, t)u
Proof. First, note that (3) and (4) are just restatements of each other, since every definable function h : R n → R has a (partial) multiplicative inverse given by
That (1) implies (3) is immediate from Proposition 4 and Lemma 5. Suppose (3) holds; we show that (2) holds. Let M ≡ R and M be the underlying set of M. Note that M is o-minimal and exponential. Let h : M → M be definable in M. Then there exist m ∈ N, p ∈ M m and ∅-definable f : M m+1 → M such that h = f p . Now, in R, there exists u ∈ I such that for all a ∈ R m either ν(f a ) < ν(u ′ ) or ν(f a ) > ν((1/u) ′ ). By Lemma 3, we may assume that u is ∅-definable. Hence, in M, we have µ(h) < µ(u ′ ) or µ(h) > µ((1/u) ′ ), where µ is the canonical valuation of H(M) and u is regarded as an infinitely increasing function M → M definable in M. Apply Proposition 4.
Proof. We proceed by induction on l ≥ 1.
Let F : (a, b) → R be differentiable and G : R 2 → R be definable in R such that F ′ (t) = G(t, F (t)) for all t ∈ (a, b). It suffices to find a partition a = a 0 < · · · < a k+1 = b such that, for each i = 0, . . . , k, at least one of the following hold:
• There is an open U ⊆ R 2 definable in R such that G↾U is C 1 and the graph of F ↾(a i , a i+1 ) is contained in U .
In the second case, (R, F ↾(a i , a i+1 )) is o-minimal by [15] .
First, take a decomposition D of R 2 into C 1 cells, definable in R, that partitions (a, b)×R and such that G↾D is C 1 for each D ∈ D. Fix for the moment some cell C ∈ D such that C is the graph of a C 1 definable function f : I → R, where I ⊆ (a, b) . By refining D, we reduce to the case that D partitions each of 6 the following sets:
The set S := { t ∈ I : F (t) > f (t) } is open; we claim that it is an interval. Let t 0 ∈ S and (c, d) be a maximal open subinterval of S containing t 0 . First, we show that d = sup S. If d = sup I, then we are done, so assume
There is an open cell D ∈ D of the form (f, g) I (where we allow g = +∞). Since
− . Now, D is contained in one of the sets X, Y or Z, so there exists e < d such that (F − f )
′ is of constant sign on (e, d).
Hence, given any t ∈ I with (t, F (t)) ∈ D, there is an open interval I ′ such that t ∈ I ′ ⊆ I and F − f is strictly decreasing on I ′ . It follows that d = sup I. By arguing similarly with c, we conclude that
Similarly, { t ∈ I : Let
Proof of Theorem 1
Let R be an o-minimal expansion of the real field. That (5) implies (1) is clear. Thus, by Proposition 6, we need only establish (1)⇒ (2) and (4)
⇒(5).
Proof of (1)⇒(2). Assume that every ultimately R-Pfaffian function is ultimately bounded above by some element of I. We claim that R is closed under asymptotic integration. Let f ∈ H * ; we must show that there exists g ∈ H such that g ′ ∼ f . We may assume that f is ultimately positive. By the monotonicity theorem, there exists b ∈ R such that f is positive and continuous on [b, ∞). Put F (t) = t b f (s) ds for t > b. Note that F is positive and strictly increasing in t. Hence, either F is infinitely increasing or there exists c ∈ R such that 1/(c − F ) is infinitely increasing.
Suppose that F is infinitely increasing; then the compositional inverse F −1 exists and is infinitely increasing. Since F is R-Pfaffian, so is F −1 . Hence, there exists u ∈ I such that (ultimately)
Hôpital's rule. Note that u −1 ∈ I and apply Proposition 4. On the other hand, suppose there exists c ∈ R such that 1/(c−F ) is infinitely increasing. Then (1/(c − F )) −1 exists and is infinitely increasing. Since F is R-Pfaffian, so is 1/(c − F ). An argument similar to that for the previous case yields u ∈ I such that ν(f ) ≥ ν((1/u −1 ) ′ ). Apply Proposition 4.
Notation. For m ∈ N and a ∈ R m , put |a| = sup{|a 1 | , . . . , |a m |}. For F : R → R l and h : R 1+l → R, let h(x, F ) denote the germ of t → h(t, F (t)).
Proof of (4)⇒(5). Assume that for every m ∈ N and definable f :
(Throughout this proof, "definable" means "definable in R; cells and cell decompositions are taken with respect to R.) We proceed by induction on l ≥ 1 to show that for every ultimately R-Pfaffian map F : R → R l : (a) l There exists u ∈ I with |F | ≤ u.
Proof of (a) 1 . We may take F ≥ 0 (clearly, −F is also R-Pfaffian). If F is bounded, we are done, so assume that F is unbounded; then F is infinitely increasing. We have 
If the former, we are done. If the latter, then u • F < x and thus F < u −1 . Now suppose that B contains a ray (c, ∞). Then there is a definable function β : (c, ∞) → R such that for all t > c and s ∈ R we have s ≤ β(t) or
′ increases to 0. Hence, F ≤ β. (This ends the proof of (a) 1 .)
Notation. For X ⊆ R m and a ∈ R m let d X (a) denote the distance of a to X taken with respect to the sup norm.
Proof of (b) 1 . Let h : R 2 → R be definable. We show that there exists u ∈ I such that h(x, F ) ≤ u. If F ∈ H, there is nothing to do, so suppose F / ∈ H. Then, by cell decomposition, for every definable A ⊆ R 2 such that A has no interior we have (x, F ) ∈ R 2 \ A. Let X be the closure of the set of all points (t, y) ∈ R 2 such that h is discontinuous at (t, y); then X is closed, definable and has no interior. Hence, there is an open definable
Claim. There exists u ∈ I such that d Y (x, F ) ≥ 1/u.
Proof of Claim. Let D denote the projection of C on the first coordinate. Note that D is some open ray (c, ∞). We now have four cases (the possible forms of the cell C) to consider.
Suppose that C is of the form (γ, δ) D where γ, δ : D → R are definable and
The cases C = (γ, +∞) D and C = (−∞, δ) are similar to, but easier than, the previous case; we leave the details to the reader. (This ends the proof of the Claim.)
Take u ∈ I such that d Y (x, F ) ≥ 1/u. For sufficiently large s > 0 the sets
are nonempty, closed, bounded, uniformly definable, and contained in the set of points of continuity of h. Hence, for some s 0 > 0, we have an increasing definable function g : (s 0 , ∞) → R given by
(This ends the proof of (b) 1 .) Assume now that (a) l and (b) l hold for a certain l ≥ 1. Let F = (F 1 , . . . , F l+1 ) be ultimately R-Pfaffian.
Proof of (a) l+1 . We must show that |F | is bounded above by some element of I. Now, (F 1 , . . . , F l ) is ultimately R-Pfaffian, so by (a) l we need only show that |F l+1 | is bounded above by some element of I. By arguing as in the proof of (a) 1 , we reduce to the case that F l+1 is infinitely increasing and we obtain A, B ⊆ R l+1 , definable α : A → R, definable β : B → R, and u ∈ I such that at least one of the following holds:
In the first case, we are done, while the other two cases are covered by (b) l . (This ends the proof of (a) l+1 .)
Proof of (b) l+1 . Let h : R 2+l → R be definable. We must show that |h(x, F )| is bounded above by some element of I.
First, suppose there is some definable A ⊆ R 2+l , having empty interior, such that (x, F ) ∈ A. We may assume that A is a nonopen cell. Then there exist i ∈ {1, . . . , l+1} and definable We omit the details of the cases C = (γ, +∞) D and C = (−∞, δ).
(This ends the proof of the Main Theorem.)
A generalization
In the proof of (4)⇒(5), the only essential use made of working over R is that if F : (r, ∞) → R l is R-Pfaffian, then (R, F ) is o-minimal. Hence, by Proposition 6:
Theorem 2. Let R be an o-minimal expansion of an ordered field (R, <, +, · ) and F : (r, ∞) → R l be R-Pfaffian such that R is closed under asymptotic integration and (R, F ) is o-minimal. Then for every h : R 1+l → R definable in R there exists u : R → R definable in R such that ultimately h(t, F (t)) ≤ u(t).
Final remarks
The results of this paper were motivated by the question of whether the Hardy field of an o-minimal expansion R of (R, +, ·, e x ) is cofinal in the Hardy field of its Pfaffian closure, that is, given a unary function f definable in the Pfaffian closure of R, is there a unary function g definable in R such that f is ultimately bounded by g? By Theorem 1, the answer is "Yes" if f is a component function of an ultimately R-Pfaffian map. Now, by the proof of [7, Theorem 3] , there exist n ∈ N and g : R 2+n → R definable in R such that, ultimately, f is C n+1 and f (n+1) = g(x, f, . . . , f (n) ). Hence, for some l ∈ N, f is a component function of a solution F to an ODE y ′ (t) = G(t, y(t)), t > a, where G : R 1+l → R l is definable in R. But we don't know if F can be taken to be R-Pfaffian, nor if the R-Pfaffian assumption in Theorem 1 can be weakened enough to settle the issue.
