The role of the conformal group in electrodynamics in four space-time dimensions is re-examined. As a pedagogic example we use the application of conformal transformations to find the electromagnetic field for a charged particle moving with a constant relativistic acceleration from the Coulomb electric field for the particle at rest. We also re-consider the reformulation of Maxwell's equations on the projective cone, which is isomorphic to a conformal compactification on Minkowski space, so that conformal transformations, belonging to the group O(4, 2), are realised linearly. The resulting equations are different from those postulated previously and respect additional gauge invariances which play an essential role in ensuring consistency with conventional electrodynamics on Minkowski space. The solution on the projective cone corresponding to a constantly accelerating charged particle is discussed.
Introduction
The invariance of Maxwell's equations under Lorentz transformations is the cornerstone of the theory of relativity as expounded in the epoch making paper of Einstein in 1905 . In 1909 and Bateman [2] showed that Maxwell's equations were also invariant under the larger conformal group. This invariance does not extend to theories containing any mass scale and is violated in quantum field theories, even when true classically, except under very special circumstances so this symmetry has not been played a significant role in mainstream theoretical physics. Nevertheless a particular feature of the conformal group is that it extends the usual Lorentz group in allowing transformations to frames undergoing constant acceleration. In the next section show how the conformal group can be used to obtain expressions for the electric and magnetic fields, known also since 1909, corresponding to a charged particle which undergoes constant acceleration or hyperbolic motion. The fields obtained by conformal transformation are non zero everywhere for all time and are of course solutions of Maxwell's equations. They are related to, but not identical with, the standard retarded, or advanced, solutions since these are zero on half of space-time. We also describe briefly the derivation of these retarded, advanced solutions together with the additional terms which are necessary to ensure they satisfy Maxwell's equations despite the presence of discontinuities. In section 3 we then recapitulate the well known relation of conformal transformations to linear transformations on a projective cone and in section 4 we discuss how electrodynamics may be reformulated equivalently in a explicitly conformal invariant fashion in terms of fields on the projective cone. Although the starting point is essentially identical with that originated by Dirac [3] and developed subsequently by various authors [4, 5] the equations derived here are rather different. They are well defined on the projective cone and maintain manifest gauge invariance, including the additional gauge transformations which are essential to ensure an exact equivalence between fields on Minkowski space and the projective cone. We then show in section 5 how the solution corresponding to an accelerating charged particle may be simply expressed in terms of fields on the projective cone satisfying corresponding versions of Maxwell's equations. In section 6 some more general aspects of our results are discussed. Various detailed calculations are relegated to an appendix.
Conformal Transformations and Accelerating Charged Particles
We first define the conformal group as those transformations which leave the relativistic line element invariant up to a factor so that ifx → x 1 g µν dx µ dx ν = Ω(x) 2 g µν dx µ dx ν . (2.1) Obviously this includes translations, spatial rotations and Lorentz transformations, for which Ω = 1, and scale transformations given by x = ρx. There are also inversions, which may be taken to have the form 2) we may then define special conformal transformations by combining an inversion with a translation and then another inversion,
Ω(x) = 1 + 2b·x + b 2x2 = (1 − 2b·x + b 2 x 2 ) −1 .
(2.3)
Transformations such as (2.2) or (2.3) do not in general preserve the time ordering of even time-like separated points. As shown in section 3 the action of conformal transformations is transitive on a compactification of Minkowski space-time which has the topology of S 1 × S 3 /Z 2 , with S n the n-dimensional sphere and Z 2 denoting the group formed by reflections and the identity.
To understand the significance of (2.3) let us set b µ = (0, − 1 2 a) and with x µ = (t, x) we obtain
The spatial originx = 0 then transforms to 5) so that x o and t o lie on a hyperbolic curve specified by the equations
For |t| < 2/a (2.5) represents the coordinates of a point moving with constant acceleration a passing through the origin x o = 0 at t o = 0.
2
The transformation of the electromagnetic fields which ensures that Maxwell's equations are invariant is simply given by
or alternatively using (2.1)
4x it is easy to see that (2.7) and (2.8) ensure invariance of the usual relativistic action 9) whose variation leads to Maxwell's equations expressed in relativistically covariant form. For the transformation (2.4) we may find
(2.10)
Using these results we may find the transformation properties of electric and magnetic fields, E i = F 0i and B i = 1 2 ǫ ijk F jk , between frames undergoing constant acceleration. For convenience we set B = 0 and then from (2.8,9) we get
As a consistency check from (2.11) we may verify that B·E = 0 and also
The general result in (2.11) is rather complicated but as a simple application we consider starting from the static Coulomb field for a point charge atx = 0,
Applying (2.11) and also (2.5) to eliminatet,x gives .13) In obtaining these results we have discarded a factor ǫ(Ω), where ǫ(x) = ±1 for x ≷ 0, or equivalently we have tacitly assumed that Ω > 0 when, according to (2.4) , the transformation preserves the time direction. We discuss this further in section 6. For the moment, with transformation in (2.4), we may note that Ω −1 = 0 on the light cone through x = −2a/a 2 , t = 0 and Ω < 0 in the interior of this light cone. 4 The fields in (2.13) 3 Alternatively the linex = 0 is mapped to the hyperbola (2.6) just by the inversion
In this case the fields transform more simply as B(x) = 2Ω 3 t x× E(x), E(x) = Ω 3 {(x 2 +t 2 ) E(x)−2x x· E(x)}. For a = 0 this result was found in [1] and later obtained, without making the connection to conformal transformations, in ref. [7] . 4 If the transformation in the previous footnote is applied to (2.12) then the result (2.13) is again obtained with a factor −ǫ(Ω), but in this case Ω < 0 in the interior of the light cone through x = 0, t = 0.
are singular if x = − 1 2 a(x 2 − t 2 ) so that x, t then satisfy the equation of the hyperbola given by (2.6) . This equation has two branches although Ω > 0 only on the curve passing through the space-time origin corresponding to |t| < 2/a. The solution (2.13) satisfies the reflection symmetry 14) and as a consequence it is easy to see that (2.13) corresponds to a particle of charge e moving on the hyperbola passing through the origin and charge −e on the other branch where x = −2a/a 2 at t = 0. For |x| ∼ t → ∞ the electric, magnetic fields given by (2.13) reduce to standard results for the electromagnetic waves radiated by an accelerating charged particle. The solution (2.13) is usually ascribed to Born [8] and has been the subject of continued discussion [6, 9] concerning its physical significance. A similar application of conformal transformations was seemingly undertaken long ago by Hill.
5
We may also consider applying a conformal transformation to the charge-current density for which
Corresponding to (2.12) we havẽ
Using (2.10) it is simple to obtain, again discarding a factor ǫ(Ω), 2.17) and it is straightforward to verify that this satisfies the standard current conservation equation, ∂ t J 0 (x) + ∇·J = 0.
To understand further the nature of the solution (2.13) found above by conformal transformation from the Coulomb electric field of a static point charge we consider directly the solution of Maxwell's equations for an accelerating charged particle. This is discussed in many textbooks, for a particle moving on a trajectory r µ (τ ), with τ the proper time, the Liénard-Wiechart solution for the 4-vector potential A µ = (φ, A) takes the form 18) where τ is determined by
Physically it is essential to select the retarded solution so that t > r 0 (τ ), as necessary for causality, but we will also consider the advanced solution as well here. Generally it is impossible to solve (2.19) explicitly for τ and so eliminate it from (2.18) . In the case of interest here of a particle moving with constant acceleration a and passing through the origin, so that it moves on one of the branches of the hyperbola (2.6), we may take (2.20) and then (2.19) becomes
This equation reduces to a quadratic in e aτ which is easy to solve, the solutions may be conveniently written as
With these results
Sinceṙ µ is a timelike vector,ṙ 0 > 0,ṙ 2 = −1, it is evident that the upper signs in (2.22,23) correspond to the usual retarded solution while the lower to the advanced solution of Maxwell's equations. Nevertheless it is also important to recognise that in solving the quadratic given by (2.21) the roots should be constrained by e aτ > 0. Otherwise there is no point on the trajectory given by (2.20) which can communicate with t, x. This condition restricts t, x to the following regions, 1 + a·x + at > 0 , retarded solution , (2.24) Subject to this restriction on t, x the electromagnetic potentials are determined from (2.18) to be
(2.25)
If we calculate the electric, magnetic fields in the usual fashion then
Remarkably the same expression results for both retarded and advanced solutions, since the difference is expressible as a pure gauge, 2.27) and (2.26) is identical with the result (2.13) obtained earlier by conformal transformation. Of course, according to (2.24), the retarded, advanced solutions are valid in different regions and in the space outside that given by (2.24) the solution must be zero.
However the solution given by (2.26) with the restrictions to the regions specified by (2.24) is not fully satisfactory since there is a discontinuity on boundaries given by 1 + a·x ± at = 0 which leads to delta function terms on the r.h.s. of Maxwell's equations. To resolve this paradox we follow the suggestion of Bondi and Gold [9] and consider, for the retarded solution, the more physically relevant situation where the charged particle in the past is moving with constant velocity up to a proper time τ 0 and thereafter moves on the accelerating trajectory given by (2.20). For a particle moving according to
then the field strength is given by the relativistic formula
For the retarded solution the trajectory (2.28) is therefore matched to (2.20) 
, so that there is no instantaneous acceleration, and we then consider the limit τ 0 → −∞. Writing e aτ 0 = ǫ we find for ǫ → 0 from (2.29)
where x ⊥ denotes the projection of x perpendicular to the acceleration a and
This solution is valid in the region
As ǫ → 0 R → ∞ except when 1 + a·x + at = O(ǫ) and we can obtain a non zero result for B, E as a distribution with the aid of the result 6 , 1 2ǫ
(2.33) 6 To verify this limit we may note that if y = (1 + a·x + at)/2ǫ then
By using this in (2.30) and combining the result with (2.26) the complete retarded solution in the limit ǫ → 0 becomes
This result is identical with Bondi and Gold [9] and it is not difficult to check that (2.34) provides a solution of Maxwell's equations everywhere (when 1 + a·x
The analogous advanced solution is simply given in terms of (2.34) by
The solution exhibited in (2.13) which is non zero over all space-time may then be considered as a combination of the retarded solution (2.34) together with the advanced solution for a particle of charge −e moving on the other branch of the hyperbola since
which has no discontinuities.
Projective Cone
The action of conformal transformations on Minkowski space is clearly non linear but a significant simplification is possible by introducing an associated space on which the conformal group acts linearly. To understand this we consider a general infinitesimal transformation for which 1) so that (1) requires
This has the general solution
The 15 parameters determining v may be written as a 6 × 6 matrix, 4) where A = 0, 1, 2, 3, 5, 6. The matrix W is so defined that it provides a representation of the Lie algebra of conformal transformations 6) so that it represents a generator of the group SO(4, 2).
To describe the standard conformal compactification of Minkowski space we introduce the equivalence class of real six dimensional vectors
[η A ] specifies a point on a four dimensional projective cone. Clearly the conditions (3.7) are invariant under δη A = W A B η B so that there is a natural action of SO(4, 2) on this space. By suitable choice of λ > 0 the constraint g AB η A η B = 0 can be re-written as 8) so that the projective cone may be identified with S 3 ×S 1 /Z 2 with Z 2 corresponding to the identification under the reflection
and then for any η + = 0 we may define a point x µ ∈ M 4 , four dimensional Minkowski space, by
+ it is easy to see that this is compatible with δx µ = v µ (x) as given by (3.3) . An inversion through x = 0 corresponds to
we may define a unique vector, within the equivalence class defined by (3.7) , satisfying η + = 1, by
For η + = 0 a representative of the equivalence class given by (3.7) may be expressed by 12) for any null vector n. The set of such null vectors defines a three dimensional light cone C 3 . It is not difficult to see that the limits of η A (x) as the point x tends to ∞ along the direction defined by a null 4-vector n µ are realised by η A ∞ (λn) for some non zero λ. If t → ±∞ or |x| → ∞ then the limit is given by the single point η A ∞ (0). Thus by including its limiting points in this fashion Minkowski space is compactified to
From (3.3) and (3.4) we may easily verify that 13) which demonstrates again the relation between the non linear action of the conformal group on M 4 to its linear realisation on the projective cone. It is also useful to note that 14) where g A B (x) belongs to SO(4, 2) and is given explicitly by
For any homogeneous function on the projective cone, f (λη) = λ −y f (η), it follows from (3.13) that 16) with 17) the generators of the SO(4, 2) Lie algebra
The result (3.17) shows how conformal transformations on scalar fields on M 4 become essentially linear rotations acting on the corresponding fields defined on the projective cone. The analogous result for tensor fields depends on 3.19) which may be obtained from (3.13) using
provides the necessary link between covariant tensors on the two spaces although the last term in (3.19) , involving b µ , spoils the required relation between the transformation rules and so this term must separately vanish.
If we apply the above discussion of the compactification of Minkowski space to the trajectory of an accelerating particle defined by (2.16) then using (3.11) (3.20) Correspondingly on the other branch of the hyperbola which may be parameterised bȳ
the limits are
, as τ → ±∞ . (3.22) Clearly the two branches of the hyperbola form a closed curve on M 4 , since from (3.20,22) [η A (r(±∞))] = [η A (r(∓∞))], which correspond to the line η = − 1 2 a η − on the projective cone.
To illustrate this we may restrict a to the 1-direction and then, imposing (3.8) , write η 1 = sin θ and η 0 = cosτ , withτ a conformal time, where we identify (θ,τ ) and (θ±π,τ±π). The equation for hyperbolic motion in these variables becomes cosτ = cos θ− 2 a sin θ, which is plotted on the appropriate Penrose diagram in figure 1 . Dirac [3] was apparently the first to realise that it would be natural to reformulate conformal field theories on the projective cone given by (3.7) in terms of fields which are homogeneous functions of η so that conformal invariance would become explicit. For electrodynamics it is appropriate to introduce a gauge field A A (η) satisfying 1) and which has an additional gauge freedom
2)
The relation to the standard electromagnetic 4-vector gauge potential on Minkowski space is given by
with η(x) given by (3.11) and g A µ (x) specified by (3.15) . Since η A (x)g A µ (x) = 0 it is clear that A µ is invariant under (4.2) . Alternatively (4.3) may be written more succinctly as
In a similar fashion the field strength F µν is related to F AB by
where 6) and F AB has the homogeneity properties
The condition A A (η)η A = 0 may be seen from the result (3.19) to be necessary if A A is a vector field under SO(4, 2) and corresponds to an A µ which transforms irreducibly as a so-called quasi-primary field. For the corresponding condition on F AB to be an antisymmetric tensor field corresponding to a quasi-primary F µν it is sufficient to require, on the projective cone,
However it is important to recognise that the derivative ∂ A cannot in general be regarded as a well defined operation acting on fields over the projective cone determined by the relations (3.7) since, if all components η A are taken as independent, ∂ A does not commute with the constraint η 2 ≡ g AB η A η B = 0. In consequence ∂ A acting on f (η), which is specified for η 2 = 0, is undetermined up to terms proportional to η A since taking
However the generators L AB given by (3.17) and
respectively and are therefore well defined intrinsic operators acting on fields over the projective cone. Obviously for homogeneous fields η A ∂ A can be replaced by the homogeneity degree. As a result of the arbitrariness in the action of ∂ A there remains a gauge freedom in the field strength F AB , initially introduced in (4.6), which is expressible as 9) with B A (η) homogeneous of degree −3 and otherwise arbitrary. Clearly such arbitrariness leaves F µν (x) in (4.5) invariant while from (4.8)
It is crucial that any re-writing Maxwell's equations in terms of F AB should be invariant in form under variations given by (4.9).
We discuss first the Bianchi identity which is now assumed to be expressed, by allowing for the arbitrariness in the definition of the derivatives, as 11) with X AB (η) homogeneous of degree −4. Extending the results in (4.5,6) it is easy to see that the freedom allowed on the r.h.s. of (4.11) does not affect the usual Maxwell equation 12) which only involves the unambiguous generator L AB defined in (3.17) .
To see the necessity in general of allowing for a non zero r.h.s. in (4.11) we first note that the arbitrariness in the action of derivatives does not change the standard result, 13) since this commutes with η 2 . Applying this with (4.9) then gives
Using this in the l.h.s of (4.11) it is straightforward to see that (4.14) is compatible with the r.h.s. of (4.11) if we also take
The freedom of terms involving W A is introduced since they cancel identically on the r.h.s. of (4.11) and so represent an additional gauge freedom in the precise form of X AB . For later use we note that (4.16) In order to discuss the remaining Maxwell equation, which relates the fields to the electromagnetic current, it is convenient first to rewrite (4.5) as
Regarding F AB (η) as defined for arbitrary η A we may then obtain
.
(4.18)
The last term in (4.18) vanishes if F AB satisfies the homogeneity condition (4.7) and then it can be re-written, using ∂ − η 2 = −η + , as (4.20) In an appendix we show that Y(η) can be chosen so that
2 ), which reduces to (4.8) if η 2 = 0, and hence this term gives a zero contribution on the r.h.s. of (4.19) as a consequence of g
− (x) = 0. The usual Maxwell equation relating the fields to the charge current density, ∂ ν F µν = J µ , can then be written in a manifestly conformally invariant form
where we take 4.22) for J A (η), homogeneous of degree −3, the current density on the projective cone. From (3.19) for J A to transform as a vector it is necessary to impose the condition (4.23) and also in (4.22) J A is arbitrary up to
An important check on the equation (4.21) is that it respects the requirement of invariance under the variations given by (4.9) since from (4.14) we have (4.25) and using (4.10) and (4.16) the variation may be absorbed in the freedom of the current exhibited in (4.24).
Just as (4.19) was obtained we may derive similarly from (4.22) an equation related to the conservation of the electromagnetic current,
. (4.26)
The last term in (4.26) vanishes since J A is homogeneous of degree −3 and then the conservation equation (4.27) Note that under the variation (4.24) L ∼ L + 2K while ∂ A J A ∼ ∂ A J A + 2K, since K(η) has degree −4, so that (4.27) is invariant while it is also obviously compatible with (4.23).
It is now feasible to re-express the above field equations so that they only involve intrinsic differential operators, such as L AB in (3.17) , which are well defined on the projective cone. The current conservation equations in (4.27) can be used to obtain [11] 
The version of Maxwell's equation relating the fields to the current given by (4.21) may also be re-written with the aid of the result (4.29) in the more natural form
. (4.30) which again only involves the operators L AB . Obviously the r.h.s. of (4.30) is invariant under variations as in (4.24) although the invariance under (4.9) is now less evident.
From the essential equation (4.30) necessary conditions on the current J A follow just as the usual current conservation equation must be imposed for consistency of Maxwell's equations. Using (4.31) it is clear that we must require (4.23) . By contracting (4.21) with η A this result leads to
Other consistency conditions which flow from (4.30) are discussed in the appendix.
As we have made clear due to the arbitrariness of F AB under variations of the form (4.9) it does not enjoy the same invariant status as the usual field strength tensor F µν on Minkowski space. However we may definẽ (4.33b) which is obviously invariant. Clearly from (4.7)F ABC (η) is homogeneous of degree −1. It is also evident from (4.33a) and (4.8) that this antisymmetric rank 3 tensor satisfies
which shows how both conditions in (4.1) are necessary for this to be zero.
Subject to these conditions it is easy to see thatF ABC has 6 degrees of freedom, just like F µν which can be directly expressed in terms ofF ABC bỹ
It is also possible to re-write the basic equation (4.30) in terms ofF ABC since (4.30) is equivalent to (4.36) with ∇ C a differential operator, essentially introduced by Binegar, Fronsdal and Heidenreich [5] , which is defined in this case by
The action of ∇ in (4.37) is assumed to be calculated for η A unconstrained by η 2 = 0. It is then clear that this operator has the essential property ∇ C η 2 G ABC ∝ η 2 , for any G ABC (η) which is homogeneous of degree −3. Hence there are no ambiguities in imposing η 2 = 0 and ∇ is an intrinsic operator on the projective cone. 8 To show the equivalence of (4.37) with (4.30) it is first convenient to write
We then extend (4.8) to η 2 = 0 by writing
so that
With the aid of (4.39) and (4.33a) it is easy to see that
so that ∂ 2 η CF ABC can be immediately determined giving, in combination with (4.36,40) , 
d. This makes it clear that ∇ B F AB is undefined when d = 4 and y = 2.
9 Using this result we may also obtain (4.32) more directly since
as required. It is also of interest to note that the conservation equation (4.27) may be written as
The equations (4.30) or (4.36) describing electrodynamics are manifestly invariant under the conformal group O(4, 2) but it is important to stress that their justification is only valid in four space-time dimensions, in accord with the standard conclusions for conformal invariance of Maxwell's equations on Minkowski space.
Elementary Solutions on the Projective Cone
The transformation of Maxwell's equations for classical electrodynamics to the projective cone allows us to find elementary solutions which are equivalent to (2.13) under the relations (4.4) or (4.17) . The solution may be written as 1) with T ABC = T [ABC] totally antisymmetric and given by
In this case the action of conformal transformations is very simple, ifF AB (η) denotes the solution for a = 0, then
where G A B is a matrix belonging to SO (4, 2) defined by the non zero elements,
From the explicit expression (5.1) it is trivial to see that, with the definition (4.8) , in this case 5) and with more effort from (4.11),
( 5.6) From (5.1,6) it is easy to see that
so that, with (5.5) , the equation (4.21) is satisfied, at least for η = − 1 2 a η − .
In order to obtain an expression for the current density on the projective cone it is necessary to pay more attention to the singularity as η → − 8) and then take the limit ǫ → 0. With this definition R −3 is integrable and we may straightforwardly verify that
Using (5.5) the field equation (4.30) , with the aid of (5.9), then gives a non zero r.h.s. as a consequence of using (5.9) for the action of ∂/∂η + so that we can now obtain 12) it is easy to see that this is in agreement with (2.16 ).
Alternatively we may use this regularisation to evaluate ∂ A F BC and in (4.11) we then find, instead of (5.6), 13) whereX AB (η) ∝ δ 3 (η + 1 2 a η − ) and, using (5.9) , has the explicit form
(5.14)
Since X AB (η)η B = 0 (4.21) now reduces to ∂ B F AB = J A for this case and, with the aid of (5.9) again, the current is determined by
It is easy to see that this is compatible with (5.11).
Discussion
It is immediately evident that the explicit elementary solution (5.1) , and also the current density given by (5.11) or (5.15) , are not well defined on M 4 since they satisfy the homogeneity conditions such as (4.7) only for λ > 0 so that we can not assume η A ∼ −η A . The elementary solution for a point particle is therefore defined on the double cover, or S 3 × S 1 , which has also been previously suggested as necessary in a different context [12] . On S 3 × S 1 the trajectory for an accelerating particle represented by η = − 1 2 a η − does not form a single closed curve as it would on M 4 . This is demonstrated in figure 1 where the double cover corresponds to allowing the range of θ,τ to be extended to |θ|, |τ| ≤ π. This result is necessary since, as we made clear earlier, the solution of Maxwell's equations given by assuming (2.13) and (2.17) are valid on the whole of M 4 describes particles of opposite charges ±e on the two branches of the hyperbola representing motion with constant acceleration. If a factor of ǫ(Ω) is introduced into (2.13) and also (2.17) , as would be expected by a straightforward application of conformal transformations, then the fields and current densities represent two particles both with charge +e but there is now a discontinuity where Ω changes sign and the fields fail to be solutions of Maxwell's equations on the light cone Ω = 0. This reflects the transformation of points at infinity of the initial Coulomb solution (2.12) corresponding to the static point charge (2.16).
Manifestly in this paper our considerations have been entirely classical but a natural question is whether the treatment in section 4 might be of any assistance in discussing a conformal invariant quantum field theory containing electrodynamics. Making use of conformal invariance has proved an important simplification in perturbative calculations at one and two loops [13] and it has been the basis of alternative treatments [14, 15] where the Euclidean theory is quantised on S 4 maintaining manifest invariance under the maximal compact subgroup O(5) of the conformal group O(5, 1) in this case (instead of the usual O(4) ⋉ T 4 for flat space). The role of S 4 becomes apparent by writing the Euclidean analogue of (3.8) 
2 = 1 and, with coordinates given by five dimensional unit vectors (η, η 4 , η 5 ), the covariant field strength introduced in [14] , F ABC , A = 1, . . . 5, is defined similarly to (4.33a,b) . However when the assumption of exact conformal invariance is applied to quantum field theories containing abelian, or nonabelian, gauge fields in four space-time dimensions there is no obvious success [4, 5, 16, 17] in deriving clear cut results. At a mundane level there are immediate problems of introducing gauge fixing while maintaining conformal invariance [13] . More significantly attempts to impose exact conformal invariance on quantum electrodynamics have led to the condition that current J µ = 0 as an operator equation, which leads to a trivial theory. Presumably this reflects the standard lore of the absence of a renormalisation group fixed point for non asymptotically free theories like quantum electrodynamics, except when the coupling vanishes and the fields become free. A partial explanation of previous difficulties may be provided by the recent simple argument [18] which shows that, in order to obtain a non trivial conformal theory with abelian gauge fields, there must be magnetic as well as electric massless states, although magnetic and electric charges must vanish. Allowing for such freedom one may hope for further progress in understanding four dimensional conformal quantum gauge theories.
In this appendix we describe some of the manipulations necessary to obtain the detailed results in section 4. We initially demonstrate that Q A , defined in (4.20) , satisfies the required properties to derive the equation of motion (4.21) . It is convenient first to introduceQ 1) where η A are here assumed to be independent, without being required to satisfy η 2 = 0. Using (4.11) and (4.13) we may show that
This equation is then assumed to be solved, sinceQ A (η)η A = 0, by takinĝ 4) as required.
The rest of this appendix verifies the essential conditions necessary for the consistency of (4.30) . It is convenient to define, with Y defined by (4.8) or (4.32) ,
The result obtained in (4.31) is then obviously
For consistency of (4.30) it is also necessary that
To demonstrate that this result holds as an identity we first note that is another version of the Bianchi identity which flows from the expression (4.33b) forF 11) by virtue of the commutation relation (3.18) and the definition (3.17) , which leads to
(A.12)
It remains to show how the conservation equation (4.28) also follows as a necessary consistency condition from (4.30).
10 To achieve this we evaluate L A C I BC with the aid of 13) using (4.12), (4.32), (A.11) and where .14) From the initial definition (3.17) .15) so that it is easy to see from (4.7) that 16) and hence, applying (A.13), 17) 10 Alternatively from (4.21) η A J A = η A ∂ B F AB + 2Y and using (A.1,4) we may show that
, in accord with (4.27) which then implies (4.28) .
since the terms symmetric in AB vanish. In order to demonstrate this it is necessary to make use of the explicit formula, from (3.17) and (A.14), .18) With this result and (4.39) (A.19b) since, by (4.42), ∂ 2 (η 2 U B ) → 0 as U B (η) is homogeneous of degree −3. Subtracting (A.19b) from (A.19a) then justifies the disappearance of the terms involving R AB in (A.17). Assuming now, in accord with (4.30) which is justified by (A.7), A.20) then, with the aid of (A.17), we obtain
This immediately leads to (4.28).
