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Abstract
We consider an energy harvesting (EH) transmitter communicating with a receiver through an EH
relay. The harvested energy is used for data transmission, including the circuit energy consumption.
As in practical scenarios, the system’s state, comprised by the harvested energy, battery levels, data
buffer levels, and channel gains, is only partially observable by the EH nodes. Moreover, the EH nodes
have only outdated knowledge regarding the channel gains for their own transmit channels. Our goal
is to find distributed transmission policies aiming at maximizing the throughput. A channel predictor
based on a Kalman filter is implemented in each EH node to estimate the current channel gain for its
own channel. Furthermore, to overcome the partial observability of the system’s state, the EH nodes
cooperate with each other to obtain information about their parameters during a signaling phase. We
model the problem as a Markov game and propose a multi-agent reinforcement learning algorithm to find
the transmission policies. We show the trade-off between the achievable throughput and the signaling
required, and provide convergence guarantees for the proposed algorithm. Results show that even when
the signaling overhead is taken into account, the proposed algorithm outperforms other approaches that
do not consider cooperation.
Index Terms
Two-hop communications, energy harvesting, decode and forward, multi-agent reinforcement learn-
ing, linear function approximation.
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2I. INTRODUCTION
Wireless communication nodes play an important role in many applications of wireless sensor
networks such as health monitoring, surveillance or intelligent buildings. However, depending on
the specific application, charging or replacing the batteries of the wireless communication nodes
can be too expensive or sometimes infeasible [1], e.g., when the nodes are located inside the
human body, in remote locations or even inside structures. In order to provide sustainable service
or to reduce the operating expenses, energy harvesting (EH) has been considered as a promising
energy source for such wireless communication nodes. In EH wireless communication networks,
the EH capability of the nodes increases the network lifetime and can lead to perpetual operation
because the nodes can use the harvested energy to recharge their batteries [2,3]. However, the
benefits of EH are not limited to an increased network lifetime. The fact that the EH nodes
can collect energy from natural or man-made sources, e.g., solar, chemical or electromagnetic
radiation, helps to reduce greenhouse gas emissions. Furthermore, since the EH nodes can work
independently of the power grid, EH wireless communication networks can be deployed in areas
that are usually hard to reach. In this paper, we address the problem of how to efficiently use
the harvested energy and we tackle the problem from a communications perspective, i.e., we
discuss how to efficiently transmit data using the harvested energy as the only energy source.
In an EH scenario, the communication range depends on the amount of harvested energy at
the EH transmitter. This amount of harvested energy varies according to the energy source that
is considered. For example, for energy harvesting based on electromagnetic radiation, the power
density is in the order of fractions of nW/cm2, and for solar energy, it is in the order of hundreds
of mW/cm2. To increase the limited communication range in an EH communication scenario,
relaying techniques can be considered since they are cost effective solutions for increasing the
coverage, throughput and robustness of wireless networks [4,5]. By using relaying techniques,
the communication between a transmitter and a receiver which are located far apart can be
achieved by introducing one or more intermediate relays for reducing the communication range
of each hop. The reduction of the communication range implies a reduction of the amount of
energy required for data transmission in each hop. We focus on the case where only a single
EH relay is used to assist the communication between an EH transmitter and a receiver, i.e.,
EH two-hop communications. This scenario is the essential building block of more complicated
3EH multi-hop communication networks and exhibits all important challenges that need to be
addressed when using relaying techniques, i.e., the design of transmission policies for the EH
transmitter and the EH relay considering the amount of energy that is available to each of them.
Our goal is to design transmission policies aiming at an efficient use of the harvested energy at
the transmitter and at the relay in order to maximize the throughput. This problem is equivalent
to the minimization of the time required to transmit a given amount of data [6].
A. Related Work
The study of EH wireless communications has been based on three different approaches,
namely, offline approaches [6]–[22], online approaches [23]–[27] and learning approaches [28]–
[35]. The offline approaches assume complete non-causal knowledge regarding the EH, the
data arrival and the channel fading processes. Although this assumption cannot be fulfilled in
reality, the offline approaches are useful to derive upper bounds of the performance. A more
relaxed assumption is considered by the online approaches where only statistical knowledge is
assumed to be available in advance. However, in real scenarios this statistical knowledge might
not be available, especially if non-stationary EH, data arrival and channel fading processes are
considered. The requirement of complete non-causal knowledge (offline approaches) or statistical
knowledge (online approaches) can be overcome if a learning approach is considered. This is
because in learning approaches, more specifically in reinforcement learning (RL), an agent learns
how to behave in an unknown environment by interacting with it. For EH communications, the
agent can be the EH transmitter and the environment is the unknown EH, data arrival and channel
fading processes. In the following, we give an overview of the state of the art of these approaches,
first for EH point-to-point communications and secondly for EH two-hop communications.
1) Offline approaches for EH point-to-point communications: Offline EH point-to-point com-
munications have been investigated in [7]–[11]. In [7], it is shown that the throughput maxi-
mization problem within a deadline is equivalent to the minimization of the completion time
given that a fixed amount of data needs to be transmitted. A similar scenario is investigated in
[8], where the authors consider a fading channel between the transmitter and the receiver, and
a modified water-filling algorithm is proposed to maximize the throughput within a deadline. In
[36], the minimization of the distortion of the received messages considering that each message
has to be reconstructed at the destination within a certain deadline is studied. Additionally, the
4processing costs at the transmitter in a point-to-point scenario are analyzed in [10]. In [11], we
consider the case where each data packet to be sent has an individual deadline. For this scenario,
we formulate optimization problems to consider the delay-constrained throughput maximization
problem as well as the delay-constrained energy minimization problem.
2) Online approaches for EH point-to-point communications: Online approaches for point-to-
point scenarios are investigated in [23,24]. In [23], statistical information about the distribution
of the importance of the messages is assumed, and an on-off mechanism at the transmitter is
considered. A save-then-transmit protocol for system outage minimization is considered in [24]
where it is assumed that a fixed amount of data needs to be transmitted during each time interval.
3) Learning approaches for EH point-to-point communications: Learning approaches have
been applied to EH point-to-point scenarios in [28]–[33]. In [28], the well-known RL algorithm
Q-learning is applied to maximize the throughput in a fixed period of time. In our previous
work [29], we combine the RL algorithm State-Action-Reward-State-Action (SARSA) with linear
function approximation to enable the use of incoming energy and channel values which are taken
from a continuous range. In [30], the authors use online convex optimization to derive online
algorithms to learn the transmission policy from previous observations. Bayesian RL is used in
[31] and the authors of [33] use weather forecast data to enhance the performance of RL.
4) Offline approaches for EH two-hop communications: For EH two-hop communications,
offline approaches have been the major direction of state of the art research [16]–[20]. In [16], the
throughput maximization problem within a deadline is studied and two cases are distinguished,
namely a full-duplex and a half-duplex relay. For the case of a full-duplex relay, an optimal
transmission scheme is provided. However, in the half-duplex case, a simplified scenario is
assumed where a single energy arrival is considered at the transmitter. In [17], the authors
formulate a convex optimization problem to find offline transmission policies for multiple parallel
relays in a decode-and-forward EH two-hop communication scenario. Half-duplex amplify-
and-forward EH two-hop communications are considered in our previous work [18]. In this
case, we used D.C. programming to find the optimal power allocation. In [19], the throughput
maximization problem is investigated when the transmitter harvests energy multiple times and
the amplify-and-forward relay has only one energy arrival. In [20], the impact of a finite data
buffer at the relay is investigated. Similar to the previous case, it is assumed that the transmitter
harvests energy several times while the relay harvests energy only once.
55) Online approaches for EH two-hop communications: In [26] and [27], online approaches
are considered. In [26], a half-duplex amplify-and-forward EH two-hop communications scenario
is studied. The authors assume statistical knowledge about the energy harvesting process and find
the transmission policy using discrete dynamic programming. A similar scenario is considered
in [27], where the power allocation policy is found using Lyapunov optimization techniques.
6) Learning approaches for EH two-hop communications: In our previous work [35], the two-
hop communications scenario is separated into two point-to-point scenarios and the transmitter
and the relay solve independent RL problems to find the transmission policies that aim at
maximizing the throughput. In the present paper, we study the case when the transmitter and
the relay cooperate with each other to overcome the partial observability of the system’s state
and to improve the achievable throughput.
B. Contributions
We focus our work on EH two-hop communications. In contrast to the state of the art, we
consider a realistic scenario in which the state of the system is only partially observable to the
EH nodes. This means, in each time interval, each EH node only knows the values of its own
current and past parameters, i.e., the amounts of incoming energy, the battery levels, the data
buffer levels and the past channel gains for its own transmit channel. For the transmitter, this
channel gain corresponds to the channel between the transmitter and the relay, and for the relay,
this channel gain corresponds to the channel between the relay and the receiver. We use a channel
predictor based on a Kalman filter in each EH node in order to obtain a current estimate of the
channel gain. Furthermore, to overcome the partial observability of the system’s state, we propose
a signaling phase in which the EH nodes exchange information about their current parameters,
as commonly done in wireless sensor networks [37]. We are interested in a distributed solution
where each EH node finds its own transmission policy taking into account its observation of the
system’s state and the knowledge it has obtained during the signaling phase. Considering that
the problem consists of two agents, the transmitter and the relay, who should make simultaneous
decisions to achieve a common goal, i.e., decide on the transmit powers in order to maximize the
throughput, we model this scenario as a Markov game. This is because Markov games provide
a framework to include multiple decision making agents with interacting or competing goals
[38]. Additionally, to find the distributed transmission policies at the transmitter and at the relay,
6we propose a multi-agent RL algorithm. The use of RL is motivated by the fact that complete
non-causal knowledge is unavailable. As a consequence, standard optimization techniques cannot
be used. In addition, to validate our proposed multi-agent RL algorithm, we derive convergence
guarantees based on RL assuming that the EH nodes are able to observe the system’s state,
i.e., when the channel prediction and the transmission of the signaling are successful, and a
constant learning rate is used. Moreover, by numerical results we show that the performance of
the proposed algorithm has only a small degradation compared to the offline case which requires
complete non-causal knowledge. Additionally, we show that even when the overhead caused by
the signaling phase is taken into account, the proposed algorithm outperforms other approaches
that do not consider cooperation among the EH nodes, and therefore do not require a signaling
phase.
C. Organization of the paper
The rest of the paper is organized as follows. In Section II, the system model is presented and
the transmission scheme is explained. In Section III, the EH two-hop communications problem
is addressed. We model the problem as a Markov game and apply multi-agent RL to find the
transmission policies at the transmitter and at the relay. Convergence guarantees for the proposed
algorithm are presented in Section IV. Numerical performance results are presented in Section
V and Section VI concludes the paper.
II. SYSTEM MODEL
An EH two-hop communication scenario consisting of three single-antenna nodes is consid-
ered. The symbol Nk, k ∈ {1, 2, 3}, is used to label the nodes. As depicted in Fig. 1, the
transmitter N1 wants to transmit data to the receiver N3. It is assumed that the link between
these two nodes is weak. Therefore, the nodes cannot communicate directly. To enable com-
munications, N2 acts as a full-duplex decode-and-forward relay. It is assumed that the relay N2
forwards the data from N1 to N3 and it is able to perfectly cancel the self-interference caused
by its transmission. Furthermore, a time slotted system using I time intervals is considered with
a constant duration τ for each time interval i, i = 1, ..., I .
N1 and N2 harvest energy from the environment. It is assumed that this energy is used for data
transmission. Our energy consumption model includes both, the circuit energy ECirc required by
7Fig. 1: EH two-hop communications scenario.
all the modules that process the signal to be transmitted, e.g., base-band signal processing unit,
digital-to-analog converter, etc., and the transmit energy ETx required to amplify the signal to
be transmitted. For simplicity, we assume that the energy consumed when the nodes are in sleep
mode is much smaller than the energy consumed while transmitting and can be neglected [39].
We consider a discrete time model in which at the beginning of each time interval i, an amount
of energy El,i ∈ R
+, l ∈ {1, 2} is received by Nl. The amount of energy El,i may also take
the value El,i = 0 to include the case when Nl does not harvest energy in time interval i. The
maximum amount of energy that can be harvested at Nl, termed Emax,l, depends on the energy
source that is used. The harvested energy El,i is stored in a rechargeable battery with maximum
capacity Bmax,l. It is assumed that no energy is lost in the process of storing or retrieving energy
from the batteries. The battery levels Bl,i are always measured at the beginning of each time
interval i. Furthermore, it is assumed that at the beginning of time interval i = 1, the nodes have
not yet harvested any energy and their batteries are empty, i.e., Bl,1 = 0.
The data available for transmission at N1 results from its own data arrival process. It is
assumed that at the beginning of time interval i, a data packet of R0,i bits is received by N1 and
the incoming data is stored in a finite data buffer with size Dmax,1, measured in bits. Moreover,
it is assumed that N2 does not have any own data to transmit to the other nodes. Consequently,
N2 can only retransmit what it has received from N1. Similar to N1, N2 receives R1,i bits in
time interval i and stores them in its data buffer. The maximum amount of data which N2 can
store is limited by the size of its data buffer which is given by Dmax,2. The data buffer level of
Nl is measured at the beginning of time interval i and is denoted by Dl,i. It is assumed that at
at the beginning of time interval i = 1, both data buffers are empty, i.e., Dl,1 = 0.
The fading channel from N1 to N2 is described by the channel gain g1,i ∈ R while the
8Fig. 2: Communication schemes.
fading channel between N2 and N3 is described by the channel gain g2,i ∈ R. It is assumed
that the channels stay constant for the duration of one time interval. Only outdated knowledge
regarding the transmitter side channel gains is assumed. This means, that at the beginning of
time interval i, only the channel gains up to time interval i − 1 are known at Nl. To obtain
an estimate gˆl,i of the channel gain in time interval i, Nl uses a channel predictor based on a
Kalman filter. This channel predictor is explained in Section III-D1. The noise at N2 and N3 is
assumed to be independent and identically distributed (i.i.d.) zero mean additive white Gaussian
noise (AWGN) with variance σ22 = σ
2
3 = σ
2. Moreover, in our model the interference is treated
as noise. Additionally, the same bandwidth W is assumed to be available at the EH nodes for
the transmission from N1 to N2 and from N2 to N3.
In this paper, we consider a signaling phase of duration τsig in which the EH nodes exchange
information about their current parameters1. After the signaling phase, the nodes transmit data
during the rest of the time interval. The time available for the data transmission is τdata = τ−τsig.
The signaling phase provides each EH node with information about the other node’s parameters
as shown in Fig. 2. It should be noted that the estimated channel gain gˆ1,i does not need to be
sent by N1 to N2. This is because the channel gain g1,i is assumed to be known at N2 in time
interval i. To exchange their parameters, the EH nodes use a transmit power psig,l,i which is kept
constant during τsig. The duration τsig depends on the tolerable quantization error, the available
bandwidth and the channel gains, and it is explained in detail in Section III-D2. When Nl does
not have enough energy to transmit during the signaling phase, i.e., Bl,i < τsigpsig,l,i, psig,l,i is set
1As mentioned in Section I, a node’s current parameters are the amount of incoming energy, the battery level, the data buffer
level and the past observed channel gain for its own transmit channel.
9to zero and the node does not transmit anything during τsig. In every time interval, after τsig, N1
and N2 decide independently on the transmit power pl,i to be used for the transmission of data
which is kept constant during τdata [7]. The throughput achieved by Nl in time interval i is the
amount of data received by Nl+1 which is measured in bits and is given by
Rl,i = τdataW log2
(
1 +
|gl,i|
2pl,i
σ2
)
. (1)
Only the energy already stored in the battery can be used for the transmission of either the
signaling or the data. As a result, the energy causality constraint ECirc+τsigpsig,l,i+τdatapl,i ≤ Bl,i
has to be fulfilled. Moreover, in the selection of pl,i the finite capacities of the batteries have
to be considered and battery overflow situations, in which part of the harvested energy is lost
because the batteries are full, should be avoided. The battery overflow constraint is given by
Bl,i + El,i − ECirc − τdatapl,i − τsigpsig,l,i ≤ Bmax,l. (2)
Additionally, the data arrival process at Nl should be considered. Only data already stored
in the data buffer can be transmitted. Therefore, the data causality constraint Rl,i ≤ Dl,i has
to be fulfilled in every time interval. Moreover, in order not to lose data, data buffer overflows
should be avoided. However, it should be noted that this cannot always be avoided because the
transmission of data depends on the available energy. As we aim at reducing the number of
data buffer overflows in order to maximize the throughput, we define the data buffer overflow
condition in an analogous way to the battery overflow constraint in (2) as
Dl,i +Rl−1,i − Rl,i ≤ Dmax,l. (3)
III. PROPOSED MULTI-AGENT REINFORCEMENT LEARNING (MARL) FOR EH TWO-HOP
COMMUNICATIONS WITH PARTIALLY OBSERVABLE STATE
In this section, we model the EH two-hop communication problem as a Markov game and
introduce the proposed multi-agent RL (MARL) algorithm. The proposed algorithm is used to
find transmission policies at the transmitter and at the relay aiming at maximizing the throughput
when the system’s state is only partially observable by the EH nodes. The partial observability
of the system’s state is due to the fact that in a given time interval, the EH nodes only know
their own current and past parameters. To overcome the partial observability of the system’s
state, we propose to include a Kalman filter based channel predictor in each EH node to predict
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the channel gain in each time interval. Additionally, we consider a signaling phase in which the
nodes exchange their current parameters.
A. Markov game
In our scenario, N1 and N2 independently decide on the transmit power to use for data transmis-
sion. When only one node is considered, e.g., in a point-to-point scenario, these decision-making
situations can be modeled as Markov decision processes. However, in our case, the achieved
throughput depends on the transmission policies of both N1 and N2. Consequently, Markov
decision processes are no longer suitable because more than one node has to be considered.
Markov games are a generalization of Markov decision processes and are used to model decision-
making situations in which more than one agent is involved [38].
A Markov game composed of n players is defined by the set S of states in which the system
can be, the sets A1, ...,An of actions of each player, the transition function T and the reward
functions R1, ...,Rn for each player [40]. In our case, the players correspond to N1 and N2.
Consequently, we consider n = 2 players. Each state contains the parameters of both nodes,
i.e., the amounts of incoming energy El,i, the battery levels Bl,i, the channel gains gl,i, and the
data buffer levels Dl,i. In other words, in time interval i, the corresponding state Si ∈ S is the
tuple [E1,i, E2,i, B1,i, B2,i, g1,i, g2,i, D1,i, D2,i]. The set S comprises an infinite number of states
Si because the parameters can take any value in a continuous range. Moreover, as N1 and N2
only know their own parameters and the current channel gains g1,i and g2,i are not known in
time interval i, Si is only partially observable by each of the EH nodes. We define the sets of
actions A1 and A2 for N1 and N2, respectively, as finite sets in order to simplify the selection
of the transmit powers values. The sets of actions are defined as pl,i ∈ Al = {0, δ, 2δ, ..., Bmax,l},
where δ is a step size. The transition function T is defined as T : S × A1 × A2 → S and it
specifies that, given state Si and selecting p1,i ∈ A1 and p2,i ∈ A2, the nodes reach state Si+1,
i.e., Si+1 = T (Si, p1,i, p2,i). The reward function Rl gives the immediate reward obtained by
Nl when pl,i is selected while being in state Si. In our case, the nodes aim at maximizing the
throughput, i.e., the amount of data received by N3. Consequently, N1 and N2 share the same
objective R1 = R2 = R. Moreover, the reward Ri ∈ R corresponds to the throughput achieved
in time interval i for l = 2 and it is calculated using (1). As Nl has only partial causal knowledge
about its state, it does not know how much energy will be harvested, how much data will arrive
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or how the channel will be in future time intervals. We consider this uncertainty by defining the
discount factor of future rewards γ, 0 ≤ γ ≤ 1, which quantifies the preference of achieving a
larger throughput in the current time interval over future ones. Our goal is to select pl,i, ∀l, i, in
order to maximize the expected throughput
R = lim
I→∞
E
[
I∑
i=1
γiR2,i
]
. (4)
To maximize the expected throughput, we need to find the transmission policies for N1 and N2
which correspond to the transmit powers to be used for data transmission in each time interval.
Each transmission policy πl, l ∈ {1, 2} is a mapping from a given state Si to pl,i that should be
selected by the node, i.e. pl,i = πl(Sl,i).
B. Single-agent reinforcement learning
To facilitate the description of the proposed MARL algorithm, let us first consider the single-
agent case. For this purpose, let us assume that an ideal central entity has, in each time interval,
perfect knowledge about Si and uses RL to find the combined policy Π, with Π = (π1, π2). Π can
be evaluated using the so-called action-value function QΠ(Si, Pi), with Pi = (p1,i, p2,i), which
is defined as the expected reward starting from state Si, selecting Pi and following Π thereafter
[41]. The optimal policy Π∗ is the policy whose action-value function’s value is greater than or
equal to the value obtained by any other policy for every state Si and Pi. The corresponding
action-value function for the optimal policy Π∗ is denoted by Q∗. Furthermore, determining Π∗ is
straightforward when Q∗ is known because for each state Si, any Pi that maximizes Q
∗(Si, Pi) is
an optimal action. The action-value function cannot be calculated in advance because only causal
information is available at the nodes and the statistics of the EH, data arrival and channel fading
processes are unknown. To overcome this, RL builds an estimate of the action-value function
QΠ. Specifically, we consider the temporal-difference RL algorithm State-Action-Reward-State-
Action (SARSA) which builds the estimate based on the visited states and the obtained rewards.
The SARSA update rule for the estimate of the action value function QΠ(Si, Pi) is given by
QΠi+1(Si, Pi) =Q
Π
i (Si, Pi)(1− αi) + αi [Ri + γQi(Si+1, Pi+1)] (5)
[41], where αi is a small positive fraction which influences the learning rate. Additionally, we
include the sub-index i in the definition of the update to emphasize the fact that the update
changes the estimated value of the action-value function for the pair (Si, Pi) in time interval i.
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C. Multi-agent reinforcement learning
We propose a MARL algorithm based on the SARSA update in (5). In our scenario, the
nodes have a common objective, which is to maximize the expected throughput, and in every
time interval they make independent decisions that aim at achieving this objective. As the nodes
do not know in advance the transmit power which will be selected by the other node, they cannot
build an estimate of the centralized action-value function QΠ(Si, Pi). Instead of the action-value
function QΠ(Si, Pi), in the proposed MARL algorithm, each node builds an estimate of its local
action-value function q
pil
l (Si, pl,i). To select pl,i, each node follows the ǫ-greedy policy [41], i.e.,
Nl acts greedily with respect to its action-value function with a probability of 1− ǫ, this means
Pr
[
pl,i = max
pl,k∈Al
qˆ
pil
l (Si, pl,k)
]
= 1− ǫ, 0 < ǫ < 1. (6)
However, with a probability of ǫ, Nl will randomly select a transmit power value from the set
Al. This method provides a trade-off between the exploration of new transmit power values and
the exploitation of the known ones [41,42].
q
pil
l (Si, pl,i) is a projection of the centralized Q
Π(Si, Pi) in which the nodes will only update
their current estimate of q
pil
l (Si, pl,i) if the value of the update is larger than the current one.
The relation between QΠ(Si, Pi) and q
pil
l (Si, pl,i) is presented in detail in Section IV and the
proposed updating rule for q
pil
l (Si, pl,i) is given by
q
pil
l,i+1(Si, pl,i) = max
{
q
pil
l,i(Si, pl,i), (1− αi)q
pil
l,i(Si, pl,i) + αi
[
Ri + γq
pil
l,i(Si+1, pl,i+1)
]}
. (7)
The action-value function q
pil
l in (7) is a table in which the number of fields is equal to the
number of states multiplied by the number of actions. However, in our case the number of states
is infinite. This means, infinitely many values of q
pil
l (Si, pl,i) would need to be stored. Since
such a table cannot be constructed, linear function approximation is used to handle the infinite
number of states. With linear function approximation, q
pil
l (Si, pl,i) is represented as the linear
combination of a set of M feature functions fl,m(Si, pl,i), m = 1, ...,M which map the state-
action pair (Si, pl,i) onto a feature value. The proposed feature functions are explained in Section
III-E. For a given pair (Si, pl,i), the feature values are collected in the vector fl ∈ R
M×1 and the
contribution of each feature is included in the vector of weights wl ∈ R
M×1. The action-value
function is approximated as
q
pil
l (Si, pl,i) ≈ qˆl
pil(Si, pl,i,wl) = f
T
l wl. (8)
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When SARSA with linear function approximation is applied, the updates are performed on the
weights because they control the contribution of each feature function on qˆ
pil
l (Si, pl,i). In every
time interval, the vector wl is adjusted in the direction that reduces the error between q
pil
l (Si, pl,i)
and qˆl
pil(Si, pl,i,wl) following the gradient descent approach presented in [41]. Considering the
update for q
pil
l (Si, pl,i) given in (7), we propose to update wl as
wl,i+1 = wl,i +max
{
0, αi
[
Ri + γ f
T
l (Si+1, pl,i+1)wl,i − f
T
l (Si, pl,i)wl,i
]
fl(Si, pl,1)
}
. (9)
D. Partially observable states
So far, the fact that Si is only partially observable by the EH nodes was not taken into
account. Here, we explain the proposed mechanisms used to overcome this partial observability.
As N1 and N2 have outdated channel state information, first, a channel predictor based on a
Kalman filter is introduced at each of them to predict their own channel coefficient h1,i and h2,i,
respectively. Then, we propose to introduce a signaling phase in which N1 and N2 exchange the
current values of their parameters.
1) Channel predictor: To predict the channel coefficient, a known symbol sl,i is assumed to
be transmitted from Nl to Nl+1. The received signal yl+1,i at Nl+1 in the low-pass domain is
yl+1,i = sl,ihl,i + wl+1,i, (10)
where wl+1,i accounts for the receiver noise and interference, and has variance σ
2. Furthermore,
the channel gain, gl,i = |hl,i|, is assumed to follow a Rayleigh distribution and the Jakes’ model
[43] is used to model the autocorrelation function ACF of the complex valued channel coefficients
as
ACF = Jo(2πfD,maxτ), (11)
where Jo is the zero
th order Bessel function of the first kind and fD,max is the maximum Doppler
frequency. As extensively done in literature [44]–[46], at each Nl, the dynamics of the channel
coefficient are modeled as an autoregressive process of order d and parameters al,1, ..., al,d, ζ as
hl,i = −
d∑
j=1
ajhl,i−j + ζlzl,i, (12)
where zl,i is AWGN. The parameters al,1, ..., al,d, ζl are calculated at Nl by means of solving the
Yule-Walker equation considering the ACF in (11). From (10) and (12), the state-space model
14
Algorithm 1 Kalman filter based channel predictor
1: initialize xl,1 = 0d and Ml,1 = Id
2: for every time interval i = 1, ..., I do
3: set Ml,i = ClMl,i−1C
H
l + glg
H
l
4: set ψ = sl,iMl,is
H
l,i + σ
2
5: calculate the Kalman gain Kl,i = Ml,is
H
l,i/ψ
6: update xl,i = Clxl,i−1 +Kl,i(yl,i − sl,iCl,ixl,i−1)
7: update Ml,i = (Id −Kl,isl,i)Ml,i
8: obtain hˆl,i = [1, 0, ..., 0]xl,i
9: end for
for hl,i can be built. For this purpose, let us define the vectors xl,i = [hl,i, hl,i−1, ..., hl,i−d+1]
T,
gl = [ζl, 0, ..., 0] and sl,i = [sl,i, 0, ..., 0] such that
xl,i = Clxl,i−1 + glvl,i, (13)
yl+1,i = sl,ixl,i + wl+1,i (14)
where vl,i is the white Gaussian process noise and
Cl =


−al,1 −al,2 · · · −al,d
1 0 · · · 0
...
...
. . .
...
0 · · · 1 0

 . (15)
Using (14), each Nl can estimate its own channel gain at time interval i following the procedure
described in Algorithm 1. The estimate hˆl,i of the channel coefficient of Nl in time interval i is
given by hˆl,i = [1, 0, ..., 0]xl,i.
2) Signaling: We consider a transmission scheme which consists of a signaling phase and
a data transmission phase. During the signaling phase of duration τsig, the EH nodes exchange
information about their current parameters, i.e., N1 transmits {E1,i, B1,i,D1,i} and N2 transmits
{E2,i, B2,i, gˆ2,i, D2,i}. N1 does not transmit gˆ1,i because g1,i is already known at N2. During the
data transmission phase of duration τdata, the EH nodes transmit the data stored in their data
buffers. To facilitate the coordination among the nodes, we keep τsig fixed and in each time
interval i, we calculate the power psig,l,i required for the transmission of the signaling. In the
following, we describe how to compute psig,l,i.
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Let xl,i be a variable that represents any parameter of Nl, i.e., xl,i ∈ {El,i, Bl,i, gˆl,i, Dl,i}.
Then, the number Lxl,i of bits required for the transmission of each xl,i depends on the type of
quantizer that is used. For simplicity, in this paper we consider a uniform quantizer. Consequently,
xl,i depends on the tolerable quantization error exl,i,quant, the maximum value Vxl,i,max and the
minimum value Vxl,i,min each of them can take. Lxl,i is calculated as
Lxl,i =
⌈
log2
(
Vxl,i,max − Vxl,i,min
exl,i,quant
)
− 1
⌉
, (16)
where ⌈·⌉ is the rounding operation to the next integer value greater than or equal to the evaluated
number. Since Vxl,i,max and Vxl,i,min are fixed for each xl,i, the number of bits required for signaling
is constant for all the time intervals and it is given by
Ll =
∑
∀xl,i
Lxl,i. (17)
Given Ll, the power psig,l,i required to transmit the signaling from Nl to Nj is
psig,l,i =
σ2
|gl,i|2
(
2
Ll
Wτsig − 1
)
. (18)
It should be noted that the amount of energy τsigpsig,l,i used by each node for the transmission
during the signaling phase is deducted from the battery level Bl,i and the rest is available for data
transmission. Moreover, if for any of the EH nodes the energy in the battery is lower than the
value required to send the signaling and the tolerable quantization error is fixed, then the number
of parameters sent during the signaling phase is reduced. The order in which this reduction is
done is given by the impact each parameter has on the feature functions described in Section
III-E. First, the transmission of El,i is skipped. If the energy in the battery is not sufficient, then
the transmission of Dl,i is skipped as well. Finally, if the energy is still not sufficient, also the
transmission of Bl,i is skipped. When Nl cannot transmit the signaling, Nj , j ∈ {1, 2}, j 6= l,
assumes that Nl has harvested an amount of energy equal to its own, i.e., El,i = Ej,i, and that the
signaling was not sent because the battery level of Nl is zero, i.e., Bl,i = 0. Additionally, since
there is no knowledge about the channel gain, it is assumed that gˆl,i = gˆl,i−1. For the data buffer
level of node Nl, it is assumed that Dl,i = max{0, Dl,i−1−Rl,i−1}, where Rl,i is the number of
bits transmitted by Nl in time interval i − 1. The overhead caused by the transmission during
the signaling phase is measured in bits. As described in (1), this overhead is not included in the
calculation of the achieved throughput.
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E. Feature functions
The feature functions are generally defined based on the natural attributes of the problem
which are in this case the EH processes at the EH nodes, the finite batteries, the data arrival
processes, the finite data buffers and the channel fading processes. For the proposed MARL, we
consider M = 6 binary feature functions. Moreover, we extend our previous work [29,35] in
order to include the energy consumed by the circuit. Each Nl calculates the value of the feature
functions based on its own parameters and the information obtained during the signaling phase.
The first feature function f1(Si, pl,i) considers the energy causality and battery overflow con-
straints. It indicates whether in state Si, a given pl,i avoids a battery overflow situation. Addi-
tionally, it indicates whether pl,i fulfills the energy causality constraint and it is written as
f1(Si, pl,i) =


1, if (Bl,i + El,i −ECirc − τdatapl,i ≤ Bmax,l) ∧ (ECirc + τdatapl,i ≤ Bl,i)
0, else,
(19)
where ∧ is the logical conjunction operation.
The second feature function f2(Si, pl,i) considers the power allocation problem by performing
water-filling between the current gˆl,i and the mean value g¯l,i of past channel realizations. The
water level υl,i is calculated as
υl,i =
1
2
(
Bl,i
τdata
+
El,i
τdata
+ σ2
(
1
|g¯l,i|
+
1
|gˆl,i|
))
, (20)
and the power allocation given by the water-filling algorithm is given by
pWFl,i = min
{
Bl,i
τdata
,max
{
0, υl,i −
σ2
|gˆl,i|
}}
. (21)
As pl,i can only be selected from the discrete set Al, the computed p
WF
l,i is rounded such that
pWFl,i ∈ Al holds. f2(Sl,i, pl,i) is written in [29] as
f2(Si, pl,i) =


1, if pWFl,i = pl,i
0, else.
(22)
The third feature function f3(Si, pl,i) handles the case when the harvested energy is larger than
the battery capacity, i.e., El,i ≥ Bmax,l. In this case, the battery should be depleted in order to
minimize the amount of energy that is lost due to overflow. f3(Si, pl,i) is given by
f3(Si, pl,i) =


1, if (El,i ≥ Bmax,l) ∧
(
pl,i = δ⌊
Bl,i−ECirc
τdataδ
⌋
)
0, else.
(23)
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The fourth feature function f4(Si, pl,i) considers the data causality constraint. Let us define
R
(pl,i)
l,i as the throughput that would be achieved if pl,i is selected. f4(Si, pl,i) indicates if R
(pl,i)
l,i
fulfills the constraint given that there is enough energy in the battery to select it:
f4(Si, pl,i) =


1, if
(
R
(pl,i)
l,i ≤ Dl,i
)
∧ (Bl,i −ECirc ≥ τdatapl,i)
0, else.
(24)
The fifth feature function f5(Si, pl,i) aims at the depletion of the data buffers as a preventive
measure against data buffer overflows and it is defined as in [35] as
f5(Si, pl,i) =


1, if pl,i = argmin
p′
l,i
∈Al
Dl,i − R
(p′
l,i
)
l,i
0, else.
(25)
The sixth feature function f6(Si, pl,i) takes the available information Nl has about Nj , l, j ∈
{1, 2}, l 6= j into consideration and it is used to further avoid data buffer overflows at N2.
We focus on the data buffer overflow of N2 because the data buffer level D2,i depends on the
throughput of N1 and N2. On the contrary, the data buffer level at N1 depends only on the
throughput of N1 and its data arrival process which we cannot control. To avoid data buffer
overflows at N2, each Nl determines an estimate of the power p¯j,i to be selected by Nj , l 6= j
using the water-filling procedure in (20), (21) and (22). With p¯j,i, the corresponding throughput
R
(p¯j,i)
j,i is calculated and it is compared to the data buffer level Dj,i. If R
(p¯j,i)
j,i > Dj,i, then p¯j,i is
scaled down to the minimum power value p¯j,i ∈ Aj that can be used to deplete the data buffer
at Nj . The feature function is then defined for l = 1 as
f6(Si, pl,i) =


1, if
(
R
(pl,i)
l,i +D2,i − R
(p¯j,i)
j,i ≤ Dmax,2
)
∧
(
R
(pl,i)
l,i +D2,i − R
(p¯j,i)
j,i ≥ 0
)
0, else.
(26)
In the case l = 2, the indices l and j should be interchanged.
F. Summary of the proposed MARL
The proposed MARL algorithm is summarized in Algorithm 2. First, each Nl initializes the
values for the discount factor γ, the learning rate α, and the probability ǫ. Then, the EH nodes
estimate their own channel coefficients, exchange their local causal knowledge during τsig and
observe Si. According to Si and using the ǫ−greedy policy, each node selects its own pl,i. After
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Algorithm 2 Proposed MARL algorithm
1: initialize γ, α, ǫ and wl
2: estimate own channel coefficient, exchange parameters and observe state Si
3: select pl,i using the ǫ-greedy policy ⊲ Eq. 6
4: for every time interval i = 1, ..., I do
5: transmit using the selected pl,i
6: calculate corresponding reward R2,i ⊲ Eq. (1)
7: estimate own channel coefficient, exchange parameters and observe state Si+1
8: select next pl,i+1 using the ǫ-greedy policy ⊲ Eq. (6)
9: update wl ⊲ Eq. (9)
10: set Si = Si+1 and pl,i = pl,i+1
11: end for
the data transmission phase, the nodes calculate the reward, estimate their own new channel
coefficients, exchange their causal knowledge during a new signaling phase and observe the new
state Si+1. Each node selects the new pl,i+1 using the ǫ−greedy policy and updates its weights
wl. The same procedure is repeated in every time interval.
G. Complexity analysis
The proposed MARL is an iterative algorithm. Therefore, to determine its computational
complexity, only one iteration has to be considered. By examining Algorithm 2, it is clear that
the computationally most demanding tasks are the estimation of the channel coefficient (Lines
2 and 7), the selection of the transmit power pl,i (Lines 3 and 8) and the update of wl (Line 9).
The complexity of the Kalman-filter based channel estimator scales as O(d3) [47], where d is
the order of the filter. Furthermore, for the selection of pl,i, the ǫ-greeedy policy is considered.
In this case, the highest complexity is due to the calculation of Q(Si, pl,i) for all the possible
actions and the selection of the pl,i that leads to the maximum Q. The computational complexity
for the calculation of Q(Si, pl,i) is O(|A|M) while the selection of the maximum value scales
as O(|A|). Lastly, the update of wl using (9) has a complexity of O(M
2). As in our model d
is fixed, the computational complexity of one iteration of the algorithm scales linearly with |A|
and polynomially with M as O(2|A|M+M2). Following a similar procedure, we can determine
that the computational complexity of the hasty policy, which does not perform any learning but
aims at depleting the batteries in each time interval, scales as O(|A|). In our proposed MARL
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M = 6. Furthermore, usually |A| >> M , e.g., |A| ≈ 100. This means, the main contribution
to the computational complexity of our proposed MARL is due to the dimensions of the action
space and the extra complexity caused by the use of the linear function approximation is the
price to be paid for the improvement in the performance. An additional advantage of the iterative
nature of our proposed MARL is that it reduces the memory requirements on the system. Note
that even though a continuous state is considered, the use of linear function approximation causes
that only the vector of weights needs to be stored in addition to the vector of features used to
describe the state at time interval i.
IV. CONVERGENCE GUARANTEES
In this section, we provide convergence guarantees for the proposed MARL algorithm for the
case when the EH nodes are able to perfectly observe the current system’s state, i.e., when the
signaling is successfully sent. Furthermore, as the EH, data arrival and channel fading processes
might be non-stationary, we consider a constant learning rate to ensure that the new obtained
rewards are considered in the learning process [41]. Inspired by the work of [48], we first show
that the local action-value function q
pil
l (Si, pl,i) is a projection of the centralized action value
function QΠ(Si, Pi) that leads to the selection of the best action in Q
Π(Si, Pi) for Nl. As this
proof only holds for the case of a finite number of states, we then show that the guarantees given
in [49] for the update of weights in the single-agent RL algorithm SARSA with linear function
approximation holds for the proposed updating rule given in (9) for the multi-agent case. [49]
shows that in SARSA with linear function approximation, the weights converge to a bounded
region.
Proposition 1. For an n-player Markov game defined by the (S,A1, ...,An, T ,R1, ...,Rn) in
which the nodes have the same reward function R1 = ... = Rn = R, R ≥ 0, the equality
ql,i(Si, pl,i) = max
Pi=(p1,i,...,pn,i)
P
(l)
i =pl,i
Qi(Si, Pi), (27)
where Qi(Si, Pi) and ql,i(Si, pl,i) are the values of the centralized and local action-value function
in time interval i, respectively, holds for any player l, any Si, and any individual action pl,i in
time interval i. The values of Qi(Si, Pi) and ql,i(Si, pl,i) are updated in each time interval using
(5) and (7), respectively, and by considering α = 1. Additionally, P
(l)
i is the l
th element in Pi
corresponds to the action of player l in time interval i according to the centralized policy Π.
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Proof. As in [48], the proof is done by induction on i. At i = 1, no reward has been obtained.
Therefore, Q and ql are zero for every state S1 ∈ S and pl,1 ∈ Al, l ∈ {1, ..., n} and (27) holds.
For arbitrary i, (27) holds for any pair (Sj, pk,j), Sj 6= Si, pk,j 6= pl,i because the updates in
(5) and (7) are only performed on the particular pair (Si, pl,i). Now, to prove (27) for the pair
(Si, pl,i), we include the right side of (27) in the update of ql,i(Si, pl,i) in (7) as
ql,i+1(Si, pl,i) = max

 maxPi
P
(l)
i =pl,i
Qi(Si, Pi), Ri + γmax
Pi+1
Qi(Si+1, Pi+1)

 . (28)
By considering the equality max(f(x) + a) = a +maxf(x), (28) can be rewritten as
ql,i+1(Si, pl,i) = max

 maxPi
P
(l)
i =pl,i
Qi(Si, Pi), max
Pi+1
{
Ri + γQi(Si+1, Pi+1)
}
 (29)
From (5), it is clear that the second term on the right side of (29) corresponds to the update for
the centralized action-value function Qi+1(Si, Pi), which is independent of Pi+1. We can then
rewrite (29) as
ql,i+1(Si, pl,i) = max

 maxPi
P
(l)
i =pl,i
Qi(Si, Pi), Qi+1(Si, Pi)

 (30)
By expanding the term on the right side of (30) we obtain
ql,i+1(Si, pl,i) =max
{{
Qi(Si, Pi) | P
(l)
i = pl,i, Pj 6= Pi
}
∪{
Qi(Si, Pi) | P
(l)
i = pl,i, Pj = Pi
}
∪
{
Qi+1(Si, Pi)
}}
. (31)
The first term on the right side of (31) is equal to Qi+1(Si, Pi) because for Pj 6= Pi there
is no update. The second term is always smaller than or equal to Qi+1(Si, Pi) because Q is
monotonically increasing. ql,i(Si, pl,i) is then written as
ql,i+1(Si, pl,i) =max
{{
Qi+1(Si, Pi) | P
(l)
i = pl,i, Pj 6= Pi
}
∪ {Qi+1(Si, Pi)}
}
= max
Pi=(p1,i,...,pn,i)
P
(l)
i =pl,i
Qi+1(Si, Pi). (32)
As mentioned before, the previous proof only applies to the case when a finite number of states
is considered. For an infinite number of states, we use linear function approximation and propose
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TABLE I: Simulation set-up
Variable description Name Value Variable description Name Value
Avg. SNR per link η 5dB Exploration probability ǫ 1/i
Avg. SNR pilot signals ηpilot 5dB Kalman filter order d 2
Bandwidth W 1 MHz Learning rate α 1/i
Battery size Bmax,l ςEmax,l Number of realizations T 1000
Battery size factor ς 5 Number of time intervals I 1000
Circuit power consumption pCir 100mW Power density EH source ρ 10mW/cm
2
Data buffer size N1 Dmax,1 ∞ Quantization error exl,i,quant 1%
Data buffer size N2 Dmax,2 Wτ log2(1 + βη) Time interval duration τ 10ms
Data buffer size factor β 1 Signaling phase duration τsig 0.01τ
Discount factor γ 0.9 Size of EH panel A 4× 4cm
an update rule of the weights of the approximation in (9). In [49], the author proves that single-
agent SARSA with linear function approximation converges to a region. It is straightforward to
see that the same proof applies to the proposed update in (9). The reasoning is as follows. From
(9), it is clear that the weights are only updated if the condition
αi
[
Ri + γ f
T
l (Si+1, pl,i+1)wl,i − f
T
l (Si, pl,i)wl,i
]
fl(Si, pl,1) > 0 (33)
is fulfilled. In this case, the updating rule of the weights corresponds to the one for single-agent
SARSA which is given by
wl,i+1 =wl,i + αi
[
Rl,i + γf
T(Sl,i+1, Pl,i+1)wl,i − f
T(Sl,i, Pl,i)wl,i)
]
f(Sl,i, Pl,i). (34)
If (33) is not fulfilled, the weights are not updated in the time interval and wl,i+1 = wl,i.
V. SIMULATION RESULTS
In this section, we present numerical results for the evaluation of the proposed MARL
algorithm. For the simulations, we consider the variables listed in Table I unless it is otherwise
specified. The energies El,i, l ∈ {1, 2}, harvested by N1 and N2 in time interval i are taken from
a uniform distribution with maximum value Emax,l and the channel coefficients are modeled as
complex Gaussian processes using the model described in [50]. To compare the performance of
our proposed MARL algorithm, we consider the following alternative approaches:
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(b) ECirc = τpCirc
Fig. 3: Average throughput vs. fraction of time τsig/τ assigned to signaling.
• Offline optimum: Assuming that a central entity has perfect non-causal knowledge regarding
the EH, data arrival and channel fading processes of N1 and N2, an optimization problem
is formulated which maximizes the throughput. To ensure the feasibility of the offline
optimization problem, we assume Ecirc = 0 for this approach.
• Dist. Learning - No Cooperation: It is assumed that the EH nodes have only causal knowl-
edge regarding their own EH, data arrival and channel fading processes. No cooperation
between the EH nodes to exchange their parameters is assumed and the transmission policy
is obtained by solving independent RL problems at N1 and N2.
• Centralized Learning: Using the signaling phase to observe the system state, a centralized
RL problem is considered in which N2 decides jointly on the transmit power of N1 and N2.
Note that this approach also considers the use of Kalman filter based channel estimators at
the nodes.
• Hasty policy: Depletes the battery of N1 in each time interval to transmit the maximum
possible amount of data to N2. At N2, the policy aims at depleting the data buffer by
selecting the maximum transmit power value that fulfills the data causality constraint.
In Fig. 3a and 3b, we compare the average throughput, measured in bits, for different values of the
fraction τsig/τ of the duration of the time interval assigned to the signaling phase for I = 100.
Fig. 3a considers that ECirc = 0 and as expected, the largest throughput is achieved by the
offline optimum policy which provides the upper bound of the performance assuming perfect
non-causal knowledge of the system dynamics. Furthermore, the throughput achieved by the
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learning approach without cooperation and the hasty policy is flat because they do not consider
a signaling phase and the complete duration of the time interval is used for the transmission of
data. The achieved throughput of the proposed MARL and the centralized learning depends on
the time assigned for the signaling. For τsig/τ < 15%, the proposed MARL outperforms the other
approaches which also consider only causal knowledge. The reason for this improvement is that
by including the signaling phase, N1 and N2 overcome the partial observability of the system
state and are able to learn a transmission policy that adapts to the battery levels, data buffer levels
and channel gains of both nodes. Moreover, the proposed MARL outperforms the centralized
approach because in a distributed solution, a smaller action space needs to be considered, which
increases the learning speed. In the figure, the maximum throughput of the proposed MARL
is achieved at τsig/τ = 1%. For τsig/τ < 1%, the throughput is reduced because, as shown in
(18), the relation between τsig and psig,l,i required to transmit the signaling is not linear and
the smaller τsig, the over-proportionally larger psig,l,i. As psig,l,i increases, the probability of not
having enough energy in the battery to fulfill this requirement increases. Consequently, the nodes
do not have enough energy to transmit during the signaling phase and to exchange their causal
knowledge. When τsig/τ increases to values beyond 1%, the achieved throughput decreases.
Even though for τsig/τ > 1%, the EH nodes have a longer signaling phase to exchange their
causal knowledge, and can therefore use less power for the transmission of the signaling and
save energy for data transmission, less time is left for the transmission of data. As a result,
the power required to transmit a certain amount of data increases. In Fig. 3b the energy ECirc
consumed by the circuit is considered. In this case, the offline optimum is not included because
for such scenario, the feasibility cannot be guaranteed. When ECirc 6= 0, the throughput of all
the approaches is reduced because less energy is available for data transmission. However, the
trend of their performance remains as in Fig.3a. For τsig/τ = 1%, the proposed MARL approach
achieves a throughput which is 17% larger than for the centralized approach, 83% larger than for
the distributed learning approach without cooperation and 51% larger than for the hasty policy.
The number of data buffer overflows at N2 vs. the data buffer size is shown in Fig. 4. We
have omitted the result of the offline optimum because due to (3), data buffer overflows are not
allowed in the solution of the optimization problem2. It can be seen that, as the data buffer size
2 If data overflows cannot be avoided due to lack of energy, the optimization problem becomes infeasible.
24
0
100
200
300
400
500
600
0 1 2 3 4 5
D
at
a
b
u
ff
er
o
v
er
fl
o
w
s
at
N
2
Data buffer size factor β
proposed MARL
dist. learning - no coop.
centralized learning
hasty policy
Fig. 4: Impact of data buffer size factor β.
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Fig. 5: Impact of data arrival process
increases, the number of data buffer overflows is reduced for all the approaches, as expected.
For β = 1, the proposed MARL has 22% less data buffer overflows than the centralized learning
approach, 36% less than the distributed learning approach without cooperation and 46% less
than the hasty policy. The better performance of the proposed MARL results from the fact that
by exchanging the causal knowledge during the signaling phase, N1 knows the data buffer level
of N2 and can limit the amount of transmitted data when the data buffer of N2 is almost full.
It should be noted that although the proposed MARL is able to significantly reduce the number
of data buffer overflows, it cannot reduce it to zero. This is because non-causal knowledge
is required to adapt the transmission policy according to the amounts of energy that will be
harvested in the future as well as the future channel gains.
Fig. 5 shows the impact of the data arrival process at N1. For this simulation, we consider
that the number of data packets arriving in each time interval follows a Poisson distribution
where the average number of data packets arriving per time interval is given by λ. Moreover,
we consider a packet size of 10 kbit. The offline optimum policy is not considered because the
feasibility of the optimization problem depends on each particular realization of the data arrival
process. In Fig. 4, it can be seen that for λ = 1, all the approaches achieve almost the same
performance. This is because for λ = 1, the data buffer is almost empty all the time. Therefore,
data buffer overflows are unlikely and the data packets received by N1 can be retransmitted by N2
to N3. As the number of data packets received per time interval increases, our proposed MARL
outperforms the centralized approach, the learning approach without cooperation and the hasty
policy because it prevents data buffer overflows at N2, as previously observed in Fig. 4. In this
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case, the performance of the centralized learning is further decreased because the consideration
of the state of the data buffer at N1 increases the dimensions of the state-action space.
The impact of the battery size on the achieved throughput is evaluated in Fig. 6. Our proposed
MARL outperforms the reference schemes when Bl,max > El,max. For ζ = 5 it is able to achieve
twice the throughput as compared to the distributed learning approach without cooperation.
Moreover, its performance is 13% and 47% higher than for the centralized approach and for the
hasty policy, respectively. In Fig. 7, we compare the performance of the offline optimum policy
and the proposed MARL for several values of the average SNR per link, i.e., from N1 to N2
and from N2 to N3. To be able to calculate the throughput achieved by the offline optimum,
I = 100 time intervals and ECirc = 0 are considered. We additionally evaluate the effect of the
maximum amount of energy which N1 and N2 can harvest. For this purpose, we consider three
different cases, i.e., Emax,2 = 10Emax,1, Emax,2 = Emax,1 and Emax,2 = 0.1Emax,1. For the first case,
i.e. Emax,2 = 10Emax,1, the offline optimum policy cannot be applied because battery overflows
cannot be avoided at N2 when it harvests much more energy than N1. This is due to the fact
that N2 has more energy available in its battery than what is needed to retransmit the data it
receives from N1. To allow battery overflows at N2, a different optimization problem would need
to be considered which is out of the scope of our work. In all the three cases, the throughput
increases when the average SNR increases. The largest throughput is achieved by the proposed
MARL for the case when Emax,2 = 10Emax,1 and this throughput is close to the offline optimum
performance for Emax,2 = Emax,1. This is because harvesting more energy at N2 cannot lead to
a larger throughput if the amount of harvested energy is not increased at N1. The throughput is
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limited by the amount of data N1 can transmit which in turn is limited by the amount of energy
N1 harvests, which for the two cases, Emax,2 = 10Emax,1 and Emax,2 = Emax,1, is in a similar
order of magnitude. For Emax,2 = Emax,1, the performance of the proposed MARL is reduced
compared to the case when Emax,2 = 10Emax,1. This is because there is less energy available at
N2. As a result, in each time interval, N2 allocates less energy for data transmission. For the case
when Emax,2 = 0.1Emax,1, the performance of the proposed MARL is close to the performance
of the offline optimum policy in the low SNR regime, i.e., SNR < 10dB. This is due to the fact
that in this case, N2 is the bottleneck because it harvests on average much less energy than N1.
Both approaches, the offline optimum policy and the proposed MARL, limit the amount of data
N1 transmits while aiming at maximizing the throughput in each time interval.
Finally, in Fig. 8, we evaluate the convergence of the proposed MARL. For this purpose, we
compare the normalized throughput, i.e., the number of bits transmitted divided by the number
I of time intervals vs. the number I of time intervals. In addition to the proposed MARL, the
centralized approach and the distributed learning approach without cooperation, we evaluate the
performance of the proposed feature functions by implementing the proposed MARL using two
standard approximation techniques, namely, fixed sparse representation (FSR) and radial basis
functions (RBF) [51]. Both, FSR and RBF are low-complexity techniques used to represent the
continuous states. For each Nl, l ∈ {1, 2}, the state Si, observed after the signaling phase, lies
in an 8-dimensional space given by the parameters El,i, Bl,i, gl,i and Dl,i of both nodes. In FSR,
each dimension is split in tiles and a binary feature function is assigned to each tile. A given
feature function is equal to one if the corresponding variable is in the tile and zero otherwise
[51]. In our implementation, the tiles are generated by quantizing each dimension using the step
size δ used in the definition of the action spaces Al. In RBF, each feature function has a Gaussian
shape that depends on the distance between a given state and the center of the feature [41,51]. In
contrast to FSR, in RBF a given state is represented by more than one feature function. In Fig.
8, it can be seen that the proposed MARL, the centralized approach and the distributed learning
approach without cooperation converge at approximately the same number of iterations. This is
due to the fact that the three approaches are based on the SARSA update. However, since the
proposed MARL considers the full cooperation among the EH nodes to exchange their causal
knowledge, it can achieve a larger throughput. The number of feature functions required by a
learning approach affects the performance because by increasing the number of feature functions
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Fig. 8: Throughput vs. number I of time intervals.
used to represent the state space, a larger amount of weights has to be learned. Consequently,
our proposed MARL outperforms FSR and RBF because they require a larger number of feature
functions compared to the proposed MARL which only needs six.
To summarize the simulation results, it can be seen that with a proper selection of τsig,
the proposed MARL, which considers cooperation between the EH nodes, outperforms other
approaches which also only consider causal knowledge but without cooperation between the
nodes. This means that reserving a fraction of time for the exchange of signaling among the
nodes is more beneficial than assuming no cooperation at all, even though the time dedicated to
data transmission is reduced in order to include the signaling phase. When the nodes cooperate
with each other, a higher throughput can be achieved. Furthermore, the proposed MARL reduces
the number of data buffer overflows at N2 as compared to the other approaches. This implies a
reduction in the number of required retransmissions.
VI. CONCLUSION
We have investigated an EH two-hop communication scenario where only partial causal knowl-
edge regarding the EH processes, the data arrival processes and the channel fading processes
was assumed at the EH transmitter and at the EH relay. We considered the case when a signaling
phase is available in each time interval. This signaling phase is used by the EH nodes to cooperate
with each other by exchanging their own causal knowledge. After the signaling phase, the EH
nodes exploit the obtained knowledge to find transmission policies which adapt to the battery
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levels, data buffer levels and channel gains of the EH nodes and which aim at maximizing
the throughput. We modeled the problem as a Markov game and proposed a multi-agent RL
algorithm to find the transmission policies at the transmitter and at the relay. Furthermore, we
have provided convergence guarantees for the proposed algorithm. Through several simulation
results we have shown that a larger throughput can be achieved when cooperation among the
EH nodes is considered, compared to the case when no cooperation is assumed even after the
signaling overhead is subtracted from the number of bits transmitted. Moreover, we have shown
the trade-off between the duration of the signaling phase and the performance of the proposed
algorithm and we have shown that the number of data buffer overflows is reduced when our
proposed algorithm is considered. The distributed nature of our proposed algorithm makes it
suitable for more complex relay networks, e.g., multi-hop networks.
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