I. INTRODUCTION
Traditional machine learning techniques require a large number of labeled examples to learn an accurate classifier. This approach to building classifiers is called supervised learning. However, in many practical classification applications such as document retrieval and classification, negative examples are either hard to obtain or even not available at all, but plentiful unlabeled examples can acquire easily.
In such cases, an algorithm for classification that only exploits positive and unlabeled examples is needed. We call this problem as partially supervised learning or PU learning (learn from positive and unlabeled examples) which is a special case of semi-supervised learning actually [1] [2] [3] .
Denis originally proposes a framework for learning model from positive examples based on the probably approximately correct model (PAC) [4] . Learning from positive example was also studied theoretically in [5] within a Bayesian framework where the distribution of functions and examples were assumed known. It was shown in [6] that if the sample size was large enough, minimizing the number of unlabeled examples classified as positive while constraining the positive examples to be correctly classified would give a good classifier.
Recently, various approaches had been suggested in the literatures to solve PU learning. These algorithms include 1-DNF [7] , ROC-SVM [8] , PNLH [9] , LCLC [10] , SPUL [11] , en-LCLC [12] . These methods were two-step strategy, which selected possible negative or positive examples from unlabeled examples, and then built classifiers using positive examples and negative examples. In addition, probability estimation approach, such as [13, 14] , was proposed. In [14] , it took each unlabeled example as both positive and negative example with weights pre-computed by an additional classifier for protein record identification. Luigi Cerulo et al made use of the approach in [14] to reconstruct gene regulatory networks without negative examples [15] . In fact, the most popular technique for PU learning was Biased-SVM [16] . It was built by giving appropriate weights to the positive examples and unlabeled examples respectively; here the unlabeled examples were regarded as negative examples with noise. Experimental results indicated that the performance was better than most of two-step strategies in text classification. In addition, WL [17] used Logistic Regression after weighting the negative class. And EB-SVM [18] was the improvement on Biased-SVM by giving an extra penalty parameter for some reliable positive examples. There were some other methods. Letouzey 
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III. A BIASED LEAST SQUARES SUPPORT VECTOR MACHINE FOR PU LEARNING
In this paper, we still mainly consider PU learning. From the definition of PU learning in section II, we observe that PU learning is different from classical binary classification, in which both positive and negative training examples are required. The key feature of PU learning is that there are no labeled negative training examples, which makes the traditional classification techniques inapplicable. Therefore, the key task for PU learning is how to exploit underlying information of unlabeled examples sufficiently and accurately for classification.
Similar respectively. However, the degree of approximation for positive and unlabeled examples is different, which is controlled by the parameters p C and n C . As we all know, the larger the penalty parameter is, the more possibility the example is classified accurately. Obviously, p C is larger than n C because we pay more attention to classify positive examples for PU learning.
In order to solve the above optimization problem (9) more concisely, we rewrite it as matrix format ( )
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It is easily observed that the minimizing problem (10) is a quadratic programming with only equality constraints. Therefore, we can solve a set of linear equations. Introducing the Lagrange multiplier (11) Taking the partial derivatives of (11) with respect to , , , w b q α and equating them to zero, we obtain the optimal conditions as follows Substituting (12) and (14) into (15), we can solve the resulting equation and (13) 
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In order to depict concisely, we call the proposed classifier as Biased-LSSVM in short.
Compared with Biased-SVM, Biased-LSSVM is more suitable for PU learning. First, Biased-LSSVM can reflect the class labels of all examples more sufficiently and accurately than Biased-SVM. This is because that only support vectors determine the final classifier for Biased-SVM, whereas the whole examples are used to construct the final classifier for Biased-LSSVM. Obviously, negative support vectors may contain some positive examples and produce some effects on the construction of Biased-SVM classifier. Contrarily, if all examples take part in the building of classifier, compared with most correct negative examples, those false negative examples are not important for the final classifier construction. Second, Biased-LSSVM is a more stable classifier than Biased-SVM. Namely, the performance of Biased-LSSVM changes less than that of Biased-SVM over a wide ratio of positive examples in unlabeled examples. This is because that the number of negative examples is far more than positive examples in unlabeled examples and the distribution of negative class changes little over a wide ratio of positive examples in unlabeled examples. Third, the time complexity of Biased-LSSVM is lower than that of Biased-SVM, where Biased-LSSVM only needs to solve liner equations and Biased-SVM is a quadratic programming.
IV. EXPERIMENTS
To evaluate the performance of Biased-LSSVM, we perform experiments on two real-world applications: text classification and bioinformatics classification in this paper. More concretely, we compare Biased-LSSVM with Biased-SVM, EB-SVM, ROC-SVM and S-EM on text classification, which are the most popular methods. And we just compare Biased-LSSVM with Biased-SVM and EB-SVM on palmitoylation and phosphorylation sites prediction because most two-steps methods are unsuitable for bioinformatics classification. In both classification datasets, we use LIBSVM 1 to build a classifier for Biased-SVM. LPU package 2 is used for the implementation of S-EM, ROC-SVM for the text classification datasets.
We use the popular F score on the positive class as the evaluation measure. F score takes into account of both recall and precision 2 precision recall F precision recall 
where X is the random variable representing the input vector, ( ( ) 1) P f X = is the probability of an input example X classified as positive example, p r is the recall for positive set P in the validation set.
A. Text Classification
• Data Preprocessing Reuters 3 corpus are used to construct text datasets. For Reuters corpus, the top ten popular categories are used. Each category is employed as the positive class, and the rest categories are employed as the negative class. This gives us 10 datasets. In data pre-processing, we apply stop word removal, but no feature selection or stemming is done. Each document is represented as a vector of TF-IDF value. For each dataset, 30% of the documents are randomly selected as test documents. The remaining In the experiment, the linear kernel function is used since it always performs excellently for text classification tasks [26] . 30 percent of training examples set constitutes the validation set. Penalty factors p C and n C are optimized on validation sets, which are selected from the set: 10 9 6 {4 , 4 , , 4 } − − .
• Experimental Results
We now present the experimental results. Table I shows the classification results of various techniques in terms of F score on 0.3 δ = on 10 datasets. Due to the idea of Biased-LSSVM is similar to Biased-SVM, we first compare Biased-LSSVM with Biased-SVM. It is obvious that F scores of Biased-LLSVM are higher than that of Biased-SVM on the fourth dataset and the last four datasets. The final row of the Table I give the average results of each column. Average F score of Biased-LSSVM equals to 0.8310 and is far greater than Biased-SVM. In addition to compare with Biased-SVM, Biased-LSSVM also compares with S-EM [6] , ROC-SVM [8] and EB-SVM [18] . We observe that Biased-LSSVM produces better results than S-EB and ROC-SVM, but slightly worse than EB-SVM. Table I, Table II Table II , we observe that Biased-SVM and Biased-LSSVM have little difference in average F score. But Biased-LSSVM is still higher than ROC-SVM and S-EM, lower than EB-SVM in average F score.
Similar to
On the other hand, compared with the results in Table I , the average F score of all methods in Table  II grows. In other words, the performance of all these methods increases when the percentage of known positives changes from 0.3 to 0.7.
B. Bioinformatics Classification
In this experiment, we use two datasets, the prediction of palmitoylation and phosphorylation sites in proteins. In next subsection, we will introduce these two datasets.
• Backgrounds of Bioinformatics Protein palmitoylation plays important roles in cell signaling associated with cellular dynamics and plasticity. It regulates epidermal homeostatic and hair follicle differentiation [27] , and plays a key role in neuronal development and synaptic plasticity [28] .
Phosphorylation is involved in diverse signal transduction pathways. Most approaches are based on traditional supervised learning. i.e., they used the non-annotated sites of the phosphoBase as negative sites. But in fact, it contains many more false negative sites than phosphoBase. Thus, it is more reasonable that we regard non-annotated sites of the phosphoBase as negative sites. In this paper, we mainly concern kinase family: cyclin-dependent kinase.
• Data preparing For the S-palmitoylation sites, the dataset used in this research comes from [29] . We get 344 experimentally verified palmitoylation sites as our final positive dataset and 1815 cysteine sites as unlabeled dataset. We call this PU dataset as Palm in short.
For the phosphorylation sites, the dataset comes from [30] . We only use binary encode scheme which its window length are set to 11 and 12 for CDK, named CDK and CDK2. Information of these datasets is summarized in Table III . • Experiment Preprocessing In this experiment, radial basis function (RBF) kernel is used for the prediction of palmitoylation and phosphorylation sites in proteins. It can be written as 2 2 ( , ) exp( )
where i x and j x are examples, σ is kernel parameter selected from • Experimental Results Fig. 2 and Fig. 3 show the mean of precision and recall at different percentage δ for the prediction of palmitoylation sites in proteins. We observe from Fig. 2 that the precision of Biased-SVM decreases with the increase of δ . Contrarily, Biased-LSSVM and EB-SVM increase with the increase of δ .
From Fig. 3 , it is obvious the recall of Biased-LSSVM is much higher than Biased-SVM and EB-SVM whatever δ is. Both Fig. 2 and Fig. 3 show that Biased-LSSVM classifies less false negative examples than Biased-SVM and EB-SVM, although it classifies less true positive examples than Biased-SVM and EB-SVM from unlabeled examples at the same time. Table IV and Table  V . Biased-LLSVM produces the best results consistently cross all varied δ . For the prediction of phosphorylation sites, numerical results are presented in Table VI . The results shown in boldface are significantly better than others. Obviously, Biased-LSSVM works much better than Biased-SVM and EB-SVM on CDK and CDK2 because it focuses on effectively extracting the positive examples from unlabeled examples set, so that the resulting classifier is near the optimal positive and negative boundary. In addition, time complexity with respect to Biased-LSSVM and Biased-SVM is shown in Fig 5. on the prediction of phosphorylation sites. It is reasonable to compare the time complexity of Biased-LSSVM and Biased-SVM on CDK and CDK2 because the number of features of CDK is equal to CDK2. It is obvious from Figure 5 that the time complexity of Biased-LSSVM is lower than Biased-SVM whatever the dataset is. Moreover, the run time of Biased-SVM increases higher than that of Biased-LSSVM with the number of examples increasing (from CDK2 to CDK). This is because the time complexity of Biased-LSSVM is linear, whereas that of Biased-SVM is quadratic with respect to the number of training examples. 
V. CONLUSIONS
In this paper, we have put forward a biased least squares SVM classifier for PU learning, named Biased-LSSVM. The proposed classifier is constructed by giving two different penalty parameters to classification errors of positive examples and unlabeled examples which are regarded as negative examples with noise. Experimental results on two different applications have shown that Biased-LSSVM is more effective than Biased-SVM and other popular methods for PU learning. Namely, Biased-LSSVM has more strong discriminative power for positive and unlabeled learning. 
