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Abstract
Electronic health records (EHRs) have over the past decades become the
standard way of storing digital information from patients and the broader
human population. In recent times, the amount of digital information that is
stored in these records has exploded and the trend shows no sign of slowing
down. This creates both problems and opportunities related to how to
efficiently extract and use the information contained in these vast records,
with the ultimate goal of improving health care, patient care, and patient
outcomes.
Simultaneous to the establishment and spread of EHR, the field of ma-
chine learning has seen tremendous advancements, triggered by increases in
computing power, data sets (“big data”), and new methodological develop-
ments. As machine learning is one of the most effective ways of using and
extracting valuable information from vast, heterogeneous data sets, coupling
EHRs and machine learning is a highly attractive prospect.
Although machine learning models based on EHR data have produced
impressive results in recent times, there are many obstacles. For researchers
to perform machine learning on EHR data they need access to enormous
amounts of real, high-quality data. Legal and organizational regulations
protect the sensitive data the records contain, making it difficult to generate
sufficiently large and rich datasets. Even if one is able to access such data
sets, quality and heterogeneity pose additional challenges, typically leading
to a lot of work on data cleaning and preprocessing to obtain models that
perform sufficiently well, meeting health care standards.
In this work, we investigate the benefits and complications of using ma-
chine learning on EHR data. We survey some recent literature and conduct
experiments on real data collected from hospital EHR systems.
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Chapter 1
Introduction
Previously health data was stored and kept in paper archives. This was a
workable solution for its time, but it was tedious to access the data and
storage required a lot of physical space. This made it interesting for health
care worldwide to improve the ways we store and access this data. The
rapid technological advances of computers and digital storage devices rep-
resented a solution to the problem [2]. Electronic health records (EHR)
were invented in mid 1960’s, changing the format of health records and thus
changing health care. An electronic health record for a patient is a record of
information about the patient’s health status over time, in a form readable
by computers. With the help of EHR, physicians, clinicians and members of
the public can access their medical data in a quicker and more feasible way,
providing a way to store all necessary health care information in one place.
It also enables the ability to easily exchange information across health care
organizations. This permits more effective coordination and communication
of multiple clinicians, improving the safety of medications, and allowing
more rapid evaluation of medications. Today, most hospitals and physicians
have adopted an EHR system.
Over the past decade, EHRs have been continuously expanded and im-
proved. Today the records contain a vast amount of various data and in-
formation, such as administrative and billing data, medical history, medica-
tions, treatment plans, medical images, laboratory and test results, allergies,
and much more. Requiring a great amount of data gathering at every level
of health care. To keep the data stored as homogeneous as possible, the
health personnel collecting the data have to follow certain procedures and
codes when filling in the data. It can be a tedious and difficult task to
perform, often removing physicians’ focus away from the patient. This has
been described as one of the greatest challenges of EHRs [3].
However, the rich data stored in these records creates a great opportunity
for “second use” of the data, a term used to describe retrospective analysis
for research, academic or scientific purposes [4]. The data stored is often
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sensitive and is guarded by a safety net of strict regulations for how it can
be handled and accessed. Data from EHRs typically has to be processed
and deidentified before researchers can use it. This is a challenging and
time-consuming task, risking violations to patient privacy if not performed
correctly. Because of the restrictions and difficulties with sensitive patient
information, there are few available datasets for researchers to explore if
they are not a part of an organization that can provide access.
There have been many attempts to analyze and review the amount of
data and information stored in an effective manner, as part of the broader
fields of health informatics and health analytics [5, 6, 7]. One of the ap-
proaches that stand to deliver the most promising results in EHR analytics
is machine learning algorithms, particularly the subfield of deep learning
[8] which has evolved immensely over the past years. What makes machine
learning different from other approaches is the ability to process and learn
from large amounts of data through observations instead of rules [9]. This
allows machine learning systems to rapidly analyze wast amounts of data in
ways humans are not capable of [10], and which is difficult to achieve with
other computational approaches. By analyzing vast number of patients, ma-
chine learning systems can in principle aid physicians in their diagnosis and
prognosis by anticipating future events. The overall goal of machine learn-
ing in medicine is to reduce costs without diminishing quality and patient
security by using it for preventive health measures, early diagnosing, and
patient insight.
However, for machine learning algorithms to achieve accurate and pre-
cise prediction scores that meet the health care standard they require the
data to be sufficiently structured and consistent. The information stored
in EHR systems is typically not yet structured well enough for this to be
the case. The main function of EHR’s is to store and report clinically col-
lected data. The characteristics of this data are often not suited for machine
learning models because of problems with temporality, irregularity, multiple
modalities. EHR data can also vary significantly in the density of data from
each patient, since events are irregularly sampled. Another huge challenge
is the high dimensionality of the data, leading to what is called the curse
of dimensionality [11]. To attempt to structure the existing data in a for-
mat that suits machine learning algorithms the data have to be cleaned, i.e.
through preprocessing. This can be extremely time consuming, and often
requires domain knowledge about the prediction tasks the machine learning
algorithms are going to perform.
This thesis will be mostly be restricted to machine learning approaches
to EHR data analysis. We give an overview of what is possible to accomplish
and what are the problems by using machine learning with access to real
EHR records from hospitals. We review some of the most remarkable recent
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papers in the field, looking closely at their results, data sets, techniques, and
processes. The thesis concludes with a demonstration using machine learn-
ing and deep learning techniques on one of the largest available public EHR
data sets from a hospital, MIMIC-III [12]. The demonstration will present
machine learning prediction and information gathering on two important
pieces of EHR data, the raw clinical data stored in a tabular data format,
and the clinical notes written by nurses and clinicians.
The thesis is split into two parts. In Part 1, we go over some of the funda-
mental theory to give the reader an overview of EHR and machine learning.
Chapter 2 introduces EHR systems. In Chapter 3 we give an overview of the
basics in machine learning. Chapter 4 presents the theory behind Artificial
Neural networks and how they are used in Natural Language Processing.
Chapter 5 gives a review of some state-of-the-art work related to this thesis.
Part 2 of the thesis consists of our experiments performed on the MIMIC-
III dataset. In chapter 6 we describe our approach for using traditional
machine learning algorithms to predict important medical tasks, discussing
the methods and materials used and what results were obtained. In Chapter
7 we present deep learning natural language processing on medical notes to
predict ICD-9 codes, following it up with methods and materials used and
the results. Chapter 8 we conclude our work discussing some of the benefits








Electronic health records (EHR) is a collection of electronic health infor-
mation that is gathered in a systematical manner from every hospital visit
or any care setting a patient has interacted with over time. Before EHR
was invented and adopted by medical organizations all medical information
that was recorded had to be kept and maintained on paper and stored in
manual filing systems. Each patient had several of these papers that would
be stored in medical facilities, requiring a substantial amount of physical
space for storing them. With the rise of computers and computer systems
came the first electronic medical system released by Lockheed Corporation
in the 1960’s. This started the progressive development of EHR systems to
transform medical records by the usage of information technology that still
continues to this day. Where healthcare professionals and consumers can
retrieve information in a simpler and more productive manner [13].
The digital information stored in the records is ideally shareable across
different healthcare settings. It should be available at the hospital, local
doctor, nursing home and in other countries. Some of the information an
EHR contains are patient demographics, laboratory test results, medica-
tions and allergies, radiology images, medical history and vital signs. EHR
has thus the ability to accelerate physician diagnoses and digitalize admin-
istrative tasks, as long as it’s accessible, which greatly affect the healthcare
costs of today’s continuous growing society. It also increases patient satis-
fiability by giving consumers more control and overview over their medical
situation [14].
EHR analytics. Analytics is the ability to draw insights from large pro-
portions of data and analyze them to give important insights and infor-
mation. A great advantage of implementing EHR in comparison to old-
fashioned paper records is the ability to automate analytics, potentially
improving health care and reduce the chance of medical errors happening.
Another advantage of automating processes is the time-saving factor, which
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can save both general costs in health care and valuable clinician time. Ana-
lytics implemented in EHR systems arose in relation to the enormous amount
of valuable data stored in them: with greater access to data come greater
analytics opportunities.
Implementation of EHR analytics can give valuable insights and enhance
decision-making by evaluating practitioner performance and predict patient
risks and medical outcomes. EHR analytics can give new methods to eval-
uate the performance and effectiveness of health care practitioners at the
delivery of care and how it affects patient wellness in real-time. Bringing
improved patient care and effective practices of practitioners. Additionally,
it can be used to predict risk and medical outcomes, flagging patients that
have a higher risk for disease allowing for earlier intervention and preventive
efforts.
However, the data stored in the records have to be observed, stored,
and formatted. If the collected data is not clean, complete, accurate, and
formatted properly then this will severely affect the outcome of analytic
tools. A study done at the University of Michigan Medical School per-
formed showed that EHRs only contained 23,5% of the data patients had
volunteered to them, due to miscommunication and poor clinical documen-
tation [15]. Due to badly entered and formatted data, a costly process of
cleaning (pre-processing) data has to be performed manually. In later years
there have also arose automated cleaning techniques using logical rules that
can reduce time and expenses while ensuring data integrity [16, 17]. When
such problems are solved, then analytics can uncover significant value for
healthcare.
Today, a lot of the research into new EHR analytics systems is based on
machine learning algorithms that mine EHR data and discover associations
between diseases and lesser-known conditions. Much of this research is fo-
cused on deep learning because of its advancements in recent years and deep
learning models’ abilities to learn patterns in large amounts of data. Deep
learning is today researched in healthcare to be applied to various clinical
tasks such as outcome prediction, phenotyping, de-identification, and infor-
mation extraction.
Interoperability. One of the greatest challenges in the healthcare indus-
try is interoperability. The ability of different software systems to share and
exchange data. In EHR good interoperability is critical, as one of its main
traits is the ability to share patients medical history across healthcare or-
ganizations, increasing oerational efficiency in healthcare systems as patient
data is available in real time allowing for immediate specific patient infor-
mation to any caregiver. To tackle the issue of interoperability, global stan-
dards have been developed. One such standard is FHIR (Fast Healthcare
Interoperability Resources). It leveraged the latest Web standards, focusing
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on implementation, developed and maintained by HL7 international [18].
These healthcare standards revolve around healthcare messaging, terminol-
ogy, documents, frameworks, application and even architectures. Healthcare
standards ensuring interoperability are continuously being improved and de-
veloped to tackle past issues and new issues appearing.
Security. Security is also a great priority and threat to EHR. All infor-
mation that is shared as a result of a clinical relationship is considered
confidential and must be protected [19]. Only persons with permission or as
allowed by law should be able to retrieve a patient’s information. To pre-
serve the patient confidentiality, EHR systems have to ensure that patient
information is only accessible to authorized individuals. With the rise of
EHR comes an increasing concern for patient information security. Some of
the concerns revolve around increased use of mobile devices, medical iden-
tity theft, data exchange between and among organizations, clinicians and
patients. But the greatest threat to EHR are hackers, viruses and worms
[20]. Reports of theft and loss of sensitive clinical data have appeared in
recent years, seriously damaging people’s trust of EHRs [21, 22].
International Statistical Classification of Diseases and Related Health
Problems. The international classification of diseases (ICD) is a list main-
tained by the World Health Organization (WHO). The list is used to classify
diagnoses with the use of codes. Each disease is corresponded with a six
characters long code and is nuanced with a wide variety of symptoms, signs,
abnormal findings, social circumstances, etc. This system maps diseases un-
der the same categories to a code within a specified range. An example of
how the system functions: all diseases of the respiratory system are coded
within the range of 460-519. Each number in that range is a specific disease





Machine learning is a subfield of AI, based on training computers to learn
over time from observed data, mimicking the way humans learn. The learned
information allows computers to correctly generalize to new inputs. The
main difference between machine learning and traditional software is that a
software developer hasn’t written code that instructs it how to operate. For
example, to distinguish between pictures of fruits the software developer
codes what fruit each picture contains. A machine learning model learns
these features by being trained on large amounts of labeled pictures of fruits.
Until it can categorize each picture into what fruit it contains. The trick in
machine learning is to have lots of data.
Since computers were invented the idea of getting computers to perform
and learn as humans have fascinated researchers, software developers, and
engineers. Machine learning is believed to be the path to this ambitious
idea. Today machine learning is everywhere, in our phones, websites, and
train departure screens. We will discuss more how machine learning works
in this chapter.
3.1 Data: the key component of machine learning
One of the most important components of machine learning is data. In a re-
port published by Crowdflower in 2017 over 50% of the respondents reported
that the issue of getting good quality data or improving the dataset was the
greatest cause of bottleneck for completing machine learning projects. In its
purest form, is a machine learning algorithm an algorithm that teaches itself
based on data that is available to it. Their performance is confined by its
quality and quantity. Hence it’s important that the data is accurate, com-
plete, and collected or classified from reliable sources. In machine learning
there are several different types of data variables:
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• Numerical data: Often referred to as quantitative data is any data
that is measurable such as prices, measurements, and phone numbers.
There are two forms of this data; discrete numbers and continuous
numbers. An easy rule for separating the two is to remember that
discrete numbers can be counted, while continuous numbers can be
measured (fall into a certain range like percentages). Numerical data
isn’t tied to any specific point in time, they consist simply by raw
numbers.
• Categorical data: Data that is sorted by characteristics. Examples
include gender, ethnicity, postal-code, and workplace. This data type
is non-numerical. Categorical data is often used to group together data
that share similar attributes, f.ex. grouping individuals on the bases
of some qualitative property. The variable is usually a fixed number.
• Time series data: Consists of data points that are indexed at specific
points in time. As a result of the data being collected at time in-
tervals it’s prone to be nonuniform, meaning that the data was not
collected in-between constant time intervals. Time series data have
clear starting and ending points, distinguishing them from numerical
data.
• Text data: Data that is words, sentences, or paragraphs that machine
learning models can learn features and insights from. Since machine
learning models use algorithms that learn by the use of mathematical
functions, text data has to be converted into vectors before being fed
into models.
Datasets in machine learning have several obstacles, and not all data
will be relevant and valuable. The data must be representative of the case
you want to generalize to. To get representative data it’s crucial that the
training data is an accurate representation of the data material faced by the
model when deployed in real life. Another issue is the quality of the data.
Poor quality data can have a presence of error, outliers, noise, and missing
observations.
3.2 Features and feature engineering
The success of a machine learning project can depend critically on finding
good features. In some cases, the existing features might be able to distin-
guish the input data. Other times you need to devise a method of feature
extraction to come up with more relevant features for your target domain.
This part of machine learning is called feature engineering and is consid-
ered one of the most crucial and demanding processes of a machine learning
project. The process consists of transforming raw data into features that
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better represent the underlying problem for a particular machine learning
task.
• Feature selection: Selecting the most useful features in the training
dataset and ignoring the irrelevant ones for the given problem.
• Feature extraction: combining existing features to create a new, more
useful feature that is effective for a particular machine learning task.
3.3 Different types of machine learning
In machine learning, there are three main approaches, having to do with
how training data is consumed: supervised learning, unsupervised learning,
and reinforcement learning.
• In supervised learning, machine learning algorithms learn from labeled
training data. The goal is to learn to predict these labels from unseen
data in the future. There are two types of problems within this do-
main: classification problems and regression problems. Classification
problems help to predict a discrete value. Each data example is a part
of a particular class or group (label), and the goal of the technique
is to predict which label a new data example belongs to. Regression
problems are used for continuous data. In regression, the models pre-
dict real-values, called continuous values. For example, predicting the
price of a house in the city, given the area, location, number of rooms,
etc.
• In unsupervised learning, the goal is to explore underlying patterns and
predict the output by using unlabeled data in a self-organized manner.
It can find unknown patterns in data and help to find features that can
be useful for categorization. The technique also has a great advantage
in terms of access to data, as it’s easier to get hold of unlabeled data
than labeled data. Basic models in unsupervised learning include Fac-
tor Analysis, Principal Component Analysis (PCA), and Independent
Component Analysis (ICA) [23].
• Reinforcement learning is about making decisions in an environment
to get the highest possible reward in a particular situation. For ex-
ample, it can learn how to navigate labyrinths by minimizing number
of dead ends met over many iterations by learning how to improve
one’s performance. There have been several impressive reinforcement
learning applications released in recent years. In 2019, OpenAI man-
aged to train a reinforcement learning application to learn the complex
computer game Dota2. The application managed to beat the reigning
champion (team OG), and several other top players [24].
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In this thesis we focus on supervised learning and classification problems.
3.4 Training and evaluating machine learning mod-
els
3.4.1 Overfitting and Underfitting
The goal of machine learning is to find and train a model that generalizes well
from the training data to any data from the problem domain. A complex
model usually fits the data better than a simple model. However, these
won’t necessarily have the greatest generalization ability: models that fit
best to the training data don’t always perform well on unseen data.
Overfitting occurs when the machine learning models capture the noise
in the data and makes predictions based on the noise. The model will then
perform well on training data, but perform poorly on new unseen instances.
Underfitting is the opposite of overfitting, and happens when the machine
learning models are excessively simple and can’t capture the underlying
trend of the data. These fitting issues are often the main reason for poor
performance (generalization) in machine learning models.
(a) Overfitting (b) Underfitting (c) balance
Figure 3.1: An example of overfitting, underfitting, and good balance
3.4.2 Bias and variance
Bias and variance are prediction errors in machine learning. In machine
learning, one tries to minimize these errors to improve accuracy while avoid-
ing overfitting and underfitting. This results in models generalizing well to
unseen data. Bias is the difference between the model’s average prediction
and the true value it’s trying to predict. Variance is the variability of model
prediction, telling us how sensitive the models are too small fluctuations in
the datasets. Bias and variance are considered a tradeoff, a more complex
and powerful model reduces bias and increases variance, and vice versa [25].
In machine learning, we try to find the balance between bias and variance
that minimizes generalization error. There is also a third prediction error,
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called irreducible error. An error that refers to the noise in the data, which
can only be reduced by dataset cleaning.
Models with high bias and low variance pay very little focus on the
training data and oversimplify the model making them unable to capture
the underlying pattern of the data, leading to a high error and underfitting.
A model that is underfitting can potentially be improved by feeding the
model more data or, if the reason is insufficient expressibility of the model,
by choosing a more complex model. A general rule in machine learning is
that we can never have too much data. This is also the case in overfitting.
A model that has seen too few cases can’t learn the underlying features in
the data.
Beyond this, it is difficult to prevent overfitting, requiring difficult tech-
niques, collectively called regularization techniques (like dropout and early
stopping), to prevent it. Dropout and early stopping are explained in section
4.4.2 and 4.4.3.
One fundamental practice to detect and prevent overfitting and under-
fitting is to split our data into three subsets; training set, validation set, and
test set. The models weights are adjusted by the training set to minimize the
error on the prediction task. A validation dataset is used to estimate how
well your model has been trained and used to tune the hyperparameters and
estimate model properties to select the most promising model for the given
problem. The model sees this data, and can thus not be used to calculate
the model’s performance. The final generalization property of the model is
estimated by predicting the outcomes of the test set, which remains unseen
until the model construction is finalized.
Figure 3.2: The region to the left (high bias), where both training and
validation errors high. In the region to the right (high variance) validation
error is high, but the training error is low. In the middle is the sweet spot.
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3.4.3 Gradient descent
Gradient descent is an optimization algorithm used to find a minimum value
of a function. In machine learning, gradient descent plays a key role by being
responsible for the update and optimization of parameters in artificial neural
network models, in a way that reduces prediction error. The algorithm
operates by taking iterative steps in the direction of steepest descent, as
defined by the negative (the opposite direction) of the gradient. A learning
rate gives the algorithm the size of the step that it should take towards
the minimum. A small learning rate leads to slower convergence, while a
large one can lead to overshooting, missing the minimum. In other words
the gradient tells us the direction and steepness, while the learning rate
dictates how far we go in the given direction at each iteration. This process
is repeated until a local or global minimum is found.
There are three variants of gradient descent: batch gradient descent,
stochastic gradient descent and mini-batch gradient descent. Each of the
three variants is differentiated by the amount of data used in calculating
the gradient. Variation in the amount of data in each variant results in a
trade-off between the time it takes to make an update and the accuracy of
the parameter update. Batch gradient descent uses the entire data set each
iteration to compute the gradient, making the method slow and computa-
tionally intensive. Stochastic gradient descent on the other hand only uses
a single random sample from the training data each iteration, thus signifi-
cantly increasing the speed of the computation. This computation however,
has a high variance that causes the movement on the loss surface to fluctuate
heavily. Mini-batch gradient descent is a combination of the two methods,
where a random subset of the training data, of a fixed size called the batch
size, is selected at each iteration to calculate the gradient.
Figure 3.3: Gradient descent to find global minimum.
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3.4.4 K-Fold Cross-Validation
K-Fold Cross-validation is a technique used in machine learning to help
figure out good settings for hyperparameters of a model. The technique is
used to prevent bias and variance. In K-Fold cross-validation, we split our
training set into K number of subsets, called folds. The model is then trained
k times, each time one of the k subsets is used for validation, and the other
subsets are used for training. At the end of the training, the performances
of the model on each fold is averaged to come up with the final validation
metrics for the model. For hyperparameter tuning, the Cross-validation
process is repeated several times, with each iteration using different model
settings. The best model is chosen and trained on all the training data, and
later evaluated on the test data [26].
Random Search Cross-Validation
In this technique, we define a grid for our hyperparameters and perform for
example K-Fold Cross-Validation. The technique picks samples randomly
from the grid, performing K-Fold Cross-Validation for each combination of
values. By doing so we can narrow the search for optimal hyperparameters
and save computation time.
3.4.5 Evaluating classifiers
A machine learning model’s success is defined by measurements of the model’s
performance. Thus, there are several different ways of measuring the per-
formance to see if your model is able to learn the patterns in the data. This
measure is called a performance metric, and the choice of this performance
metric is dependent on the target task the model is trying to predict [27].
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Confusion matrix: A confusion matrix is used in classification to repre-
sent the predicted vs. actual classes. For binary classification, the represen-
tation describes an output of true and false negatives and positives.
Figure 3.4: An illustration of a Confusion matrix for a binary classifier.
Accuracy: Measures the fraction of the model’s prediction that are cor-
rect. and is the most commonly used metric for classifiers. However, it is
not a very detailed metric, which can be a problem when there is a severe
class imbalance in the dataset or if you care, say, more about the number of
false negatives than true positives. In such situations, accuracy can give a
false sense of good performance.
Accuracy =
TP + TN
TP + FP + TN + FP
Precision: The model’s proportion of predicted positive instances that
is correct. As a result of low precision in the example of detecting diabetes,





Recall: The mode’s proportion of actual positive instances out of the
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Figure 3.5: An example of a ROC curve. The goal is to have a treshold
value that leads the model up to the top-left corner.
To evaluate the effectiveness of a model one has to examine both preci-
sion and recall scores. However, improving precision often reduces recall and
vice versa, therefore creating a trade-off between the two, and consequently
forcing an optimization for metrics most useful for the target task problem.
F1 score: An overall measure of the model’s accuracy, measured by
combining precision and recall: the harmonic mean between precision and
recall. With a high F1 score a model has low false positives and low false
negatives.
F1 = 2× precision× recall
precision + recall
ROC curve: Receiver operating characteristic (ROC) is a graph where
the false positive rate is plotted against the true positive rate.
True positive rate = Recall =
TN
TN + FP
False positive rate =
FP
TN + FP
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3.5 Tree-based ensemble machine learning models
3.5.1 Random Forest
A random forest is an ensemble of decision trees, i.e. a combination of
decision trees. A random forest is a non-parametric predictive model used in
machine learning for supervised learning and can handle both classification
and regression tasks. A decision tree is constructed during learning using
algorithms (gini index or entropy) that identify ways to split a data set based
on which features result in the optimal data partition. It is viewed as a tree
graph, where the data split decision is represented by a node, the answer to
the split is represented by branches, and the output is represented by the
leaves. Figure 3.6 demonstrates an example of how a decision tree makes a
decision in a classification task. The task in the example is for the model
to predict which class an instance belongs to; boat, car, bicycle, or sled. It
starts at the root node, the node asks if the instance has an engine. The
answer decides the path followed in the tree (traverses the three from top
to bottom). This step is repeated until we reach a leaf node, where the the
model’s predictions are found.
Figure 3.6: Decision tree classification task example.
Random forest contain several Decision Trees operating in an ensem-
ble, thus the name forest. ”Ensemble methods are learning algorithms that
construct a set of classifiers and then classify new data points by taking a
(weighted) vote of their predictions” [28]. Decisions are made in random
forest models by combining the results from the ensemble of decision trees
and performing a majority vote to produce a prediction on the target task.
An example of this process can be seen in figure 3.7.
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Figure 3.7: An example of the Random Forest model performing a classifi-
cation task.
In random forests, the key lies between the low correlation between the
models. An ensemble of uncorrelated models can produce predictions with
improved performance accuracy over each individual model. The decision
trees are combined into random forest by the use of bagging. Bagging in
random forest trains the decision trees on randomly sampled subsets of the
data, while sampling is done with replacement. Each decision tree is sensitive
to noise in the data and is very prone to overfitting. Bagging increases the
variance of the model without increasing the bias, as long as the individual
trees have low correlation. Thus reducing noise in the data and reduces
the chances for the model to overfit. Alongside bagging, the model also
uses a technique called feature bagging. A technique that only considers a
random subset of features at each split in the decision tree. As for bagging,
this reduces variance by ensuring that strong predictor variables impact is
reduced.
Random forests are considered among the most powerful machine learn-
ing models. A random forest can handle large data sets with thousands of
input variables without variable deletion. It also gives an indication of what
variables are important to the classification. Perhaps its most important
feature is the ability to estimate missing data and maintaining accuracy
when a large portion of the data is missing [29].
3.5.2 XGBoost
XGBoost stands for “Extreme Gradient Boosting” and is a supervised decision-
tree-based ensemble machine learning algorithm that uses a gradient boost-
ing framework. The algorithm was developed by Tianqi Chen and Carlos
Guestrin in 2016 [30] and has since shown several state-of-the-art results [31].
The algorithm was developed to efficiently reduce computing time and allo-
cate an optimal usage of memory resources.
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Same as Random Forest, gradient boosting also uses an ensemble method
that adds a new Decision Tree at each iteration and improves the old ones.
However, XGBoost doesn’t assign different weight to the classifiers after
every iteration, it fixes what it has learned, and add one new tree at the
time. The new tree is fitted to the residuals of the previous prediction and
then minimizes the loss when adding the latest prediction (optimizes the
objective). As a result, the model’s parameters are updated using gradient
descent. Hence the name, gradient boosting.
The algorithm also contains regularization in the form of tree pruning.
Rather than enumerating all possible trees and picking the best one it op-
timizes one level of the tree at a time. Specifically, it tries to split a leaf,
and score its benefit to classifying instances. This is performed iteratively
by scoring the new left leaf, then the new right leaf, then the original leaf.
If the benefit of adding another branch is smaller then some threshold, then
it’s discarded. An example of Decision Tree pruning can be seen in figure
3.8.
(a) Before pruning (b) After pruning
Figure 3.8: An example of pruning of a Decision Tree. If a subject doesn’t
have the measured level of education then the gain from adding that branch
is lower than the threshold and is thus discarded.

Chapter 4
Deep learning in Natural
Language Processing
4.1 Natural Language Processing
Natural Language Processing (NLP) is a field of study aiming to enable
computers to analyze, understand, manipulate, generate natural language.
The field combines computational linguistics, computing science, cognitive
science, and machine learning. The goal of NLP is to learn or detect con-
text from an input of words to solve meaninfull tasks. Typical applications
in NLP include dialogue systems, question answering, sentimental analy-
sis, speech recognition, information retrieval, and natural language genera-
tion [32]. In the field of NLP, there are multiple approaches:
• Symbolic approach: The approach uses language rules derived from
experts of the given language and implements them into computer
systems.
• Statistical approach: This approach uses statistical techniques to find
recurring themes in the language text that can be used to form its own
specific set of language rules. These rules can then be applied to new
input.
• Connectionist approach: This approach combines symbolic and statis-
tical approaches in applications.
Through the development of computers, increased computation power,
and increased understanding of NLP, the data-driven statistical approach
have become the most popular, and are to this day [33], especially methods
based on machine learning. Traditional machine learning algorithms often
didn’t have the capacity sufficiently large to absorb the large amounts of
training data. Because of this, they had problems covering all regularities
in languages by designing features manually with domain experience. NLP
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required more powerful learning algorithms, methods, and infrastructures
to get closer to human-level performance. This gave rise to the current
deep learning wave in NLP. Deep learning approaches exploit that powerful
artificial neural networks, see Section 4.2 below, are capable of learning
representations from data using a cascade of multiple layers of nonlinear
processing units for feature extraction. Avoiding the need for linguistic
domain experts to design features manually, i.e. “NLP from scratch” [34].
Deep learning approaches can, to a certain extent, provide useful solutions
to tasks such as: text summarization, question answering, semantic parsing,
sentiment analysis, text classification, semantic role labeling, and more.
4.2 Artificial Neural Networks
Artificial neural networks (ANNs) is a class of machine learning models
designed to recognize patterns. The networks are modeled loosely after the
human brain and its biological neural network. An artificial neural network
recognizes the patterns in data fed to network as vectors, into which all
real-world data must be translated to.
The main component of ANNs are neurons: computational units that
mimic the neurons in biological brains. An ANN is made up of these neurons
stacked in layers, with weighted connections between them (weights). As
shown in figure 4.1 the network consists of layers, the first layer called the
input layer, the middle layers called hidden layers, and a final layer called
the output layer. An ANN with multiple hidden layers is referred to as a
deep neural network [35].
The input signals consisting of vectors are fed to the networks through
the input layer and into the network. A neuron calculates the dot product
between the input signals and its corresponding weights by the computation:




This weighted sum is then passed to a nonlinear function called an ac-
tivation function (Section 4.2.1), which calculates the output of a neuron,
determining whether and to what extent that signal should progress further
through the network and affect the outcome. Combining several of these
steps creates a larger neural network. Note the importance of the nonlinear
activation functions: without such nonlinearities, a neural network would
simply be a composition of linear functions and thus itself linear. Such
models wouldn’t be suitable for modelling nonlinear relationships between
inputs and outputs.
4.2. Artificial Neural Networks 26
Figure 4.1: Deep Neural Network architecture, consisting of input layer,
hidden layers, and output layer.
The ANN model in the figure 4.1 is called a feed-forward network. The
data in the network is only passed one way, from the input layer to the
hidden layers to the output layer. Hence the name feed-forward. The part
of the network that gets updated through training is the weights. They are
typically randomly initialized before training, leading to a starting point that
doesn’t produce useful predictions. Each layer is trained on features derived
from previous layer’s output. Giving the network’s neurons the ability to
learn more advanced features in the input data the further into the network
it reaches.
4.2.1 Activation functions
Activation functions are used in neurons to calculate their output signal
based on the input signals they receive. The purpose of the functions is to
introduce non-linearity into the output of the neuron, making an artificial
neural network able to learn and tackle complex tasks. The output of the
functions evaluates the relevancy of the data the neuron receives, and to
what extent it should impact the next neuron. See Fig. 4.2 for examples of
some commonly used activation funtions.
(a) Sigmoid (b) ReLU (c) Tanh
Figure 4.2: Sigmoid, ReLU, and Tanh activation functions
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Training a neural network
As mentioned above, the weights in an ANN get updated during the training
so that the ANN can recognize features in the data. The weights get updated
through a technique called backpropagation and the goal of the ANN is to
optimize all of the weights to minimize an error. In an ANN the input data
get fed to the network and propagated forward through the layers enabling
the network to detect advanced features from the input until it reaches the
output layer and makes a prediction. The network’s prediction error is then
calculated using a loss function to calculate the difference between the true
value of the input versus the prediction.
true value− prediction = error
This error is then backpropagated (walk the error backward) over the
model. Each neurons incoming weights is then scaled up or down accord-
ing to how much the neuron contributed to the calculated error using an
optimization method, such as gradient descent 3.4.3 to minimize the error
function. The three-step process of scoring input, calculating loss and ap-
plying an update is repeated until we have iterated through our training
data. In machine learning terms this is called training our model for one
epoch.
error · weight′s contribution to error = adjustment
4.3 Embeddings
An embedding is a mapping of a discrete categorical variable to a vector of
continuous numbers in a relative low-dimensional space, which can trans-
late high-dimensional vectors. By performing this mapping the embedding
learns features that could be used in machine learning to learn features from
large input vectors, like words. The objective of an embedding is to place
semantically similar inputs close together in the embedding space, thus cap-
turing some of the semantics of the input. When working with text it must
be converted into numbers before it is fed to the model. This is often re-
ferred to as vectorization of the text. There are several strategies to perform
embedding of words. We describe three below.
4.3.1 One-hot encoding
Each word is encoded in the vocabulary (unique words). The words are
represented with a zero vector with length equal to the vocabulary and a
one is inputted in the index of the vector that corresponds to that word.
Each one-hot encoded word vector are then added to create a vector that
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contains the entire encoding of the sentence. The approach is shown in the
diagram, with the sentence (learning, machine, learns, model, the).
Figure 4.3: An example of a one-hot encoded sentence.
This approach is typically very inefficient. The resulting vectors are very
sparse, meaning that most of the indices are zero.
4.3.2 Unique number encoding
The second approach is to represent each word with an encoding of a unique
number. The numbers assigned could be any given number as long as it’s
unique. The example sentence “The machine learning model learns” from
Figure 4.3 could be represented as a dense vector [5,2,1,4,3]. In contrast
to the one-hot encoding approach, where it produces a sparse vector, this
approach produces a dense vector (where all elements are non-zero). How-
ever, the approach is not without its faults. It doesn’t capture relationships
between words, because the integer-encoding is arbitrary. A second problem
is that it does not capture the underlying relationship that exists between
words and their encoding, resulting in a combination of feature-weights that
has no meaning. This can make it a challenge for machine learning models
to discover useful interpretations of integer-encodings.
4.3.3 Word embeddings
Word embeddings is a representation of words where relationships between
words are captured by giving the words a similar encoding. The word em-
bedding is a dense vector of floating point values, which is set to random
numbers at the start. These values are trainable parameters, and the weights
are learned in the same way during training as the weights in a dense layer.
The dimensions of the embedding captures the relationship between words in
the vocabulary. A word embedding that has a greater number of dimensions
have the ability to capture more specific relationships that exists between
words. Common practise is to use smaller dimensions for smaller datasets,
and greater dimensions for bigger datasets. When the word embedding is
trained, we can encode each word in our vocabulary by looking up the dense
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vector it corresponds to in the table, thus it is often referred to as “lookup
table”
Figure 4.4: An example of a word embedding.
4.4 Regularization
Regularization is techniques that can be implemented to control the com-
plexity of models by for example decreasing coefficients towards zero, thus
penalizing complexity which helps models avoid overfitting and improve gen-
eralization.
4.4.1 L1 and L2 regularization
L1 regularization L1 regularization uses the absolute sum of the weights
to minimize weights towards zero. By enforcing this rule onto the weights
it forces some of them to become close to zero, and therefore to not affect
the outcome.
L2 regularization L2 regularization is a way of penalizing complexity
by imposing a harder penalty to larger weights at each parameter update,
without them becoming zero.
4.4.2 Dropout
Dropout is a regularization technique introduced by G.E Hinton in 2012 [36].
The technique’s purpose is to reduce overfitting by preventing complex co-
adoptions in training data. The central focus of dropout is dropping out
units, more specifically neurons in the artificial neural network, by doing
this we sever the connection coming in and out. Neurons are ignored based
on a predefined probability at each iteration (usually 50%). These neurons
will be ignored during the specific training iteration, resulting in a simpler
training iteration. Because of this each neuron becomes less finely-tuned to
the particularities of other neurons, thus preventing complex co-adoptions
in data, and thus lower the risk of overfitting.
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(a) Before dropout (b) After dropout
Figure 4.5: An example of a neural network before and after dropout
4.4.3 Early stopping
Early stopping is a widely known and used regularization technique, often
used in combination with other techniques to improve generalization. The
idea is to stop training before the machine learning model starts to overfit the
training data. Overfitting is detected by monitoring and measuring training
loss and validation loss, stopping the training process when the validation
loss (performance on the validation dataset) becomes significantly worse
than the training loss, or before it starts increasing.
4.5 Recurrent Neural Networks
Recurrent neural networks, also known as RNNs, is a class of artificial neu-
ral networks. Vanilla neural networks take fixed size vectors as its input.
This limits the networks in situations where the input is of a “series” that
doesn’t have a predetermined size. RNNs are made to accept such series as
their input. Each item of a series can be related to the others, making them
likely to influence their neighbours. RNNs can capture these relationships
across inputs. More importantly, it can remember the relationships it per-
ceived previously in time, and the network’s outputs are influenced by that
knowledge [37].
RNNs learn similarly to a feed forward network, but they use what they
learned from previous inputs while generating outputs. The network does
this by not only having weights influence the input, but also a hidden state
vector. This hidden state vector represents the context of what the network
learned from previous inputs and keeps changing for each input the network
is fed. Making it constantly update the hidden state, its “memory”, anal-
ogous to how humans learn from their experiences. This network design is
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often represented as a loop, as shown in figure 4.6.
Figure 4.6: An example of part of a RNN A looks at an input X and outputs
a value h. The shown loop is what allows information to be passed from one
time step to another.
A problem with Recurrent Neural Networks
The design of RNN is made to handle sequences of events that occur in
succession, while understanding each event based on the previous events.
To get the best possible outcome we would want the network as deep as
possible to extend the long-term memory and the possibilities of picking up
long-term relationships. But depth is however not necessarily beneficial to
the network, because it often leads to a vanishing gradient problem when
the gradient is passed through several time steps.
Vanishing gradient problem
Vanishing gradients can occur when training ANN with gradient based learn-
ing methods and backpropagation. In some cases the gradients will be van-
ishingly small, preventing the weight from changing its value, and in a worst
case scenario it could stop the training completely. These cases are the
cause of the use of common activation functions like sigmoid and tanh that
“squish” their input into a very small output range in a nonlinear fashion.
Multiplying several of these small numbers for the front layers in a network
means that we will get a decreasingly smaller gradient for each of the layers
in the network. A RNN will increase the risk of encountering a vanishing
gradient problem and losing information learned with each time-step added
to the network [38].
4.6 LSTM
Long short-term memory units are a variant of recurrent neural networks de-
veloped by Hochreiter and Schmidhuber in 1997 [39]. The network maintains
a more constant error, by preserving the error that can be backpropagated
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through time. Allowing recurrent nets to continue to learn over several time
steps, thus escaping the vanishing gradient problem of RNN.
LSTMs have a gated cell, outside of the normal flow of the RNN. The
cell behaves much like computer memory, by having information stored,
written and read from it. Inside the cells there are several gates that open
and close to make decisions over what to read, write and erase. These gates
are implemented with element-wise multiplication by sigmoids (range of 0-1)
and react to signals they receive. Blocking and passing information based on
its import and strength. Similar to a neural network’s nodes, these weights
are adjusted via the RNN learning process. Making the cell learn when to
allow data to enter, leave or be deleted through the iterative process of the
network.
LSTM cells receive information into the cell at multiple points. The
combination of the input and the previous cell state is fed into the cell and
the three gates within, which decide how to handle the input. Each gate
respectively decides to accept or decline the new input, erase the present
cell state, or let that state impact the network’s output. Cells perform this
decision at each time step, and combine their open and shut states at each
step to decide if it’s going to accept or decline forgetting, writing to or read
from its state. Thereby storing or releasing memory, preserving the long
term dependencies in the network.
Contained in the cells are three gates.
• Forget gate: responsible for removing information that is no longer
necessary for the completion of the task.
• Input gate: adds information to the cells.
• Output gate: selects and outputs necessary information.
Memory cells in a LSTM give different roles to addition and multipli-
cation in transformation of input. The plus sign in a cell is said to be the
secret of the network. Instead of determining the subsequent cell state by
multiplying the current state with the new input, they add the two. This is
what makes the difference and helps preserve a constant error when it must
be backpropagated through time and layers.
Figure 4.7: An LSTM cell and its components.
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By excelling at long-term memory, LSTM networks perform particularly
well at predictions based on previous information, such as text prediction
and stock prediction. In the category of text prediction the network shines
at predicting the next word of a sentence. This task requires the network
to retain all the words that precedes it, making LSTMs suitable models.
4.7 Transfer learning
Transfer learning is the process of leveraging existing knowledge of some
domain and using it to your advantage by applying it to our problem of
interest in the domain. The existing knowledge can have various forms
depending on the data. This process has shown to be a powerful technique
in NLP [1, 40, 41], and computer vision [42]. In NLP, transfer learning is used
to pre-train Language Models that have contributed to the state-of-the-art
on a wide range of tasks. The general practice is to pre-train representations
on a large unlabelled text corpus and then adapt these representations to a
supervised target task using labeled data.
A language model (LM) is a probability distribution over sequences of
strings or words, where every word or string is assigned a probability by the
use of various statistical and probabilistic techniques. A trained language
model can then provide context to distinguish between words and phrases
that sound similar by learning features and characteristics of language. With
this ability, the LM can be used to predict the next word or sentence in a
sequence. Neural network language models capture many facets of language
relevant for downstream tasks such as long-term dependencies (reducing
the impact of the curse of dimensionality) and can be easily adapted to a
classification task.
Pre-training language models have a great advantage in the area of NLP.
Learning a language is a difficult task even for humans and requires learning
about syntax, semantics, and certain facts about the world. For machine
learning models to be able to reasonably good at this job they require a large
amount of data and parameters. Pre-training language models reduce the
need for annotated data labeled by domain experts, and can thus be trained
on a wide range of data corpora. With the use of transfer learning these
pre-trained language models can achieve similar performance compared to
a non-pre-trained model with fever examples [1]. However, pre-training is
cost-intensive, requiring a large amount of computational power which is not
accessible by everyone. Luckily there is a wide range of shared pre-trained
models available for download [43].
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4.8 ULMFiT
Universal Language Model Fine-Tuning for Text Classification (ULMFiT)
is an effective transfer learning method for text classification that can be
applied to any task in NLP, and introduces techniques that are key for fine-
tuning a language model. The method was created by Jeremy Howard and
Sebastian Ruder in 2018 [1] and at the time outperformed several state-
of-the-art methods on six text classification tasks. Deep learning models
had at the time achieved state-of-the-art results on many NLP tasks, but
they required large datasets because they had to be trained from scratch.
Transfer learning had yet to be successful in NLP up until ULMFiT showed
that language model fine tuning was possible if larger datasets and different
fine-tuning methods were used [1].
ULMFiT uses a regular AWD-LSTM architecture with three layers (with-
out any other complex additions) throughout its three stages. The architec-
ture is a regular LSTM with various tuned dropout hyperparameters [44].
• A pre-trained LM on a large general domain corpus to capture general
features of the language in different layers.
• The LM is then fine tuned to the target task data using novel tech-
niques to learn task specific features.
• Then a classifier is fine-tuned on the target-task while preserving low-
level representations and adapting high-level ones.
(a) LM pre-training (b) LM fine-tuning (c) Classifier fine-
tuning
Figure 4.8: ULMFiT model training process. The illustration is inspired by
the model architecture illustration in the ULMFiT paper [1].
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General domain LM pre-training
This step builds on the idea used in ImageNet pre-training in computer
vision [45]. Language modeling has the property of capturing general prop-
erties of language, making it a perfect source task for pretraining a net-
work. The AWD-LSTM network is pre-trained on Wikitext-103, consisting
of 28,595 preprocessed English Wikipedia articles and 103 million words [44].
Taget task LM fine-tuning
The next step is to fine-tune the language model to the target task (clas-
sification data which classification will be performed). This step is done to
enhance the classification model on small datasets, such that this technique
is viable for alle NLP problems, independent of the data size. To achieve
this step the authors propose using the two following methods.
Discriminative fine-tuning
In ANN different layers capture different types of information, and should
be fine-tuned to different extents to not lose valuable information. Discrimi-
native fine-tuning achieves this by using different learning rates for all layers
of the model, and allows each layer to be tuned with different learning rates.
Instead of training each parameter with a learning rate of n, the learning
rates were affected by the number of layers in the network n1, ...., nL. Result-
ing in greater parameter tuning at the last layers, and a decreasing tuning
for the earlier layers.
Slanted triangular learning rates
The technique is used to speed up the rate a model converges to a suitable
region of the parameter space at the start of the training and then refine the
parameters. This is a more beneficial way to train ANN. Slanted triangular
learning rates (SLTR) linearly increase the learning rates at the beginning
in a short time of training and then linearly decays it for a longer period of
time. STLR is a modification of the triangular learning rates [46]
Target task classifier fine-tuning
In the final step, ULMFiT adds two additional linear blocks to perform
text classification. The intermediate layer uses a ReLU activation function,




Gradual unfreezing is a technique where we freeze all layers in a pre-trained
network. One frozen layer at the time, starting from the last layer is unfrozen
and fine-tuned for one epoch, this process is repeated until all layers are fine-
tuned to convergence. This method is used as the weights in the classifier
network are very sensitive to aggressive fine-tuning, avoiding catastrophic
forgetting of the pre-trained language model.
4.9 BERT
BERT (Bidirectional Encoder Representations from Transformers) is a ma-
chine learning model that began a new era in NLP when it was released in
2018 by Jacob Devlin and his colleagues in Google [40]. Since its release
BERT has broken several records in language-based tasks. It was devel-
oped around the concept of powerful components that represents words and
sentences in a way that captures the underlying meaning and relationships,
often referred to as NLP’s ImageNet moment. These components could be
downloaded and used in other models and pipelines - saving time, energy,
knowledge, and resources that might have gone into training a language-
processing model from scratch. Versions of the model that are pre-trained
on massive datasets are available for download, alongside open-sourced code
for the model: https://github.com/google-research/bert.
BERT is a trained Transformer Encoder stack - a model that uses at-
tention to boost the training speed of these models. A regular transformer
model has both an encoding component and a decoding component and is
regularly used to translate text, but BERT only uses the transformer en-
coder stack (referred to as Transformer Blocks in the paper). The encoders
all have identical structure but don’t share weights. Each contains two sub-
layers - a self-attention layer and a feed-forward neural network layer.
Inside an encoder the input’s first flow through the self-attention layer
- a layer that looks at other words in the input sentence as it encodes a
specific word. The outputs from this layer are then fed to a feed-forward
neural network. Each encoder block has the exact same feed-forward net-
work independently applied to each position. In NLP applications the input
words are turned into vectors before being fed into the models, this is the
same for BERT. All unique words in the sentence are given a token that
is represented with a number - before they are fed into a word embedding.
Unique for BERT is the [CLS] and [SEP] tokens that are added at the begin-
ning and end of each sentence ([CLS] to mark the start and [SEP] to mark
the end). The first encoder stack receives the word embeddings as input,
the other stacks get fed the previous stack’s output as their input. The size
of these initial vectors is set by a hyperparameter, and as a general rule,
it is set to the length of the longest sentence in the training dataset (often
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Figure 4.9: A Transformer Encoder with its two layers, Feed-forward Neural
Network and Self-Attention.
set to 512). Each embedded word then flows through its own path in the
encoder. All of the paths have dependencies between them - until they reach
the feed-forward layer in the network, where there are no dependencies, thus
the various paths can be executed in parallel while flowing through the layer.
A Transformer’s Self-attention layer allows the model to look at other
positions in the input sentence for hints that can help the model to make
a better encoding for this word (underlying meaning and relationships). It
is used to take the “understanding” of other relevant words, and bake them
into the current word that the layer is currently processing. This can be
shown with a text example: “James was playing computer games with his
brother when their mother called”. The self-attention allows the model to
learn to associate the word “their” with the brother and James when it’s
processing it. A similar process to what happens in an RNN when the
hidden state representation of previous words is incorporated into the word
it is processing. For more information about the self-attention layer, we
recommend reading the paper “Attention is all you need” [47].
BERT’s language model is trained in a special way. The model uses two
techniques to train its language model - masked language model and next
sentence prediction. The first technique is used to train the Transformer’s
stack of encoders. BERT performs this by masking 15% of its input with
a [MASK] token and tries to predict the correct word, this is also done
randomly to some words to improve how the model fine-tunes. The second
technique trains the model given two sentences (A and B), and the model
is to classify if sentence B is likely to be the sentence that follows A, or not.
When choosing the sentences A and B, 50% of the time B is the correct next
sentence that comes after A in the actual text, and 50% of the time it’s a
random sentence from the corpus. With the use of this technique, BERT is
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able to improve handling relationships between multiple sentences.
BERT has several different pre-trained models that can be downloaded,
differing in model sizes (amount of transformer blocks, hidden units in
the feed-forward network, and attention heads). In the original paper,
the developers released two models for download - BERT-base and BERT-
large [40]. Each model was pre-trained on BookCorpus (corpus containing
800M words) [48] and English Wikipedia (2,500M words). Several other
pre-trained models are available for download, contributed by the machine
learning community.
Extending BERT to perform supervised classification tasks can be eas-
ily implemented by adding a single-layer neural network with softmax as
activation function above the encoder stacks. To extend it to multitask
classification one adds as many output neurons as there are targets/classes.
In figure [figure cite] one can see the architecture of the BERT model per-
forming a classification task.




In this chapter, we will present a short review of three papers that resemble
our own work: (i) A machine learning-based framework to identify type 2
diabetes through EHR, (ii) Recurrent Neural Networks for Multivariate Time
Series with Missing Values, (iii) Scalable and accurate deep learning with
electronic health records. Each paper presents state-of-the-art techniques
and models for handling prediction tasks on EHR data. The chapter has a
natural progressive structure, starting with Paper 1 (Section 5.1), containing
traditional models and feature engineering, before moving on to advanced
solutions related to deep-learning in Paper 2 (Section 5.2) and Paper 3
(Section 5.3). Together, the survey paints a picture of what the state-of-
the-art is, and points out some of the main current obstacles and challenges
for successful use of machine learning for EHR analytics.
5.1 Paper 1: A machine learning-based frame-
work to identify type 2 diabetes through EHR
5.1.1 Introduction and motivation
Type 2 Diabetes Mellitus (T2DM) is increasing steadily all over the world
and is fast becoming an epidemic in some countries [49]. T2DM is a lifestyle
disease and most people are undiagnosed early in the diabetes disease pro-
cess. Increased education about symptoms of diabetes may lead persons to
seek out healthcare providers early [50]. The group of researchers in this pa-
per [51] tried to discover diverse features in EHR data associated to T2DM
by identifying patients with and without T2DM from EHR via feature engi-
neering and machine learning. This was done in the hope of detecting more
associations between features that previous machine learning approaches for
identifying patients with T2DM could have missed.
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5.1.2 Methods, materials and results
Their investigation focused on three years of EHR data (from 2012-2014),
collected from 10 local EHR systems in Changning, Shanghai, ending up
with data from 123,241 patients. A filtering strategy was used to pre-select
patients whose EHR data was related to diabetes. After filtering they ended
up with 23,281 patient samples with diabetes-related information. The pre-
selected patients were selected if they satisfied one of three criteria:
1. Diabetes-related diagnosis
2. Diabetes-related medication
3. Diabetic laboratory test
Labeling the entire dataset with disease lables would have required an
immense manual work effort. Instead, they picked 300 random samples
out of the 23281 patient samples which a pair of clinical experts labeled.
The dataset was labeled into three categories by a pair of experts: case
(diabetes), control (healthy), and unconfirmed. The unconfirmed cases had
severely incomplete EHR documentation and had to be dropped to reduce
negative influences on models. In the end, they ended up with 221 samples
(161 cases and 60 controls).
Feature construction In their work, they included extra features that
were derived from the EHR data to make case/control identification more
accurate. These features were not present in previous state-of-the-art ma-
chine learning models predicting diabetes. Constructing new, informative
features from EHR is usually a must to guarantee a high prediction perfor-
mance for machine learning models. These features were extracted with the
use of feature engineering (feature selection and feature extraction) from
seven different sources: demographic information, communication report,
outpatient diagnosis report, inpatient diagnosis report, inpatient discharge
summary, prescription report. Some of the sources had the same type of
features and were highly correlated and could be summarized into 36 fea-
tures. The features within these sources were also correlated and could be
further trimmed down to the final 8 features.
Machine learning For classification, they used several popular classifi-
cation models such as K-Nearest-Neighbors, Näıve Bayes, Decision Tree,
Random Forest (Section 3.5.1), Support Vector Machine, and Logistic Re-
gression to model patterns of cases and controls based on their extracted
features. Each classifier was constructed using 4-fold cross-validation and
compared using area under the receiver operating characteristic (ROC) curve
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(AUC), a metric that demonstrates the trade-off between false positive and
true positive rates.
We have already explained the basic principles of Decision Tree and
Random Forest in Section 3.5.1 above. We’ll quickly go through the other
models here.
K-nearest-neighbor
K-nearest neighbor (KNN) is a model that classifies input variables by doing
a majority vote of its neighbors. The case is assigned to the majority class
measured by a distance function (similarity measure). If there is only one
neighbour, then the object is assigned to the neighbor’s class that is closest
to the point. The number of neighbors that is considered for the majority
vote in the algorithm is a number K. K is a hyperparameter that must be set
in the beginning and is usually chosen by first inspecting the data. A large
K usually is more accurate and reduces the variance that exist in the data.
There is no perfect way of finding optimal K, but can be retrospectively de-
termined using hyperparameter tuning algorithms like cross-validation with
the use of a validation dataset [52].
Figure 5.1: An example of how KNN classification works.
Näıve Bayes
Näıve Bayes is a machine learning classification model that is both popu-
lar and simple. It is based on Bayes Theorem, a theorem that calculates
probabilities and conditional probabilities. The algorithm performs the clas-
sification process by assuming that the presence of a feature is unrelated to
other features presence. It calculates the probability of a data point (x) be-
longing to each class by the use of the Bayes theorem equation and outputs
the class with the highest posterior probability [53]. The Bayes theorem
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Support vector machine
A Support Vector Machine (SVM) is a model that can be used for both clas-
sification and regression tasks. The algorithm marks each data point into
one of two classes. To find out which data point belong to each class the al-
gorithm finds a hyperplane that differentiates the data points of both classes
by the largest possible margin [54]. Imagine that each variable is plotted in
an n-dimensional space (n is the number of features in the dataset), where
each feature value is a particular coordinate. Figure 5.2 illustrates the idea.
Figure 5.2: Linear SVM classification. Finding the hyperplane that differ-
entiates the classes by the largest possible margin.
Logistic Regression
Logistic regression is named after the logistic function, often referred to as
sigmoid function in machine learning. This function is used at the core of
the algorithm to calculate a probability value between 0 and 1 that can
be mapped to two or more discrete (only specific values or categories are
allowed) classes [55]. If the probability value of a data point towards a
certain class exceeds a set threshold it is categorized as that particular class.
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Results The project detailed in this paper yielded impressive results, beat-
ing the current best machine learning models at the time. Their most sta-
ble and accurate models were RF, Decision Tree, and SVM. These models
perform well on uncorrelated data and benefit strongly from feature engi-
neering. These three models scored over 0.95 in AUC performance metric,
beating the state-of-the-art machine learning models at that time which
scored 0.71 in AUC [56]. In their research, they experienced that models
predictive performance increased when features were abstracted into higher
layers, demonstrating the importance of feature engineering in EHR data
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for their approach. However, good feature engineering on EHR datasets
requires a deep understanding of medicine and medical terms.
Although they achieved promising results there are some deficiencies
with their approach. Perhaps the largest uncertainty of their approach re-
lates to the data used. They used very few samples, and would need more
to confirm the scalability and robustness of their models. The Chinese EHR
data used might not generalize well on western EHR data. Since their ap-
proach for extracting samples requires medical expertise, extending this to
larger datasets would be costly.
5.2 Paper 2: Recurrent Neural Networks for Mul-
tivariate Time Series with Missing Values
5.2.1 Introduction and motivation
Machine learning models are constrained by the quality and quantity of data.
They are sensitive to bad data, data containing missing, incomplete, inaccu-
rate, nonrepresentative values. Bad data is a huge discussion field in EHR
analytics. A large part of EHR data is comprised of so-called multivariate
time series data, data that has been collected by observation and analysis
of patients. This data is often observed and collected at irregular intervals
because of medical events, saving costs, anomalies, and so on. Thus they
contain a variety of missing or incomplete values, heavily affecting machine
learning models performances.
There are several different ways of dealing with missing values. The
most common is to drop columns of data that consist mostly of missing
values. Another common approach is to replace the missing values with the
median of that column’s values. Although such basic techniques are often
better than leaving missing values in the data, they generally don’t work
as well on EHR data. The researchers in this paper try to tackle this issue
by developing a new deep learning model called GRU-D, based on Gated
Recurrent Unit (GRU) [16]. They trained the model on MIMIC-III and the
PhysioNet datasets and tested their results on experiments of time series
classification tasks:
• Mortality task : Predicting if a patient is going to die in the hospital.
They predicted this binary classification task on both of the datasets.
• Four tasks: ICU-mortality, in-hospital mortality, length-of-stay, pro-
longed length of stay > 3, cardiac condition, recovering from surgery
(true or false). This was treated as a multiclassification task on the
PhysioNet dataset.
• ICD-9 Code tasks: Predicting 20 different ICD-9 diagnosis categories
as a multi-task classification problem.
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5.2.2 Methods, materials and results
GRU-D The GRU-D model uses the GRU-D component at each time
step. The model uses trainable decays at both input variables and the
hidden states of the gated recurrent units to handle missing values in the
dataset, thus the name GRU-D. A trainable decay these places in the model
is motivated by patterns in medical data and RNN’s. A missing value in
multivariate time series data is often closely related to the last observed
value, and as time goes on the relevancy of this value diminishes and will
fade away. By mimicking this behavior by adding two learnable decay rates
in the model architecture GRU-D, can learn the missing value patterns in
the data.
PhysioNet Challenge 2012 A dataset made for the PhysioNet Com-
puting in Cardiology Challenge in 2012, where contestants were trying to
predict ICU mortality of patients. The dataset contains records from over
12,000 adult ICU stays, where each patient has stayed over 48 hours. It has
42 variables where each variable has been collected at least once. Six of the
variables are general descriptors of the patients and the rest are multivariate
time series data, containing one or more observations [57].
MIMIC-III MIMIC critical care database is the largest and most-cited
publicly available EHR database. The database comprises information re-
lating to patients admitted to ICU at Beth Israel Deaconess Medical Center.
It consists of 60,000 ICU admissions, including demographics, vital signs,
laboratory tests, medications, free-text notes, and more. The database is
accessed through an application process. The applicant has to pass a train-
ing course on biomedical research and research conduct [12]. We discuss
MIMIC-III in more detail in Part II of the thesis.
Results To test the GRU-D model’s effectiveness on multivariate time se-
ries data they compared it to several classification models: RNN, LSTM,
logistic regression, support vector machines (SVM), and random forest. All
of the models they compared against had the missing values imputed using
the mean value of missing values, and were scored using the AUC metric.
Their proposed GRU-D model outperformed all of the models in every clas-
sification task they tested on the two datasets while having similar running
time and space complexity. With these results, they prove that their model
captures informative missingness in multivariate time-series data and pull
off performances above regular non-deep learning methods. However, their
GRU-D model struggled when there was little correlation between the miss-
ing values and the prediction task, and they saw patterns that their model
might fail or provide limited improvements to these problems. Therefore
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their approach requires more research and testing to find its limits and
strengths.
5.3 Paper 3: Scalable and accurate deep learning
with electronic health records
5.3.1 Introduction and motivation
In this work, Google, in collaboration with resarchers at the Universitiy of
California, University of Chicago Medicine, and Stanford University, built
a machine learning application aiming to improve medical care. Their goal
was to predict medical outcomes across a wide range of clinical problems,
based on a very large dataset. The medical outcomes they focused on were
mortality, readmissions, length of stay, and discharge diagnoses [58].
In recent years the amount of healthcare data has exploded, both in
volume and complexity. Most of this data is yet to be used in predictive sta-
tistical models. Traditional predictive modeling techniques require a custom
dataset with specific variables for each outcome to be predicted. Resulting
in many of the potential predictor variables in the EHR might be discarded,
particularly the clinical free-text notes from nurses and doctors. These notes
are clinical summaries of patients and contain a vast amount of information.
The researchers tried to tackle this problem by not creating a custom
dataset for each predictive outcome, but a single data structure that could
be used for all predictive outcomes. Instead of harmonizing the data and
removing specific variables with preprocessing, they get the statistical pre-
dictive models to learn how to harmonize data with the help of new deep
learning NLP models and techniques. These deep learning NLP models do
not require specification in the preprocessing step of which potential vari-
ables to consider, and in what combinations. The neural networks can learn
representations of the most important factors and interactions from the data.
They also thrive on large volumes of data and can handle unstructured data
containing noise.
5.3.2 Methods, materials and results
For their research, they used EHR data from two US academic medical
centers, the University of Chicago, San Francisco (USCF) from 2012 to 2016,
and the University of Chicago Medicine (UCM) from 2009 to 2016. The EHR
data from each hospital were de-identified but otherwise kept intact, except
for the addition of two features in the UCM dataset. In the UCM dataset,
they kept the dates of service from the de-identification process and added
the de-identified, free-text medical notes. Combined the data for their work
consisted of 216,221 adult patients that had been hospitalized for more than
5.3. Paper 3: Scalable and accurate deep learning with electronic health
records 47
24 hours. This resulted in a total of 46 million data points, including the
clinical notes.
To fuse the two EHR datasets they developed a preprocessing pipeline
that takes EHR data as input and produces FHIR outputs. FHIR represents
clinical data in container format that is consistent, hierarchical, and exten-
sible. Making it easier to exchange data between organizations and sites.
However, in their work they didn’t harmonize the data. Meaning that they
did not perform any data quality improvements like dealing with missing
variables, duplicate variables, perform feature engineering, etc.
FHIR Fast Healthcare Interoperability Resources, also known as FHIR is
a standard for exchanging healthcare information electronically and is de-
veloped by Health Level Seven International (HL7). It aims to “simplify im-
plementation without sacrificing information integrity” [59]. FHIR enables
this by ensuring that EHR is available, discoverable, and understandable
while containing the data structured and standardized.
FHIR is built upon resources, which are modular components of any
content that is exchangeable. They act as building blocks that can be as-
sembled into existing systems. The framework aims to be able to extend
and adapt resources, to be implemented into any system, independent of
how the existing system was developed. Each resource is associated with a
unique identifier, making it possible to access information in interest from
any application [59].
Machine learning To learn the patterns in their datasets required to pre-
dict their target tasks they used three architectures: LSTM, An Attention-
Based Time-Aware Neural Network (TANN), and Neural Network with
boosted time-based decision stumps. Each model were trained on all four
tasks and multiple time points (e.g., before admission, at admission, 24h
after admission, and at discharge). For every prediction they used all infor-
mation available in the EHR up to the predictions were made. The results
from each model was in the end combined using ensembling [60]. For infor-
mation regarding LSTM see 4.6.
Results The produced predictions from their models outperformed every
existing EHR model at that current time for predicting mortality (0.92-0.95
vs 0.91) [61], unexpected readmission (0.75-0.76 vs 0.69) [62], and increased
length of stay (0.85-0.86 vs 0.77) [63]. Proving the usefulness and ability
of deep learning models trained on the entirety of EHR datasets, without
the hand-selection of variables by experts. By using the entirety of EHR
datasets the models also promote scalability by exposing more data which
can be used to make an accurate prediction. Nevertheless, the paper is still
a case study and prospective trials are needed to demonstrate that it can be
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used to improve care. Future research is also needed to see how the models
would generalize on EHR data from different EHR systems and geographical
sites. The models in this paper also require intensive computational power
and require specialized expertise to develop, which can prevent it from being
implemented to improve care as it might be seen as a black-box by health
personnel. Unfortunately, the dataset used in their study is not publicly
available, because of privacy and security concerns. The work is therefore
not easily reproducible, but acts as a gauge of where the state-of-the-art is,
and as a guide for other researchers.
5.4 Discussion
The three selected papers introduce techniques and models for performing
classification tasks, trained on EHR data to predict important medical tasks
and reaching impressive state-of-the-art results. In summary, they contain
the information and approaches to perform a successful machine learning
project related to EHR data. A common thread in these papers is the
focus on preprocessing of the EHR data to prepare it for machine learning,
one of the most challenging tasks when working with this kind of data. In
Paper 3 we can see the most promising solution to this problem, FHIR [59],
which has the potential of streamlining the task and make EHR data more
available for second-hand usage. However, there is still research that needs
to be performed. A common problem with all of the approaches in these
papers is to figure out how their applications would work with geographical
different EHR data. To really find out how well EHR machine learning
applications can work in healthcare, the creation and sharing of EHR data









Machine learning algorithms applied to EHR datasets for predicting medi-
cal events and mining clinical insight has been demonstrated to potentially
provide powerful tools to aid clinicians in their work [58, 16, 17]. It’s a
challenging and time-consuming process for clinicians to get a full overview
of patient EHR data. Time becomes critical when a patient is admitted
to the ICU, where quick clinical insight into a patient’s health data can be
life-saving and aid health organizations to structure and plan better.
In order to develop algorithms to perform these tasks, large amounts
of data is required. Unfortunately, EHR datasets are difficult to access
without a vigorous screening process from the health organizations, or even
altogether impossible, because of the sensitivity of the data. Luckily, there
are some datasets available that contain real, non-fabricated data that has
been anonymized to protect patients and clinicians’ identities.
In this chapter we experiment with predicting valuable medical informa-
tion from the MIMIC-III critical care database, using traditional machine
learning algorithms. The experiment revolves around the prediction of two
cases; mortality and length of stay. Both cases need to be assessed early
when a patient is admitted to a hospital. By trying to predict the mortality
of a patient, the trained model can give us an indicator if a patient is going
to pass away during the hospital visit. A critical indicator that the patient
needs immediate treatment and to be prioritized by health personnel [64].
Length of stay is a factor that helps assess the efficiency of hospital man-
agement and patient quality of care, by getting an estimate of how long a
patient is going to be hospitalized [65][66]. To predict these clinical tasks
we will try two ensemble tree classifiers, Random Forest and XGBoost. En-
semble tree classifiers are robust in the handling of noisy data. A problem
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that is often faced in EHR data.
This experiment will be used as an indicator to see if it’s possible for
a researcher to extract valuable information out of EHR data using regu-
lar machine learning algorithms and standardized preprocessing techniques.
By doing so we hope to expose and shed light on some of the difficulties
and problematic areas of performing EHR analytics with machine learning
algorithms on real EHR data from a hospital.
6.2 Methods and materials
Dataset
In this experiment, we used the publicly available MIMIC-III critical care
database, the largest and most-cited publicly available EHR database. The
database contain information from patients admitted to ICU at Beth Is-
rael Deaconess Medical Center between 2001-2008. It consists of ∼ 60,000
distinct intensive care unit admissions, including demographics, vital signs,
laboratory tests, medications, discharge summaries and reports, and more.
It contains a mean of 4579 charted observations and 380 laboratory mea-
surements for each unique hospital admission. Each table in the rela-
tional database is linked through IDs, SUBJECT ID links to a unique pa-
tient, HADM ID links to a unique hospital admission, ICUSTAY ID links
to unique ICU admission.
The data contained in the records have been deidentified using data
cleansing and date shifting. This was performed in accordance with the
Health Insurance Portability and Accountability Act (HIPAA) [67]. Eigh-
teen identifying data elements had to be removed to deidentify EHR data.
The elements removed/shifted from the database include fields like name,
dates, addresses, and telephone numbers.
The database is accessed through an application process. The appli-
cant has to complete a training course on biomedical research and research
conduct (https://mimic.physionet.org).
Preprocessing
To process the database into datasets we used MIMIC-Extract, an open-
source data extraction and processing pipeline for MIMIC-III. The pipeline
addresses three primary challenges to make EHR data prepared for ma-
chine learning algorithms: standardization of data through data processing
functions (unit conversion, outlier detection, and aggregating semantically
equivalent functions), preservation of time series nature of clinical data, and
extendability for researchers with similar questions [68]. It’s inspired by two
similar efforts [69, 70] to make MIMIC-III data preprocessing more acces-
sible for researchers. All code is publicly available and can be customized
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after the researcher’s needs.
The preprocessing process starts with converting variables to the same
measuring units, as patient vitals and lab results were recorded with different
measuring units. Then outliers are handled by taking clinically assessed
variable ranges (thresholds) made by experts knowledge and associate them
with each numerical variable. If the variable is outside the given range it is
marked as missing and dropped. The pipeline also applies one extra refined
threshold that detects variables outside a physiological valid range. These
values are replaced by the nearest valid value.
Another important issue the pipeline addresses is the multivariate time-
series aspect of labs and vitals data. The pipeline handles these variables by
merging labs and vitals together, before further merging them into hourly
buckets to reduce duplicated variables and data missingness. The benefit of
the approach is justified in the paper: “Feature robustness in non-stationary
health records” [71]. Furthermore, they add binary indicators if common
treatments have happened within the hour by adding extra dimensions to
the data. Each unique patient then has 24 rows, obtained by transforming
the dataset into hierarchical indexing to manipulate and store the data in
lower-dimensional structures. All patients that have stayed less than 30
hours are discarded. An excerpt of the final dataset can be seen in figure
6.1.
Figure 6.1: The hierarchical indexing dataframe (dataset) after pre-
processing with MIMIC-Extract pipeline.
Oversampling
A challenge with the MIMIC-III dataset is the highly imbalanced classes,
specifically in ICU-mortality, hospital-mortality, and length of stay > 7.
In order to deal with this problem, we oversampled the minority classes
by duplicating them to increase their signal. We duplicated each sample
six times. This technique is called oversamplig and prevents the machine
learning algorithm from being biased to predict one class in the majority of
the cases. After performing oversampling on the three unbalanced classes we
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had ∼24000 samples in each training dataset where ∼7000 were duplicates
of subjects containing that class. Length of stay > 3 was already balanced
and no oversampling was needed.
Figure 6.2: ICU-mortality label/class imbalance in data before and after
upsampling.
Our machine learning approach
To perform the EHR analytics classification tasks we picked two ensemble
tree machine learning algorithms, Random Forest [72] and XGBoost [30]
(Section 3.5). Ensemble three models are known for being robust and capa-
ble of achieving good prediction results even with low correlation, missing
features, and outliers in the data [73, 74], all common issues for EHR data.
We split our dataset into training (70%), validation (10%), and test set
(20%). Each model’s hyperparameters were tuned using Sklearns Cross-
Validation [72] and their performance was evaluated on four different met-
rics: accuracy, F1-score, Area Under the Receiver Operating Characteristic
Curve (ROC AUC), and Average Precision Score. The model with the best
generalization ability on the prediction task was then tested on the test set
to give the final scores on each task.
6.3 Experimental results
All of the models were trained using the same dataset and scored using the
same evaluation metrics. At the start of the experiment, we fine-tuned the
Random Forest classifier on all four tasks. Still, Random Forest didn’t per-
form well. The models did not manage to capture relationships in the time
series data, as a result of our preprocessing strategy where we merged vitals
and labs into hourly buckets. Random Forest cannot capture the trends in
the time-series data if the order of lines are important. The performance
metrics results are shown in table 6.1. We can see that the Random For-
est models perform significantly worse than the XGBoost models, with an
exception of length of stay > 3. To confirm our theory we can look at
the models confusion matrices in figure 6.3. By looking at the matrices
we can see that the models have a small percentage of correctly predicted
labels.dagbladet.no/
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We therefore tried a more complex model, XGBoost to see if we could
better capture the relationships in the time series data.
Task Model acc F1 AUROC AUPRC
ICU-Mort
RF 93.0% 20.8 88.6 45.2
XGBOOST 93.1% 46.9 89.9 50.0
ICU-Hosp
RF 90.4% 26.3 86.5 46.5
XGBOOST 89.9% 47.8 88.6 50.6
LOS > 3
RF 69.2% 59.4 73.5 69.6
XGBOOST 69.1% 58.1 67.0 58.1
LOS > 7
RF 92.0% 0.1 76.3 21.3
XGBOOST 90.0% 18.5 76.7 21.4
Table 6.1: Table of the models performance metrics results on the validation
set.
Figure 6.3: Random Forest models normalized confusion matrices showing
the models performances on the validation set for all four classification tasks.
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Our fine-tuned XGBoost models yielded much better results, especially
in predicting ICU-mortality and Hospital Mortality, reaching an AUROC
score of ∼89 and increasing the F1 score by 50% in both cases, when eval-
uated on the validation set. An overview of the full metric scores can be
seen in table 6.1 and the confusion matrices can be seen in figure 6.4. Fur-
thermore, the model was able to capture some relations in prolonged length
of stay greater than seven days. A classification task the Random Forest
model struggled greatly with as we can see in figure 6.3.
By getting these promising results we trained our fine-tuned XGBoost
models on the entire dataset and got the final generalization properties of
the models by predicting on the test set.
Figure 6.4: XGBoost models confusion matrices showing the models perfor-
mances on the validation set for all four classification tasks.
In the end we ended up with the metric scores seen in table 6.2 and the
number of correct prediction seen from the confusion matrices in figures 6.5
and 6.6. The generalization results for both cases of mortality and length of
stay > 3 are promising. However we can quickly see by the case of length
of stay > 7, a prediction case very sensitive to time-series data that our
model cannot quite capture long term relations in time-series. This could
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be an effect of the way we arranged vitals and labs into hourly buckets in
the preprocessing step.
Task Model acc F1 AUROC AUPRC
ICU-Mort XGBoost 93.5% 47.1 91.0 48.8
ICU-Hosp XGBoost 89.9% 42.0 65.4 25.5
LOS > 3 XGBoost 68.3% 54.3 72.2 65.2
LOS > 7 XGBoost 90.7% 18.1 73.2 19.5
Table 6.2: Table of the models performance metrics results on the test set.
(a) ICU-mortality (b) Hospital-mortality
Figure 6.5: ICU-mortality and hospital mortality confusion matrices show-
ing the models performances on the test set.
(a) Length of stay > 3 (b) Length of stay > 7
Figure 6.6: Length of stay > 3 and length of stay > 7 confusion matrices
showing the models performances on the test set.
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6.4 Discussion
The experiments we conducted did not yield results that reached the perfor-
mance of other previously existing case studies performed on the MIMIC-III
database to perform classification on the same four target tasks. Several
other case studies on the MIMIC-III data have gotten better results [75, 76,
77, 78, 79].
However, comparisons to other studies are difficult since the results are
greatly affected by the preprocessing each study has performed. The effect of
this process on EHR data can be seen in the paper Early hospital mortality
prediction using vital signs [80] published by Reza Sadeghi and his co-
workers in 2018. Their case study on mortality prediction is the current
state-of-the-art mortality prediction using MIMIC-III data. They reached
an F1, recall, and precision score of 97% using Random Forest. A model
that we struggled with, likely because of the arrangement of time series
data within the dataset. Thus, indicating the significance of preprocessing
to extract important features for the target task.
Preprocessing of EHR data is a time-consuming task that requires do-
main knowledge to perform it well. We based our experiment on the pre-
processing pipeline MIMIC-Extract [79] that transforms the database into
datasets that can be used in time-series predictions. By having similar
preprocessing it’s most relevant to compare our results with their bench-
mark results on the same four prediction tasks from their paper. They got
their top results using the GRU-D model that we reviewed above in Sec-
tion 5.2 [16]. With this model, they reach 89.1 in ICU Mortality, 87.6 in
In-hospital mortality, 73.3 in length of stay > 3, and 71.0 in length of stay
> 7 in AUROC (Area Under the Reciever Operating Characteristics). We
beat their scores by a slight margin using a fine-tuned XGBoost model, as
can be seen in table 6.2.
We expect that our scores would be significantly higher with a better
preprocessing technique. However, this would require us to acquire a deeper
clinical understanding of the data, which was out of the scope of this study.
We also firmly believe that the use of deep learning models could better




Predicting ICD-9 codes from
clinical free text notes
7.1 Introduction
Another part of EHR that contains important pieces of information about
the patient’s health state is the unstructured data, more specifically the
freely written clinical notes, transfer notes, and discharge notes, written by
nurses and clinicians. These notes are written at different time periods of a
patient’s hospital stay and give us clinical stories from a patient, written in
a clinical narrative in free-form text. The most impactful of these notes are
the discharge notes. They are a summarization of patient information before
their care is transferred from one clinician to another. Medical notes are
essential for clinicians to be able to perform coordinated care and practice
effective coordination. The ability to automate the process of extracting
information out of these notes in secondary use of EHRs have the potential
to save time, aid clinicians in decision making, remove medical errors, and
automate coding, an important administrative task [81, 82]. The automation
of information extraction from clinical notes is thus essential to unlocking
the full potential of EHR data.
Recent advancements in NLP indicate that deep learning can extract
associations in unstructured data, leading to great results [33], also for asso-
ciations between unstructured text and structured data in EHR. NLP can
convert data from medical notes into structured text that can be performed
analysis on and has the potential to be an invaluable tool for healthcare pro-
fessionals. This approach has seen great success in information extraction
from medical notes from EHRs in the last decade [83, 84, 85, 86].
However, clinical narratives are often informal, and without clear in-
struction of how to formulate them. The result of the lack of structure
and instructions make them prone to errors. Summarization of patients
has therefore led to miscommunication between clinicians and even medical
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errors in some cases. [87]. The lack of structure and expression variances
also makes it hard to perform NLP on them. NLP benefits from similar
structure and content in text documents to effectively learn patterns and
relationships.
In this chapter, we will investigate the effect of deep learning in com-
bination with NLP’s ability to perform multi-label text classification from
clinical free form notes. The experiment will revolve around two state-of-
the-art deep learning NLP architectures, ULMFiT [1] and BERT [40]. Each
model will be trained on discharge notes from the MIMIC-III database [12].
The models will perform multi-label text classification (automatic coding)
on ICD-9 codes.
7.2 Methods and materials
The objective is to extract clinical information from unstructured free-text
clinical notes. Thus, only the notes section from the noteevents table was
extracted from the MIMIC-III database. We set our focus on the discharge
summaries/notes because they are labeled with ground truth alongside the
free-text. Discharge summaries are also written at the end of a patient’s stay
and thus contain all relevant diagnoses. The data were then preprocessed
into a dataset by building on the hierarchical nature of ICD-9 codes. The
dataset was comprised of only ICD-9 codes that had over 1000 occurrences,
thereupon discharge notes that didn’t contain a single occurrence of one of
these ICD-9 codes were dropped. Out of the 59.652 hospitalization discharge
notes contained in the MIMIC-III database 8.352 were dropped and we were
left with 51.300 discharge notes that satisfied the code frequency threshold
that was set. As a result of preprocessing after the hierarchical nature of
ICD-9 codes and setting an occurrences threshold, we were left with 139
unique ICD-9 codes that we could perform multi-label text classification on.
The raw text in the discharge notes was then further preprocessed to
improve their structure by remove text annotations that could negatively
affect the machine learning models. We improved the raw text by remov-
ing HTML tags, certain punctuations and numbers, and multiple spaces.
Thereupon the dataset was split into training (80%) and validation(20%).
Before our models could be trained we had to convert the data into a
format the models could operate on, i.e. tokenization and numericalization.
Tokenization is the process of splitting a string into a list of tokens, and
numericalization is the process of transforming these tokens into numbers.
From there the numbers can be fed to embedding layers, converting them
into arrays of floats before they are passed through one of our models.
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Figure 7.1: ICD-9 codes arranged by frequency within the discharge notes
Figure 7.2: An example of a discharge note contained in MIMIC-III.
ULMFiT. Our ULMFiT model was trained using the three-step process
explained in their paper [1] by utilizing the fastai layered API for deep learn-
ing. An API that provides high-level components to practitioners, thus pro-
viding them with a flexible tool to more easily develop state-of-the-art deep
learning results [88]. A visualization of the three-step process can be seen in
figure 7.3. The training process starts by using ULMFiT’s pre-trained lan-
guage model, trained on WikiText-103 [44]. The pre-trained language model
is then fine-tuned to our target corpus using discriminative fine-tuning and
slanted triangular learning rates. At this stage, our language model has
learned semantics in the medical texts by learning to predict the next word
in a sentence. After fine-tuning the language model we remove its last layer
and add two linear layers. These two layers provide a probability distribution
so we can perform multi-label text classification. The ULMFiT classifica-
tion model was tuned using gradual unfreezing. We started out freezing all
the layers in the model and gradually unfreezing one layer at the time and
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fine-tuning it for one epoch starting from the last layer. This process was
repeated for two more times before we unfroze all layers and fine-tuned the
entire model for seven epochs. At each fine-tuning step of the classifier we
used discriminative learning rates and slanted triangular learning rates.
Figure 7.3: The three-step process of ULMFiT on medical notes.
BERT. Training BERT’s language model from scratch is a computation-
ally and time-intensive task [40]. Similarly to ULMFiT’s process, we used a
pre-trained BERT model named BlueBERT (Biomedical Language Under-
standing Evaluation BERT model) [89]. This BERT model has been pre-
trained on language representation in the biomedicine domain. More specif-
ically it was pre-trained on PubMed abstracts containing ∼4000M words
[90] and clinical notes from MIMIC-III to predict the value of the masked
tokens. We then fine-tune the BERT model so it outputs the correct class
when its fed a string. To make a BERT classifier we add BertForSequence-
Classification [43], which adds a single layer consisting of 139 nodes, one for
each label in our multi-label text classification task on top of the original
BERT model. We can then feed our input data into the model, training
both the pre-trained BERT model and the untrained classification layer to
our target task. The entire model was fine-tuned for seven epochs. To train
our BERT model we utilized HuggingFace’s transformer library [43].
7.3 Experimental results
After fine-tuning our models on our target corpus, we predicted the 139
unique ICD-9 codes on the validation set and scored them using the per-
formance metrics: accuracy, F-1, precision, recall, and AUROC. These were
each computed using micro and macro-averages. Macro-average computes
the metric for each class independently and then take an average, in con-
trast, micro-average computes the average of the contribution of every class
as a whole. Note that we evaluated our models on the validation data set.
As the validation performance was monitored during training, and used for
early stopping, there might be some performance bias in our results.
By looking at our results from the validation set in table 7.1 we can see
that our ULMFiT model outperformed the BERT model. We believe that
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this is the result of the effective language model fine-tuning performed on the
ULMFiT model by using slanted triangular learning rates and discriminative
fine-tuning. Our fine-tuned language model for the ULMFiT model reached
an accuracy of 68.6%, and managed to learn semantics within the medical
notes. An example of how good the language model can be seen in figure
7.4, where we get the language model to predict the 15 next tokens of the
sentence “An 80-year old female who presented with chest pain”, a text
sample collected from the dataset.
Figure 7.4: ULMFiT language model predicting the 15 next tokens of the
sentence “An 80-year old female who presented with chest pain”.
Task Model acc Micro/Macro F1 Precision Recall AUROC
ICD-9 codes ULMFiT 0.2%
Micro 50.8% 78.9% 37.5% 68.4%
Macro 35.4% 58.5% 29.3% 64.2%
ICD-9 codes BERT 0.15%
Micro 45.9% 75.7% 32,9% 66.1%
Macro 24.9% 44.6% 20.9% 60.0%
Table 7.1: Table of ULMFiT and BERT performance metrics results on the
validation set.
We can compare our results to a case study that performs multi-label text
classification on ICD-9 codes from medical notes using the MIMIC-III data.
As mentioned in Experiment 1, comparing results with other case studies is
difficult when the preprocessing steps are different. In cases of autonomous
ICD-9 coding on clinical notes from MIMIC-III, the setup often differ in how
many codes each study tries to predict [91, 92, 58, 93]. A case study that
we can compare our results too is Condensed Memory Networks for Clinical
Diagnostic Inferencing [91].
In this case study, they filtered the ICD-9 codes down to the top 50 and
top 100 most common ICD-9 codes represented in the MIMIC-III database.
In our experiment, we went with a broader approach and chose to perform
a multi-label classification on the top-139 ICD-9 codes. When performing
multitask classification the number of labels scale-up prediction difficulty by
increasing the number of possible combinations exponentially. ICD-9 codes
are also similar to each other because of their hierarchical nature. An in-
crease in the number of codes increases the similarity between some of the
codes, thus increasing the difficulty for machine learning models to distin-
guish them. With an increase in complexity, the models need significantly
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more data to be able to correctly predict the correct labels.
The case study used a Condensed Memory Neural Networks (C-MemNN)
[91] to perform their multi-label classification. They scored their model using
AUC macro score and achieved a score of 83.33 for top-50 and 76.6 for top-
100. In comparison to our ULMFiT model that achieved an AUC macro
score of 0.64, we can conclude that our approach performed worse for this
multi-label text classification task. However, the numbers of labels we tried
to predict were higher so a direct comparison can’t be made. Compared to
state-of-the-art performance for this task in the field, achieved by Google
researchers and collaborators in [58], where they achieved an AUROC score
of 0.90 on the prediction of all ICD-9 codes [58], we can do a final conclusion
that our approach was not sufficient to tackle this task.
7.4 Discussion
In this study we tried to predict a broad range of ICD-9 codes from discharge
notes from the MIMIC-III dataset. Autonomous coding has the potential to
save administrative costs, provide insight, and aid clinicians in decision mak-
ing [94, 95]. However, as we detected in our case study it’s a challenging task,
requiring large amounts of data and advanced methods for success. Upon
completing our case study, we learned that fine-tuning pre-trained language
models to EHR notes corpora still require large amounts of training data
to perform autonomous coding in medical notes. We expect that a larger
training corpus would lead to more accurate machine learning models. In
addition, we believe that a different preprocessing approach for the selection
of ICD-9 codes to predict could increase prediction performance [93, 92, 96].

Chapter 8
Conclusion and further work
In this thesis, we gave an overview over what is possible to accomplish and
what problems we are faced with when using machine learning for EHR
analysis. We reviewed some remarkable recent papers in the field and per-
formed two experiments on one of the largest available public EHR data
sets from a hospital, MIMIC-III [12]. In our experiments, we investigated
prediction and information gathering on two important pieces of EHR data,
the raw clinical data stored in tabular data format, and the clinical notes
written by nurses and clinicians.
We uncovered that EHR analytics stand to deliver a new era for EHR by
delivering clinicians a way to measure their care delivery performance, re-
duce healthcare costs, aid in decision making, and improve patient care [97].
It also has the possibility to help analyze the vast amount of generated
data that is continuously expanding. However, although the field shows
promising results of improving health care there are several obstacles to
overcome in the field. Perhaps the largest obstacle in the field is the data it-
self. We discussed that the high dimensional EHR data have problems with
temporality, irregularity, and multiple modalities that negatively affect the
machine learning models severely. Requiring and intensive cleaning process,
i.e. through preprocessing. A process that requires a significant amount of
time and domain knowledge to perform well.
Machine learning to perform EHR analysis has a promising future, but
the field is faced with several challenges and needs a significant amount
of research and testing to evaluate prediction models in real life settings.
This will require close collaboration between clinical experts and machine
learning practitioners.
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In our experiments, there is a lot of interesting work that could be ex-
plored in the future:
1. Could we find another source of real hospital EHR data to perform
experiments on?
2. How could we improve the preprocessing in the MIMIC-Extract pipeline
so it would increase our prediction results on the four medical tasks?
Would it be beneficial to find another representation for vitals and lab
time series data other than hourly buckets?
3. Would the implementation of a GRU-D model to handle missing val-
ues be a better approach than the current one in the MIMIC-Extract
preprocessing pipeline?
4. Could other traditional machine learning models get better prediction
results in experiment one?
5. Can an LSTM deep learning model better learn the representation of
time-series data and improve the prediction results in experiment one?
6. How would further preprocessing of ICD-9 codes down to top-10 and
top-50 most commonly represented codes similarly to [93, 92] work on
our models in experiment two?
7. In our ULMFiT setup we evaluated performance on a hold-out val-
idation set. One cannot be certain that this set is representative of
the data, and a k-fold cross-validation design would be better. Set-
ting aside a representative test set not seen during model construction
would also be better. Ideally, a nested k-fold cross-validation where all
instances get to be in the test set, while still being unseen during the
corresponding model construction steps. Both of these designs would
however be extremely computationally demanding.
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