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HOMOLOGICAL FINITENESS IN THE JOHNSON FILTRATION OF
THE AUTOMORPHISM GROUP OF A FREE GROUP
STEFAN PAPADIMA1 AND ALEXANDER I. SUCIU2
Abstract. We examine the Johnson filtration of the (outer) automorphism group of a
finitely generated group. In the case of a free group, we find a surprising result: the first
Betti number of the second subgroup in the Johnson filtration is finite. Moreover, the
corresponding Alexander invariant is a module with non-trivial action over the Laurent
polynomial ring. In the process, we show that the first resonance variety of the outer Torelli
group of a free group is trivial. We also establish a general relationship between the Alexander
invariant and its infinitesimal counterpart.
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2 STEFAN PAPADIMA AND ALEXANDER I. SUCIU
1. Introduction
1.1. Overview. Let Fn be the free group of rank n, and let J
s
n be the s-th term of the
Andreadakis–Johnson filtration on the automorphism group Aut(Fn). In a recent paper, F. Co-
hen, A. Heap, and A. Pettet formulated the following conjecture.
Conjecture 1.1 ([4]). If n ≥ 3, s ≥ 2, and 1 ≤ i ≤ n− 2, the cohomology group Hi(Jsn,Z) is
not finitely generated.
In this note, we disprove this conjecture, at least rationally, in the case when n ≥ 5, s = 2,
and i = 1. One of our main results can be stated as follows.
Theorem 1.2. If n ≥ 5, then dimQH1(J2n,Q) <∞.
The theorem follows at once from Corollary 9.2(1) and Theorem 10.4 towards the end of
the paper. To arrive at the result, though, we need to build a fair amount of machinery,
and introduce a number of inter-related concepts, of a rather general nature. The purpose of
this introductory section is to provide a guide to the technology involved, and to sketch the
architecture of the proof. Along the way, we state some of the other results we obtain here,
and indicate the context in which those results fit.
1.2. Torelli group and Johnson filtration. Given any group G, the commutator defines a
descending filtration, {Γs(G)}s≥1, known as the lower central series of G. Taking the direct
sum of the successive quotients in this series yields the associated graded Lie algebra, grΓ(G).
On the automorphism group Aut(G), there is another descending filtration, {F s}s≥0, called
the Johnson filtration: an automorphism belongs to F s if and only if it has the same ‘s-jet’ as
the identity, with respect to the lower central series of G. Clearly, F 0 = Aut(G). The next
term, F 1—called the Torelli group, and denoted TG—plays a crucial role in our investigation.
We emphasize throughout the paper various equivariance properties with respect to the
symmetry group, A(G) = F 0/F 1. For instance, there are inclusions, Γs(TG) ⊆ F s, for all s ≥ 1,
giving rise to a graded Lie algebra morphism, ιF : grΓ(TG)→ grF (TG), which is readily seen to
be equivariant with respect to naturally defined actions of A(G) on source and target.
The graded Lie algebra of derivations, Der(grΓ(G)), may be viewed as an infinitesimal ap-
proximation to the Torelli group. This philosophy goes back to a remarkable sequence of papers
starting with [15], where D. Johnson introduced and studied what is now known as the John-
son homomorphism. We show that his construction works for an arbitrary group G, giving an
A(G)-equivariant embedding of graded Lie algebras, J : grF (TG) →֒ Der(grΓ(G)).
We are guided in our study by known results about the Torelli group Tg = Tpi1(Σg) associated
to the fundamental group of a closed Riemann surface of genus g. In this case, a key role is
played by the symmetry group A(π1(Σg)), which may be identified with the symplectic group
Sp(2g,Z). A delicate argument due to S. Morita [24] shows that Γs(Tg) can have infinite index
in F s.
When G is the free group of rank n, the Torelli group TFn is known as the group of IA-
automorphisms, denoted IAn, while the symmetry group A(Fn) is simply GLn(Z). Computa-
tions by Andreadakis [1], Cohen–Pakianathan, Farb, and Kawazumi, summarized by Pettet in
[29] show that J2n, the second term of the Johnson filtration of Aut(Fn), is equal to IA
′
n, the
derived subgroup of IAn, for all n ≥ 3.
1.3. Outer automorphisms. Similar considerations apply to the outer automorphism group,
Out(G) = Aut(G)/ Inn(G). The quotient Johnson filtration and the outer Torelli group are
denoted by {F˜ s} and T˜G, respectively.
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When the associated graded Lie algebra of G is centerless, we construct an “outer Johnson
homomorphism”, J˜ : gr
F˜
(T˜G) →֒ D˜er(grΓ(G)), which fits into the following commuting diagram
in the category of graded Lie algebras endowed with a compatible A(G)-module structure,
(1.1) grΓ(G)
= //
 _

grΓ(G)
= //
 _

grΓ(G) _

grΓ(TG)
ιF //

grF (TG)
  J //

Der(grΓ(G))

grΓ(T˜G)
ι
F˜ // gr
F˜
(T˜G)
  J˜ // D˜er(grΓ(G)) ,
where the top vertical arrows are given by the relevant adjoint maps, the bottom vertical arrows
are canonical projections, and the columns are all exact.
It turns out that J ◦ ιF and J˜ ◦ ιF˜ are simultaneously injective or surjective, in any fixed
degree. Furthermore, the injectivity of J ◦ιF , up to a given degree q, characterizes the equalities
Γs(TG) = F
s and Γs(T˜G) = F˜
s, for s ≤ q + 1. In Corollary 4.6, we obtain the following useful
consequence.
Proposition 1.3. Let G be a residually nilpotent group. Suppose that Z(grΓ(G)) = 0 and
J ◦ ιF is injective, up to degree q. Then, for each s ≤ q + 1 there is an exact sequence
(1.2) 1 // Γs(G) // Γs(TG) // Γs(T˜G) // 1 .
Our main interest is in the outer Torelli group associated to the free group of rank n ≥ 3.
This group, OAn := T˜Fn , fits into the exact sequence
(1.3) 1 // OAn // Out(Fn) // GLn(Z) // 1 .
As is well-known, the free group Fn is residually nilpotent; moreover, its associated graded Lie
algebra is a free Lie algebra, and thus centerless. In view of Proposition 1.3, we obtain the
exact sequence
(1.4) 1 // F ′n
// IA′n
// OA′n
// 1 .
1.4. Alexander invariant and characteristic varieties. Returning to the general situation,
let G be a group, and consider its Alexander invariant, B(G) = H1(G
′,Z). This is a classical
object, with roots in the universal abelian covers arising in low-dimensional topology. The group
B(G) carries the structure of a module over the group ring of the abelianization, R = ZGab,
and comes endowed with a Z-linear action of Aut(G). As shown in Proposition 5.3, restricting
this action to the Torelli group TG preserves the R-module structure on B(G).
Assume now that G is finitely generated, so that B(G) is also finitely generated as an R-
module. As noted in Proposition 5.5, if the QGab-module B(G) ⊗ Q has trivial Gab-action,
then gr3Γ(G) ⊗Q = 0, and thus dimQ grΓ(G)⊗Q <∞.
Let T(G) = Hom(Gab,C
×) be the character group, parametrizing complex one-dimensional
representations of G. The characteristic varieties V id(G) ⊆ T(G) are the jump loci for the
homology of G with such coefficients; see §6.1 for full details. We are mostly interested here in
the set V(G) = V11 (G); since G is assumed to be finitely generated, this is a Zariski closed subset
of T(G). In fact, away from the identity 1 ∈ T(G), the characteristic variety V(G) coincides
with the support variety of the module B(G)⊗ C.
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More generally, one can talk about the characteristic varieties of a connected CW-complex
X . It turns out that these varieties control the homological finiteness properties of abelian
covers of X . The precise statement is to be found in Theorem 6.5, an extension of a basic
result due to Dwyer and Fried [8]. For our purposes here, the following consequence will be
particularly important.
Proposition 1.4. Let G be a finitely generated group. Then dimQB(G)⊗Q <∞ if and only
if V(G) is finite.
Returning now to the free group Fn and the Torelli groups IAn and OAn, it is known from
the work of Magnus that both these groups are finitely generated. Moreover, as mentioned
previously, IA′n = J
2
n. Thus, Theorem 1.2 can be rephrased as saying that dimQB(IAn)⊗Q <
∞, for all n ≥ 5.
For technical reasons, we find it easier to work first with the group OAn, and prove the
analogous statement for this group. In view of Proposition 1.4, it is enough to show that
V(OAn) is a finite set. To establish this fact, we follow the strategy developed in [5], based on
symmetry. The first step is to note that extension (1.3) yields natural actions of the discrete
group SLn(Z) on both the lattice L = (OAn)ab and on the algebraic torus T(L), so that the
latter action leaves the subvariety V(OAn) ⊆ T(L) invariant.
1.5. Infinitesimal Alexander invariant and resonance varieties. To progress further, we
turn to some very useful approximations to the Alexander invariant and characteristic varieties
of a finitely generated group G.
The infinitesimal Alexander invariant, B(G), is a complex vector space that approximates
B(G) ⊗ C. By definition, B(G) is a finitely presented module over the polynomial ring S =
Sym(Gab⊗C), with presentation derived from the co-restriction to the image of the cup-product
map, ∪G : H
1(G,C) ∧H1(G,C)→ H2(G,C).
The resonance varieties, Rid(G), approximate the corresponding characteristic varieties of
G; they sit inside the tangent space at the origin to T(G), which may be identified with the
vector space Hom(Gab,C) = H
1(G,C). Our main interest here is in the set R(G) = R11(G),
defined in (7.2), which is a Zariski closed affine cone. The resonance variety R(G) depends only
on the co-restriction to the image of ∪G, and coincides with the support of the module B(G),
at least away from the origin 0 ∈ H1(G,C).
Typically, the computation of the resonance varieties is much more manageable than that
of the characteristic varieties. Nevertheless, knowledge of the former often sheds light on the
latter. For instance, if R(G) ⊆ {0}, then either 1 /∈ V(G), or 1 is an isolated point in V(G); see
Corollary 7.2.
If, in fact, V(G) ⊆ {1}, then more can be said. To start with, Proposition 1.4 guarantees
that the complexified Alexander invariant, B(G)⊗C, has finite dimension as a C-vector space.
Furthermore, the result below (proved in Theorem 7.4) relates the dimension of B(G) ⊗ C to
the dimension of its infinitesimal analogue, B(G).
Theorem 1.5. Let G be a finitely generated group. Suppose V(G) ⊆ {1}. Then, the following
hold.
(1) dimCB(G) ⊗ C ≤ dimC B(G).
(2) If R(G) ⊆ {0}, then dimCB(G) ⊗ C ≤ dimC B(G) <∞.
(3) If G is 1-formal, then dimCB(G)⊗ C = dimC B(G) <∞.
Here, the 1-formality of a group is considered in the sense of D. Sullivan [32]. For instance,
by the main result of R. Hain from [11], the Torelli group T˜g = T˜pi1(Σg) is 1-formal, for g ≥ 6.
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The 1-formality assumption in part (3) is needed in order to be able to invoke the Tangent
Cone theorem from [7], which states that TC1(V(G)) = R(G) in this case.
Returning now to the Torelli groups of the free group Fn, we obtain in Theorem 8.4 and
Corollary 8.5 the following result.
Theorem 1.6. Let G be either IAn or OAn. If n ≥ 3, then grΓ(G)⊗Q is infinite dimensional
(as a Q-vector space), and B(G)⊗Q has non-trivial Gab-action.
This result is similar to Proposition 9.5 from [11], where it is shown that dimQ grΓ(T˜g)⊗Q =
∞, for g ≥ 3.
1.6. Homological finiteness for OA′n and IA
′
n. We are now in a position to explain how the
proof of Theorem 1.2 is completed. We start with the analogous result for OAn. As noted above,
it is enough to show that V(OAn) is finite. The first step is to establish that R(OAn) = {0}.
As explained by Pettet in [29], the group L = (OAn)ab is free abelian, and the SLn(Z)-
representation in T1T(L) = (L⊗C)∗ coming from (1.3) extends to a rational, irreducible SLn(C)-
representation. (This is the reason why we treat first the outer Torelli groups.) Furthermore,
it is readily seen that the subset R(OAn) ⊆ (L ⊗ C)∗ is SLn(C)-invariant.
Theorem 1.7. For n ≥ 4, the following hold.
(1) R(OAn) = {0}.
(2) V(OAn) is a finite set.
(3) The Alexander polynomial of OAn is a non-zero constant.
(4) If N is a subgroup of OAn containing OA
′
n, then b1(N) <∞.
Claim (1) is proved in Theorem 9.7. We use SLn(C)-representation theory and the explicit
SLn(C)-equivariant description given by Pettet in [29] for the co-restriction of the cup-product
map ∪OAn .
The key claim for the rest of the proof (given in Theorem 10.2) is part (2). We know from
part (1) that V(OAn) is a proper, Zariski closed and SLn(Z)-invariant subset of T(L). Applying
Theorem B from [5], we conclude that V(OAn) is finite.
The above theorem is used to prove (in Theorem 10.5) the analogous result for IAn.
Theorem 1.8. For n ≥ 5, the following hold.
(1) V(IAn) is a finite set.
(2) The Alexander polynomial of IAn is a non-zero constant.
(3) If N is a subgroup of IAn containing IA
′
n, then b1(N) <∞.
As above, the main point is to establish the fact that dimCH1(IA
′
n,C) < ∞, which is
precisely the statement needed to finish the proof of Theorem 1.2. For n ≥ 3, we have the
exact sequence (1.4). Due to Theorem 1.7(4), it is enough to check that the co-invariants of
the IA′n-action on H1(F
′
n,C) are finite-dimensional, whenever n ≥ 5. This in turn follows from
Lemma 10.3, where we exploit the CZn-linearity of the IAn-action on B(Fn)⊗ C to reach the
desired conclusion.
1.7. Organization of the paper. Roughly speaking, the paper is divided into three parts.
In the first part (sections 2–4), we study the Johnson filtrations on Aut(G) and Out(G), as
well as the corresponding Johnson homomorphisms, J and J˜ , paying particular attention to
their A(G)-equivariance properties.
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In the second part (sections 5–7), we discuss the Alexander-type invariants B(G) and B(G),
as well as the characteristic and resonance varieties V(G) and R(G), with a focus on the varied
connections between these objects and sundry graded Lie algebras.
In the third part (sections 8–10), we apply the machinery developed in the first two parts
to the problem at hand, namely, the investigation of homological finiteness properties in the
Andreadakis–Johnson filtration of Aut(Fn).
2. Torelli group and Johnson homomorphism
In this section, we recall the definition of the Johnson filtration on the automorphism group
of an arbitrary group G. Next, we recall the definition of the Johnson homomorphism, and
prove a key equivariance property.
2.1. Filtered groups and graded Lie algebras. We start by reviewing some basic notions
about groups and Lie algebras, following the exposition from Serre’s book [31].
Let G be a group. Given two elements x, y ∈ G, write xy = xyx−1 and (x, y) = xyx−1y−1.
The following ‘Witt–Hall’ identities then hold:
(xy, z) = x(y, z) · (x, z),(2.1)
(yx, (z, y)) · (zy, (x, z)) · (xz, (y, x)) = 1.(2.2)
Given subgroups K1 and K2 of G, define (K1,K2) to be the subgroup of G generated by
all commutators of the form (x1, x2), with xi ∈ Ki. In particular, G′ = (G,G) is the derived
subgroup of G.
Now suppose we are given a decreasing filtration
(2.3) G = Φ1 ⊃ Φ2 ⊃ · · · ⊃ Φs ⊃ · · ·
by subgroups of G satisfying (Φs,Φt) ⊆ Φs+t, for all s, t ≥ 1. Clearly, each term Φs in the
series is a normal subgroup of G, and the successive quotients, grsΦ(G) = Φ
s/Φs+1, are abelian
groups.
Set
(2.4) grΦ(G) =
⊕
s≥1
grsΦ(G).
Using identities (2.1) and (2.2), it is readily verified that grΦ(G) has the structure of a graded
Lie algebra, with Lie bracket [ , ] induced by the group commutator (there are no extra signs
in the Lie identities!).
The most basic example of this construction is provided by the lower central series, with
terms Γs = Γs(G) defined inductively by Γ1 = G and Γs+1 = (Γs, G). Note that (Γs,Γt) ⊆ Γs+t.
The resulting Lie algebra, grΓ(G), is called the associated graded Lie algebra of G. Note that
gr1Γ(G) coincides with the abelianization Gab = G/G
′, and that grΓ(G) is generated (as a Lie
algebra) by this degree 1 piece. Clearly, grΓ is a functor from groups to graded Lie algebras.
Given any filtration {Φs}s≥1 as in (2.3), we have Γs ⊆ Φs, for all s ≥ 1. Thus, there is a
canonical map
(2.5) ιΦ : grΓ(G) // grΦ(G) .
Clearly, ιΦ is a morphism of graded Lie algebras. In degree 1, the map ιΦ is surjective. For
higher degrees, though, ιΦ is neither injective nor surjective in general.
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To illustrate these concepts, consider the free group on n generators, denoted Fn. Work
of P. Hall, E. Witt, and W. Magnus from the 1930s (see [21]) elucidated the structure of the
associated graded Lie algebra of Fn. We summarize those results, as follows.
Theorem 2.1. For all n ≥ 1,
(1) The group Fn is residually nilpotent, i.e.,
⋂
s≥1 Γ
s(Fn) = {1}.
(2) The Lie algebra grΓ(Fn) is isomorphic to the free Lie algebra Ln = Lie(Z
n).
(3) For each s ≥ 1, the group grsΓ(Fn) is free abelian.
(4) If n ≥ 2, the center of Ln = grΓ(Fn) is trivial, and gr
s
Γ(Fn) 6= 0, for all s ≥ 1.
2.2. The Johnson filtration. Returning to the general situation, let G be a group, and let
Aut(G) be its automorphism group, with group operation α ·β := α◦β. Note that each term in
the lower central series of G is a characteristic subgroup, i.e., α(Γs) = Γs, for all automorphisms
α ∈ Aut(G).
Definition 2.2. The Johnson filtration is the decreasing filtration {F s}s≥0 on Aut(G) given
by
(2.6) F s(Aut(G)) = {α ∈ Aut(G) | α ≡ id mod Γs+1(G)}.
In other words, an automorphism α ∈ Aut(G) belongs to the subgroup F s if and only if
α(x) · x−1 ∈ Γs+1(G), for all x ∈ G. In fact, as noted in the proof of Proposition 2.1 from [25],
slightly more is true: if α ∈ F s and x ∈ Γt(G), then α(x) · x−1 ∈ Γs+t(G).
Since Γs+1(G) is a characteristic subgroup, reducing modulo this subgroup yields a map
κs : Aut(G) → Aut(G/Γs+1(G)). It is readily seen that κs is a group homomorphism, and
F s = ker(κs). Hence, F
s is a normal subgroup of Aut(G).
A result of Kaloujnine [16] gives that (F s, F t) ⊆ F s+t, for all s, t ≥ 0. Clearly, F 0 = Aut(G).
The next term in the Johnson filtration is one of our key objects of study.
Definition 2.3. The Torelli group of G is the subgroup TG = ker(Aut(G) → Aut(Gab)) of
Aut(G) consisting of all automorphisms of G inducing the identity on Gab.
By construction, the Torelli group F 1 = TG is a normal subgroup of F 0 = Aut(G). For
reasons that will become apparent later on, we call the quotient group, A(G) = F 0/F 1, the
symmetry group of TG. Clearly, A(G) = im(Aut(G) → Aut(Gab)), and we have a short exact
sequence
(2.7) 1 // TG // Aut(G) // A(G) // 1 .
The Torelli group inherits the Johnson filtration {F s(TG)}s≥1 from Aut(G). The corre-
sponding graded Lie algebra, grF (TG), admits an action of A(G), defined as follows. Pick a
homogeneous element α¯ ∈ grsF (TG), represented by an automorphism α ∈ F
s, and let σ¯ ∈ A(G),
represented by an automorphism σ ∈ Aut(G). Set
(2.8) σ¯ · α¯ = σασ−1.
It is readily verified that this action does not depend on the choices made, and that it preserves
the graded Lie algebra structure on grF (TG).
The Torelli group also comes endowed with its own lower central series filtration, {Γs(TG)}.
In turn, the associated graded Lie algebra, grΓ(TG), admits an action of A(G), defined in
a similar manner. It is now easily checked that the morphism ιF : grΓ(TG) → grF (TG) is
equivariant with respect to the action of A(G) on the source and target Lie algebras.
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2.3. The Johnson homomorphism. Given a graded Lie algebra g, define the graded Lie
algebra of positively-graded derivations of g as
(2.9) Der(g) =
⊕
s≥1
Ders(g),
where Ders(g) is the set of linear maps δ : g• → g•+s with the property that δ[x, y] = [δx, y] +
[x, δy] for all x, y ∈ g, and with the Lie bracket on Der(g) given by [δ, δ′] = δ ◦ δ′ − δ′ ◦ δ.
The adjoint map, ad: g→ Der(g), sends each x ∈ g to the inner derivation adx : g→ g given
by adx(y) = [x, y]. It is readily seen that the adjoint map is a morphism of graded Lie algebras,
with kernel equal to the center Z(g) of g.
The following theorem/definition generalizes Johnson’s original construction from [15].
Theorem 2.4 ([25]). For every group G, there is a well-defined map
(2.10) J : grF (TG) // Der(grΓ(G)) ,
given on homogeneous elements α ∈ F s(TG) and x ∈ Γt(G) by
(2.11) J(α¯)(x¯) = α(x) · x−1.
Moreover, J is a monomorphism of graded Lie algebras.
Next, we compare the two natural filtrations on the Torelli group TG: the lower central series
filtration, Γs(TG), and the Johnson filtration, F s(TG). From the discussion in §2.1, we know
that there always exist inclusions Γs(TG) →֒ F s(TG) inducing homomorphisms ιF : grsΓ(TG)→
grsF (TG), for all s ≥ 1. In general, the two filtrations are not equal. Nevertheless, the next
result provides a necessary and sufficient condition (in terms of the Johnson homomorphism)
under which the two filtrations coincide, up to a certain degree.
Theorem 2.5. Let G be a group. For each q ≥ 1, the following are equivalent:
(1) J ◦ ιF : grsΓ(TG)→ Der
s(grΓ(G)) is injective, for all s ≤ q.
(2) Γs(TG) = F s(TG), for all s ≤ q + 1.
Proof. To prove (1) ⇒ (2), we use induction on s, for s ≤ q + 1. For s = 1, we have Γ1(TG) =
F 1(TG) = TG. Assume now that Γs(TG) = F s(TG), for some s ≤ q, and consider the following
commuting diagram:
(2.12) 1 // Γs+1(TG) // _

Γs(TG) //
=

grsΓ(TG)
//
 _
ιF

1
1 // F s+1(TG) // F s(TG) // grsF (TG)
// 1 .
The assumption that J ◦ ιF is injective in degree s implies that ιF is injective in degree
s. From diagram (2.12), we conclude that the inclusion Γs+1(TG) →֒ F s+1(TG) is an equality,
thereby finishing the induction step.
We now prove (2) ⇒ (1). Looking again at diagram (2.12), the assumption that Γs(TG) =
F s(TG) for all s ≤ q + 1 implies that ιF is an isomorphism in degrees s ≤ q. By Theorem 2.4,
then, the map J ◦ ιF is injective in degrees s ≤ q. 
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2.4. Equivariance of J . Recall that the symmetry group A(G) = im(Aut(G) → Aut(Gab))
acts on the graded Lie algebra grF (TG) via the action given by (2.8). In turns out that this
group also acts on Der(grΓ(G)), in a manner we now describe.
First, let us define an action of A(G) on the graded Lie algebra g = grΓ(G). Pick an element
x¯ ∈ grsΓ(G), represented by x ∈ Γ
s(G), and let σ¯ ∈ A(G), represented by σ ∈ Aut(G). Set
(2.13) σ¯ · x¯ = σ(x).
It is readily verified that this action is well-defined, and that it preserves both the Lie bracket
and the grading on g. The action of A(G) on g extends to Der(g), by setting
(2.14) σ¯ · δ = σ¯δσ¯−1,
for any σ¯ ∈ A(G) and δ ∈ Der(g). Again, it is routine to verify that this action is well-defined,
and preserves the graded Lie algebra structure on Der(g).
The next proposition sharpens Theorem 2.4.
Proposition 2.6. The Johnson homomorphism J : grF (TG) → Der(grΓ(G)) is equivariant
with respect to the actions of A(G) on source and target defined above.
Proof. Let σ¯ ∈ A(G), represented by σ ∈ Aut(G), and α¯ ∈ grsF (TG), represented by α ∈ F
s.
We need to verify that J(σασ−1) = σ¯J(α¯)σ¯−1. Taking an arbitrary x ∈ Γt and evaluating on
x¯ ∈ grtΓ(G), we get
J(σασ−1)(x¯) = σασ−1(x) · x−1 = σ(α(σ−1(x)) · σ−1(x)−1) = σ¯J(α¯)σ¯−1(x¯),
and this finishes the proof. 
3. The outer Torelli group
In this section, we study the quotient of the Torelli group by the subgroup of inner auto-
morphisms.
3.1. The outer Torelli group. Let Ad: G→ Aut(G) be the adjoint map, sending an element
x ∈ G to the inner automorphism Adx : G → G, y 7→ xyx
−1. Clearly, Adxy = AdxAdy, and
so Ad is a homomorphism; its kernel is the center of G, while its image is the group of inner
automorphisms, Inn(G).
The adjoint homomorphism is equivariant with respect to the action of Aut(G) on source
(by evaluation), and target (by conjugation); that is,
(3.1) Adα(x) = α ◦Adx ◦α
−1,
for all α ∈ Aut(G) and x ∈ G. Consequently, Inn(G) is a normal subgroup of Aut(G). Let
Out(G) be the factor group. We then have an exact sequence,
(3.2) 1 // Inn(G) // Aut(G)
pi // Out(G) // 1 .
The Johnson filtration {F s}s≥0 on Aut(G) yields a filtration {F˜ s}s≥0 on Out(G), by setting
F˜ s := π(F s). Clearly, (F˜ s, F˜ t) ⊆ F˜ s+t, for all s, t ≥ 0.
Definition 3.1. The outer Torelli group of G is the subgroup T˜G = F˜ 1 of Out(G), consisting
of all outer automorphisms inducing the identity on Gab.
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By construction, the outer Torelli group F˜ 1 = T˜G is a normal subgroup of F˜ 0 = Out(G).
The quotient group, F˜ 0/F˜ 1 = im(Out(G)→ Aut(Gab)), is isomorphic to A(G), and we have a
short exact sequence
(3.3) 1 // T˜G // Out(G) // A(G) // 1 .
It is readily seen that Inn(G) is a normal subgroup of TG, and the quotient group, TG/ Inn(G),
is isomorphic to T˜G.
The outer Torelli group inherits the Johnson filtration {F˜ s(T˜G)}s≥1 from Out(G). The
corresponding graded Lie algebra, gr
F˜
(T˜G), admits an action of A(G), defined as in (2.8).
Evidently, the canonical projection π : Aut(G) ։ Out(G) induces an epimorphism of graded
Lie algebras, π¯ : grF (TG) ։ grF˜ (T˜G), which is A(G)-equivariant with respect to the given
actions.
The conjugation action of Out(G) on T˜G induces an action ofA(G) on grΓ(T˜G), preserving the
graded Lie algebra structure. Moreover, both ι
F˜
: grΓ(T˜G)→ grF˜ (T˜G) and grΓ(π) : grΓ(TG)։
grΓ(T˜G) are A(G)-equivariant, and the following diagram commutes in the category of graded
Lie algebras endowed with compatible A(G)-module structures:
(3.4) grΓ(TG)
ιF //
gr
Γ
(pi)

grF (TG)
p¯i

grΓ(T˜G)
ι
F˜ // gr
F˜
(T˜G) .
3.2. Adjoint homomorphism and Johnson filtration. The image of the homomorphism
Ad: G → Aut(G) is the inner automorphism group Inn(G), which is contained in the Torelli
group TG. The co-restriction Ad: G → TG has good compatibility properties with respect to
the filtrations Γs = Γs(G) on source and Γs(TG) and F s(TG) on target. More precisely, we have
the following lemma. In (2) below, we will be mainly interested in the particular case when A
is Ad: G→ TG.
Lemma 3.2. Let G be a group, and let A : G→ T be a group homomorphism.
(1) If x ∈ Γs, then Adx ∈ F s(TG).
(2) Suppose grΓ(A) : grΓ(G)→ grΓ(T ) is injective. If A(x) ∈ Γ
s(T ), then x ∈ Γs(G).
(3) Suppose grΓ(G) has trivial center. If Adx ∈ F
s(TG), then x ∈ Γs.
Proof. (1) If x belongs to Γs(G), then clearly Adx(y) ≡ y (mod Γs+1), and thus Adx belongs
to F s(TG).
(2) Let x ∈ G, and assume A(x) ∈ Γs(T ). We prove by induction on r that x ∈ Γr(G), for
all r ≤ s. For r = 1, the conclusion is tautologically true. So assume x ∈ Γr(G), for some r < s.
Let x¯ be the class of x in grrΓ(G). Then grΓ(A)(x¯) = A(x) = 0 in gr
r
Γ(T ), since A(x) ∈ Γ
s(T )
and r < s. From our injectivity assumption, we obtain x¯ = 0, and thus x ∈ Γr+1(G). This
finishes the induction step, and thus proves the claim.
(3) Again, we prove by induction on r that x ∈ Γr, for all r ≤ s. For r = 1, the conclusion is
tautologically true. So assume x ∈ Γr, for some r < s. By definition of the Johnson filtration,
Adx ∈ F s(TG) means that xy ≡ y (mod Γs+1), or equivalently, (x, y) ∈ Γs+1, for all y ∈ G.
Now, since r < s, we must have (x, y) ∈ Γr+2, for all y ∈ G. Denoting by x¯ the class of x in
grrΓ(G), we find that [x¯, y¯] = 0, for all y¯ ∈ gr
1
Γ(G). Using the fact that grΓ is generated in degree
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1, we conclude that x¯ belongs to the center of grΓ(G). By hypothesis, Z(grΓ(G)) = 0; therefore,
x¯ = 0, that is, x ∈ Γr+1. This finishes the induction step, and thus proves the claim. 
Proposition 3.3. Suppose the group G is residually nilpotent, i.e.,
⋂
s≥1 Γ
s(G) = {1}, and the
Lie algebra grΓ(G) has trivial center. Then, for each s ≥ 1, we have an exact sequence
(3.5) 1 // Γs(G)
Ad // F s(TG)
pi // F˜ s(T˜G) // 1 .
Proof. The assumptions on G and grΓ(G) imply that G has trivial center. Consequently, the
map Ad is injective. By definition of F˜ s, the map π is surjective, and π ◦Ad = 0.
Now let α ∈ F s, and assume π(α) = 0, that is, α = Adx, for some x ∈ G. By Lemma
3.2(3), we must have x ∈ Γs. Hence, α ∈ im(Ad). This shows that ker(π) ⊆ im(Ad), thereby
establishing the exactness of (3.5). 
3.3. Passing to the associated graded. Returning to the general situation, consider an
arbitrary group G. The homomorphism Ad: G→ TG induces a morphism grΓ(Ad): grΓ(G)→
grΓ(TG) between the respective associated graded Lie algebras. Making use of Lemma 3.2(1),
we may also define a map
(3.6) Ad: grΓ(G) // grF (TG) ,
by sending each x¯ ∈ grsΓ(G) to Adx ∈ gr
s
F (TG).
Lemma 3.4. Let G be a group.
(1) The map Ad: grΓ(G) → grF (TG) is an A(G)-equivariant morphism of graded Lie al-
gebras.
(2) The map grΓ(Ad): grΓ(G)→ grΓ(TG) is an A(G)-equivariant morphism of graded Lie
algebras. Moreover, ιF ◦ grΓ(Ad) = Ad.
(3) Let J : grF (TG)→ Der(grΓ(G)) be the Johnson homomorphism, and let ad: grΓ(G)→
Der(grΓ(G)) be the adjoint map. Then J ◦Ad = ad.
Proof. (1) Let x¯ ∈ grsΓ(G), represented by x ∈ Γ
s(G), and let y¯ ∈ grtΓ(G), represented by
y ∈ Γt(G). We then have:
(3.7) Ad([x¯, y¯]) = Ad
(
(x, y)
)
= Ad(x,y) = (Adx,Ady) = [Adx,Ady] = [Ad(x¯),Ad(y¯)],
thereby showing that Ad respects Lie brackets.
Next, let σ¯ ∈ A(G), represented by σ ∈ Aut(G). Using (3.1), we compute
(3.8) Ad(σ¯ · x¯) = Adσ(x) = σ ◦Adx ◦σ−1 = σ¯ ·Ad(x¯) · σ¯
−1,
thereby showing that Ad is A(G)-equivariant.
(2) The A(G)-equivariance of the morphism grΓ(Ad) is proved exactly as above, while the
equality ιF ◦ grΓ(Ad) = Ad follows directly from the definitions.
(3) Finally,
(3.9) J ◦Ad(x¯)(y¯) = J(Adx)(y¯) = Adx(y) · y−1 = (x, y) = [x¯, y¯] = ad(x¯)(y¯),
thereby verifying the last assertion. 
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Theorem 3.5. Suppose Z(grΓ(G)) = 0. Then
(3.10) 0 // grΓ(G)
gr
Γ
(Ad)
//
=

grΓ(TG)
gr
Γ
(pi)
//
ιF

grΓ(T˜G)
ι
F˜

// 0
0 // grΓ(G)
Ad // grF (TG)
p¯i // gr
F˜
(T˜G) // 0
is a commuting diagram of graded Lie algebras with compatible A(G)-module structures, and
has exact rows.
Proof. We already know that all the maps in this diagram are morphisms of graded Lie algebras
with compatible A(G)-module structures. Moreover, the left square commutes by Lemma
3.4(2), while the right square is just the commuting square from diagram (3.4). By construction,
the morphisms grΓ(π) and π¯ are surjective, while grΓ(π) ◦ grΓ(Ad) = 0 and π¯ ◦Ad = 0. Thus,
we are left with verifying four assertions.
(1) ker(Ad) = 0. By Lemma 3.4(3), we have J ◦ Ad = ad. By the hypothesis on the center
of grΓ(G), the map ad: grΓ(G)→ Der(grΓ(G)) is injective. Thus, Ad is injective.
(2) ker(grΓ(Ad)) = 0. By commutativity of the left square, grΓ(Ad) is also injective.
(3) ker(grΓ(π)) ⊆ im(grΓ(Ad)). Let α¯ ∈ gr
s
Γ(TG), represented by an automorphism α ∈
Γs(TG), and assume α¯ belongs to the kernel of grΓ(π). This is equivalent to π(α) ∈ Γ
s+1(T˜G),
that is to say, π(α) = π(β), for some β ∈ Γs+1(TG). We may rewrite this condition as α =
βAdx, for some x ∈ G. In particular, Adx ∈ Γs(TG). By Lemma 3.2(2), we must have x ∈ Γs.
Hence, α¯ = Adx = grΓ(Ad)(x¯) belongs to the image of grΓ(Ad).
(4) ker(π¯) ⊆ im(Ad). Let α¯ ∈ grsF (TG), represented by an automorphism α ∈ F
s, and
assume α¯ ∈ ker(π¯). This is equivalent to π(α) ∈ F˜ s+1, that is to say, π(α) = π(β), for some
β ∈ F s+1. We may rewrite this condition as α = βAdx, for some x ∈ G. In particular,
Adx ∈ F s. By Lemma 3.2(3), we must have x ∈ Γs. Hence, α¯ = Adx = Ad(x¯), and we are
done. 
4. The outer Johnson homomorphism
In this section we develop an outer version of the Johnson homomorphism, and we use both
homomorphisms to compare the natural filtrations on the outer Torelli group.
4.1. Outer derivations. Let g be a graded Lie algebra, and let ad: g→ Der(g) be the adjoint
map. It is readily seen that the image of this map is a Lie ideal in Der(g). Define the Lie
algebra of outer, positively graded derivations, D˜er(g), to be the quotient Lie algebra by this
ideal. When Z(g) = 0, we obtain a short exact sequence of graded Lie algebras,
(4.1) 0 // g
ad // Der(g)
q
// D˜er(g) // 0 .
Now let G be a group. Recall that both the associated graded Lie algebra grΓ(G) and its Lie
algebra of positively-graded derivations, Der(grΓ(G)), come equipped with naturally defined
actions of the group A(G) = im(Aut(G)→ Aut(Gab)).
Lemma 4.1. The adjoint map ad: grΓ(G)→ Der(grΓ(G)) is A(G)-equivariant.
Proof. We must show that ad(σ¯ · x¯) = σ¯ · ad(x¯) · σ¯−1, for all σ¯ ∈ A(G) and all x¯ ∈ grΓ(G).
Evaluating on an element y¯ ∈ grΓ(G), we find that
ad(σ¯ · x¯)(y¯) = [σ¯ · x¯, y¯] = σ¯([x¯, σ¯−1(y¯)]) = σ¯ ad(x¯)σ¯−1(y¯),
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since σ¯ preserves the Lie bracket. 
Using this lemma and the discussion preceding it, we obtain the following immediate corol-
lary.
Corollary 4.2. Suppose Z(grΓ(G)) = 0. Then
(4.2) 0 // grΓ(G)
ad // Der(grΓ(G))
q
// D˜er(grΓ(G)) // 0
is an exact sequence of graded Lie algebras with a compatible A(G)-module structure.
4.2. The outer Johnson homomorphism. Recall from Theorem 2.4 the Johnson homomor-
phism, J : grF (TG) →֒ Der(grΓ(G)), defined on homogeneous elements by J(α¯)(x¯) = α(x) · x
−1.
The next theorem/definition provides an “outer” version of this homomorphism.
Theorem 4.3. Suppose Z(grΓ(G)) = 0. Then the Johnson homomorphism induces a monomor-
phism of graded Lie algebras,
(4.3) J˜ : gr
F˜
(T˜G) // D˜er(grΓ(G)) ,
which is equivariant with respect to the naturally defined actions of A(G) on source and target.
Proof. Consider the following diagram, in the category of graded Lie algebras endowed with a
compatible A(G)-module structure:
(4.4) grΓ(G)
= //
 _
Ad

grΓ(G) _
ad

grF (TG)
J //
p¯i

Der(grΓ(G))
q

gr
F˜
(T˜G)
J˜ // D˜er(grΓ(G))
By Lemma 3.4, Part (3), the top square in this diagram commutes. In view of the hypothesis
that grΓ(G) is centerless, Corollary 4.2 shows that the right-hand column in (4.4) is exact. By
Theorem 3.5, the left-hand column is also exact. These facts together imply the existence and
uniqueness of the dotted arrow J˜ having the desired properties, and making the bottom square
commute. 
4.3. Comparing two filtrations. We conclude this section with a comparison between the
two natural filtrations on the outer Torelli group T˜G: the lower central series filtration, Γs(T˜G),
and the Johnson filtration, F˜ s(T˜G). We start with a comparison of the two Johnson homomor-
phisms.
Lemma 4.4. Suppose Z(grΓ(G)) = 0. For a fixed s ≥ 1, the following statements are equiva-
lent:
(1) J ◦ ιF : grsΓ(TG)→ Der
s(grΓ(G)) is injective (respectively, surjective).
(2) J˜ ◦ ι
F˜
: grsΓ(T˜G)→ D˜er
s
(grΓ(G)) is injective (respectively, surjective).
Proof. Chase diagram (3.10) from Theorem 3.5 and diagram (4.4) from Theorem 4.3. 
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As we know, there always exist inclusions Γs(T˜G) →֒ F˜ s(T˜G) inducing homomorphisms
ι
F˜
: grsΓ(T˜G) → gr
s
F˜
(T˜G), for all s ≥ 1. In general, the two natural filtrations on T˜G are not
equal. Nevertheless, the next result reformulates the equality of the two filtrations, up to a
certain degree, in terms of the Johnson homomorphisms.
Theorem 4.5. Suppose Z(grΓ(G)) = 0. For each q ≥ 1, the following statements are equiva-
lent:
(1) J ◦ ιF : grsΓ(TG)→ Der
s(grΓ(G)) is injective, for all s ≤ q.
(2) J˜ ◦ ι
F˜
: grsΓ(T˜G)→ D˜er
s
(grΓ(G)) is injective, for all s ≤ q.
(3) Γs(TG) = F
s(TG), for all s ≤ q + 1.
(4) Γs(T˜G) = F˜ s(T˜G), for all s ≤ q + 1.
Proof. (1) ⇐⇒ (2). This was established in Lemma 4.4.
(1) ⇐⇒ (3). This fact was proved in Theorem 2.5.
(2) ⇐⇒ (4). The claim follows by the same argument used in proving Theorem 2.5. 
Corollary 4.6. Let G be a residually nilpotent group. Suppose grΓ(G) is centerless and J ◦
ιF : gr
s
Γ(TG)→ Der
s(grΓ(G)) is injective, for all s ≤ q. Then the sequence
(4.5) 1 // Γs(G)
Ad // Γs(TG)
pi // Γs(T˜G) // 1
is exact, for all s ≤ q + 1.
Proof. Consider the exact sequence (3.5) from Proposition 3.3. Using Theorem 4.5 to replace
F s(TG) by Γs(TG) and F˜ s(T˜G) by Γs(T˜G) ends the proof. 
It is worth highlighting separately the case q = 1 of the above results.
Corollary 4.7. Suppose G is residually nilpotent, grΓ(G) is centerless, and J ◦ ιF : gr
1
Γ(TG)→
Der1(grΓ(G)) is injective. Then F
2(TG) = T
′
G, F˜
2(T˜G) = T˜
′
G, and we have an exact sequence
(4.6) 1 // G′
Ad // T ′G
pi // T˜ ′G
// 1 .
5. The Alexander invariant and its friends
We now turn to the Alexander invariant of a group. We discuss the action of the Torelli
group on this module, and some of its connections with associated graded algebras.
5.1. The abelianization of the derived subgroup. Let G be a group. Recall G′ = (G,G)
is the derived subgroup, and Gab = G/G
′ is the maximal abelian quotient of G. Similarly,
G′′ = (G′, G′) is the second derived subgroup, and G/G′′ is the maximal metabelian quotient.
The abelianization map ab: G։ Gab factors through G/G
′′, and so we get an exact sequence
(5.1) 0 // G′/G′′ // G/G′′ // Gab // 0 .
Conjugation in G/G′′ naturally makes the abelian group G′/G′′ into a module over the group
ring R = ZGab. We call this module,
(5.2) B(G) := G′/G′′ = H1(G
′,Z),
the Alexander invariant of G. By definition, the R-module structure on B(G) is given by
(5.3) h¯ · g¯ = hgh−1,
HOMOLOGICAL FINITENESS IN THE JOHNSON FILTRATION 15
for h¯ ∈ Gab = G/G′, represented by h ∈ G, and g¯ ∈ B(G) = G′/G′′, represented by g ∈ G′.
Since G′ = Γ2(G), it follows that G′′ ⊆ Γ4(G) ⊆ Γ3(G); in particular, gr2Γ(G) = Γ
2(G)/Γ3(G)
is a (generally proper) quotient of B(G).
Example 5.1. Let Fn be the free group on generators x1, . . . , xn. Identify the ring R = ZZ
n
with the ring of Laurent polynomials in the variables x¯1, . . . , x¯n. A standard argument based
on induction on word length shows that B(Fn) is generated as an R-module by all elements of
the form (xi, xj), with 1 ≤ i < j ≤ n, subject to the relations
(5.4) (x¯i − 1) · (xj , xk)− (x¯j − 1) · (xi, xk) + (x¯k − 1) · (xi, xj) = 0,
for all 1 ≤ i < j < k ≤ n. (The fact that these relations hold in F ′n/F
′′
n is a direct consequence
of the Witt–Hall identity (2.2); it is an exercise to show that no other relations hold.)
Remark 5.2. More generally, if G is a finitely generated group, one can write down an explicit
presentation for the ZGab-module B(G), starting from a presentation for the group. The
procedure involves computing the (abelianized) Fox derivatives of the relators, and solving a
matrix lifting problem. For details, we refer to [22], and also [26, §8.3].
The module B(G) is said to have trivial Gab-action if h¯ · g¯ = g¯, for all h¯ ∈ G/G′ and
g¯ ∈ G′/G′′. This happens precisely when (h, g) ∈ G′′, for all h ∈ G and g ∈ G′; that is to say,
(G,G′) ⊆ G′′.
In the sequel, we will also consider Alexander invariants with field coefficients. Let k be a
field, and view the k-vector space Bk(G) := B(G)⊗k as a module over the group algebra kGab
by setting h¯ · (g¯ ⊗ 1) = (h¯ · g¯)⊗ 1.
Now suppose chark = 0. Then Bk(G) has trivial Gab-action if and only if h¯ · g¯− g¯ is a torsion
element in B(G), for all h¯ and g¯ as above. Put another way, Bk(G) has trivial Gab-action if
and only if, for each h ∈ G and g ∈ G′, there is an integer m > 0 such that (h, g)m ∈ G′′.
5.2. Action of the Torelli group on the Alexander invariant. Since both G′ and G′′ are
characteristic subgroups of G, the natural action of Aut(G) on G induces an action on B(G).
Explicitly, if α is an automorphism of G, and x¯ is an element in B(G) = G′/G′′, represented
by x ∈ G′, then
(5.5) α · x¯ = α(x).
Alternatively, if we identify B(G) = H1(G
′,Z), then α acts by the induced homomorphism in
homology, α∗ : H1(G
′,Z)→ H1(G′,Z).
In general, this action does not respect the R-module structure on B(G). Restricting to the
Torelli group TG < Aut(G), though, remedies this problem.
Proposition 5.3. The Torelli group TG acts R-linearly on the Alexander invariant B(G).
Proof. We need to check that α · g¯x¯ = g¯(α · x¯), for all α ∈ TG, and for all g ∈ G and x ∈ G′.
That is, we need to show that α(g)α(x)α(g)−1 = gα(x)g−1, or,
(α(g), y) ≡ (g, y) mod G′′, for all y ∈ G′.
Now, since α ∈ TG, we must have α(g) = zg, for some z ∈ G′. Using identity (2.1), we get
(α(g), y) · (g, y)−1 = z(g, y) · (z, y) · (g, y)−1
= (z, (g, y)) · ((g, y), (z, y)) · (z, y).
Clearly, this last expression belongs to G′′, and we are done. 
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As an immediate consequence, we see that the Torelli group TG acts by kGab-linear trans-
formations on Bk(G), for all fields k.
5.3. Alexander invariant and associated graded Lie algebras. In [22], W. Massey found
a simple, yet important relationship between the Alexander invariant of a group and the asso-
ciated graded Lie algebra of its maximal metabelian quotient.
As before, let B = B(G) be the Alexander invariant of G, viewed as a module over the ring
R = ZGab, and let grI(B) =
⊕
q≥0 I
q · B/Iq+1 · B be the associated graded module over the
ring grI(R) =
⊕
q≥0 I
q/Iq+1, where I is the augmentation ideal of the group ring R.
Consider also the Chen Lie algebra of G, i.e., the associated graded Lie algebra of its maximal
metabelian quotient, grΓ(G/G
′′).
Proposition 5.4 ([22]). For each q ≥ 0, there is a natural isomorphism
(5.6) grqI(B)
∼= gr
q+2
Γ (G/G
′′) .
The next proposition provides another link between the Alexander invariant and the associ-
ated graded Lie algebra of a group.
Proposition 5.5. Let G be a finitely generated group, with Alexander invariant B(G). Assume
char(k) = 0. If Bk(G) has trivial Gab-action, then gr
3
Γ(G)⊗ k = 0.
Proof. For any group G with lower series terms Γs = Γs(G), we have (G,G′) = (Γ1,Γ2) = Γ3,
and G′′ = (G′, G′) = (Γ2,Γ2) ⊆ Γ4. Thus, if Bk(G) has trivial Gab-action then, for each
x ∈ Γ3 there is an integer m > 0 such that xm ∈ Γ4. In other words, gr3Γ(G) must be a torsion
Z-module. Since k has characteristic 0, we conclude that gr3Γ(G) ⊗ k = 0. 
5.4. Holonomy Lie algebra. Next, we review a notion that goes back to the work of K.-T.
Chen [2]. For more details on this material, we refer to [26], and references therein.
Let G be a finitely generated group. Write H = H1(G,Z) and HC = H1(G,C) = H ⊗ C.
Let Lie•(HC) be the free Lie algebra generated by the vector space HC, with grading given by
bracket length. Use the Lie bracket to identify Lie2(HC) with HC ∧HC.
Denote by ∂G : H2(G,C)→ HC∧HC the comultiplication map, that is, the linear map whose
dual is the cup-product map, ∪G : H1(G,C)∧H1(G,C)→ H2(G,C). The holonomy Lie algebra
of G, denoted h•(G), is the quotient of Lie•(HC) by the (quadratic) Lie ideal generated by the
image of ∂G, with grading inherited from the free Lie algebra. Since the dual of ∂G is ∪G, it
follows that the graded Lie algebra h•(G) depends only on the co-restriction of ∪G to its image.
Recall that the associated graded Lie algebra grΓ(G) is generated in degree 1. Thus, there
is a natural epimorphism Lie•(HC)։ gr
•
Γ(G)⊗C, induced by the identification HC = Gab⊗C.
Using the relation between ∪G and the group commutator, due to D. Sullivan, it is readily seen
that this morphism factors through the holonomy Lie algebra, cf. [26, 5]. Thus, we have an
epimorphism
(5.7) h•(G) // // gr
•
Γ(G)⊗ C .
For an arbitrary Lie algebra g, denote by g′ = [g, g] the derived Lie algebra, and by g′′ =
[g′, g′] the second derived Lie algebra. When g = g• is graded, and generated as a Lie algebra
by g1, we have g
′ = g≥2.
Let us return now to our group G. Composing the canonical projection gr•Γ(G) ⊗ C ։
gr•Γ(G/G
′′)⊗ C with the epimorphism (5.7), we obtain a morphism which factors through the
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metabelian quotient h/h′′ to yield an epimorphism
(5.8) h•(G)/h
′′
•(G) // // gr
•
Γ(G/G
′′)⊗ C .
5.5. Infinitesimal Alexander invariant. As before, let h = h•(G) be the holonomy Lie
algebra of G. The universal enveloping algebra of the abelian Lie algebra h/h′ = HC may be
identified with the symmetric algebra S = Sym(HC). In turn, S may be viewed as a polynomial
algebra, endowed with the usual grading.
Following [26], let us consider the infinitesimal Alexander invariant of G, defined as
(5.9) B•(G) = h
′
•(G)/h
′′
•(G).
The exact sequence of graded Lie algebras
(5.10) 0 // h′/h′′ // h/h′′ // h/h′ // 0
yields a positively graded S-module structure on B•(G), with grading coming from the one on
h•(G), and with S-action defined by the adjoint action. Explicitly, a monomial x1 · · ·xl ∈ S in
variables xi ∈ h/h
′ represented by ai ∈ h acts on an element b¯ ∈ h
′/h′′ represented by b ∈ h′ as
(5.11) (x1 · · ·xl) · b¯ = ada1 ◦ · · · ◦ adal(b).
In [26, Theorem 6.2], the following presentation of B(G) by free S-modules was given:
(5.12)
(
S ⊗C
∧3
HC
)
⊕ (S ⊗C H2(G,C))
δ3+id⊗∂G // S ⊗C
∧2
HC // // B(G) .
Here, the group
∧3HC is in degree 3, the groups H2(G,C) and ∧2HC are in degree 2, and the
S-linear map δ3 is given by δ3(x ∧ y ∧ z) = x⊗ y ∧ z − y ⊗ x ∧ z + z ⊗ x ∧ y.
5.6. 1-Formality. We conclude this section by recalling a basic notion from rational homotopy
theory, introduced by D. Sullivan in [32]. A finitely generated group G is said to be 1-formal if
the Malcev Lie algebra m(G)—constructed by D. Quillen [30]—is the completion of a quadratic
Lie algebra. Relevant to us is the following result, which relates the B- and B-modules of a
group in this formal setting.
Theorem 5.6 ([7]). Let G be a 1-formal group. There is then a filtered isomorphism
(5.13) B̂C(G) ∼= B̂(G)
between the I-adic completion of the Alexander invariant of G and the degree completion of the
infinitesimal Alexander invariant of G.
Here, B̂C(G) is viewed as a module over the I-adic completion of the group ring CGab, where
I is the augmentation ideal, while B̂(G) is viewed as a module over the m-adic completion of
the polynomial ring S, where m is the maximal ideal at 0. The isomorphism (5.13) covers the
canonical identification of ĈGab with the ring of formal power series Ŝ.
Example 5.7. The free group Fn is 1-formal. Indeed, the holonomy Lie algebra h(Fn) is the
(complex) free Lie algebra, Ln ⊗ C, while the Malcev Lie algebra m(Fn) is just the degree
completion of h(Fn). In this case, Ŝ = C[[x1, . . . , xn]] and B̂(Fn) is the cokernel of the Koszul
differential δ3 : Ŝ ⊗C
∧3
Cn → Ŝ ⊗C
∧2
Cn.
Both the pure braid group Pn and the McCool group PΣn (which we shall encounter in §8.2)
are 1-formal. For more details and references on the topic of 1-formality, we refer to [26] and
the recent survey [27].
18 STEFAN PAPADIMA AND ALEXANDER I. SUCIU
6. Characteristic varieties and homology of abelian covers
We devote this section to an analysis of various homological finiteness properties of Alexander
type invariants. We refer the reader to the book of Eisenbud [9] for standard tools from
commutative algebra.
6.1. Support and characteristic varieties. Let X be a connected CW-complex, with finite
1-skeleton X(1), basepoint x0, and (finitely generated) fundamental group G = π1(X, x0). Let
ν : G ։ A be an epimorphism onto an abelian group A, and denote by Xν the corresponding
Galois cover of X .
Fix a coefficient field k. The group algebra R = kA is a commutative ring, which is finitely
generated as a k-algebra. The action of A on Xν by deck-transformations induces an R-module
structure on the homology groups H∗(X
ν , k).
Assume now that the q-skeleton of X is finite, for some fixed q ≥ 1. Then, for each i ≤ q,
the homology group M = Hi(X
ν , k) is a finitely generated module over the Noetherian ring R.
Hence, the support of this module,
(6.1) supp(M) := V (ann(M)),
is a Zariski closed subset in the maximal spectrum Specm(R).
From now on, we will also assume, without any essential loss of generality, that the field k is
algebraically closed. In this case, the ring R = kA is the coordinate ring of the affine algebraic
group Tk(A) = Hom(A, k
×), the character group of A. Furthermore, the augmentation ideal
I ⊳ kA is the maximal ideal vanishing at the unit 1 ∈ Tk(A). Clearly, M = H0(Xν, k) = k
is an R-module with trivial A-action (that is, I ·M = 0), and ann(M) = I. Consequently,
supp(M) = {1}.
The character group Tk(G) = Hom(G, k
×) = Hom(Gab, k
×) parametrizes all rank one local
systems on X . For each character ρ : G→ k×, denote by kρ the 1-dimensional k-vector space,
viewed as a kG-module via the action g · a = ρ(g)a. For each 0 ≤ i ≤ q and d > 0, define
(6.2) V id(X, k) = {ρ ∈ Hom(G, k
×) | dimkHi(X, kρ) ≥ d}.
These sets, called the characteristic varieties of X , are Zariski closed subsets of the algebraic
group Tk(G), and depend only on the homotopy type of X . In particular, V01 (X, k) = {1}, and
1 ∈ V i1(X, k) if and only if Hi(X, k) 6= 0.
Given a finitely generated group G, pick a classifying space X = K(G, 1) with finitely many
q-cells, for some q ≥ 1, and set V id(G, k) := V
i
d(X, k). In the default situation when k = C, we
abbreviate TC(G) by T(G) and V
1
1 (G,C) by V(G).
Example 6.1. Let G = Fn be a free group of rank n ≥ 1, with generators x1, . . . , xn. In this
case, X = K(G, 1) is a bouquet of n circles, and the cellular chain complex of the universal
cover X˜ is concentrated in degrees 1 and 0, with ZFn-linear differential, (ZFn)
n → ZFn, given
by the vector (x1 − 1, . . . , xn − 1).
Now identify the character group Tk(Fn) with the algebraic torus (k
×)n. Under this iden-
tification, a character ρ : Fn → k× corresponds to the point in (k×)n whose i-th coordinate is
ρ(xi). Thus, the twisted homology H•(X, kρ) is the homology of the specialized chain complex,
kn → k, with k-linear differential given by the vector (ρ(x1)− 1, . . . , ρ(xn)− 1).
It follows from definition (6.2) that V1d(Fn, k) = (k
×)n for d ≤ n− 1, while V1n(Fn, k) = {1}
and V id(Fn, k) = ∅ for i > 1 or d > n.
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Characteristic varieties enjoy several functoriality properties. For instance, suppose ν : G։
K is an epimorphism between finitely generated groups. Then, the induced algebraic mor-
phism between character groups, ν∗ : Tk(K) →֒ Tk(G), restricts to an embedding V1d(K, k) →֒
V1d(G, k), for each d ≥ 1.
6.2. Alexander polynomial. Let G be a finitely generated group, and let H be its maxi-
mal torsion-free abelian quotient. Identify the group ring R = ZH with the ring of Laurent
polynomials in n variables, where n = b1(G).
The Alexander module of G is the ZH-module defined as A(G) = ZH ⊗ZG IG, where IG
is the augmentation ideal of ZG. Since ZH is a Noetherian ring, the finite generation of G
implies the finite presentability of the ZH-module A(G). The first elementary ideal of A(G) is
the ideal of ZH generated by the codimension 1 minors of a finite ZH-presentation matrix for
A(G). By standard commutative algebra (see for instance [9]), this ideal is independent of the
chosen presentation for A(G).
The Alexander polynomial, ∆G, is the greatest common divisor of all elements in the first
elementary ideal of A(G). It is readily seen that the polynomial ∆G ∈ ZH depends only on
the group G, modulo units in ZH .
As shown in [6], the Alexander polynomial of G is determined by the first characteristic
variety of the group. More precisely, let Vˇ(G) be the union of all codimension-one irreducible
components of V(G) ∩ T(G)0, where T(G)0 ∼= T(H) is the identity component of the character
group.
Theorem 6.2 ([6]). For a finitely generated group G, the following hold:
(1) ∆G = 0 if and only if T(G)
0 ⊆ V(G). In this case, Vˇ(G) = ∅.
(2) If b1(G) ≥ 1 and ∆G 6= 0, then
Vˇ(G) =
{
V (∆G) if b1(G) > 1
V (∆G)
∐
{1} if b1(G) = 1.
(3) If b1(G) ≥ 2, then Vˇ(G) = ∅ if and only if ∆G is a constant, up to units, i.e., ∆G = c·u,
for some c ∈ Z ≤ ZH and u ∈ (ZH)×.
Corollary 6.3. Let G be a finitely generated group, with b1(G) ≥ 2. If V(G) is finite, then ∆G
equals, up to units, a non-zero constant.
The next example illustrates the necessity of the condition on the first Betti number.
Example 6.4. Let k be a tame knot in S3, and let G be the fundamental group of the knot
complement. By Theorem 6.2(2), the characteristic variety V(G) ⊂ C× consists of 1, together
with the roots of the Alexander polynomial of the knot, ∆G ∈ Z[t±1]. In particular, V(G) is
always finite, yet typically, ∆G is not constant.
6.3. Dwyer-Fried test. Returning to the setup from §6.1, let X be a connected CW-complex,
with fundamental group G = π1(X, x0), and ν : G։ A be an homomorphism onto an abelian
group A. In [8], Dwyer and Fried proved a remarkable result: assuming X is finite and A has no
torsion, they characterized the finite-dimensionality of the C-vector space H∗(X
ν ,C) in terms
of the intersection of the support of the homology of the universal free abelian cover with the
character group of A.
Using the approach from [28], this result may be extended—with a different proof—to a
more general situation. Fix a coefficient field k with k = k¯
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Theorem 6.5. Let X be a connected CW-complex with finite q-skeleton, for some q ≥ 1, and
let G be its fundamental group. Let ν : G ։ A be an epimorphism onto an abelian group A,
and denote by ν∗ : Tk(A) →֒ Tk(G) the induced homomorphism on character groups. Then
(6.3)
q∑
i=1
dimkHi(X
ν , k) <∞⇐⇒ im(ν∗) ∩
( q⋃
i=1
V i1(X, k)
)
is finite.
Proof. By [28, Theorem 3.6], we have
(6.4)
q⋃
i=0
supp(Hi(X
ν , k)) = im(ν∗) ∩
(
q⋃
i=0
V i1(X, k)
)
.
Now, ifM is a finitely generated module over a finitely generated k-algebraR, then dimkM <∞
if and only if supp(M) is a finite subset of Specm(R). In view of the discussion from §6.1, this
finishes the proof. 
The Alexander invariant has a well-known topological interpretation. Let X = K(G, 1) be
a classifying space with finite 1-skeleton, and let Xab be the universal abelian cover. Then
Bk(G) = H1(G
′, k) is isomorphic to the module M = H1(X
ab, k) discussed in §6.1.
Corollary 6.6. Let G be a finitely generated group, and k an algebraically closed field.
(1) The support supp(Bk(G)) is equal (away from 1) to the variety V11 (G, k).
(2) The k-vector space Bk(G) is finite-dimensional if and only if V11 (G, k) is finite.
Proof. Part (1) is proved in [28, Theorem 3.6], while part (2) follows from Theorem 6.5. 
For instance, take G to be the free group Fn, n ≥ 2. From Example 6.1, we know that
V11 (Fn, k) = (k
×)n. Since k = k¯, this set is infinite, and thus dimkBk(Fn) =∞.
6.4. Nilpotency and finiteness properties. As before, let A be a finitely generated abelian
group, and let k be an algebraically closed field. Set R = kA, and let I ⊆ R be the augmentation
ideal. A finitely generated R-module M is said to be nilpotent if Im ·M = 0, for some m > 0.
Clearly, every module with trivial A-action is nilpotent.
Lemma 6.7. The module M is nilpotent if and only if supp(M) ⊆ {1}.
Proof. Plainly, supp(M) ⊆ {1} if and only if V (ann(M)) ⊆ V (I). By the Hilbert Nullstellen-
satz, this last inclusion is equivalent to Im ⊆ ann(M), for some m > 0. 
The typical example we have in mind is the (complexified) Alexander invariant of a finitely
generated group G. In this situation, R = CGab and M = H1(G
′,C) = BC(G).
For instance, let G be a finitely generated nilpotent group. Then the module BC(G) is
nilpotent. Indeed, according to [19], we have in this case V(G) ⊆ {1}, and the claim follows
from Lemma 6.7 and Corollary 6.6(1). However, this module need not have trivial Gab-action.
Example 6.8. Let G = Fn/Γ
4(Fn) be the free, 3-step nilpotent group of rank n ≥ 2. Then
BC(G) does not have trivial Gab-action. For, otherwise, Proposition 5.5 would imply gr
3
Γ(G)⊗
C = 0. On the other hand, gr3Γ(G) ⊗ C = gr
3
Γ(Fn) ⊗ C, and the latter group is non-zero by
Theorem 2.1(4).
Returning to the general situation, let M be an R-module as above. The I-adic completion,
M̂ = lim
←−r
M/Ir ·M , is a module over the ring R̂ = lim
←−r
R/Ir. Denote by I∞M =
⋂
r≥0 I
r ·M
the kernel of the completion map, M → M̂ . The proof of the next lemma is straightforward.
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Lemma 6.9. For a finitely generated kA-module M , the following hold.
(1) M nilpotent =⇒ dimkM <∞ =⇒ dimk M̂ <∞.
(2) Assume dimkM <∞. Then M is nilpotent if and only if I∞M = 0.
(3) Assume dimk M̂ <∞. Then dimkM <∞ if and only if dimk I∞M <∞.
As we shall see in Examples 6.10 and 7.5 below, neither implication in Part (1) can be
reversed, even for (complex) Alexander invariants.
Example 6.10. Let G be a knot group. As we saw in Example 6.4, the characteristic variety
V(G) is finite. Thus, by Corollary 6.6(2), the CZ-module M = BC(G) satisfies dimCM < ∞;
in fact, as is well-known, dimCM = deg∆G.
Now assume the Alexander polynomial of the knot is not equal to 1. Then, by Corollary
6.6(1), we must have supp(M) 6⊆ {1}. Hence, by Lemma 6.7, the module M is not nilpotent.
This shows that the first implication from Lemma 6.9(1) cannot be reversed.
We finish this section with a class of groups for which the complexified Alexander invariant
is infinite-dimensional. A group G is said to be very large if it surjects onto a non-abelian free
group.
Proposition 6.11. Let G be a finitely generated group. If G is very large, then dimCBC(G) =
∞.
Proof. Let ν : G։ Fn be an epimorphism onto a free group of rank n ≥ 2. By the discussion
at the end of §6.1, the morphism ν∗ : T(Fn)→ T(G) embeds V(Fn) = (C×)n into V(G). Hence,
the set V(G) is infinite. The desired conclusion follows from Corollary 6.6(2). 
We shall see in §8.2 some concrete examples where this Proposition applies.
7. Resonance varieties and the dimension of the Alexander invariant
Under favorable circumstances, we show that there is an (attainable) upper bound for the size
of the Alexander invariant, a bound that can be described using only untwisted cohomological
information in low degrees.
7.1. Resonance varieties. As before, letX be a connected CW-complex with finite q-skeleton,
and let k be a field, with chark 6= 2. Given a cohomology class z ∈ H1(X, k), left-multiplication
by z turns the cohomology ring H∗(X, k) into a cochain complex. The resonance varieties of X
are the jump loci for the cohomology of this cochain complex. More precisely, for each 0 ≤ i ≤ q
and d > 0, define
(7.1) Rid(X, k) = {z ∈ H
1(X, k) | dimkH
i(H∗(X, k), ·z) ≥ d}.
These sets are homogeneous subvarieties of the affine space H1(X, k), and depend only on
the homotopy type of X . In particular, R01(X, k) = {0}, and 0 ∈ R
i
1(X, k) if and only if
Hi(X, k) 6= 0.
Now suppose G is a finitely generated group. Pick a classifying space X = K(G, 1) with
finitely many 1-cells, and set Rid(G, k) := R
i
d(X, k). We will only be interested here in the case
when k = C and i = d = 1. To simplify notation, we shall write R(G) = R11(G,C). Concretely,
(7.2) R(G) = {z ∈ H1(G,C) | ∃u ∈ H1(G,C), u /∈ C · z, and z ∪ u = 0} ,
where ∪ : H1(G,C)∧H1(G,C)→ H2(G,C) is the cup-product map in low degrees. Clearly, the
variety R(G) depends only on the co-restriction of ∪ to its image. In fact, the resonance variety
R(G) coincides, away from the origin 0 ∈ H1(G,C), with the support variety V (ann(B(G))).
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The jump loci V(G) and R(G) are related, as follows. Let 1 be the identity of the character
group T(G) = H1(G,C×), and let TC1(V(G)) be the tangent cone at 1 to the characteristic
variety, viewed as a subset of the tangent space T1(T(G)) = H
1(G,C).
Theorem 7.1 ([18], [7]). Let G be a finitely generated group.
(1) TC1(V(G)) ⊆ R(G).
(2) If G is 1-formal, then TC1(V(G)) = R(G).
Part (1) of this theorem was proved by Libgober [18] for finitely presented groups, while
the extension to finitely generated groups was given in [5, Lemma 5.5] (see also the discussions
from [6, §2.6] and [28, §2.2]). Finally, Part (2) was proved in [7, Theorem A]. As an immediate
corollary, we have the following result.
Corollary 7.2. Let G be a finitely generated group.
(1) If R(G) ⊆ {0}, then either 1 /∈ V(G), or 1 is an isolated point in V(G).
(2) If V(G) ⊆ {1} and G is 1-formal, then R(G) ⊆ {0}.
The vanishing of the resonance variety also controls certain finiteness properties related to
the Alexander invariants.
Theorem 7.3 ([5]). Let G be a finitely generated group.
(1) If R(G) ⊆ {0} then dimC B̂C(G) <∞. When G is 1-formal, the converse holds as well.
(2) R(G) ⊆ {0} if and only if dimC B(G) <∞.
Here, recall that B̂C(G) denotes the I-adic completion of the R-module BC(G) = H1(G
′,C),
where R is the group algebra CGab and I is the augmentation ideal, while B(G) denotes the
S-module defined by (5.9), and S is the polynomial ring Sym(Gab ⊗ C).
7.2. An upper bound for the Alexander invariant. We are now ready to state and prove
the main result in this section.
Theorem 7.4. Let G be a finitely generated group.
(1) If V(G) ⊆ {1}, then dimCBC(G) ≤ dimC B(G).
(2) If V(G) ⊆ {1} and R(G) ⊆ {0}, then dimCBC(G) ≤ dimC B(G) <∞.
(3) If V(G) ⊆ {1} and G is 1-formal, then dimCBC(G) = dimC B(G) <∞.
Proof. Part (1). Assuming that V(G) ⊆ {1}, Lemma 6.7 and Corollary 6.6 imply that the
module BC(G) is nilpotent. Therefore,
(7.3) dimCBC(G) = dimC B̂C(G) =
∑
q≥0
dimC gr
q
I(BC(G)).
Furthermore, formulas (5.6) and (5.8) give
(7.4)
∑
q≥0
dimC gr
q
I(BC(G)) ≤ dimC B(G).
Thus, dimCBC(G) ≤ dimC B(G).
Part (2). Assuming that R(G) ⊆ {0}, Theorem 7.3(2) insures that dimC B(G) < ∞. By
the above, we are done.
Part (3). Assuming that G is 1-formal and V(G) ⊆ {1}, Corollary 7.2 gives R(G) ⊆ {0}.
Hence, as we just saw, dimC B(G) <∞.
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On the other hand, according to (5.13), the 1-formality assumption on our group G also
implies that B̂C(G) is isomorphic to B̂(G), the degree completion of the infinitesimal Alexander
invariant. But, since B(G) has finite dimension, B̂(G) ∼= B(G). Using once again (7.3), we
find that
(7.5) dimCBC(G) = dimC B̂C(G) = dimC B̂(G) = dimC B(G) <∞,
and this finishes the proof. 
If we replace the condition V(G) ⊆ {1} by R(G) ⊆ {0} in Theorem 7.4, the inequality
dimCBC(G) ≤ dimC B(G) fails, even for 1-formal groups.
Example 7.5. Fix an integer m ≥ 2, and consider the group G = 〈x, y | ym = 1〉. Then G is
1-formal, and has abelianization Gab = Z ⊕ Zm. Since H1(G,C) = C and H2(G,C) = 0, we
infer that R(G) = {0}. Hence, by Theorem 7.3(2), we have dimC B(G) <∞.
The character group T(G) consists of m disjoint copies of C×. Starting from the defining
presentation of G, a Fox calculus computation shows that V(G) consists of the identity 1,
together with the union of all connected components of T(G) not containing 1. Hence, by
Corollary 6.6(2), we have dimCBC(G) =∞.
On the other hand, Theorem 7.3(1) implies that dimC B̂C(G) <∞. Thus, this example also
shows that the second implication from Lemma 6.9(1) cannot be reversed, even in the case
when the module M is the complexified Alexander invariant of a 1-formal group.
8. Automorphism groups of free groups
We now specialize to the case of Torelli groups associated to a finitely generated free group
Fn. Exploiting the structure of various braid-like subgroups of Aut(Fn), we extract some
information on the associated graded Lie algebras and the Alexander invariants of those Torelli
groups.
8.1. The free group and its automorphisms. Let Fn be the free group on generators
x1, . . . , xn, and let Z
n be its abelianization. Identify the automorphism group Aut(Zn) with
the general linear group GLn(Z). As is well-known, the map Aut(Fn)→ GLn(Z) which sends
an automorphism to the induced map on the abelianization is surjective. Thus, we may identify
the symmetry group A(Fn) with GLn(Z).
The Torelli group TFn = ker (Aut(Fn)։ GLn(Z)) is classically denoted by IAn. This group
is the first term in the Johnson filtration Jsn = F
s(Aut(Fn)), which, in this context, goes back
to Andreadakis [1].
Let Inn(Fn) be the group of inner automorphisms of Fn. If n ≥ 2, the free group Fn is
centerless, and so Inn(Fn) ∼= Fn. As usual, we denote by Out(Fn) = Aut(Fn)/ Inn(Fn) the
corresponding outer automorphism group.
As we know, Inn(Fn) is also a normal subgroup of IAn. The quotient group, OAn =
IAn / Inn(Fn), coincides with the outer Torelli group, T˜Fn = ker (Out(Fn) ։ GLn(Z)). We
will denote the induced Johnson filtration on Out(Fn) by J˜
s
n = π(J
s
n).
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The groups defined so far in this section fit into the following commuting diagram, with
exact rows and columns:
(8.1) Inn(Fn)
= //
 _

Inn(Fn) _

1 // IAn //
pi

Aut(Fn)
pi

// GLn(Z)
=

// 1
1 // OAn // Out(Fn) // GLn(Z) // 1
In [20], Magnus showed that the group IAn has finite generating set
(8.2) {αij , αijk | 1 ≤ i 6= j 6= k ≤ n},
where αij maps xi to xjxix
−1
j and αijk maps xi to xi(xj , xk), with both αij and αijk fixing the
remaining generators. In particular, IA1 = {1} and IA2 = Inn(F2) ∼= F2 are finitely presented.
On the other hand, Krstic´ and McCool showed in [17] that IA3 is not finitely presentable. It is
still unknown whether IAn admits a finite presentation for n ≥ 4.
8.2. Braid-like subgroups. In [23], J. McCool identified a remarkable subgroup of IAn, con-
sisting of those automorphisms of Fn which send each generator xi to a conjugate of itself.
It turns out that McCool’s group of “pure symmetric” automorphisms, PΣn, is precisely the
subgroup generated by the Magnus automorphisms {αij | 1 ≤ i 6= j ≤ n}; furthermore, PΣn is
finitely presented.
The “upper triangular” McCool group, denoted PΣ+n , is the subgroup generated by the
automorphisms αij with i > j. Let Kn be the subgroup generated by the automorphisms αnj ,
with 1 ≤ j ≤ n−1. In [3], Cohen, Pakianathan, Vershinin, and Wu show that Kn is isomorphic
to the free group Fn−1 on these generators. They also show that Kn is a normal subgroup of
PΣ+n , with quotient group PΣ
+
n−1. Moreover, the sequence
(8.3) 1 // Kn // PΣ
+
n
// PΣ+n−1
// 1
is split exact, with PΣ+n−1 acting on Kn
∼= Fn−1 by IA-automorphisms. It follows that the
upper triangular McCool group has the structure of an iterated semidirect product of free
groups, PΣ+n = Fn−1 ⋊ · · ·⋊ F2 ⋊ F1, with all extensions given by IA-automorphisms.
An analogous decomposition holds for the Artin pure braid group Pn, which is the group
consisting of those automorphisms in PΣn that leave the word x1 · · ·xn ∈ Fn invariant. Again,
there are split epimorphisms pn : Pn ։ Pn−1, with ker(pn) ∼= Fn−1, leading to iterated semidi-
rect product decompositions, Pn = Fn−1 ⋊ · · · ⋊ F2 ⋊ F1, with all extensions given by pure
braid automorphisms.
Proposition 8.1. Let G be one of the groups PΣn, PΣ
+
n , or Pn, with n ≥ 3. Then
(1) The group G is very large.
(2) dimBC(G) =∞.
Proof. First consider the case when G = Pn or G = PΣ
+
n . By the above discussion, there is an
epimorphism from G to a group of the form F2 ⋊α F1, where α belongs to IA2. But, as noted
in §8.1, IA2 = Inn(F2). Thus, F2 ⋊α F1 ∼= F2 × F1, and so G admits an epimorphism onto F2.
As for the full McCool groups, we know from [3] that there are epimorphisms PΣn ։ PΣn−1.
Since PΣ2 ∼= F2 is freely generated by α12 and α21, we conclude that PΣn is very large as well.
Part (2) now follows from part (1) and Proposition 6.11. 
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As we shall see in Theorem 10.4, the analogue of Proposition 8.1 does not hold for the
ambient group, G = IAn, as soon as n ≥ 5.
8.3. The Johnson homomorphisms. We now record several morphisms between the various
graded Lie algebras under consideration. To avoid trivialities, we will henceforth assume that
n ≥ 3.
• Let J : grF (IAn)→ Der(Ln) be the Johnson homomorphism. In view of Theorems 4.3
and 2.1, we also have an outer Johnson homomorphism, J˜ : gr
F˜
(OAn)→ D˜er(Ln).
• Let κ : Kn → IAn be the inclusion map, given by the chain of subgroups Kn < PΣ
+
n <
PΣn < IAn, and let grΓ(κ) : grΓ(Kn)→ grΓ(IAn) be the induced morphism.
• Given an element y ∈ Lsn, let evy : Der(Ln) → Ln be the (degree s) evaluation map,
given by evy(δ) = δ(y). In particular, we have Z-linear maps evi := evx¯i : Der
∗(Ln)→
L∗+1n , between the respective graded, torsion-free abelian groups.
Inserting these morphisms, as well as the ι-maps from (2.5) in diagram (4.4), we obtain the
following commuting diagram:
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Consider the composite ψ = J ◦ ιF ◦ grΓ(κ), marked by the top dotted arrow in the diagram.
We need two technical lemmas regarding this morphism.
Lemma 8.2 ([4], Proposition 6.2). For all n and s, the restriction of evi ◦ψ to Lsn−1 equals{
0 if 1 ≤ i ≤ n− 1,
(−1)s adx¯n if i.
The sign (−1)s appears in the above because the authors of [4] work with the group com-
mutator x−1y−1xy.
Lemma 8.3. im(ψ) ∩ im(ad) = {0}.
Proof. It is enough to consider homogeneous elements of a fixed degree s ≥ 1. So suppose
ψ(w¯) = adu¯, for some w¯ ∈ Lsn−1 and u¯ ∈ L
s
n. By Lemma 8.2, we have evi(ψ(w¯)) = 0, for each
1 ≤ i ≤ n − 1. Therefore, 0 = evi(adu¯) = [u¯, x¯i]. Since the Lie algebra Ln is free, u¯ and x¯i
must be linearly dependent over Z, for each 1 ≤ i ≤ n − 1 (cf. [21]). Since n ≥ 3, this forces
u¯ = 0, and we are done. 
8.4. Associated graded Lie algebra and Alexander invariant. We are now in a position
to prove the main result of this section.
Theorem 8.4. For each n ≥ 3, the Q-vector spaces grΓ(IAn) ⊗ Q and grΓ(OAn) ⊗ Q are
infinite-dimensional.
26 STEFAN PAPADIMA AND ALEXANDER I. SUCIU
Proof. By Lemma 8.2, the evaluation map evn : Der(Ln)→ Ln restricts to a surjective, Z-linear
map
(8.5) evn : im(ψ) // // [x¯n,L(x¯1, . . . , x¯n−1)] ∼= Ln−1 .
Since n ≥ 3, Theorem 2.1 insures that dimQ Ln−1 ⊗Q =∞. Hence, rank im(ψ) =∞, and thus
dimQ grΓ(IAn)⊗Q =∞.
Now let ψ˜ be the homomorphism indicated by the bottom dotted arrow in diagram (8.4). In
view of Lemma 8.3, and the fact that ker(q) = im(ad), the map q restricts to an isomorphism
q : im(ψ)
≃
−→ im(ψ˜). Hence, rank im(ψ˜) =∞, and thus dimQ grΓ(OAn)⊗Q =∞. 
Corollary 8.5. Let G be either IAn or OAn, and assume n ≥ 3. Then the QGab-module
BQ(G) does not have trivial Gab-action.
Proof. By Proposition 5.5, triviality of BQ(G) implies gr
3
Γ(G)⊗Q = 0. Therefore, gr
q
Γ(G)⊗Q =
0 for all q ≥ 3, since the associated graded Lie algebra is generated in degree one. In particular,
dimQ grΓ(G)⊗Q <∞, contradicting Theorem 8.4. 
9. Arithmetic group symmetry and the first resonance variety
In this section we exploit the natural GLn(Z)-action on the cohomology ring of OAn to show
that the first resonance variety of this group vanishes, in the range n ≥ 4.
9.1. Structure of the abelianization. We apply the machinery developed in Sections 2 and
4 to the group G = Fn. Recall that in §8.1 we identified the symmetry group A(Fn) with the
general linear group GLn(Z). The conjugation action of this group on the kernels IAn and OAn
from the two exact rows in (8.1) induces GLn(Z) actions by graded Lie algebra automorphisms
on both grΓ(IAn) and grΓ(OAn).
Denote by H the free abelian group H1(Fn,Z) = Z
n, viewed as a GLn(Z)-module via the
defining representation. Using Theorem 2.1, we may identify the associated graded Lie algebra
grΓ(Fn) with the free Lie algebra Ln = Lie(H). It is now a standard exercise to identify
Der1(Ln) = H
∗ ⊗ (H ∧ H) and D˜er
1
(Ln) = H
∗ ⊗ (H ∧ H)/H . With these identifications at
hand, the exact sequence (4.1) for g = Ln, in degree 1, takes the form
(9.1) 0 // H
ad // H∗ ⊗ (H ∧H) // H∗ ⊗ (H ∧H)/H // 0 .
Let {e1, . . . , en} be the standard Z-basis of H , with dual basis denoted {e∗1, . . . , e
∗
n}. By
construction, ad(ei) =
∑n
j=1 e
∗
j ⊗ (ei ∧ ej), for all i. It follows that the exact sequence (4.1)
is split exact in the case g = Ln. In particular, all the terms in sequence (9.1) are (finitely
generated) free abelian groups.
From sections 2.2 and 3.1, we know that the symmetry groupA(Fn) = GLn(Z) naturally acts
on the abelianizations (IAn)ab = gr
1
Γ(IAn) and (OAn)ab = gr
1
Γ(OAn). These groups, viewed as
GLn(Z)-representation spaces, were computed by Andreadakis [1] for n = 3, and by F. Cohen
and J. Pakianathan, B. Farb, and N. Kawazumi in general. The next theorem summarizes
those results, essentially in the form given by Pettet in [29].
Theorem 9.1. For each n ≥ 3, the maps
J ◦ ιF : (IAn)ab // H∗ ⊗ (H ∧H)
J˜ ◦ ι
F˜
: (OAn)ab // H
∗ ⊗ (H ∧H)/H
are GLn(Z)-equivariant isomorphisms.
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As an application of this theorem, and of the general theory from §§2–4, we derive the
following consequence.
Corollary 9.2. For each n ≥ 3, the following hold.
(1) J2n = IA
′
n and J˜
2
n = OA
′
n.
(2) We have an exact sequence
1 // F ′n
Ad // IA′n // OA
′
n
// 1 ,
with OA′n acting on (F
′
n)ab by α¯ · x¯ = α(x), for all α ∈ IA
′
n and x ∈ F
′
n.
Proof. Theorems 2.1 and 9.1 guarantee that all the hypotheses of Corollary 4.7 are satisfied for
the group G = Fn. The desired conclusions follow at once. 
Set U := H∗ ⊗ (H ∧H) and L := H∗ ⊗ (H ∧H)/H . Plainly, both GLn(Z)-representations,
U ⊗ C and L ⊗ C, extend to rational representations of GLn(C). As shown by Pettet in [29],
the GLn(C)-representation L ⊗ C is irreducible, while U ⊗ C is not. Because of this, we will
focus our attention for the rest of this section on the group OAn.
9.2. Cohomology and sln(C)-representation spaces. Consider now the cup-product map
in the low-degree cohomology of OAn,
(9.2) ∪OAn : H
1(OAn,C) ∧H
1(OAn,C)→ H
2(OAn,C),
and set
(9.3) V = H1(OAn,C), K = ker(∪OAn).
By Theorem 9.1, we have V = (L⊗C)∗ = HC ⊗ (H∗C ∧H
∗
C)/H
∗
C, where HC = H1(Fn,C) = C
n.
It follows from the general setup discussed in [5] that the vector space K ⊂ V ∧V is SLn(C)-
invariant. Let sln(C) be the Lie algebra of SLn(C). The work of Pettet [29] determines explicitly
the infinitesimal sln(C)-representations associated to V and K.
To explain this result, let us first review some basic notions from the representation theory of
sln(C) and gln(C). Following the setup in Fulton and Harris’ book [10], denote by {t1, . . . , tn}
the dual coordinates of the diagonal matrices from gln(C), and set λi = t1 + · · · + ti, for
i = 1, . . . , n. Let dn be the standard diagonal Cartan subalgebra of sln(C). Then
(9.4) d∗n = C-span {t1, . . . , tn}/C · λn.
The strictly upper-triangular matrices in sln(C) are denoted by sl
+
n (C). The corresponding
set of positive roots is Φ+n = {ti− tj | 1 ≤ i < j ≤ n}. Finally, the finite-dimensional irreducible
representations of sln(C) are parametrized by tuples a = (a1, . . . , an−1) ∈ Nn−1. To such a tuple
a, there corresponds an irreducible representation V (λ), with highest weight λ =
∑
i<n aiλi.
Theorem 9.3 ([29]). Fix n ≥ 4, and set λ = λ1 + λn−2 and µ = λ1 + λn−2 + λn−1. Then
V = V (λ) and K = V (µ), as sln(C)-modules.
9.3. A maximal vector for V . We now find a highest weight vector v0 for the sln(C)-repre-
sentation space V = V (λ). Let {e1, . . . , en} be the standard basis of the vector space HC =
H1(Fn,C) = C
n, and denote by {e∗1, . . . , e
∗
n} the dual basis of H
∗
C. From §§9.1–9.2, we know
that
(9.5) H1(OAn,C) = coker(ad : HC → H
∗
C ⊗HC ∧HC),
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where ad(ei) =
∑n
j=1 e
∗
j ⊗ ei ∧ ej. It follows that
(9.6) V = ker (ad∗ : HC ⊗H
∗
C ∧H
∗
C → H
∗
C),
where the linear map ad∗ is given by
(9.7) ad∗(ei ⊗ e
∗
j ∧ e
∗
k) =
{
−e∗k if i = j,
0 if |{i, j, k}| = 3.
We also know from Theorem 9.3 that V = V (λ) as sln(C)-modules, where λ = t1− tn−1− tn.
Note that, for each x ∈ sln(C), we have
(9.8) x · (ei ⊗ e
∗
j ∧ e
∗
k) = x · ei ⊗ e
∗
j ∧ e
∗
k − ei ⊗ e
∗
j ◦ x ∧ e
∗
k − ei ⊗ e
∗
j ∧ e
∗
k ◦ x.
For each pair of distinct integers l,m ∈ [n], denote by xlm the endomorphism of HC sending
em to el, and ep to 0 for p 6= m. Then {xlm}1≤l<m≤n is a C-basis of sl
+
n (C).
Lemma 9.4. The element v0 = e1 ⊗ (e∗n−1 ∧ e
∗
n) is a maximal vector for V = V (λ).
Proof. Clearly, v0 6= 0. We need to verify the following facts:
(1) ad∗(v0) = 0.
(2) sl+n (C) · v0 = 0.
(3) weight(v0) = λ.
All three statements are checked by straightforward direct computation. 
9.4. Symmetry of resonance varieties. We now recall a result from [5], which will provide
a key representation-theoretic tool for computing the resonance varieties R(OAn), for n ≥ 4.
Lemma 9.5 ([5]). Let S be a semisimple, linear algebraic group over C, with standard decom-
position of its Lie algebra, s = s− + d + s+. Let B ⊆ S be the associated Borel subgroup, with
Lie algebra d + s+. Let V be an irreducible, rational S-representation, and consider a Zariski
closed, S-invariant cone, R ⊆ V . If R 6= {0}, then
(1) B has a fixed point in the projectivization P(R) ⊆ P(V ).
(2) R contains a maximal vector of the s-module V .
Proof. The first assertion is a direct consequence of Borel’s fixed point theorem [14]. The
argument from [5, Lemma 3.2] proves the second assertion. 
We will apply this general result to the algebraic group S = SLn(C), with Lie algebra
s = sln(C). Denote by B ⊆ SLn(C) the closed, connected, solvable subgroup consisting of all
upper-triangular matrices from SLn(C). Then B is the Borel subgroup containing the standard
diagonal maximal torus, with Lie algebra dn + sl
+
n (C).
Let V = V (λ) be the irreducible representation discussed previously. Clearly, the co-
restriction of the cup-product map, ∪ = ∪OAn : V ∧ V → V ∧ V/K, is S-equivariant. Thus,
the resonance variety R = R(OAn) ⊆ V , as well as its projectivization, P(R) ⊆ P(V ), inherit
in a natural way an S-action. Therefore, all the basic premises of Lemma 9.5 are met in our
situation.
9.5. Vanishing resonance. Before proceeding, we need one more technical lemma. Recall
that v0 is a maximal vector for the irreducible sln(C)-module V = V (λ); in particular, v0 6= 0.
Let K ⊂ V ∧ V be the kernel of the cup-product map ∪ = ∪OAn . By Theorem 9.3, we have
that K = V (µ), where µ = λ − tn. Let u0 ∈ K be a maximal vector for this irreducible
sln(C)-module.
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Lemma 9.6. Suppose v0 ∈ R(OAn). There is then an element w ∈ V (of weight µ−λ = −tn)
such that u0 = v0 ∧ w 6= 0.
Proof. Let ℓ0 : V → V ∧ V denote left-multiplication by v0 in the exterior algebra
∧
V . By
definition of resonance, the vector v0 belongs to R(OAn) if and only if im(ℓ0) ∩ K 6= 0. An
argument similar to the one from [5, Lemma 3.5] yields the desired element w ∈ V . For the
reader’s convenience, we include the details of the proof.
The Lie algebra sl+n (C) decomposes into a direct sum of 1-dimensional vector spaces, each
one spanned by a matrix xα, with α running through the set of positive roots, Φ
+
n . Let Kν be
a non-trivial weight space of K = V (µ), and let α1, . . . , αr ∈ Φ+n . Then xα1 · · ·xαr (Kν) ⊆ Kν′ ,
where ν′ = ν +
∑r
i=1 αi. If ν
′ 6= 0, then, by maximality of µ, we can write ν′ = µ− β, where β
is a linear combination of elements in Φ+n , with coefficients in Z>0, see [13, Theorem 20.2(b)].
Choosing an integer r so that r ≥ height(µ− ν) guarantees that Kν′ = 0. It follows that each
element of sl+n (C) acts nilpotently on K.
From Lemma 9.4(2), we know that the Lie algebra sl+n (C) annihilates the vector v0; hence,
the linear map ℓ0 is sl
+
n (C)-equivariant. Since v0 belongs to the weight subspace Vλ, it follows
that ℓ0(Vλ′ ) ⊆ (V ∧ V )λ+λ′ , for each weight subspace Vλ′ ⊆ V . Applying Engel’s theorem
(cf. [13, Theorem 3.3]), we infer that the sl+n (C)-module im(ℓ0)∩K contains a non-zero vector
annihilated by sl+n (C). Since this vector has weight µ, it must be equal (up to a non-zero scalar)
to the maximal vector u0. Therefore, u0 = ℓ0(w), for some w ∈ Vµ−λ, and we are done. 
We are now ready to state and prove the main result of this section.
Theorem 9.7. For all n ≥ 4,
R(OAn) = {0}.
Proof. Suppose that R(OAn) 6= {0}. Then, by Lemma 9.5, we must have v0 ∈ R(OAn). Thus,
by Lemma 9.6, there is an element w ∈ V (of weight −tn) such that u0 = v0 ∧ w. Since
weight(w) = −tn, we have
(9.9) w =
n−1∑
i=1
ciei ⊗ e
∗
i ∧ e
∗
n,
for some ci ∈ C. To finish the proof, it is enough to show that all coefficients ci vanish, which
will contradict the fact that u0 = v0 ∧ w 6= 0.
Applying ad∗ to both sides of (9.9), we get 0 = −
(∑
i<n ci
)
e∗n, and thus
(9.10)
∑
i<n
ci = 0.
Now, since u0 is a maximal vector forK = V (µ), we must have xu0 = 0, for every x ∈ sl
+
n (C).
Since u0 = v0 ∧w, we have xu0 = xv0 ∧w+ v0 ∧ xw. On the other hand, since v0 is a maximal
vector for V (λ), we also have xv0 = 0. Hence, v0 ∧ xw = 0, and we conclude that
(9.11) xw ∈ C · v0.
Now take x = xjk, where 1 ≤ j < k < n. A simple computation shows that
(9.12) xjk · (ei ⊗ e
∗
i ∧ e
∗
n) =

−ej ⊗ e∗k ∧ e
∗
n if i = j,
ej ⊗ e∗k ∧ e
∗
n if i = k,
0 otherwise.
30 STEFAN PAPADIMA AND ALEXANDER I. SUCIU
Therefore:
(9.13) xjkw = (ck − cj)ej ⊗ e
∗
k ∧ e
∗
n.
Finally, pick a pair (j, k) 6= (1, n− 1). Using (9.11) and (9.13), we get:
(9.14) ck − cj = 0.
Using the fact that n ≥ 4, we obtain:
(9.15) c1 = c2 = · · · = cn−1.
Equation (9.10) now yields ci = 0, for all i < n, and we are done. 
In view of Theorem 7.3, the above result has some immediate consequences pertaining to
the I-adic completion of the complexified Alexander invariant BC(OAn), and the infinitesimal
Alexander invariant B(OAn).
Corollary 9.8. For n ≥ 4, the vector spaces ̂BC(OAn) and B(OAn) are finite-dimensional.
10. Homological finiteness
In this final section, we show that the first Betti numbers of OA′n and IA
′
n are finite, and
derive some consequences.
10.1. The first Betti number of OA′n. We start with the outer automorphism group. Before
proceeding, we need to recall a general result from [5]. Let S be a complex, simple linear
algebraic group defined over Q, with Q-rank(S) ≥ 1, and let D be an arithmetic subgroup of
S.
Theorem 10.1 ([5]). Suppose D acts on a free, finitely generated abelian group L, such that
the D-action on L⊗C extends to a rational, irreducible S-representation. Then, the associated
D-action on T(L) is geometrically irreducible, i.e., the only D-invariant, Zariski closed subsets
of T(L) are either equal to T(L), or finite.
Now note that the discrete group D = SLn(Z) is an arithmetic subgroup of the linear
algebraic group S = SLn(C). Moreover, S is a simple group defined over the rationals, and the
Q-rank of S equals n− 1. Thus, the pair (S,D) satisfies all requirements needed in the above
theorem.
Theorem 10.2. For n ≥ 4, the following hold.
(1) The first characteristic variety V(OAn) is finite.
(2) The Alexander polynomial of OAn is a non-zero constant, modulo units.
(3) If N is a subgroup of OAn containing OA
′
n, then b1(N) <∞.
Proof. (1) From Theorem 9.1, we know that the abelian group L = (OAn)ab is torsion-free
(of finite rank). Note that the D-action on L coming from Out(Fn)-conjugation in the exact
sequence
(10.1) 1 // OAn // Out(Fn) // GLn(Z) // 1
extends to an irreducible, rational S-representation in L⊗ C.
Consider the D-action on the character torus T(OAn) = Hom(L,C
×), associated to the
above D-representation in L. In view of [5, Lemma 5.1], the characteristic variety V(OAn) is a
D-invariant, Zariski closed subset of T(OAn). Furthermore, by Theorem 10.1, the affine torus
T(OAn) is geometrically D-irreducible.
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Now suppose V(OAn) is infinite. The above two facts would then force V(OAn) = T(OAn).
Theorem 7.1(1) would then imply that R(OAn) = H1(OAn,C), contradicting Theorem 9.7.
(2) By the above, V(OAn) is finite. Since b1(OAn) ≥ 2, the desired conclusion follows from
Corollary 6.3.
(3) Consider the exact sequence
(10.2) 1 // OA′n // N // N/OA
′
n
// 1 .
The quotient group N/OA′n is a subgroup of L = OAn /OA
′
n; hence b1(N/OA
′
n) <∞. Using
Part (1) and Corollary 6.6(2), we find that b1(OA
′
n) < ∞. Finally, a standard application of
the Hochschild-Serre spectral sequence for the extension (10.2) shows that b1(N) <∞. 
10.2. A nilpotence lemma. Let R be the group ring of Zn = (Fn)ab, and let B(Fn) = F
′
n/F
′′
n
be the Alexander invariant of Fn, viewed as an R-module, as in Example 5.1. From Proposition
5.3 and the discussion preceding it, we know that the Torelli group IAn = TFn acts R-linearly
on the module B(Fn), via α · x¯ = α(x).
Restrict now this action to the derived subgroup of IAn, and consider the module of coin-
variants, denoted B(Fn)IA′n . By definition, this is the quotient of B(Fn) by the Z-submodule
generated by all elements of the form x¯ − α · x¯, with x ∈ F ′n and α ∈ IA
′
n. Since IA
′
n acts
R-linearly, this Z-submodule is actually an R-submodule. Thus, the canonical projection map,
(10.3) p : B(Fn) // // B(Fn)IA′n ,
is an R-linear map. The next lemma shows that the quotient module is (two-step) nilpotent,
provided n is sufficiently large.
Lemma 10.3. Let I be the augmentation ideal of R. If n ≥ 5, then
I2 ·B(Fn)IA′n = 0.
Proof. Let x1, . . . , xn be free generators for the group Fn. As is well-known, I is generated (as
an R-module) by all elements of the form xk − 1; thus, I2 is generated by all elements of the
form (xk − 1)(xl − 1). In view of the above remarks, it is enough to prove that
(10.4) (xk − 1)(xl − 1) · p
(
(xi, xj)
)
= 0, for all i, j, k, l ∈ [n],
where the bar denotes the class modulo the second derived subgroup.
Since n ≥ 5, there is an index m ∈ [n] \ {i, j, k, l}. Set v := (xl, (xi, xj)) ∈ Γ3(Fn), and
consider the automorphism α : Fn → Fn sending xh to xh for h 6= m, and xm to vxm. By
definition (2.6), α belongs to J2n = IA
′
n. Using (2.1), we obtain:
α((xm, xk)) = (vxm, xk) =
v(xm, xk) · (v, xk) ≡ (xm, xk) · (v, xk) mod F
′′
n .
Therefore, (xk, v) = (xm, xk)− α · (xm, xk), and thus p
(
(xk, v)
)
= 0. On the other hand,
(xk, v) = (xk − 1) · (xl, (xi, xj)) = (xk − 1)(xl − 1) · (xi, xj).
Since p is R-linear, this computation completes the proof. 
10.3. The first Betti number of IA′n. We are now in a position to state and prove the main
result of this section. In view of Corollary 9.2(1), this result settles in the negative a conjecture
formulated in [4].
Theorem 10.4. If n ≥ 5, then dimCH1(IA
′
n,C) <∞.
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Proof. By Corollary 9.2, we have an exact sequence
(10.5) 1 // F ′n
Ad // IA′n // OA
′
n
// 1 .
Furthermore, in view of the discussion from §5.2, the conjugation action of OA′n on BC(Fn) =
H1(F
′
n,C) coming from this group extension is given by α¯ · z = α∗(z), for all α ∈ IA
′
n and
z ∈ H1(F ′n,C).
As is well-known (see e.g. [12, p. 202]), extension (10.5) gives rise to an exact sequence
(10.6) H1(F
′
n,C)IA′n
// H1(IA
′
n,C) // H1(OA
′
n,C) // 0 ,
where, as before, the co-invariants H1(F
′
n,C)IA′n are taken with respect to the natural action of
IA′n onH1(F
′
n,C). Of course, the C-vector spaceH1(F
′
n,C) is infinite dimensional; nevertheless,
the co-invariants under the IA′n-action form a finite-dimensional quotient space, i.e.,
(10.7) dimCH1(F
′
n,C)IA′n <∞.
Indeed, it follows from (10.3) that H1(F
′
n,C)IA′n is a finitely generated module over CZ
n. By
Lemma 10.3, this module is nilpotent; hence, it must be finite-dimensional over C, by standard
commutative algebra.
On the other hand, Theorem 10.2(3) gives that dimCH1(OA
′
n,C) < ∞. Putting this fact
together with (10.6) and (10.7) finishes the proof. 
This theorem yields further information on the group of IA-automorphisms of Fn.
Theorem 10.5. For n ≥ 5, the following hold.
(1) The characteristic variety V(IAn) is finite.
(2) The Alexander polynomial of IAn is a non-zero constant, modulo units.
(3) For every subgroup N of IAn containing IA
′
n, b1(N) <∞.
Proof. The first assertion follows from Corollary 6.6(2) and Theorem 10.4. The other two
assertions follow by the same argument as in the proof of Theorem 10.2, parts (2) and (3). 
We conclude with some questions raised by Theorems 10.2 and 10.5.
Question 10.6. Let G = OAn (n ≥ 4), or G = IAn (n ≥ 5).
(1) Is G 1-formal?
(2) Is V(G) = {1}?
(3) What is b1(G
′)?
Suppose the answer to questions (1) and (2) is yes. Then, by Theorem 7.4(3), one would be
able to express the Betti number from question (3) as b1(G
′) = dimC B(G), which in principle
is much easier to compute.
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