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BESOV SPACES ASSOCIATED WITH NON-NEGATIVE
OPERATORS ON BANACH SPACES
CHARLES BATTY AND CHUANG CHEN
Abstract. Motivated by a variety of representations of fractional powers
of operators, we develop the theory of abstract Besov spaces Bs,A
q,X
for non-
negative operators A on Banach spaces X with a full range of indices s ∈ R
and 0 < q ≤ ∞. The approach we use is the dyadic decomposition of resolvents
for non-negative operators, an analogue of the Littlewood-Paley decomposition
in the construction of the classical Besov spaces. In particular, by using the re-
producing formulas for fractional powers of operators and explicit quasi-norms
estimates for Besov spaces we discuss the connections between the smoothness
of Besov spaces associated with operators and the boundedness of fractional
powers of the underlying operators.
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1. Introduction
This paper is devoted to the theory of Besov spaces from the operator-theoretic
point of view and extending some recent work on Besov spaces associated with op-
erators (see, for example, Besov spaces associated with heat kernels [17] or sectorial
operators [37] or, in particular, sectorial operators of angle zero [57]). A new point
in our development of the Besov space Bs,Aq,X associated with an operator A is that
we allow the operator A to be a general non-negative operator (not necessarily de-
fined densely or with dense range) on a Banach space X and allow the space Bs,Aq,X
to admit a full range of the smoothness index s ∈ R and size index 0 < q ≤ ∞.
The story originates from the theory of fractional powers of operators. Roughly
speaking, the concept of fractional powers of operators is a continuous analogue of
the discrete scale of regularity associated with operators in the theory of abstract
Cauchy problems and PDEs (see [65, Chapters 3 and 5] for more information on the
history and devolopment of fractional powers of operators). In general, it is difficult
to describe accurately the domains of fractional powers (i.e., the fractional domains
for short) for non-negative operators on Banach spaces. To some extent, an effective
substitute for the fractional domain is the so-called interpolation space, especially
in the study of regularity questions (see [14] for the theory of interpolation spaces
and [64, 88] for the application of interpolation spaces in the regularity theory of
abstract Cauchy problems).
In a series of papers [50]-[55], H. Komatsu developed the theory of fractional pow-
ers of non-negative operators on Banach spaces. In particular, in [51] H. Komatsu
revealed that the real interpolation space (X,D(Aα))θ,q between the fractional do-
main (D(Aα), ‖Aα·‖) and the underlying space (X, ‖·‖) can be characterized via a
novel spaceDsq(A). More precisely, let A be a non-negative operator defined densely
on a Banach space (X, ‖·‖). For s > 0 and 1 ≤ q ≤ ∞, the so-called Komatsu space
Dsq(A) is given by
Dsq(A) :=
{
x ∈ X :
∫ ∞
0
∥∥tsAn(t+A)−nx∥∥q dt
t
<∞
}
(1.1)
endowed with the norm
‖x‖Dsq(A) := ‖x‖+
{∫ ∞
0
∥∥tsAn(t+A)−nx∥∥q dt
t
}1/q
(with the usual modification if q = ∞), where n is an integer greater than s. It
can be verified that the norm ‖·‖Dsq(A)
is independent of integers n > s in the
sense of equivalent norms [51, Proposition 1.2], so that Dsq(A) is well-defined as a
Banach space (in the sense of equivalent norms). Furthermore, it also can be verified
that the interpolation space (X,D(Aα))θ,q coincides with D
θα
q (A) for α > 0 and
0 < θ < 1 (see [51, Theorems 3.1 and 3.2]).
From the operator-theoretic point of view, the Komatsu spaces Dsq(A) yield
a pioneering style of abstract (inhomogeneous) Besov spaces. Subsequently, T.
Muramatu [71] discussed the inhomogeneous Besov spaces Dϕq (A) with 0 < q ≤ ∞
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and ϕ(s), a weight function on R+, for non-negative operators A on quasi-Banach
spaces X , where the Besov quasi-norm was essentially the same as that of the
Komatsu space Dsq(A) with s > 0. An alternative improvement of the abstract
inhomogeneous Besov spacesDsq(A) with the smoothness index extended from s > 0
to s ∈ R was given by T. Kobayashi and T. Muramatu [49] while the size index is still
restricted in the range of 1 ≤ q ≤ ∞. Furthermore, abstract (homogeneous) Besov
spaces B˙ϕq (A) with 1 ≤ q ≤ ∞ and ϕ, the weight function on R+ mentioned above,
were discussed by T. Matsumoto and T. Ogawa [67] for non-negative operators A
on Banach spaces.
Recall that a closed linear operator on a Banach space is non-negative if and only
if it is sectorial (see [65, Proposition 1.2.1]). Thanks to sectoriality, an alternative
approach to fractional powers of non-negative operators on Banach spaces is the
so-called functional calculus (see, for example, [38, Chapter 3]). Using the language
of functional calculus, M. Haase [37, Section 7] revealed that the Komatsu spaces
Dsq(A) mentioned above follow a common pattern, i.e.,
Dsq(A) =
{
x ∈ X :
∫ ∞
0
∥∥t−sψ(tA)x∥∥q dt
t
<∞
}
in the sense of equivalent norms
‖x‖Dsq(A) ≃ ‖x‖ +
{∫ ∞
0
∥∥t−sψ(tA)x∥∥q dt
t
}1/q
(with the usual modification if q = ∞) for s > 0 and 1 ≤ q ≤ ∞ , where ψ is a
bounded holomorphic function satisfying an appropriate decay estimate on some
sector relating to A. In other words, the Komatsu spaces can be characterized
by using the natural functional calculus for sectorial operators on Banach spaces.
In particular, applying ψ(z) = zα(1 + z)−α with 0 < s < Reα to the functional
calculus of A yields the Komatsu spaceDsq(A), immediately (also, see [65, Definition
11.3.1]). We refer the reader to [38, Chapter 6] for more information on this topic.
More recent work due to C. Kriegler and L. Weis [57, Section 5] reveals that
the Komatsu spaces can also be characterized via the Mihlin functional calculus for
sectorial operators with angle zero. More precisely, let A be a sectorial operator of
angle zero on a Banach space X as defined in [57, Section 5], where an additional
assumption that R(A) = X is posed in the definition, so that A is injective whenever
it is sectorial of angle zero. Then the Komatsu spaces Dsq(A) admit the so-called
Littlewood-Paley decomposition, i.e.,
Dsq(A) = B
s
q(A) :=
{
x ∈ X˙−N + X˙N :
∞∑
n=0
‖2nsϕn(A)x‖
q
<∞
}
in the sense of equivalent norms
‖x‖Dsq(A)
≃ ‖x‖Bsq(A)
:=
{
∞∑
n=0
‖2nsϕn(A)x‖
q
}1/q
(with the usual modification if q = ∞) for s ∈ R and 1 ≤ q ≤ ∞, where {ϕn}
is an inhomogeneous partition of unity on R+ and X˙±N , with N > |s|, are the
extropolation spaces given by the completions of D(A±N ) with respect to
∥∥A±N ·∥∥.
A historical account of the classical theory of Besov spaces on Rn is beyond
the scope of this work, and we refer the reader to, for instance, [84, 40, 89, 77].
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We shall, however, recall briefly the main techniques used to develop the theory
of Besov spaces which are relevant to our work. Recall that the classical Besov
spaces Bsp,q(R
n) are related closely to the negative Laplacian or its square root on
the Euclidean space Rn. Indeed, applying A = −∆p, i.e., the negative Laplacian
on Lp(Rn) with 1 < p <∞, to the Komatsu space Dsq(A) yields the classical Besov
space Bsp,q(R
n) for s > 0 and 1 ≤ q ≤ ∞ in the sense of equivalent norms. So far,
compared with the classical approaches to Besov spaces (for example, the initial
method of moduli of continuity due to O. V. Besov [15], the Hardy–Littlewood max-
imal operator characterizations associated with the Poisson kernel and Gaussian
kernel due to H. Taibleson [82], the Fourier analytic method and the real variable
techniques due to J. Peetre [73] and the approach via the Caldero´n reproducing
formulas due to H.-Q. Bui, M. Paluszy´nski and M. H. Taibleson [18]), the dyadic
decomposition of resolvents provides an alternative approach to the Besov spaces
from the operator-theoretic point of view.
In addition to the real-variable techniques developed in the framework of the
classical harmonic analysis, there is some recent work on abstract Besov spaces
associated with the negative generators of strongly continuous (or, in particular,
bounded analytic) semigroups. More precisely, the work connected with Peetre’s
approach includes, for instance, [28, 13, 42, 68, 19], where Besov spaces associated
with self-adjoint positive operators or the Schro¨dinger operators are discussed. The
work in [17] is devoted to a class of homogeneous Besov spaces B˙s,Lp,q with−1 < s < 1
and 1 ≤ p, q ≤ ∞ for the negative generators L of analytic semigroups with heat
kernels satisfying an upper bound of Poisson type and Ho¨lder continuity. And
Besov spaces Bsp,q(L) with a full range of indices s ∈ R and 0 < p, q ≤ ∞ are
systematically studied in [48] for the negative generators L of semigroups with
heat kernels satisfying an upper bound of Gauss type, Ho¨lder continuity and a
Markov property. Moreover, a quite recent work on Lipschitz spaces Λs (i.e., Bs∞,∞)
associated with the Schro¨dinger operators is given in [29] by using the language of
semigroups.
Our work starts from a unified representation of fractional powers of non-negative
operators on Banach spaces. Let A be a non-negative operator on a Banach space
X and let z ∈ C+. It can be verified that
Azx =
Γ(α+ β)
Γ(α+ z)Γ(β − z)
∫ ∞
0
λz+αAβ(λ+A)−α−βx
dλ
λ
, x ∈ D(Az+ǫ),(1.2)
where ǫ > 0 and α, β ∈ C+ satisfying −Reα < Re z < Re β (see Proposition
2.12 below). It is the representation (1.2) that motivates us to deal with a dyadic
decomposition of the integrand and define the inhomogeneous Besov space Bs,Aq,X
associated with A to be the completion of the subspace{
x ∈ D(A) :
∞∑
i=k
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥q <∞
}
⊂ X
with respect to the quasi-norm
‖x‖Bs,Aq,X
:=
∥∥(2k +A)−αx∥∥+
{
∞∑
i=k
∥∥2i(s+α)Aβ(2i + A)−α−βx∥∥q
}1/q
(with the usual modification if q =∞) for s ∈ R and 0 < q ≤ ∞, where k ∈ Z and
α, β ∈ C∗+ satisfying −Reα < s < Re β (see Definition 3.6 below).
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Indeed, the dyadic decomposition of resolvents of non-negative operators is an
analogue of the standard frequency restriction in the construction of the classical
Besov spaces on Rn and it allows us to construct a variety of Besov spaces with a full
range of the smoothness index s ∈ R and size index 0 < q ≤ ∞ (see Section 3 below).
Moreover, the continuous scale of indices α and β in the representation (1.2) allows
us to describe more exactly the lifting property as well as other properties of interest
for fractional powers of non-negative operators on Besov spaces Bs,Aq,X . Some results
are novel even in the case 1 ≤ q ≤ ∞. More precisely, thanks to the representation
(1.2) with continuous scale of indices α and β and reproducing formula (2.42) of
fractional powers of operators, Theorems 5.2 and 5.7 provide equivalent quasi-norms
for the lifting and interpolation of Besov spaces, which improves [51, Theorem 3.1]
and [37, Corollary 7.3 (b)] in the sense of equivalent (quasi-)norms even in the case
1 ≤ q ≤ ∞ (see Remark 5.8 below for more information).
The paper is organized as follows. In Section 2 we provide the reader with a
concise introduction to the concepts of non-negative operators and their fractional
powers and present some estimates and representations of fractional powers of oper-
ators used in this paper. Section 3 is devoted to the construction of (inhomogeneous
and homogeneous) Besov spaces associated with non-negative operators (i.e., ab-
stract Besov spaces for short). Section 4 contains some basic properties of abstract
Besov spaces, such as quasi-norm equivalence, continuous embedding and transla-
tion invariance. In Section 5 we discuss the connections between the smoothness of
abstract Besov spaces and the fractional powers of the underlying operators, includ-
ing the lifting property, smoothness reiteration and interpolation spaces. Finally, in
Section 6 we compare our new Besov spaces with some classical ones, as well as the
known Besov spaces developed by the integral transform method, or the functional
calculus approach or the Littlewood-Paley decomposition technique, and we show
that our new Besov spaces recover many known Besov spaces in the literature.
Notation. Throughout this paper, we shall use the following notation:
R+ := [0,∞),
C+ := {α ∈ C : Reα > 0} and C
∗
+ := C+ ∪ {0},
Σθ := {z ∈ C \ {0} : | arg z| < θ} for θ ∈ (0, π).
We use the notation f(t) ≡ c to mean that f is a constant function taking the value
c. Also, we use the notation a . b to mean that a ≤ Cb for some positive constant
C independent of other relevant quantities and the notation a ≃ b to mean that
a . b . a for the sake of simplicity. Moreover, by q′ we denote the conjugate of
q ∈ (1,∞), i.e., q′ ∈ (1,∞) satisfies that
1
q
+
1
q′
= 1.
For the consistency of notation, two standard classical inequalities are formulated
as follows, which we shall need to get explicit quasi-norm estimates for abstract
Besov spaces. One is, for 0 < q <∞,
(a+ b)q ≤ Cq(a
q + bq), a, b ≥ 0,(1.3)
with Cq = max{1, 2
q−1} and the other is, for 0 < q ≤ 1,(
∞∑
i=1
ai
)q
≤
∞∑
i=1
aqi , ai ≥ 0, i ∈ N.(1.4)
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By Γ we denote the well-known Gamma function. In this paper we also shall need
the following two classical integrals associated with the Gamma function. One is
Γ(n)
Γ(α)Γ(n− α)
∫ ∞
0
λα(1 + λ)−n
dλ
λ
= 1, 0 < Reα < n ∈ N,(1.5)
and the other is
1
Γ(α)Γ(1 − α)
∫ ∞
0
λµα
λ2 + 2λµα cosπα+ µ2α
dµ
µ
= 1, 0 < Reα < 1.(1.6)
For a Banach space X , L(X) denotes the Banach algebra of all bounded linear
operators on X . The domain, range, spectrum and resolvent set of an (unbounded)
operator A on X are denoted by D(A), R(A), σ(A) and ρ(A), respectively. More-
over, for an operator A on X , by A|Y we denote the part of A in Y , i.e., A|Y y = Ay
for y ∈ D (A|Y ) := {y ∈ D(A) ∩ Y : Ay ∈ Y }.
2. Fractional powers of operators
In this section we present a number of estimates and representations for the
fractional powers of non-negative operators which we shall need for what follows.
Some of this material is quite standard and some is relatively new. X is a complex
Banach space and A is a closed linear operator on X in this section.
2.1. Non-negative operators. The class of non-negative operators in Banach
spaces was introduced by A. V. Balakrishnan [10] to discuss the fractional powers
of operators and subsequently studied by H. Komatsu in a series of papers [50]-[55].
In particular, in [52] H. Komatsu gave them this nomenclature.
Recall that A is said to be non-negative on X if (−∞, 0) ⊂ ρ(A) and
MA := sup
λ>0
∥∥λ(λ +A)−1∥∥ <∞.(2.1)
Thanks to a simple decomposition of the identity operator, i.e.,
I = λ(λ+A)−1 +A(λ +A)−1, λ ∈ ρ(A),(2.2)
it can be seen that A is non-negative on X if and only if (−∞, 0) ⊂ ρ(A) and
LA := sup
λ>0
∥∥A(λ +A)−1∥∥ <∞.(2.3)
For convenience, we call MA and LA the non-negativity constants of A. Moreover,
thanks to (2.3), if a non-negative operator A is injective then the inverse A−1 of
A is also non-negative with the non-negativity constants MA−1 = LA and LA−1 =
MA. Sometimes a non-negative operator A with 0 ∈ ρ(A) is also called a positive
operator.
Also, recall that a family {At}t∈Λ of non-negative operators At is said to be
uniformly non-negative if
M = M{At}t∈Λ := sup
t∈Λ
MAt <∞,(2.4)
where MAt is the non-negativity constant of At given by (2.1). Clearly, a family
{At}t∈Λ of non-negative operators At is uniformly non-negative if and only if
L = L{At}t∈Λ := sup
t∈Λ
LAt <∞,(2.5)
where LAt is the non-negativity constant of At given by (2.3). Moreover, we call
M and L the uniform non-negativity constants of {At}t∈Λ for convenience.
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Some uniformly non-negative families are listed as follows, which are simple but
important in the theory of fractional powers of operators and will be used frequently
in the sequel.
Example 2.1. Let A be non-negative on X . The following statements hold.
(i) {t(t+A)−1}t>0 is uniformly non-negative with the uniform non-negativity
constants M{t(t+A)−1}t>0 ≤MA + LA and L{t(t+A)−1}t>0 ≤MA.
(ii) {A(t+A)−1}t>0 is uniformly non-negative with the uniform non-negativity
constants M{A(t+A)−1}t>0 ≤MA + LA and L{A(t+A)−1}t>0 ≤ LA.
(iii) {(s + A)(t + A)−1}s,t>0 is uniformly non-negative with the uniform non-
negativity constantsM{(s+A)(t+A)−1}s,t>0 , L{(s+A)(t+A)−1}s,t>0 ≤MA+LA.
Finally, it is necessary to point out that a concept related closely to non-negative
operators is the so-called sectorial operators due to T. Kato [47]. It is known
nowadays that a closed linear operator on a Banach space is non-negative if and
only if it is sectorial (see [65, Proposition 1.2.1]). Thanks to sectoriality, it is
possible to develop the theory of functional calculi for non-negative operators on
Banach spaces. Sectorial operators and functional calculi of them will be discussed
in Section 6.2 below. We also refer the reader to, for instance, [58, 86, 9, 36, 11,
59, 12, 33], [65, Chapter 4] and [38, Chapter 2] for more information on this topic.
2.2. Fractional powers of operators. Generally speaking, there are three dif-
ferent approaches to fractional powers of non-negative operators on Banach spaces.
One is the integral operator approach, including the complex integrals, i.e., the
so-called Dunford-Riesz integrals due to sectoriality of non-negative operators (see,
for example, [72, Section 2.6]) and real integrals, i.e., the so-called Balakrishnan-
Komatsu operators (see, for example, [71, Chapter 9] and [65, Chapters 3 and 5]).
Another is a little more abstract approach via the so-called function calculi, such
as the Hirsch functional calculus, H∞-functional calculus, natural functional cal-
culus and so on (see [30, 65, 38, 36] and reference therein). And the third approach
involves some abstract (incomplete) Cauchy problem and the fractional powers of
the underlying operator can be given by the (unique) solution of the abstract (in-
complete) Cauchy problem in a suitable way (see [22, 80, 81, 35, 21, 6], especially
a quite recent work [69, Theorem 6.2]).
Now we recall fractional powers of non-negative operators starting from real
integrals. Let A be non-negative on X and let α ∈ C+. Initially, suppose that
A ∈ L(X), one can define the fractional power Aα of A by the Balakrishnan-
Komatsu integral, i.e.,
Aα :=
Γ(n)
Γ(α)Γ(n− α)
∫ ∞
0
λαAn(λ+A)−n
dλ
λ
,(2.6)
where Reα < n ∈ N. Thanks to (2.1) and (2.3), it can be seen that the integral
given in the right-hand side of (2.6) absolutely converges. It can also be seen that
the part given in the right-hand side of (2.6) is independent of integers n > Reα
which is a simple consequence of the use of integration by parts. This implies that
Aα given in (2.6) is well-defined as a bounded linear operator on X . By using
the well-known resolvent equation (see [5, Appendix B, Proposition B.4]), one can
verify the additivity of Aα. Furthermore, by use of additivity of fractional powers
one can also verify the injectivity of Aα whenever A is injective.
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The fractional powers of unbounded non-negative operators can be defined by
using a standard approximation technique. More precisely, if A is unbounded with
0 ∈ ρ(A), it makes sense to consider the fractional power (A−1)α of A−1 and,
thanks to the injectivity of (A−1)α as mentioned above, it is possible to define the
fractional power Aα of A as the inverse of (A−1)α, i.e.,
Aα :=
[
(A−1)α
]−1
.
And if A is unbounded while 0 ∈ σ(A), it makes sense to consider the fractional
power (A+ ǫ)α of A+ ǫ with ǫ > 0 due to the fact that 0 ∈ ρ(A+ ǫ) and define the
fractional power Aα of A by the strong limit
Aα := s− lim
ǫ→0
(A+ ǫ)α
with maximal domain (see [65, Definitions 5.1.2 and 5.1.3]).
The positive powers of non-negative operators not only look like the classical
powers of numbers but also work like the classical powers of numbers. More pre-
cisely, they satisfy the following two laws of exponents. One is additivity, i.e.,
AαAβ = Aα+β , α, β ∈ C+.(2.7)
The other is multiplicativity, i.e.,
(Aα)β = Aαβ , 0 < α < π/ω, β ∈ C+,(2.8)
where ω ∈ (0, π) is the sectoriality angle of A (see [65, Theorems 5.1.11 and 5.4.3]).
The negative or imaginary powers of non-negative operators can be defined anal-
ogously. If this is the case, injectivity of non-negative operators is needed to ensure
the single-valuedness of the desired fractional powers. More precisely, assume that
the non-negative operator A is injective. Thanks to (2.7), it is easy to verify the
injectivity of Aα for each α ∈ C+ (also see [65, Corollary 5.2.4 (ii)]), and therefore
one can define the negative power A−α of A as the inverse of Aα, i.e.,
A−α := (Aα)−1, α ∈ C+.
Compared with positive or negative powers, the imaginary powers of non-negative
operators have a slightly more complicated configuration and are the most mysteri-
ous objects in the field of fractional powers of operators, even the domains of them
have not been fully understood as yet (see Remark 2.11 below). In view of the
importance of the closedness for unbounded operators on abstract spaces, one can
define the imaginary powers of non-negative operators by using a closed extension
of suitable operators. For example, one can consider the composition A−1A1+it and
define the imaginary power Ait of A by its closed extension in the following way:
Ait := (1 +A)2A−1A1+it(1 +A)−2, t ∈ R.(2.9)
See [65, Definition 7.1.2]. Moreover, one may define A0 := I, the identity operator,
for the sake of convenience.
Fractional (positive, negative or imaginary) powers of unbounded non-negative
operators admit a general version of laws of exponents. On the one hand, in contrast
to (2.7), merely the following inclusion holds:
AαAβ ⊂ Aα+β , α, β ∈ C.(2.10)
On the other hand, analogous to (2.8), it holds that
(Aα)β = Aαβ , −π/ω < α < π/ω, β ∈ C,
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where ω ∈ (0, π) is the sectoriality angle of A. See [65, Theorems 7.1.1 and 7.1.3]
or [38, Proposition 3.2.1]).
In addition to the laws of exponents, the spectral mapping theorem also plays
an important role in the theory of fractional powers of operators. The spectral
mapping theorem for fractional powers of non-negative operators reads that
σ(Aα) = {µα : µ ∈ σ(A)}, α ∈ C+.
See [38, Proposition 3.1.1 (j)] or [65, Theorem 5.3.1]. As for general spectral map-
ping theorems for functional calculi, we refer the reader to [65, Section 4.3] (for
the Hirsch functional calculus) and [38, Section 2.7] (for the natural functional
calculus).
Next we turn to representations of fractional powers of non-negative operators.
Let A be non-negative on X and let α ∈ C+ with Reα < n ∈ N. Thanks to addi-
tivity of fractional powers of bounded non-negative operators, by using a standard
approximation argument one can conclude from (2.6) that
Aαx =
Γ(n)
Γ(α)Γ(n− α)
∫ ∞
0
λαAn(λ+A)−nx
dλ
λ
, x ∈ D(Am),(2.11)
where m is the smallest integer greater than Reα. Also, see [65, Page 59, (3.4)]. In
particular, if A is injective, replacing A by A−1 in (2.11) yields
A−αx =
Γ(n)
Γ(α)Γ(n− α)
∫ ∞
0
λ−αλn(λ +A)−nx
dλ
λ
, x ∈ R(Am).(2.12)
Thanks to (2.11), we can now give some estimates of fractional powers of non-
negative operators. These estimates, especially (2.19) and (2.20) below, will be
used frequently to get explicit quasi-norm estimates for abstract Besov spaces. See
Sections 3, 4 and 5 below.
Lemma 2.2. Let A be non-negative and let {At}t∈Λ be a family of non-negative
operators At on X. Fix α ∈ C+ with Reα < n ∈ N. The following statements hold.
(i) If {At}t∈Λ is uniformly non-negative and uniformly bounded, then {A
α
t }t∈Λ
is uniformly bounded and
sup
t∈Λ
‖Aαt ‖ ≤ Cα,n(L +KM)
n,(2.13)
where M and L are the uniform non-negativity constants of {At}t∈Λ given
in (2.4) and (2.5), respectively, K = supt∈Λ ‖At‖ and
Cα,n =
Γ(Reα)Γ(n− Reα)
|Γ(α)Γ(n− α)|
.(2.14)
In particular, applying At ≡ A ∈ L(X) to (2.13) yields
‖Aα‖ ≤ Cα,n (LA +MA‖A‖)
n
,(2.15)
applying At = t(t+A)
−1 with t > 0 to (2.13) yields
sup
t>0
∥∥tα(t+A)−α∥∥ ≤ Cα,nMnA (LA +MA + 1)n ,(2.16)
applying At = A(t+A)
−1 with t > 0 to (2.13) yields
sup
t>0
∥∥Aα(t+A)−α∥∥ ≤ Cα,nLnA (LA +MA + 1)n ,(2.17)
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and applying As,t = (s + A)(t + A)
−1 with 0 ≤ s/t ≤ c for given c > 0 to
(2.13) yields
sup
0≤s/t≤c
∥∥(s+A)α(t+ A)−α∥∥ ≤ Cα,n (LA +MA)n (LA + cMA + 1)n ,(2.18)
where MA and LA are the non-negativity constants of A given in (2.1) and
(2.3), respectively.
(ii) Let β ∈ C+ with β = α or Reα < Re β < m ∈ N. For given c > 0, we have∥∥Aα(t+A)−β∥∥ ≤ C ∥∥Aα(s+A)−β∥∥, 0 ≤ s/t ≤ c,(2.19)
and we also have∥∥(s+A)α(t+ A)−β∥∥ ≤ C ∥∥(t+A)−(β−α)∥∥, 0 ≤ s/t ≤ c,(2.20)
where C = Cβ,m(LA + MA)
m(LA + cMA + 1)
m with Cβ,m, MA and LA
given by (2.14), (2.1) and (2.3), respectively.
Proof. The statements can be verified by use of (2.11) and (1.5). Indeed, from
(2.11) and (1.5), it follows that
‖Aαt ‖ ≤ Cα,n sup
λ>0
∥∥(1 + λ)nAnt (λ+At)−n∥∥
≤ Cα,n sup
λ>0
∥∥(1 + λ)At(λ+At)−1∥∥n ≤ Cα,n(L +KM)n,
from which (2.13) follows immediately. Note that (2.15) is a direct consequence
of (2.13), while (2.16), (2.17) and (2.18) are all simple consequences of (2.13) and
Example 2.1, where the uniform non-negativity constants of the corresponding fam-
ilies of operators are used. Moreover, (2.19) and (2.20) are two direct consequences
of (2.18). The proof is complete. 
Remark 2.3. It is necessary to point out that sometimes we may obtain more precise
estimates for a variety of families of operators by a routine calculation starting from
(2.11) and (1.5) rather than the direct use of (2.13). Indeed, the estimates given in
(2.15), (2.16), (2.17) and (2.18) can be improved in the following way.
(i) Analogous to (2.13), by use of (2.11) and (1.5) one can verify that
(2.16)∗ supt>0
∥∥tα(t+A)−α∥∥ ≤ Cα,nMnA,
(2.17)∗ supt>0
∥∥Aα(t+A)−α∥∥ ≤ Cα,nLnA,
(2.18)∗ sup0≤s/t≤c
∥∥(s+A)α(t+A)−α∥∥ ≤ Cα,n(LA +max{c, 1} ·MA)n,
where 0 < Reα < n ∈ N, Cα,n is given by (2.14), and MA and LA are
the non-negativity constants of A given by (2.1) and (2.3), respectively.
Clearly, the estimates (2.16)∗, (2.17)∗ and (2.18)∗ are more precise than
(2.16), (2.17) and (2.18), respectively. Moreover, (2.16)∗ and (2.17)∗ are
also given in [38, Corollary 3.1.13] in the case 0 < α < n ∈ N.
(ii) Compared with (2.15), an alternative estimate of ‖Aαx‖ can be given by
the so-called moment inequality [65, Lemma 3.1.7], i.e.,
‖Aαx‖ ≤ C(α, n,MA) ‖A
nx‖
Reα/n
‖x‖
(n−Reα)/n
, x ∈ D(Aα),(2.21)
where 0 < Reα < n ∈ N, MA is the non-negativity constant of A given by
(2.1) and
C(α, n,MA) =
Γ(n+ 1)
|Γ(α)Γ(n − α)|
MReαA (MA + 1)
n−Reα
Reα(n− Reα)
.
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In particular, if A ∈ L(X), from (2.21) it follows that
(2.15)∗ ‖Aα‖ ≤ C(α, n,MA)‖A‖
Reα,
an estimate different from (2.15). Also, see [65, Remark 5.1.2 ].
From this we turn to ergodicity of non-negative operators. In view of (2.11),
a link between fractional powers and integral powers, it is necessary to point out
two simple facts for bounded linear operators. More precisely, for S, T ∈ L(X)
satisfying commutativity, it is routine to verify that
(S + T )n =
n∑
k=0
(
n
k
)
SkT n−k, n ∈ N,(2.22)
and that
Sn − T n = (S − T )
n−1∑
k=0
T kSn−1−k, n ∈ N.(2.23)
The following lemma improves slightly [65, Theorem 6.1.1] and [67, Lemma 2.3],
which can be verified by using a standard density argument and some operator
identities, especially (2.22) and (2.23) above.
Lemma 2.4. Let A be a non-negative operator on X and let α ∈ C+. The following
statements hold.
(i) D(A) = D(Aα). Moreover, for x ∈ X,
x ∈ D(Aα)⇔ lim
t→∞
tα(t+A)−αx = x⇔ lim
t→∞
tα(t+A)−αx exists
⇔ lim
t→∞
Aα(t+A)−αx = 0⇔ lim
t→∞
Aα(t+A)−αx exists
⇔ Aα(λ+A)−αx ∈ D(Aα) for all (or, some) λ > 0.
(ii) R(A) = R(Aα). Moreover, for x ∈ X,
x ∈ R(Aα)⇔ lim
t→0
Aα(t+ A)−αx = x⇔ lim
t→0
tα(t+A)−αx = 0
⇔ λα(λ+A)−αx ∈ R(Aα) for all (or, some) λ > 0.
(iii) Ker(A) = Ker(Aα) = Ker(Aα(t+A)−α) for t > 0. Moreover, for x ∈ X,
x ∈ Ker(Aα)⇔ Aα(t+A)−αx ≡ 0⇔ lim
t→0
Aα(t+A)−αx = 0
⇔ tα(t+A)−αx ≡ x⇔ lim
t→0
tα(t+A)−αx = x.
(iv) For x ∈ X, we have
x ∈ R(Aα)⊕Ker(Aα)⇔ lim
t→0
Aα(t+A)−αx exists
⇔ lim
t→0
tα(t+A)−αx exists.
Moreover, lim
t→0
tα(t+A)−αx = x0 and lim
t→0
Aα(t+A)−αx = x1 whenever
x = x0 + x1 with x0 ∈ Ker(A
α) and x1 ∈ R(Aα).
Proof. (i) Thanks to [65, Theorem 6.1.1 (ii)], it remains to verify that
lim
t→∞
Aα(t+A)−αx exists ⇒ lim
t→∞
Aα(t+A)−αx = 0,(2.24)
lim
t→∞
tα(t+A)−αx exists ⇒ lim
t→∞
tα(t+A)−αx = x(2.25)
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and
x ∈ D(Aα)⇔ Aα(λ+A)−αx ∈ D(Aα) for all (or, some) λ > 0.(2.26)
Indeed, (2.24) is a simple consequence of the uniform boundedness of {tα(t +
A)−α}t>0 (see Lemma 2.2 (i) above) and the closedness of A
α.
Now we verify (2.25). Let x ∈ X such that the limit lim
t→∞
tα(t + A)−αx exists.
From (2.11) and (2.23) it follows that
x− tα(t+A)−αx = Axt, t > 0,
where
xt =
Γ(n)
Γ(α)Γ(n− α)
n−1∑
k=0
∫ ∞
0
λα
(1 + λ)n
[
t(1 + λ)
λ
]k[
t(1 + λ)
λ
+A
]−(k+1)
x
dλ
λ
with Reα < n ∈ N. Thanks to the dominated convergence theorem, from the
uniform boundedness of {t(t + A)−1}t>0 (see, Example 2.1 (b) above) it follows
that xt → 0 as t→∞, so that Axt → 0 as t→∞ due to the closedness of A, i.e.,
tα(t+A)−αx→ x as t→∞. Thus, we have verified (2.25).
As for (2.26), it suffices to verify that
x ∈ D(A)⇔ Aα(λ +A)−αx ∈ D(A) for all (or, some) λ > 0(2.27)
due to the fact that D(Aα) = D(A). To this end, let x ∈ X and fix an integer
n > Reα. From (2.11) and (2.22) it follows that
Aα(λ+A)−αx− x =
n∑
k=1
∫ ∞
0
µα
(1 + µ)n
(−1)k
(
λµ
1 + µ
)k(
λµ
1 + µ
+A
)−k
x
dµ
µ
,
where c = Γ(n)Γ(α)Γ(n−α) . By [5, Proposition 1.1.7] we conclude that the integrals given
in the right-hand side of the last equality are all inD(A), so that Aα(λ+A)−αx−x ∈
D(A). Thus, we have verified (2.27).
(ii) Analogous to (2.26), we can verify that
x ∈ R(Aα)⇔ λα(λ+A)−αx ∈ R(Aα) for all (or, some) λ > 0.
The other statements have been verified in [65, Theorem 6.1.1 (iii)].
(iii) Recall that
Ker(A) = Ker(An), n ∈ N,(2.28)
as shown in [65, Corollary 1.1.6]. A direct proof of (2.28) can be given as follows.
Indeed, it is trivial that Ker(A) ⊂ Ker(An) for each n ∈ N. Conversely, it suffices
to verify thatKer(A2) ⊂ Ker(A). Let x ∈ Ker(A2). By using x = (t+A)(t+A)−1x
with t > 0 we have
Ax = tA(t+A)−1x+ (t+A)−1A2x = tA(t+A)−1x.
Applying t → 0 in the last equality yields Ax = 0 since the last term converges to
zero as t→ 0 due to the uniform boundedness of {A(t+A)−1}t>0. Thus, we have
verified (2.28).
Now we verify the first equality of (iii), i.e.,
Ker(A) = Ker(Aα).(2.29)
To this end, fix an integer n > Reα. It is clear thatKer(Aα) ⊂ Ker(An) = Ker(A)
due to (2.7) and (2.28). Conversely, let x ∈ Ker(A). It is clear that x ∈ Ker(An)
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due to (2.28), and hence, Aαx = 0 due to the representation (2.11). This implies
that x ∈ Ker(Aα), and hence, Ker(A) ⊂ Ker(Aα). Thus, we have verified (2.29).
Next we verify the second equality of (iii), i.e.,
Ker(Aα) = Ker
(
Aα(t+A)−α
)
, t > 0.(2.30)
Indeed, by using (2.2) and the commutativity between A and (t + A)−1, we have
Ker(A(t + A)−1) = Ker(A) for each t > 0. Applying (2.29) to the operator
A(t+A)−1 yields (2.30), immediately.
And finally, we verify the desired equivalences of (iii). It is trivial that
x ∈ Ker(Aα)⇒ Aα(t+A)−αx ≡ 0⇒ lim
t→0
Aα(t+A)−αx = 0.
Now fix x ∈ X such that lim
t→0
Aα(t+A)−αx = 0. Note that
x← x−Aα(t+A)−αx
=
Γ(n)
Γ(α)Γ(n− α)
∫ ∞
0
λα
(1 + λ)n
λt
1 + λ
n−1∑
k=0
Ak
(
λt
1 + λ
+A
)−(k+1)
x
dλ
λ
:= yt,
where the equality follows from (2.11) and (2.23), while Ayt → 0 as t→ 0
+ by the
dominated convergence theorem. By use of the closedness of A we conclude that
x ∈ D(A) and Ax = 0, i.e., x ∈ Ker(A). Applying (2.29) yields x ∈ Ker(A) =
Ker(Aα). Thus, we have verified that
x ∈ Ker(Aα)⇔ Aα(t+A)−αx ≡ 0⇔ lim
t→0
Aα(t+A)−αx = 0.
By using analogous argunents, we can also verify the equivalence
x ∈ Ker(Aα)⇔ tα(t+A)−αx ≡ x⇔ lim
t→0
tα(t+A)−αx = x.
Thus, we have verified the statement (iii).
(iv) We first verify the equivalence
x ∈ R(Aα)⊕Ker(Aα)⇔ lim
t→0+
Aα(t+A)−αx exists.(2.31)
Fix x ∈ R(Aα) ⊕ Ker(Aα), and write x = x1 + x2 with x1 ∈ R(Aα) and x2 ∈
Ker(Aα). Thanks to the statement (ii), there exists the limit lim
t→0
Aα(t+A)−αx.
More precisely,
lim
t→0
Aα(t+A)−αx = lim
t→0
Aα(t+A)−αx1 = x1.
Conversely, fix x ∈ X such that the limit lim
t→0
Aα(t+A)−αx exists. Write
y := lim
t→0
Aα(t+A)−αx.
It suffices to verify x− y ∈ Ker(Aα) due to the fact that y ∈ R(Aα). To this end,
write xt := A
α(t+A)−αx with t > 0. From (2.11) and (2.22) it follows that
x− xt = Cα
n∑
k=1
(−1)k+1
(
n
k
)∫ ∞
0
λα
(1 + λ)n
(
λt
1 + λ
)k(
λt
1 + λ
+A
)−k
x
dλ
λ
,
where Cα =
Γ(n)
Γ(α)Γ(n−α) . By using (2.1) and (2.3) we conclude that x− xt ∈ D(A)
and A(x − xt)→ 0 as t→ 0. Applying the closedness of A yields x− y ∈ Ker(A),
and hence, x− y ∈ Ker(Aα) due to (2.29). Thus, we have verified (2.31).
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The equivalence
x ∈ R(Aα)⊕Ker(Aα)⇔ lim
t→0+
tα(t+A)−αx exists.
can be verified analogously. Moreover, thanks to the statements (ii) and (iii), it
can be seen that lim
t→0
tα(t+A)−αx = x0 and lim
t→0
Aα(t+A)−αx = x1 whenever
x = x0 + x1 with x0 ∈ Ker(A
α) and x1 ∈ R(Aα). The proof is complete. 
In the following lemma, we present some reproducing formulas for the fractional
powers of non-negative operators, which will be used to construct Besov spaces
associated with operators in Section 3 below.
Lemma 2.5. Let A be non-negative on X, and let α, β ∈ C∗+ and λ, µ > 0. The
following statements hold.
(i) If Reα > 0 and β = m ∈ N then, for x ∈ D(A),
x =
Γ(α+m)
Γ(α)Γ(m)
∫ ∞
λ
tαAm(t+A)−α−mx
dt
t
+
m−1∑
k=0
Γ(α+ k)
Γ(α)Γ(k + 1)
[
A(λ+A)−1
]k
λα(λ+A)−αx.
(2.32)
(ii) For x ∈ X,
λα+βAβ(λ+A)−α−βx = (α + β)
∫ λ
µ
tα+βAβ+1(t+A)−α−β−1x
dt
t
+µα+βAβ(µ+A)−α−βx.
(2.33)
(iii) If Reβ > 0, then
λα+βAβ(λ+A)−α−βx = (α + β)
∫ λ
0
tα+βAβ+1(t+A)−α−β−1x
dt
t
(2.34)
for x ∈ X; and if β = 0, then (2.34) holds for x ∈ R(A).
(iv) For x ∈ X,
Aβ(λ +A)−α−βx = (α+ β)
∫ µ
λ
Aβ(t+A)−α−β−1x dt+Aβ(µ+A)−α−βx.(2.35)
(v) If Reα > 0, then
Aβ(λ+A)−α−βx = (α+ β)
∫ ∞
λ
Aβ(t+A)−α−β−1x dt(2.36)
for x ∈ X; and if α = 0 < Reβ, then (2.36) holds for x ∈ D(A).
Proof. By induction, it is routine to verify that
d
dt
{
m−1∑
k=0
Γ(α+ k)
Γ(α)Γ(k + 1)
[
A(t+A)−1
]k
tα(t+A)−αx
}
=
Γ(α+m)
Γ(α)Γ(m)
tα−1Am(t+A)−α−mx.
Since tαAm(t + A)−α−mx → 0 as t → ∞ due to Lemma 2.4 (i), integrating the
last equality yields (2.32), immediately. The equalities (2.33) and (2.35) are direct
consequences of the fundamental theorem of calculus. Applying µ → 0 to (2.33)
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yields (2.34), while applying µ→∞ to (2.35) yields (2.36), immediately. The proof
is complete. 
Remark 2.6. The (inhomogeneous) reproducing formula (2.32) above is essentially
due to [49, Lemma 2.1], where (2.32) is given for special values α = k ∈ N. Applying
λ→ 0 to (2.32) yields the following (homogeneous) reproducing formula:
x =
Γ(α +m)
Γ(α)Γ(m)
∫ ∞
0
tαAm(t+A)−α−mx
dt
t
, x ∈ D(A) ∩R(A),
where α ∈ C+ and m ∈ N. Also see (2.42) below for an alternative version of the
reproducing formula for fractional powers of operators.
2.3. Representations of fractional powers. Given an operator A on a Banach
space X , a fundamental matter in the theory of fractional powers of operators
is to provide explicit representations for the fracitonal power Aα and give exact
description for the fractional domainD(Aα). As mentioned above, the use of (2.11),
i.e., a vector-valued version of the Euler integral (1.5), for the fractional powers of
operators goes back to A. V. Balakrishnan [10], while H. Komatsu [51, Theorem
2.10] characterized the fractional domain D(Aα) for the case in which D(A) = X
and α ∈ C+ with Reα 6∈ N.
Let A be non-negative on X and let α ∈ C+ with Reα < n ∈ N. Recall
that (2.11) admits a more general version. More precisely, on the one hand, the
regularity of x in (2.11) can be weaken from x ∈ D(Am) to x ∈ X such that there
exists the limit limN→∞
∫ N
0
λαAn(λ+ A)−nx dλλ (see [51, Theorem 2.10]). On the
other hand, (2.11) can be extended from integers n > Reα to complex numbers β
satisfying Re β > Reα, as shown in [65, Corollary 5.1.13, (5.17)]. For the sake of
the reader’s convenience, we reformulate [65, Corollary 5.1.13] as follows.
Lemma 2.7. Let A be non-negative on X and let α, β ∈ C+ with Reα < Re β.
Fix x ∈ X such that there exists the limit
lim
N→∞
Γ(β)
Γ(α)Γ(β − α)
∫ N
0
λαAβ(λ+A)−βx
dλ
λ
:= y.(2.37)
Then x ∈ D(Aα) and Aαx = y.
In particular, the limit (2.37) exists for x ∈ X satisfying∫ ∞
0
∥∥λαAβ(λ +A)−βx∥∥dλ
λ
<∞.(2.38)
Thus, we have the following consequence of Lemma 2.7.
Corollary 2.8. Let A be non-negative on X and let α, β ∈ C+ with Reα < Re β.
Fix x ∈ X such that (2.38) holds. Then x ∈ D(Aα) and
Aαx =
Γ(β)
Γ(α)Γ(β − α)
∫ ∞
0
λαAβ(λ +A)−βx
dλ
λ
.(2.39)
By use of (2.1) and (2.3), it is easy to verify that (2.38) is satisfied whenever
x ∈ D(Aα+ǫ). Thus, we have the following simple consequence of Corollary 2.8.
Also see [25, Lemma 3.1].
Corollary 2.9. Let A be non-negative on X, and let α, β ∈ C+ with Reα < Re β.
Then (2.39) holds for x ∈ D(Aα+ǫ) with ǫ > 0.
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Compared with Lemma 2.7 above, the following lemma reads that the limit
(2.37) exists whenever x ∈ D(Aα) with α ∈ C+, possibly except for the case in
which Reα ∈ N and Imα 6= 0, as shown in [25, Theorem 3.5, (i)⇒(iii)].
Lemma 2.10. Let A be non-negative on X and let α, β ∈ C+ with Reα < Re β.
If x ∈ D(Aα), then there exists the limit (2.37) and Aαx = y, possibly except for
the case in which Reα ∈ N and Imα 6= 0.
Remark 2.11. Here we say a few more words on Lemma 2.10. Recall that, as for
the three statements (i), (ii) and (iii) given in [25, Theorem 3.5], the equivalence
(i)⇔(ii) and the implication (iii)⇒(i) both hold, while the implication (i)⇒(iii) was
merely verified for the case in which Reα 6∈ N or α = n ∈ N (since, in Step II of the
proof given in [25, Theorem 3.5], the use of integration by parts is possible merely
in the case Reα = 1 with Imα = 0, i.e., α = 1). Thus, whether Lemma 2.10 above
holds in the case α = n+ it with n ∈ N and 0 6= t ∈ R is still an open problem.
We also refer the reader to [51, Theorem 2.10] and [65, Theorem 6.1.3 and Remark
6.1.1] for more information on this topic.
Analogous to (2.12), if A is injective, replacing A by A−1 in (2.39) yields
A−αx =
Γ(β)
Γ(α)Γ(β − α)
∫ ∞
0
λ−αλβ(λ+A)−βx
dλ
λ
, x ∈ R(Aα+ǫ).(2.40)
In particular, (2.40) holds for each x ∈ X if A is positive.
The next result is new, which states that both (2.39) of positive powers Aα and
(2.40) of negative powers A−α can be reformulated as a unified one.
Proposition 2.12. Let A be non-negative on X and let z ∈ C and α, β ∈ C∗+ such
that −Reα < Re z < Reβ. The following statements hold.
(i) If Re z > 0, then (1.2) holds for x ∈ D(Az+ǫ) with ǫ > 0.
(ii) If Re z < 0, then (1.2) holds for x ∈ R(A−z+ǫ) with ǫ > 0 whenever A is
injective.
(iii) If Re z = 0 then (1.2) holds for x ∈ R(A−z+ǫ) ∩ D(Az+ǫ) with ǫ > 0
whenever A is injective.
Proof. (i) Let Re z > 0 and fix x ∈ D(Az+ǫ) with 0 < ǫ < Re β − Re z. First,
the integral given in the right-hand side of (1.2) absolutely converges. This can be
verified by using (2.16), (2.17) and the fact that Re β > Re z + ǫ. More precisely,∫ ∞
0
∥∥λz+αAβ(λ+A)−α−βx∥∥ dλ
λ
. ‖x‖+ ‖Az+ǫx‖.
Next we verify (1.2). To this end, write At := A+ t with t > 0, and fix γ ∈ C+
such that Re γ > Reα+Reβ. Applying (2.40) to the operator λ+At yields∫ ∞
0
λz+αAβt (λ+At)
−α−βx
dλ
λ
= C
∫ ∞
0
λz+αAβt
∫ ∞
0
µγ−α−β
(
µ+ λ+At
)−γ
x
dµ
µ
dλ
λ
,
where C = Γ(γ)Γ(α+β)Γ(γ−α−β) . Applying the change of variable σ = λ + µ and
exchanging the order of integration yields∫ ∞
0
λz+αAβt (λ+At)
−α−βx
dλ
λ
= C
∫ ∞
0
σz−βσγAβt (σ +At)
−γx
dσ
σ
,
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where C = Γ(γ)Γ(z+α)Γ(α+β)Γ(z−β+γ) . Thanks to the closedness of A
β
t , by [5, Proposition
1.1.7] we conclude that∫ ∞
0
λz+αAβt (λ+At)
−α−βx
dλ
λ
= CAβt
∫ ∞
0
σz−βσγ(σ +At)
−γx
dσ
σ
,
where C = Γ(γ)Γ(z+α)Γ(α+β)Γ(z−β+γ) . Since At is positive, from (2.40) it follows that∫ ∞
0
λz+αAβt (λ +At)
−α−βx
dλ
λ
= CAβt A
z−β
t = CA
z
t ,
where C = Γ(z+α)Γ(β−z)Γ(α+β) . Thus, we have verified that
Aztx =
Γ(α+ β)
Γ(α+ z)Γ(β − z)
∫ ∞
0
λz+αAβt (λ+At)
−α−βx
dλ
λ
.(2.41)
Note that Azx = limt→0A
z
tx due to the fact that x ∈ D(A
z+ǫ) ⊂ D(Az). Thanks
to the dominated convergence theorem, applying t → 0 to (2.41) yields (1.2), im-
mediately.
(ii) The statement is a simple consequence of (i). More precisely, let Re z < 0
and fix x ∈ R(A−z+ǫ) with 0 < ǫ < Re z+Reα. Note that −Reβ < Re(−z) < Reα
and R(A−z+ǫ) = D((A−1)−z+ǫ). Applying (i) to the (−z)-power of A−1 yields
Azx =
Γ(α+ β)
Γ(β − z)Γ(α+ z)
∫ ∞
0
µ−z+β(A−1)α(µ+A−1)−β−αx
dµ
µ
=
Γ(α+ β)
Γ(α+ z)Γ(β − z)
∫ ∞
0
λz+αAβ(λ+A)−α−βx
dλ
λ
.
Thus, we have verified (1.2) for Re z < 0.
(iii) Let z = it with t ∈ R and fix x ∈ D(Ait+ǫ) ∩ R(Ait+ǫ) with 0 < ǫ <
min{1,Reα,Re β}. Thanks to (2.1) and (2.3), it is easy to verify the absolute
convergence of the integral given in the right-hand side of (1.2) due to the fact that
0 < ǫ < min{Reα,Re β}. By using additivity, we obtain from (2.9) that
Aitx = (1 +A)2A−ǫAǫ+it(1 +A)−2x.
Applying (i) to the positive power Aǫ+it of A with −Re(α − ǫ) < Re(ǫ + it) <
Re(ǫ+ β) yields
Aitx = C(1 +A)2A−ǫ
∫ ∞
0
λǫ+itλα−ǫAβ+ǫ(λ+A)−α−β(1 +A)−2x
dλ
λ
,
where C = Γ(α+β)Γ(α+it)Γ(β−it) . Thanks to the fact that 0 < ǫ < min{1,Reα,Re β}
and the closedness of (1 + A)2A−ǫ, applying [5, Proposition 1.1.7] to the operator
(1 +A)2A−ǫ yields (1.2), immediately. The proof is complete. 
Remark 2.13. By Propostion 2.12 (iii), specifying z = 0 to (1.2) yields
x =
Γ(α+ β)
Γ(α)Γ(β)
∫ ∞
0
λαAβ(λ+A)−α−βx
dλ
λ
, x ∈ D(Aǫ) ∩R(Aǫ),(2.42)
for ǫ > 0. This (homogeneous) reproducing formula will be used to establish inter-
polations for abstract Besov spaces in Section 5 below.
Furthermore, we present some representations for resolvents of fractional powers
in the following lemma. In particular, the representation (2.44) below will be used
to establish smoothness reiteration for abstract Besov spaces in Section 5.
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Lemma 2.14. Let A be non-negative on X and let 0 < α < 1. Then Aα is non-
negative with the non-negativity constant MAα ≤MA. More precisely, for λ > 0,
(λ+Aα)−1 = C
∫ ∞
0
µα+1
λ2 + 2λµα cosπα+ µ2α
(µ+A)−1
dµ
µ
(2.43)
and
Aα(λ +Aα)−1 = C
∫ ∞
0
λµα
λ2 + 2λµα cosπα+ µ2α
A(µ+ A)−1
dµ
µ
,(2.44)
where C = 1Γ(α)Γ(1−α) and MA is the non-negativity constant of A given by (2.1).
Proof. It is routine to verify (2.43) by using the vector-valued version of the Cauchy
integral formula (see, for example, [50, Proposition 10.2], [65, Proposition 5.3.2(5.24)]
or [38, Remark 3.1.16]). Applying (2.1) and (1.6) to (2.43) gives MAα ≤ MA, im-
mediately. Moreover, from (2.2) and (2.43) it follows that
Aα(λ+Aα)−1 = I − C
∫ ∞
0
λµα
λ2 + 2λµα cosπα+ µ2α
µ(µ+A)−1
dµ
µ
= C
∫ ∞
0
λµα
λ2 + 2λµα cosπα+ µ2α
A(µ+A)−1
dµ
µ
, λ > 0,
the desired (2.44). The proof is complete. 
Finally, in contrast to the fractional powers of non-negative operators on Banach
spaces, a complete account of the theory of fractional powers of operators is beyond
of the scope of our work, and we refer the reader to, for instance, [32, 83, 39] (for
fractional powers associated with the fractional calculus), [30, 85, 74, 31, 56, 87]
(for fractional powers of operators with polynomially bounded resolvent), [66] (for
fractional powers of almost non-negative operators), [65, Section 5.7] (for fractional
powers of non-negative (multivalued) operators in Fre´chet spaces), and [8, 20, 43,
78, 61] for some applications associated with the fractional Laplacians, fractional
Schro¨dinger operators and some other fractional operators.
3. Besov spaces associated with operators
This section is devoted to the construction of Besov spaces associated with non-
negative operators in the framework of Banach spaces. In this section, (X, ‖·‖) is
a Banach space and A is a non-negative operator (not necessarily defined densely
or with dense range) on X .
3.1. Subspaces of Besov type. One of the advantages of the classical Besov
spaces is that they provide continuous scales for the smoothness of function spaces.
From the operator-theoretic point of view, the classical Besov spaces Bsp,q(R
n) ad-
mit a close relation with the well known Laplacian on Lp(Rn) (see Examples 6.11
and 6.12 below or [84, Section 2.12.2]). Compared with (2.37), (2.38) provides a
quantitative estimate, i.e., λαAβ(λ + A)−βx ∈ L1((0,∞); dλ/λ), for the fractional
domain D(Aα). The quantitative estimate (2.38) can also be refined via an addi-
tional size index 1 ≤ q ≤ ∞, i.e., λαAβ(λ + A)−βx ∈ Lq((0,∞); dλ/λ) (see (1.1)
for β = n ∈ N). This is the main idea of H. Komatsu [51] on abstract Besov spaces
from the interpolation point of view.
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In order to give unified quantitative estimates of fractional domains for a full
range s ∈ R and 0 < q ≤ ∞, we start from the unified representation (1.2) and
turn to the following dyadic series instead of the Lebesgue integrals.
Definition 3.1. Let 0 < q ≤ ∞ and s ∈ R. Fix k ∈ Z and α, β ∈ C∗+ such that
−Reα < s < Reβ. The space Rs,Aq,X(k, α, β) is defined by
Rs,Aq,X(k, α, β) :=
{
x ∈ D(A) :
∞∑
i=k
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥q <∞
}
,
endowed with the semi-quasinorm
|x|Rs,Aq,X (k,α,β)
:=
{
∞∑
i=k
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥q
}1/q
(with the usual modification when q =∞).
Remark 3.2. It is necessary to point out that the subspace Rs,Aq,X(k, α, β) is not
trivial and that the semi-quasinorm |·|Rs,Aq,X (k,α,β)
is indeed a quasi-norm in some
special cases. More precisely,
(i) It is clear that D(Aβ) ⊂ Rs,Aq,X(k, α, β) if s ≥ 0 and that R
s,A
q,X(k, α, β) =
D(A) if s < 0 due to the uniform boundedness of {2jα(2j + A)−α}j≥k
and {Aβ(2j + A)−β}j≥k as shown in Lemma 2.2 (ii), so that the space
Rs,Aq,X(k, α, β) is non-zero for a non-trivial operator A.
(ii) The semi-quasinorm |·|Rs,Aq,X (k,α,β)
is indeed a quasi-norm if β = 0 or A is
injective. Indeed, the case when β = 0 is trivial while the case when A is
injective can be seen by observing that
|x|Rs,Aq,X (k,α,β)
= 0⇔ Aβ(2j +A)−βx = 0⇔ x ∈ Ker(A),
where the last equivalence follows from Lemma 2.4 (iii) above.
It is easy to verify that the space Rs,Aq,X(k, α, β) is independent of the choice of k
in the sense of equivalent semi-quasinorms.
Lemma 3.3. Let 0 < q ≤ ∞ and s ∈ R. Fix k ∈ Z and α, β ∈ C∗+ such that
−Reα < s < Re β. Then Rs,Aq,X(k, α, β) = R
s,A
q,X(k
′, α, β) from the set-theoretic
point of view and the equivalence
|x|Rs,Aq,X (k,α,β)
≃ |x|Rs,Aq,X (k′,α,β)
(3.1)
holds for each k′ ∈ Z.
Proof. It suffices to verify that
|x|Rs,Aq,X (k,α,β)
≃ |x|Rs,Aq,X (k+1,α,β)
.
Indeed, it is trivial that
|x|Rs,Aq,X (k+1,α,β)
≤ |x|Rs,Aq,X (k,α,β)
,
and hence, it remains to verify that
|x|Rs,Aq,X (k,α,β)
. |x|Rs,Aq,X (k+1,α,β)
.(3.2)
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If 0 < q <∞, applying (1.3) yields
|x|Rs,Aq,X (k,α,β)
≤ C1/q
[
|x|Rs,Aq,X (k+1,α,β)
+
∥∥2k(s+α)Aβ(2k +A)−α−βx∥∥] ,
while applying (2.18) with c = 2 to (2k+1 +A)α+β(2k +A)−(α+β) yields∥∥2k(s+α)Aβ(2k +A)−α−βx∥∥ = 2−(s+Reα)∥∥(2k+1 +A)α+β(2k +A)−(α+β)
· 2(k+1)(s+α)Aβ(2k+1 +A)−(α+β)
∥∥
≤ C
∥∥2(k+1)(s+α)Aβ(2k+1 +A)−(α+β)∥∥,
(3.3)
where C = 2−(s+Reα)Cα+β,N (LA + 2MA)
N with Re(α + β) < N ∈ N and Cα+β,N
given by (2.14). This implies that
|x|Rs,Aq,X (k,α,β)
≤ C1/q
[
|x|Rs,Aq,X (k+1,α,β)
+ C
∥∥2(k+1)(s+α)Aβ(2k+1 +A)−(α+β)∥∥]
≤ C1/qmax{1, C} · |x|Rs,Aq,X (k+1,α,β)
,
where C1/q and C are given in (1.3) and (3.3), respectively. Thus, we have verified
(3.2) for 0 < q <∞.
The case when q =∞ can be verified analogously. More precisely, by using (3.3)
again we have
|x|Rs,Aq,X (k,α,β)
= sup
j≥k
∥∥2j(s+α)Aβ(2j +A)−(α+β)∥∥
≤ max
{∥∥2k(s+α)Aβ(2k +A)−(α+β)∥∥, |x|Rs,Aq,X (k+1,α,β)
}
≤ C |x|Rs,Aq,X (k+1,α,β)
,
where C is the constant given in (3.3). Thus, we have verified (3.2). The proof is
complete. 
Thanks to Lemmas 2.4 and 2.5, we can verify that the space Rs,Aq,X(k, α, β) is also
independent of the choice of α in the sense of equivalent semi-quasinorms.
Lemma 3.4. Let 0 < q ≤ ∞ and s ∈ R. Fix k ∈ Z and α, β ∈ C∗+ such that
−Reα < s < Re β. Then Rs,Aq,X(k, α, β) = R
s,A
q,X(k, α
′, β) from the set-theoretic
point of view and
|x|Rs,Aq,X (k,α,β)
≃ |x|Rs,Aq,X (k,α′,β)
(3.4)
for each α′ ∈ C∗+ satisfying −Reα
′ < s.
Proof. It suffices to verify (3.4) in the case Reα ≤ Reα′, otherwise the conclusion
follows from the symmetry of α and α′. Indeed, it suffices to verify the following
two inequalities. One is
|x|Rs,Aq,X (k,α′′,β)
. |x|Rs,Aq,X (k,α,β)
(3.5)
for each α′′ ∈ C∗+ satisfying Reα
′′ > Reα and the other is
|x|Rs,Aq,X (k,α,β)
. |x|Rs,Aq,X (k,α+1,β)
.(3.6)
If this is the case, from (3.6) and (3.5) it follows that
|x|Rs,Aq,X (k,α,β)
. |x|Rs,Aq,X (k,α+1,β)
. |x|Rs,Aq,X (k,α′,β)
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. |x|Rs,Aq,X (k,α′+1,β)
. |x|Rs,Aq,X (k,α,β)
whenever Reα = Reα′ and that
|x|Rs,Aq,X (k,α,β)
. |x|Rs,Aq,X (k,α+n,β)
. |x|Rs,Aq,X (k,α′,β)
. |x|Rs,Aq,X (k,α,β)
whenever Reα < Reα′, where n ∈ N with Reα′ < Reα+n. Thus, we have verified
(3.4) by using (3.5) and (3.6).
It remains to verify (3.5) and (3.6). Indeed, (3.5) is a direct consequence of the
uniform boundedness of the family {2j(α
′′−α)(2j+A)−(α
′′−α)}j≥k due to (2.16) and
it remains to verify (3.6). We merely verify (3.6) in the case 0 < q < ∞ and the
case when q = ∞ can be verified analogously. To this end, let 0 < q < ∞. From
(2.36) it follows that
|x|Rs,Aq,X (k,α,β)
≤ |α+ β|
{
∞∑
i=k
[∫ ∞
2i
∥∥2i(s+α)Aβ(t+ A)−α−β−1x∥∥ dt]q
}1/q
.
Rewriting
∫∞
2i
=
∑∞
r=i
∫ 2r+1
2r
and applying the estimate (2.19) with c = 1 yields
|x|Rs,Aq,X (k,α,β)
≤ CJ,(3.7)
where C = |α+ β|Cα+β+1,N (MA + LA)
N with Reα + Re β + 1 < N ∈ N and
Cα+β+1,N given by (2.14) and
J =
{
∞∑
i=k
[ ∞∑
r=i
∥∥2i(s+α)2rAβ(2r +A)−α−β−1x∥∥]q
}1/q
.
It can be verified that
J . |x|Rs,Aq,X (k,α+1,β)
.(3.8)
Indeed, if 0 < q ≤ 1, applying the classical inequality (1.4) and exchanging the
order of summation yields
J ≤
{
∞∑
r=k
r∑
i=k
∥∥2i(s+α)2rAβ(2r +A)−α−β−1x∥∥q
}1/q
≤
[
1− 2−(s+Reα)q
]−1/q
|x|Rs,Aq,X (k,α+1,β)
.
And if 1 < q <∞, rewriting I as
J =
{
∞∑
i=k
2r(s+Reα)q
[ ∞∑
r=i
2r(δ−s−Reα)
∥∥2r(s+α−δ+1)Aβ(2r +A)−α−β−1x∥∥]q
}1/q
with an auxiliary constant δ ∈ (0, s+Reα) and applying the Ho¨lder inequality to
the inner bracket yields
J ≤
1
[1− 2(δ−s−Reα)q′ ]1/q′
{
∞∑
i=k
∞∑
r=i
∥∥2iδ2r(s+α−δ+1)Aβ(2r +A)−α−β−1x∥∥q
}1/q
.
Exchanging the order of summation yields
J ≤
1
[1− 2(δ−s−Reα)q′ ]1/q′
(
2δq
2δq − 1
)1/q
|x|Rs,Aq,X (k,α+1,β)
.
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Thus, we have verified (3.8). Finally, from (3.7) and (3.8) the desired inequality
(3.6) follows immediately. The proof is complete. 
For a relatively satisfactory independence of the space Rs,Aq,X(k, α, β) with respect
to β, however, an auxiliary term ‖(2k + A)−αx‖ seems to be indispensable. The
next result is crucial to the theory of inhomogeneous Besov spaces associated with
non-negative operators.
Lemma 3.5. Let 0 < q ≤ ∞ and s ∈ R, and let k ∈ Z and α, β ∈ C∗+ such that
−Reα < s < Re β. Then Rs,Aq,X(k, α, β) = R
s,A
q,X(k
′, α′, β′) from the set-theoretic
point of view and the equivalence∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β) ≃ ∥∥(2k′ +A)−α′x∥∥+ |x|Rs,Aq,X (k′,α′,β′)(3.9)
holds for all α′, β′ ∈ C∗+ satisfying −Reα
′ < s < Re β′ and k′ ∈ Z.
Proof. Fix k′ ∈ Z and let α′, β′ ∈ C∗+ such that −Reα
′ < s < Re β′. It suffices to
verify that ∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β) ≃ ∥∥(2k′ +A)−αx∥∥+ |x|Rs,Aq,X (k′,α,β),(3.10) ∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β) ≃ ∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β′),(3.11)
and ∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β) ≃ ∥∥(2k +A)−α′x∥∥+ |x|Rs,Aq,X (k,α′,β).(3.12)
First we verify (3.10). Thanks to (3.1), it suffices to verify that∥∥(2k +A)−αx∥∥ ≃ ∥∥(2k′ +A)−αx∥∥.
Indeed, note that (2k
′
+ A)(2k + A)−1 is bounded on X due to (2.1) and (2.3), so
is (2k
′
+A)α(2k+A)−α as the α-power of (2k
′
+A)(2k+A)−1 given by (2.6) above
(also, see (2.18) above). This implies that∥∥(2k +A)−αx∥∥ ≤ ∥∥(2k′ +A)α(2k +A)−α∥∥ · ∥∥(2k′ +A)−α∥∥ . ∥∥(2k′ +A)−αx∥∥.
The inverse inequality can be verified analogously. Thus, we have verified (3.10).
Next we verify (3.11). Analogous to (3.6), it suffices to verify that
|x|Rs,Aq,X (k,α,β′)
. |x|Rs,Aq,X (k,α,β)
.
∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β+1)
for Re β′ > Re β. Indeed, the former is a direct consequence of (2.17). The latter
can be verified by using Lemmas 2.2 and 2.5. We merely give a proof in the case
0 < q < ∞ and the case when q = ∞ can be proved analogously. To this end, fix
x ∈ D(A) such that |x|Rs,Aq,X,k,α,β+1
< ∞. Applying (2.33) with λ = 2i and µ = 2k
yields
|x|Rs,Aq,X (k,α,β)
≤ |α+ β|
{
∞∑
i=k
[
2i(s−Re β)
∫ 2i
2k
∥∥tα+βAβ+1(t+A)−α−β−1x∥∥ dt
t
+2i(s−Re β)+k(Reα+Re β)
∥∥Aβ(2k +A)−α−βx∥∥]q
}1/q
.
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Rewriting
∫ 2i
2k
=
∑i−1
r=k
∫ 2r+1
2r
and applying (1.3) and (2.19) with c = 1 yields
|x|Rs,Aq,X (k,α,β)
. J1 + J2,(3.13)
where
J1 =
{
∞∑
i=k+1
[
i−1∑
r=k
∥∥2i(s−β)2r(α+β)Aβ+1(2r +A)−α−β−1x∥∥
]q}1/q
and
J2 =
{
∞∑
i=k
2[i(s−Re β)+k(Reα+Re β)]q
∥∥Aβ(2k +A)−α−βx∥∥q
}1/q
.
Analogous to (3.8), by using the classical inequality (1.4) for 0 < q ≤ 1 and the
Ho¨lder inequality for 1 < q <∞ we have
J1 . |x|Rs,Aq,X (k,α,β+1)
.
By (2.17) we also have
J2 .
∥∥(2k +A)−αx∥∥
due to the fact that s− Re β < 0. Then it follows from (3.13) that
|x|Rs,Aq,X (k,α,β)
. ‖(2k +A)−αx‖ + |x|Rs,Aq,X (k,α,β+1)
,
which is the desired inequality. Thus, we have verified (3.11).
Finally, we verify (3.12). To this end, we may assume that Reα ≤ Reα′, oth-
erwise the desired conclusion follows from the symmetry of α and α′. Moreover, it
suffices to verify the following two inequalities for some special indices. One is∥∥(2k +A)−α1x∥∥+ |x|Rs,Aq,X (k,α1,β) . ∥∥(2k +A)−α2x∥∥+ |x|Rs,Aq,X (k,α2,β)(3.14)
for all α1, α2 ∈ C
∗
+ with Reα1 > Reα2, and the other is∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β) . ∥∥(2k +A)−(α+1)x∥∥+ |x|Rs,Aq,X (k,α+1,β).(3.15)
If this is the case, from (3.15) and (3.14) it follows that∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β) . ∥∥(2k +A)−(α+1)x∥∥+ |x|Rs,Aq,X (k,α+1,β)
.
∥∥(2k +A)−α′x∥∥+ |x|Rs,Aq,X (k,α′,β)
.
∥∥(2k +A)−α′+1x∥∥+ |x|Rs,Aq,X (k,α′+1,β)
.
∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β)
whenever Reα = Reα′ and that∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β) . ∥∥(2k +A)−(α+n)x∥∥+ |x|Rs,Aq,X (k,α+n,β)
.
∥∥(2k +A)−α′x∥∥+ |x|Rs,Aq,X (k,α′,β)
.
∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β)
whenever Reα < Reα′, where n ∈ N satisfying Reα + n > Reα′. Thus, we have
verified (3.12) by using (3.15) and (3.14).
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It remains to verify (3.14) and (3.15). Indeed, (3.14) is a direct consequence of
(2.16) and it is sufficient to verify (3.15). Thanks to (3.11), it suffices to verify
(3.15) for the case in which β with Imβ = − Imα and Reβ = n − Reα, where n
is an integer large enough such that n > s+ Reα. To this end, let x ∈ D(A) such
that |x|Rs,Aq,X (k,α+1,β)
< ∞. Note that α + β = n ∈ N due to the hypothesis, and
hence, by using (2.32) with α and m replaced by α+ 1 and α+ β, respectively, we
have ∥∥(2k +A)−αx∥∥ . ∥∥(2k +A)−(α+1)x∥∥+ ∫ ∞
2k
∥∥Aβ(µ+A)−α−β−1x∥∥ dµ.
Decomposing the integral
∫∞
2k =
∑∞
i=k
∫ 2i+1
2i and applying (2.19) yields∥∥(2k +A)−αx∥∥
.
∥∥(2k +A)−(α+1)x∥∥+ ∞∑
i=k
2−i(s+Reα)
∥∥2is2i(α+1)Aβ(2i +A)−α−β−1x∥∥
.
∥∥(2k +A)−(α+1)x∥∥+ |x|Rs,Aq,X (k,α+1,β),
where the last inequality follows from the monotonicity of spaces ℓq if 0 < q ≤ 1,
from the Ho¨lder inequality if 1 < q < ∞ and from the convergence of the series∑∞
i=k 2
−i(s+Reα) if q =∞, respectively. Thus, we have verified that∥∥(2k +A)−αx∥∥ . ∥∥(2k +A)−(α+1)x∥∥+ |x|Rs,Aq,X (k,α+1,β).(3.16)
Finally, by using (3.16) and (3.4) (or, more precisely, (3.6)) we obtain the desired
inequality (3.15), immediately. The proof is complete. 
3.2. Inhomogeneous Besov spaces. Recall that a vector space X on K = R or
C is said to be a quasi-normed space on K if there is a functional ‖·‖X on X which
satisfies the following three conditions (a), (b) and (c):
(a) ‖x‖X ≥ 0 for x ∈ X , and ‖x‖X = 0 if and only if x = 0,
(b) ‖αx‖X = |α| ‖x‖X for α ∈ K and x ∈ X ,
(c) there is a constant K ≥ 1 such that
‖x+ y‖X ≤ K(‖x‖X + ‖y‖X ), x, y ∈ X .(3.17)
By the Aoki-Rolewicz theorem[4, 75], for each quasi-normed space (X , ‖·‖X ), there
is an equivalent quasi-norm 9 · 9X on X which satisfies the p-subadditivity, i.e.,
9x+ y9pX ≤ 9x 9
p
X + 9 y9
p
X , x, y ∈ X ,
for some 0 < p ≤ 1. More precisely, one can take p = ln 2/(lnK+ ln 2) with K, the
modulus of concavity given in (3.17), and define an equivalent quasi-norm 9 · 9X
on X satisfying the p-subadditivity in the following way:
9x9X := inf
{( n∑
i=1
‖xi‖
p
X
)1/p
: x =
n∑
i=1
xi, xi ∈ X , i = 1, 2, · · · , n ∈ N
}
(3.18)
for x ∈ X (see [46, Theorems 1.2 and 1.3]). The metric topology on (X , ‖·‖X ),
induced by ‖·‖X , can be defined by d(x, y) := 9x− y9
p
X for x, y ∈ X , where 9 ·9X
is the equivalent quasi-norm on X given by (3.18). Therefore, every quasi-normed
space admits a completion in the sense of equivalent quasi-norms. Moreover, a
quasi-normed space X is said to be a quasi-Banach space if it is complete with
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respect to this metric d. We also refer the reader to [45] for a brief review on
quasi-Banach spaces.
Let 0 < q ≤ ∞ and s ∈ R, and fix k ∈ Z and α, β ∈ C∗+ satisfying −Reα <
s < Re β. We now turn to the vector space Rs,Aq,X(k, α, β) given in Definition 3.1.
Observe that
‖x‖Bs,Aq,X (k,α,β)
:=
∥∥(2k +A)−αx∥∥+ |x|Rs,Aq,X (k,α,β),(3.19)
is a quasi-norm on Rs,Aq,X(k, α, β) due to the fact that
∥∥(2k +A)−α·∥∥ is a norm on the
Banach space X . Therefore, there is a metric topology on Rs,Aq,X(k, α, β) induced by
the quasi-norm ‖·‖Bs,Aq,X (k,α,β)
as we discussed in the last paragraph. More precisely,
a metric on Rs,Aq,X(k, α, β) can be defined by
d(x, y) = 9x− y9p
Bs,Aq,X (k,α,β)
, x, y ∈ Rs,Aq,X(k, α, β),(3.20)
where 9 · 9Bs,Aq,X (k,α,β)
is the equivalent quasi-norm given by (3.18) with (X , ‖·‖X )
replaced by (Rs,Aq,X(k, α, β), ‖·‖Bs,Aq,X (k,α,β)
).
Unfortunately, the space Rs,Aq,X(k, α, β) is possibly not complete with respect to
the metric d given by (3.20), even in some classical examples (like A = −∆p, the
negative of the Laplacian on Lp(Rn)). We turn to the completion of Rs,Aq,X(k, α, β)
with respect to the quasi-norm ‖·‖Bs,Aq,X (k,α,β)
and define (inhomogeneous) Besov
spaces associated with A as follows.
Definition 3.6. Let 0 < q ≤ ∞ and s ∈ R, and fix k ∈ Z and α, β ∈ C∗+ satisfying
−Reα < s < Re β. The inhomogeneous Besov space Bs,Aq,X(k, α, β) associated
with A is defined as the completion of Rs,Aq,X(k, α, β) with respect to the metric d
given in (3.20) (the quasi-norm on Bs,Aq,X(k, α, β) is still denoted by ‖·‖Bs,Aq,X (k,α,β)
for convenience).
Remark 3.7. As shown in Lemma 3.5, the quasi-norm ‖·‖Bs,Aq,X (k,α,β)
given by (3.19)
is independent of the choice of k, α and β in the sense of equivalent quasi-norms. We
shall not distinguish between equivalent quasi-norms of a given quasi-Banach space,
and therefore we write Bs,Aq,X instead of B
s,A
q,X(k, α, β) as well as ‖·‖Bs,Aq,X
instead of
‖·‖Bs,Aq,X (k,α,β)
unless otherewise the indices k, α and β need to be explicitly specified.
The next result reveals that the inhomogeneous Besov space Bs,Aq,X is indeed a
subspace of the underlying space X whenever s > 0.
Proposition 3.8. Let s > 0 and 0 < q ≤ ∞. Then Bs,Aq,X(k, α, β) = R
s,A
q,X(k, α, β)
for each k ∈ Z, α ∈ C∗+ and β ∈ C+ satisfying −Reα < s < Re β.
Proof. Let k ∈ Z and fix α ∈ C∗+ and β ∈ C+ such that −Reα < s < Re β. It
suffices to verify that Rs,Aq,X(k, α, β) is complete with respect to ‖·‖Bs,Aq,X (k,α,β)
. By
Lemma 3.5 above, it remains to verify that Rs,Aq,X(0, 0, β) is complete with respect
to ‖·‖Bs,Aq,X (0,0,β)
. To this end, suppose that {xn} ⊂ D(A) is a Cauchy sequence with
respect to ‖·‖Bs,Aq,X (0,0,β)
. Let ǫ > 0 and fix N ∈ N such that
‖xm − xn‖Bs,Aq,X (0,0,β)
< ǫ, m, n ≥ N.(3.21)
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By (3.19), it is clear that {xn} is also Cauchy in X , and hence, there is an x ∈ D(A)
such that xn → x as n→∞. Applying n→∞ to (3.21) yields
‖xm − x‖+ |xm − x|Rs,Aq,X (0,0,β)
≤ ǫ, m ≥ N,
and hence,
|x|Rs,Aq,X (0,0,β)
. |x− xN |Rs,Aq,X (0,0,β)
+ |xN |Rs,Aq,X (0,0,β)
<∞.
This implies that x ∈ Rs,Aq,X(0, 0, β) and xn → x with respect to the quasi-norm
‖·‖Bs,Aq,X (0,0,β)
. The proof is complete. 
Now we give a connection between the fractional domains D(Aα) and Besov
spaces Bs,Aq,X , which will be used to establish interpolation spaces for abstract Besov
spaces in Section 5 below.
Proposition 3.9. Let 0 < q ≤ ∞, and let s, s′ > 0 and α ∈ C+ with 0 < s <
Reα < s′ <∞. Then
Bs
′,A
q,X ⊂ D(A
α) ⊂ Bs,Aq,X .(3.22)
Proof. The inclusion
D(Aα) ⊂ Bs,Aq,X
follows from the non-negativity of A. Indeed, let x ∈ D(Aα). Fix β ∈ C+ with
Reα < Reβ. From (2.16)∗ and (2.17)∗ it follows that
‖x‖Rs,Aq,X (0,0,β)
= sup
j≥0
∥∥2jsAβ(2j +A)−βx∥∥ ≤ C‖Aαx‖
for q =∞ and
‖x‖Rs,Aq,X (0,0,β)
=
∞∑
j=0
∥∥2jsAβ(2j +A)−βx∥∥q ≤ C
1− 2(s−Reα)q
‖Aαx‖
for 0 < q < ∞, where C = Cα,nCβ−α,mM
n
AL
m
A with Cα,n, Cβ−α,m given by (2.14)
and MA and LA given by (2.1) and (2.3), respectively. This implies that x ∈ B
s,A
q,X .
It remains to verify that
Bs
′,A
q,X ⊂ D(A
α).(3.23)
Let x ∈ Bs
′,A
q,X . We now verify that x ∈ D(A
α). Thanks to Corollary 2.8, it suffices
to verify that ∫ ∞
0
∥∥λαAβ(λ +A)−βx∥∥ dλ
λ
<∞,(3.24)
where β ∈ C+ with Reα < Reβ. To this end, fix β ∈ C+ such that Reα < Re β.
For the part
∫ 1
0 , from (2.17)
∗ it follows that∫ 1
0
∥∥λαAβ(λ+A)−βx∥∥ dλ
λ
≤
Cβ,mL
m
A
Reα
‖x‖,
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where Cβ,m is given by (2.14) and LA is the non-negativity constant A given by
(2.3). As for the part
∫∞
1
, rewriting
∫∞
1
=
∑∞
j=0
∫ 2j+1
2j
and applying (2.19) with
c = 1 yields∫ ∞
1
∥∥λαAβ(λ+A)−βx∥∥ dλ
λ
.
∞∑
j=0
∥∥2jαAβ(2j +A)−βx∥∥
=
∞∑
j=0
∥∥2j(α−s′)2js′Aβ(2j +A)−βx∥∥ . |x|
Rs
′,A
q,X (0,0,β)
,
where the last ineqaulity follows from (1.3) in the case 0 < q ≤ 1 and from the
Ho¨lder inequality in the case 1 < q < ∞ (the case when q = ∞ is a direct conse-
quence of the estimate (2.19) with c = 1). Thus, we have verified (3.24). The proof
is complete. 
A density property of the inhomogeneous Besov spaces associated with non-
negative operators is given as follows.
Proposition 3.10. Let s ∈ R and 0 < q < ∞. Then D(Aβ) is dense in Bs,Aq,X for
each β ∈ C+ satisfying Re β > |s|.
Proof. Since the Besov space Bs,Aq,X is the completion ofR
s,A
q,X with respect to ‖·‖Bs,Aq,X
,
it suffices to show that D(Aβ) is dense in Rs,Aq,X with respect to ‖·‖Bs,Aq,X
. To this
end, let x ∈ Rs,Aq,X , fix β ∈ C+ such that Re β > |s| and write
xn := n
β(n+A)−βx ∈ D(Aβ), n ∈ N.
It suffices to verify that {xn} converges to x in B
s,A
q,X . Indeed, fix ǫ > 0. Thanks to
the fact that ‖x‖Bs,Aq,X
<∞, there exists a K ∈ N such that
{
∞∑
i=K
∥∥2i(s+β)Aβ(2i +A)−2βx∥∥q
}1/q
<
ǫ
4C21/qCβ,mM
m
A
,(3.25)
where Reβ < m ∈ N and C1/q, Cβ,m andMA are the three constants given in (1.3),
(2.14) and (2.1), respectively. Furthermore, since xn → x in X as n → ∞ due to
Lemma 2.4 (i), there exists an N ∈ N such that
‖xn − x‖ <
ǫ
4C1/qDK
, n ≥ N,(3.26)
where DK = max
{
dK , ‖(1 +A)
−β‖
}
with
dK =
{
K−1∑
i=0
∥∥2i(s+β)Aβ(2i +A)−2β∥∥q
}1/q
,
and hence, ∥∥(1 +A)−β(xn − x)∥∥ < ǫ
4
, n ≥ N.(3.27)
From (3.25), (3.26) and (3.27) it follows that
‖xn − x‖Bs,Aq,X
≤
∥∥(1 +A)−β(xn − x)∥∥
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+C21/q
{
∞∑
i=K
∥∥2i(s+β)Aβ(2i +A)−2βxn∥∥q
}1/q
+C21/q
{
∞∑
i=K
∥∥2i(s+β)Aβ(2i +A)−2βx∥∥q
}1/q
+C1/q
{
K−1∑
i=0
∥∥2i(s+β)Aβ(2i +A)−2β(xn − x)∥∥q
}1/q
<
ǫ
4
+
ǫ
4
+
ǫ
4
+
ǫ
4
= ǫ, n ≥ N,
and hence, {xn} ⊂ D(A
β) converges to x as n→∞ in Bs,Aq,X . Thus, we have verified
that D(Aβ) is dense in Rs,Aq,X with respect to ‖·‖Bs,Aq,X
. The proof is complete. 
In addition to the (inhomogeneous) Besov spaces associated with non-negative
operators given in Definition 3.6, an alternative version of abstract (inhomogeneous)
Besov spaces is given as follows.
Definition 3.11. Let s ∈ R and 0 < q ≤ ∞, and let A be injective. The inho-
mogeneous Besov space B˘s,Aq,X := B˘
s,A
q,X(k, α, β) associated with A is defined as the
completion of the subspace
R˘s,Aq,X(k, α, β) :=
{
x ∈ R(A) :
k∑
i=−∞
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥q <∞
}
with respect to the quasi-norm
‖x‖B˘s,Aq,X
:=
∥∥Aβ(2k +A)−βx∥∥+
{
k∑
i=−∞
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥q
}1/q
(with the usual modification if q = ∞), where k ∈ Z and α ∈ C∗+ and β ∈ C+
satisfying −Reα < s < Re β.
Remark 3.12. Analogous to Bs,Aq,X , it can be verified that B˘
s,A
q,X is also independent
of the choice of indices k, α and β, and hence, B˘s,Aq,X is well defined as a quasi-
Banach space (Banach space) for each 0 < q ≤ ∞ (1 ≤ q ≤ ∞). In particular, the
inhomogeneous Besov space B˘s,Aq,X with s < 0 and 1 ≤ q ≤ ∞ coincides with the
Komatsu space R−sq (A) [52, Definitions 2.1 and 2.4].
The next result reveals a connection between Besov spaces B˘s,Aq,X and B
s,A
q,X .
Proposition 3.13. Let A be injective, and let s ∈ R and 0 < q ≤ ∞. Then
B˘−s,Aq,X = B
s,A−1
q,X in the sense of equivalent quasi-norms. In particular, B˘
0,A
q,X =
B0,A
−1
q,X in the sense of equivalent quasi-norms.
Proof. Thanks to the density argument, it suffices to verify that Rs,Aq,X = R˘
s,A
q,X from
the set-theoretic point of view and that
‖x‖B˘−s,Aq,X
≃ ‖x‖
Bs,A
−1
q,X
, x ∈ Rs,Aq,X .
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Indeed, let x ∈ Rs,Aq,X and fix k ∈ Z and α, β ∈ C
∗
+ such that −Reα < s < Re β.
By Definitions 3.6 and 3.11, we have
‖x‖B˘−s,Aq,X
≃
∥∥Aα(2k +A)−αx∥∥
+
{
k∑
i=−∞
∥∥2i(−s+β)Aα(2i +A)−β−αx∥∥q
}1/q
= 2−kReα
∥∥(2−k +A−1)−αx∥∥
+
{
∞∑
i=−k
∥∥2i(s+α)A−β(2i +A−1)−α−βx∥∥q
}1/q
≃ ‖x‖
Bs,A
−1
q,X
,
the desired conclusion. The proof is complete. 
In the next subsection we will introduce the homogeneous Besov space associated
with non-negative operators. Further properties of inhomogeneous Besov spaces
will be given in Sections 4 and 5 subsequently.
3.3. Homogeneous Besov spaces. Let A be an injective non-negative operator
on X . Analogous to the inhomogeneous Besov spaces associated with A, in order
to define homogeneous Besov spaces associated with A, we start with the following
subspace R˙s,Aq,X(α, β).
Definition 3.14. Let 0 < q ≤ ∞ and s ∈ R, and let α ∈ C∗+ and β ∈ C+ such
that −Reα < s < Re β. The space R˙s,Aq,X(α, β) is defined by
R˙s,Aq,X(α, β) :=
{
x ∈ D(A) ∩R(A) : |x|R˙s,Aq,X (α,β)
<∞
}
,
endowed with the quasi-norm
|x|R˙s,Aq,X (α,β)
:=
{
∞∑
i=−∞
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥q
}1/q
(with the usual modification if q =∞).
Analogous to Lemma 3.5 above, we can verify that the space R˙s,Aq,X(α, β) is inde-
pendent of the choice of indices α and β in the sense of equivalent quasi-norms.
Lemma 3.15. Let s ∈ R and 0 < q ≤ ∞, and let α ∈ C∗+ and β ∈ C+ such
that −Reα < s < Re β. Then R˙s,Aq,X(α, β) = R˙
s,A
q,X(α
′, β′) in the sense of equivalent
quasi-norms for all α′ ∈ C∗+ and β
′ ∈ C+ satisfying −Reα
′ < s < Reβ′.
Proof. By analogous arguments given in the first paragraph of the proof of Lemma
3.4, it suffices to verify that
|x|R˙s,Aq,X (α,β)
. |x|R˙s,Aq,X (α+1,β)
(3.28)
and that
|x|R˙s,Aq,X (α,β)
. |x|R˙s,Aq,X (α,β+1)
.(3.29)
Moreover, we merely verify the conclusion in the case 0 < q <∞ and the case when
q =∞ can be verified analogously.
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First we verify (3.28). To this end, let x ∈ R˙s,Aq,X(α + 1, β). Note that x ∈ D(A)
by Definition 3.14 if α = 0 and that (2i+A)−αx ∈ D(Aα) ⊂ D(A) if Reα > 0, and
hence, by using (2.36) with λ = 2i we have
|x|Rs,Aq,X (α,β)
≤ |α+ β|
{
∞∑
i=−∞
[
2i(s+Reα)
∫ ∞
2i
∥∥Aβ(t+A)−α−β−1x∥∥ dt]q
}1/q
.
Rewriting
∫∞
2i
=
∑∞
r=i
∫ 2r+1
2r
and applying (2.19) yields
|x|Rs,Aq,X (α,β)
≤ C
{
∞∑
i=−∞
[ ∞∑
r=i
2i(s+Reα)2r
∥∥Aβ(2r +A)−α−β−1x∥∥]q
}1/q
= CK,
where C = |α+ β|Cα+β+1,N (LA + 2MA)
N with Re(α + β + 1) < N ∈ N and
Cα+β+1,N given by (2.14) and
K =
{
∞∑
i=−∞
[ ∞∑
r=i
2i(s+Reα)2r
∥∥Aβ(2r +A)−α−β−1x∥∥]q
}1/q
.
It can be verified that
K . |x|Rs,Aq,X (α+1,β)
.(3.30)
Indeed, if 0 < q ≤ 1, applying (1.4) to the inner summation of K and exchanging
the order of summation yields
K ≤
1
[1− 2−(s+Reα)q]1/q
|x|Rs,Aq,X (α+1,β)
.
And if 1 < q <∞, rewriting K as
K =
{
∞∑
i=−∞
2i(s+Reα)q
[ ∞∑
r=i
2−r(s+α−ǫ)
∥∥2r(s+α−ǫ)2rAβ(2r +A)−α−β−1x∥∥]q
}1/q
with 0 < ǫ < s+ Reα and applying the Ho¨lder inequality to the inner summation
yields
K ≤
1
[1− 2−(s+Reα−ǫ)q′ ]1/q′
1
(1− 2−ǫq)1/q
|x|Rs,Aq,X (α+1,β)
.
Thus, we have verified (3.30).
Next we verify (3.29). To this end, let x ∈ Rs,Aq,X(α, β + 1). By letting λ = 2
i in
(2.34) we have
|x|Rs,Aq,X (α,β)
≤ |α+ β|
{
∞∑
i=−∞
[ ∫ 2i
0
∥∥2i(s−β)tα+βAβ+1(t+A)−α−β−1x∥∥ dt
t
]q}1/q
.
Rewriting
∫ 2i
0
=
∑i−1
r=−∞
∫ 2r+1
2r
and applying (2.19) to the integrands yields
|x|Rs,Aq,X (α,β)
. J,
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where
J =
{
∞∑
i=−∞
[ i−1∑
r=−∞
∥∥2i(s−β)2r(α+β)Aβ+1(2r +A)−α−β−1x∥∥]q
}1/q
.
It remains to verify that
J . |x|Rs,Aq,X (α,β+1)
.(3.31)
Indeed, if 0 < q ≤ 1, applying (1.3) to the inner summation of J and exchanging
the order of summation yields
J ≤
{
∞∑
i=−∞
i−1∑
r=−∞
∥∥2i(s−β)2r(α+β)Aβ+1(2r +A)−α−β−1x∥∥q
}1/q
=
2s−Re β
[1− 2(s−Re β)q]1/q
|x|Rs,Aq,X (α,β+1)
.
If 1 < q <∞, rewriting the part J as
J =
{
∞∑
i=−∞
2i(s−Re β)q
[ i−1∑
r=−∞
∥∥2rǫ2r(α+β−ǫ)Aβ+1(2r +A)−α−β−1x∥∥]q
}1/q
,
with 0 < ǫ < Re β− s, applying the Ho¨lder inequality to the inner summation of J
and exchanging the order of summation yields
J ≤
1
(2ǫq′ − 1)1/q′
2s−Re β+ǫ
[1− 2(s−Re β+ǫ)q]1/q
|x|Rs,Aq,X (α,β+1)
.
Thus, we have verified (3.31). The proof is complete. 
Thanks to Lemma 3.15, we can now define the homogeneous Besov spaces asso-
ciated with non-negative operators as follows.
Definition 3.16. Let 0 < q ≤ ∞ and s ∈ R. The homogeneous Besov space
B˙s,Aq,X := B˙
s,A
q,X(α, β) associated with A is defined as the completion of R˙
s,A
q,X(α, β)
with respect to the quasi-norm
‖·‖B˙s,Aq,X
:= ‖·‖B˙s,Aq,X (α,β)
:= |·|R˙s,Aq,X (α,β)
,(3.32)
where α ∈ C∗+ and β ∈ C+ satisfying −Reα < s < Re β.
Remark 3.17. By Lemma 3.15, the Besov space B˙s,Aq,X is well defined as a quasi-
Banach space (Banach space) for each 0 < q ≤ ∞ (1 ≤ q ≤ ∞). In particular,
for q ≥ 1 and s ∈ R, the Besov space B˙s,Aq,X coincides with the space B˙
φ
X,q, with
φ(λ) = λs, defined by T. Matsumoto and T. Ogawa [67, Definition 2.8]. Also, see
Remark 4.3 below for more information.
Compared with inhomogeneous Besov spaces as in Proposition 3.13, the next
result for homogeneous Besov spaces is of independent interest.
Proposition 3.18. Let 0 < q ≤ ∞ and s ∈ R. Then B˙−s,Aq,X = B˙
s,A−1
q,X in the sense
of equivalent quasi-norms whenever A is injective.
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Proof. Let A be injective. It suffices to show that R˙−s,Aq,X (α, β) = R˙
s,A−1
q,X (α, β) in the
sense of equivalent quasi-norms for fixed α ∈ C∗+ and β ∈ C+ satisfying −Reα <
s < Re β. To this end, let α ∈ C∗+ and β ∈ C+ satisfying −Reα < s < Re β. It is
clear that −Reβ < −s < Reα, and hence,
|x|R˙−s,Aq,X (β,α)
=
{
∞∑
i=−∞
∥∥2i(−s+β)Aα(2i +A)−α−βx∥∥q
}1/q
=
{
∞∑
i=−∞
∥∥2i(s−β)Aα(2−i +A)−α−βx∥∥q
}1/q
= |x|
R˙s,A
−1
q,X (α,β)
,
the conclusion desired. The proof is complete. 
Finally, we present a relationship between the inhomogeneous Besov spaces and
homogeneous Besov spaces to end this section.
Proposition 3.19. Let 0 < q ≤ ∞ and s > 0. Then Bs,Aq,X = B˙
s,A
q,X ∩ X whenever
D(A) = R(A) = X.
Proof. Let k = α = 0 and β ∈ C+ with s < Re β. It is clear that B
s,A
q,X ⊂ X by
Proposition 3.8. Moreover, it is also clear that
|x|Rs,Aq,X (0,0,β)
<∞⇔ |x|R˙s,Aq,X (0,β)
<∞
due to the fact that s > 0. Thus, Bs,Aq,X = B˙
s,A
q,X ∩X . 
4. Regular properties of Besov spaces
This section is devoted to basic properties of Besov spaces associated with non-
negative operators, including quasi-norm equivalence, continuous embedding and
translation invariance. As in the last section, (X, ‖·‖) is a Banach space and A is a
non-negative operator on X in this section.
4.1. Quasi-norm equivalence. The semi-quasinorm |·|Rs,Aq,X (k,α,β)
given in Defini-
tion 3.1 can also be characterized by use of the Lebesgue integrals. For convenience,
we write
|x|c
Rs,Aq,X (k,α,β)
:=
{∫ ∞
2k
∥∥ts+αAβ(t+A)−α−βx∥∥q dt
t
}1/q
,(4.1)
with the usual modification when q =∞.
Lemma 4.1. Let 0 < q ≤ ∞ and s ∈ R. Fix k ∈ Z and α, β ∈ C∗+ such that
−Reα < s < Re β, and let x ∈ D(A). Then x ∈ Rs,Aq,X(k, α, β) if and only if
|x|c
Rs,Aq,X (k,α,β)
<∞. If this is the case,
|x|Rs,Aq,X (k,α,β)
≃ |x|c
Rs,Aq,X (k,α,β)
.
Proof. First we verify the statement in the case 0 < q <∞. Let |x|Rs,Aq,X (k,α,β)
<∞.
From (4.1) it follows that
|x|c
Rs,Aq,X (k,α,β)
=
{
∞∑
i=k
∫ 2i+1
2i
t(s+Reα)q−1‖Aβ(t+A)−α−βx‖q dt
}1/q
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.
{
∞∑
i=k
∫ 2i+1
2i
t(s+Reα)q−1‖Aβ(2i +A)−α−βx‖q dt
}1/q
=
[
2(s+Reα)q − 1
(s+Reα)q
]1/q
· |x|Rs,Aq,X (k,α,β)
,
where the last inequality follows from (2.19).
Conversely, let |x|c
Rs,Aq,X (k,α,β)
<∞. Applying the equality
s+Reα
2s+Reα − 1
∫ 2i+1
2i
ts+Reα−12−i(s+Reα) dt = 1
yields
|x|Rs,Aq,X (k,α,β)
≃
{
∞∑
i=k+1
2i(s+Reα)q‖Aβ(2i +A)−α−βx‖q
}1/q
=
[
(s+Reα)q
2(s+Reα)q − 1
]1/q { ∞∑
i=k+1
∫ 2i+1
2i
‖ts+αAβ(2i +A)−α−βx‖q
dt
t
}1/q
.
Applying (2.19) with c = 2 yields
|x|Rs,Aq,X (k,α,β)
.
{
∞∑
i=k+1
∫ 2i+1
2i
‖ts+αAβ(t+A)−α−βx‖q
dt
t
}1/q
=
{∫ ∞
2k+1
‖ts+αAβ(t+A)−α−βx‖q
dt
t
}1/q
. |x|c
Rs,Aq,X (k,α,β)
.
Thus, we have verified the statement for 0 < q <∞.
Next we verify the statement for q =∞. Indeed, it is clear that
sup
i≥k
2is ·
∥∥2iαAβ(2i +A)−α−βx∥∥ ≤ sup
λ≥2k
λs ·
∥∥λαAβ(λ+A)−α−βx∥∥
and that
sup
λ≥2k
λs ·
∥∥λαAβ(λ +A)−α−βx∥∥
= sup
i≥k
sup
λ∈[2i,2i+1]
∥∥λs+αAβ(λ+A)−α−βx∥∥
. sup
i≥k
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥,
from which we obtain
‖x‖c
Rs,A∞,X(k,α,β)
≃ ‖x‖Rs,A∞,X(k,α,β)
,
immediately. The proof is complete. 
Thanks to Lemma 4.1, we can now give an equivalent characterization of the
inhomogeneous Besov spaces as follows.
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Theorem 4.2. Let s ∈ R and 0 < q ≤ ∞. Fix k ∈ Z and fix α, β ∈ C∗+ such
that −Reα < s < Re β. Then Bs,Aq,X is the completion of D(A) with respect to the
quasi-norm ‖·‖
c
Bs,Aq,X
given by
‖x‖c
Bs,Aq,X
:= ‖(2k +A)−αx‖ + |x|c
Rs,Aq,X (k,α,β)
,
where |·|
c
Rs,Aq,X (k,α,β)
is given in (4.1) above.
Remark 4.3. Let 0 < q ≤ ∞ and s ∈ R. We have the following explicit characteri-
zations of the Besov space Bs,Aq,X .
(i) Let s > 0. Fix k = α = 0 < s < Re β. It is clear that Bs,Aq,X ⊂ X and that
‖x‖Bs,Aq,X
≃ ‖x‖+
{
∞∑
i=0
∥∥2isAβ(2i +A)−βx∥∥q
}1/q
≃ ‖x‖+
{∑
i∈Z
∥∥2isAβ(2i +A)−βx∥∥q
}1/q
, x ∈ Bs,Aq,X ,
where the last equivalence follows from the estimate (2.17) and the fact
that s > 0. Moreover, by Lemma 4.1, we have
‖x‖Bs,Aq,X
≃ ‖x‖+
{∫ ∞
1
∥∥tsAβ(t+A)−βx∥∥q dt
t
}1/q
≃ ‖x‖+
{∫ ∞
0
∥∥tsAβ(t+A)−βx∥∥q dt
t
}1/q
, x ∈ Bs,Aq,X .
In particular, for 1 ≤ q ≤ ∞, the last equivalence reveals that our Besov
space Bs,Aq,X coincides with the space D
s
q(A) due to H. Komatsu [51].
(ii) Let s > 0. Fix k ∈ Z and α, β ∈ C+ such that s < Re β. By Lemma 4.1,
x ∈ Bs,Aq,X ⇔
{∫ ∞
2k
∥∥ts+αAβ(t+A)−α−βx∥∥q dt
t
}1/q
<∞
⇔
{∫ ∞
0
∥∥ts+αAβ(t+A)−α−βx∥∥q dt
t
}1/q
<∞.
The last equivalence gives an alternative characterization of abstract Besov
spaces. In particular, for 1 ≤ q ≤ ∞, it can be seen that x ∈ (X,D(Aα))θ,q
if and only if∫ ∞
0
∥∥tRe β−(1−θ)ReαAα(t+A)−βx∥∥q dt
t
<∞
by observing the fact that DθReαq (A) = (X,D(A
α))θ,q. Also, see [37, Sec-
tion 7.3].
(iii) Fix k = 0, α = l and β = m, where l and m are the least non-negative
integers such that −l < s < m. By Lemmas 3.5 and 4.1, the Besov space
Bs,Aq,X coincides with the completion of X with respect to the quasi-norm
‖x‖c
Bs,Aq,X
= ‖(1 +A)−lx‖+
{∫ ∞
1
∥∥ts+lAm(t+A)−m−lx∥∥q dt
t
}1/q
.
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In particular, for 1 ≤ q ≤ ∞, the Besov space Bs,Aq,X coincides with the space
Dsq(A) introduced by T. Kobayashi and T. Muramatu [49].
4.2. Continuous embedding. By X1 →֒ X2 we denote that the quasi-normed
space X1 is continuously embedded into the quasi-normed space X2, i.e., X1 ⊂ X2
and ‖x‖X2 . ‖x‖X1 for each x ∈ X1.
Motivated by the continuous embedding of the classical Besov spaces on Rn (see
[84, P.47, (5) and (7) and P.244, Section 5.2.5 Miscellaneous Properties]), we have
the following continuous embedding for abstrac Besov spaces.
Proposition 4.4. Let 0 < q ≤ ∞ and s ∈ R. The following statements hold.
(i) Bs,Aq,X →֒ B
s,A
q1,X
for all 0 < q ≤ q1 ≤ ∞.
(ii) Bs1,Ap,X →֒ B
s,A
q,X for all −∞ < s < s1 <∞ and 0 < p ≤ ∞.
(iii) B˙s,Aq,X →֒ B˙
s,A
q1,X
for all 0 < q ≤ q1 ≤ ∞.
Proof. (i) Let q ≤ q1 ≤ ∞. Fix x˜ ∈ B
s,A
q,X and let α, β ∈ C
∗
+ such that −Reα <
s < Re β. Since Rs,Aq,X(0, α, β) is dense in B
s,A
q,X = B
s,A
q,X(0, α, β), there is a sequence
{xn} ⊂ R
s,A
q,X(0, α, β) such that xn → x˜ with respect to 9 · 9Bs,Aq,X (0,α,β)
, the equiv-
alent quasi-norm on Bs,Aq,X(0, α, β) given by (3.18). From (3.18), it can be seen
that
9x9Bs,Aq1,X(0,α,β)
≤ 9x9Bs,Aq,X (0,α,β)
, x ∈ Rs,Aq,X(0, α, β),
by observing that |x|Rs,Aq1,X (0,α,β)
≤ |x|Rs,Aq,X (0,α,β)
due to the monotonicity of the
ℓq spaces. This implies that the sequence {xn} is also Cauchy with respect to
9 · 9Bs,Aq1,X(0,α,β)
, and therefore xn → x˜
∗ in Bs,Aq1,X(0, α, β) for some (unique) x˜
∗ ∈
Bs,Aq1,X(0, α, β). Furthermore, it can be seen that the mapping τ : x˜ 7→ x˜
∗ is injective
and bounded from Bs,Aq,X(0, α, β) to B
s,A
q1,X
(0, α, β) by observing that
9x˜∗9Bs,Aq1,X (0,α,β)
= lim
n→∞
9xn9Bs,Aq1,X (0,α,β)
≤ lim
n→∞
9xn9Bs,Aq,X (0,α,β)
= 9x˜ 9Bs,Aq,X (0,α,β)
.
Therefore, Bs,Aq,X(0, α, β) is continuously embedded into B
s,A
q1,X
(0, α, β).
(ii) Let s < s1 < ∞. First we verify the conclusion in the case p = q. To this
end, fix α, β ∈ C∗+ such that −Reα < s < s1 < Re β and let x˜ ∈ B
s1,A
q,X (0, α, β).
Then there is a sequence {xn} ⊂ R
s1,A
q,X (0, α, β) such that xn → x˜ in B
s1,A
q,X (0, α, β).
For each x ∈ Rs1,Aq,X (0, α, β), it can be seen that
|x|Rs,Aq,X (0,α,β)
=
{
∞∑
i=0
∥∥2i(s−s1)2i(s1+α)Aβ(2i +A)−α−βx∥∥q
}1/q
≤
{
∞∑
i=0
∥∥2i(s1+α)Aβ(2i +A)−α−βx∥∥q
}1/q
= |x|
R
s1 ,A
q,X (0,α,β)
by observing that s− s1 < 0. Thus, by using (3.18) we have
9x9Bs,Aq,X (0,α,β)
≤ 9x9Bs,Aq,X (0,α,β)
, x ∈ Rs1,Aq,X (0, α, β),
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This implies that {xn} is also a Cauchy sequence with respect to 9·9Bs,Aq,X (0,α,β)
, and
hence, there is a unique x˜∗ ∈ Bs,Aq,X(0, α, β) such that xn → x˜
∗ in Bs,Aq,X(0, α, β). It
can be seen that the mapping x˜ 7→ x˜∗ is injective and bounded from Bs1,Aq,X (0, α, β)
to Bs,Aq,X(0, α, β) by observing that
9x9Bs,Aq,X (0,α,β)
= lim
n→∞
9xn9Bs,Aq,X (0,α,β)
≤ lim
n→∞
9x9
B
s1,A
q,X (0,α,β)
= 9x 9
B
s1,A
q,X (0,α,β)
.
Therefore, Bs1,Aq,X (0, α, β) is continuously embedded into B
s,A
q,X(0, α, β).
Next we verify that Bs1,Aq,X →֒ B
s,A
p,X for q ≤ p ≤ ∞. Indeed, by the discussion
above and (i), it is clear that
Bs1,Aq,X →֒ B
s,A
q,X →֒ B
s,A
p,X .
It remains to verify the desired embedding for 0 < p < q. Fix α, β ∈ C∗+ such that
−Reα < s < s1 < Re β. Analogous to the discussion above, it suffices to verify
that
|x|Rs,Ap,X (0,α,β)
. |x|
R
s1,A
q,X (0,α,β)
, x ∈ Rs1,Aq,X (0, α, β).(4.2)
Indeed, it is clear that
|x|Rs,Ap,X (0,α,β)
=
{
∞∑
i=0
2i(s−s1)p
∥∥2is12iαAβ(2i +A)−α−βx∥∥p
}1/p
.
Applying the Ho¨lder inequality with respect to the index q/p > 1 yields
|x|Rs,Ap,X (0,α,β)
≤
{[ ∞∑
i=0
2i(s−s1)p(q/p)
′
]1/(q/p)′}1/p
·
{[ ∞∑
i=0
∥∥2is12iαAβ(2i +A)−α−βx∥∥p(q/p)]1/(q/p)
}1/p
= C |x|
R
s1,A
q,X (0,α,β)
,
where C = [ 1
1−2(s−s1)qp/(q−p)
]1−p/q. Thus, we have verified (4.2), and therefore
Bs1,Aq,X (0, α, β) is continuously embedded into B
s,A
q,X(0, α, β).
(iii) The statement is a direct consequence of the monotonicity of the ℓq spaces.
Indeed, let q < q1 ≤ ∞, and fix x ∈ B˙
s,A
q,X . Then there is a sequence {xn} ⊂ R
s,A
q,X
such that {xn} is Cauchy with respect to 9 · 9B˙s,Aq,X
, an equivalent quasi-norm on
B˙s,Aq,X given by (3.18). Note that
9x9B˙s,Aq1,X
= lim
n→∞
9xn9R˙s,Aq1,X
≤ lim
n→∞
9xn9R˙s,Aq,X
= 9x9B˙s,Aq,X
due to the monotonicity of the sequence spaces ℓq, from which the desired conclusion
follows immediately. The proof is complete. 
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4.3. Translation invariance. Another property of interest for inhomogeneous
Besov spaces associated with non-negative operators is that they are translation
invariant with respect to the underlying operators. More precisely, we have the
following proposition.
Proposition 4.5. Let 0 < q ≤ ∞ and s ∈ R. Then Bs,A+ǫq,X = B
s,A
q,X in the sense of
equivalent quasi-norms for each ǫ > 0.
Proof. Let ǫ > 0, take α, β ∈ C∗+ such that −Reα < s < Re β, and fix k ∈ Z such
that ǫ < 2k. It suffices to verify that
‖x‖Bs,Aq,X (k,α,β)
. ‖x‖Bs,A+ǫq,X (k,α,β)
(4.3)
and that
‖x‖Bs,A+ǫq,X (k,α,β)
. ‖x‖Bs,Aq,X (k,α,β)
.(4.4)
First we verify the equivalence
‖(2k +A)−αx‖ ≃ ‖(2k +A+ ǫ)−αx‖.(4.5)
Indeed, applying (2.18)∗ with c = 1 yields
‖(2k +A+ ǫ)−αx‖ ≤
∥∥(2k +A)α(2k + ǫ+A)−α∥∥ · ∥∥(2k +A)−αx∥∥
≤ Cα,n(LA +MA)
n
∥∥(2k +A)−αx∥∥.
Thanks to the fact that ǫ < 2k, applying (2.18)∗ with c = 2 yields
‖(2k +A)−αx‖ ≤
∥∥(2k + ǫ+A)α(2k +A)−α∥∥ · ∥∥(2k +A+ ǫ)−αx∥∥
≤ Cα,n(LA + 2MA)
n
∥∥(2k +A+ ǫ)−αx∥∥,
where Cα,n is given by (2.14) with Reα < n ∈ N, andMA and LA are the constants
given by (2.1) and (2.3), respectively. Thus, we have verified (4.5).
Next we verify (4.3). Thanks to (4.5), it suffices to verify that
|x|Rs,Aq,X (k,α,β)
. |x|Rs,A+ǫq,X (k,α,β)
.(4.6)
We merely verify (4.6) in the case 0 < q < ∞ while the case when q = ∞ can be
verified analogously. To this end, applying (2.17)∗ to Aβ(ǫ + A)−β and applying
(2.18)∗ with c = 2 to (2j + ǫ+A)α+β(2j +A)−(α+β) yields
|x|Rs,Aq,X (k,α,β)
=
{
∞∑
j=k
∥∥2js2jαAβ(2j +A)−α−βx∥∥q
}1/q
≤
{
∞∑
j=k
∥∥Aβ(ǫ +A)−β∥∥ · ∥∥(2j + ǫ+A)α+β(2j +A)−α−β∥∥
·
∥∥2j(s+α)(A+ ǫ)β(2j +A+ ǫ)−α−βx∥∥q
}1/q
≤ Cβ,mCα+β,NL
m
A (LA + 2MA)
N |x|Rs,A+ǫq,X (k,α,β)
,
where Cβ,m and Cα+β,N are given by (2.14) with Reα < m ∈ N and Re(α+ β) <
N ∈ N, respectively, and MA and LA are the non-negativity constants of A given
by (2.1) and (2.3), respectively. Thus, we have verified (4.6).
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It remains to verify (4.4). By Lemma 3.5 (the independence of Besov quasi-
norms with respect to the index β), it suffices to verify (4.4) for the case in which
β = m ∈ Z. Moreover, we may assume that 0 < q < ∞ and the case when q =∞
can be verified analogously. Note that
|x|Rs,A+ǫq,X (k,α,m)
=
{
∞∑
j=k
∥∥2js2jα(A+ ǫ)m(2j +A+ ǫ)−α−mx∥∥q
}1/q
≤
{
∞∑
j=k
[ m∑
i=0
(
m
i
)
ǫm−i
∥∥2js2jαAi(2j +A+ ǫ)−α−mx∥∥]q
}1/q
≤
{
∞∑
j=k
[ m∑
i=0
(
m
i
)
ǫm−i
∥∥2j(m−i)(2j +A)i+α(2j + ǫ+A)−α−m∥∥
·
∥∥2j(s+i−m)2jαAi(2j +A)−i−αx∥∥]q
}1/q
.
Decomposing α+m = (m− i) + (i+ α) yields
|x|Rs,A+ǫq,X (k,α,m)
≤
{
∞∑
j=k
[ m∑
i=0
(
m
i
)
ǫm−i‖2j(m−i)(2j + ǫ+A)−(m−i)‖
·
∥∥(2j +A)i+α(2j + ǫ+A)−i−α∥∥
·
∥∥2j(s+i−m)2jαAi(2j +A)−i−αx∥∥]q
}1/q
.
(4.7)
Applying of (2.1) yields
‖2j(m−i)(2j + ǫ+A)−(m−i)‖ ≤ ‖2j(2j + ǫ +A)−1‖m−i ≤Mm−iA .(4.8)
Applying (2.18)∗ with c = 1 yields
‖(2j +A)i+α(2j + ǫ +A)−i−α‖ ≤ Ci+α,N (LA +MA)
N ,(4.9)
where Ci+α,N is given by (2.14) with Re(i+α) < N ∈ N. Applying (4.7), (4.8) and
(4.9) yields
|x|Rs,A+ǫq,X (k,α,m)
≤
{
∞∑
j=k
[ m∑
i=0
(
m
i
)
(ǫMA)
m−iCi+α,N (LA +MA)
N
·
∥∥2j(s+i−m)2jαAi(2j +A)−i−αx∥∥]q
}1/q
≤ C
m∑
i=0
(
m
i
)
(ǫMA)
m−iCi+α,N (LA +MA)
N |x|Rs+i−m,Aq,X,k,α,i
,
(4.10)
where C = 1 due to the Minkowski inequality for 1 < q < ∞ and C = 2m(1/q−1)
due to (1.3) for 0 < q ≤ 1. Applying (4.5) and (4.10) yields
‖x‖Bs,A+ǫq,X (k,α,m)
. ‖(2k +A)−αx‖
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+
m∑
i=0
(
m
i
)
(ǫM)m−iCi+α,N (LA +MA)
N |x|Rs+i−m,Aq,X (k,α,i)
.
m∑
i=0
(
m
i
)
(ǫM)m−iCi+α,N (LA +MA)
N‖x‖Bs+i−m,Aq,X (k,α,i)
.
Applying Lemma 3.5 (the independence of Besov quasi-norms with respect to the
index β) yields
‖x‖Bs,A+ǫq,X (k,α,m)
.
m∑
i=0
(
m
i
)
(ǫM)m−iCi+α,N (LA +MA)
N‖x‖Bs+i−m,Aq,X (k,α,m)
.
Since s+ i−m ≤ s, by Proposition 4.4 (ii) we obtain that
‖x‖Bs,A+ǫq,X (k,α,m)
.
m∑
i=0
(
m
i
)
(ǫM)m−iCi+α,N (LA +MA)
N · ‖x‖Bs,Aq,X (k,α,m)
.
Thus, we have verified (4.4). The proof is complete. 
5. Fractional powers on Besov spaces
This section is devoted to the connections between Besov spaces associated with
non-negative operators and fractional powers of the underlying operators, including
the lifting property, smoothness reiteration and interpolation. As in the last two
sections, (X, ‖·‖) is a Banach space and A is a non-negative operator on X .
5.1. Lifting property. Recall that x ∈ Bs,Aq,X if and only if x ∈ D(A
γ) and Aγx ∈
Bs−Re γ,Aq,X whenever 0 < Re γ < s and 1 ≤ q ≤ ∞ (see [51, Theorem 2.6]). We can
show further that the fractional power Aγ is continuous from Bs,Aq,X to B
s−Re γ,A
q,X ,
even if 0 < q < 1. Furthermore, it can be verified that ‖Aγ ·‖Bs−Re γ,Aq,X
is indeed an
equivalent quasi-norm on Bs,Aq,X whenever A is positive.
Lemma 5.1. Let 0 < Re γ < s and 0 < q ≤ ∞. The following statements hold.
(i) x ∈ Bs,Aq,X if and only if x ∈ D(A
γ) and Aγx ∈ Bs−Re γ,Aq,X .
(ii) Aγ is continuous from Bs,Aq,X to B
s−Re γ,A
q,X .
Proof. (i) Sufficiency. Suppose that x ∈ D(Aγ) and Aγx ∈ Bs−Re γ,Aq,X . Fix α, β ≥ 0
such that −α < s < β. It is clear that x ∈ Bs,Aq,X due to the fact that{
∞∑
i=0
∥∥2i(s+α)Aβ(2i +A)−(α+β)x∥∥q
}1/q
≤ |Aγx|Rs,Aq,X (0,α+γ,β−γ)
<∞.
Necessity. Let x ∈ Bs,Aq,X . First we verify that x ∈ D(A
γ). To this end, fix
α, β, γ ≥ 0 such that −α < Re γ < γ′ < s < β. In order to verify that x ∈ D(Aγ),
it suffices to show that∫ ∞
0
∥∥tγ′tαAβ(t+A)−α−βx∥∥ dt
t
<∞.(5.1)
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More precisely, if this is the case, then x ∈ D(Aγ
′
) by Corollary 2.8, while D(Aγ
′
) ⊂
D(Aγ) due to the fact that γ′ > Re γ, and hence, x ∈ D(Aγ). We now verify (5.1).
On the one hand, from (2.16)∗ and (2.17)∗ it follows that∫ 1
0
∥∥tγ′tαAβ(t+A)−α−βx∥∥ dt
t
≤ Cα,nCβ,mM
n
AL
m
A ‖x‖ /γ
′ <∞(5.2)
where α < n ∈ N, β < m ∈ N and Cα,m and Cβ,n are given by (2.14). On the other
hand, it can be verified that∫ ∞
1
∥∥tγ′tαAβ(t+A)−α−βx∥∥ dt
t
. |x|Rs,Aq,X (0,α,β)
<∞,(5.3)
and hence, the desired convergence (5.1) follows from (5.2) and (5.3), immediately.
It remains to verify (5.3). Indeed, rewriting
∫∞
1 =
∑∞
i=0
∫ 2i+1
2i and applying (2.19)
yields ∫ ∞
1
∥∥tγ′tαAβ(t+A)−α−βx∥∥ dt
t
≤ C
∞∑
i=0
∥∥2i(α+γ′)Aβ(2i +A)−α−βx∥∥,(5.4)
where C = Cα+β,N (LA + 2MA)
N (2γ
′+α − 1)/(γ′ + α) with α + β ≤ N ∈ N and
Cα+β,N given by (2.14). Furthermore, we can show that
J :=
∞∑
i=0
∥∥2i(α+γ′)Aβ(2i +A)−α−βx∥∥ . |x|Rs,Aq,X (0,α,β) ,(5.5)
and hence, the desired inequality (5.3) follows from (5.4) and (5.5), immediately.
Thus, it is sufficient to verify (5.5). Indeed, if 0 < q ≤ 1, applying the fact that
γ′ < s yields
J ≤
∞∑
i=0
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥
≤
{
∞∑
i=0
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥q
}1/q
= |x|Rs,Aq,X (0,α,β)
,
(5.6)
where the last inequality follows from (1.4). If 1 < q < ∞, applying the Ho¨lder
inequality yields
J ≤
{
∞∑
i=0
2i(γ
′−s)q′
}1/q′ { ∞∑
i=0
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥q
}1/q
=
[
1
1− 2(γ′−s)q′
]1/q′
|x|Rs,Aq,X (0,α,β)
.
(5.7)
And if q =∞, it is clear that
J ≤
[
sup
j≥0
2js
∥∥2jαAβ(2j +A)−α−βx∥∥] ·
[
∞∑
i=0
2i(γ
′−s)
]
=
|x|Rs,Aq,X (0,α,β)
1− 2γ′−s
.(5.8)
By (5.6), (5.7) and (5.8), we obtain (5.5), immediately. Thus, we have verified that
x ∈ D(Aγ).
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Next we verify that Aγx ∈ Bs−γ,Aq,X . To this end, fix α, β ≥ 0 such that α > 2Re γ
and −(α− 2Re γ) < s < β. On the one hand, from (2.17)∗ it follows that∥∥(2k +A)−(α−γ)Aγx∥∥ ≤ Cγ,nLnA∥∥(2k +A)−(α−2γ)x∥∥(5.9)
where 0 < Re γ < n ∈ N and Cγ,n and LA are given by (2.14) and (2.3), respectively.
On the other hand, it is clear that{
∞∑
i=0
∥∥2i(s−γ) · 2i(α−γ)Aβ−γ(2i +A)−(α+β−2γ)Aγx∥∥q
}1/q
= |x|Rs,Aq,X (0,α−2γ,β)
.
Thus, we have Aγx ∈ Bs−γ,Aq,X by the definition of inhomogeneous Besov spaces (see
Definition 3.6 and Remark 3.7 above).
(ii) Fix α, β ≥ 0 such that α > 2Re γ and −(α− 2Re γ) < s < β. From (5.9) it
follows that
‖Aγx‖Bs−γ,Aq,X
=
∥∥(2k +A)−(α−γ)Aγx∥∥+ |Aγx|Rs,Aq,X (0,α−γ,β−γ)
≤ Cγ,nL
n
A
∥∥(2k +A)−(α−2γ)x∥∥+ |x|Rs,Aq,X (0,α−2γ,β) . ‖x‖Bs,Aq,X .(5.10)
Thus, Aγ is continuous from Bs,Aq,X to B
s−Re γ,A
q,X . The proof is complete. 
Thanks to Lemma 5.1 above, we can now give an alternative equivalent quasi-
norm on Bs,Aq,X by the use of ‖A
γ ·‖Bs−Re γ,Aq,X
whenever A is positive on X .
Theorem 5.2. Let A be positive on X, and let s > 0 and 0 < q ≤ ∞. The
following statements hold.
(i) A−γ is continuous from Bs,Aq,X to B
s+Re γ,A
q,X for each γ ∈ C+.
(ii) ‖A−γ · ‖Bs+Reγ,Aq,X
is an equivalent quasi-norm on Bs,Aq,X for each γ ∈ C+.
(iii) ‖Aγ · ‖Bs−Re γ,Aq,X
is an equivalent quasi-norm on Bs,Aq,X for each γ ∈ C+
satisfying 0 < Re γ < s.
Proof. (i) Let x ∈ Bs,Aq,X and γ ∈ C+. Fix k ∈ Z, α, β ≥ 0 such that β > s and
α > Re γ (so that −α < s < β and −(α − Re γ) < s + Re γ < β + Re γ). By the
definition of the quasi-norm on Besov space Bs,Aq,X , we have
‖A−γx‖Bs+Re γ,Aq,X (k,α−γ,β+γ)
=
∥∥(1 + 2kA−γ)(2k +A)−αx∥∥
+
{
∞∑
i=k
∥∥2i(s+α)Aβ(2i +A)−α−βx∥∥]q
}1/q
≤ C‖x‖Bs,Aq,X (k,α,β)
,
(5.11)
where C =
(
1 + 2k‖A−γ‖
)
. Thus, A−γ is continuous from Bs,Aq,X to B
s+Re γ,A
q,X .
(ii) The statement is a simple consequence of (5.10) and (5.11). Indeed,
‖A−γx‖Bs+Re γ,Aq,X
. ‖x‖Bs,Aq,X
= ‖AγA−γx‖Bs+Re γ−Re γ,Aq,X
. ‖A−γx‖Bs+Re γ,Aq,X
.
(iii) The statement is a simple consequence of (5.11) and (5.10). Indeed,
‖Aγx‖Bs−Re γ,Aq,X
. ‖x‖Bs,Aq,X
= ‖A−γAγx‖Bs−Re γ+Re γ,Aq,X
. ‖Aγx‖Bs−Re γ,Aq,X
.
The proof is complete. 
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5.2. Smoothness reiteration. The smoothness of abstract Besov spaces has a
closely relation to the fractional powers of the underlying non-negative operators.
By using the so-called smoothness reiteration, we can give more explicit estimates
of the quasi-norms on abstract Besov spaces.
We will give the main result of this subsection in Theorem 5.5 below based on
the following two lemmas.
Lemma 5.3. Let 0 < α < 1 and let
f(t) := 1 + 2t cosπα+ t2, t > 0.
Then, for given t > 0, we have
f(u) ≤ Kαf(t), t/2 ≤ u ≤ t,(5.12)
where
Kα =
{
1, 0 < α ≤ 1/2,
1
4 (1 +
3
sin2 πα
), 1/2 < α < 1.
Proof. The statement is obvious when 0 < α ≤ 1/2 since f is increasing on (0,∞).
Thus, it remains to verify (5.12) in the case 1/2 < α < 1. Fix t > 0 and write
gt(u) :=
f(u)
f(t)
, u > 0.
It suffices to verify that
sup
t/2≤u≤t
gt(u) ≤
1
4
(
1 +
3
sin2 πα
)
.(5.13)
To this end, applying g′t(u) = 0 yields u = − cosπα, so that gt is decreasing on
(0,− cosπα) while increasing on (− cosπα,∞). If t/2 ≥ − cosπα, we have
sup
t/2≤u≤t
gt(u) ≤ gt(t) = 1 <
1
4
(
1 +
3
sin2 πα
)
since gt is increasing on (t/2, t). If t/2 < − cosπα ≤ t, we have
sup
t/2≤u≤t
gt(u) ≤ max{gt(t), gt(t/2)} = max{1, gt(t/2)}(5.14)
since gt is decreasing on (t/2,− cosπα) and increasing on (− cosπα, t). Observe
that
gt(t/2) =
1
4
(
1 +
3 + 2t cosπα
1 + 2t cosπα+ t2
)
≤
1
4
(
1 +
3
1 + 2t cosπα+ t2
)
≤
1
4
(
1 +
3
sin2 πα
)
.
(5.15)
due to the fact that cosπα < 0. By using (5.14) and (5.15) we obtain (5.13),
immediately. And if t < − cosπα, it can be seen from (5.15) that
sup
t/2≤u≤t
gt(u) ≤ gt(t/2) ≤
1
4
(
1 +
3
sin2 πα
)
since gt is decreasing on (t/2, t). Thus, we have verified (5.13). The proof is
complete. 
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Lemma 5.4. Let 0 < q ≤ ∞ and let 0 < s, α < 1. Define T : ℓq 7→ ℓq by
Ta := b, a = {aj} ∈ ℓq,
where b = {bj} with
bj =
∞∑
i=−∞
(2−j2iα)1−s
1 + 2(2−j2iα) cosπα+ (2−j2iα)2
· ai, j ∈ Z.
Then T is bounded on ℓq.
Proof. First we verify the statement in the case 0 < q ≤ 1. Fix a = {aj} ∈ ℓq. It
follows from (1.4) that
‖Ta‖lq ≤
{
∞∑
j=−∞
∞∑
i=−∞
∣∣∣∣ (2−j2iα)1−sai1 + 2(2−j2iα) cosπα+ (2−j2iα)2
∣∣∣∣
q
}1/q
=
{
∞∑
i=−∞
|ai|
q
∞∑
j=−∞
[
(2−j2iα)1−s
1 + 2(2−j2iα) cosπα+ (2−j2iα)2
]q} 1q
.
In order to verify the ℓq-boundedness of T , it is sufficient to verify that
sup
i∈Z
∞∑
j=−∞
[ (2−j2iα)1−s
1 + 2(2−j2iα) cosπα+ (2−j2iα)2
]q
<∞.(5.16)
To this end, by using the identity
∫ 2j+1
2j
2−j dλ = 1 for j ∈ Z we have
sup
i∈Z
∞∑
j=−∞
[ (2−j2iα)1−s
1 + 2(2−j2iα) cosπα+ (2−j2iα)2
]q
= sup
i∈Z
∞∑
j=−∞
∫ 2j+1
2j
[ (2−j2iα)1−s
1 + 2(2−j2iα) cosπα+ (2−j2iα)2
]q
· 2−j dλ
≤ 2(1−s)q+1 sup
i∈Z
∞∑
j=−∞
∫ 2j+1
2j
[ (λ−12iα)1−s
1 + 2(2−j2iα) cosπα+ (2−j2iα)2
]q dλ
λ
,
where the last inequality follows from the fact that λ ≤ 2j+1. Since 2−j2iα/2 ≤
λ−12iα < 2−j2iα, applying (5.12) with t = 2−j2iα to the integrand of the last
integrel yields
sup
i∈Z
∞∑
j=−∞
[ (2−j2iα)1−s
1 + 2(2−j2iα) cosπα + (2−j2iα)2
]q
≤ Kα2
(1−s)q+1 sup
i∈Z
∫ ∞
0
[ (λ−12iα)1−s
1 + 2(λ−12iα) cosπα+ (λ−12iα)2
]q dλ
λ
= Kα2
(1−s)q+1
∫ ∞
0
(
µ1−s
1 + 2µ cosπα+ µ2
)q
dµ
µ
,
from which the desired (5.16) follows immediately since the last integral converges
due to the fact that 0 < s < 1. More precisely,
‖Ta‖ℓq ≤ C‖a‖ℓq ,
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where C = (JKα)
1/q21−s+1/q with
J =
∫ ∞
0
(
µ1−s
1 + 2µ cosπα+ µ2
)q
dµ
µ
.
Thus, we have verified the ℓq-boundedness of T for 0 < q ≤ 1.
Next we verify the ℓq-boundedness of T for q =∞. Indeed, analogous to (5.16),
by using
∫ 2i
2i−1 2
1−i dλ = 1 and the estimate (5.12) we can conclude that
sup
j∈Z
∞∑
i=−∞
(2−j2iα)1−s
1 + 2(2−j2iα) cosπα+ (2−j2iα)2
≤ α−1Kα2
α(1−s)+1
∫ ∞
0
µ1−s
1 + 2µ cosπα+ µ2
dµ
µ
:= DT <∞,
(5.17)
where Kα is the constant given in (5.12). This implies that
‖Ta‖l∞ = sup
j∈Z
|bj | ≤ DT · sup
i∈Z
|ai| = DT ‖a‖l∞ ,
the desired ℓ∞-boundedness of T .
Finally, the ℓq-boundedness of T for 1 < q < ∞ is a direct consequence of the
well-known Marcinkiewicz interpolation theorem due to the ℓ1-boundedness and
ℓ∞-boundedness of the (sub)linear operator T . The proof is complete. 
We can now establish the smoothness reiteration for Besov spaces Bs,Aq,X , which
was first discussed by H. Komatsu [51, Theorem 3.2] via integral transforms in the
case 1 ≤ q ≤ ∞ and subsequently described by M. Haase [37, Corollary 7.3] by using
functional calculi in the case 1 ≤ q ≤ ∞ as well. Here we give a unified approach
to the smoothness reiteration for Besov spaces with a full range of 0 < q ≤ ∞.
Moreover, recall that a closed linear operator on a Banach spaces is non-negative
if and only if it is sectorial.
Theorem 5.5. Let s > 0, 0 < q ≤ ∞ and 0 ≤ ω < π, and let A be sectorial of
angle ω. Then
Bs,A
α
q,X = B
sα,A
q,X , 0 < α < π/ω,
in the sense of equivalent quasi-norms.
Proof. It suffices to verify the statement in the case 0 < α < 1, because otherwise
we have A = (Aα)1/α with 0 < 1/α < 1. Moreover, thanks to Lemma 5.1 (i) we
may assume that s is sufficiently small, say 0 < s < 1. Clearly, it needs merely to
verify that
‖x‖
Bs,A
α
q,X
. ‖x‖Bsα,Aq,X
(5.18)
and that
‖x‖Bsα,Aq,X
. ‖x‖Bs,Aαq,X
.(5.19)
First we verify (5.18). To this end, let x ∈ Bsα,Aq,X . From (2.44) it follows that
|x|
Rs,A
α
q,X (0,0,α)
=
{
∞∑
j=0
∥∥2jsAα(2j +Aα)−1x∥∥q
}1/q
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≤
1
Γ(α)Γ(1 − α)
{
∞∑
j=0
[ ∫ ∞
0
2j(s+1)τα
∥∥A(τ +A)−1x∥∥
22j + 2 · 2jτα cosπα+ τ2α
dτ
τ
]q}1/q
.
Rewriting
∫∞
0
=
∑∞
i=−∞
∫ 2i+1
2i
and applying the estimate (2.19) to
∥∥A(τ +A)−1x∥∥
yields
|x|Rs,Aαq,X (0,0,α)
≤ C
{
∞∑
j=0
[ ∞∑
i=−∞
∫ 2i+1
2i
2j(s+1)
∥∥2iαA(2i +A)−1x∥∥
22j + 2 · 2jτα cosπα+ τ2α
dτ
τ
]q}1/q
= C
{
∞∑
j=0
[ ∞∑
i=−∞
∫ 2i+1
2i
(2−j2iα)1−s
∥∥2isαA(2i +A)−1x∥∥
1 + 2(2−jτα) cosπα+ (2−jτα)2
dτ
τ
]q}1/q
,
where C = 2
α(LA+MA)
2
Γ(α)Γ(1−α) with MA and LA given by (2.1) and (2.3), respectively.
Since 2−jτα/2 < 2−j2iα ≤ 2−jτα, applying (5.12) with t = 2−jτα yields
|x|
Rs,A
α
q,X (0,0,α)
≤
2αKα(LA +MA)
2
Γ(α)Γ(1 − α)
· J,(5.20)
where Kα is the constant given in (5.12) and
J =
{
∞∑
j=0
[ ∞∑
i=−∞
(2−j2iα)1−s
∥∥2iαsA(2i +A)−1x∥∥
1 + 2(2−j2iα) cosπα+ (2−j2iα)2
]q}1/q
.
It can be verified that
J . ‖x‖Bsα,Aq,X
.(5.21)
Indeed, the statement is a simple consequence of the ℓq-boundedness of T as shown
in Lemma 5.4 above. More precisely, applying a = {ai} with
ai =
∥∥2isαA(2i +A)−1x∥∥, i ∈ Z,
in Lemma 5.4 yields
J = ‖b‖ℓq . ‖a‖ℓq . ‖x‖Bsα,Aq,X
,
which is the desired inequality (5.21). Moreover, from (5.20) and (5.21) it follows
that
‖x‖
Bs,A
α
q,X (0,0,α)
= ‖x‖+ |x|
Rs,A
α
q,X (0,0,α)
. ‖x‖Bsα,Aq,X
.
Thus, we have verified (5.18).
Next we verify (5.19). It suffices to verify (5.19) in the case α = 1/m with an
odd integer m, i.e.,
‖x‖
B
s/m,A
q,X
. ‖x‖
Bs,A
1/m
q,X
,(5.22)
since in a general case 0 < α < 1 we can fix an odd integer m large enough such
that 1/m < α and, by using (5.22) and (5.18), obtain that
‖x‖Bsα,Aq,X
= ‖x‖
B
sαm/m,A
q,X
. ‖x‖
Bsαm,A
1/m
q,X
= ‖x‖
B
sαm,(Aα)1/(αm)
q,X
. ‖x‖Bs,Aαq,X
. ‖x‖Bsα,Aq,X
,
which is the desired inequality (5.19).
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It remains to verify (5.22). Let m be an odd integer and let x ∈ Bs,A
1/m
q,X . If
0 < q <∞, by Lemma 4.1 we have
|x|
R
s/m,A
q,X (k,0,1)
≃ |x|c
R
s/m,A
q,X (k,0,1)
=
{∫ ∞
2k
∥∥ts/mA(t+A)−1x∥∥q dt
t
}1/q
≤
{∫ ∞
0
∥∥ts/mA(t+A)−1x∥∥q dt
t
}1/q
=
{∫ ∞
0
∥∥∥∥ts/m
m∏
i=1
A1/m(zit
1/m +A1/m)−1x
∥∥∥∥
q
dt
t
}1/q
,
where z′is are all roots of (−z)
m = −1 with z1 = 1. Note that the family {A
1/m(zit+
A1/m)−1}t>0 is uniformly bounded for each i = 2, 3, · · · ,m. By Lemma 4.1 again
we have
|x|
R
s/m,A
q,X
.
{∫ ∞
0
∥∥ts/mA1/m(t1/m +A1/m)−1x∥∥q dt
t
}1/q
= m1/q|x|c
Rs,A
1/m
q,X
≃ |x|
Rs,A
1/m
q,X
,
from which the desired inequality (5.22) follows immediately. And if q = ∞, by
Lemma 4.1 we also have
‖x‖
B
s/m,A
∞,X
= ‖x‖+ sup
j≥0
∥∥2js/mA(2j +A)−1x∥∥
. ‖x‖+ sup
λ>0
∥∥λs/mA(λ+A)−1x∥∥
. ‖x‖+ sup
λ>0
∥∥λs/mA1/m(λ1/m +A1/m)−1x∥∥
= ‖x‖+ sup
µ>0
∥∥µsA1/m(µ+A1/m)−1x∥∥ = ‖x‖
Bs,A
1/m
∞,X
,
which is the desired inequality (5.22). The proof is complete. 
The following continuous embedding of Besov spaces associated with fractional
powers operators is a direct consequence of Theorem 5.5.
Corollary 5.6. Let A be non-negative on X with sectorial angle θ, and let s > 0
and 0 < q ≤ ∞. Then, for 0 < α ≤ β < π/θ,
Bs,A
β
q,X →֒ B
s,Aα
q,X .
5.3. Interpolation spaces. Let (X0, ‖·‖X0) and (X1, ‖·‖X1) be a couple of quasi-
normed spaces continuously embedded into a topological vector space. Recall that,
for each x ∈ X0 +X1, the K-functional K(t, x) is defined by
K(t, x) := inf
x0+x1=x
(
‖x0‖X0 + t‖x1‖X1
)
, xi ∈ Xi, i = 0, 1,
with 0 < t <∞. It is easy to see that K(t, ·) is a quasi-norm on X0 +X1 for given
t > 0 and that K(·, x) is a non-negative, increasing and concave function for each
x fixed.
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Let 0 < θ < 1 and 0 < q ≤ ∞. Recall that the interpolation space (X0, X1)θ,q
between X0 and X1 is given by
(X0, X1)θ,q :=
{
x ∈ X0 +X1 :
∫ ∞
0
(
t−θK(t, x)
)q dt
t
<∞
}
and that (X0, X1)θ,q is a quasi-Banach space endowed with the quasi-norm
‖x‖(X0,X1)θ,q :=
{∫ ∞
0
(
t−θK(t, x)
)q dt
t
}1/q
.(5.23)
Also, recall the following equivalent quasi-norm on interpolation spaces (see [41,
Theorem 5.1]):
‖x‖(X0,X1)θ,q ≃ ‖x‖
∗
(X0,X1)θ,q
:= inf
x0(t)+x1(t)≡x
(B0 +B1),(5.24)
where
B0 =
{∫ ∞
0
(
t−θ‖x0(t)‖X0
)q dt
t
}1/q
,
B1 =
{∫ ∞
0
(
t1−θ‖x1(t)‖X1
)q dt
t
}1/q
.
Now we give the main result of this subsection, which states that the abstract
Besov spaces can be characterized by the interpolation spaces even in the case
0 < q < 1.
Theorem 5.7. Let 0 < q ≤ ∞, 0 < θ < 1 and α > 0. Then (X,D(Aα))θ,q = B
θα,A
q,X
in the sense of equivalent quasi-norms.
Proof. Thanks to Proposition 4.5, we may suppose that 0 ∈ ρ(A) without loss of
generality. It suffices to verify that
‖x‖(X,D(Aα))θ,q . ‖x‖Bθα,Aq,X
(5.25)
and that
‖x‖Bθα,Aq,X
. ‖x‖(X,D(Aα))θ,q .(5.26)
First we verify (5.25). We merely give a proof of (5.25) in the case 0 < q <∞ and
the case when q =∞ can be verified analogously. To this end, write X0 := X and
X1 = D(A
α) endowed with the graph norm, i.e., ‖x‖X1 = ‖A
αx‖ for x ∈ D(Aα).
Let x ∈ Bθα,Aq,X and write
u(λ) :=
Γ(2α)
Γ(α)Γ(α)
λαAα(λ+A)−2αx.
Moreover, let x0 and x1 be two simple functions defined by
x0(t) :=
∫ ∞
2j
u(λ)
dλ
λ
, x1(t) :=
∫ 2j
0
u(λ)
dλ
λ
, 2−(j+1)α < t ≤ 2−jα, j ∈ Z.
On the one hand, by Proposition 3.9 it can be seen that x ∈ D(Aǫ) for 0 < ǫ < θα.
Since 0 ∈ ρ(A) due to the hypothesis, from (2.13) it follows that
x =
Γ(2α)
Γ(α)Γ(α)
∫ ∞
0
λαAα(λ+A)−2αx
dλ
λ
= x0(t) + x1(t), t > 0.
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On the other hand, by using the change of variable t = s−α and decomposition∫∞
0 =
∑
j∈Z
∫ 2j+1
2j in (5.23), we can rewrite ‖x‖(X0,X1)θ,q as
‖x‖(X0,X1)θ,q = α
1/q
{
∞∑
j=−∞
∫ 2j+1
2j
(
sθαK(s−α, x)
)q ds
s
}1/q
.
Since K(·, x) is increasing, we have
‖x‖(X0,X1)θ,q ≤
α1/q(2qα − 1)
qθα
{
∞∑
j=−∞
(
2jθαK(2−jα, x)
)q}1/q
.
By the definition of K(t, x) we have
‖x‖(X0,X1)θ,q ≤ C
{
∞∑
j=−∞
[
2jθα
(∥∥x0(2−jα)∥∥+ 2−jα∥∥Aαx1(2−jα)∥∥)]q
}1/q
,
where C = α
1/q(2qα−1)
qθα . By the classical inequality (1.3) and the definitions of x0(t)
and x1(t) we have
‖x‖(X0,X1)θ,q .
{
∞∑
j=−∞
[
2jθα
∞∑
i=j
∫ 2i+1
2i
∥∥λαAα(λ +A)−2αx∥∥dλ
λ
]q}1/q
+
{
∞∑
j=−∞
[
2j(θ−1)α
j−1∑
i=−∞
∫ 2i+1
2i
∥∥λαA2α(λ+A)−2αx∥∥dλ
λ
]q}1/q
.
And by using the estimate (2.19) with c = 1 we have further that
‖x‖(X0,X1)θ,q . J1 + J2,
where
J1 =
{
∞∑
j=−∞
[
2jθα
∞∑
i=j
∥∥2iαAα(2i +A)−2αx∥∥]q
}1/q
,
J2 =
{
∞∑
j=−∞
[
2j(θ−1)α
j−1∑
i=−∞
∥∥2iαA2α(2i +A)−2αx∥∥]q
}1/q
.
It can be verified that both J1 and J2 are dominated by ‖x‖Bθα,Aq,X
. Indeed, if
0 < q ≤ 1, by using (1.3) we have
J1 ≤
{
∞∑
j=−∞
∞∑
i=j
∥∥2jθα2iαAα(2i +A)−2αx∥∥q
}1/q
=
{
∞∑
i=−∞
i∑
j=−∞
∥∥2jθα2iαAα(2i +A)−2αx∥∥q
}1/q
=
(
1
1− 2−qθα
)1/q{ ∞∑
i=−∞
∥∥2iθα2iαAα(2i +A)−2αx∥∥q
}1/q
≃ |x|R˙θα,Aq,X,k,α,α
≤ ‖x‖Bθα,Aq,X
,
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where the last inequality follows from Remark 4.3 (i) above. Analogously, by using
(1.3) and Remark 4.3 (i) we also have
J2 ≤
{
∞∑
j=−∞
j−1∑
i=−∞
∥∥2j(θ−1)α2iαA2α(2i +A)−2αx∥∥q
}1/q
=
{
∞∑
i=−∞
∞∑
j=i+1
∥∥2j(θ−1)α2iαA2α(2i +A)−2αx∥∥q
}1/q
=
[
1
2(1−θ)αq − 1
]1/q{ ∞∑
i=−∞
2i(θ−1)αq
∥∥2iαA2α(2i +A)−2αx∥∥q
}1/q
≃ |x|R˙θα,Aq,X,k,0,2α
≤ ‖x‖Bθα,Aq,X
.
If 1 < q <∞, choosing ǫ ∈ (0, θα) and applying the Ho¨lder inequality yields
J1 =
{
∞∑
j=−∞
2jθαq
[ ∞∑
i=j
2−iǫ
∥∥2iǫ2iαAα(2i +A)−2αx∥∥]q
}1/q
≤
{
∞∑
j=−∞
2jθαq
( ∞∑
i=j
2−iǫq
′
)q/q′ ∞∑
i=j
∥∥2iǫ2iαAα(2i +A)−2αx∥∥q
}1/q
=
(
1
1− 2−ǫq′
)1/q′[
1
1− 2(ǫ−θα)q
]1/q{ ∞∑
i=−∞
∥∥2iθα2iαAα(2i +A)−2αx∥∥q
}1/q
≃ |x|R˙θα,Aq,X,k,α,α
≤ ‖x‖Bθα,Aq,X
,
while choosing 0 < c < (1 − θ)α and applying the Ho¨lder inequality yields
J2 =
{
∞∑
j=−∞
2j(θ−1)αq
j−1∑
i=−∞
2iǫ
∥∥2−iǫ2iαA2α(2i +A)−2αx∥∥)q
}1/q
. ‖x‖Bθα,Aq,X
.
Thus, we have verified (5.25).
Next we verify (5.26). We merely give a proof of (5.26) in the case 0 < q <
∞ and the case when q = ∞ can be verified analogously. To this end, let x ∈
(X,D(Aα))θ,q. The proof of (5.26) is divided into the following four steps.
Step I. It can be verified that{∫ ∞
0
∥∥sθαAα(s+A)−αx∥∥q ds
s
}1/q
. ‖x‖(X,D(Aα))θ,q .(5.27)
Indeed, applying the change of variable s = t−1/α yields{∫ ∞
0
∥∥sθαAα(s+A)−αx∥∥q ds
s
}1/q
≃
{∫ ∞
0
∥∥t−θAα(t−1/α +A)−αx∥∥q dt
t
}1/q
.
Let x0 : (0,∞) 7→ X and x1 : (0,∞) 7→ D(A
α) such that x0(t) + x1(t) ≡ x.
Applying the classical inequality (1.3) yields{∫ ∞
0
∥∥sθαAα(s+A)−αx∥∥q ds
s
}1/q
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.
{∫ ∞
0
∥∥t−θAα(t−1/α +A)−αx0(t)∥∥q dt
t
}1/q
+
{∫ ∞
0
∥∥t−θAα(t−1/α +A)−αx1(t)∥∥q dt
t
}1/q
.
Applying the uniform boundedness of {Aα(t+A)−α}t>0 and {t
α(t+A)−α}t>0 (see
Lemma 2.2 (i) above){∫ ∞
0
∥∥sθαAα(s+A)−αx∥∥q ds
s
}1/q
.
{∫ ∞
0
(
t−θ‖x0(t)‖
)q dt
t
}1/q
+
{∫ ∞
0
(
t1−θ‖Aαx1(t)‖
)q dt
t
}1/q
.
And applying (5.24) yields (5.27), immediately. More precisely,{∫ ∞
0
∥∥sθαAα(s+A)−αx∥∥q ds
s
}1/q
. ‖x‖∗(X,D(Aα))θ,q . ‖x‖(X,D(Aα))θ,q .
Thus, we have verified (5.27).
Step II. It can be verified that
|x|Rθα,Aq,X (0,0,α)
. ‖x‖(X,D(Aα))θ,q .(5.28)
Indeed, by Lemma 4.1 (also, see Remark 4.3 (i)), we have
|x|Rθα,Aq,X (0,0,α)
.
{∫ ∞
0
∥∥tθαAα(t+A)−αx∥∥q dt
t
}1/q
.
Applying (5.27) yields (5.28), immediately.
Step III. It can also be verified that
‖x‖ . ‖x‖(X,D(Aα))θ,q .(5.29)
To this end, observe that x ∈ Bs,Aq,X due to (5.28), and therefore x ∈ D(A
ǫ) for
0 < ǫ < θα by Proposition 3.9 above. Thanks to 0 ∈ ρ(A), by using (2.13) we have
‖x‖ ≤
Γ(2α)
Γ(α)Γ(α)
∫ ∞
0
∥∥λαAα(λ+A)−2αx∥∥ dλ
λ
.(5.30)
If 0 < q ≤ 1, by using the decomposition
∫∞
0
=
∑
j∈Z
∫ 2j+1
2j
and dyadic estimate
(2.19) we obtain from (5.30) that
‖x‖ .
∑
j∈Z
∥∥2jαAα(2j +A)−2α∥∥ ≤
{∑
j∈Z
∥∥2jαAα(2j +A)−2α∥∥q
}1/q
,
where the last inequality follows from (1.4). From (1.3), it follows that
‖x‖ .
{
∞∑
j=0
∥∥2jαAα(2j +A)−2α∥∥q
}1/q
+
{
−1∑
j=−∞
∥∥2jαAα(2j +A)−2α∥∥q
}1/q
.
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Applying (2.16) to ‖2jα(2j +A)−α‖ yields{
∞∑
j=0
∥∥2jαAα(2j +A)−2α∥∥q
}1/q
.
{
∞∑
j=0
∥∥Aα(2j +A)−α∥∥q
}1/q
≤
{
∞∑
j=0
∥∥2jθαAα(2j +A)−α∥∥q
}1/q
,
while applying (2.16) and (2.17) to ‖2jα(1−θ)Aθα(2j +A)−α‖ yields{
−1∑
j=−∞
∥∥2jαAα(2j +A)−2α∥∥q
}1/q
. ‖A−θα‖
{
∞∑
j=0
∥∥2jθαAα(2j +A)−α∥∥q
}1/q
due to the fact that 0 ∈ ρ(A). This implies that
‖x‖ .
{
∞∑
j=0
∥∥2jθαAα(2j +A)−α∥∥q
}1/q
.
Applying the identity
∫ 2j+1
2j
2−j dλ = 1 and the dyadic estimate (2.19) yields
‖x‖ .
{∫ ∞
1
∥∥λθαAα(λ+A)−α∥∥q dλ
λ
}1/q
≤
{∫ ∞
0
∥∥λθαAα(λ+A)−α∥∥q dλ
λ
}1/q
.
Finally, applying (5.27) yields the desired (5.29), immediately.
And if 1 < q <∞, from (5.30) it follows that
‖x‖ .
∫ ∞
0
∥∥λα(1−θ)(λ+A)−α∥∥ · ∥∥λθαAα(λ+A)−αx∥∥ dλ
λ
.
Thanks to the Ho¨lder inequality, it can be seen that
‖x‖ .
{∫ ∞
0
∥∥λθαAα(λ+A)−αx∥∥q dλ
λ
}1/q
by observing that ∫ ∞
0
∥∥λα(1−θ)(λ+A)−α∥∥q′ dλ
λ
<∞
due to the estimates (2.16) and (2.17) and the fact that 0 ∈ ρ(A). Again, applying
(5.27) yields the desired (5.29), immediately.
Step IV. By using (5.28) and (5.29), we obtain the desired (5.26), immediately.
The proof is complete. 
Remark 5.8. Theorems 5.2, 5.5 and 5.7 are the main results of this paper, which
are novel in the sense equivalent (quasi-)norms even in the case 1 ≤ q ≤ ∞. More
precisely, let s > 0 and 1 ≤ q ≤ ∞.
(i) By Remark 4.3 (i) and Theorem 5.2, we obtain [51, Theorem 2.6], immedi-
atley. Moreover, Theorem 5.2 also improves [51, Theorem 2.6] in the sense
of equivalent norms for 1 ≤ q ≤ ∞.
(ii) By Remark 4.3 (i) and Theorem 5.7 we obtain [51, Theorem 3.1], immedi-
ately. Moreover, Theorem 5.7 also improves [51, Theorem 3.1] in the sense
of equivalent norms for 1 ≤ q ≤ ∞.
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(iii) By Remark 4.3 (i) and Theorems 5.7 and 5.5 we obtain [37, Corollary
7.3 (a)], immediately. Moreover, Theorems 5.7 and 5.2 also improve [37,
Corollary 7.3 (b)] in the sense of equivalent norms for 1 ≤ q ≤ ∞.
6. Comparison of classical and new Besov spaces
It is natural to compare our new Besov spaces with the classical Besov spaces
and other known Besov spaces associated with concrete operators, for instance,
Besov spaces constructed in the frame of extrapolation spaces [67] and Besov spaces
associated with 0-sectorial operators [57] or heat kernels [17].
6.1. Extrapolation method. Let A be a non-negative operator on a Banach
space (X, ‖·‖X). Write X0 := D(A) endowed with the norm ‖·‖X0 := ‖·‖X , and let
A0 := A|X0 , the part of A in X0. It can be verified that A0 is non-negative on X0
with dense domain. Indeed, for each x ∈ X0 fixed, write xn := n(n + A)
−1x with
n ∈ N. It is clear that xn ∈ D(A) and
Axn = nA(n+A)
−1x = n(A+ n− n)(n+A)−1x = nx− n2(n+A)−1x ∈ X0
due to the fact that nx ∈ D(A) = X0 and n
2(n+A)−1x ∈ D(A) ⊂ X0, and hence,
xn ∈ D(A0) for each n ∈ N. Since xn → x in X as n → ∞ due to the fact that
x ∈ X0 = D(A), it follows that D(A0) = X0. Moreover, the non-negativity of A0
follows from that of A, immediately. More precisely,
sup
λ>0
‖λ(λ+A0)
−1‖ ≤MA,
where MA is the non-negativity constant of A given in (2.1).
Now let X−1 be the completion of X0 with respect to the norm ‖·‖−1 :=∥∥(1 +A0)−1·∥∥X0 . It is clear that, for each λ > 0, (λ + A0)−1 admits a bounded
extension Jλ,−1 on X−1 and
sup
λ>0
‖λJλ,−1‖ ≤MA.
Furthermore, by the definition of the bounded extension, it is easy to verify that
the operator Jλ,−1 is injective for each λ > 0, and hence, A−1 := J
−1
λ,−1 − λ is non-
negative X−1 with dense domain. By recursion, one can define an extrapolation
space X−l and a non-negative operator A−l with dense domain in X−l for each
l ≥ 2. Thus, we have obtained a series of Banach spaces {X−l}l∈N0 , where X−l is
densely embedded in X−l−1 for each l ∈ N0.
Note that (1+A0)
−1 is bounded from X0 to R((1+A0)
−1) = (1+A0)
−1X0 ⊂ X0
and that X0 is the completion of R((1 + A0)
−1) with respect to ‖·‖−1. Thus, the
extension J−1,−1 of (1 +A0)
−1 is bounded from X−1 to X0, and hence,
D(A−1) = D(1 +A−1) = D(J
−1
−1,−1) = R(J−1,−1) = X0.
In general, by the recursive construction, it can be seen that D(A−l) = X−l+1 for
each l ∈ N and that A−l = A−l−1|D(A−l) for each l ∈ N0.
Observe that the operators A−n on X−n are consistent with each other, and
therefore there is a well defined operator A on
X−∞ :=
⋃
n∈N0
X−n.
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Clearly, A|X−n = A−n for each n ∈ N0. Moreover, for given t > 0, it can be seen
that Am(t + A)−m−lx˜ ∈ X0 for x˜ ∈ X−l by observing that (t + A)
−l maps X−l
into X0. More precisely,
Am(t+A)−m−lx˜ = Am(t+A)−m(t+A)−lx˜, x˜ ∈ X−l.(6.1)
We can now give an extrapolation version of abstract Besov spaces in the fol-
lowing way.
Definition 6.1. Let 0 < q ≤ ∞ and s ∈ R. Let k ∈ Z and let l and m be two
non-negative integers such that −l < s < m. The inhomogeneous Besov space Bs,Aq,X
is defined by
Bs,Aq,X :=
{
x˜ ∈ X−l : |x˜|Rs,Aq,X (k,l,m)
<∞
}
endowed with the quasi-norm
‖x˜‖Bs,Aq,X
:=
∥∥(2k +A)−lx˜∥∥
X
+ |x˜|Rs,Aq,X (k,l,m)
,
where
|x˜|Rs,Aq,X (k,l,m)
:=
{
∞∑
j=k
∥∥2js2jlAm(2j +A)−m−lx˜∥∥q
X
}1/q
(with the usual modification if q =∞).
A homogeneous version of abstract Besov spaces via the extrapolation is given
as follows.
Definition 6.2. Let 0 < q ≤ ∞ and s ∈ R, and let l and m be two non-negative
integers such that −l < s < m. The homogeneous Besov space B˙s,Aq,X is defined by
B˙s,Aq,X :=
{
x˜ ∈ X−l :
∞∑
j=−∞
∥∥2js2jlAm(2j +A)−m−lx˜∥∥q
X
<∞
}
,
endowed with the quasi-norm
‖x˜‖B˙s,Aq,X
:=
{
∞∑
j=−∞
∥∥2js2jlAm(2j +A)−m−lx˜∥∥q
X
}1/q
(with the usual modification if q =∞).
Remark 6.3. Analogous to Theorem 4.2 (more precisely, Remark 4.3 above), it
can be verified that B˙s,Aq,X admits an equivalent quasi-norm of continuous type, and
therefore B˙s,Aq,X coincides with B˙
φ
X,s with φ(λ) = λ
s (λ > 0) for 1 ≤ q ≤ ∞ and
s ∈ R, where B˙φX,s is the homogeneous Besov space due to T. Matsumoto and T.
Ogawa [67, Definitions 2.8 and 2.10].
Proposition 6.4. Let 0 < q ≤ ∞ and s ∈ R. Then Bs,Aq,X = B
s,A
q,X in the sense of
equivalent quasi-norms.
Proof. We first verify that
Bs,Aq,X ⊂ B
s,A
q,X ,(6.2)
and
‖x˜‖Bs,Aq,X
≃ ‖x˜‖Bs,Aq,X
, x ∈ Bs,Aq,X .(6.3)
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To this end, let x˜ ∈ Bs,Aq,X . Fix k ∈ Z and let m and l be non-negative integers
such that −l < s < m. By Definitions 3.6 and 3.1, x˜ = {xn} for some {xn} ⊂
Rs,Aq,X(k, l,m) which is Cauchy with respect to the Besov quasi-norm ‖·‖Bs,Aq,X (k,l,m)
given by (3.19). This implies that, for each ǫ > 0 fixed, there is an N ∈ N such that
‖xn − xn′‖Bs,Aq,X (k,l,m)
= ‖(2k +A)−l(xn − xn′ )‖X
+
{
∞∑
j=k
∥∥2j(s+l)Am(2j +A)−m−l(xn − xn′)∥∥qX
}1/q
< ǫ, n, n′ ≥ N.
(6.4)
From (6.4) it is clear that {xn} is Cauchy with respect to the norm
∥∥(2k +A)−l·∥∥
X
,
and hence, x ∈ X−l by observing that X−l coincides with the completion of X0 =
D(A) with respect to the norm ‖(2k +A)−l · ‖X0 = ‖(2
k +A)−l · ‖X .
We now verify that
|x˜|Rs,Aq,X (k,l,m)
<∞.(6.5)
Fix ǫ > 0. From (6.1) and (6.4) it follows that{
K∑
j=k
∥∥2j(s+l)Am(2j +A)−m−l(xn − xn′)∥∥qX
}1/q
=
{
K∑
j=k
∥∥2j(s+l)Am(2j +A)−m(2j +A)−l(xn − xn′)∥∥qX
}1/q
=
{
K∑
j=k
∥∥2j(s+l)Am(2j +A)−m−l(xn − xn′)∥∥qX
}1/q
< ǫ, n, n′ ≥ N,
for each integer K ≥ k. Applying n′ →∞ yields{
K∑
j=k
∥∥2j(s+l)Am(2j +A)−m−l(xn − x˜)∥∥qX
}1/q
≤ ǫ, n ≥ N,
for each integer K ≥ k since (2j +A)−l(xn − xn′ ) converges to (2
j +A)−l(xn − x˜)
as n′ →∞ due to (6.4). Applying K →∞ yields
|xn − x˜|Rs,Aq,X (k,l,m)
=
{
∞∑
j=k
∥∥2j(s+l)Am(2j +A)−m−l(xn − x˜)∥∥qX
}1/q
≤ ǫ(6.6)
for n ≥ N . From (1.3) and (6.6) it follows that
|x˜|Rs,Aq,X (k,l,m)
. |x˜− xN |Rs,Aq,X (k,l,m)
+ |xN |Rs,Aq,X (k,l,m)
<∞.
which is the desired (6.5). Thus, we have verified (6.2).
Moreover, observing that xn → x˜ as n → ∞ in X−l as mentioned above and
that xn → x˜ as n→∞ in R
s,A
q,X(k, l,m) due to (6.6), we conclude that
‖x˜‖Bs,Aq,X
= lim
n→∞
‖xn‖Bs,Aq,X
= lim
n→∞
‖xn‖Bs,Aq,X
≃ ‖x˜‖Bs,Aq,X
,
which is the desired (6.3).
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In order to complete the proof, it remains to verify that
Bs,Aq,X ⊂ B
s,A
q,X .(6.7)
Cleaarly, it suffices to verify that Rs,Aq,X(k, l,m) is dense in B
s,A
q,X . Indeed, let x˜ ∈
Bs,Aq,X , i.e., x˜ ∈ X−l and
|x˜|Rs,Aq,X (k,l,m)
=
{
∞∑
j=k
∥∥2j(s+l)Am(2j +A)−m−lx˜∥∥q
X
}1/q
<∞.(6.8)
Write Pn := n(n+A)
−1 with n ∈ N. It can be seen that P lnx˜ ∈ D(A) for each n ∈ N
by observing that (t+A)−l maps X−l into X0 = D(A) for each t > 0, and therefore
P lnx˜ ∈ R
s,A
q,X(k, l,m) for each n ∈ N due to (6.8) and the uniform boundedness of
{nl(n+A)−l}n∈N. Thanks to Lemma 2.4 (i), it can also be seen that
‖(2k +A)−l(P lnx˜− x˜)‖X = ‖(P
l
n − I)(2
k +A)−lx˜‖X → 0(6.9)
as n→∞ by observing the fact that (2k +A)−lx˜ ∈ D(A). Also, by Lemma 2.4 (i)
we conclude that{
∞∑
j=k
∥∥2j(s+l)Am(2j +A)−m−l(Pnx˜− x˜)∥∥qX
}1/q
→ 0, n→∞.(6.10)
More precisely, fix ǫ > 0. On the one hand, thanks to (6.8), there is an integer K
large enough such that{
∞∑
j=K
∥∥2j(s+l)Am(2j +A)−m−lx˜∥∥q
X
}1/q
<
ǫ
2CC1/q
,
where C = supn∈N ‖P
l
n − I‖ and C1/q is the constant given in (1.3). On the other
hand, thanks to Lemma 2.4 (i), there is an integer N such that{
K−1∑
j=0
∥∥(P ln − I)2j(s+l)Am(2j +A)−m−lx˜∥∥qX
}1/q
<
ǫ
2C1/q
, n ≥ N,
due to the fact that 2j(s+l)Am(2j +A)−m−lx˜ ∈ D(A) for each j = 0, 1, · · · ,K − 1.
Therefore, from (1.3) it follows that{
∞∑
j=k
∥∥2j(s+l)Am(2j +A)−m−l(Pnx˜− x˜)∥∥qX
}1/q
=
{
∞∑
j=0
∥∥(P ln − I)2j(s+l)Am(2j +A)−m−lx˜∥∥qX
}1/q
≤ C1/q
{
K−1∑
j=0
∥∥(P ln − I)2j(s+l)Am(2j +A)−m−lx˜∥∥qX
}1/q
+C1/q
{
∞∑
j=K
∥∥(P ln − I)2j(s+l)Am(2j +A)−m−lx˜∥∥qX
}1/q
.
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Applying the uniform boundedness of {P ln − I}n∈N yields{
∞∑
j=k
∥∥2j(s+l)Am(2j +A)−m−l(Pnx˜− x˜)∥∥qX
}1/q
≤ C1/q
{
K−1∑
j=0
∥∥(P ln − I)2j(s+l)Am(2j +A)−m−lx˜∥∥qX
}1/q
+C1/q sup
n∈N
‖P ln − I‖
{
∞∑
j=K
∥∥2j(s+l)Am(2j +A)−m−lx˜∥∥q
X
}1/q
<
ǫ
2
+
ǫ
2
= ǫ, n ≥ N,
from which (6.10) follows immediately. From (6.9) and (6.10) it can be seen that
P lnx˜ → x˜ as n → ∞, and hence, R
s,A
q,X(k, l,m) is dense in B
s,A
q,X . Thus, we have
verified (6.7). The proof is complete. 
6.2. Functional calculus approach. LetX be a Banach space and let 0 ≤ ω < π.
Recall that a closed linear operator A : D(A) ⊂ X → X is sectorial of angle ω if
σ(A) ⊂ Σω and
sup
{
‖zR(z, A)‖ : z ∈ C \ Σω′
}
<∞
for each ω′ ∈ (ω, π). If this is the case, the value
ωA := min{ω ∈ [0, π) : A ∈ S(ω)}
is called the spectral angle of A.
Let A be a closed linear operator on a Banach space X . Recall that A is non-
negative if and only if it is sectorial (with spectral angle ωA ≤ π − arcsin 1/MA,
where MA is the non-negativity constant of operator A) (see, [65, Proposition
1.2.1]). Thus, the theory of Besov spaces associated with non-negative operators on
Banach spaces can also be developed by using the approach of functional calculus.
Let’s recall some preliminaries of the so-called primary functional calculus of
sectorial operators. Let ω ∈ (0, π) and A be sectorial with spectral angle ωA < ω.
Let H∞(Σω) be the space of bounded holomorphic function on Σω and write
H∞0 (Σω) :=
{
f ∈ H∞(Σω) : ∃C, ǫ > 0 s.t. |f(z)| ≤ Cmin{|z|
ǫ, |z|−ǫ}
}
.
For each ψ ∈ H∞0 (Σω), define
ψ(A) :=
1
2πi
∫
∂Σω′
ψ(z)(z −A)−1 dz,
where ∂Σω′ is the boundary of a sector Σω′ with ω
′ ∈ (ω, π), oriented counterclock-
wise. By the Cauchy integral theorem, the integral in the right-hand side of the
last equality is independent of the choice of ω′, and hence, ψ(A) is well defined as
a bounded linear operator on the Banach space X . More precisely, the calculus
Φ : H∞0 (Σω)→ B(X)
is a homomorphism of algebras. Furthermore, one can enlarge the algebra H∞0 (Σω)
as
E(Σω) := H
∞
0 (Σω)⊕ C
1
1 + z
⊕ C1,
BESOV SPACES ASSOCIATED WITH OPERATORS 57
and define
f(A) := ψ(A) + c(1 +A)−1 + d
for each function f(z) := ψ(z) + c1+z + d ∈ E(Σω). Such an extended calculus
Φ : E(Σω)→ B(X)
is also a homomorphism of algebras [38, Page 34, (2.7)], and we refer to [38, Chap-
ters 1 and 2] for more information on the primary functional calculus for sectorial
operators.
Proposition 6.5. [37, Theorem 1] Let A be a sectorial operator of angle ω, and
let ω′ ∈ (ω, π) and Reα > 0. Take a function 0 6= ψ ∈ E(Σω′) such that z
−αψ(z) ∈
E(Σω′). Then
(X,D(A))θ,q =
{
x ∈ X :
∫ ∞
0
∥∥t−θαψ(tA)x∥∥q dt
t
<∞
}
with the equivalence of norms
‖x‖(X,D(A))θ,q ≃ ‖x‖+
{∫ ∞
0
∥∥t−θαψ(tA)x∥∥q dt
t
}1/q
for all θ ∈ (0, 1) and 1 ≤ q ≤ ∞.
In particular, for given θ ∈ (0, 1) and 1 ≤ q ≤ ∞, applying ψ(z) = zα(1 + z)−β
with 0 < Reα ≤ Reβ <∞ to Proposition 6.5 above yields
(X,D(A))θ,q =
{
x ∈ X :
∫ ∞
0
∥∥tθα · tβ−αAα(t+A)−βx∥∥q dt
t
<∞
}
with the equivalence of norms
‖x‖(X,D(A))θ,q ≃ ‖x‖X +
{∫ ∞
0
∥∥tθα · tβ−αAα(t+A)−βx∥∥q dt
t
}1/q
(6.11)
(see, [37, subsection 7.3]). Obviously, the norm given in the right-hand side of
(6.11) is equivalent to our Besov norm ‖·‖Bθα,Aq,X (k,β−α,α)
as that given in (3.19) due
to Theorem 4.2 above.
An alternative approach to Besov spaces associated with operators is the so-
called Mihlin functional calculus [57, Definition 3.3], which is constructed in the
frame of sectorial operators with particular angle ω = 0 (i.e., 0-sectorial operator
for short) and bounded holomorphic functions f satisfying the following Mihlin
condition,
sup
t>0
∣∣tkf (k)(t)∣∣ <∞, k = 0, 1, · · · , N.
More precisely, let α > 0 and write
Mα := {f : R+ 7→ C : f(e
x) ∈ Bα∞,1},
endowned with the norm ‖f‖Mα := ‖fe‖Bα∞,1 . Let A be a sectorial operator of
angle ω = 0. Recall that A has a boundedMα calculus if there is a constant C > 0
such that
‖f(A)‖ ≤ C‖f‖Mα , f ∈
⋂
0<ω<π
H∞(Σω) ∩M
α,
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See [57, Definition 3.3]. Moreover, define
Mα1 :=
{
f ∈ Mα : ‖f‖Mα1 :=
∑
n∈Z
‖fϕ˙n‖Mα <∞
}
,
where {ϕ˙n}n∈Z is a homogeneous dyadic partition of unity on R+ (see [57, Definition
2.2]). And recall that A has a bounded Mα1 calculus if there is a constant C > 0
such that
‖f(A)‖ ≤ C‖f‖Mα1 , f ∈ H
∞
∗ (Σω),
for some ω ∈ (0, π), where
H∞∗ (Σω) = {f ∈ H
∞(Σω) : ∃C, ǫ > 0 s.t. |f(z)| ≤ C(1 + | log z|
−1−ǫ)}.
See [57, Definition 3.8].
Suppose that the 0-sectorial operator A has a bounded Mα1 calculus for some
α > 0, and let {ϕ˙n}n∈Z and {ϕn}n∈N0 be a homogeneous and an inhomogeneous
partition of unity on R+, respectively (see [57, Definition 2.2]). Let s ∈ R and
1 ≤ q ≤ ∞. Recall that the homogeneous Besov space B˙sq(A) and inhomogeneous
Besov space Bsq(A) are defined by
B˙sq(A) :=
{
x ∈ X˙−N + X˙N : ‖x‖B˙sq(A) :=
(∑
n∈Z
2nsq‖ϕ˙n(A)x‖
q
)1/q
<∞
}
and
Bsq(A) :=
{
x ∈ X˙−N + X˙N : ‖x‖Bsq(A) :=
( ∑
n∈N0
2nsq‖ϕn(A)x‖
q
)1/q
<∞
}
(with standard modification if q = ∞), where −N < s < N . These spaces are
independent of the choice of partition of unity and index N , so that they are
well defined as Banach spaces. We refer to the reader to [57, Section 5] for more
information.
Proposition 6.6. [57, Theorems 5.2 and 5.3 and Remark 5.4] Let A be a sectorial
operator of angle ω = 0 with an Mα1 calculus, and let 1 ≤ q ≤ ∞. Furthermore,
let f : (0,∞) → C be a function satisfying
∑
k∈Z ‖fϕ˙0(2
−k·)‖Mα1 2
−ks < ∞ and
f−1ϕ˙0 ∈ M
α
1 . Then, with standard modification for q = ∞, the following two
statements hold.
1. For the homogeneous Besov space B˙sq(A) with s ∈ R, we have the norm
equivalence
‖x‖B˙sq(A)
≃
{∫ ∞
0
t−sq
∥∥f(tA)x∥∥q dt
t
}1/q
.
2. For the inhomogeneous Besov space Bsq(A) with s > 0, we have the norm
equivalence
‖x‖Bsq(A) ≃ ‖x‖+
{∫ ∞
0
t−sq
∥∥f(tA)x∥∥q dt
t
}1/q
.
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Let s ∈ R and fix 0 ≤ α ≤ β < ∞ such that 0 < α − s < β < ∞. Applying
f(t) = tα(1 + t)−β in Proposition 6.6 yields
‖x‖B˙sq(A)
≃
{∫ ∞
0
t−sq
∥∥tαAα(1 + tA)−βx∥∥q dt
t
}1/q
=
{∫ ∞
0
tsq
∥∥tβ−αAα(t+A)−βx∥∥q dt
t
}1/q
,
which coincides with our Besov norm ‖x‖B˙s,Aq,X (β−α,α)
as that given in (3.32). On
the other hand, if s > 0, again taking 0 ≤ α ≤ β <∞ such that 0 < α−s < β <∞
and applying f(t) = tα(1 + t)−β in Proposition 6.6 yields
‖x‖Bsq(A) ≃ ‖x‖+
{∫ ∞
0
t−sq
∥∥tαAα(1 + tA)−βx∥∥q dt
t
}1/q
= ‖x‖+
{∫ ∞
0
tsq
∥∥tβ−αAα(t+A)−βx∥∥q dt
t
}1/q
,
which coincides with our Besov norm ‖x‖Bs,Aq,X (0,β−α,α)
given by (3.19).
6.3. Semigroups revisited. Let 0 < θ ≤ π/2, and let A be the negative generator
of a bounded analytic semigroup T of angle θ on X . It is well known that A is
non-negative (more precisely, sectorial of angle π/2− θ) on X with dense domain.
By a routine calculation of complex integrals, one can verify that
sup
t>0
‖(tA)αT (t)‖ <∞(6.12)
for α ∈ C+ (see [50, Theorem 12.1]). Let α ∈ C+ and s > 0, and write CT :=
supt≥0 ‖T (t)‖. From (6.12) it can be seen that
‖(tA)αT (t)‖ ≤ 2αCT ‖(sA)
αT (s)‖ , s ≤ t ≤ 2s,(6.13)
by observing the well known semigroup property, i.e., T (t + s) = T (t)T (s) for
t, s ≥ 0. Moreover, by a standard calculation of real integrals, one can also verify a
semigroup version of Lemma 2.7 (see [51, Theorem 5.4]). In particular, one has
Aαx =
1
Γ(β − α)
∫ ∞
0
t−α(tA)βT (t)x
dt
t
(6.14)
for x ∈ D(Aα+ǫ) with ǫ > 0.
Let s > 0 and 0 < q ≤ ∞. For k ∈ Z and β ∈ C+ with s < Re β, we define
B˜s,Tq,X(k, β) to be the completion of X with respect to the quasi-norm
‖x‖B˜s,Tq,X (k,β)
:= ‖x‖+ |x|R˜s,Tq,X (k,β)
,(6.15)
where
|x|R˜s,Tq,X (k,β)
:=
{
∞∑
j=k
∥∥2j(s−β)AβT (2−j)x∥∥q
}1/q
.
The following two propositions state that the resolvent of the underlying operator
A can be replaced by the semigroup generated by A in the description of abstract
Besov spaces.
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Proposition 6.7. Let s > 0 and 0 < q ≤ ∞ and let A be the negative generator of
a bounded analytic semigroup T on X. Fix k ∈ Z and β ∈ C+ such that s < Re β.
Then, for x ∈ X,
‖x‖B˜s,Tq,X
:= ‖x‖B˜s,Tq,X (k,β)
≃ ‖x‖Bs,Aq,X
,
where ‖·‖B˜s,Tq,X (k,β)
is the quasi-norm on X given by (6.15). Therefore, the quasi-
Banach space B˜s,Tq,X(k, β) is independent of the choice of k and β and
B˜s,Tq,X := B˜
s,T
q,X(k, β) = B
s,A
q,X
in the sense of equivalent quasi-norms.
Proof. First we verify that
‖x‖B˜s,Tq,X (k,β)
. ‖x‖Bs,Aq,X
.(6.16)
Let x ∈ X such that ‖x‖Bs,Aq,X
< ∞ and fix an integer m > Re β. Applying (2.39)
to Aβ yields
|x|R˜s,Tq,X (k,β)
= C
{
∞∑
j=k
∥∥∥∥
∫ ∞
0
2j(s−β)λβAm(λ+A)−mT (2−j)x
dλ
λ
∥∥∥∥
q
}1/q
,
where C = |Γ(m)||Γ(β)Γ(m−β)| . Rewriting the integral
∫∞
0 =
∑∞
i=−∞
∫ 2i+1
2i yields
|x|R˜s,Tq,X (k,β)
.
{
∞∑
j=k
[ ∞∑
i=−∞
∫ 2i+1
2i
∥∥2j(s−β)λβAm(λ+A)−mT (2−j)x∥∥ dλ
λ
]q}1/q
.
Applying the estimate (2.19) with c = 1 yields
|x|R˜s,Tq,X (k,β)
. J,
where
J =
{
∞∑
j=k
[ ∞∑
i=−∞
∥∥2j(s−β)2iβAm(2i +A)−mT (2−j)x∥∥]q
}1/q
.
It can be verified that
J . ‖x‖Bs,Aq,X
.(6.17)
We merely verify (6.17) in the case 0 < q ≤ 1 and the case when 1 < q ≤ ∞ can be
verified analogously. To this end, let 0 < q ≤ 1. It follows from (1.4) that
J ≤
{
∞∑
j=k
∞∑
i=−∞
∥∥2j(s−β)2iβAm(2i +A)−mT (2−j)x∥∥q
}1/q
= J1 + J2 + J3,
where
J1 =
{
∞∑
j=k
k−1∑
i=−∞
∥∥2j(s−β)2iβAm(2i +A)−mT (2−j)x∥∥q
}1/q
,
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J2 =
{
∞∑
j=k
j−1∑
i=k
∥∥2j(s−β)2iβAm(2i +A)−mT (2−j)x∥∥q
}1/q
,
J3 =
{
∞∑
j=k
∞∑
i=j
∥∥2j(s−β)2iβAm(2i +A)−mT (2−j)x∥∥q
}1/q
.
As for the part J1, applying (2.17) to A
m(2i +A)−m yields
J1 .
{
∞∑
j=k
k−1∑
i=−∞
∥∥2j(s−β)2iβT (2−j)x∥∥q
}1/q
. ‖x‖,
where the last inequality follows from the uniform boundedness of {T (t)}t≥0 and
the fact that 0 < s < Re β. As for the part J2, exchanging the order of summation
yields
J2 =
{
∞∑
i=k
∞∑
j=i+1
∥∥2j(s−β)2iβAm(2i +A)−mT (2−j)x∥∥q
}1/q
.
{
∞∑
i=k
[ ∞∑
j=i+1
2j(s−Re β)q
]∥∥2iβAm(2i +A)−mx∥∥q
}1/q
≃
{
∞∑
i=k
∥∥2jsAm(2i +A)−mx∥∥q
}1/q
= |x|Rs,Aq,X (k,0,m)
,
And as for the part J3, exchanging the order of summation yields
J3 =
{
∞∑
i=k
i∑
j=k
∥∥2j(s−β)2iβAm(2i +A)−mT (2−j)x∥∥q
}1/q
=
{
∞∑
i=k
i∑
j=k
∥∥2js2iβ(2−jA)βT (2−j)Am−β(2i +A)−mx∥∥q
}1/q
.
Thanks to (6.12), applying the uniform boundedness of (2−jA)βT (2−j) yields
J3 .
{
∞∑
i=k
(
i∑
j=k
2jsq
)∥∥2iβAm−β(2i +A)−mx∥∥q
}1/q
.
{
∞∑
i=k
∥∥2i(s+β)Am−β(2i +A)−mx∥∥q
}1/q
= |x|Rs,Aq,X (k,β,m−β)
.
This implies that
J ≤ J1 + J2 + J3 . ‖x‖Bs,Aq,X
,
which is the desired (6.17). Thus, we have verified that (6.16).
Next we verify that
|x|Rs,Aq,X (k,0,m)
. ‖x‖+ |x|R˜s,Tq,X (k,m)
+ |x|R˜s,Tq,X (k,2m)
(6.18)
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for each integer m > Re β. To this end, fix an integer m > Reβ and let x ∈ X such
that |x|R˜s,Tq,X (k,m)
and |x|R˜s,Tq,X (k,2m)
are both finite. From (6.14) it follows that
|x|Rs,Aq,X (k,0,m)
≤
1
Γ(m)
{
∞∑
j=k
[ ∫ ∞
0
∥∥2jstmA2mT (t)(2j +A)−mx∥∥ dt
t
]q}1/q
=
1
Γ(m)
{
∞∑
j=k
[ ∫ ∞
0
∥∥2jst−mA2mT (t−1)(2j +A)−mx∥∥ dt
t
]q}1/q
.
Rewriting
∫∞
0
=
∑∞
i=−∞
∫ 2i
2i−1
and applying (6.13) to t−mAmT (2−j) yields
|x|Rs,Aq,X
. K,
where
K =
{
∞∑
j=k
[ ∞∑
i=−∞
∥∥2js2−imA2mT (2−i)(2j +A)−mx∥∥]q
}1/q
.
In order to verify (6.18), it needs merely to verify that
K . ‖x‖+ |x|R˜s,Tq,X (k,m)
+ |x|R˜s,Tq,X (k,2m)
.(6.19)
We merely verify (6.19) in the case 0 < q ≤ 1 and the case when 1 < q ≤ ∞ can be
verified analogously. To this end, let 0 < q ≤ 1. It follows from (1.4) that
K ≤
{
∞∑
j=k
∞∑
i=−∞
∥∥2js2−imA2mT (2−i)(2j +A)−mx∥∥q
}1/q
= K1 +K2 +K3,
where
K1 =
{
∞∑
j=k
k−1∑
i=−∞
∥∥2js2−imA2mT (2−i)(2j +A)−mx∥∥q
}1/q
,
K2 =
{
∞∑
j=k
j−1∑
i=k
∥∥2js2−imA2mT (2−i)(2j +A)−mx∥∥q
}1/q
,
K3 =
{
∞∑
j=k
∞∑
i=j
∥∥2js2−imA2mT (2−i)(2j +A)−mx∥∥q
}1/q
.
As for the part K1, applying (6.12) to (2
−iA)2mT (2−i) yields
K1 =
{
∞∑
j=k
k−1∑
i=−∞
∥∥2js2im(2−iA)2mT (2−i)(2j +A)−mx∥∥q
}1/q
.
{
∞∑
j=k
j−1∑
i=−∞
∥∥2j(s−m)2im2jm(2j +A)−mx∥∥q
}1/q
. ‖x‖.
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where the last inequality follows from the uniform boundedness of 2jm(2j +A)−m
due to (2.16). As for the pret K2, exchanging the order of summation yields and
applying (2.16) to 2jm(2j +A)−m yields
K2 =
{
∞∑
i=k
∞∑
j=i+1
∥∥2j(s−m)2−imA2mT (2−i)2jm(2j +A)−mx∥∥q
}1/q
.
{
∞∑
i=k
[ ∞∑
j=i+1
2j(s−m)q
]∥∥2−imA2mT (2−i)x∥∥q
}1/q
≃
{
∞∑
i=k
∥∥2i(s−2m)A2mT (2−i)x∥∥q
}1/q
≤ |x|R˜s,Tq,X (k,2cm)
.
And as for the part K3, exchanging the order of summation yields and applying
(2.17) to Am(2j +A)−m yields
K3 =
{
∞∑
i=k
i∑
j=k
∥∥2js2−imA2mT (2−i)(2j +A)−mx∥∥q
}1/q
.
{
∞∑
i=k
( i∑
j=k
2jsq
)∥∥2−imAmT (2−i)x∥∥q
}1/q
. |x|R˜s,Tq,X (k,m)
.
This implies that
K ≤ K1 +K2 +K3 . ‖x‖+ |x|R˜s,Tq,X (k,m)
+ |x|R˜s,Tq,X (k,2m)
,
which is the desired (6.19). Thus, we have verified (6.18).
Finally, from (6.18) and (6.16) it follows that
‖x‖Bs,Aq,X
≃ ‖x‖+ |x|Rs,Aq,X (k,0,m)
. ‖x‖+ |x|R˜s,Tq,X (k,m)
+ |x|R˜s,Tq,X (k,2m)
. ‖x‖B˜s,Tq,X (k,m)
+ ‖x‖B˜s,Tq,X (k,m)
. ‖x‖Bs,Aq,X
,
from which the desired conclusion follows immediately. The proof is complete. 
A homogeneous version of Proposition 6.7 is given as follows.
Proposition 6.8. Let s > 0 and 0 < q ≤ ∞ and let A be the negative generator
of a bounded analytic semigroup T on X. Fix β ∈ C+ such that s < Re β and let
x ∈ R(A). If A is injective, then
|x|R˙s,Aq,X (0,β)
≃
{
∞∑
j=−∞
∥∥2js(2−jA)βT (2−j)x∥∥q
X
}1/q
=
{
∞∑
j=−∞
∥∥2−js(2jA)βT (2j)x∥∥q
X
}1/q
:= |x| ˙˜
Rs,Tq,X (β)
.
If this is the case, B˙s,Aq,X is the completion of R˙
s,A
q,X(0, β) with respect to the quasi-
norm |·| ˙˜Rs,Tq,X (β)
.
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Proof. Assume that A is injective. Let x ∈ R(A) and fix an integer m > Re β. Let
|x|R˙s,Aq,X (0,β)
<∞. Analogous to (6.17), by using (2.39) to Aβ and (2.19) with c = 1,
we conclude that
|x|T
R˙s,Aq,X (β)
. J,
where
J =
{
∞∑
j=−∞
[ ∞∑
i=−∞
∥∥2j(s−β)2iβAm(2i +A)−mT (2−j)x∥∥]q
}1/q
.
By using the decomposition
∑∞
i=−∞ =
∑j−1
i=−∞+
∑∞
i=j and appplying the classical
inequality (1.4) for 0 < q ≤ 1 and the Ho¨lder inequality for 1 < q < ∞ (the case
when q =∞ can be verified directly by use of the corresponding estimates) and we
can conclude that
J . |x|R˙s,Aq,X (0,β)
.
This implies that
|x|T
R˙s,Aq,X (β)
. |x|R˙s,Aq,X (0,β)
.
Conversely, let |x|T
R˙s,Aq,X (β)
<∞. By using (6.14) and (6.13) we have
|x|R˙s,Aq,X (0,β)
. K,
where
K =
{
∞∑
j=−∞
[ ∞∑
i=−∞
∥∥2js2−imA2mT (2−i)(2j +A)−mx∥∥]q
}1/q
.
Analogously, by using the decomposition
∑∞
i=−∞ =
∑j−1
i=−∞+
∑∞
i=j and applying
the classical inequality (1.4) for 0 < q ≤ 1 and the Ho¨lder inequality for 1 < q <∞
(the case when q =∞ can be verified directly by use of the corresponding estimates)
and we can conclude that
K . |x|T
R˙s,Aq,X (β)
.
This implies that
|x|R˙s,Aq,X (0,β)
. |x|T
R˙s,Aq,X (β)
.
The proof is complete. 
Let A be the negative generator of a bounded C0-semigroup T on X . It is well
know that −Aα generates a bounded analytic semigroup Tα of angle
π
2 (1 − α) for
each 0 < α < 1 (sometimes we call Tα the subordinated semigroup of T ). More
precisely,
Tα(t) =
∫ ∞
0
kα(t, s)T (s) ds, t > 0,
where kα (·, ·) is the so-called subordinated kernel given by
kα(s, t) =
1
π
∫ ∞
0
sin(rs sinπα) exp(−rt− rαs cosπα) dr, s, t > 0.
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See [62, Corollary 3.3 (a)]. In particular, if T is bounded analytic of angle θ for
some 0 < θ ≤ π/2 then −Aα also generates a bounded analytic semigroup Tα of
angle π2 − α(
π
2 − θ) for each 1 < α <
π
π−2θ (see [62, Proposition 3.5 (a)]). The
following corollary is a direct consequence of Theorem 5.5 and Proposition 6.7.
Corollary 6.9. Let s > 0 and 0 < q ≤ ∞ and let A be the negative generator of a
bounded C0-semigroup T on X. The following statements hold.
(i) For 0 < α < 1, Bs,Aq,X is the completion of X with respect to ‖·‖B˜s/α,Tαq,X
,
where Tα is the bounded analytic semigroup generated by −A
α.
(ii) If T is bounded analytic of angle θ for some 0 < θ ≤ π/2, then Bs,Aq,X is the
completion of X with respect to ‖·‖
B˜
s/α,Tα
q,X
for each 0 < α < ππ−2θ , where
Tα is the bounded analytic semigroup generated by −A
α.
Remark 6.10. By Proposition 6.7 and Remark 4.3 (i), we obtain directly [51, Theo-
rem 5.3] for s > 0 and 1 ≤ q ≤ ∞. Also, see [7, Chapter 1, Section 4] for a homoge-
neous version for abstract Besov norms with 0 < s < 1 and 1 ≤ q ≤ ∞. Moreover,
thanks to Corollary 6.9, one can obtain a variety of abstract Besov spaces by spec-
ifying bounded analytic semigroups or their subordinated semigroups on concrete
function spaces. See Examples 6.11 and 6.12 below for the classical Besov spaces
associated with the fractional Laplacians. We also refer the reader to [26] for some
applications of the classical Besov spaces associated with the fractional Laplacians,
[29, 19, 23] for Besov spaces associated with Schro¨dinger operators, [51, Definition
4.1 and Theorem 4.3] for Besov spaces associated with bounded C0-semigroups on
Banach spaces, and [3] and references therein for Besov spaces associated with heat
semigroup on Dirichlet spaces.
Finally, we present some explicit examples to illustrate that, to some extent,
the fractional powers of (unbounded) operators are indeed a generalization of some
singular integrals operators (for example, the Riesz potential and Bessel potential)
on function spaces, and therefore we achieve the classical Besov spaces Bsp,q(R
n) by
applying the Laplacian to abstract Besov spaces.
Let n ∈ N and 1 < p <∞, and let ∆p be the Laplacian on L
p(Rn) with maximal
domain, i.e.,
∆pf := ∆f,
D(∆p) := {f ∈ L
p(Rn) : ∆f ∈ Lp(Rn)} ,
where ∆ =
∑n
j=1
∂2
∂x2j
is understood in the distributional sense. It is well known that
∆p in injective and non-negative on L
p(Rn), and therefore ∆p has dense domain
and dense range due to the fact that Lp(Rn) is reflexive (see [65, Corollary 1.1.4
(v)] or [38, Proposition 2.1.1 (h)]). Moreover, the inverse ∆−1p of the Laplacian ∆p
is an unbounded operator on Lp(Rn), so that 0 ∈ σ(∆p) (see the Riesz potential
below).
Thanks to the non-negativity and injectivity of−∆p, the fractional power (−∆p)
α
of −∆p, i.e., the so-called fractional Laplacian, can be defined for each α ∈ C via
the Balakrishnan-Komatsu operator as shown in Section 2.2 above. Alternatively,
the fractional Laplacian also can be characterized via the Fourier transform (see,
for example, [79, Chapter V]) or suitable harmonic extension [22]. For more infor-
mation on representations and estimates of the fractional Laplacian, we refer the
reader to, for example, [76, 44, 27, 34, 70, 2, 16, 60, 1, 24, 63] and references therein.
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Now we turn to explicit representations of the fractional Laplacian via singular
integral operators. The following representations (i), (ii) and (iii) are quite stan-
dard and we refer the reader to [79, Chapter V] and [65, Section 12.2] for more
information on the Riesz potentials and Bessel potentials.
(i) Let 0 < s < 2. The fractional Laplacian (−∆p)
s/2 can be written as a
singular integral operator in the following way:(
(−∆p)
s/2f
)
(x) = cn,s p.v.
∫
Rn
f(x)− f(y)
|x− y|n+s
dy, x ∈ Rn,
where f ∈ S(Rn) and cn,s =
2sΓ(n+s2 )
π
n
2 |Γ(− s2 )|
is a normalization constant. More-
over, (−∆p)
s/2 admits a closed extension to Lp(Rn) for 1 < p <∞.
(ii) Let 0 < s < n. It can be verified that (−∆p)
−s/2 = Is, i.e., the so-called
Riesz potential which is given by
(Isf)(x) = dn,s
∫
Rn
f(y)
|x− y|n−s
dy, x ∈ Rn,
where f ∈ S(Rn) and dn,s =
Γ(n−s2 )
2sπ
n
2 Γ( s2 )
is a normalization constant. More-
over, (−∆p)
−s/2 admits a bounded Lp-Lq extension for 1 < p < n/s and
1/q = 1/p− s/n.
(iii) It is clear that the translation I−∆p of −∆p is positive, so that (I−∆p)
−s/2
is bounded on Lp(Rn) for each s ∈ C+. More precisely, (I −∆p)
−s/2 = Bs
for s ∈ C+, where Bs is the so-called Bessel potential defined by Bsf =
Gs ∗ f with the Bessel kernel Gs given by
Gs(x) =
1
(4π)s/2Γ(s/2)
∫ ∞
0
e−
π|x|2
y −
y
4π y
s−n
2 −1 dy, x ∈ Rn \ {0}.
Moreover, applying A = −∆p to (1.2) yields a unified resolvent representation of
the fractional Laplacian, as shown in (iv) below.
(iv) Let α, β ≥ 0 such that −n < −α < s < β. From (1.2) it follows that
(−∆p)
s/2f = C
∫ ∞
0
λs/2λα(−∆p)
β(λ−∆p)
−α−βf
dλ
λ
for f ∈ S(Rn), where C = Γ(α+β)Γ(α+s)Γ(β−s) . In particular, we can obtain (i)
and (ii) above by specifying indices α and β.
It is well known that D(∆p) = W
2,p(Rn), i.e., the Sobolev space on Rn. In
general, it is also well known that D
(
(−∆p)
α/2
)
= Wα,p(Rn) = Lpα(R
n) for α ∈
C+, where W
α,p(Rn) and Lpα(R
n) are the so-called fractional Sobolev space and
Bessel potential space, respectively (see [65, Section 12.3]). Moreover, applying the
negative Laplacian and fractional Laplacian to our abstract Besov spaces gives the
classical Besov spaces, as shown in Examples 6.11 and 6.12 below.
Example 6.11 (Gaussian semigroup). Let s > 0, 0 < q ≤ ∞ and 1 < p < ∞.
It is well known that ∆p is the generator of the Gaussian semigroup, a bounded
analytic semigroup of angle π/2, on Lp(Rn). Applying −∆p to Theorem 5.5 and
Proposition 6.7 yields the classical Besov spaces on Rn, i.e.,
B
s,(−∆p)
α
q,Lp(Rn) = B
2αs
p,q (R
n), α > 0,
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(in the sense of equivalent quasi-norms) due to the fact that B
s,−∆p
q,Lp(Rn) = B
2s
p,q(R
n)
(see [84, Section 2.12.2, Theorem (i)]).
In particular, applying α = 1/2 in Example 6.11 yields the well known description
of Bsp,q(R
n) via the Poisson semigroup (also, see [84, Section 2.12.2, Theorem (ii)]).
Moreover, observe that
Example 6.12 (Poisson semigroup). Let s > 0, 0 < q ≤ ∞ and 1 < p <∞. Write
Ap := −H
∂
∂x , where H is the Hilbert transform on L
p(Rn). It is known that Ap is
the square root of the Laplacian, i.e., Ap = −(−∆p)
1/2 withD(Ap) = W
1,p(Rn) and
that Ap is the generator of the Poisson semigroup on L
p(Rn), a bounded analytic
semigroup of angle π/2. Applying −Ap to Theorem 5.5 and Example 6.11 also
yields the classical Besov spaces on Rn, i.e.,
B
s,−Ap
q,Lp(Rn) = B
s,(−∆p)
1/2
q,Lp(Rn) = B
s/2,−∆p
q,Lp(Rn) = B
s
p,q(R
n).
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