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INVARIANCE PRESSURE OF CONTROL SETS∗
FRITZ COLONIUS† , JOA˜O A.N. COSSICH‡ , AND ALEXANDRE J. SANTANA‡
Abstract. The invariance pressure of continuous-time control systems with initial states in a
set K which are to be kept in a set Q is introduced and a number of results are derived, mainly for
the case where Q is a control set.
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1. Introduction. This paper generalizes the notion of invariance pressure intro-
duced by the present authors in [1] and improves its characterization for linear control
systems. We now admit initial states in a subset K of the set Q in which the system
should remain. Then we derive a number of results for special sets Q, in particular,
for control sets.
Invariance pressure is a generalization of invariance entropy for control systems
by introducing a potential, similarly as topological pressure generalizes topological
entropy for dynamical systems, cf. e.g. Walters [13]. Basic references for invariance
entropy include Nair, Evans, Mareels and Moran [11], Colonius and Kawan [3] and the
monograph Kawan [8]; cf. also Huang and Zhong [6] for relations to dimension theory
and Da Silva [4] for the case of linear systems on Lie groups.. This concept, similarly
as other entropy concepts for control systems, like estimation entropy (Liberzon and
Mitra [9]) and restoration entropy (Matveev and Pogromsky [12]) are introduced in
order to analyze the minimal data rates in control tasks when data rate constraints
are present (cf. also the monograph Matveev and Savkin [10]).
As main results we characterize the invariance pressure for the control set of linear
control systems and for inner control sets we can show that the limit superior in the
definition of invariance pressure can be replaced by the limit inferior.
The contents of this paper are as follows: After preliminaries on control systems
and definitions of invariance pressures for admissible pairs (K,Q) in the sense of
Kawan [8] in Section 2, Section 3 shows several basic dynamical properties of invari-
ance pressure, in particular, its behavior under conjugacies. Section 4 shows that the
outer invariance pressure and the invariance pressure coincide if the set Q is isolated,
and the outer invariance pressure is discussed for sets Q which satisfy the no-return
property. In particular, the invariance pressure is independent of the choice of a com-
pact subset K with nonvoid interior in a control set D. Section 5 discusses the outer
invariance pressure for inner control sets. Finally, Section 6 derives an estimate for
the invariance pressure of the control set of a linear control system.
2. Preliminaries. In this section, we establish some notation and basic concepts
for control systems which will be used throughout the paper.
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2.1. Control systems. A continuous-time control system on a smooth manifold
M is defined as a system
Σ : x˙(t) = F (x(t), ω(t)), ω ∈ U ,
where U := {ω : R → U ; ω is measurable with ω(t) ∈ U almost everywhere} is a set
of admissible control functions, the control range U is a compact subset of Rm
and F : M × Rm → TM is a C1-map such that for each u ∈ U , Fu(·) := F (·, u) is a
vector field on M . For each x ∈M and ω ∈ U , we suppose that there exists a unique
solution ϕ(t, x, ω) which is defined for all t ∈ R+ = [0,∞). We usually refer to the
solution ϕ(·, x, ω) as trajectory of x with control function ω. We also fix a metric ρ
on M which is compatible with the topology.
An important case in this paper is the linear control system (A,B) on Rd, which
is defined by
Σlin : x˙(t) = Ax(t) +Bω(t), ω ∈ U ,
where A ∈ Rd×d and B ∈ Rd×m. We recall that the solution of this system is given
by
ϕ(t, x, ω) = etAx+
∫ t
0
e(t−s)ABω(s)ds.
We need several notions characterizing controllability properties of subsets of the state
space M of system Σ.
The positive and negative orbits from x ∈M are
O+(x) := {y ∈M ; there are t > 0 and ω ∈ U with ϕ(t, x, ω) = y}
and
O−(x) := {y ∈M ; there are t > 0 and ω ∈ U with ϕ(t, y, ω) = x},
respectively.
A set Q ⊂M , is called controlled invariant if for all x ∈ D there exists ω ∈ U
such that ϕ(t, x, ω) ∈ Q for all t ≥ 0. We say that a set Q ⊂M satisfies the no-return
property , if
∀x ∈ Q ∀τ > 0 ∀ω ∈ U : ϕ(τ, x, ω) ∈ Q⇒ ϕ([0, τ ], x, ω) ⊂ Q.
A controlled invariant set D ⊂ M is called a control set if satisfies D ⊂ O+(x) for
all x ∈ D (approximate controllability) and D is a maximal controlled invariant set
with this property. Note that for a control set with nonvoid interior the control set
as well as its interior satisfy the no-return property.
2.2. Invariance pressure. Now we introduce the main concepts of the paper,
the invariance and outer invariance pressure generalizing the concepts introduced in
Colonius, Cossich and Santana [1].
A pair (K,Q) of nonempty subsets of M is called an admissible pair if K is
compact and for each x ∈ K there exists ω ∈ U such that ϕ(R+, x, ω) ⊂ Q (in
particular, K ⊂ Q).
Given an admissible pair (K,Q) and τ > 0, we say that S ⊂ U is a (τ,K,Q)-
spanning set , if for all x ∈ K there is ω ∈ S with ϕ(t, x, ω) ∈ Q for all t ∈ [0, τ ].
Let C(U,R) denote the set of continuous functions f : U → R.
For f ∈ C(U,R) denote (Sτf)(ω) :=
∫ τ
0
f(ω(t))dt and
aτ (f,K,Q) := inf
{∑
ω∈S
e(Sτf)(ω); S (τ,K,Q)-spanning
}
.
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The invariance pressure Pinv(f,K,Q; Σ) of control system Σ is given by
Pinv(f,K,Q; Σ) = lim sup
τ→∞
1
τ
log aτ (f,K,Q).
To simplify the notation we use Pinv(f,K,Q) when the considered control system is
clear and, if K = Q we omit the argumentK and write aτ (f,Q) and Pinv(f,Q). Note
that, in this case, we assume that Q is compact and controlled invariant.
Given an admissible pair (K,Q) such that Q is closed in M , and a metric ̺ on
M , we define the outer invariance pressure of (K,Q) by
Pout(f,K,Q) = Pout(f,K,Q; ̺; Σ) := lim
ε→0
Pinv(f,K,Nε(Q)),
where Nε(Q) = {y ∈M ; ∃ x ∈ Q with ̺(x, y) < ε} denotes the ε-neighborhood of Q.
Note that the limit for ε → 0 exists and equals the supremum over ε > 0, since
from Proposition 3.3 it follows that the pairs (K,Nε(Q)) are admissible and that ε1 <
ε2 implies Pinv(f,K,Nε1(Q)) ≥ Pinv(f,K,Nε2(Q)). Furthermore, Pout(f,K,Q) ≤
Pinv(f,K,Q) ≤ ∞ for every admissible pair (K,Q) and f ∈ C(U,R).
3. Properties of invariance pressure. In the first part of this section we
study several properties of the invariance pressure and outer invariance pressure. In
the second part of this section we show that conjugations preserve the invariance
pressure.
3.1. Dynamical properties. We say that two metrics ̺1 and ̺2 on M are
uniformly equivalent on Q, if for all ε > 0 there exists δ > 0 such that for all x ∈ Q
and for all y ∈M with ̺i(x, y) < δ implies that ̺j(x, y) < ε, for i, j = 1, 2, i 6= j.
The following proposition states that the value of the outer invariance pressure
of (K,Q) does not change when we consider uniformly equivalent metrics. Since the
proof is similar to Kawan [8, Proposition 2.1.12], we will omit it.
Proposition 3.1. Let (K,Q) be an admissible pair such that Q is closed in
M . If ̺1 and ̺2 are two metrics on M which are uniformly equivalent on Q, then
Pout(f,K,Q; ̺1) = Pout(f,K,Q; ̺2) for all f ∈ C(U,R). If Q is compact, then this is
automatically satisfied, and in this case the outer invariance pressure is independent
of the metric.
The next proposition shows that we just need finite spanning sets to get aτ (f,K,Q)
and it is a reformulation of [1, Proposition 5].
Proposition 3.2. Consider an admissible pair (K,Q) with Q open in M and
f ∈ C(U,R). Then
aτ (f,K,Q) = inf
{∑
ω∈S
e(Snf)(ω); S is a finite (τ,K,Q)-spanning set
}
.
Proof. Since Q is open, ϕ(t, ·, ω) is continuous for all t ∈ R and ω ∈ U and K
is compact, every (τ,K,Q)-spanning sets S admits a finite (τ,K,Q)-spanning subset
S ′ ⊂ S. Now define
a˜τ (f,K,Q) := inf
{∑
ω∈S
e(Snf)(ω); S is a finite (τ,K,Q)-spanning set
}
.
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Since clearly aτ (f,K,Q) ≤ a˜τ (f,K,Q), we just have to prove the reverse inequal-
ity. Given a (τ,K,Q)-spanning set S, as shown earlier there is a finite (τ,K,Q)-
spanning subset S ′ ⊂ S. Hence ∑ω∈S′ e(Sτf)(ω) ≤ ∑ω∈S e(Sτf)(ω), which implies
that a˜τ (f,K,Q) ≤ aτ (f,K,Q).
The next results of this section show several basic properties that help to under-
stand the concept of invariance pressure.
Proposition 3.3. The following assertions hold for an admissible pair (K,Q):
i) If 0 < τ1 < τ2 and f ≥ 0, then aτ1(f,K,Q) ≤ aτ2(f,K,Q);
ii) If Q ⊂ R, then (K,R) is admissible and aτ (f,K,Q) ≥ aτ (f,K,R); hence
Pinv(f,K,Q) ≥ Pinv(f,K,R);
iii) If L ⊂ K is closed inM , then (L,Q) is admissible and aτ (f, L,Q) ≤ aτ (f,K,Q);
hence Pinv(f, L,Q) ≤ Pinv(f,K,Q);
iv) Let Σ′ : y˙(t) = F ′(y(t), ω(t)) be another system in M with solution ϕ′ and a
set of admissible control functions U ′ containing U and ϕ′(t, x, ω) = ϕ(t, x, ω)
whenever ω ∈ U . Then (K,Q) is also admissible for Σ′ and Pinv(f,K,Q; Σ′) ≤
Pinv(f,K,Q; Σ).
Proposition 3.4. The following assertions hold for an admissible pair (K,Q),
functions f, g ∈ C(U,R) and c ∈ R:
i) Pinv(0,K,Q) = hinv(K,Q), where 0 is the null function in C(U,R);
ii) If f ≤ g, then Pinv(f,K,Q) ≤ Pinv(g,K,Q). In particular hinv(K,Q) +
inf f ≤ Pinv(f,K,Q) ≤ hinv(K,Q) + sup f ;
iii) Pinv(f + c,K,Q) = Pinv(f,K,Q) + c;
iv) |Pinv(f,K,Q)− Pinv(g,K,Q)| ≤ ‖f − g‖∞.
Proof. (i) and (ii) are clear from the definition of invariance pressure.
The statements (iii) and (iv) follow analogously to Proposition 13 (ii) of [1].
The next corollaries deal with the finiteness of invariance pressure.
Corollary 3.5. Consider f ∈ C(U,R).
i) If Q is open, then aτ (f,K,Q) is finite for all τ > 0;
ii) If Q is a compact controlled invariant set, then aτ (f,Q) is either finite for
all τ > 0 or for none.
Proof. The two statements follow from the inequalities
eτ inf frinv(τ,K,Q) ≤ aτ (f,K,Q) ≤ eτ sup frinv(τ,K,Q)
and [8, Propositions 2.2 and 2.3(i)]..
Remark 3.6. Note that Propositions 3.2 and 3.4 and Corollary 3.5(i) also hold for
outer invariance pressure.
As an immediate consequence, we have the following:
Corollary 3.7. If f ∈ C(U,R) and Q is compact, then the following assertions
are equivalent:
i) Pinv(f,Q) is finite;
ii) aτ (f,Q) is finite for some τ ;
iii) aτ (f,Q) is finite for all τ .
Proposition 3.8. If Q is a compact controlled invariant set and f ∈ C(U,R),
then the function τ 7→ aτ (f,Q) is subadditive and therefore
Pinv(f,Q) = lim
τ→∞
1
τ
log aτ (f,Q) = inf
τ>0
1
τ
log aτ (f,Q).
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Proof. If aτ (f,Q) = ∞ for all τ , the assertion is trivial. Hence, by Corollary
3.5 (ii) we can assume that aτ (f,Q) < ∞ for all τ . If we show that aτ1+τ2(f,Q) ≤
aτ1(f,Q) · aτ2(f,Q) for all τ1, τ2 > 0, then the result follows from the subadditivity
lemma, see e.g. [8, Lemma B.7.1]. To this end, consider for j = 1, 2 (τj , Q)-spanning
sets Sj . For ω1 ∈ S1, ω2 ∈ S2 define a control function ω ∈ U by
ω(t) =
{
ω1(t), if t ∈ [0, τ1]
ω2(t− τ1), if t > τ1 .
These functions form a (τ1 + τ2, Q)-spanning set. Hence aτ1+τ2(f,Q) ≤ aτ1(f,Q) ·
aτ2(f,Q), which concludes the proof.
3.2. Invariance pressure under conjugacy. Now we show that for systems
that are conjugate the respective invariance pressures coincide.
Definition 3.9. Consider two control systems
Σ1 : x˙(t) = F1(x(t), ω(t)) and Σ2 : y˙(t) = F2(y(t), ν(t))
on M1 and M2, with compact control ranges U1 and U2, sets of control functions U1
and U2 and solutions ϕ1 and ϕ2, respectively. Let π : R+×M1 →M2, (t, x) 7→ πt(x),
and H : U1 → U2 be continuous maps such that the induced map hH : U1 → U2,
hH(ω)(t) := H(ω(t)) for all t ∈ R, satisfies
πt(ϕ1(t, x, ω)) = ϕ2(t, π0(x), hH(ω)) for all t ∈ R+, x ∈M1 and ω ∈ U1.
Then (π,H) is called a time-variant semi-conjugacy from Σ1 to Σ2. If each of
the maps πt : M1 → M2 and H : U1 → U2 are homeomorphisms, we call (π,H) a
time-variant conjugacy from Σ1 to Σ2.
Analogously we define a time-invariant semi-conjugacy and conjugacy from
Σ1 to Σ2 if π is independent of t ∈ R+.
Proposition 3.10. Consider two systems as in Definition 3.9 and let (π,H) be
a time-variant semi-conjugacy from Σ1 to Σ2. Further assume that (K,Q) is an
admissible pair for Σ1 and
πt(Q) ⊂ π0(Q) for all t > 0.
Then (π0(K), π0(Q)) is an admissible pair for system Σ2 and
Pinv(f ◦H,K,Q; Σ1) ≥ Pinv(f, π0(K), π0(Q)); Σ2)
for all f ∈ C(U2,R). Moreover, if Q is compact and the family {πt}t∈R+ is pointwise
equicontinuous, then
Pout(f ◦H,K,Q; Σ1) ≥ Pout(f, π0(K), π0(Q)); Σ2)
for all f ∈ C(U2,R).
Proof. In order to show that (π0(K), π0(Q)) is an admissible pair, note that since
π is continuous, the set π0(K) is compact. Let y ∈ π0(K), then y = π0(x) for some
x ∈ K. Since (K,Q) is an admissible pair, there is ω ∈ U1 such that ϕ(R+, x, ω) ⊂ Q,
and we obtain
ϕ2(t, y, hH(ω)) = πt(ϕ1(t, x, ω)) ∈ πt(Q) ⊂ π0(Q).
6 F. COLONIUS, J. A. N. COSSICH, AND A. J. SANTANA
Therefore (π0(K), π0(Q)) is an admissible pair for Σ2.
Now, let S ⊂ U1 be a (τ,K,Q)-spanning set. With the same arguments as above,
we find that hH(S) ⊂ U2 is (τ, π0(K), π0(Q))-spanning. Hence∑
µ∈hH(S)
e(Sτf)(µ) =
∑
ω∈S
e(Sτf)(H◦ω) =
∑
ω∈S
e(Sτ(f◦H))(ω)
for every (τ,K,Q)-spanning set S, which implies that
aτ (f, π0(K), π0(Q)) ≤ aτ (f ◦H,K,Q).
Therefore Pinv(f, π0(K), π0(Q)) ≤ Pinv(f ◦H,K,Q).
Now assume that Q is compact. Let ̺1 denote a metric onM1 and ̺2 a metric on
M2. By compactness of Q, the pointwise equicontinuity of {πt}t∈R+ on Q is uniform,
hence for all ε > 0, there exists δ > 0 such that for all t ∈ R+, x ∈ Q and y ∈M1 the
condition ̺1(x, y) < δ implies ̺2(πt(x), πt(y)) < ε.
Let S ⊂ U1 be a (τ,K,Nδ(Q))-spanning set with δ = δ(ε) as above. Note that if
y ∈ π0(K), then y = π0(x) for some x ∈ K. For ω ∈ S such that ϕ1([0, τ ], x, ω) ⊂
Nδ(Q) and for each t ∈ [0, τ ], there exists xt ∈ Q with ̺1(xt, ϕ1(t, x, ω)) < δ. This
implies that for all t ∈ [0, τ ]
̺2(ϕ2(t, y, hH(ω)), πt(xt)) = ̺2(πt(ϕ1(t, x, ω)), πt(xt)) < ε.
This shows that hH(S) ⊂ U2 is a (τ, π0(K), Nε(π0(Q)))-spanning set. We conclude
that aτ (f, π0(K), Nε(π0(Q))) ≤ aτ (f ◦H,K,Nε(Q)), and hence
Pout(f, π0(K), π0(Q)) ≤ Pout(f ◦H,K,Q).
Remark 3.11. It is easy to see that if (π,H) is a time-variant conjugacy from Σ1
to Σ2, then (ψ,H
−1) with ψt(y) := π−1t (y) is a time-variant conjugacy from Σ2 to
Σ1. In this case, we have, under the assumptions of the previous proposition,
Pinv(f ◦H,K,Q; Σ1) = Pinv(f, π0(K), π0(Q)); Σ2).
A similar argument holds for time-invariant conjugacies.
Example 3.12. Consider two linear control systems Rd
Σ1 : x˙(t) = A1x(t) +B1ω(t) and Σ2 : x˙(t) = A2x(t) +B2ω(t),
where ω(t) is in a compact set U ⊂ Rm for all t ∈ R, Ai ∈ Rd×d and Bi ∈ Rd×m
for i = 1, 2. If there is a nonsingular d × d matrix T such that A2 = TA1T−1 and
B2 = TB1, then (T, idU ) is a time-invariant conjugacy from Σ1 to Σ2. In fact
T (ϕ1(t, x, ω)) = T
(
etA1x+
∫ t
0
e(t−s)A1B1ω(s)ds
)
= T
(
etT
−1A2Tx+
∫ t
0
e(t−s)T
−1A2TT−1B2ω(s)ds
)
= T
(
T−1etA2Tx+
∫ t
0
T−1e(t−s)A2TT−1B2ω(s)ds
)
= etA2Tx+
∫ t
0
e(t−s)A2B2ω(s)ds = ϕ2(t, Tx, hidU (ω)).
In this case, it follows for every admissible pair (K,Q), and all f ∈ C(U,R)
Pinv(f,K,Q; Σ1) = Pinv(f, T (K), T (Q); Σ2).
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4. Outer invariance pressure on special sets. In this section, we study the
outer invariance pressure in isolated sets and in sets satisfying the no-return property.
In the first case, we will see that the limit for ε → 0 in the definition of Pout(K,Q)
becomes superfluous and in the second case we will obtain that the limit superior in
this definition can be replaced by a limit inferior.
We assume that the system Σ satisfies the following additional properties:
1) The set U of admissible control functions is endowed with a topology that
makes it a sequentially compact space, that is, every sequence in U has a
convergent subsequence;
2) The solution map ϕ : R+ ×M × U → M is continuous when U is endowed
with the above topology.
These properties are satisfied in particular for a control-affine system of the form
x˙(t) = X0(x) +
m∑
i=1
uiXi(x),
where X0, X1, . . . , Xm are C
1 vector fields and u = (u1, . . . , um) ∈ U ⊂ Rm with U
compact and convex. Then the appropriate topology on U is the weak∗-topology of
L∞(R;Rm) = L1(R;Rm)∗.
A compact set Q ⊂ M is called isolated if there exists δ0 > 0 such that for all
(x, ω) ∈ Nδ0(Q)× U the following implication holds:
(4.1) ϕ(R+, x, ω) ⊂ Nδ0(Q)⇒ ϕ(R+, x, ω) ⊂ Q.
Proposition 4.1. Let (K,Q) be an admissible pair such that Q is compact and
isolated with constant δ0. Then it holds, for all f ∈ C(U,R)
Pout(f,K,Q) = Pinv(f,K,Nε(Q)) for all ε ∈ (0, δ0],
Proof. Since M is locally compact, by Kawan [8, Lemma A.4.2] we may assume
that δ0 is small enough that Nδ0(Q) is compact, since assumption (4.1) is also satisfied
for smaller δ0.
By an argument similar to [8, Proposition 2.2.17], we can see that for all ρ >
0 and for all ε ∈ (0, δ0] there is n ∈ N such that for all (x, ω) ∈ Nδ0(Q) × U
maxt∈[0,n] dist(ϕ(t, x, ω), Q) ≤ ε implies dist(x,Q) < ρ.
Now let 0 < ε1 < ε2 ≤ δ0. Then there exists n ∈ N such that for all (x, ω) ∈
Nδ0(Q) × U it holds that maxt∈[0,n] dist(ϕ(t, x, ω), Q) ≤ ε2 implies dist(x,Q) < ε1.
For arbitrary τ > 0, let S be a (n + τ,K,Nε2(Q))-spanning set. For x ∈ K, there
exists ωx ∈ S with ϕ([0, n + τ ], x, ωx) ⊂ Nε2(Q). For every s ∈ [0, τ ], we obtain
maxt∈[0,n] dist(ϕ(t, ϕ(s, x, ωx),Θsωx), Q) = maxt∈[0,n] dist(ϕ(t + s, x, ωx), Q) < ε2.
Hence we have dist(ϕ(s, x, ωx), Q) < ε1 for all s ∈ [0, τ ], which implies that S is
a (τ,K,Nε1(Q))-spanning set. Therefore, given g ∈ C(U,R), g ≥ 0, we get
aτ (g,K,Nε1(Q)) ≤ an+τ (g,K,Nε2(Q)), ∀τ > 0,
which implies Pinv(f,K,Nε1(Q)) ≤ Pinv(f,K,Nε2(Q)), for all f ∈ C(U,R).
By Proposition 3.3 (ii) we have Pinv(f,K,Nε2(Q)) ≤ Pinv(f,K,Nε1(Q)) and the
proof is complete.
Proposition 4.2. Let Q ⊂M be a set with the no-return property. Assume that
(K1, Q) and (K2, Q) are two admissible pairs such that K2 has a nonempty interior
and
∀x ∈ K1 ∃ωx ∈ U ∃τx > 0 : ϕ(τx, x, ωx) ∈ intK.
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Then for all f ∈ C(U,R)
Pinv(f,K1, Q) ≤ Pinv(f,K2, Q).
Proof. Note that if there exists τ0 such that aτ (f,K2, Q) = +∞ for all τ ≥ τ0,
then Pinv(f,K2, Q) = +∞ and hence the assertion holds.
If this is not the case, we can get a sequence τk → ∞ such that aτk(f,K2, Q)
is finite for all k. For all x ∈ K1, let ωx ∈ U and τx > 0 as in the assumption.
Since ϕ(τx, ·, ωx) is continuous, we find, for every x ∈ K1, an open neighborhood
Vx of x such that ϕ(τx, Vx, ωx) ⊂ intK2. By the no-return property of Q, we have
ϕ([0, τx], y, ωx) ⊂ Q, for all y ∈ K1 ∩ Vx. The family {Vx}x∈K1 is an open cover of
K1 and by compactness there exist x1, . . . , xn ∈ K1 with K1 ⊂ ∪ni=1Vxi . Now, let
S := {µ1, . . . , µk} be a finite (τ,K2, Q)-spanning set, for some τ > τM − τm, where
τM := max1≤i≤n τxi and τm := min1≤i≤n τxi .
For every index pair (i, j) with 1 ≤ i ≤ n, 1 ≤ j ≤ k such that there exists x ∈ K1
with yx := ϕ(τxi , x, ωxi) ∈ intK2 and ϕ([0, τ ], yx, µj) ⊂ Q, we can define a control
function
νij(t) =
{
ωxi(t), if t ∈ [0, τxi ]
µj(t− τxi), if t > τxi .
Define the set S˜ of all these control functions. Let τ˜ := τ+τm, hence τ ≥ τ˜−τM . Then
S˜ is a (τ˜ , K1, Q)-spanning set by construction, and consequently, for all f ∈ C(U,R),
f ≥ 0, we have
(Sτ˜f)(νij) = (Sτxi f)(ωxi) +
∫ τ˜
τxi
f(µj(t− τxi))dt
= (Sτxi f)(ωxi) +
∫ τ˜−τxi
0
f(µj(t))dt
= (Sτxi f)(ωxi) + (Sτ˜−τxif)(µj)
≤ (Sτxi f)(ωxi) + (Sτf)(µj).
Hence
aτ (f,K1, Q) ≤ aτ˜ (f,K1, Q) ≤
∑
νij∈S˜
e(Sτ˜f)(νij) ≤
∑
1≤i≤n, µ∈S
e(Sτxi f)(ωxi )e(Sτf)(µ)
≤
∑
1≤i≤n
e(Sτxi f)(ωxi ) ·
∑
µ∈S
e(Sτf))(µ) ≤ ne‖f‖τM
∑
µ∈S
e(Sτf(µ),
because 0 ≤ τ˜ − τxi ≤ τ . Since this inequality holds for all finite (τ,K2, Q)-spanning
sets, we have
aτ (f,K1, Q) ≤ ne‖f‖τMaτ (f,K2, Q), τ > τM − τm.
Therefore, we obtain for all f ∈ C(U,R),f ≥ 0,
Pinv(f,K1, Q) ≤ Pinv(f,K2, Q).
Now consider an arbitrary f ∈ C(U,R). Then f˜ ∈ C(U,R) given by f˜(u) = f(u)−inf f
satisfies f˜ ≥ 0. Using Proposition 3.4 (iii) it follows that
Pinv(f,K1, Q) = Pinv(f˜ , K1, Q) + inf
u∈U
f(u) ≤ Pinv(f˜ , K2, Q) + inf
u∈U
f(u)
= Pinv(f,K2, Q)− inf
u∈U
f(u) + inf
u∈U
f(u)
= Pinv(f,K2, Q).
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Corollary 4.3. Let D ⊂M be a control set and let K1,K2 ⊂ D be two compact
subsets with nonempty interior. Then (K1, D) and (K2, D) are admissible pairs and
for all f ∈ C(U,R) we have
Pinv(f,K1, D) = Pinv(f,K2, D).
Proof. This follows, since control sets with nonvoid interior satisfy the no-return
property.
5. Outer invariance pressure for inner control sets. In this section, we
will show that the limit superior in the definition of invariance pressure of a control
set can be replaced by the limit inferior, if certain controllability properties near the
control set are satisfied.
A control set D ⊂M is called an inner control set if there exists an increasing
family of compact and convex sets {Uρ}ρ∈[0,1] in Rm (i.e., Uρ1 ⊂ Uρ2 for ρ1 < ρ2),
such that for every ρ ∈ [0, 1] the system Σ with control range Uρ (instead of U) has a
control set Dρ with nonvoid interior and compact closure, and the following conditions
are satisfied:
i) U = U0 and D = D0;
ii) Dρ1 ⊂ int(Dρ2) whenever ρ1 < ρ2;
iii) For every neighborhood W of D there is ρ ∈ [0, 1) with Dρ ⊂W .
This notion (slightly modified) is taken from Kawan [8, Definition 2.6]. Below, we
will consider an inner control set D = D0 (corresponding to the control range U = U0)
and characterize the invariance pressure of the controlled invariant set Q = D with
respect to the larger control range U1 ⊃ U0.
The following result shows that for admissible pairs (K,Q) where Q is the closure
of an inner control set, the limit superior in the definition of outer invariance pressure
can be replaced by the limit inferior. The proof follows [8, Proposition 2.16].
Proposition 5.1. Let Q be the closure of an inner control set D of a system Σ.
Then for every compact set K ⊂ D, the pair (K,Q) is admissible for the system with
control range U1 and if intK 6= ∅ we have
Pout(f,K,Q) = lim
εց0
lim inf
τ→∞
1
τ
log aτ (f,K,Nε(Q)) for every f ∈ C(U,R).
Proof. First observe that (by the Tietze extension theorem) every continuous
function f ∈ C(U,R) can be extended to a continuous function f ∈ C(U1,R). We fix
such an extension. Our proof will show that Pout(f,K,Q) does not depend on this
extension.
From conditions (ii) and (iii) of inner control sets, it follows that exists a mono-
tonically decreasing sequence (ρn)n∈N in [0, 1) with Dρn ⊂ N1/n(Q) for all n ∈ N.
Since Q = D ⊂ int(Dρn) for all n ∈ N, we can find a monotonically decreasing se-
quence (εn)n∈N of positive real numbers with εn ց 0 such that Nεn(Q) ⊂ Dρn for
all n ∈ N. For each n ∈ N it is possible to steer all points of Nεn(Q) to K with
finitely many control functions using the control range Uρn . In fact, since Nεn(Q)
and K are subsets of the control set Dρn for each n, then for all x ∈ Nεn(Q), there
exist tnx > 0 and µ
n
x ∈ U , µnx(t) ∈ Uρn for all t, such that ϕ(tnx , x, µnx) ∈ intK by
the approximate controllability of the control set Dρn . Continuity implies that there
exists a neighborhood Wnx of x such that ϕ(t
n
x ,W
n
x , µ
n
x) ⊂ intK. By compactness
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there exist xn1 , . . . , x
n
kn
∈ Nεn(Q) such that
Nεn(Q) ⊂
kn⋃
i=1
Wnxi .
Denote Sn := {µn1 , . . . , µnkn}, where µnj = µnxj , and τnj := tnxj . Observe that given
x ∈ Nεn(Q), the trajectory ϕ(t, x, µnj ), t ∈ [0, τnj ], does not leave the control set
Dρn ⊂ N1/n(Q) by the no-return property.
For every τ > τnM := max{τnj ; j = 1, . . . kn} consider a finite (τ,K,Nε(Q))-
spanning set S = {ω1, . . . , ωk}, where ε ∈ (0, εn] and the controls take values in U0.
Let S˜ be the set consisting of the functions
νnij(t) =
{
ωi(t), if t ∈ [0, τ − τnj ]
µnj (t− τnj ), if t ∈ (τ − τnj , τ ] , 1 ≤ i ≤ k and 1 ≤ j ≤ kn.
Thus for every x ∈ K there is a control in S˜ keeping the corresponding trajectory in
Nε(Q) up to time τ − τnj and then steering the system back to K. Now, for m ∈ N,
define Ŝ as the set obtained by m iterations of the elements of S˜. Hence Ŝ is a
(mτ,K,N1/n(Q))-spanning set with #Ŝ ≤ (#S)m · (#Sn)m <∞.
We compute for ν ∈ Ŝ
(Smτf)(ν) =
∫ mτ
0
f(ν(t))dt =
∫ τ
0
f(νi1,j1(t))dt + · · ·+
∫ mτ
(m−1)τ
f(νim,jm(t))dt
=
∫ τ−τj1
0
f(ωi1(t))dt +
∫ τ
τ−τj1
f(µnj1(t− τnj1))dt+ · · ·+
+
∫ mτ−τjm
(m−1)τ
f(ωim(t− (m− 1)τ))dt+
∫ mτ
mτ−τjm
f(µnjm(t− (mτ − τnjm)))dt
=
∫ τ−τj1
0
f(ωi1(t))dt +
∫ τj1
0
f(µnj1(t))dt + · · ·+
+
∫ τ−τjm
0
f(ωim(t))dt +
∫ τjm
0
f(µnjm(t))dt
≤ (Sτf)(ωi1) + · · ·+ (Sτf)(ωim) + 2mτnM sup f.
This implies for all (τ,K,Nε(Q))-spanning sets S and ε ∈ (0, εn]
amτ (f,K,N1/n(Q)) ≤
∑
ν∈Ŝ
e(Smτf)(ν)
≤ e2mτnM sup f ·
∑
ωil∈S; 1≤l≤m
e(Sτf)(ωi1 )+···+(Sτf)(ωim )
≤ e2mτnM sup f ·
(∑
ω∈S
e(Sτf)(ω)
)
· · ·
(∑
ω∈S
e(Sτf)(ω)
)
= e2mτ
n
M sup f ·
(∑
ω∈S
e(Sτf)(ω)
)m
.
It follows that amτ (f,K,N1/n(Q)) ≤ e2mτnM sup f · (aτ (f,K,Nε(Q)))m for all m ∈ N,
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τ > 0 and ε ∈ (0, εn]. By discretization of time we get
Pinv(f,K,N1/n(Q)) = lim sup
m→∞
1
mτ
log amτ (f,K,N1/n(Q))
≤ lim sup
m→∞
1
mτ
(2mτnM sup f +m log aτ (f,K,Nε(Q)))
=
2
τ
τnM sup f +
1
τ
log aτ (f,K,Nε(Q)).
Therefore we obtain
Pinv(f,K,N1/n(Q))
≤ lim
εց0
lim inf
τ→∞
(
2
τ
τnM sup f + lim sup
τ→∞
1
τ
log aτ (f,K,Nε(Q))
)
= lim
εց0
lim inf
τ→∞
1
τ
log aτ (f,K,Nε(Q)).
Since this inequality holds for every n ∈ N, the assertion follows.
Remark 5.2. Note that it does not necessarily follow that the limit
lim
τ→∞
log aτ (f,K,Nε(Q))
exists for any ε > 0.
6. Invariance pressure for linear control systems. In this section, we prove
a main result of this paper. We consider a class of linear control systems given by
(A,B) whereA is hyperbolic (that is, A has no eigenvalues on the imaginary axis). The
control range U ⊂ Rm is a compact neighborhood of the origin, and we suppose that
the pair (A,B) is controllable (that is, rank
[
B AB · · · Ad−1B] = d). Consequently,
the system is locally accessible.
From Hinrichsen and Pritchard [5, Theorems 6.2.22 and 6.2.23] (cf. also Colo-
nius and Kliemann [2, Example 3.2.16]) we get the following result on existence and
uniqueness of a control set.
Theorem 6.1. Consider a linear control system of the form Σlin and assume that
the pair (A,B) is controllable and the control range U is a compact neighborhood of
the origin.
(i) Then there is a unique control set D with nonempty interior, it is convex and
satisfies
0 ∈ intD and D = O−(x) ∩ O+(x) for every x ∈ intD.
(ii) D is closed if and only if O+(x) ⊂ D for all x ∈ D.
(iii) The control set D is bounded if and only if A is hyperbolic.
The following result generalizes and improves [1, Theorem 27] (where the outer
invariance pressure was considered). The proof follows Kawan [7, Theorem 4.3], [8,
Theorem 5.1], considerably simplified for the linear situation.
Theorem 6.2. Consider a linear control system of the form Σlin and assume
that the pair (A,B) is controllable, that A is hyperbolic and the control range U is
a compact neighborhood of the origin in Rm. Let D be the unique control set with
nonempty interior and let f ∈ C(U,R).
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Then for every compact set K ⊂ D the pair (K,D) is admissible and
Pinv(f,K,D) ≤
∑
λ∈σ(A)
max{0, nλRe(λ)} + inf 1
T
∫ T
0
f(ω(s))ds,
where the infimum is taken over all T > 0 and all T -periodic controls ω(·) with a T -
periodic trajectory x(·) in intD such that {ω(t); t ∈ [0, T ]} is contained in a compact
subset of intU .
Proof. We will construct a compact subset K ⊂ D with nonvoid interior such
that
Pinv(f,K,D) ≤
∑
λ∈σ(A)
max{0, nλRe(λ)} + inf 1
T
∫ T
0
f(ω0(s))ds.
Then the assertion will follow, since every compact subset of D is contained in a com-
pact subset K of D with nonvoid interior and the invariance pressure is independent
of the choice of such a set K by Corollary 4.3.
For the proof consider a τ0-periodic control ω0(·) with τ0-periodic trajectory as in
the statement of the theorem. We can transform A into real Jordan form R without
changing the invariance pressure, cf. Example 3.12, and
(6.1) x0 = e
Rτ0x0 +
∫ τ0
0
eR(τ0−s)Bω0(s)ds.
Step 1: Choose a basis B of Rd adapted to the real Jordan structure of R and
let L1(R), . . . , Lr(R) be the different Lyapunov spaces of R, that is, the sums of the
generalized eigenspaces corresponding to eigenvalues with the same real part ρj . Then
we have the decomposition
R
d = L1(R)⊕ · · · ⊕ Lr(R).
Let dj = dimLj(R) and denote the restriction of R to Lj(R) by Rj . Now take an
inner product on Rd such that the basis B is orthonormal with respect to this inner
product and let ‖·‖ denote the induced norm.
Step 2: We fix some constants: Let S0 be a real number which satisfies
S0 >
r∑
j=1
max(0, djρj)
and choose ξ = ξ(S0) > 0 such that
0 < dξ < S0 −
r∑
j=1
max(0, djρj).
Let δ ∈ (0, ξ) be chosen small enough such that ρj < 0 implies ρj + δ < 0 for all j. It
follows that there exists a constant c = c(δ) ≥ 1 such that for all j and for all k ∈ N∥∥etRj∥∥ ≤ ce(ρj+δ)t for all t ≥ 0.
For every t > 0 we define positive integers
Mj(t) =
{ ⌊
e(ρj+ξ)t
⌋
+ 1 if ρj ≥ 0
1 if ρj < 0
.
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Moreover, we define a function β : (0,∞)→ (0,∞) by
β(t) = max
1≤j≤r
[
e(ρj+δ)t
√
dj
Mj(t)
]
, t > 0.
If ρj < 0, then ρj + δ < 0 and Mj(t) ≡ 1. This implies that e(ρj+δ)t/Mj(t) converges
to zero for t→∞. If ρj ≥ 0, we have Mj(t) ≥ e(ρj+ξ)t and hence
(6.2) e(ρj+δ)t
√
dj
Mj(t)
≤ e(ρj+δ)t
√
dj
e(ρj+ξ)t
= e(δ−ξ)t
√
dj .
Since δ ∈ (0, ξ), we have δ − ξ < 0 and hence the terms above converge to zero for
t → ∞. Thus, also β(t) → 0 for t → ∞. Since we assume controllability of (A,B)
there exists C > 0 such that for every λ ∈ Rd there is a control ω ∈ L∞(0, τ,Rm)
with
(6.3) ϕ(τ0, λ, ω) = e
Rτ0λ+
∫ τ0
0
eR(τ0−s)Bω(s)ds = 0 and ‖ω‖∞ ≤ C ‖λ‖ .
The inequality follows by the inverse mapping theorem.
For b0 > 0 let C be the d-dimensional compact cube C in Rd centered at the origin
with sides of length 2b0 parallel to the vectors of the basis B. Choose b0 small enough
such that, with x0 := x(0)
K := x0 + C ⊂ D
and B(ω0(t), Cb0) ⊂ U for almost all t ∈ [0, τ0]. This is possible, since x0 ∈ intD and
almost all values ω0(t) are in a compact subset of the interior of U .
Step 3. Let ε > 0 and τ = kτ0 with k ∈ N. We may take k ∈ N large enough
such that
(6.4)
d
τ
log 2 < ε.
Furthermore, we may choose b0 small enough such that Cb0 < ε. Partition C by
dividing each coordinate axis corresponding to a component of the jth Lyapunov
space Lj(R) into Mj(τ) intervals of equal length. The total number of subcuboids in
this partition of C is ∏rj=1Mj(τ)dj .
Next we will show that it suffices to take
∏r
j=1Mj(τ)
dj control functions to steer
the system from all states in x0 + C back to x0 + C in time τ such that the controls
are within distance ε to ω0.
Let λ be the center of a subcuboid. By (6.3) there exists ω ∈ L∞(0, τ,Rm) such
that
ϕ(τ, λ, ω) = 0 and ‖ω‖∞ ≤ C ‖λ‖ ≤ Cb0 < ε.
Hence ω(t) ∈ U for a.a. t ∈ [0, τ ] and, using (6.1) and linearity, we find that x0 + λ
is steered by ω0 + ω in time τ = kτ0 to x0,
(6.5) ϕ(τ, x0 + λ, ω0 + ω) = ϕ(τ, x0, ω0) + ϕ(τ, λ, ω) = x0.
Now consider an arbitrary point x ∈ C. Then it lies in one of the subcuboids and
we denote the corresponding center of this subcuboid by λ with associated control ω.
We will show that ω0 + ω also steers x0 + x back to x0 + C. Observe that
‖x− λ‖ ≤ b0
Mj(τ)
√
dj .
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This implies that
∥∥eτRx− eτRλ∥∥ ≤ ∥∥∥e(kτ0Rj)∥∥∥ ‖x− λ‖ ≤ ce(ρj+δ)kτ0 b0
Mj(kτ0)
√
dj → 0 for k →∞,
and hence for k large enough
∥∥eτRx− eτRλ∥∥ ≤ b0. This implies that the solution
ϕ(t, x0 + x, ω0 + ω) = e
tR(x0 + x) +
∫ t
0
eR(t−s)B [ω0(s) + ω(s)] ds, t ≥ 0,
satisfies for k large enough by (6.5) and linearity,
‖ϕ(τ, x0 + x, ω0 + ω)− x0‖
=
∥∥∥∥eτR(x0 + x) + ∫ τ
0
eR(τ−s)B [ω0(s) + ω(s)] ds− x0
∥∥∥∥
≤ ∥∥eτR(x0 + x)− eτR(x0 + λ)∥∥+ ∥∥∥∥eτR(x0 + λ) + ∫ τ
0
eR(τ−s)B [ω0(s) + ω(s)] ds− x0
∥∥∥∥
≤ ∥∥eτRx− eτRλ∥∥+ ‖ϕ(τ, x0 + λ, ω0 + ω)− x0‖
≤ ce(ρj+δ)kτ0 b0
Mj(kτ0)
√
dj ≤ b0.
Hence we have proved that
∏r
j=1Mj(τ)
dj control functions are sufficient to steer
the system from all states in x0 + C back to x0 + C in time τ . By the no-return
property of control sets it follows that the trajectories do not leave D within the time
interval [0, τ ]. By iterated concatenation of these control functions we can construct
an (nτ,K)-spanning set S for each n ∈ N with cardinality
 r∏
j=1
Mj(τ)
dj
n =
 ∏
j:ρj≥0
(
⌊
e(ρj+ξ)τ
⌋
+ 1)dj
n .
It follows that
log anτ (f,K,Q) ≤ log
∑
ω∈S
e(Snτf)(ω) = log
∑
ω∈S
e
∫
nτ
0
f(ω(t))dt
= log
∑
ω∈S
e
∫
nτ
0
f(ω0(t))dt+
∫
nτ
0
[f(ω(t))−f(ω0(t))]dt
≤ log
[∑
ω∈S
e
∫
nτ
0
f(ω0(t))dt · e
∫
nτ
0
εdt
]
.
INVARIANCE PRESSURE OF CONTROL SETS 15
This implies
1
nτ
log anτ (f,K,Q) ≤ 1
τ
∑
j:ρj≥0
dj log(
⌊
e(ρj+ξ)τ
⌋
+ 1) +
1
nτ
∫ nτ
0
f(ω0(t))dt + ε
≤ 1
τ
∑
j:ρj≥0
dj log(2e
(ρj+ξ)τ ) +
1
τ0
∫ τ0
0
f(ω0(t))dt+ ε
≤ d
τ
log 2 +
1
τ
∑
j:ρj≥0
dj(ρj + ξ)τ +
1
τ0
∫ τ0
0
f(ω0(t))dt + ε
≤ dξ
τ
+
∑
j:ρj≥0
djρj +
1
τ0
∫ τ0
0
f(ω0(t))dt + 2ε
< S0 +
1
τ0
∫ τ0
0
f(ω0(t))dt+ 2ε.
Here we have also used (6.4). Since ε can be chosen arbitrarily small and S0 arbitrarily
close to
∑r
j=1 max(0, djρj), the assertion of the theorem follows.
In order to see the relation to Floquet exponents the following simple result is
helpful.
Proposition 6.3. Consider a τ0-periodic solution of
x˙(t) = Ax(t) +Bu(t).
Then the Floquet exponents of the linearized system (linearized with respect to x) are
given by the real parts of the eigenvalues of A and also the algebraic multiplicities
coincide. More generally, the Lyapunov exponents are given by
lim
t→∞
1
t
log ‖Dxϕ(t, x, u)y‖ = lim
n→∞
1
nT
log
∥∥eAnTx∥∥ = λ,
depending on y.
Proof. We have to analyze the eigenvalues of the linearization of the map x 7→
ϕ(τ0, x, u) = e
Aτ0x +
∫ τ0
0
eA(τ0−s)Bu(s)ds given by Dxϕ(τ0, x, u) = eAτ0 . Thus the
assertion is a consequence of the spectral mapping theorem.
This proposition shows that∑
λ∈σ(A)
max{0, nλRe(λ)} =
r∑
j=1
max{0, djρj},
where ρ1, . . . , ρr are the different Lyapunov exponents with corresponding multiplic-
ities of a periodic solution corresponding to a periodic control. This is the term
occurring in the estimate for the invariance entropy in Kawan [8, Theorem 5.1].
Corollary 6.4. Consider a linear control system of the form Σlin and assume
that the pair (A,B) is controllable, that A is hyperbolic and the control range U is a
compact neighborhood of the origin. Let D be the unique control set, let f ∈ C(U,R)
and suppose that minω∈U f(ω) = f(ω0) with ω0 ∈ intU and there exists x0 ∈ intD
with Ax0 +Bω0 = 0.
Then for every compact set K ⊂ D with nonempty interior we have that (K,D)
is an admissible pair and
Pinv(f,K,D) =
∑
λ∈σ(A)
max{0, nλRe(λ)} + f(ω0).
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Proof. This follows by Theorem 6.2, since (ω0, x0) is a (trivial) periodic solution
in intU × intD, and for every T -periodic control ω(·)
1
T
∫ T
0
f(ω(s))ds ≥ f(ω0).
Example 6.5. Consider the one-dimensional linear system given by the differen-
tial equations
x˙(t) = ax(t) + ω(t), ω ∈ U ,
where a > 0. We assume that the control range U = [−1, 1]. Then the compact
interval Q =
[− 1a , 1a] is the closure of the unique control set with nonempty interior
D = O−(0) = (− 1a , 1a) of this system.
Let f ∈ C(U,R) such that f(u0) = inf f for some u0 ∈ intU . Then x0 := −u0a ∈
intD and (x0, u0) is an equilibrium pair. By Corollary 6.4 we have
Pinv(f,K,Q) = inf f + a.
The next example (cf. Sontag [14]) presents an application of outer invariance
pressure to a mechanical control system and shows that, in this case, this amount is
related to the exponential growth rate of the total impulse of external forces acting
on the system.
Example 6.6. Consider a pendulum to which one can apply a torque as an ex-
ternal force (see Fig. 1). We assume that friction is negligible, that all of the mass
is concentrated at the end, and that the rod has unit length. From Newtons law for
rotating objects, there results, in terms of the variable α that describes the counter
clockwise angle with respect to the vertical, the second-order nonlinear differential
equation
mα¨(t) +mg sin(α(t)) = u(t),(6.6)
where m is the mass, g the acceleration due to gravity, and u(t) the value of the
external torque at time t (counter clockwise being positive).
u
α
mg sinα
mg
Fig. 1: Pendulum.
The vertical stationary position (α, α˙) = (π, 0) is an equilibrium when the null
control ω0 ≡ 0 is applied, but a small deviation from this will result in an unstable
motion. Let us assume that our objective is to apply torques as needed to correct for
such deviations. For small α− π,
sin(α) = −(α− π) + r(α − π),
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when r(t) is a function which satisfies limt→0
r(t)
t = 0.
Since only small deviations are of interest, we drop the nonlinear part represented
by the term r(t). Thus, with γ := α− π as a new variable, we replace equation (6.6)
by the linear differential equation
mγ¨(t)−mgγ(t) = ω(t).
If we denote x1 = γ and x2 = γ˙, then we obtain
Σ1 :
[
x˙1
x˙2
]
=
[
0 1
g 0
]
︸ ︷︷ ︸
=:A
[
x1
x2
]
+
[
0
1
m
]
︸ ︷︷ ︸
=:B
ω, ω(t) ∈ U := [−ε, ε], ε > 0.
Note that the eigenvalues of A are λ± = ±√g. System Σ1 is via the (time-invariant)
conjugacy map (T, idU ) conjugate to (cf. Example 3.12)
Σ2 :
[
x˙1
x˙2
]
=
[ −√g 0
0
√
g
]
︸ ︷︷ ︸
=:A˜
[
x1
x2
]
+
[
1
2m
1
2m
]
︸ ︷︷ ︸
=:B˜
ω,
because A˜ = TAT−1 and B˜ = TB, where
T =
1
2
[ −√g 1√
g 1
]
and T−1 =
[ − 1√g 1√g
1 1
]
.
Note that A˜ is hyperbolic and the pair (A˜, B˜) is controllable. By Theorem 6.1, the
unique control set D˜ with nonvoid interior of Σ2 is
D˜ = O+(0) ∩ O−(0) =
[
− ε
2m
√
g
,
ε
2m
√
g
]
×
(
− ε
2m
√
g
,
ε
2m
√
g
)
.
Then the unique control set with nonvoid interior of Σ1 is given by D := T (D˜) and
one computes
D = [−d, d]× (−d, d) with d := ε
√
g + 1
2m
√
g
.
Here for a compact subset K ⊂ Q := D a (τ,K,Q)-spanning set S represents a set of
external torques ω that cause the angular position of the pendulum to remain in the
interval [−d, d] and such that its angular velocity does not exceed (−d, d) when it starts
in K. If f(u) = |u|, u ∈ U = [−ε, ε], then f ∈ C(U,R) and 0 = f(0) = inf f . Note
that here (Sτf)(ω) represents the impulse of the torque ω until time τ . Hence, the
invariance pressure Pinv(f,K,D) measures the exponential growth rate of the amount
of total impulse required of the external torques acting on the system to remain in D as
time tends to infinity. Corollary 6.4 implies that Pinv(f,K,D) =
√
g = hinv(K,D).
The reason is that within the control set D one may steer the system from K arbitrarily
close to the equilibrium 0 ∈ R2 and keep it there with arbitrarily small torque.
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