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Based on a number geometric interpretation of the continued fraction algorithm 
in real quadratic fields an algorithm is developed by which one can compute a 
system of fundamental units of any order (0 of an arbitrary number field F. This 
algorithm can also be used to test an ideal in (0 for principality and to compute the 
class number of P. :f” 1987 Academic Press. Inc. 
1. INTR~OUCTI~N 
In this paper we present the theory for a new algorithm which can be 
used to compute a system of fundamental units and the class number of 
any order 0 of an algebraic number field F. The new algorithm can also be 
used to test an ideal of 0 for principality. In a subsequent paper, where we 
discuss the implementation of the algorithm on a computer, we will show 
that a system of fundamental units of F can be calculated by the new 
method in U(RD”) binary operations (for every E > 0), where R is the 
regulator and D is the modulus of the discriminant of F. The O-constant 
depends only on the degree n of F. 
Algorithms which find fundamental units in O(RD”) operations are 
known only for fields of unit rank 1. In real quadratic fields one can use 
Lagrange’s continued fraction method, cf. [25], in complex cubic fields one 
can apply Voronoi’s generalized continued fraction algorithm, cf. [25], and 
for totally complex quartic field, the author and Williams gave a 
generalization of Voronoi’s algorithm, cf. [7, 8, IO]. The author also 
expects that the generalized Voronoi algorithm for fields of unit rank 2, cf. 
[6, 71, is of the same complexity. 
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Humboldt Foundation. 
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Algorithms for unit and class number computation in arbitrary number 
fields were given by Bergmann [2], Steiner [23], Appelgate and Onishi 
[l], and Pohst and Zassenhaus [21, 223. An analog of the method of [1] 
for function fields was presented by Hellegouasch and Paysant-le Roux 
[13]. No estimate on the running time for either of these methods is 
known. 
Like the algorithms of Voronoi, Steiner, Appelgate and Onishi, and 
Hellegouasch and Paysant-le Roux, the new algorithm is based on a num- 
ber geometric interpretation of Lagrange’s method which was first given by 
Voronoi [24]. We will now briefly recall Lagrange’s method and its inter- 
pretation. 
Let A be a free Z-module of rank 2 in a real quadratic number field F. 
Assume that a,, CI~ is a Z-basis of A. It is well known that the 
homogeneous continued fraction expansion of a,, ~1~ which is defined by 
the formula 
oq/=9ja,+1+@j+2, 9j’ Caj/a;+ 11, (1) 
is of the periodic form 
a1 1..., a, ,...> &>, EC(, ,...) EC(,, E%, )... (2) 
and that E is a fundamental unit of the ring of multipliers 0 of A provided 
the period LX,,..., LX, was chosen to be minimal. Moreover, the cycle of 
reduced ideals, cf. [ 141, in the ideal class of A in 6 is given by 
((~;/a,) Alu<j~u), h w  ere a., denotes the least common denominator of 
(~/CC,) A. The number of cycles of reduced ideals is the class number of Co”, 
and A can be tested for principality by comparing a reduced ideal in the 
class of A with all reduced principal ideals of 0. 
Voronoi observed that the periodic part of the expansion (2) can be 
characterized as a sequence of neighboring minima: A minimum p of A is 
defined by the properties that p #O and that there is no CI #O in A with 
Ial i < (pLJi for 1 d id 2, where 1 1 i denotes the modulus of the ith conjugate. 
A minimum p’ is called a neighbor of p if there is no CI # 0 in A with 
I~li<max{l~li, ($li}, 1 <ii2, and if ($1 < 1~1. Moreover, it turns out 
that A is reduced if A is integral, primitive and if the least positive rational 
integer in A is a minimum of A. 
In Sections 2 and 3 of this paper we discuss the theory of neighboring 
minima in an arbitrary number field F. The results are applied to the unit 
theory of F (Sect. 4) and the ideal theory of F (Sects. 5 and 6). In Section 7 
we present an algorithm for computing a system of fundamental units and 
a cycle of reduced ideals, and in Section 8 we list computational results for 
the first 20 totally real quartic fields. 
The generalization of this algorithm to arbitrary (noncommutative) 
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orders as well as the discussion of the practical implementation will be sub- 
jects of subsequent papers. 
The author is indebted to Professor Hans J. Zassenhaus for his support 
and many helpful discussions. The hospitality of the Department of 
Mathematics and the Department of Electrical Engineering of the Ohio 
State University and the support of the Alexander von Humboldt-Stiftung 
are most appreciated. 
2. MINIMA 
Assume that F has s real Q-isomorphisms 0, ,..., o,~ and t pairs of complex 
Q-isomorphisms cJ + , , cr., + , ,..., rrmr G into C, m = s + r. Let 1 1, ,..., 1 lrn be 
the normalized archimedian valuations on F, i.e., for t E F we define 
(<II = 10~ ([)I “I with e, = 1 if B, is real and e, = 2 if r~, is complex. We assume 
that CJ,,, is the identity on F. 
Let A be a free L-module of rank n in F. Let IO be the ring of multipliers 
of A, i.e., A is a (fractional) ideal of the order 0. Let D be the absolute 
value of the discriminant of (0, let U be the group of units in 0 and let R be 
the regulator of @. Finally, denote by N(A) the norm of A. We will use 
these notations throughout the paper. 
Like the algorithms of Voronoi [7, 241, Steiner [23], Appelgate and 
Onishi [ 11, and Hellegouasch and Paysant-le Roux [ 131 our algorithm is 
based on the concept of neighboring minima. 
DEFINITION 2.1. A number p # 0 in A is called a minimum of A, if there 
is no element a#0 in A such that Ial;< [pIi for 1 Giidm. 
The existence of minima is easily seen. For example, every number p in A 
of minimal nonzero norm is a minimum of A, in particular, every unit is a 
minimum of C?. Also, every number p in A whose image under the 
Minkowski mapping 
is a shortest nonzero vector in the lattice A, is a minimum in A. This 
remark indicates that algorithms for the computation of shortest vectors in 
lattices, e.g., [ 17, 201, can be used to compute a minimum of A. Since the 
complexity of the second method is polynomial for fixed dimension n, it 
follows that this is also true for the computation of a minimum of A. 
Details will be discussed in a subsequent paper. Finally, for every number 
a#0 in A there is a minimum p of A with (pIi< lcll, for 1 <i<m. 
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As a direct consequence of Minkowski’s convex body theorem we get 
PROPOSITION 2.2. The absolute value of the norm of every minimum of A 
is bounded by C, = (2/z)’ N(A) D’/*. 
Consequently, the number p of pairwise nonassociated minima of A is 
finite. Indeed, the main advantage of this concept is the fact that p is much 
smaller than the number of elements in A whose norm is bounded by C,. 
In [9] we prove that p = O(R), where the O-constant only depends on the 
degree n of F. 
Among the minima of A we introduce a neighbor relation. 
DEFINITION 2.3, A minimum p’ of A is called neighbor of a minimum ~1 
of A, if there is no number a#0 in A with (~I,<max(J~~i, \$lil for 
1 <i< m, and if Ip’\ < 1~1. We write pN$. 
Notice that we have added the second condition to the neighbor 
definition of [ 1). The number of neighbors in the new sense will, therefore, 
be smaller than the number of neighbors in the sense of [ 11, and this 
makes our algorithm faster. 
We also remark that the neighbor definition changes if we substitute F 
by another copy of itself. We, therefore, get m different algorithms. 
Now we give lower and upper bounds on the moduli of the conjugates of 
neighbors. 
PROPOSITION 2.4. Let ,a and p’ be minima of A and assume that p’ is a 
neighbor of p. Then we have 
Proof: It follows from Minkowski’s convex body theorem that 
m 
n max{IAi3 WI,) d CA. 
/=I 
This proves the second inequality and the first inequality follows from 
the second one and from the fact that the modulus of the norm of p’ is at 
least N(A). 
COROLLARY 2.5. The number of neighbors of a minimum of A is finite. 
We will prove in [9] that this number is in fact O((log D)“- ‘), where 
the O-constant only depends on the degree of F. 
We list some simple but important facts. The proofs are straightforward 
and, therefore, omitted. 
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PROPOSITION 2.6. Let t E F‘. [f’ ,u is a minimum of A, then <u is u 
minimum oj’<A and (f ,u’ is a neighbor qf u, then &t’ is a neighbor of (p. 
COROLLARY 2.1. The unit group U of c” acts (/y multiplication) on the set 
of’ all minima of A and the action is compatible Mith the neighbor relation. 
PROPOSITION 2.8. Let iE [l,..., m). [f p is a minimum oj’A, then o;(u) is a 
rn~nin~u~~ of (T,( A). 
COROLLARY 2.9. The subgroup oj’ Q-autormorphisms of F which keep A 
inoariant acts on the set qf all minima qf A. 
Notice that because of the second condition in Definition 2.3 the action 
of the autormorphism group is not necessarily compatible with the 
neighbor relation. 
The most important statement of this section is 
THEOREM 2.10. Let ft and ft’ he minima of A such that IpI, d 1~’ j j for 
1 <j < m, j # i,. Then u and p’ are connected by a chain of neighboring 
minima, i.e., there is a sequence of minima of A, p = u, Np, ’ ’ Nuk = u’. 
We remark that it would improve the efficiency of our algorithm if one 
could add some more conditions in the neighbor definition, resulting in a 
smaller number of neighbors of each minimum, without loosing the ability 
of proving Proposition 2.6 and Theorem 2.10. 
3. THE PROOF OF THEOREM 2.10 
We introduce some notations which will be useful in the proof. 
DEFINITION 3.1. Let S be a finite nonempty subset of A. 
(1) We set 
JSI = max{ lcll (c1 E S>, 
/S(i=max{IclIilaES] for 1 <i<m, 
S(i)={ccES] /~~/~=JS/~and/cr/,<jS/~forl~j,<m,j#i). 
(2) WecallSminimal,ifS={a~A~O<~cr~i~<S~ifor ldidmandif 
there is no a#0 in A with Itlli< JSli for 1 <i,<m. 
(3) For every minimal set S and for every ie {l,..., m} there is 
precisely one minimal set S’ with IS’li = (Slj for 1 <j < m, j # i and 
s’(i) # 0. We call S’ the ith expansion of S and we write S’ = e,(S). 
COMPUTATION OF UNITSAND CLASSNUMBERS 13 
(4) Let S be a minimal set and let in {l,..., m}. We call 
k,(S)= {~ESJ IaJi< ISI,} the ith compression ofS. 
(5) We call a minimal set S’ neighbor of a minimal set S, if S’ is 
either an expansion or a compression of S. We write SNS’. 
We will prove in this section 
PROPOSITION 3.2. Let S and S’ be minimal sets in A. Then S and s’ are 
connected by a sequence of neighboring minimal sets, i.e., there is a sequence 
of minimal sets S’ = S, NS2.. . NSI, = S. Moreover, if ISI, < IS’\, for 
1 bjdm, jfi,, and ISI B JS’I, then we can choose this sequence such that 
/S,,IdlS,+llfor l<q<k-2. 
Using this statement we can prove Theorem 2.10 in the following way: 
We put S= {aeA(O<(alj<(pli for 1 <j<m) and we define S’ 
analogously. Then we have JSlj6 lS’lj for 1 <j<m, j#i,, and ISI 2 ISI. 
Therefore, we can choose a connecting sequence Sr ,..,, Sk with nondecreas- 
ing IS,\. Now we let pr=p, pp=$, and for 2gqdk-1, we choose py 
from Sk-,+, such that IpLy 1 = IS,_,+, (. Then the sequence p, ,..., pk is a 
sequence of neighboring minima. 
Now we prove Proposition 3.2. We assume that S and S’ are minimal 
sets. If SC S’, then we can construct the connecting sequence by applying 
only compressions. 
Now assume that S c S’. After our previous remark it is sufficient for 
the proof of the first statement in Proposition 3.2 to construct a sequence of 
neighboring minimal sets whose first element is S’ and whose last element 
contains S. 
DEFINITION 3.3. For a minimal set T of A we define 
The construction is based on the following two lemmata: 
LEMMA 3.4. The number of minimal sets T of A with 
N(T)1 N(S)n N(S’) (3) 
is finite. 
Proof. Put Cj=min(ISlj, lS’lj> f or 1 <j< m. Then it follows from 
Minkowski’s convex body theorem that for every minimal set T which 
satisfies (3) 
ITlidC, fi C, for 1 <idm 
j=l 
i#l 
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holds. Therefore, all the conjugates of every element of Tare bounded and 
that means that the number of possible T’s is finite. 
LEMMA 3.5. Let T he a minimal set not containing S. Then there is a 
sequence T = T, NT, NT, . NT, @minimal sets ,vith 
N(T,)nN(S)qN(T)nN(S). 
Proof: Since T$ S, there is an index ie { l,..., m> with 1 TI i < ISI ;. If 
T(i) = a, we can choose k = 2 and T, = ei( T). If T(i) # Q5, we can remove 
the elements from T(i) by applying expansions and compressions to T, i.e., 
we can construct a sequence T= T, NT2 NT,. NT, _ , of minimal sets 
with N( T,) n N(S) = N( T) n N(S) for 1 <j d k - 1 and Tk ~, (i) = 0. Then 
we put Tk=e,(Tkp,). 
Lemma 3.5 shows the existence of a sequence S’ = S, NS2 NS, . . with 
N(S,) 1 N(S) n N(S’) for every j which contains a subsequence of pairwise 
distinct elements. By Lemma 3.4 this sequence must be finite and that 
means that we have eventually Sk 1 S because otherwise, by Lemma 3.5 the 
sequence could be continued. It is also clear from the proof of Lemma 3.5 
that the sequence IS, (, ISz I,..., must be nondecreasing if IS(j < IS’li for 
1 <i< m, j# i, and that in this case the last element of the sequence 
s, , s,,... must contain S. 
Finally, we remark that a similar idea was used by Bergmann in [2]. 
4. UNITS 
In this section we apply the results of the previous sections to the unit 
theorey of 0. 
DEFINITION 4.1. A set C of minima of A is called a cycle of minima in A, 
if no two distinct elements of C are associated and if all neighbors of every 
element of C are associated to elements of C. 
All the units of 6 which are “responsible” for these associations are 
collected in the set of boundary units 
U(C)={~~U(~=p/p’withp~Cand$is 
a neighbor of an element of C}. 
THEOREM 4.2. Let C be a cycle of minima in A. Then C and the set of 
boundary units U(C) are finite, each minimum of A is associated to a 
minimum in C, and U(C) generates the unit group U. 
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Proof: C is finite by Proposition 2.2. U(C) is finite because C is finite 
and because of Corollary 2.5. 
Now let p’ be a minimum of A and let p be any element of C. Then there 
is a unit E in U such that ls~‘)~> 1~1~ for 1 <j<m, j# i,. By Theorem 2.10 
there is a sequence p = pLI Npz . . . Npk = EP’ of minima of A. If EP’ is not in 
C, then there is a first number q such that pLy E C but p,$ C for 1> q. But 
since py Npy + , , there must be a unit E, E U(C) and a minimum v1 in C 
such that py+,=s,vI. By Corollary 2.7 we find the sequence 
v,NE,‘~~+~N- Na-‘pk = E;-’ up’ and by repeating this argument we find 
units E, ,..., E, E U(C) and a minimum v, E C such that E, .. E,v,= up’. This 
means that p’ is associated to v,. 
Now we have to prove that U(C) generates the unit group U. First of all, 
we choose a system of fundamental units qI ,..., I?, , with lqk I, > 1 for 
1 f k < m - 1 and 1 <j Q m, j # i,. It is sufficient to prove that these units 
belong to the subgroup generated by U(C) because the roots of unity of 0 
belong to U(C). In fact, by the same argument as above we find that the 
minimum qh-p is associated to a minimum ilk of C by a power product of 
units of U(C). But since no two elements of C are associated and because ~1 
belongs to C, we must have vk = p and, therefore, qk is a power product of 
units of U(C). 
It follows from Theorem 4.2 that all the cycles of minima in A are of the 
same cardinality p. We will prove in [9] that p = O(R). 
If m = 2, then G has only one fundamental unit which by the result of 
[7] can always be chosen from U(C). In general, it is not clear whether we 
can always choose a system of fundamental units from U(C). In our exam- 
ples, which we present in Section 8, however, this is always possible. 
5. EQUIVALENCE OF MODULES 
As usual, to Z-modules A and A’ of F are called equivalent if there is a 
number 5 in F such that A = CA’. From the results of the previous section 
we get the following criterion: 
THEOREM 5.1. Let A and A’ be Z-modules of maximal rank in F. Let C 
be a cycle of minima in A and let p’ be a minimum in A’. Then the modules A 
and A’ are equivalent if and only if there is a minimum p in C such that 
(*I (4) 
Notice that in the case of equivalence this criterion yields the multiplier 
5 = PIP’. 
Proof. If (4) holds, then A and A’ are obviously equivalent. 
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Conversely, if A and A’ are equivalent, i.e., A = <A’ with <E F then, by 
Proposition 2.6, the number 4~’ is a minimum in A which by Theorem 4.3 
is associated to a minimum ,U in C. i.e., 4,~’ = E,D with E E U. Thus we have 
6. REDUCED IDEALS AND IDEAL CLASSES 
In this section we generalize Gauss’ theory of reduced ideals in real 
quadratic number fields to arbitrary number fields. For the case of complex 
cubic fields this was already done by Voronoi, cf. [26]. 
DEFINITION 6.1. Let B be an integral ideal of 0. We call B reduced, if B 
is primitive and if L(B) = min{ k E Z+ Ik E B} is a minimum in B. 
All the reduced ideals in an ideal class of A can be computed by means 
of 
THEOREM 6.2. Let A be anv ideal of Co and let C= {p, ,..., p,> be a cycle 
qf minima in A, then there are precisely p distinct reduced ideals B, ,..., B, in 
the equivalence class of A. These reduced ideals are given by the formula 
1 
-B&A 
L(Bj) Pj 
for 1 <j<p. 
Proo$ For je {l,...,p} let mj=min{mE.Z+l(m/~,) AcO}. Then the 
ideal B, = (m,/pj) A is integral and primitive with L(B,) = m,. Since by 
Proposition 2.6 the ideal (l/p,) A contains the minimum 1, it follows that 
m, = L(B,) is a minimum in B, and this means that B, is, in fact, reduced. 
On the other hand, if B is a reduced ideal in the class of A, then it follows 
from Theorem 5.1 that there must be a number jE (l,...,p} such that 
(l/,!,(B)) B = (l/p,) A holds. 
Finally, no two of the reduced ideals B, ,..., B, are equal because no two 
numbers in C are associated. 
THEOREM 6.3. The number of reduced ideals in 0 is finite. 
Proof: Let B be a reduced ideal in 0. Then L(B) is a minimum in B and 
it follows from Proposition 2.2 that 
L(B)” = N(L( B)) < N(B) D”“. 
Since B is also primitive, we have by [ 1, (5)] 
N(B)<L(B)“-‘. 
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Combining these two inequalities, we get 
L(B) 6 D”2 
and 
N(B) < D’“- ‘V2 
which implies that the number of reduced ideals in 0 must be finite. 
As a consequence of Theorem 6.3, the class number of 0 is finite and 
could be computed as the number of cycles of reduced ideals in 0. For real 
quadratic fields, this was done by Ince [ 141. 
PROPOSITION 6.4. The group of Q-automorphisms of F which keep 0 
invariant acts on the set of all reduced ideals of 0 as well as on the system of 
cycles of reduced ideals in 0. The group of Q-automorphisms of F which keep 
the ideal class of A invariant acts on the cycle of reduced ideals in the class 
?fA. 
Proof. Using the notations of the proof of Theorem 6.3 it follows from 
Proposition 2.8 that for every Q-automorphism cr of F which keeps 0 
invariant the cycle of reduced ideals in the class of a(A) is given by the for- 
mula a(Bj) = (mj/o(pj)) o(A) for 1 <j <p. If o keeps the ideal class of A 
fixed, then it follows from Corollary 2.9 that a(Bi) belongs to the class of A. 
Using the notion of reduced ideals we also get a method for testing 
whether a given ideal A of Co is principal: We need to know the cycle I of 
reduced principal ideals in 6. Its calculation will be discussed in Section 7. 
We also need to know a reduced ideal B in the class of A, i.e., by 
Theorem 6.2 we have to compute a minimum in A. Then we simply have to 
check whether B belongs to I. 
7. AN ALGORITHM FOR COMPUTING A CYCLE OF REDUCED IDEALS 
AND A SYSTEM OF FUNDAMENTAL UNITS 
Based on the results of the previous sections we present an algorithm 
which computes the cycle of reduced ideals in the equivalence class of an 
ideal A of 0 and which also computes a system of fundamental units of 0. 
In this algorithm we make use of Dirichlet’s logarithm map 
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We assume that we know a reduced ideal B in the class of A. B can be 
computed by the methods mentioned in section 2 and section 6. If A = C , 
we may choose B = Cf. 
Algorithm 7.1. 
Input: A z-basis cu, ,..., w of C’, the reduced ideal B. 
Output: The cycle i B,,..., B,,) of reduced ideals in the class of A, and a 
system of fundamental units (c, ,.... cr] of C’. 
1. Initialize: kc 1, it 1, B, c B/L(B), Ze@, y, +-1(l), (p, t 1). 
Rmurk: The numbers pi are not computed during the algorithm, 
because they become very big. They are rather used in the 
justification of the algorithm. 
2. Repeat, until k >p: 
2.1. Compute the complete system T of neighbors of 1 in Bk. 
2.2. For every r] E T: 
B+ (l/v) B,. 
If B = B, for ,i E ( l,..., p} then replace Z by a basis of the lattice 
generated by Z u -( I( ‘1) + .rk - .v, i. 
Else, set pep+ 1, B,,+- B, .vP+-I(q)+yl,, (pP+-pkq). 
2.3. k c k + 1. 
3. Put BktdkBk with d,=min(de~+jdBkszI~), l<k<p. 
We have Z= (z ,,..., zI), r=m- 1. Choose E;EI -‘(z;)nLfi for 1 ,<i<r. 
Before we comment on the computational aspects of this algorithm, we 
justify it. One can easily verify by induction that pLk is a minimum of B, for 
1 d k <p, and that in step 2 always ( l/pLk) B, = B, holds. Therefore, 
jqpk (n E TJ is the complete system of neigbors of pk, cf. Proposition 2.6. 
Since in step 2.2 the equality B= B, is true if and only if the minima qpLk 
and ,uLi are associated, we know that after the completion of step 2 the 
system (p, ,..., ,u,,) is a cycle of minima in B, . It follows immediately from 
Theorem 6.2 that after the execution of steps 3 the system {B,,..., BP} is the 
cycle of reduced ideals in the class of A. Finally, we have in step 2 always 
y/i = l(pk). Therefore, if in step 2.2 B= Bi, then the vector L’(V) +y,--vi is 
the image of the corresponding boundary unit and it follows from 
Theorem 4.3 that after the completion of step 2 the system Z is the image of 
a system of fundamental units. 
We will show in a subsequent paper that during the algorithm the ideals 
B,, the numbers q in T and the elements of Z can be represented by O(D’) 
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binary digits where O-constant only depends on n. Using the fact sorting 
and searching technique of [ 151, one can carry out the comparison in 
step 2.2 in O(W) binary operations. Applying methods of [ 191 one can 
compute the basis Z in the same time. Using the techniques of [ 171 one 
can also do the reconstruction of the units in step 3 in O(W) binary 
operations. The details will be described in a subsequent paper. The crucial 
point of this algorithm is the computation of all the neighbors in Step 2.1. 
Though the method for doing this, which we describe below, is polynomial 
in log D, it is still very slow and the actual number of neighbors seems to 
indicate, that it should be possible to improve the method considerably. 
Nevertheless, the total complexity of Algorithm 7.1 is O(RD”) (for every 
E>O), since by [9] the number of reduced ideals in the class of A is O(R). 
Now assume that we know the Q-automorphisms r,,..., zy of F which 
keep the ideal class of A invariant. The application of rj induces a per- 
mutation 71, of the coordinates of the image under the logarithm map, i.e., 
for [ E F: I(r,( 0) = n;/(r). Now we can modify Algorithm 7.1 as follows: In 
step 2.2 we compare B to all the ideals zi(B,), I d i < q, 1 < j<p. If B is dif- 
ferent from all those ideals, we proceed as in step 2.2, but if we find that 
B= rj(Bj), then we substitute Z by a basis of the lattice generated by 
2-u {~nu(l(ul)+?‘k-71;(l’j))11 6f6q). 
Finally we discuss the computation of all the neighbors of 1 in step 2.1 of 
Algorithm 7.1. The method we suggest here is based on the following 
statement which can be proved analogously to Proposition 3.2. 
PROPOSITION 7.2. Let S, S’ be minimal sets, both containing the 
minimum 1 and with 1 SI = 1 S’I = 1. Then there is a sequence 
S = S, NS, . NSk = s’ of neighboring minimal sets which all contain 1 and 
with /S,I = lfor 1 <j<k. 
Since all the neighbors of 1 in Bk are contained in a minimal set S con- 
taining also 1 and with ISI = 1, it is sufficient to compute all those minimal 
sets. By Proposition 7.2 we have the following method for doing this. 
ALGORITHM 7.3. 
1. Initialize: It 1, P+ 1, S, + {EEB~(O< (al;< 1 for 1 <i<m}. 
2. Repeat, until 1 >p: 
For 1 <idm, i#i,: 
s +- ETi(S,). 
If S#S, for 1 <j<P, then 
PtP+l, spts. 
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If JS,/,> 1 then 
St k;(S). 
If S#S, for 1 <j<P, then 
PtP+l, spcs. 
It/+ 1. 
Since the number of neighbors of 1 is finite, the number of minimal sets 
containing 1 must be finite and, therefore, the algorithm terminates. In [9] 
we will prove that the number of minimal sets containing 1 is actually 
O(D’:). 
In a subsequent paper we will prove that by means of the techniques of 
integer programming of [ 171 the expansions and the compressions can be 
carried out in O(D’) binary operations. Hence Algorithm 7.3 needs O(DE) 
binary operations. Again all the O-constants depend only on the degree of 
F. For fields of special type, e.g., totally real fields, refinements of this 
algorithm are possible. This is the subject of future research. 
Finally we remark that it could be very useful to investigate a com- 
bination of the ideas of [21] with this algorithm. 
8. NUMERICAL EXAMPLES 
In this section we present computational results for the first 20 totally 
real qauartic fields (ordered according to their discriminants). We have 
computed a cycle C of minima in the maximal order 0 of F, a system of 
fundamental units and the regulator of F. The input data were taken from 
[21]. The computations were carried out on the VAX 1 l/785 of the 
Department of Electrical Engineering of The Ohio State University. 
In the tables we use the following notations: D is the discriminant of F. 
F is generated by a root p of the polynomial f(x) =x4 + a,x3 + u2x2 + 
a,x + a4. If 1, p, p2, p3 is not an integral basis of F, then such a basis 
consists of /I, = (bi, + bizp + 6,,p2 + b,,p3)/N, 1 < id 4. The minima in the 
cycle C are pL, = ci, + ci2p + cap2 + ci4p3, 1 < idp. The appearance of 1 in 
the ith row and the jth column of the matrix “CYCLE” indicates that the 
jth minimum of C is a neighbor of the ith minimum of C. The appearance 
of the number k in the ith row and the jth column of the matrix “BOUN- 
DARY UNITS” indicates that the ith minimum of C has k neighbors 
which are associated to the jth minimum of C. A system of fundamental 
units consists of E, = e,, + erzp + ei3pz + et4p3, 1 < id 3. Generators for the 
reduced ideals in B can easily be computed by means of Theorem 6.2. 
COMPUTATION OF UNITS AND CLASS NUMBERS 21 
D al a2 a3 a4 Gil cia C,i c,4 L, 
725 1 -3-l I 1 0 0 0 I 
CYCLE BOUNDARY UNITS 
0 8 
et1 ed e,3 pa4 REGULATOR 
-2 1 1 0 0.8251 
-1 -1 2 1 
2-3 0 I 
D aI a2 a3 a4 
1125 1 -4 -4 1 1000 1 
3 -3 -1 1 5 
-1 -1 1 0 3 
CYCLE BOUNDARY UNITS 
011 
000 
000 
120 
501 
310 
REGULATOR 
I.1654 
D a, a2 a3 a4 N b,, bi2 6, bn4 Cd c,2 c,3 ci4 L, 
1600 -4 0 8 -I 2 2 0 0 0 1000 1 
0 2 0 0 
-1-2 1 0 
3 -1 -3 I 
CYCLE BOUNDARY UNITS 
0 14 
et1 et2 ei3 en4 REGULATOR 
o-1 1 1 
-1 -1 1 2 
-2-l 2 2 
1.5424 
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1957 0 -4 1 I I 0 0 0 1 
-4 4 1 --I 3 
CYCLE BOUNDARY UNITS 
0 1 10 1 
0 0 5 0 
e,1 e,2 er3 =14 REGULATOR 
-6 8 1 -2 1.9184 
-3 7 0 -2 
2-3 0 1 
2ooO-4 1 6 1 1000 1 
8 3-5 1 2 
CYCLE BOUNDARY UNITS 
0 1 11 4 
0 0 7 1 
C,I e,, er3 Cd REGULATOR 
6 l-4 1 1.8528 
8 l-7 2 
-3 -2 1 0 
2048 -4 2 4 -1 
CYCLE BOUNDARY UNITS 
0 1 10 7 
0 10 6 
-9 -1 10 -3 
1 -3 -2 1 
5 4-2 0 
1000 1 
8 l-7 2 2 
REGULATOR 
2.4417 
COMPUTATION OF UNITS AND CLASS NUMBERS 23 
D aI a2 a3 a4 N 6, h, h, b,z, C,l C,? c,3 c,4 L, 
2225 5 4 -5 -1 
CYCLE 
0 1 1 
001 
0 0 0 
ezl f’s e13 ei4 
-2 0 1 2 
00 0 1 
-2 0 1 1 
2 20 0 0 1 0 0 0 1 
02 0 0 -2-l 0 1 2 
-4 4 2 0 3 1 o-2 2 
-1 2 4 1 
BOUNDARY UNITS 
12 0 3 
6 0 1 
3 0 0 
REGULATOR 
2.0645 
D a~ a2 a3 a4 
2304 0 -4 0 1 
CYCLE 
0 1 
0 0 
et1 er2 ~(3 er4 
-10 -19 3 5 
o-4 0 1 
3 6 0 -2 
C!l c,2 co Ct.4 L, 
1000 1 
4 I -1 -2 2 
BOUNDARY UNITS 
10 
10 4 
REGULATOR 
2.6609 
D aI a2 a3 a4 
2525 6 8 -3 -1 1 0 0 0 1 
-2 5 s 1 5 
5 -4 -s -1 5 
CYCLE BOUNDARY UNITS 
0 1 1 
001 
0 0 0 
-10 7 2 
-3 8 6 1 
-6 7 6 1 
12 0 I 
4 0 1 
3 0 0 
REGULATOR 
2.0911 
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CYCLE BOUNDARY UNITS 
0 1 1 8 0 1 
0 0 0 4 0 0 
0 0 0 3 0 0 
er, ‘82 ez3 er4 REGULATOR 
-2 -3 2 1 2.1860 
o-2 2 I 
-2 0 3 I 
D 0, ~2 a3 04 
2711 2 -3 -5 1 
C!l (‘a cc3 (‘A L, 
1 0 0 0 1 
-1-3 1 1 2 
-2 110 4 
1-2 1 1 2 
2 4 -1 -1 8 
CYCLE 
0 1 1 1 0 
00001 
01000 
01000 
0 0 0 0 0 
o-3 1 1 
-3 1 I 0 
2 1 0 0 
BOUNDARY UNITS 
8 3 0 1 0 
51000 
4 2 0 1 0 
11000 
4 0 0 0 0 
REGULATOR 
3.0387 
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D aI a2 a3 a4 N b,, ba b,, bid Cd Cl2 C‘3 Cd L, 
3600 -4 -3 14 1 3 3 0 0 0 1 0 0 0 1 
0 3 0 0 2 0 -2 1 11 
-2 -2 1 0 3 -1 0 1 11 
5 -3 -3 1 1 o-2 1 2 
-1 0 -1 1 11 
3 -1 l-l 11 
CYCLE BOUNDARY UNITS 
011111 921200 
000000 200100 
010100 300000 
000000 500101 
0 0 0 0 0 0 400100 
0 0 0 0 1 0 400000 
e,i et2 er3 et4 
2-l 1 0 
l-l 2 0 
-3 l-2 1 
REGULATOR 
2.6153 
D aI a2 a3 a4 C,I CL! c,3 ci4 L, 
3981 1 -4 -2 1 1000 1 
-1 -1 3 2 3 
-1 -3 1 1 5 
-2 110 3 
CYCLE BOUNDARY UNITS 
0 1 1 1 
0 0 0 0 
0 0 0 0 
0 0 1 0 
e,l e,2 e,3 et4 
o-3 1 1 
-2 1 -1 -2 
-1 2 1 0 
7 3 0 0 
4 1 0 0 
5 3 0 0 
2 1 0 0 
REGULATOR 
3.1889 
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4205 1 -5 1 1 I 0 0 0 1 
-5 6 0 -1 5 
-3 7 1 0 7 
3-4 I 1 7 
CYCLE BOUNDARY UNITS 
0 1 1 1 
0010 
0 0 0 1 
0 0 0 0 
12 3 0 0 
5 0 0 1 
3 0 0 0 
3 0 0 0 
REGULATOR 
6 -11 1 2 
1 -5 1 1 
4 -9 2 2 
2.8242 
4225 -4 -3 14 -4 4 4 0 0 0 1000 1 
0 4 0 0 3 o-1 2 2 
-8 -2 2 0 -2 1 o-2 2 
4 -4 -3 1 0 -1 1 -1 4 
-3 1 0 0 4 
CYCLE BOUNDARY UNITS 
0 1 1 1 1 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 1 0 
10 2 2 0 0 
41000 
40100 
3 0 0 0 0 
3 0 0 0 0 
REGULATOR 
3.1925 
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D aI a2 a3 a4 (‘11 Cd c,3 Cd L, 
4352 0 -8 8 I 
CYCLE BOUNDARY UNITS 
01111100 71201000 
00000000 30301000 
01001011 50201000 
00000100 20100000 
00000000 30200000 
00000000 20100000 
00000001 30000000 
00000000 30000000 
e21 es2 e,? er4 
3 24 -9 -5 
0 -4 2 1 
0 15 -5 -3 
I 0 0 0 1 
-1 11 -3 -2 I 
-1-4 2 1 2 
4 16 -5 -3 14 
0 7 -1 -I I 
0 18 -4 -3 23 
3 13 -6 -3 23 
4 24 -9 -5 14 
REGULATOR 
4.1813 
D al a2 a3 a4 
440 -8 17 -4 -1 
Crl c,2 (‘0 (‘14 L, 
1 0 0 0 I 
-4 13 -7 1 2 
-5 17 -8 1 5 
0 12 -7 I 5 
CYCLE 
0 1 1 I 
0 0 1 0 
0 0 0 0 
0 0 0 0 
BOUNDARY UNITS 
9 3 1 2 
6 1 1 1 
5 1 1 0 
4 2 0 1 
REGULATOR 
4 21 -15 2 
4 15 -8 1 
7 42 -23 3 
3.2900 
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4525 5 2 -10 1 3 30 0 0 I 0 0 0 1 
03 0 0 -1 0 1 2 5 
-9 6 3 0 31 0 0 5 
-5 1 4 I 
CYCLE BOUNDARY UNITS 
0 1 I 
0 0 0 
0 0 0 
14 3 2 
4 0 2 
5 0 0 
REGULATOR 
3.0550 
D 01 02 01 04 C,l (‘2 cr3 CA L 
2777 2 -3 -5 1 1 0 0 0 1 
-1-3 1 1 2 
-2 110 4 
l--2 I 1 2 
2 4 -I -1 
CYCLE BOUNDARY UNITS 
0 1 1 1 0 
00001 
01000 
0 1 0 0 0 
0 0 0 0 0 
8 3 0 1 0 
51000 
4 2 0 1 0 
11000 
4 0 0 0 0 
REGULATOR 
3.0387 
COMPUTATION OF UNITS AND CLASS NUMBERS 29 
D a, a2 a3 a4 N b,, b,, h, b,4 cc1 c,2 c,3 Cl4 L 
4913 1 -6-l 1 2 2 0 0 0 1000 1 
0 2 0 0 2 1 -1 -2 2 
-6 2 2 0 -1 0 1 1 2 
3-6 0 1 
CYCLE BOUNDARY UNITS 
0 1 1 
001 
0 0 0 
‘,I et2 et3 ei4 
-5 -3 -3 -2 
1 1 -1 -2 
2 1 -2 -3 
18 0 0 
3 0 0 
3 0 0 
REGULATOR 
3.4619 
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