In this paper, we present a 2D Logistic-Sine-Cosine map (2D-LSCM) which is based on the classical 2D Logistic, Sine and Cosine maps. Performance analysis shows that it has larger chaotic range, bigger Lyapunov exponent and more complex chaotic behavior than the classical 2D Logistic map. By means of 2D-LSCM, Discrete Wavelet Transform (DWT) and Double Random-Phase Encoding (DRPE), we proposed an effective image encryption algorithm. In this scheme, after conducting DWT on the original image, the wavelet coefficients are scrambled by using the 2D-LSCM, and then the DRPE is employed to encode the scrambled result. Next, the Inverse Discrete Wavelet Transform (IDWT) is conducted on the encoded results. At last, the result from IDWT is diffused and confused with the chaos sequences generated from 2D-LSCM. Simulation results and security analysis reveal the fact that the proposed algorithm has good statistical property, large key space and effective resistance to common cryptanalytic attacks.
I. INTRODUCTION AND RELATED WORKS
With the increasing popularity of the Internet, the communication through the Internet is more and more frequent. Because of the openness of the Internet, communication security faces a lot of threats, so information protection has become an important issue in today's society. Especially, digital images has the advantages of intuitive, image and vivid, so it becomes an important means for people to express information [1] , [2] . Therefore, the protection of private images information is of great significance in the Internet era. As we all know, cryptography is one of the important means to protect information security [3] , [4] . Therefore, in order to protect image information from illegal acquisition, embezzle and dissemination of others, many image encryption algorithms are proposed [5] - [15] .
In 1989, British mathematician Matthews applied chaotic system to image encryption technology for the first time, he proposed an efficient image encryption algorithm based The associate editor coordinating the review of this manuscript and approving it for publication was Inês Domingues . on chaos theory, which has the advantages of good performance and high security [5] . The introduction of chaos opens up a wide development space for cryptography, since then, chaos-based image encryption has attracted a growing body of researchers' attention and done a lot of research work in information security [16] - [21] . Such as, in [22] , Zhang et al. proposed a single round permutation-diffusion chaotic cipher for gray image, in which some temp-value feedback mechanisms are introduced to resist the known attacks. In [23] , using the advantage of the chaotic intertwining logistic map and its unpredictability, a new cipher with pre-modular, permutation and diffusion is designed for image encryption chaotic intertwining logistic map and its unpredictability. However, with the development of computer technology and decryption technology, a large body of evidence points to the face that chaos-based image encryption technology no longer effectively protect the security of image information [24] - [27] . Therefore, in order to adapt to the new challenges, the chaos-based image encryption technology has developed in two directions in recent years, the first direction is to improve the security of algorithm by designing chaos system with better chaos behavior [28] , [29] . In [28] , Hua et al. introduce a new two-dimensional Sine Logistic modulation map (2D-SLMM), and then use 2D-SLMM and chaotic magic transform, they propose a new image encryption algorithm. Soon after, Hua et al. propose a image encryption algorithm based on 2D Logistic-Sine-coupling map (2D-LSM), and the 2D-LSM is derived from Logistic and Sin mapping. Another direction is by combining chaos-based encryption with other encryption technologies to design encryption algorithms with higher security [21] , [30] - [34] . In [30] , a new color image encryption algorithm by using color blend and chaos permutation operations in the reality-preserving multiple-parameter fractional Fourier transform domain is proposed. In order to get a more secure encryption algorithm, Zhou et al. designed a bit-level quantum color image encryption scheme combine exploiting quantum cross-exchange operation with a 5D hyper-chaotic system [31] . In [21] , original image is encrypted and compressed by hyper-chaotic system at the same time. Then the encrypted and compressed image is re-encrypted by the DRPE technique, lastly the hyper-chaotic system is used to diffuse the resulting image.
Summarize related studies on the above two directions and combine the strengths of each, we proposed an efficient symmetric image encryption scheme by using 2D-LSCM and DRPE in this paper. At first, we introduce a 2D-LSCM which is derived from the classical 2D Logistic, Sine and Cosine maps. Then utilizing the proposed 2D-LSCM, DWT and DRPE, we further design a novel image encryption algorithm in this paper for secure image communication. The experimental results and security analysis show the proposed algorithm has large key space and sensitivity to keys, which is efficient to against the brute-force and statistical attacks. And differential analysis shows that the proposed algorithm can well resist chosen plaintext attack.
The rest of this paper is organized as follows. Section 2 introduces the proposed 2D-LSCM and DRPE. Section 3 presents the image encryption algorithm combining the 2D-LSCM and DRPE is described in detail. To verify the proposed arithmetic performance, experimental results and security analysis are shown in Section 4. Finally, the conclusion is drawn in Section 5.
II. PRELIMINARY
In this section, we will introduce the 2D-LSCM and review DRPE technique, which are used in image encryption algorithm.
A. 2D LOGISTIC-SINE-COSINE MAP
It is well-know that the classical 2D Logistic map is made up of two different difference equations, which can be expressed as follows [35] : where λ is control parameter and 2D Logistic map is in chaotic state when λ ∈ (0.6, 0, 686] [36] . When λ ∈ (0.45, 0, 686], the bifurcation diagrams of the 2D Logistic map is shown in Fig. 1 . Combined with the Sine and Cosine maps, the 2D-LSCM can been defined as follows:
x n+1 = sin(πx n )+a(sin(πx n )−sin 2 (πx n )+sin(πy n )), y n+1 = cos(πy n )+b(cos(πy n )−cos 2 (π y n )+cos(πx n )),
here a and b are the control parameters. In order to show the good chaotic behaviors of the 2D-LSCM, next we will analyze its bifurcation, Lyapunov Exponent (LE) and attractor. In the Eq. (2), the bifurcation and LE diagrams of parameters a and b are shown in Fig. 2 . We can see from Fig. 2 that the 2D-LSCM in a state of chaos when a > 0 and b > 0, and when b = 1.7 the LEs of parameters a are greater than 0.5, when a = 1.7 the LEs of parameters b are greater than 1. The chaos attractors of the 2D-LSCM are shown in Fig. 3 . It can be seen from the above simulation experiment, when the parameters a = 0.67 and b = 1.7, the system (2) in chaotic state. Set the initial value x 0 = 0.1 and y 0 = 0.5, and through the iteration, we can obtain the temporal evolutions of the 2D-LSCM, which is shown in Fig. 4 . As can be clearly seen from Fig. 4 , the change of 2D-LSCM along the x and y axis with time has no period, and it is highly random.
B. DOUBLE RANDOM PHASE ENCODING
In 1995, DRPE was first proposed by Refregier and Javidi [6] . The basic principles are: two statistically independent random phase masks are placed on input plane and Fourier spectrum plane, respectively. Thus the input image is encrypted and the encrypted image is obtained on the output plane, the encrypted image is a complex-amplitude stationary white noise.
Let f (x, y) denote the image to be encoded and g(x, y) denote the encoded image, P(x, y) and Q(u, v) are two independent white noise sequences and their values are distributed from 0 to 1 with uniform probability. Thus, e i2πP(x,y) and e i2πQ (u,v) are phase mask with phase range from 0 to 2π. (x, y) is spatial coordinates (coordinates on the input and output planes), and (u, v) is frequency domain coordinates (coordinates on the Fourier transform plane). The schematic diagram of the DRPE is illustrated in Fig. 5 . The mathematical representation of encoding and decoding are shown as follows:
where FFT and IFFT represent the 2-D fast Fourier transformation and 2-D inverse fast Fourier transformation, respectively.
III. NEW IMAGE ENCRYPTION SCHEME
The general design of the proposed encryption algorithm is shown in Fig. 6 . It utilizes DWT, DRPE and the 2D-LSCM to encrypt the original image. We consider a original grayscale image represented by a matrix I , its size is N × M , and the detailed steps of the proposed algorithm are described below.
Step 1: Set the values of the control parameter a, b and the preliminary initial values (x 0 , y 0 ) for the 2D-LSCM. Then iterating Eq. (2) for L (large enough) times, each iteration, we can get two values x i and y i , so we can obtain two chaotic sequences X and Y . Next these sequences are preprocessed to obtain two integer sequences W and Z such that their elements are in the range of 0 to 65535. The mathematical representation of the pretreatment process can been expressed as follows:
where w i = floor(10 k x s+i ) mod 65536, z i = floor(10 k y s+i ) mod 65536.
Here 0 < s ≤ L − NM , i = 1, 2, · · · , NM , floor(x) returns the nearest integer less than or equal to x and mod returns the remainder after division.
Step 2: The DWT is conducted on the original image I , then I decompose into the approximation component C a , horizontal component C h , vertical component C v and detail component C d . They are the same size, and N , M represent the row and column of these matrices, respectively.
Step 3: From the sequence X or Y , we take a sequence G = {g 1 , g 2 , · · · , g h } of length h. Then reorder the elements in sequence G from smallest to largest to get the rearranged sequence G . By G and G we can get a scrambling matrix A, which satisfy
Based on this method, when h = N we can get four column scrambling matrixes A 1 , A 2 , A 3 , A 4 , they size is N ×N ; when h = M we can construct four row scrambling matrixes A 5 , A 6 , A 7 , A 8 , they size is M × M ; when h = N , obtain one column scrambling matrix A 9 , its size is N × N and when h = M , obtain a row scrambling matrix A 10 of size M × M .
Step 4: The eight above-scrambling matrixes {A i |i = 1, · · · , 8} are used to scramble the four matrices C a , C h , C v , and C d , respectively. The mathematically represented as follows:
Step 5: Two chaotic sequences are exploited to construct two pseudo random phase masks M 1 and M 2 . By taking N M successive elements from the chaotic sequence X first, then we remade it into a pseudo random matrix E 1 with size of N × M . And we define phase masks M 1 by
Similarly, we can obtained another pseudo random phase mask M 2 by using sequence Y .
Step 6: Define B 1 = C 1 +C 2 i, and B 1 times the first random phase mask M 1 , then carry on transformation by FFT . Now we can obtain the real part R and imaginary part C a of the result from FFT by
here x = 1, · · · , N , y = 1, · · · , M , T modulus {} and T phase {} are represent the extracting modulus operator and the extracting phase operator, respectively.
Step 7: Similar to Step 6, we can define the second complex amplitude image B 2 = R + C 3 i, then it times the second random phase mask M 2 , next carry on transformation by IFFT . Thus, we obtain C h and C v , which are given by
Step 8: After performing IDWT on C a , C h , C v and C d , we can obtain the temporary encryption result D. Then map all pixels of D into an integer range from 0 to 65535, the mathematically represented as follows:
and then each column of F is stacked up to become a sequence F = {f 1 , f 2 , · · · , f NM }.
Step 9: According to Eq. (13) , the values of the sequence F are diffused and confused, then obtain P.
and
where, i = 1, 2, · · · , NM and the initial values f 0 , p 0 are used as encryption and decryption keys.
Step 10: Rearrange the sequence P, and obtain a matrix Q with the size N × M . Then it is scrambled by the two above-scrambling matrixes A 9 and A 10 , we can get the encrypted image E, the mathematically represented as follows:
According to the detailed steps of the above encryption algorithm, we know the algorithm proposed in this paper is symmetric, that is to say namely both encryption and decryption use the same keys, so the decryption is the reverse process of the encryption. 
IV. SIMULATION RESULTS AND ANALYSIS
As everyone knows, a good image encryption scheme should have the ability to encrypt different original images into similar white noise ciphertext images. In this test, the four different 256×256 gray images ''Cameraman'', ''Liftingbody'', ''Rice'', ''Lena'' and a 512 × 512 color image ''Peppers'' are used as the original images. The initial values and parameters of the 2D-LSCM (x 0 , y 0 , a, b) is fixed at (0.1, 0.5, 0.67, 1.7). Simulation results are shown in the Fig. 7 and Fig. 8 . See from Fig. 7 , we can find that the encrypted images are all similar white noise images. From Fig. 8 , we cannot derive any valid information about the original image from its encrypted image. Therefore, our algorithm can realize the encryption of gray and color image. 
A. STATISTICAL ANALYSIS
To demonstrate the ability to resist statistical attacks of the proposed image encryption algorithm, different kinds of statistical analysis methods are being utilized in the following. 
1) HISTOGRAM ANALYSIS
For an efficient and safe image encryption scheme, it should be able to encrypt different original images into encrypted images with similar histograms. The histograms of ''Cameraman'', ''Liftingbody'', ''Rice'' and their corresponding encrypted images are shown in Fig. 9 . Fig. 10 shows the histograms of color image ''Peppers'' and its corresponding encrypted image. We can see from their histograms, although the histograms of the original images are completely different, but the histograms of the encrypted images are similar uniform-distributed histograms.
Although we can roughly estimate the uniformity of image by histogram, but we cannot quantitatively describe the extent to which the pixel distribution deviates from the absolute uniformity. Therefore, we introduce chi-square test to quantify the degree of deviation from absolute uniform distribution of image pixel distribution. The calculation of the Chi-square test is shown in Eq. (15) .
where k i represents the observation frequency at the gray level of i, andk is the expected frequency. So, the smaller the χ 2 is, the smaller the deviation of the image pixel distribution from the absolute uniform distribution. The χ 2 values of the plain images and their encrypted images are shown in Table 1 . See from Table 1 , we can find that whether the gray images with a size of 256 × 256 or the color image with a size of 512 × 512, the χ 2 values of the encrypted images are much less than the χ 2 values of the plain images. This indicates that the histogram distributions of the encrypted images are close to the expected uniform distribution.
2) CORRELATION ANALYSIS
As everyone knows, the adjacent pixels of a visually meaningful images are highly correlated in each direction (horizontal, vertical and diagonal directions). For attackers, this could be such a good breakthrough, so one aims of image encryption is to eliminate these pixel correlations in the original image. In order to test the correlations of adjacent pixels, 8000 pairs of two adjacent pixels (in horizontal, vertical and diagonal directions) are randomly selected from the original image and encrypted image, respectively. And the correlation coefficient of adjacent pixels (CCAP) C xy [37] can been calculated by 
The CCAP for three different original images and their decrypted images are listed in Table 2 . From Table 2 , we can easily see that the correlation coefficient of the original images are close to 1 in each direction while the correlation coefficient of the encrypted images are close to 0 in each direction. Additionally, the results of our scheme are compared to those in [20] as shown in Table 3 . So the tight correlation between the adjacent pixels of the original image can be successfully destroyed by our algorithm. Besides, Fig. 11 shows the distribution of adjacent pixels of the original images and their encrypted images in vertical direction. It is clear that the correlation distributions of adjacent pixels in the original images are similar to a linear-like area, however the correlation distribution of adjacent pixels in ciphertext images are uniformly distributed throughout the region. This further proves that it becomes impossible for an attacker to find a decryption method by analyzing the correlation between adjacent pixels.
3) INFORMATION ENTROPY ANALYSIS
Information entropy is also a common index to measure the extent of image's chaos, generally, the higher the information entropy, the better the chaos of the image. A message source m shooting L symbols m 0 , m 1 , · · · , m L−1 , the mathematical representation of the entropy H (m) can been expressed as follows:
here, p(m i ) stands for the probability of m i and log represents the base 2 logarithm so that the entropy is expressed in bits. For a grayscale image with a data range of [0, 255], so the probability of each value between [0, 255] is 1 256 , its maximum information entropy is 8 bits. The information entropy of the encrypted images generated from by our scheme are listed in Table 4 . It indicates that the information entropy of the encrypted images are close to the ideal value 8, this means that the encrypted images of our algorithm have a good random distributions. Besides, as illustrated in Table 5 , although the information entropy obtained by proposed algorithm are slightly lower than those of [38] , but they are larger than those of [39] , [40] , which means our algorithm is more effective than other algorithms in [39] , [40] .
B. SENSITIVITY ANALYSIS
In order to effectively resist the eavesdropper's violent attack, a good encryption algorithm should has enough large key space. As in the previous mentioned, the keys of the proposed encryption algorithm in the process of encryption and decryption are composed of two control parameters (a, b) and four initial values (x 0 , y 0 , f 0 , p 0 ). Fig. 12(a)-(b) show the decrypted ''Cameraman'' with the incorrect keys deviated 10 −16 from one initial values of (x 0 , y 0 ), respectively. And the decrypted ''Cameraman'' with the incorrect keys deviated 10 −15 from one control parameter of (a, b) are shown in Fig. 12(c)-(d) , respectively. It can be seen from Fig. 12 that even the tiny change of 10 −15 , the decrypted images are completely unrecognizable. So the key spaces for x 0 , y 0 , a and b are S x 0 = S y 0 ≈ 10 16 , S a = S b ≈ 10 15 . The initial values f 0 and p 0 are 16-bit integers, so S f 0 = S p 0 = 2 16 . Therefore the total key space S = S x 0 S y 0 S a S b S f 0 S p 0 ≈ 4.295 × 10 71 , this makes it impossible for an attacker to break a decrypted graph by brute force.
C. DIFFERENTIAL ANALYSIS
In cryptography, there are known plaintext attacks, known ciphertext attacks, chosen plaintext attacks and selected ciphertext attacks. Among them, the chosen plaintext attack is one of the most threatening to the cryptography system, a secure encryption system must be able to resist the chosen plaintext attack. As we all know that if the encrypted image can cause significant changes even with a tiny change, usually one pixel in the plain image, then the image encryption algorithm can resist the chosen plaintext attack and the difference attack [41] , [42] . And the plaintext sensitivity can be measured by the number of pixel changing rate (NPCR) or the unified averaged changed intensity (UACI). For two encrypted images, C 1 and C 2 are obtained by encrypting two plain images have only one pixel difference. They can be defined as the following equation [43] :
and respectively, here H represents the largest allowed pixel value in the image, and
The NPCR and UACI test results are shown in Table 6 . It can see from the Table 6 that our scheme achieves high performance by having NPCR values no less than 0.9945 and UACI values no less than 0.3311. That is, for the proposed scheme, a slight change in original image can have a huge impact on the cipher image. The encrypted image with only one-pixel difference in image ''Cameraman'' and its difference with the Fig. 7 (e) are shown in Fig. 13 . Numerical simulation results shown that our algorithm is sensitive to plaintext, so it can resist chosen plaintext attack. Encrypted image corresponding only one-pixel difference in the original ''Cameraman'' and differential image between Fig. 13(a) and Fig. 7 (e).
D. SPEED ANALYSIS
The speed of our proposed encryption scheme using a personal computer containing an Intel(R) Core(TM) and 4 Duo CPU i7-8550U @ 1.8GHz, Microsoft Windows 10 system with 8.00GB RAM and Matlab (R2014b) platform. For gray image ''Lena'' with different sizes are adopted to conduct the experiments, and the running speed of our scheme is shown in Table 7 .
E. PERFORMANCE IN LOSSY AND NOISY COMMUNICATION CHANNELS
To analyzes performance of our encryption algorithm in noisy and lossy communication channels, two simulations are conducted.
In the first test, we assume that images are illegally intercepted in communication channels and suffer different degrees of loss. So we consider four different data loss cases in this test, 1/16, 1/8, 1/4 and 1/2 of the encrypted ''Cameraman'' image were occluded, respectively. Fig. 14(a)-(d) indicates the occlude-encrypted images, while the corresponding decrypted images with correct keys are shown in Fig. 14(e)-(h) . Clearly, even if small data loss, some useful information about the original image cannot be retrieved from the decrypted output. Thus, even if the correct key had been compromised and the intruder had illegally intercepted most of the encrypted data, the details of the original image could not be retrieved.
In the second test, we assume that the intruder's illegal interception of images from the transmission channel is contaminated to varying degrees. So we add salt & pepper (density 0.01), Gaussian and Speckle noises (mean 0 and variance 0.01) to encrypted ''Cameraman'' image. Decrypt the encrypted image affected by noise, and its output is shown in Fig. 15 . For contaminated encrypted images, we found that the decrypted image cannot be recognized even if decryption is performed with the correct key. The above two tests reveals that the intruder could not obtain any valid information even if he intercepted part of the encrypted image and the correct key by illegal means. This is caused by the sensitivity of the proposed scheme in lossy or noisy communication channel, which in turn disrupts the robustness of the algorithm proposed.
F. COMPARISONS WITH OTHER SCHEMES
Comparisons the NPCR, UACI and CCAP of our algorithm with other algorithms are shown in Table 8 . See from the Table 8 , we can find that the performance of the proposed algorithm has reached the common standards of recent methods or even exceeded them in some aspects.
V. CONCLUSION
In this work, we presented a 2D-LSCM which is derived from the classical 2D Logistic, Sine and Cosine maps. The bifurcation diagram, Lyapunov exponent and attractor of the 2D-LSCM were analyzed, so as to evaluate the chaotic performance of the 2D-LSCM. Moreover, compared with the classical 2D Logistic map, the 2D-LSCM has the wider chaotic range, bigger Lyapunov exponent and better chaotic behavior. To show the performance of the proposed 2D-LSCM in image encryption, a new image encryption scheme by using the 2D-LSCM and DRPE has been proposed. In this image encryption algorithm, apply DWT to the original image first, then the wavelet coefficients are scrambled by using the chaotic sequence generated by the 2D-LSCM, and the scrambled result is encoded by DRPE. Next, after performing IDWT on the encoded result, the result from IDWT is diffused and scrambled by the 2D-LSCM. Through statistical analysis and sensitivity analysis, we verify that the proposed algorithm has high cryptographic security. Differential analysis and sensitivity analysis demonstrate it can effectively resist several types of attacks like statistical analysis, brute-force attack and chosen plaintext attack. But our algorithm still has some shortcomings, such as the speed performance in Speed Analysis is not very ideal, the robustness of the algorithm is also not ideal, required further study and improvement in the future work.
