A tournament is a complete directed graph. A convex subset is a vertex subset with the property that every two-path beginning and ending inside the convex subset is contained completely within the subset. This paper shows that every nontrivial convex subset is the closure of a subset of vertices of cardinality two. This result leads to algorithms that nd all convex subsets in a tournament in O(n 4 ) serial time and in O(log 2 n) parallel time using O(n 4 ) processors. Several variations of the problem that are solvable with this new algorithm are also presented.
Introduction
A tournament is a directed graph on n vertices that is obtained by directing all of the edges in a complete undirected graph. A convex subset is a subset of the vertices such that any vertex not in the subset either dominates or is dominated by all of the vertices in the convex subset. A convex subset partitions the vertex set into three subsets: the convex subset, those vertices that dominate all of the vertices in the convex subset, and those vertices that are dominated by all of the vertices in the convex subset. This observation leads to a complete characterization of the convex subsets in a tournament which leads to a serial algorithm that nds all convex subsets in any tournament within O(n 4 ) time. Although it is known that a single convex subset can be found in O(n 3 ) time 2], our algorithm enumerates all of them (potentially (n 2 ) 5]) in O(n 4 ) time. Furthermore, we give a work-e cient NC algorithm that takes O(log 2 n) time and O(n 4 ) processors for nding all convex subsets in any tournament. Finally, our algorithm (in both the parallel and sequential versions) can be easily modi ed to provide solutions to variations of the convex subsets problem, including nding all of the convex subsets that contain a given subset of vertices and e ciently nding the smallest convex subset that contains a given subset with two or more vertices.
Background
Varlet investigated many properties of convexity in tournaments and suggested \it would be nice to have a simple algorithm giving all convex subsets of a tournament" 5]. Determining a single convex subset in a tournament is essentially equivalent to nding a split in a directed graph (digraph) when the digraph is a tournament. This fact is alluded to in 1], though no proof is given in the literature. For completeness we have included a proof in the appendix. The graphs induced by a split are called a simple decomposition of the graph. Cunningham gives an O(n 4 ) algorithm for determining whether a graph has a split and for computing a generalization of a simple decomposition called a prime decomposition 3]. When restricted to a tournament, a simple decomposition yields a convex subset if one exists. A prime decomposition of a tournament yields a list of graphs such that each graph directly corresponds to either a convex subset that does not properly contain another convex subset (i.e., a minimal convex subset) or a subtournament that contains no (nontrivial) convex subsets. The prime decomposition of a tournament of size n has O(n) graphs. Since there are tour-naments with (n 2 ) convex subsets 5], the prime decomposition will not immediately give rise to all convex subsets in a tournament. An obvious algorithm that extracts all convex subsets from a prime decomposition by repeatedly considering the union of known convex subsets with other known convex subsets and parts of the prime decomposition takes O(n 5 ) time. Any approach that repeatedly checks candidate subsets for convexity will likely take (n 4 ) time in the worst case since (n 2 ) subsets might be considered and each convexity check takes (n 2 ) time in the worst case.
Bouchet gives an O(n 3 ) time algorithm for nding a split of a digraph 2] (a convex subset in a tournament) if one exists. This algorithm shares the limitations of Cunningham's algorithm in generating all convex subsets of a tournament. Astie-Vidal and Matteo were the rst to give an algorithm that enumerates all of the convex subsets of a tournament 1]. However, their algorithm applies only to regular tournaments (tournaments where the outdegree of each vertex is equal to its in-degree). They claim that the number of \elementary operations" for their algorithm is O(n 3 ). However, they include operations such as set intersection and set subtraction as elementary operations. In this paper, we view those operations (as well as other related operations) as taking O(n) time. Their algorithm has an O(n 4 ) time bound with this interpretation. Our algorithm with that same time bound computes all of the convex subsets of any tournament. Furthermore, we parallelize our algorithm to show that the problem of computing all of the convex subsets of a tournament is in NC. The algorithm given by Astie-Vidal and Matteo does not have an obvious parallelization. Also note that Cunningham's algorithm is not obviously parallelizable as it requires vertices to be considered in a very special order.
De nitions
Let T = (V; E) be a tournament on n vertices. Assume that V = f 1; 2; : : : ; n g. For vertices v; w 2 V , we say that v dominates w (denoted v ! w) if the edge between v and w is directed from v to w. A convex subset in T is a set C V such that for any v 2 V ? C either v dominates every vertex in C (denoted v ) C) or every vertex in C dominates v (denoted C ) v). This notion is illustrated in Figure 1 . Since every subset of V of size 0, 1, and n is convex, these convex subsets are called trivial. This paper deals only with nding the nontrivial convex subsets and, henceforth, we use the term convex to mean nontrivial convex. Finally, note that we call sets A; B; and C strongly incomparable if A 6 B C; B 6 A C; and C 6 A B. 
This de nition implies a closure operator and immediately suggests an obvious O(n 5 ) time algorithm for computing all convex subsets. In Section 2 we present this algorithm more completely and prove its correctness. We also show that every convex subset is the closure of a subset of cardinality two by showing that every convex subset is equal to some C i;j (de ned below). The time bound is easy to verify. Computing M(C i;j (k ? 1)) takes O(n 2 ) time since at most each pair of vertices needs to be considered. We can stop computing each C i;j (k) when k = n?1 or when C i;j (k) = C i;j (k?1). Let C i;j denote the resulting set. Since there are O(n 2 ) sets to compute, the claimed bound is immediate.
We use the following notation and lemma in the demonstration of a polylogarithmic time bound for our parallel algorithm in Section 3, as well as in improving the time bound of the obvious algorithm in Section 4. The lemma shows a simple relationship among vertices in a convex subset and, curiously, allows us to ignore the vertex j in our algorithms.
Let r i;j (v) denote the round of induction when vertex v is brought into C i;j . Thus, Now suppose exactly one of r i;j (x) and r i;j (y) is k ? 1. Without loss of generality, assume it is r i;j (x). Thus, r i;j (y) k ? 2 and y must have the same orientation to v as does i, otherwise r i;j (v) would be one more than r i;j (y). This implies that either
Since we know there is always at least one such \predecessor" vertex, w, we de ne a function P i;j : (C i;j ? f i; j g) ! V such that P i;j (v) = w where w is the lowest numbered vertex satisfying r i;j (w) = r i;j (v) ? 1 and either w ! v ! i or i ! v ! w.
Note that these predecessor functions compose with themselves. We will use P l i;j to denote the composition of P i;j with itself l times.
Finding All Convex Subsets
In this section we show that the algorithm in Figure 2 nds all convex subsets of a tournament. The modi cations used to provide a faster serial algorithm and an NC algorithm do not invalidate the results of this section. We begin with a useful lemma from 5]. The following lemma is of particular importance in proving the correctness of our algorithms. We use this lemma to show that three strongly incomparable convex subsets cannot be related to one another via various \intersection" properties. Three of these intersection properties are identi ed in the corollaries that follow the lemma. Lemma 2.2 There do not exist three distinct vertices x; y; z 2 V and three distinct convex subsets A; B; and C such that x = 2 A; y; z 2 A, y = 2 B; x; z 2 B, z = 2 C; and x; y 2 C.
Proof : Assume that three such vertices x; y; z 2 V along with the corresponding convex subsets A; B; and C do exist. Consider the triangle of vertices x, y, and z. Without loss of generality, assume that y ! z. Since y; z 2 A and A is convex, either x ! y and x ! z or y ! x and z ! x. If x ! y, then the set B cannot be convex because of the two-path x ! y ! z, a contradiction. So it must be that y ! x and z ! x. Similarly, the two-path y ! z ! x implies that C cannot be convex, leading to a contradiction and thus implying the claim.
The following corollaries provide a more concrete interpretation of the previous lemma. The rst one shows that no three strongly incomparable convex subsets share a common intersection as shown in Figure 3a . Theorem 2.7 Let C be any convex subset in a tournament or the trivial convex subset consisting of the entire tournament. Then C = C i;j for some i; j 2 V .
Proof : Suppose there are convex subsets which are di erent than every C i;j for i; j 2 V . Let C be such a convex subset of minimal cardinality. Pick any vertex x 2 C. Consider C x;c for all c 2 C, c 6 = x. None of these C x;c 's can be C by our assumption, and each of these C x;c 's must be a subset of C by the de nition of C x;c . Now choose all of the \largest" C x;c 's where largest means that C x;c is not a proper subset of any other C x;c 0 for c 0 2 C. Note that by Corollary 2.3 there are at most two such largest convex subsets. Also note that there must be at least two such largest convex subsets otherwise the largest would be equal to C, violating our initial assumption. Therefore, vertex x divides C into two subsets A C and B C such that A B = C and x 2 A \ B. We now turn our attention to C y;z and ask the question, \How big is C y;z ?". Using C x;y ; C x;z ; and C y;z , Corollary 2.5 implies that x 2 C y;z . But, since x; y 2 C y;z , we know that C x;y C y;z by Lemma 2.6. Similarly, since x; z 2 C y;z , we know that C x;z C y;z .
We therefore have C y;z = C, which contradicts our original assumption.
Note that Theorem 2.7 does not extend to half-splits in general digraphs because half-splits are not necessarily the closure of subsets of cardinality two. However, a direct result of this theorem is a tight upper bound on the number of convex subsets in a tournament. Corollary 2.8 There are at most n(n+1)=2+1 convex subsets (including trivial ones) in any tournament on n vertices. Furthermore, this bound is tight.
Proof : Theorem 2.7 implies an upper bound of n(n-1)/2 -1 nontrivial convex subsets. Clearly, there are exactly n + 2 trivial convex subsets. The tightness of the bound follows from Varlet's claim that a transitive tournament has exactly n(n + 1)=2 + 1 convex subsets 5].
Finding Convex Subsets in Parallel
In this section we describe a parallel algorithm that nds all convex subsets in O(log 2 n) time using O(n 4 ) processors on a CREW-PRAM. (See J a J a for a description of CREW-PRAM.)
An obvious parallelization of the sequential algorithm given in Section 2 assigns a group of processors to each set C i;j . This algorithm, however, may not result in a polylogarithmic-time algorithm since the computation of each C i;j may require as many as n ? 1 rounds. A more aggressive approach that takes advantage of Lemmata 1.1 and 2.6 substantially reduces the number of rounds.
We introduce slightly di erent notation for the intermediate sets in the parallel computation of C i;j . This new notation is used to di erentiate between the two constructions. Intuitively, C 0 i;j (k) denotes the set of vertices in C i;j after k rounds of the parallel algorithm. A more formal notion comes from the algorithm given in Figure 4 . Proof : The only di erence between Figure 4 and the algorithm in Figure 2 is the extra loop in Lines 8 and 9. This does not alter the output of the algorithm as demonstrated by Lemma 2.6.
The following lemma shows the time bound for the algorithm in Figure 4 . with the vertex y are stored. Adding these outputs will determine whether y belongs in the set M 0 i;j . The union at Line 7 can clearly be done in O(1) time using O(n) processors without using concurrent write. The O(n) unions at Line 9 of the algorithm take O(log n) time using O(n 2 ) processors using the exclusive write model.
Since there are O(n 2 ) vertex pairs, the total processor requirement is O(n 4 ). Furthermore, since each of the O(log n) iterations of the repeat loop of Lines 4-10 takes O(log n) time, the claimed time bound holds.
A Better Analysis of the Sequential Algorithm
The running time we originally gave for the sequential algorithm in Figure 2 is not as tight as possible. Here we improve our analysis by showing that the computation of the mediocre sets at Line 6 is not as expensive as rst observed. What remains to be shown is that the computation of M(C i;j (k?1)) does not cause the time bound to be exceeded. This is done by looking at the total work performed over all such computations of mediocre sets (hence, over all iterations of the Repeat loop). This algorithm is asymptotically not as fast as Bouchet's algorithm for nding a split of a digraph. However, our algorithm nds all convex subsets (or splits) in O(n 4 ) time, whereas Bouchet's algorithm nds only one in O(n 3 ) time. It is not clear how to modify Bouchet's algorithm to nd all of the convex subsets.
Summary
We have proven properties about the relationships among convex subsets in tournaments that provide a basis for sequential and parallel algorithms for nding convex subsets in tournaments. Because of these properties, our algorithm can be easily modi ed to an O(n 3 ) time algorithm to determine all of the convex subsets that contain a given subset of vertices. Let S be a given subset. Let V ? S = f v 1 ; v 2 ; :::; v k g. Now all convex subsets that contain S can be computed by using S; S f v 1 g; :::; S f v k g as starting points for computing mediocre sets.
To compute the smallest convex subset that contains a set S can be done simply by using S as the starting point. This can be done in O(n 2 ) time if S has at least two vertices. If jSj = 1 then, using this approach, all the starting subsets mentioned above must be used and the time bound is O(n 3 ).
Finally, note that the parallel version of our algorithm will solve both of the variations mentioned above in O(log 2 n) time using O(n 4 ) processors.
Appendix: Splits in Tournaments
Here we show the relationship between nding convex subsets in a tournament and nding splits in a digraph when the digraph is restricted to a tournament. We use notation adapted from 3]. Let G 1 = (V 1 ; A 1 ) and G 2 = (V 2 ; A 2 ) be two digraphs such that V 1 \ V 2 = f v g. De ne a composition of G 1 and G 2 , written as G = G 1 G 2 as follows. Let A in = f (x; y) j (x; y) 2 A 1 A 2 ; x 6 = v 6 = y g. Let 
