A new distribution, the gamma-Pareto, is defined and studied and various properties of the distribution are obtained. Results for moments, limiting behavior and entropies are provided. The method of maximum likelihood is proposed for estimating the parameters and the distribution is applied to fit three real data sets.
Introduction
The Pareto distribution was named after Swiss economist Vilfredo Pareto (1848 Pareto ( -1923 who discovered it while studying distributions for modeling income in Switzerland. Since that time, the Pareto distribution has been widely used in modeling heavy-tailed distributions, such as income distribution. Many applications of the Pareto distribution in economics, biology and physics can be found throughout the literature. Burroughs and Tebbens (2001) discussed applications of the Pareto distribution in modeling earthquakes, forest fire areas and oil and gas field sizes, and Schroeder, et al. (2010) presented an application of the Pareto distribution in modeling disk drive sector errors. To add flexibility to the Pareto distribution, various generalizations of the distribution have been derived, including: the generalized Pareto distribution (Pickands, 1975) , the beta-Pareto distribution (Akinsete, et al., 2008) , and the beta generalized Pareto distribution (Mahmoudi, 2011 ( ) r t be the probability density function (PDF) of a random variable, T, defined on [0, )
∞ . The CDF of the T-X family of distributions defined by Alzaatreh, et al. (2012) is given by Alzaatreh, et al. (2012) named this family of distributions the Transformed-Transformer family (or T-X family). When X is a continuous random variable, the probability density function of the T-X family is ( (Johnson, et al., 1994) .
The Gamma-Pareto Distribution If X is a Pareto random variable with density function 1 α = the gamma-Pareto distribution reduces to the Pareto distribution with parameters 1/c and θ , and when 1 n α = + , it reduces to the upper record value distribution arising from Pareto identically independent random variables (Ahsanullah & Houchens, 1989) . From (2.2), the CDF of the gammaPareto distribution is obtained as Johnson, et al. (1994) discussed different types of Pareto distributions and their CDFs. These are Using equation (1.3), the corresponding PDF of gamma-Pareto II, gamma-Pareto III, and gamma-Pareto IV can be written as shown in Table 1 .
Some relationships among these distributions are:
• If Y follows the gamma-Pareto distribution in (2.2), then the translation X Y θ = − follows the gamma-Pareto II distribution.
• When a = 1 and b = 0, the gamma-Pareto III distribution reduces to the gamma-Pareto II distribution.
Pareto II:
• When 1 γ = and μ σ θ = = , the gammaPareto IV distribution reduces to the gamma-Pareto distribution in (2.2) with parameters α , c and θ .
• When 1 γ = and 0 μ = , the gamma-Pareto IV distribution reduces to the gamma-Pareto II distribution.
Properties of the gamma-Pareto distribution
The following Lemma shows the relationship between the gamma-Pareto distribution and the gamma distribution. 
Lemma 1 Proof
The result follows by using the transformation technique.
The hazard function associated with the gamma-Pareto distribution is
and the limiting behaviors of the gamma-Pareto PDF and the hazard function are given in the following theorem.
Theorem 1
The limit of the gamma-Pareto density function and the gamma-Pareto hazard function 
gamma-Pareto IV: 
Using L'Hôpital's rule, it can be shown that The entropy of a random variable X is a measure of variation of uncertainty (Rényi, 1961) . Shannon entropy (Shannon, 1948) for a random variable X with PDF g(x) is defined as
Shannon showed important applications of this entropy in communication theory and many applications have been used in alpha =2, c =1, theta =1 alpha =2, c =0.5, theta =1 alpha =10,c =0.15, theta =1 alpha =2, c =0.5, theta =3 alpha =2, c =0.8, theta =3 different areas such as engineering, physics, biology and economics.
Lemma 2
The Shannon entropy of the gamma-X family of distributions is given by
where ψ is the digamma function and T is the gamma random variable with parameters α and β .
Lemma 2 Proof See Alzaatreh, et al. (2012) for proof details.
Theorem 3
The Shannon entropy for the gammaPareto distribution is given by log log log ( ) ( 1) (1 ) ( ). 
s c
Using equation (3.7), the Rényi entropy in (3.5) can be written as 
Moments and Mean Deviations
The non-central moments for the gamma-Pareto distribution in (2.2) can be written as 
Using equations (4.2) and (4.3), the central moments for the gamma-Pareto random variable X can be simplified to (1 3 ) 2(1 ) 3(1 2 ) (1 ) ( (1 2 ) (1 and by using equations (2.3) and (4.9), the mean deviation from the mean is
and the mean deviation from the median is (1) x and then use the MLE method to estimate α and c by excluding the sample minimum. Applying Smith's method to obtain the MLE for the gamma-Pareto parameters, the loglikelihood function for the gamma-Pareto distribution is given by
(1)
log ( , ) log ( ; , , ) log log ( ) log (1 ) log( / ) ( 1) log log( / ) . The derivatives of (5.1) with respect to α and c are given by (1) (1) log log ( ) log log .4) where n′ is the frequency of (1) x . Equation In the following, the uniformly minimum variance unbiased estimator (UMVUE) is derived for the parameter c assuming that the parameters α and θ are known. The following theorem by Lehmann & Scheffé (1950) is needed in order to find the UMVUE for the parameter c.
Theorem 6
Let 1 2 , ,..., n X X X be a random sample from PDF ( , ), . 
Applications
The gamma-Pareto is applied to three data sets: The first data set (see Table 3 ) was analyzed by Akinsete, et al. (2008) and represents Floyd River flood rates for the years 1935-1973 in Iowa, USA. The second data set (see Table 5 ) is from Mahmoudi (2011) and it represents the fatigue life of 6061-T6 aluminum coupons cut parallel with the direction of rolling and oscillated at 18 cycles per second. The third data set (see Table 7 ) was analyzed by Eugene (2001) and represents the observed frequencies for Tribolium Confusum Strain #3. The maximum likelihood estimates, the loglikelihood value and the AIC (Akaike Information Criterion) values for the fitted distributions are reported in Tables 4, 6 and 8. Akinsete (2008) fitted the data in Table  3 to the beta-Pareto distribution and compared the result with the Pareto and the generalized Pareto distribution (Pickands, 1975) . Results are shown in Table 4 , along with the result obtained by fitting the gamma-Pareto distribution to the data. The results show that both beta-Pareto and gamma-Pareto distributions provide adequate fit to the data. Because the gamma-Pareto distribution has only three parameters, this is an advantage for using it over the four-parameter beta-Pareto distribution. In examining the distribution of this data, observe that the data has a reversed J-shape distribution; this suggests that the gamma-Pareto distribution performs well in modeling reversed J-shape distribution. Figure 4 displays the empirical and the fitted cumulative distribution functions and supports the results shown in Table 4 .
Mahmoudi (2011) proposed a fiveparameter beta generalized Pareto distribution. He fitted the data (shown in Table 5 ) and compared the result with beta-Pareto, threeparameter generalized Pareto, Weibull and Pareto distributions. To conserve space, only the results of fitting beta generalized Pareto and beta-Pareto from Mahmoudi (2011) are reported in Table 6 along with the result of fitting the gamma-Pareto distribution to the data. The results in Table 6 indicate that the gamma-Pareto distribution provides the best fit among the distributions. The distribution of this data indicates that the data is approximately symmetric. This example suggests that the gamma-Pareto distribution does very well in fitting the distribution of data which is approximately symmetric. Figure 5 displays the empirical and the fitted cumulative distribution functions and supports the results shown in Table 6 . Table 7 and compared the result with gamma distribution and Lagrange-gamma distribution proposed by Famoye and Govindarajulu (1998) . These results are reported in Table 8 along with the result of fitting the data to the gamma-Pareto distribution. The results from the log-likelihood and AIC values indicate that the gamma-Pareto and the generalized normal distributions fit the data best. Figure 6 displays the empirical and the fitted cumulative distribution functions. Figure 6 shows that the generalized normal distribution does not fit the left tail very well, however, the gamma-Pareto distribution does provide a good fit. The distribution shows that the data has a long right tail. This example suggests that the gamma-Pareto distribution does very well in fitting the distributions of data with a long right tail characteristic. Conclusion This article defined the gamma-X family and studied a special case of the gamma-X family, the gamma-Pareto distribution. Various properties of the gamma-Pareto distribution were investigated, including moments, deviations from the mean and median, hazard function, unimodality, entropies and Fisher information matrix. Results of the uniformly minimum variance unbiased estimator was obtained for one of the shape parameters of the gamma-Pareto distribution. Three real data sets were fitted to the gamma-Pareto distribution and compared with other known distributions. Results show that the gamma-Pareto distribution provides a good fit to each data set and suggests that the gamma-Pareto distribution can be a good model to fit data with a reversed J-shape, approximately symmetric and long right tail characteristics. 
