The zeros of the dispersion function that arise in particle transport with anisotropic scattering are studied. An algebraic test for the number of zeros is presented.
I. INTRODUCTION
In treating particle transport in plane geometry with azimuthal symmetry, the transport equation of the particle density ' J1 (x, ft) is often written in the form where c is the mean number of secondary particles per collision, x is the distance measured in mean free paths, and ft is the direction cosine of the angle between the x axis and the particle velocity. Here it is assumed that the scattering law is such thatf( ft, ft') can be adequately represented by a finite Legendre expansion, viz.,
N f(ft,ft') = L (2n + l)f"P,,(ft)P,,(ft'), (1.2) ,,=0
where P" (ft) is the Legendre polynomial of order nand physical considerations require that 10 = 1 and If" 1<: 1, n > 1. For definitiveness it will be assumed that fN i= O. The purpose of this paper is to reexamine the zeros of the dispersion function that arises in the solution to Eq. (1.1). In particular, Mika 2 showed over two decades ago that solutions of the form qJ" (ft)exp ( -x/v) (v-ft) qJ,,(ft) = -L vP"(ft)h,,,e(v) , (1.3) 2 ,,=0 where ( 1.4) Further, Mika showed, using the orthogonality and recursion properties of Legendre polynomials, that h",e ( ft) is a polynomial uniquely determined by the recursion formula +I,e(V) +nh,,_I,e(V) = (2n + 1) ( 1 -cf" )vh",e (v) , ( 1.5) and the nonrestrictive requirement that h _ I,e (v) = 0 and hO,e(v) = 1.
(1.6)
The so-called discrete solutions of Eq. (1.1) are obtained by solving Eq. (1.3) for qJ" ( jl) and using the normalization given by Eq. (1.6). The result is that discrete solutions occur for those values of v in the complex plane The dispersion function obviously has a cut in the complex v plane along (-1, + 1). The Other statements about the location and character of the zeros can be made. It is readily seen that the roots must occur in ± pairs. Further, Case 3 showed that if c < 1 that the zeros of Ae ( v) are real. Moreover, Case showed that if 1 -cf .. ;;; .O for n = 1,3,5, ... , the zeros are all simple and are either real or purely imaginary. However, the determination of the number of zeros of the dispersion function remains relatively primitive. The number of zeros 2M of Ae (v) can be obtained from the argument principle. The contour C in Fig. 1 and a contour at infinity encloses the cut plane. Because Ae ( 00) is a constant, the number of zeros of the dispersion function is given by the change in the argument of Ae ( v) along C as the contour is collapsed (with p-o) onto the real interval ( -1, + 1). This procedure yields
where Ac Arg Ae+ (ft) represents the change in the argument of A/ (ft) as ft varies along the directed line from -1 to + 1. Since the imaginary part of A/ (ft), ftE( -1, + 1), is a polynomial of at most degree N + 1, then M<:N + 1. For linear anisotropic scattering (N = 1), the number of pairs of zeros of Ae (v) can be shown to be either one or two depending on the values of c and fl' The proof of this last statement is essentially an algebraic one. As will be seen below, the enumeration of the pairs of zeros of
Ac ( v) becomes more difficult as the order of the scattering increases. For N> 4 and for a given value of C and a set of {(II }, the enumeration of the pairs of zeros of the dispersion function in some kind of "closed form" is an unlikely possibility and resort to some sort of numerics is inevitable. The big problem with a numerical evaluation of the change in the argument of a function is that it is easy to lose track as the argument unfolds. Thus an independent evaluation of the number of pairs of zeros would be useful.
The main result of this paper provides such an algebraic test for the number of pairs of zeros of the dispersion function. The proof of this test is based in part on the observation that the function re (1) can be regarded as a polynomial in c Thus the point v = 00 maps by A( oo,s) = OintoN· + 1 real points, the nonzero f,. in the s plane. These points are, of course, distinct if the I" are all different. Consequently, it will be assumed for simplicity that all the nonzero I" are distinct. However, since A(v,s) and r ( v,s) are also polynomials in the/" , the main results obtained here also follow for nondistinctl n by continuity. Other points in the v plane also map into real points in the s plane. To this point consider the following. Proof: The proof of this lemma follows from using the dispersion function in a form written by Inonii,
(2.7)
If Kn < n of the I" are zero and (2.8) the recursion formula for the h" (v,s) can be written as 
Thus the auxiliary dispersion function A ( v,s) takes the form
(2.10) 
Rewriting Eq. (2.9) for s = Sl' V = VO' and then for s = S2' V = Vo, and combining the results in a familiar fashion yields
Because hn (vo,s) 
Hence, for example, if all ofthef" are non-negative, then the sum in the last expression is positive and therefore S I real. To pin down the general situation consider the relation given by Bowden et a/.,9 Here the fact that h n (VO,sI) = lin (VO,sI) 
whereM o is finite andPn (v) is an even polynomial with real coefficients. Thus D( v) is analytic on the complex plane cut along [ -1, + 1], has at most a finite-order pole at infinity, and has the limits (2.22) Proof: As demonstrated by Inonii, 8 the recursion formula for P" (v) and h n (v,s) can be used to write vy(v,s) 
This expression is entirely analogous to Eq. (2.10) with Q" (v) replaced by P" (v) . Thus letting voeR\( -1, + 1) be fixed, letting So be a nonzero root of r( vo,s) = 0, and following the proof of Lemma 1 yields N i h " (vo,so) 
Proof: Let

A'(v,s) =R(v,s)/[vQo(v)] -r(v,s).
(2.28)
For fixed v# 1 the zeros of A( v,s) and A ' (v,s) coincide. For v = 1, it is obvious that A' (v,s) vanishes at the zeros of
r(l,s). Thus if Sj (v) is a zero of A'(V,s) then
ISj (v) -Sj(v)1 = ISj (v) -Sj +Sj -Sj(v)1
The proof is completed by noting that the right-hand side of the last equation vanishes in the limit 'V--+ 1. A similar calculation leads to the following. Lemma 6:
where
So(v) = -bl(v) -ao(v)vQo(v) +al(v)/ao(v). (2.32)
with the polynomials a" (v) and b" (v) given by Eqs. (2.3) and (2.4).
Proof: Let
A"(v,s) =s+ ~ bn+dv)a,,(v)vQo(V), (2.33) ,,=0
s"
and note that for v# 1, the zeros of A (v,s) and A" (v,s) Proof: The proof of this lemma is similar to Lemma 7 and again the proof will be illustrated for S / (!1-). The proof for S j -(!1-) follows in an analogous manner. As in Lemma 7, let So be a root of A + ( !1-0,s) = 0, where !1-oE( -1, + 1) is not a zero of the discriminant of A + (!1-,s) . Again let K E be a circle of radius E > 0 centered on So so small that A + ( !1-0,s) encloses only the zero at So itself. Let 11 > 0 be the minimum of IA + (!1-0,s) I onK E • Finally letK/l bea circle centered on !1-0 so small that I A + ( !1-0,s) -A (v,s) X Ij DI [Re S';;q (JLo) (v,s) along the contour C in Fig. 1 Im 5 Table I were made with J = 50. Other numerical results agree with the azimuthally symmetric results reported by Shultis and Hill. II
IV. CONCLUDING REMARKS
It seems appropriate to conclude with a couple of remarks about the nature of the zeros of A(v,s) and y (v,s) . Several years ago Kuseer l2 pointed out that for the case .Ii = 0.1. Scale ofro reduced by factor of3. N = 2 that the zeros of Ac (v) could be complex. The advantage of the present analysis is that it points out that the zeros of A(v,s) become complex (even for real s) whenever the discriminant D( v) has zeros on the imaginary axis. Stated somewhat differently, the zeros of A (v,s) are mapped via the SJ ( v) from the v plane to thes plane and that map is conformal as long as the path in the v plane avoids the cuts as described in Sec. II. In particular, the imaginary axis in the v plane is conformally mapped to the real axis in the s plane as v marches in from infinity. This conformal mapping is broken if a zero in the discriminant of A ( v,s) is encountered, resulting with complex zeros of A ( v,s) . One can quickly show that this is just the situation for the special case considered by Kuseer. Somewhat similar related remarks can be made about the zeros ofy (v,s) . It has been shown that the number of zeros of A(v,s) and that mapping will be conformal (and thus one-to-one) if the discriminant of y ( v,s) does not vanish on the interval (sJ'O). Therefore, if the set of expansion coefficients {In} is such that the discriminant of y ( v,s) does not vanish on any of the intervals (s"O), j = 1,2, ... ,N·, in the s plane, then indeed M = a + 1. This is certainly the case for N = 0 and N = 1. However, one can show quite easily that for the case N = 2, 11 < 0, and 12 < 0 that the discriminant does vanish for s small enough. However, it is apparent that there always exist values of s greater than the largest zero of the discriminant of y ( v,s) for which the number of pairs of zeros of A( v,s) is always given by M = a + 1.
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