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Abstract
The main purpose of this paper is to give a solution to a long-standing
unsolved problem concerning the pathwise strong approximation of stochas-
tic differential equations with respect to the global error in the L∞-norm.
Typically, one has average supnorm error of order (ln k/k)1/2 for standard
approximations of SDEs with k discretization points, like piecewise inter-
polated Ito-Taylor schemes. On the other hand there is a lower bound,
which indicates that the order 1/
√
k is best possible for spline approxima-
tion of SDEs with k free knots. The present paper deals with the question
of how to get an implementable method, which achieves the order 1/
√
k.
Up to now, papers with regard to this issue give only pure existence results
and so are inappropriate for practical use. In this paper we introduce a
nonlinear method for approximating a scalar SDE. The method combines
a Milstein scheme with a pieceweise linear interpolation of the Brownian
motion with free knots and is easy to implement. Moreover, we establish
sharp lower and upper error bounds with specified constants which exhibit
the influence of the coefficients of the equation.
Keywords: Stochastic differential equation; pathwise uniform approxi-
mation; linear interpolation; free knots.
1 Introduction
Consider a scalar stochastic differential equation (SDE)
dX (t) = a (t,X (t)) dt+ σ (t,X (t)) dW (t) , t ≥ 0 (1)
with initial value X(0). Here W = (W (t))t≥0 denotes a one-dimensional Brow-
nian motion on a probability space (Ω,F ,P). We study pathwise approximation
of equation (1) on the unit interval by polynomial splines with free knots.
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For k ∈ N and r ∈ N we let Πr denote the set of polynomials of degree at
most r and we consider the space Φk,r of polynomial splines ϕ of degree at most
r with k − 1 free knots, i.e.,
ϕ =
k∑
j=1
1]tj−1,tj ] · πj ,
where 0 = t0 < · · · < tk = 1 and π1, . . . , πk ∈ Πr. Then, any approximation
method X̂k by splines with k − 1 free knots can be thought of as a mapping
X̂k : Ω −→ Φk,r,
and we denote this class of mappings by Nk,r .
Let X and X̂k denote the strong solution and an approximate solution on
[0, 1], respectively. For the pathwise error we consider the distance in L∞-norm∥∥X − X̂k∥∥L∞[0,1] = sup0≤t≤1∣∣X (t)− X̂k (t)∣∣,
and we define the error eq
(
X̂k
)
of the approximation X̂k by averaging over all
trajectories, i.e.,
eq
(
X̂k
)
=
(
E∗
∥∥X − X̂k∥∥qL∞[0,1])1/q , 1 ≤ q <∞. (2)
Here we use the outer expectation value E∗ in order to avoid cumbersome
measurability considerations. The reader is referred to [19] for a detailed study
of the outer integral and expectation.
Furthermore, we define the minimal error
emink,q (X) = inf{eq
(
X̂k
)
: X̂k ∈ Nk,r}, (3)
i.e., the q-average L∞-distance of the solution X to the spline space Φk,r .
Note, that spline approximation with free knots is a nonlinear approxima-
tion problem in the sense that the approximants do not come from linear spaces,
but rather from nonlinear manifolds Φk,r. Nonlinear approximation for deter-
ministic functions has been extensively discussed, see [6] for a survey. In the
context of stochastic processes much less is known and we refer the reader to
[2, 3, 5, 13, 18]. At first in [13] and thereafter in [5, 18] approximation by splines
with free knots is studied, while wavelet methods are employed in [2, 3].
In the sequel, for two sequences (ak)k∈N and (bk)k∈N of positive real numbers
we write ak ≈ bk if limk→∞ ak/bk = 1 and ak & bk if lim infk→∞ ak/bk ≥ 1.
Additionally ak ≍ bk means C1 ≤ ak/bk ≤ C2 for all k ∈ N and some positive
constants Ci.
Typically, linear splines with fixed knots or with sequential selection of knots
are used to approximate the solution of SDEs globally on a time interval. Such
approximations are also considered in the present paper.
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For k ∈ N we use X̂ek to denote the piecewise interpolated Euler scheme with
constant step-size 1/k. In [8] Faure has given an upper bound
eq
(
X̂ek
)
≤ C · (ln k/k)1/2 (4)
with an unspecified constant C. In [16] Mu¨ller-Gronbach has determined the
strong asymptotic behaviour of eq
(
X̂ek
)
with an explicitly given constant, namely
eq
(
X̂ek
)
≈ C
e
q√
2
· (ln k/k)1/2
with
Ceq =
(
E ‖σ‖qL∞[0,1]
)1/q
,
where ‖σ‖L∞[0,1] = supt∈[0,1] |σ (t,X (t))| .
Now, we analyze approximations that are based on a sequential selection of
knots to evaluate W , see [16] for a formal definition. This includes numerical
methods with adaptive discretization that reflects the local smoothness of the
solution. In [16] Mu¨ller-Gronbach shows that a step size proportional to the
inverse of the current value of |σ|2 leads to an asymptotically optimal method
X̂ak , more precisely
eq
(
X̂ak
)
≈ C
a
q√
2
· (ln k/k)1/2 (5)
and
Caq = (E ‖σ‖q2)
1/q
,
where ‖σ‖2 =
(∫ 1
0
(σ (t,X (t)))2 dt
)1/2
.Moreover, he establishes strong asymp-
totic optimality of the sequence X̂ak , i.e., for every sequence of methods X̂k that
use k sequential observations of W
eq
(
X̂k
)
&
Caq√
2
· (ln k/k)1/2 . (6)
Typically Caq < C
e
q and C
a
q > 0, which means that the convergence order
(ln k/k)1/2 cannot be improved by sequential observation of W.
In the present paper we do not impose any restriction on the selection of the
knots, i.e., we assume to have complete information about the individual paths
of W and X .
On the other hand we know from Creutzig et al. [5] that
emink,q (X) ≍ (1/k)1/2 . (7)
Hence the order 1/
√
k is best possible for spline approximation of SDEs with
k− 1 free knots. We add that the same order of convergence is achieved by the
average Kolmogorov widths, see [4, 14, 15].
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In the present paper we address the open question how to get an imple-
mentable method with error of order (1/k)
1/2
. Up to now, there are only pure
existence results available in literature. We introduce an approximation method
X˜∗∗ε which combines a Milstein scheme with a free knot linear interpolation of
the Brownian motionW with guaranteed a priori given accuracy ε. The method
X˜∗∗ε progresses from the left to the right and is easy to implement. For the er-
ror of X˜∗∗ε we demonstrate the strong asymptotic behaviour with an explicitely
given constant, namely
lim
ε→0
(1/ε) · eq
(
X˜∗∗ε
)
=
(
E ‖σ‖qL∞[0,1]
)1/q
(8)
and with probability one
lim
ε→0
(1/ε) ·
∥∥∥X − X˜∗∗ε ∥∥∥
L∞[0,1]
= ‖σ‖L∞[0,1] , (9)
where
τ1,1 = inf{t > 0 : sup
0≤s≤t
∣∣W (s)− s
t
·W (t)∣∣ > 1}. (10)
As a rough measure for the computational cost we use the expectation of the
number of free knots Nε used by X˜
∗∗
ε pathwise. We show that
lim
ε→0
ε2 · E (Nε) = π
2
14 · ζ (3) (11)
and with probability one
lim
ε→0
ε2 ·Nε = π
2
14 · ζ (3) . (12)
Here ζ (·) denotes the Riemann zeta function.
The structure of the paper is as follows. In Section 2 we present a free knot
linear interpolation method W˜ε of the Brownian motion W with guaranteed
accuracy ε on the interval [0, 1]. Furthermore, we address the following question:
What is the computational cost necessary to achieve the error ε? In Section 3
we specify our assumptions regarding the equation (1). The drift and diffusion
coefficients must satisfy Lipschitz conditions and the initial value must have
a finite q-moment for all q ≥ 1. Moreover, we introduce the approximation
method X˜∗∗ε and determine the strong asymptotic behaviour of the error of
X˜∗∗ε . The Appendix is devoted to the analysis of the approximation error of the
Milstein method with random step size, which is useful for our main result.
2 Free knot linear interpolation of the Brownian
motion
In this Section we introduce a free knot linear interpolation W˜ε of W with guar-
anteed accuracy ε. The way of choosing the knots is motivated by the method
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of free knot spline approximation introduced in [5]. Note that piecewise linear
interpolation of the Brownian motion at free knots with pathwise guaranteed
accuracy has also been used in [9] to study rates of convergence in the functional
law of the iterated logarithm.
Let W˜s,t denote the linear interpolation of W at s and t.
Given error bound ε > 0, we define a sequence of stopping times by τ0,ε = 0
and for j ∈ N
τj,ε = inf
{
t > τj−1,ε |
∥∥∥W − W˜τj−1,ε , t∥∥∥
L∞[τj−1,ε, t]
> ε
}
. (13)
For j ∈ N we define
ξj,ε = τj,ε − τj−1,ε.
These random variables yield the lengths of consecutive maximal subintervals
that permit piecewise linear interpolation with error at most ε. For every ε > 0
the random variables ξj,ε form an i.i.d. sequence with
ξj,ε
d
= ε2 · τ1,1 and E ((τ1,1)m) <∞ (14)
for every m ∈ N, see [7, 9].
The following Lemma yields the distribution of the stopping time τ1,1.
Lemma 1. 1. For all x > 0 we have
P (τ1,1 < x) = 1− k
(
1/
√
x
)
,
where
K (x) =
{ ∑∞
i=−∞ (−1)i e−2i
2·x2 for x > 0
0 for x ≤ 0
is the Kolmogorov distribution function.
2. We have
E (τ1,1) = (14 · ζ (3)) /π2,
where
ζ (s) =
∞∑
n=1
1
ns
is the Riemann zeta function.
Proof. ad(1) At first, note that
τ1,1 = inf{t > 0 : sup
0≤s≤t
∣∣W (s)− s
t
·W (t)∣∣ > 1}.
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Then, we have for all x > 0
P (τ1,1 < x) = P
(
sup
0≤s≤x
∣∣W (s)− s
x
·W (x)
∣∣ > 1)
= P
(
sup
0≤s≤1
∣∣W (s · x)− s ·W (x)∣∣ > 1)
= P
(
sup
0≤s≤1
∣∣∣W (s · x)√
x
− s ·W (x)√
x
∣∣∣ > 1√
x
)
= 1− P
(
sup
0≤s≤1
∣∣∣W (s · x)√
x
− s ·W (x)√
x
∣∣∣ ≤ 1√
x
)
.
From this follows the first assertion in Lemma 1, see [1].
ad(2) At first, standard relation for theta functions yields
K (x) =
√
2π
x
∞∑
i=1
e−(2i−1)
2π2/(8x2).
Then, we have
E (τ1,1) =
∫ ∞
0
P (τ1,1 > x) dx
=
∫ ∞
0
K
(
1/
√
x
)
dx
=
√
2π ·
∫ ∞
0
√
x
∞∑
i=1
e−((2i−1)
2π2/8)·x dx
=
√
2π ·
∞∑
i=1
(
8
(2i− 1)2 π2
)3/2
· Γ
(
1
2
+ 1
)
=
14
π2
· ζ (3) .
This completes the proof.
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The probability density curve of the stopping time τ1,1
We define
Nε = Nε (W ) = sup{n ≥ 0 : Sn < 1}, (15)
where
S0 = 0 and Sn =
n∑
j=1
ξj,ε, n ∈ N.
Note, that we have
E (Nε) =
∞∑
n=1
P (Sn ≤ 1)
and hence
E (Nε) <∞.
A free knot linear interpolation of W with guaranteed accuracy ε on [0, 1] is
given by
W˜ε =
Nε+1∑
j=1
1]τj−1,ε,τj,ε] · W˜τj−1,ε ,τj,ε .
We have ∥∥∥W − W˜ε∥∥∥
L∞[τj−1,ε,τj,ε]
= ε (16)
for j = 1, . . . , Nε + 1. Note, that Nε is the number of free knots on [0, 1] used
by W˜ε.
Proposition 2. For the random variable Nε we have:
1. Nε →∞, as ε→ 0 a.s.
2. limε→0 ε
2 ·E (Nε) = 1/E (τ1,1).
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3. limε→0 ε
2 ·Nε = 1/E (τ1,1) a.s.
Proof. ad(1) For all n ∈ N we have
P (Nε < n) = 1− P (Sn ≤ 1) .
We use (14) and (36) to obtain
P (Sn ≤ 1) ≥
(
P
(
ξ1,ε ≤ 1
n
))n
≥
(
1− exp
(
− C
n · ε2
))n
.
This yields
lim
ε→0
P (Nε < n) = 0
for all n ∈ N, so Nε →∞, as ε→ 0 in probability. Since Nε is increasing, holds
Nε →∞, as ε→ 0 almost surely.
ad(2) Note, that Nε+1 is a stopping time.Therefore we use the Wald’s equation
to obtain
E (SNε+1) = E (Nε + 1) · E (τ1,ε)
and hence
1
E (τ1,ε)
− 1 ≤ E (Nε) ≤ 1 + E (ξNε+1, ε)
E (τ1,ε)
− 1. (17)
Since 1{Nε=n} and ξn+1,ε are independent for all n ≥ 0, we get
E (ξNε+1, ε) = E (τ1,ε)
and hence from (17)
lim
ε→0
ε2 ·E (Nε) = 1/E (τ1,1)
by (14).
ad(3) Due to SNε < 1 ≤ SNε+1 we have(
1/ε2
) · SNε
Nε
<
1/ε2
Nε
≤
(
1/ε2
) · SNε+1
Nε + 1
· Nε + 1
Nε
.
Since Nε →∞ a.s. as ε→ 0 we get by the strong law of large numbers that
lim
ε→0
1
ε2 ·Nε = E (τ1,1) a.s.
Remark 3. For j ∈ N we define
Λj,ε =
W (τj,ε)−W (τj−1,ε)
(τj,ε − τj−1,ε)1/2
.
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From [7] we know that for every ε > 0 the random variables Λj,ε form an i.i.d.
sequence with
Λj,ε
d
= N (0, 1) .
Moreover, (Λj,ε)j∈N and (ξj,ε)j∈N are independent. See [9] too.
Using these facts, Lemma 1, (14) and (16) it is sufficient to generate realizations
of the stopping time τ1,1 and standard normally distributed random variables to
simulate the free knot linear interpolation of Brownian paths with guaranteed
accuracy ε on [0, 1].
3 The main result
In this Section we present the asymptotic analysis for the approximation method
X˜∗∗ε . The method X˜
∗∗
ε combines a Milstein scheme with the free knot linear
interpolation of the Brownian motion introduced in Section 2.
Throughout this paper we assume that the drift and diffusion coefficient
a, σ : [0,∞)× R→ R
and the initial value X (0) have following properties.
• (A) Both, a and σ are differentiable with respect to the state variable.
Moreover, there exists a constant K > 0 such that f = a and f = σ
satisfy
|f (t, x)− f (t, y)| ≤ K · |x− y| ,
|f (s, x)− f (t, x)| ≤ K · (1 + |x|) · |s− t| ,∣∣∣f (0,1) (t, x)− f (0,1) (t, y)∣∣∣ ≤ K · |x− y|
for all s, t ∈ [0,∞) and x, y ∈ R.
• (B) The initial value X (0) is independent of W and
E (|X (0)|q) <∞ for all q ≥ 1.
Note, that (A) yields the linear growth condition, i.e., there exists a constant
c > 0 such that
|f (t, x)| ≤ c · (1 + |x|) (18)
for all t ∈ [0,∞) and x ∈ R. Moreover, f (0,1) is bounded and∣∣∣f (t, x)− f (t, y)− f (0,1) (t, y) (x− y)∣∣∣ ≤ c · (x− y)2 .
Given the above properties (A) and (B), a pathwise unique strong solution of
equation (1) on [0, 1] with initial value X (0) exists. In particular the conditions
assure that
E
(
‖X‖qL∞[0,1]
)
<∞ for all q ≥ 1. (19)
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Construction of the approximation method X˜∗∗ε . Put
τℓ = τℓ,ε (20)
for ℓ = 0, . . . , Nε and τNε+1 = 1. We take the Milstein scheme to compute an
approximation to X at the discrete points τℓ. This scheme is defined by
X˘ε (τ0) = X (0)
and
X˘ε (τℓ) = X˘ε (τℓ−1) + a
(
τℓ−1, X˘ε (τℓ−1)
)
· (τℓ − τℓ−1)
+σ
(
τℓ−1, X˘ε (τℓ−1)
)
· (W (τℓ)−W (τℓ−1)) (21)
+
1
2
·
(
σ · σ(0,1)
)(
τℓ−1, X˘ε (τℓ−1)
)
·
(
(W (τℓ)−W (τℓ−1))2 − (τℓ − τℓ−1)
)
,
where σ(0,1) denotes the partial derivate of σ with respect to the second or state
variable.
Now, method X˜∗∗ε is given by
X˜∗∗ε (τ0) = X (0)
and for t ∈ ]τℓ−1, τℓ]
X˜∗∗ε (t) = X˘ε (τℓ−1) + a
(
τℓ−1, X˘ε (τℓ−1)
)
· (t− τℓ−1)
+σ
(
τℓ−1, X˘ε (τℓ−1)
)
·
(
W˜ε (t)−W (τℓ−1)
)
. (22)
Observe that method X˜∗∗ε uses Nε free knots pathwise and its computational
cost is given by E (Nε). On the basis of above preparations the main result can
now be stated.
Theorem 4. The method X˜∗∗ε satisfies
lim
ε→0
(1/ε) · eq
(
X˜∗∗ε
)
=
(
E ‖σ‖qL∞[0,1]
)1/q
(23)
and
lim
ε→0
(1/ε) ·
∥∥∥X − X˜∗∗ε ∥∥∥
L∞[0,1]
= ‖σ‖L∞[0,1] a.s. (24)
for all q ≥ 1 and every equation (1).
Proof. In order to prove the main results given in Theorem 4, we introduce
processes XMε as follows. For ε > 0 let
0 = τ0 < τ1 < · · · < τNε+1 = 1
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be the discretization (20) of [0, 1]. Now, the process XMε is given by X
M
ε (0) =
X (0) and for t ∈ [τℓ−1, τℓ]
XMε (t) = X
M
ε (τℓ−1) + a
(
τℓ−1, X
M
ε (τℓ−1)
) · (t− τℓ−1)
+σ
(
τℓ−1, X
M
ε (τℓ−1)
) · (W (t)−W (τℓ−1)) (25)
+1/2 ·
(
σ · σ(0,1)
) (
τℓ−1, X
M
ε (τℓ−1)
) · ((W (t)−W (τℓ−1))2 − (t− τℓ−1)) .
Note, that at the discretization points τℓ the processes X
M
ε coincides with the
Milstein scheme (21). Instead of estimating X − X˜∗∗ε directly, we consider
X − XMε as well as XMε − X˜∗∗ε separately. From Theorem 9 in Appendix it
follows that
lim
ε→0
(1/ε) ·
(
E
∥∥X −XMε ∥∥qL∞[0,1])1/q = 0,
and so
(
E
∥∥∥XMε − X˜∗∗ε ∥∥∥q
L∞[0,1]
)1/q
is asymptotically the dominating term.
From now on let C denote unspecified positive constants, which only de-
pend on the constant K from condition (A) as well as on a (0, 0) , σ (0, 0) and
E
∣∣X (0)∣∣q.
Proof of the upper bound in (23). Put Uℓ =
(
τℓ, X
M
ε (τℓ)
)
. Then for
t ∈ ]τℓ−1, τℓ] we have∣∣∣XMε (t)− X˜∗∗ε (t)∣∣∣ ≤ ∣∣∣σ (Uℓ−1) · (W (t)− W˜ε (t))∣∣∣+∣∣∣1/2 · (σ · σ(0,1)) (Uℓ−1) · ((W (t)−W (τℓ−1))2 − (t− τℓ−1))∣∣∣ .
Thus, by (16)∥∥∥XMε − X˜∗∗ε ∥∥∥
L∞[0,1]
≤ max
1≤ℓ≤Nε+1
|σ (Uℓ−1)| · ε+
max
1≤ℓ≤Nε+1
(∣∣∣1/2 · (σ · σ(0,1)) (Uℓ−1)∣∣∣ · sup
τℓ−1<t≤τℓ
∣∣∣(W (t)−W (τℓ−1))2 − (t− τℓ−1)∣∣∣
)
.
Minkowski’s inequality yields(
E∗
∥∥∥XMε (t)− X˜∗∗ε (t)∥∥∥q
L∞[0,1]
)1/q
≤ I (ε) + J (ε) ,
where
I (ε) =
(
E max
1≤ℓ≤Nε+1
|σ (Uℓ−1)|q · εq
)1/q
and
J (ε) =(
E max
1≤ℓ≤Nε+1
(∣∣∣∣12 (σ · σ(0,1)) (Uℓ−1)
∣∣∣∣ · sup
τℓ−1<t≤τℓ
∣∣∣(W (t)−W (τℓ−1))2 − (t− τℓ−1)∣∣∣
)q)1/q
.
11
First, from the Ho¨lder’s inequality and the boundedness of σ(0,1) as well as the
linear growth condition (18) it follows that
J (ε) ≤ C ·
[(
E
(
1 + max
1≤ℓ≤Nε+1
∣∣XMε (τℓ−1)∣∣2q))1/2q
×
(
E max
1≤ℓ≤Nε+1
sup
τℓ−1<t≤τℓ
∣∣∣(W (t)−W (τℓ−1))2 − (t− τℓ−1)∣∣∣2q
)1/2q ]
.
From Lemma 7 in the Appendix we get on the one hand(
E
(
1 + max
1≤ℓ≤Nε+1
∣∣XMε (τℓ−1)∣∣2q))1/2q ≤ C · (1 + (E ∥∥XMε ∥∥2qL∞[0,1])1/2q
)
≤ C.
(26)
On the other hand, according to the Ho¨lder continuity of W there exists for
every κ ∈ (0, 1/2) a nonnegative random variable ηκ with E (|ηκ|m) <∞ for all
1 ≤ m <∞ so that we have almost surely
|W (s+ τℓ−1)−W (τℓ−1)| ≤ ηκ · (τℓ − τℓ−1)(1−κ)/2
for all s ∈ (0, τℓ − τℓ−1] and ℓ ∈ {1, . . . , Nε + 1}. From this and Lemma 6, it
follows that(
E max
1≤ℓ≤Nε+1
sup
τℓ−1<t≤τℓ
∣∣∣(W (t)−W (τℓ−1))2 − (t− τℓ−1)∣∣∣2q
)1/2q
≤ C ·
((
E max
1≤ℓ≤k
(τℓ − τℓ−1)2q·(1−κ)
)1/2q
+
(
E max
1≤ℓ≤k
(τℓ − τℓ−1)2q
)1/2q)
≤ C ·
(
(ε · ln (1/ε))2(1−κ) + (ε · ln (1/ε))2
)
. (27)
Hence from (26) and (27) we obtain
lim sup
ε→0
(1/ε) · J (ε) = 0. (28)
By Minkowski’s inequality we have
I (ε) ≤ ε ·
((
E max
1≤ℓ≤Nε+1
|σ (Uℓ−1)− σ (τℓ−1, X (τℓ−1))|q
)1/q
+
(
E max
1≤ℓ≤Nε+1
|σ (τℓ−1, X (τℓ−1))|q
)1/q)
.
On the one hand we use the Lipschitz conditions (A) and Theorem 9 in the
Appendix to obtain(
E max
1≤ℓ≤Nε+1
|σ (Uℓ−1)− σ (τℓ−1, X (τℓ−1))|q
)1/q
≤ C · (ε · ln (1/ε))2 (29)
12
and hence
lim sup
ε→0
(
E max
1≤ℓ≤Nε+1
|σ (Uℓ−1)− σ (τℓ−1, X (τℓ−1))|q
)1/q
= 0. (30)
On the other hand we have
P
(
lim
ε→0
max
1≤ℓ≤Nε+1
|σ (τℓ−1, X (τℓ−1))|q = ‖σ‖qL∞[0,1]
)
= 1,
and from (18) and (19)
P
(
|σ (τℓ−1, X (τℓ−1))|q ≤ C ·
(
1 + ‖X‖qL∞[0,1]
))
= 1,
and
E
(
1 + ‖X‖qL∞[0,1]
)
<∞.
Hence Lebesgue’s theorem yields
lim
ε→0
(
E max
1≤ℓ≤Nε+1
|σ (τℓ−1, X (τℓ−1))|q
)1/q
=
(
E ‖σ‖qL∞[0,1]
)1/q
. (31)
From this and (30) we obtain
lim sup
ε→0
(1/ε) · I (ε) ≤
(
E ‖σ‖qL∞[0,1]
)1/q
. (32)
Now, the upper bound in (23) follows immediately from (28) and (32).
Proof of the lower bound in (23). We use (26), (27) and Theorem 9 to
obtain for every κ ∈ (0, 1/2)(
E
∥∥∥X − X˜∗∗ε ∥∥∥q
∞
)1/q
≥ I (ε)− C · (ε · ln (1/ε))2(1−κ) .
From this and (29) we get(
E
∥∥∥X − X˜∗∗ε ∥∥∥q
∞
)1/q
≥
(
E max
1≤ℓ≤Nε+1
|σ (τℓ−1, X (τℓ−1))|q · εq
)1/q
−C·(ε · ln (1/ε))2(1−κ) .
Hence Fatou’s Lemma implies
lim inf
ε→0
(1/ε) ·
(
E
∥∥∥X − X˜∗∗ε ∥∥∥q
∞
)1/q
≥
(
E ‖σ‖qL∞[0,1]
)1/q
,
which completes the proof of (23).
By using Corollary 10 in Appendix and the same arguments as in the proof
of (23) follows the assertion (24).
Corollary 5. From Proposition 2 and Theorem 4 we deduce that
lim
ε→0
√
E (Nε) · eq
(
X˜∗∗ε
)
= (E (τ1,1))
−1/2 ·
(
E ‖σ‖qL∞[0,1]
)1/q
(33)
and
lim
ε→0
√
Nε ·
∥∥∥X − X˜∗∗ε ∥∥∥
L∞[0,1]
= (E (τ1,1))
−1/2 · ‖σ‖L∞[0,1] a.s. (34)
for all q ≥ 1 and every equation (1)
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4 Appendix
As previously, C denotes unspecified positive constants, wich only depend on
the constant K from condition (A) as well as on a (0, 0) , σ (0, 0) and E
∣∣X (0)∣∣q.
For ε > 0 let XMε denotes the process (25) with discretization (20)
0 = τ0 < τ1 < · · · < τNε+1.
For ℓ = 1, . . . , Nε put
∆ℓ = τℓ − τℓ−1 and ∆Nε+1 = ξNε+1,ε.
Note, that ∆ℓ is a stopping time with respect to the right-continuous filtration
generated by the Brownian motion (W (t+ τℓ−1)−W (τℓ−1))t≥0. We derive
upper bounds for (
E
∥∥X −Xε∥∥qL∞[0,1])1/q
in terms of
C · (ε · ln (1/ε))2 .
We use this estimate in the analysis of the approximation method (22). In [18]
an upper bound in the case of deterministic step size has been presented.
Lemma 6. For all 1 ≤ q <∞ we have(
E max
1≤ℓ≤Nε+1
∆qℓ
)1/q
≤ C · (ε · ln (1/ε))2 . (35)
Proof. At first, from Lemma 2 we have for every ε > 0
Nε + 1 ≤ ⌊1/ε2⌋ a.s.
We have
E
(
max
1≤ℓ≤⌊1/ε2⌋
∆qℓ
)
=
∫ ∞
0
P
(
max
1≤ℓ≤⌊1/ε2⌋
∆ℓ > t
1/q
)
dt
=
∫ ∞
0
(
1−
(
P
(
ξ1,ε ≤ t1/q
))⌊1/ε2⌋)
dt
=
∫ ∞
0
(
1−
(
P
(
ξ1,1 ≤ t1/q/ε2
))⌊1/ε2⌋)
dt.
Note, that from [5] we have for all t ≥ 1
P (ξ1,1 > t) ≤ exp (−C · t) (36)
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with some constant C > 0.
Hence
E
(
max
1≤ℓ≤Nε+1
∆qℓ
)
≤ E
(
max
1≤ℓ≤⌊1/ε2⌋
∆qℓ
)
≤ (ε · ln (1/ε))2q + ε2q · ⌊1/ε2⌋ · q ·
∫ ∞
(ln(1/ε))2
tq−1 exp (−C · t) dt.
≤ C ·
(
(ε · ln (1/ε))2q + (ε · ln (1/ε))2q · ⌊1/ε2⌋ · exp
(
−C · (ln (1/ε))2
))
≤ C · (ε · ln (1/ε))2q .
This finishes the proof.
Lemma 7. For all 1 ≤ q <∞ we have
E sup
t∈[0,1]
∣∣XMε (t)∣∣q ≤ C (37)
and
E sup
t∈[τℓ−1,τℓ]
∣∣XMε (t)−XMε (τℓ−1)∣∣2q ≤ C ·E (∆qℓ) . (38)
Proof. We may assume that q ≥ 2. Using the linear growth condition (18) it is
easy to show by induction on ℓ that
E
∣∣XMε (τℓ)∣∣q <∞ (39)
for all ℓ ∈ {1, . . . , Nε + 1}. Put Uℓ =
(
τℓ, X
M
ε (τℓ)
)
. Then, we have
XMε (t) = X (0) +
∫ t
0
Nε+1∑
ℓ=1
a (Uℓ−1) · 1]τℓ−1,τℓ] (s) ds
+
∫ t
0
Nε+1∑
ℓ=1
σ (Uℓ−1) ·
(
1 + σ(0,1) (Uℓ−1) · (W (s)−W (τℓ−1))
)
· 1]τℓ−1,τℓ] (s) dW (s) .
Define Y (t) = sups≤t
∣∣Xε (s)∣∣q, t ∈ [0, 1]. Then, we have
E (Y (t)) ≤
3q−1 ·
[
E |X (0)|q + E sup
s≤t
∣∣∣∣∣
∫ s
0
Nε+1∑
ℓ=1
a (Uℓ−1) · 1]τℓ−1,τℓ] (u) ds
∣∣∣∣∣
q
+
E sup
s≤t
∣∣∣∣∣
∫ s
0
Nε+1∑
ℓ=1
(
σ (Uℓ−1) +
(
σ · σ(0,1)
)
(Uℓ−1) · (W (u)−W (τℓ−1))
)
· 1]τℓ−1,τℓ] (u) dW (u)
∣∣∣∣∣
q]
.
15
By the Burkholder’s and Ho¨lder’s inequalities, see [11, Theorem 3.28], we get
E (Y (t)) ≤
cq ·
[
E |X (0)|q + E
(∫ t
0
∣∣∣∣∣
Nε+1∑
ℓ=1
a (Uℓ−1) · 1]τℓ−1,τℓ] (s)
∣∣∣∣∣ ds
)q
+
E
∫ t
0
∣∣∣∣∣
Nε+1∑
ℓ=1
(
σ (Uℓ−1) +
(
σ · σ(0,1)
)
(Uℓ−1) · (W (s)−W (τℓ−1))
)
· 1]τℓ−1,τℓ] (s)
∣∣∣∣∣
2
ds
q/2]
≤ cq ·
[
E |X (0)|q + tq−1 · E
∫ t
0
∣∣∣∣∣
Nε+1∑
ℓ=1
a (Uℓ−1) · 1]τℓ−1,τℓ] (s)
∣∣∣∣∣
q
ds +
tq/2−1 ·E
∫ t
0
∣∣∣∣∣
Nε+1∑
ℓ=1
(
σ (Uℓ−1) +
(
σ · σ(0,1)
)
(Uℓ−1) · (W (s)−W (τℓ−1))
)
· 1]τℓ−1,τℓ] (s)
∣∣∣∣∣
q
ds
]
,
where cq denotes some positive constants depending only on q.
At first, from the linear growth condition (18) and (39) it follows that
E (Y (t)) <∞ (40)
for all t ∈ [0, 1]. We use (18) to obtain
E
(|a (Uℓ−1)|q · 1]τℓ−1,τℓ] (s)) ≤ C ·(1 + E sup
u≤s
∣∣XMε (u)∣∣q)
and
E
(|σ (Uℓ−1)|q · 1]τℓ−1,τℓ] (s)) ≤ C · (1 + E sup
u≤s
∣∣XMε (u)∣∣q) . (41)
Thus
E
(∣∣∣σ (Uℓ−1) + (σ · σ(0,1)) (Uℓ−1) · (W (s)−W (τℓ−1))∣∣∣q · 1]τℓ−1,τℓ] (s)) ≤
2q−1
[
E |σ (Uℓ−1)|q + C · E |σ (Uℓ−1)|q ·E sup
τℓ−1≤s≤τℓ
|W (s)−W (τℓ−1)|q
]
≤ C ·
(
1 + E sup
u≤s
∣∣XMε (u)∣∣q) . (42)
Hence, from (41) and (42) we get
E (Y (t)) ≤ C ·
[
E |X (0)|q + tq/2−1
(
t+
∫ t
0
E (Y (s)) ds
)]
,
and result (37) follows from (40) by Gronwall’s lemma.
Furthermore, we have
sup
t∈[τℓ−1,τℓ]
∣∣XMε (t)−XMε (τℓ−1)∣∣2q ≤ C ·
[(
1 + sup
t∈[0,1]
∣∣XMε (t)∣∣2q) · (|τℓ − τℓ−1|2q +
sup
τℓ−1≤t≤τℓ
|W (t)−W (τℓ−1)|2q + sup
τℓ−1≤t≤τℓ
|W (t)−W (τℓ−1)|4q
)]
.
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From this we obtain the second estimate (38) by using (37) and Burkholder’s
inequality.
Let
F (s) =
Nε+1∑
ℓ=1
(
a(0,1) · σ
)
(Uℓ−1) · (W (s)−W (τℓ−1)) · 1]τℓ−1,τℓ] (s) .
Lemma 8. For all 1 ≤ q <∞ we have
E sup
s≤1
∣∣∣∣∫ s
0
F (u) du
∣∣∣∣q ≤ C ·
((
E max
1≤ℓ≤Nε+1
∆2qℓ
)1/2
+ ε2q
)
. (43)
Proof. We may assume that q = 2p with p ∈ N. At first, we define
nt = max {ℓ = 1, . . . , Nε + 1 : τℓ−1 ≤ t} ,
and we consider the right continuous filtration (Ft)t∈[0,1] generated byW . Then,
we have
E sup
s≤1
∣∣∣∣∫ s
0
F (u) du
∣∣∣∣q ≤ 2q−1 [E sup
s≤1
|A1 (s)|q + E sup
s≤1
|A2 (s)|q
]
,
where
A1 (s) =
∫ τns
0
Nε+1∑
ℓ=1
(
a(0,1) · σ
)
(Uℓ−1) · (W (u)−W (τℓ−1)) · 1]τℓ−1,τℓ] (u) du
A2 (s) =
∫ τns
s
(
a(0,1)
)
· σ (Uns−1) · (W (u)−W (τns−1)) du.
We use the linear growth condition (18) and (37) as well as Ho¨lder’s inequality
to obtain
E sup
s≤1
|A2 (s)|q ≤ C · E sup
s≤1
∣∣∣∣σ (Uns−1) · ∫ τns
s
(W (u)−W (τns−1)) du
∣∣∣∣q
≤ C · E sup
s≤1
(
(τns − s)q · |σ (Uns−1)|q · sup
s≤u≤τns
|W (u)−W (τns−1)|q
)
≤ C · E max
1≤ℓ≤Nε+1
(
∆qℓ ·
(
1 +
∣∣XMε (τℓ−1)∣∣q) · sup
τℓ−1≤u≤τℓ
|W (u)−W (τℓ−1)|q
)
≤ C ·
(
E max
1≤ℓ≤Nε+1
∆2qℓ
)1/2
. (44)
We put
Θℓ =
∫ τℓ
τℓ−1
(W (u)−W (τℓ−1)) du.
Not, that from Remark 3 we have for all p ∈ N
E (Θℓ)
p
= kp · E
(
∆
3p/2
ℓ
)
,
where
kp
{
= 0 : if p odd
> 0 : else.
Using this fact it is not difficult to show that
(
A1 (s)
)
s∈[0,1]
is a right-continuous
martingale with respect to the filtration
(Fτns)s∈[0,1]. So, by Doob’s maximal
inequality we have
E sup
s≤1
|A1 (s)|2p ≤ cp · E (A1 (1))2p
= cp · E
(
Nε+1∑
ℓ=1
(
a(0,1) · σ
)
(Uℓ−1) ·Θℓ
)2p
.
For n ∈ N we put
Sn =
n∑
ℓ=1
(
a(0,1) · σ
)
(Uℓ−1) ·Θℓ and S0 = 0.
For every ε > 0 and n ∈ {0, . . . , ⌊1/ε2⌋} let Tn = (Nε + 1) ∧ n. Then, we have
STn+1 = STn+(Sn+1 − Sn)·1{Nε+1>n} = STn+
(
a(0,1) · σ
)
(Un)·Θn+1·1{Nε+1>n}.
Hence,
E
(|STn+1 |2p∣∣Fτn)
= E
((
STn +
(
a(0,1) · σ
)
(Un) ·Θn+1 · 1{Nε+1>n}
)2p ∣∣∣Fτn)
=
2p∑
r=0
(
2p
r
)
· E
(
(STn)
2p−r ·
((
a(0,1) · σ
)
(Un) ·Θn+1 · 1{Nε+1>n}
)r ∣∣∣Fτn)
=
2p∑
r=0
(
2p
r
)
(STn)
2p−r ·
((
a(0,1) · σ
)
(Un)
)r
· 1{Nε+1>n} ·E (Θn+1)r
≤ (STn)2p + C ·
p∑
r=1
(
2p
2r
)
(STn)
2p−2r ·
((
a(0,1) · σ
)
(Un)
)2r
· ε6r
≤ (STn)2p + C · ε2 ·
p∑
r=1
(
2p
2r
)
(STn)
2p−2r · (ε2 · (1 + ∣∣XMε (τn)∣∣))2r .
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We use Lemma 7 to obtain
E
(
(STn)
2p−2r · (1 + ∣∣XMε (τn)∣∣)2r)
≤
(
E (STn)
2p
) 2p−2r
2p ·
(
E
(
1 +
∣∣XMε (τn)∣∣)2p) 2r2p
≤ C ·
(
E (STn)
2p
) 2p−2r
2p
.
Thus
E|STn+1 |2p
≤ E|STn |2p + C · ε2 ·
p∑
r=1
(
2p
2r
)(
E|STn |2p
) 2p−2r
2p · ε4r
≤ E|STn |2p + C · ε2 ·
((
E|STn |2p
) 1
2p + ε2
)2p
≤ E|STn |2p ·
(
1 + C · ε2)+ C · ε4p+2.
Now observe that T⌊1/ε2⌋ = Nε + 1 and apply a discrete version of Gronwall’s
Lemma (see [17]) to obtain
E sup
s≤1
|A1 (s)|2p ≤ C · ε4p. (45)
Finally, use (44) and (45) as well as Lemma 6 to complete the proof.
Theorem 9. Let X be the solution of (1). Then, for all 1 ≤ q <∞ we have(
E
∥∥X −XMε ∥∥qL∞[0,1])1/q ≤ C · (ε · ln (1/ε))2 .
Proof. We assume without loss of generality that q = 2p with p ∈ N. Put
Uℓ =
(
τℓ, X
M
ε
(
τℓ
))
. We compute the difference X (t)−XMε (t)
X (t)−XMε (t) =
∫ t
0
Nε+1∑
ℓ=1
(a (s,X (s))− a (Uℓ−1)) · 1]τℓ−1,τℓ] (s) ds +
∫ t
0
Nε+1∑
ℓ=1
(
σ (s,X (s))− σ (Uℓ−1)−
(
σ · σ(0,1)
)
(Uℓ−1) · (W (s)−W (τℓ−1))
)
· 1]τℓ−1,τℓ] (s) dW (s)
Define
Z (t) = sup
s≤t
∣∣X (s)−XMε (s)∣∣
Vℓ (s) =
(
a(0,1) · σ
)
(Uℓ) · (W (s)−W (τℓ)) · 1]τℓ−1,τℓ] (s)
F (s) =
Nε+1∑
ℓ=1
Vℓ−1 (s) · 1]τℓ−1,τℓ] (s)
Vˇℓ (s) = σ
(0,1) (Uℓ) ·
(
XMε (s)−XMε (tℓ)− a (Uℓ) · (s− τℓ)
) · 1]τℓ−1,τℓ] (s)
Rℓ (s) =
(
σ(0,1) · σ
)
(Uℓ) ·
∫ s
τℓ
σ(0,1) (Uℓ) · (W (u)−W (τℓ)) dW (u) · 1]τℓ−1,τℓ] (s)
Fˇ (s) =
Nε+1∑
ℓ=1
Rℓ−1 (s) · 1]τℓ−1,τℓ] (s) .
Similar to (40), we use Burkholder’s and Ho¨lder’s inequalities to obtain
E (Z (t))
q ≤ C ·
[
Etq−1
∫ t
0
∣∣∣∣∣
Nε+1∑
ℓ=1
(a (s,X (s))− a (Uℓ−1)− Vℓ−1 (s)) · 1]τℓ−1,τℓ] (s)
∣∣∣∣∣
q
ds
+E sup
s≤t
∣∣∣∣∫ s
0
F (u) du
∣∣∣∣q
+Etq/2−1 ·
∫ t
0
∣∣∣∣∣
Nε+1∑
ℓ=1
(
σ (s,X (s))− σ (Uℓ−1)− Vˇℓ−1 (s)
) · 1]τℓ−1,τℓ] (s)
∣∣∣∣∣
q
ds
+Etq/2−1 ·
∫ t
0
∣∣Fˇ (s)∣∣q ds].
Using a similar argument as in proof of Proposition 1 in the Appendix of [17],
we get by Lemma 7 that
E
(∣∣σ (s,X (s))− σ (Uℓ−1)− Vˇℓ−1 (s)∣∣q · 1]τℓ−1,τℓ] (s)) ≤ C · (E∆qℓ + E (Z (s))q)
(46)
and
E
(|a (s,X (s))− a (Uℓ−1)− Vℓ−1 (s)|q · 1]τℓ−1,τℓ] (s)) ≤ C · (E∆qℓ + E (Z (s))q)
(47)
Furthermore, we have
E
(|Rℓ−1 (s)|q · 1]τℓ−1,τℓ] (s))
≤ C · E |σ (Uℓ)|q · E sup
τℓ−1≤s≤τℓ
∣∣∣((W (s)−W (τℓ−1))2 − (s− τℓ−1))∣∣∣q
≤ C · E max
1≤ℓ≤Nε+1
∆qℓ
by the linear growth condition (18), Lemma 7 and Burkholder’s inequality. Thus
E
∫ t
0
∣∣Fˇ (s)∣∣q ds ≤ C · t · E max
1≤ℓ≤Nε+1
∆qℓ . (48)
20
Combining (46)-(48) and Lemma 6 as well as Lemma 8, we get
E (Z (t))q ≤ C ·
(
tq/2−1
∫ t
0
E (Z (s))q ds+ ε2q + (ε · ln (1/ε))2q
)
.
By (19) and (37) we have
E (Z (t))q <∞
for all t ∈ [0, 1], and therefore, by Gronwall’s Lemma
E (Z (t))
q ≤ C · (ε · ln (1/ε))2q .
This concludes the proof of the Theorem.
Corollary 10. For all κ ∈ (0, 1) there exist a nonnegative random variable ζκ
with E (|ζκ|q) <∞ for all 1 ≤ q <∞ so that∥∥X −XMε ∥∥L∞[0,1] ≤ ζκ · ε2−κ a.s.
Proof. The assertions is a direct consequence from Theorem 9 and Lemma 2.1
in [12].
References
[1] P. Billingsley. Convergence of probability measures. John Wiley & Sons
Inc., New York, 1968.
[2] A. Cohen and J.-P. D’Ales. Nonlinear approximation of random functions.
SIAM J. Appl. Math., 57(2):518–540, 1997.
[3] A. Cohen, I. Daubechies, O.G. Guleryuz, and M.T. Orchard. On the im-
portance of combining wavelet-based nonlinear approximation with coding
strategies. IEEE Trans. Inform. Theory, 48(7):1895–1921, 2002.
[4] J. Creutzig. Relations between classical, average, and probabilistic Kol-
mogorov widths. J. Complexity, 18(1):287–303, 2002.
[5] J. Creutzig, T. Mu¨ller-Gronbach, and K. Ritter. Free-knot spline approxi-
mation of stochastic processes. J. Complexity, 23(4-6):867–889, 2007.
[6] R. DeVore. Nonlinear approximation. In Acta numerica, 1998, volume 7
of Acta Numer., pages 51–150. Cambridge Univ. Press, Cambridge, 1998.
[7] T. Ehlenz. Free-knot linear interpolation of the brownian motion. Diploma
thesis, TU Darmstadt, 2008.
[8] O. Faure. Simulation du mouvement brownien et des diffusions equations.
The`se, ENPC, Paris, 1990.
21
[9] K. Grill. On the rate of convergence in strassen’s law of the iterated loga-
rithm. Probab. Theory Related Fields, 74(4):583–589, 1987.
[10] N. Hofmann, T. Mu¨ller-Gronbach, and K. Ritter. The optimal discretiza-
tion of stochastic differential equations. J. Complexity, 17(1):117–153, 2001.
[11] I. Karatzas and S.E. Shreve. Brownian motion and stochastic calculus,
volume 113 of Graduate Texts in Mathematics. Springer-Verlag, New York,
1988.
[12] P. E. Kloeden and A. Neuenkirch. The pathwise convergence of approxima-
tion schemes for stochastic differential equations. LMS J. Comput. Math.,
10:235–253, 2007.
[13] M. Kon and L. Plaskota. Information-based nonlinear approximation: an
average case setting. J. Complexity, 21(2):211–229, 2005.
[14] V.E. Maiorov. Average n-widths of the Wiener space in the L∞-norm. J.
Complexity, 9(2):222–230, 1993. Festschrift for Joseph F. Traub, Part II.
[15] V.E. Maiorov. Widths and distributions of values of the approximation
functional on the Sobolev spaces with measure. Constr. Approx., 12(4):443–
462, 1996.
[16] T. Mu¨ller-Gronbach. The optimal uniform approximation of systems of
stochastic differential equations. Ann. Appl. Probab., 12(2):664–690, 2002.
[17] T. Mu¨ller-Gronbach. Strong approximation of systems of stochastic differ-
ential equations. Habilitationsschrift, TU Darmstadt, 2002.
[18] M. Slassi. A milstein-based free knot spline approximation for stochastic
differential equations. J. Complexity, 28(1):37–47, 2012.
[19] A.W. Van der Vaart and J.A. Wellner. Weak Convergence and Empirical
Processes. Springer-Verlag, New York, 1996.
22
