Let H be a connected bipartite graph with n nodes and m edges. We give an O(nm) time algorithm to decide whether H is an interval bigraph. The best known algorithm has time complexity O(nm 6 (m + n) log n) and it was developed in 1997 [16] . Our approach is based on an ordering characterization of interval bigraphs introduced by Hell and Huang [13] . We transform the problem of finding the desired ordering to choosing strong components of a pair-digraph without creating conflicts. We make use of the structure of the pair-digraph as well as decomposition of bigraph H based on the special components of the pair-digraph. This way we make explicit what the difficult cases are and gain efficiency by isolating such situations. We believe our method can be used to find a desired ordering for other classes of graphs and digraphs having ordering characterization.
Introduction
A bigraph H is a bipartite graphs with a fixed bipartition into black and white vertices. (We sometimes denote these sets as B and W , and view the vertex set of H as partitioned into (B, W ). The edge set of H is denoted by E(H).) A bigraph H is called interval bigraph if there exists a family of intervals I v , v ∈ B ∪ W , such that, for all x ∈ B and y ∈ W , the vertices x and y are adjacent in H if and only if I x and I y intersect. The family of intervals is called an interval representation of the bigraph H.
Interval bigraphs were introduced in [12] and have been studied in [4, 13, 16] . They are closely related to interval digraphs introduced by Sen et. al. [17] , and in particular, our algorithm can be used to recognize interval digraphs (in time O(mn)) as well.
Interval bigraphs generalize interval graphs. Interval graphs arise naturally in the process of modelling real-life situations, especially those involving time dependencies or other restrictions that are linear in nature. Therefore interval bigraph may be used to model real-life problems. bigraphs (bipartite permutation graphs) for which there is a linear time recognition algorithm [18] , [13] .
Interval bigraphs can be recognized in polynomial time using the algorithm developed by Muller [16] . However, Muller's algorithm, runs in time O(nm 6 (n + m) log n). This is in sharp contrast with the recognition of interval graphs, for which several linear time algorithms are known, e.g., [2, 5, 6, 11, 14] .
In [13, 16] the authors attempted to give a forbidden structure characterization of interval bigraphs, but fell short of the target. In this paper some light is shed on these attempts, as we clarify which situations are not covered by the existing forbidden structures. We believe our algorithm can be used as a tool for producing the interval bigraph obstructions. There are infinitely many obstructions and they are not fit into a few families of obstructions or at least we are not able to describe them in such a manner. However, the main purpose of this paper is devising an efficient algorithm for recognizing the interval bigraphs.
We use an ordering characterization of interval bigraphs introduced in [13] . Bigraph H is an interval bigraph if and only if its vertices admit a linear ordering < without any of the forbidden patterns in Figure 1 .
Figure 1: Forbidden Patterns
The vertex set of a graph G by is denoted by V (G) and the edge set of G is denoted by E(G). For graph G There are several graph classes that can be characterized by existence of ordering without forbidden pattern. One such an example is the class of interval graphs. A graph G is an interval graph if and only if there exists an ordering < of the vertices of G such that none of the following patterns appears [7, 8] .
• a < b < c, ac, bc ∈ E(G) and ab ∈ E(G)
• a < b < c, ac ∈ E(G) and bc, ab ∈ E(G)
Proper interval graphs, co-comparability graphs, comparability graphs, chordal graphs, Convex bipartite graphs, co-circular arc bigraphs, proper interval bigraphs (bipartite permutation graph), interval bigraphs have ordering characterization without forbidden patterns.
Let H = (B, W ) be a bigraph. We define the following pair-digraph H + corresponding to the forbidden patterns in Figure 1 The vertex set of H + consists of pairs (vertices) (u, v), u, v ∈ V (H) with u = v.
• There is in H + an arc from (u, v) to (u , v) when u, v have the same color and uu ∈ E(H) and vu ∈ E(H).
• There is in H + an arc from (u, v) to (u, v ) when u, v have different colors and vv ∈ E(H) and uv ∈ E(G).
Note that if there is an arc from (u, v) to (u , v ) then both uv, u v are non-edges of H. The pair-digraph H + encodes the forbidden patterns depicted in Figure 1 . To see that, suppose < is an ordering of H without the forbidden patterns. If u < v and (u, v)(u , v ) is an arc in H + , then u < v (more explanation in Lemma 2.1).
It follows from this definition that in H + there are only arcs between a pair with different colors and a pair with the same color, i.e., the underlying graph of H + is bipartite. We also observe that in H + there is an arc from (u, v) to (u , v ) if and only if there is an arc from (v , u ) to (v, u) . We call this property the skew -symmetry of H + .
For a subset S of vertices of H + , denote S = {(u, v) : (v, u) ∈ S}.
, the couple component of S.
We note that if both (u, v) and (v, u) lie in a same strong component S of H + then H does not have a desired ordering and hence H is not an interval bigraph. If we place u before v in an ordering then by following a path from (u, v) to (v, u) in S we conclude that we must place v before u. On the other hand if we place u before v in an ordering then by following a path from (v, u) to (u, v) in S we conclude that v must be placed before u. These imply that if S = S then H is not an interval bigraph.
In the pair-digraph each strong component S corresponds to a partial order on the vertices of H. If we decide to put x before y for some (x, y) ∈ S, in the final ordering then we must put u < v for every (u, v) ∈ S. In order to obtain a total ordering, from each pair of strong components S and S exactly one of them has to be chosen. Therefore we transform the problem of finding the desired ordering to choosing the strong components of a pair-digraph H + without creating a circuit (conflict).
A broad overview of the algorithm :
We say pair (u, v) implies (u , v ) if (u, v)(u , v ) is an arc in H + .
For subset R of the vertices of H + , R * is the implication closure of R, if every pair (u, v) in R * is either a pair in R or it is implied by a pair in R (there is in H + an arc from a pair in R to (u, v)).
The envelope of R, denoted by R, is the smallest set of vertices that contains R and is closed under transitivity and implication. (After applying implication closure some pairs are created and then we apply transitivity to get new pairs and so on).
A sequence (x 0 , x 1 ), (x 1 , x 2 ), . . . , (x n−1 , x n ), (x n , x 0 ) of vertices of H + is called a circuit of H + .
A strong component in H + is called non-trivial if it contains more than one pair.
The algorithm consists of the following four main steps.
Step 1. Construct the pair-digraph H + and compute its strong components. If there exists a strong component S such that S = S then report H is not an interval bigraph.
Step 2. At this step we consider the non-trivial strong components only. Set D = ∅. From each pair of coupled components S and S we add one of the S * , (S ) * into D. If by adding S * into D we do not encounter a circuit in D then remove S from further consideration at this step.
In order to prove the correctness of the algorithm we need to decompose H based on the strong component in H + . A deep analysis of the implication closure and transitive closure is needed in order to state the properties of a dictator component. Most of the selections are arbitrary as long as we do not encounter a circuit.
The paper is organized as follows. In Section 2 the basic property of H + is presented. H + has a special structure; there is no directed path between two different component. In Section 3 we consider the structure properties of H and in fact we obtain a decomposition of the H based on the strong component of H + . If there exist three vertices a, b, c of H such that all the pairs (a, b), (b, a), (b, c), (c, b) , (a, c), (c, a) are all in different non trivial components then we make a module decomposition of H. This decomposition is essential in proving the Lemma 1.1. In section 4 we present the Algorithm. In this section we explain how to obtain a dictator component corresponding to a circuit in the envelope of a complete set D. In Section 5 we prove the correctness of step 2 of the Algorithm and we prove Lemma 1.1. In Section 6 the structure of a circuit is investigated and we show the length of a circuit is 4 and we decompose each pair of this circuit in order to find the dictator component for the circuit. In Section 7 we prove the correctness of the Step 3,4. In Section 8 we handle the rest of the pairs. There are some trivial components left that are not in the envelope of set D and we show they can be safely added into envelope of D. In Section 9 we explain how to construct the pair-digraph in O(mn) time and we discuss the complexity of the algorithm. Finally in Section 10 and 11 we give a construction of some of the obstructions together with an example.
Basic definitions and properties
We note that a bigraph is an interval bigraph if and only if each connected component is an interval bigraphs. In the remainder of the paper, we shall assume that H is a connected bigraph, with a fixed bipartition (B, W ), and that H + is the pair-digraph of H.
In [13] , it was shown that a bigraph H is an interval bigraph if and only if its vertices admit a linear ordering < without any of the forbidden patterns in Figure 2 . If v a < v b < v c and v a , v b have the same color and opposite to the color of
Figure 2: Forbidden Patterns
For two vertices x, y ∈ V (H + ) we say x dominates y or y is dominated by x and we write x → y, if there exists an arc (directed edge) from x to y in H + .
Lemma 2.1 Suppose < is an ordering of H without the forbidden patterns. If u < v and
. Now according to the definition of H + one of the following happens:
1. u = u and u, v have different colors and vv ∈ E(H) and uv ∈ E(H).
2. v = v and u, v have the same color and uu ∈ E(H) and vu ∈ E(H).
If u < v and (1) happens then because uv is not an edge and vv is an edge we must have u < v . If u < v and (2) happens then because u u is an edge and u v is not an edge we must have u < v.
In general, we shall write briefly component for strong component. The components S and S are referred to as coupled components of H + .
Note that the coupled components S and S are either equal or disjoint; in the former case we say that S is a self-coupled component. A component in H + is called non-trivial if it contains more than one pair.
For simplicity, when we say a component we mean a non-trivial component unless we specify. For simplicity, we shall also use S to denote the subdigraph H + induced by S. Proof: Let (u, v) be any vertex of S. Since there is a directed walk from (u, v) to (v, u), Lemma 2.1 implies no linear ordering < of V (H) can have u < v. Since there is also a directed walk from (v, u) to (u, v), no linear ordering < of V (H) can have u > v either, and hence there is no linear ordering.
then there is a of length two in S, n = 1. It is clear that if a component of H + contains any circuit, then H is not an interval bigraph.
A similar line of reasoning shows the following fact.
Lemma 2.4
Suppose that H + contains no self-coupled components, and let D be any subset of V (H + ) containing exactly one of each pair of coupled components. Then D is the set of arcs of a tournament on V (H).
Moreover, such a D can be chosen to be a transitive tournament if and only if H is an interval bigraph.
We shall say two edges ab, cd of H are independent if the subgraph of H induced by the vertices a, b, c, d has just the two edges ab, cd. Note that if ab, cd are independent edges in H then the component of H + containing the pair (a, c) also contains the pairs (a, d), (b, c), (b, d). Moreover, if a and c have the same color in H, the pairs (a, c),
) form a directed four-cycle in H + in the given order; and if a and c have the opposite color, the same vertices form a directed four-cycle in the reversed order. In any event, an independent pair of edges yields at least four vertices in the corresponding component of H + . Conversely we have the following lemma.
Lemma 2.5 Suppose S is a component of H + containing the vertex (u, v). Then there exist two independent edges uu , vv of H, and hence S contains at least the four vertices
Proof: Since S is , (u, v) dominates some vertex of S and is dominated by some vertex of S. First suppose u and v have the same color in H. Then (u, v) dominates some (u , v) ∈ S and is dominated by some (u, v ) ∈ S. Now uu , vv must be edges of H and uv, uv , u v, u v must be non-edges of H. Thus uu , vv are independent edges in H. Now suppose u and v have different colors. We note that (u, v) dominates some (u, v ) ∈ S and hence uv is not an edge of H and vv is an edge of H. Since (u, v ) dominates some pair (u , v ) ∈ S, uu is an edge and u v is not an edge of H. Now uu , vv are edges of H and uv, uv , u v, u v must be non-edges of H. Thus uu , vv are independent edges in H.
Thus a component of H + must have at least four vertices.
Recall that any pair (u, v) in a component of H + must have u and v non-adjacent in H.
Let R be a subset of vertices of H + . The implication closure of R, denoted R * , consists of all
The structure of components of H + is quite special; the and trivial components interact in simple ways. A trivial component will be called a source component if its unique vertex has in-degree zero, and a sink component if its unique vertex has out-degree zero. Before we describe the structure, we establish a useful counterpart to Lemma 2.5. To prove the converse, suppose (a, c) is implied by a component S. We first observe that the colors of a and c must be the same. Otherwise, say, a is black and c is white, and there exists a white vertex u such that the pair (u, c) is in S and dominates (a, c). By Lemma 2.5, there would exist two independent edges uz, cy. Looking at the edges and non-edges amongst u, c and a, z, y, we see that H + contains the arcs
Since both (u, c) and (u, y) are in S, the pair (a, c) must also be in S, contrary to what we assumed.
Therefore a and c must have the same color in H, say black. In this case there exists a white vertex d such that (a, d) ∈ S dominates (a, c) in H + . Hence d is adjacent in H to c but not to a. If there was also a vertex t adjacent in H to a but not to c, then at, cd would be independent edges, placing (a, c) in S. Thus every neighbor of a in H is also a neighbor of c in H. Finally, since (a, d) is in a component S, Lemma 2.5 yields vertices b, e such that ab, de are independent edges in H. It follows that a, b, c, d, e is an induced path in H.
We emphasize that ab, de from the last Lemma are independent edges. The inclusion N (a) ⊂ N (c) implies the following Corollary.
Corollary 2.7
If there is an arc from a component S of H + to a vertex v ∈ S then v forms a trivial component of S which is a sink component; if there is an arc to a component S of H + from a vertex v ∈ S, then v forms a trivial component of S which is a source component.
In particular, we note that H + has no directed path joining two components. To give even more structure to the components of H + , we recall the following definition. The condensation of a digraph D is a digraph obtained from D by identifying the vertices in each component and deleting loops and multiple edges.
Lemma 2.8 Every directed path in the condensation of H + has at most three vertices.
Proof: If a directed path P in the condensation of H + goes through a vertex corresponding to a component S in H + , then P has at most three vertices by Corollary 2.7. If P contains only vertices in trivial components, suppose (x, y) is a vertex on P which has both a predecessor and a successor on P . If x and y have the same color in H, then the successor is some (x , y) and the predecessor is some (x, y ); this would mean that xx , yy are independent edges contradicting the fact that P is a path in the condensation of H + . Thus x and y have the opposite color in H, and the successor of (x, y) in P is some (x, y ) and the predecessor is some (x , y). Thus (x, y) is not an edge of H, whence (x , y ) must be an edge of H, otherwise we would have independent edges xx , yy and conclude as above. By the same reasoning, every vertex adjacent to x is also adjacent to y , and every vertex adjacent to y is also adjacent to x . This implies that (x , y) has in-degree zero, and (x, y ) has out-degree zero, and P has only three vertices. 1 If H contains an exobiclique, then H is not an interval bigraph [13] .
We say that a bigraph H with bipartition (B, W ) is a pre-insect, if the vertices of H can be partitioned into subgraphs H 1 , H 2 , . . . , H k , X, Y, Z, where k ≥ 3 and the following properties are satisfied:
(2) X is a complete bipartite graph; (ii) every vertex of Z is adjacent to at least one vertex of opposite color in each H i with i > 1, and there are no edges between Z and H 1 ;
(7) every vertex of Z is adjacent to all vertices of opposite color in X ∪ Z.
We make the following observation on the components of a pre-insect.
Remark 3.1
If H is a pre-insect, all pairs (u, v) where u ∈ H i and v ∈ H j , for some fixed i = j, are contained in the same component S (i,j) of H + . If Z is not empty, we moreover have
In the sequel, we shall use S uv to denote the component of H + containing the vertex (u, v). Thus S uv and S vu are coupled components of H + . We shall say that a vertex v is completely adjacent to a subgraph V of H if v is adjacent to every vertex of opposite color in V . We shall also say that v is completely non-adjacent to V if it has no edges to V . If H has three vertices u, v, w such that S uv , S vw are components of H + and S uv = S vw , S uv = S wv , then H is a pre-insect and u, v, w belong to different connected components of H .
Moreover, in this case S wu = S uv , S wu = S vw . If all S uv , S vu , S vw , S wv , S uw , S wu are pairwise distinct then the subgraph Z is empty; otherwise Z is non-empty and either S uw = S uv or S uw = S vw .
Proof: First we observe that the skew-symmetry of H + implies that S uv = S vw , S uv = S wv also yields S vu = S wv , S vu = S vw . So we may freely use any of these properties in the proof.
Since S uv is a component, by Lemma 2.5, there are two independent edges uu , vv ; similarly, there are two independent edges vv , ww . Assume that u, v, w are of the same color -in case when u, v are of different colors, we switch the names of u, u and when v, w are of different colors, we switch the names of w, w .
Since H + has no self-coupled components, we have that S uv , S vu , S vw , S wv are pairwise distinct components of H + . Hence by Corollary 2.7 there is no directed path in H + between any two of them.
We claim that uu , ww are independent edges. Indeed, an adjacency between u and w in H would mean an arc from (u, v) to (w , v) in H + and an adjacency between u and w in H would mean a directed edge from (w, v) to (u , v), both contradicting our assumptions. It follows that S uw and S wu are also components.
If both uv and wv are edges of H, then there is an arc from (u, v ) to (u, w), implying S uv = S uw and there is an arc from (v , w ) to (u, w ) implying that S vw = S uw , and hence S uv = S vw , a contradiction. So either uv or wv is not an edge of H. By symmetry, we may assume that wv is not an edge of H. Hence uu , vv , and ww are three pairwise independent edges of H.
Let S be a maximal induced subgraph of H which consists of three connected components H 1 , H 2 , H 3 containing uu , vv , ww respectively. Let X be the set of vertices completely adjacent to H 1 ∪ H 2 ∪ H 3 . Let Y be the set of vertices completely non-adjacent to H 1 ∪ H 2 ∪ H 3 , and let T be the subset of Y consisting of vertices completely adjacent to X. We shall also use X, Y , T , etc., to denote the subgraphs of H induced by these vertex sets.
We let H consist of H 1 , H 2 , H 3 and all connected components H 4 , . . . , H k of T . We also let Y = Y \ H , and let Z = H \ (H ∪ X ∪ Y ). We now verify the conditions (1-7).
It follows from the definition that every vertex of X is completely adjacent to H , every vertex of Y is completely non-adjacent to H , and every vertex of Z has neighbors from at least two of
We claim that X is a complete bigraph. Indeed, suppose that x, x are vertices of X of opposite colors, where x is of the same color as u.
The definition of H also implies that if yy is an edge of Y , then y, y cannot both be completely adjacent to X.
Let a ∈ H 1 , b ∈ H 2 , c ∈ H 3 be three vertices of the same color. Suppose that some z is adjacent to two of these vertices but not to the third one; say, z is adjacent to b and c but not to a. Clearly, z ∈ Z. Let a be any vertex in H 1 adjacent to a. Then (a , b), (a , z), (a, z), (a, c) is a directed path from S uv to S uw , implying S uv = S uw . This property implies that if S uv , S vu , S vw , S wv , S uw , and S wu are pairwise distinct then Z is empty. (The converse is also true, i.e., if Z is empty then S uv , S vu , S vw , S wv , S uw , and S wu are pairwise distinct.)
Since S uv = S vw , S wv , the same property implies that every vertex of Z adjacent to vertices in H 1 and in H 3 must be completely adjacent either to H 1 ∪ H 2 or to H 2 ∪ H 3 . If some vertex of z ∈ Z is completely adjacent to H 2 ∪ H 3 , then z is not completely adjacent to H 1 and hence the above property implies S uv = S uw ; similarly, if some vertex of Z is completely adjacent to H 1 ∪ H 2 , then we have S wu = S wv (i.e., S uw = S vw ). Since S uv = S vw , Z cannot contain both a vertex completely adjacent to H 1 ∪ H 2 and a vertex completely adjacent to H 2 ∪ H 3 . Therefore, when Z is not empty, either H 1 or H 3 enjoys a "special position", in the sense that
• each vertex of Z is adjacent to at least one vertex in H 2 and at least one vertex in H 3 and is nonadjacent to at least one vertex in H 1 . Moreover, if it is also adjacent to a vertex in H 1 , then it is completely completely adjacent to H 2 ∪ H 3 . (This corresponds to the case S uw = S uv .)
• each vertex of Z is adjacent to at least one vertex in H 1 and at least one vertex in H 2 and is nonadjacent to at least one vertex in H 3 . Moreover, if it is also adjacent to a vertex in H 3 , then it is completely completely adjacent to H 1 ∪ H 2 . (This corresponds to the case
In either case, we have S wu = S uv , S wu = S vw .
Finally, we show that every vertex of Z is completely adjacent to X ∪ Z. Let z ∈ Z. From above we know that either z has neighbors in H 1 and in H 2 , or z has neighbors in H 2 and in H 3 . Assume that a ∈ H 1 and b ∈ H 2 are neighbors of z. (A similar argument applies in the other case.) Suppose that z is not adjacent to a vertex x ∈ X of the opposite color. Let a ∈ H 1 and b ∈ H 2 be adjacent to a and b respectively. Since each vertex of X is completely adjacent to H 1 ∪ H 2 , the vertex x is adjacent to both a and b. Thus za ax bb z is an induced 6-cycle in H, which is easily seen to imply that S uv = S vu , a contradiction. Suppose now that z is not adjacent to a vertex z ∈ Z of opposite color. Then as above z has neighbors a ∈ H 1 and b ∈ H 2 . Choose such vertices a, a , b, b so that a, a have the minimum distance in H 1 and b, b have the minimum distance in H 2 . It is easy to see that there is an induced cycle of length at least six in H, using vertices z, a, a , b, b a shortest path in H 1 joining a, a and a shortest path in H 2 joining b, b . This implies again that S uv = S vu , a contradiction.
We now consider the possibility that for some three vertices u, v, w of H, the components S uv , S vw coincide; of course then this common component S uv = S vw is a component.
Lemma 3.3
Suppose that H + has no self-coupled components. If for some three vertices u, v, w of H we have S uv = S vw , then we also have S uv = S uw .
Proof: Since S uv is a component, there are independent edges uu , vv ; similarly, there are independent edges vv , ww . We may assume that u, v, w are of the same color -in case when u, v are of different colors, we switch the names of u, u and similarly for v, w.
We claim that neither uw nor wu is an edge of H. Indeed, if uw is an edge of H, then uw , vv are independent edges of H, which implies that S uv = S w v = S wv . However, we know by assumption S uv = S vw . Thus S wv = S vw , a contradiction. Similarly, if wu is an edge, then wu , vv are independent edges, which implies S vw = S vu = S vu . Since S uv = S vw , we have S uv = S vu , a contradiction.
If uv and wv are both edges of H, then they are independent and we have S uv = S uv = S uw . By symmetry, we may assume that wv is not an edge of H. Hence we obtain three pairwise independent edges uu , vv , ww of H.
Following the proof of Theorem 3.2, we define the subgraphs H , X, Y, Z. Since S uv = S vw , the set Z is not empty. Each vertex of Z has neighbors in at least two of H 1 , H 2 , H 3 but is not completely adjacent to H 1 ∪H 2 ∪H 3 . It is not possible that some vertex of Z is adjacent to vertices in H 1 and in H 3 but nonadjacent to a vertex in H 2 , as otherwise we would have S uv = S wv . Since S uv = S vw , S wv = S vw , a contradiction. If some vertex of Z adjacent to vertices in H 2 and in H 3 but nonadjacent to a vertex in H 1 , then S uv = S uw ; similarly, if some vertex adjacent to vertices in H 1 and in H 2 but nonadjacent to a vertex in H 3 , then S uw = S vw . This completes the proof.
We now summarize the possible structure of the six related components S uv , S vu , S vw , S wv , S uw , and S wu . Theorem 3.2 and Lemma 3.3 imply the following corollary.
Corollary 3.4 Suppose that H + has no self-coupled components.
Let u, v, w be three vertices of H such that S uv and S vw are components of H + . Then S uw is also a component of H + .
Moreover, one of the following occurs, up to a permutation of u, v, w.
(i) S uv , S vu , S vw , S wv , S uw , and S wu are pairwise distinct;
(ii) S uv = S uw , S wu = S vu , S vw , S wv are pairwise distinct; (iii) S uv = S vw = S uw and S vu = S wv = S wu are distinct.
The Recognition Algorithm
We now present our algorithm for the recognition of interval bigraphs. During the algorithm, we maintain a sub-digraph D of H + , Initially, D is empty; at successful termination, D will be a transitive tournament as described in Lemma 2.4.
Let R be a set of vertices of H + . The envelope of R, denoted R, is the smallest set of vertices that contains R and is closed under transitivity and implication. For the purposes of the proofs we visualize taking the envelope of R as divided into consecutive levels, where in zero-th level we just replace R by its implication closure, and in each subsequent level we replace R by the implication closure of its transitive closure. The pairs in the envelope of R can be thought of as forming a digraph on V (H), and each pair can be thought of as having a label corresponding to its level. The arcs in R, and those implied by R have the label 0, arcs obtained by transitivity from the arcs labelled 0, as well as all arcs implied by them have label 1, and so on.
Note that R ⊆ R * ⊆ R and each of R, R * , R may or may not contain a circuit.
Lemma 4.1 Let S be a component, and S its coupled component. If both S and S contain a circuit, then H is not an interval bigraph.
Proof: By Lemma 2.1, if S contains a circuit, S should not form a part of D. Now Lemma 2.4 yields a contradiction.
We say S is a dictator for C if the envelope of ordered set R = {R 1 , R 2 , ..., R t , R t+1 , ..., R k , S}, for some t ≤ k, also contains a circuit C . In fact by reversing some of the R i 's, and taking the envelope of the new set we still get a circuit. Equivalently we have the following definition for dictator components. For the purpose of the algorithm once a pair (x, y) is created we associate the time (level) to (x, y). Let T (x, y) be the level in which (x, y) is created.
Each pair (x, y) carries a dictator code that essentially shows the dictator component involved in creating a circuit containing (x, y). Consider a complete set D after Step (2) . A pair (x, y) is called original if at least one of the (x, y), (y, x) is not in D and if (x, y) is implied by another pair (x , y ) ∈ D then (x , y ) is original and if (x, y) is by transitivity with the pairs (x, w), (w, y) ∈ D then both (x, w) and (w, y) are original. During the computation of D we consider the circuits created by the original pairs.
Algorithm for recognition of interval bigraphs
Input: A connected bigraph H with a bipartition (B, W ). Output: An interval representation of H or a claim that H is not an interval bigraph.
1. Construct the pair-digraph H + of H, and compute its components; if any are self-coupled report that H is not an interval bigraph.
2. For each pair of coupled components S, S , add one of S * and (S ) * to D as long as it does not create a circuit, and delete the other one from further consideration in this step. If neither S * nor S * can be added to D without creating a circuit, then report that H is not an interval bigraph.
3. Add the created pairs during the computation of D one by one into D. If by adding an original pair (x, y) into D we close a circuit then add Dict(x, y) into set DT .
If there is a circuit in D 1 then report H is not an interval bigraph.
6. As long as there remain (trivial) components not in D 1 , add the unique vertex of a sink component (sink in the remaining subdigraph of H + ) to D 1 and remove its coupled component from further consideration.
, yielding an ordering of V (H) without the forbidden patterns from Figure 1 ; obtain the corresponding interval representation of H as described in [13] .
The purpose of introducing the original pair is to detect all the dictator components in one run of computing D; the envelope of D.
In section 6 we show that if a circuit happens then its length is exactly 4 and we can identify a dictator component associated to this circuit by using Dict(x, y) where (x, y) is a pair of the circuit. We also need to observe that some pair (x, y) might be implied by different pairs (x, w) and (x, w ) such that they are both created at the same level but we show in Section (3), (The structure of the circuit) if (x, y) is involved creation of a circuit then Dict(x, w) = Dict(x, w ) are the same.
, (x 3 , x 0 ) be a circuit such that x 0 , x 3 have the same color opposite to the color of x 1 , x 2 . Each pair (x i , x i+1 ), 0 ≤ i ≤ 3 is an implied pair or inside a component. No pair (x i , x i+1 ) is by transitivity, (the sum is taken module 3).
Definition 4.5 A pair (x, y) ∈ D is simple if it belongs to S * for some component S. Otherwise we say (x, y) is complex.
We briefly state the rehalation between the complex pairs and dictator components.
) is a complex pair and (x i+1 , x i+2 ), i = 0, 2 belongs to ∈ S * − S for some component S then S is a dictator component.
For
) is a simple pair belongs to a component S and (x i−1 , x i ) is a complex pair then S is a dictator component.
If both (x
To prove the correctness of the algorithm we first observe that Step 1 is justified by Lemma 2.3. In the next section we focus on proving the correctness of Step 2.
Correctness of Step 2
We consider what happens when a circuit is formed during the execution of Step 2 of our algorithm; our goal is to prove that in such a case H contains an exobiclique and hence is not an interval bigraph. Note that we only get to Step 2 if H + has no self-coupled components, so we do not need to explicitly make this assumption.
Lemma 5.1 Let S 1 and S 2 be two components in D and D does not have a circuit. Suppose (y, y ) ∈ S * 1 , and (z, z ) ∈ S * 2 where y, y have the same color and yz , y z are edges of H. Then yz, y z are edges of H.
Proof: For contradiction suppose y z is not an edge of H. Now (z, z ) → (y , z ) → (y , y). Now by skew symmetry property there exist (w, w ) ∈ S 1 such that (y , y) → (w, w ) and by definition of S * 2 there exists (v, v ) ∈ S 2 such that (v, v ) → (z, z ). Thus there exists a path in H + from vertex (v, v ) in S 2 to vertex (w, w ) in S 1 . By Corollary 2.7 and Lemma 2.8 this happens only if S 2 = S 1 . But this is a contradiction since it would imply that both S x 2 ) , . . . , (x n , x 0 ) be a shortest circuit in D ∪ S * . Then one of the following must occur.
(i) H is a pre-insect with empty Z, each x i belongs to some subgraph H a i , and i = j implies a i = a j , or
(ii) H is a pre-insect with non-empty Z, each x i belongs to some subgraph H a i with i > 1, and i = j implies a i = a j , or (iii) H contains an exobiclique.
Proof: From the way the algorithm constructs D, we know that each pair (x i , x i+1 ) either belongs to or is implied by a component in D ∪ S * . The length of C is at least three, i.e., n ≥ 2, otherwise S x 0 x 1 and S x 1 x 0 are both in D ∪ S * , contrary to our algorithm.
We first show that no two consecutive pairs of C are both implied by components. Indeed, suppose that for some subscript s, both (x s−2 , x s−1 ) and (x s−1 , x s ) are implied by components. Then by Lemma 2.6, there are induced paths x s−2 , x, x s−1 , y, z and x s−1 , u, x s , v, w with N (x s−2 ) ⊂ N (x s−1 ) ⊂ N (x s ). Since x, y are adjacent to x s−1 , they are adjacent also to x s . Thus x s−2 , x, x s , y, z is an induced path in H (with N (x s−2 ) ⊂ N (x s )). By Lemma 2.6, (x s−2 , x s ) is implied by S x s−2 y . We know that S x s−2 y is in D ∪ S * because it implies (x s−2 , x s−1 ). Hence (x s−2 , x s ) is also in D ∪ S * . Replacing (x s−2 , x s−1 ), (x s−1 , x s ) with (x s−2 , x s ) in C, we obtain a circuit in D ∪ S * shorter than C, a contradiction.
Suppose that for some s both (x s−2 , x s−1 ) and (x s−1 , x s ) belong to components. By Lemma 3.3, (x s , x s−2 ) also belongs to a component. Consider S x s−2 x s−1 , S x s−1 xs , and S xsx s−2 . Suppose that any two of these are equal. Then they are equal to the component coupled with the third one, by Lemma 3.3. This means that either (x s−1 , x s−2 ), or (x s , x s−1 ), or (x s−2 , x s ) is contained in D ∪ S * , each resulting in a shorter circuit, and a contradiction. Therefore, by Corollary 3.4, we have the following cases:
(1) the six components S x s−2 x s−1 , S x s−1 x s−2 , S x s−1 xs , S xsx s−1 , S xsx s−2 , S x s−2 xs are pairwise distinct;
Since (2), (3), and (4) result in a circuit in D ∪ S * shorter than C, we must have (1). By Theorem 3.2, H is a pre-insect with empty set Z. So we either have each x i is in H , implying the case (i), or some x j belongs to X ∪ Y . As in the proof of Theorem 3.2, let H 1 , H 2 , H 3 , . . . be the connected components of H where x s−2 ∈ H 1 , x s−1 ∈ H 2 , x s ∈ H 3 . Without loss of generality assume that x s+1 , . . . , x t−1 ∈ X ∪ Y and x t ∈ H d . Note that d = 3, by the minimality of C.
We x s+1 ) , . . . , (x t−1 , x s ), a contradiction. The proof is similar if u is not adjacent to some vertex in X. So S x t−1 xt is a trivial component, and hence (x t−1 , x t ) is implied by some component.
By Lemma 2.6 there is an induced path x t−1 yx t zw in H such that N (x t−1 ) ⊂ N (x t ), which implies that y ∈ X and x t−1 ∈ Y . Clearly, w / ∈ X ∪ H d as it is not adjacent to y ∈ X and z / ∈ Y as it is adjacent to x t . It follows that z ∈ X and w is in Y . Note that (x t−1 , z) are in a component. Now (x t−1 , z) → (x t−1 , v) for some v ∈ H 2 . If v, x s−1 have the same color and in this case (x t−1 , z) → (x t−1 , x s−1 ) and hence we a get a shorter circuit. If v, x s−1 have different colors then there is also circuit
in D since (x s−2 , v), (x s−2 , x s−1 ) are in the same component, and (v, x s ), (x s−1 , x s ) are in a same component. Therefore we get a shorter circuit.
In remains to consider the situation where consecutive pairs of C always alternate, in belonging to, and being implied by, a component. Suppose that (x i , x i+1 ) is implied by a component. By Lemma 2.6, there is an induced path x i ax i+1 bc with N (x i ) ⊂ N (x i+1 ). Note that x i and x i+1 have the same color.
We show that x i+2 has color different from that of x i . For a contradiction, suppose that they are of the same color. Let x i+1 f, x i+2 g be independent edges in H; such edges exist because (x i+1 , x i+2 ) belongs to a component. Since N (x i ) ⊂ N (x i+1 ) and x i+1 g is not an edge of H, also x i g is not an edge of H. We also see that bx i+2 is not an edge, otherwise (x i , x i+2 ) would be implied by the component S x i b . Since S x i b is in D ∪ S * , the pair (x i , x i+2 ) is in D ∪ S * , and we obtain a circuit shorter than C. If ax i+2 is an edge, then we have
is not an edge. Hence we have S bg = S x i+1 x i+2 = S ax i+2 = S x i x i+2 , a contradiction. Therefore x i and x i+2 have different colors.
Without loss of generality, we may assume that x i , x i+1 have the same color for each even i.
) by a component if and only if i is even. We now proceed to identify an exobiclique in H. Since the arguments are similar, but there are many details, we organize the proof into small steps. Note that by our assumption x 2i+1 , x 2i+2 have different colors.
1. Since (x 2i+1 , x 2i+2 ) is in a component S 2i+1 in H + , by Lemma 2.5 there are two independent edges x 2i+1 a i , x 2i+2 b i and (a i , b i ), (x 2i+1 , x 2i+2 ), (a i , x 2i+2 ) are in S 2i+1 .
2. Since (x 2i , x 2i+1 ) is implied by a component S 2i in H + , by Lemma 2.6 there is an induced path x 2i , c i , x 2i+1 , e i , d i in H satisfying the property that N (x 2i ) ⊆ N (x 2i+1 ) and (c i , e i ) ∈ S 2i .
3. a i x 2i+1 , e i+1 d i+1 are independent edges of H. This follows by applying a similar argument as in Lemma 3.3 for S a i x 2i+2 , S x 2i+2 d i+1 . Similarly a i+1 x 2i+3 , d i+2 e i+2 are independent edges of H 4. x 2i+2 x j is not an edge of H as otherwise (x 2i+1 , x 2i+2 ) → (x 2i+1 , x j ) and hence (x 2i+1 , x j ) is an implied pair by a component and we get a shorter circuit using pair (x 2i+1 , x j ).
5. x 2i+1 x 2i+3 is an edge of H. Otherwise x 2i+1 a i , x 2i+3 b i are independent edges and hence (x 2i+1 , x 2i+3 ) is in the same component as (x 2i+1 , x 2i+2 ) and hence we get a shorter circuit by using pair (x 2i+1 , x 2i+3 ).
6. x 2i+1 b i+1 is an edge as otherwise x 2i+1 x 2i+3 , b i+1 x 2i+4 are independent edges and hence (x 2i+3 , x 2i+4 ), (x 2i+1 , x 2i+4 ) are in a same component and we get a shorter circuit. Similarly x 2i+1 c i+2 is an edge of H.
7. e i+2 x 2i+1 is an edge as otherwise (c i+2 , e i+2 ) → (x 2i+1 , e i+2 ) → (x 2i+1 , x 2i+5 ), a contradiction. Unless n = 3 and in this case by definition e i+2 x 2i+1 is an edge. (9) we conclude that e i+2 e i+1 is an edge of H.
Now we have an exobiclique on the vertices
Note that every vertex in {x 2i+1 , b i , c i+1 , e i+1 } is adjacent to every vertex in {x 2i+3 , b i+1 , c i+2 , e i+2 }.
Moreover by the assumption and (3)
Theorem 5.2 implies the correctness of Step 2. Specifically, we have the following Corollary.
Corollary 5.3 If within
Step 2 of the algorithm, we encounter a component S such that we cannot add either S * or S * to the current D, then H has an exobiclique.
Proof: We cannot add S * and (S ) * because the additions create circuits in D∪S * respectively D ∪(S ) * . If either circuit leads to (iii) (in Theorem 5.2) we are done by Theorem 3.1. If both lead to (i) or (ii) (in Theorem 5.2), we proceed as follows. Assume (x 0 , x 1 ), . . . , (x n , x 0 ) is a shortest circuit created by adding S * to the current D, and (y 0 , y 1 ), . . . , (y m , y 0 ) is a shortest circuit created by adding S * to the current D. We may assume that S * contributes (x n , x 0 ) to the first circuit and S * contributes (y m , y 0 ) to the second circuit. Note that S * and S * do not contribute other pairs to these circuits, as this would contradict (i). Indeed, if say pairs (x n , x 0 ), (x i , x i+1 ) are in the same component of H + , then x n , x i or x 0 , x i+1 are in the same H a by Remark 3.1.
We assume each x i ∈ H a i and y j ∈ H b j , thus all pairs (x i , x i+1 ), (y j , y j+1 ) are in components (not implied by components). Thus S must contain both (x n , x 0 ) and (y 0 , y m ). If Z is empty, we can conclude by Remark 3.1 that a n = b 0 and a 0 = b m , and therefore (x n−1 , y 0 ), (x n−1 , x n ) are in the same component, and (y m−1 , y m ), (y m−1 , x 0 ) are also in the same component, and hence (x n−1 , y 0 ), (y m−1 , x 0 ) are already in D. Therefore
is a circuit in D, contrary to assumption. If Z is non-empty, we can proceed in exactly the same manner, knowing that no vertex x i or y j lies in H 1 .
Structure of a circuit at Step 3
We consider what happens when a circuit is formed during the execution of Step 3 of the algorithm. In what follows we specify the length and the properties of a circuit in D, considering the level by level construction of envelope of D, D.
Definition 6.1 By a minimal chain between x 0 , x n we mean the first time (the smallest level) that there is a sequence (x 0 , x 1 ), (x 1 , x 2 ), ..., (x n−1 , x n ) of the pairs in D implying (x 0 , x n ) in D where none of the pairs (x i , x i+1 ), 0 ≤ i ≤ n − 1 is by transitivity.
Moreover, (x 0 , x n ) is not implied by some pair (x , y ) for which the length of the minimal chain between x , y is less than n.
The minimal circuit C is the first time created circuit during computation of D and it has the minimum length. None of the pairs of the circuit is by transitivity. Each pair is an original pair.
Lemma 6.2 Let (x, y) be a pair in D after step 2 of the algorithm, and current D has no circuit. If (x, y) is obtained by a minimal chain (x 0 , x 1 ), (x 1 , x 2 ), ..., (x n−1 , x n ), (x n , x n+1 ); x 0 = x and x n+1 = y then 1. x i , x i+2 have always different colors.
2. If x, y have the same color then n ≤ 3 and x n , y have different colors.
3. If x, y have different colors then n ≤ 2.
• If n = 2 then x n , y have the same color.
• If n = 1 and xy is not an edge then x, x 1 have the same color • If n = 1 and xy is an edge then x 1 , y have the same color.
Proof of 1 Suppose first all three x i , x i+1 , x i+2 have the same color, say black. Recall that a pair, such as (x i , x i+1 ), is only chosen inside a component S, or in the envelope of D. Since our (x i , x i+1 ) is not by transitivity, in either case there exists a white vertex a of H such that the pair (x i , a) ∈ D dominates (x i , x i+1 ) in H + , i.e., a is adjacent in H to x i+1 but not to x i . For a similar reason, there exists a white vertex b of H adjacent to x i+1 but not to x i , i.e., the pair (x i+1 , b) ∈ D dominates (x i+1 , x i+2 ) in H + .
We now argue that a is not adjacent to x i+2 : otherwise, (x i , a) ∈ D also dominates the pair (x i , x i+2 ) and hence (x i , x i+2 ) is also in D at the same level as (x i , x i+1 ), contradicting the minimality of our chain.
Next we observe that the pair (x i , a) is not by transitivity. Otherwise (x i , x i+1 ), (x i+1 , x i+2 ) can be replaced by a chain obtained from the pairs that imply (x i , a) together with the pair (a, x i+2 ). The pair (a, x i+2 ) lies in the same component of H + as (x i , x i+2 ) ∈ D since the edges x i+1 a, x i+2 b are independent. Since all pairs of a component are chosen or not chosen for D at the same time, this contradicts the minimality of the circuit. Thus (x i , a) is dominated in H + by some pair (c, a) ∈ D. Since x i , a have different colors, this means c is a white vertex adjacent to x i . Note that c is not adjacent to x i+2 , since otherwise (c, a) ∈ D dominates (x i+2 , a), which would place (x i+2 , a) in D, contrary to (a, x i+2 ) ∈ D.
Now we claim that b is not adjacent to
Finally, c is not adjacent to x i+1 . Otherwise, cx i+1 , bx i+2 are independent edges in H, and cx i , bx i+2 are also independent edges in H, and therefore the pairs (x i , x i+2 ) and (x i+1 , x i+2 ) are in the same component, contradicting again the minimality of our chain. Now (x i , x i+1 ) and (x i+1 , x i+2 ), (x i , x i+2 ) are in components. Since there is no circuit in D, according to the rules of the algorithm (x i , x i+2 ) ∈ D, contradicting the minimality of the chain.
We now consider the case when x i , x i+2 are black and x i+1 is white. As before, there must exist a white vertex a and a black vertex b such that the pair (a, x i+1 ) dominates (x i , x i+1 ) and the pair (b, x i+2 ) dominates (x i+1 , x i+2 ); thus ax i is an edge of H and so is bx i+1 . Note that the pair (a, x i+1 ) dominates the pair (x i , x i+1 ) which dominates the pair (x i , b). Therefore we can replace x i+1 by b and obtain a chain which is also minimal. Now (b, x i+2 ) is by transitivity and we can replace it by a minimal chain. This would contradict the minimality of the chain.
Proof of the Claim. Set x 0 = x and x n+1 = y. Let i be the minimum number such that x i , x i+1 have the same color, say black and x i+2 , x i+3 are white. Let x be a vertex such that (x i , x ) ∈ D dominates (x i , x i+1 ). Note that if x i+4 exists then it is black. If x i+4 exists and n ≥ 5 then x i+4 is white, and x x i+4 is not an edge as otherwise (x i , x ) would dominates (x i , x i+4 ) and we get a shorter chain. Now let y be a vertex such that (x i+4 , y ) ∈ D dominates (x i+4 , x i+5 ). Now y x i+1 is not an edge as otherwise (x i+4 , y ) would dominates (x i+4 , x i+1 ) and we get circuit (x i+1 , x i+2 ), (x i+2 , x i+3 ), (x i+3 , x i+4 , (x i+4 , x i+1 ). Now x x i+1 , y x i+4 are independent edges and hence (x i+1 , x i+4 ) is in a component. Note that each component or its coupled is in D. (x i+4 , x i+1 ) is not in D as otherwise we get a circuit in D, and hence (x i+1 , x i+4 ) ∈ D, and we get a shorter chain. Thus we may assume that x i+4 does not exist. This means x i+4 = y. Now by minimality assumption for i, x i−1 = x 0 and hence n ≤ 4.
Proof of 2. Suppose x, y have the same color. We show that n ≤ 3. For contradiction suppose n = 4. Now according to (1) x, x 1 , x 4 , y have the same color opposite to the color of x 2 , x 3 . Let y be a vertex such that (x 4 , y ) dominates (x 4 , y), and let x be a vertex such that (x 0 , x ) ∈ D dominates (x 0 , x 1 ). Note that y x is not an edge as otherwise (x 4 , y ) → (x 4 , x 0 ), implying a circuit in D. Similarly x 1 y is not an edge of H. Finally x y not an edge as otherwise (x, x ) → (x, y), contradiction to minimality of the chain. Now x 1 x , y y are independent edges and hence (x 1 , y) is in a component and hence (x 1 , y) ∈ D, contradicting the minimality of the chain. Therefore n ≤ 3.
We continue by assuming n = 3. We first show that x 3 , y have different colors. In contrary suppose x 3 , y have the same color. According to (1), x 1 , x 2 have the same color opposite to the color of x, y, x 3 . Let (x 1 , x ) ∈ D be a pair that dominates (x 1 , x 2 ). Let y be a vertex such that (x 3 , y ) dominates (x 3 , y). y x is not an edge as otherwise (x 3 , y ) would dominate (x 3 , x) and we get a circuit. Let x be a vertex such that (x , x 1 ) ∈ D dominates (x, x 1 ). Now x x is not an edge as otherwise (x 1 , x ) dominates (x , x 1 ) and we get a circuit in D. We continue by having x 2 x as an edge of H as otherwise x 2 x , xx are independent edges and hence (x, x 2 ) would be in a component that has already been placed in D, contradicting the minimality of the chain. Now (x 2 , x 3 ), (x 3 , y ) would imply (x 2 , y ) and (x 2 , y ) → (x, y ) → (x, y). This would be a contradiction to the minimality of the chain. In fact we obtain (x, y) in less number of steps of transitivity.
Proof of 3. Suppose x, y have different colors. We show that n ≤ 3. For contradiction suppose n = 4. Now according to (1) x, x 3 , x 4 have the same color and opposite to the color of x 1 , x 2 , y. We observe that xy is not an edge as otherwise (x 4 , y) would dominates (x 4 , x) and hence we get a circuit in D. Let x be a vertex such that (x 1 , x ) ∈ D dominates (x 1 , x 2 ) and x be a vertex such that (x , x 1 ) ∈ D dominates (x, x 1 ). Now x x is not an edge as otherwise (x 1 , x ) dominates (x , x 1 ) and we get a circuit in D. Now x 2 x is an edge of H as otherwise x 2 x , xx are independent edges and hence (x, x 2 ) would be in a component that has already been placed in D, contradicting the minimality of the chain. Now (x 2 , x 3 ), (x 3 , x 4 ), (x 4 , y) would imply (x 2 , y) and (x 2 , y) dominates (x, y). This would be a contradiction to the minimality of the chain. In fact we obtain (x, y) in fewer number of transitivity application.
Therefore n ≤ 3. Now it is not difficult to see that either n = 2 and x, x 1 have the same color opposite to the color of x 2 , y or n = 1.
Suppose n = 1. First assume xy is an edge. Now x 1 , y have the same color as otherwise (x 1 , y) → (x 1 , x), a contradiction.
Thus we continue by assuming xy is not an edge. We show that x 1 , x have the same color. For contradiction suppose x 1 , y have the same color. Let (x , x) ∈ D be a pair that dominates (x, x 1 ) and let (x 1 , y ) ∈ D be a pair that dominates (x 1 , y). Now x y is not an edge and hence yy , xx are independent edges. This implies that (x, y) is in a component, contradicting the minimality of the chain.
Corollary 6.4 Let (x, y) be a pair in D after step 2 of the algorithm, and current D has no circuit.
• Suppose x, y have the same color and (x, y) is implied by a pair (x, w) such that (x, w) is by transitivity with a minimal chain (x, w 1 ), (w 1 , w 2 ), . . . , (w m , w). Then m = 2 and x, w 1 have the same color and opposite to the color of w 2 , w.
• Suppose x, y have different colors and (x, y) is implied by a pair (w, y) such that (w, y) is not in a component. Then (w, y) is by transitivity with a minimal chain (w, w 1 ), (w 1 , w 2 ), (w 2 , y) where w 1 , w 2 have the same color opposite to the color of w, y. . We observe that w 1 , x is not an edge as otherwise (w 1 , y) implies (x, y) and hence we obtain (x, y) in an earlier level or in fewer step of transitivity application since (w 1 , w 2 ), (w 2 , w 3 ), (w 3 , y) are in D. Now wx, w 1 w are independent edges and hence (x, w 1 ) is already in D, so we may use the chain C = (x, w 1 ), (w 1 , w 2 ), (w 2 , w 3 ), (w 3 , y). Now by considering the chain C we would obtain (x, y) in some earlier step since w 1 , w 2 have different colors, and this is a contradiction by Lemma 6.2 (1). Therefore n = 2 and Lemma 6.2 is applied. Now by Lemma 6.2 and Corollary 6.4 we have the following. x 2 ) , ..., (x n−1 , x n ), (x n , x 0 ) be a minimal circuit, formed at Steps 3 of the Algorithm. Then n = 3 and x 0 , x 3 have the same color and opposite to the color of x 1 , x 2 .
Proof
Proof: We may assume that non of the pair (x i , x i+1 ) in C is by transitivity as otherwise we replace (x i , x i+1 ) by a minimal chain between x i , x i+1 . Now we just need to apply Lemma 6.2 and Corollary 6.4.
Therefore in what follows, we may assume a minimal circuit C has the following form. x 0 ) , x 0 , x 3 are white, x 1 , x 2 are black vertices. x 3 ) ) is by transitivity.
Proof: For contrary suppose (x 1 , w) is not by transitivity. Thus there is some (w , w) that imply (x 1 , w). Now (w , w) is not in a component as otherwise (x 1 , x 2 ) is implied by S w w and hence (x 1 , x 2 ) is simple. Thus (w , w) is by transitivity and by Corollary 6.4 there are white vertices w 1 , w 2 such that (w , w 1 ), (w 1 , w 2 ), (w 2 , w) are in D and they imply (w , w). Now (x 0 , x 1 ) and (x 0 , w ) are in D at the same time ((x 0 , x 1 ) implies (x 0 , w )). Moreover (w 2 , w) implies (w 2 , x 2 ), and they are in D at the same time. Now we would have the circuit (x 0 , w ), (w , w 1 ), (w 1 , w 2 ), (w 2 , x 2 ), (x 2 , x 3 ), (x 3 , x 0 ), contradicting the minimality of the original circuit.
In the rest of the proof we often use similar argument in the Lemma 6.6 and we do not repeat it again.
Decomposition of each pair (x i , x i+1 ) and associating a component
In what follows we decompose each of the pairs (x 0 , x 1 ), (x 1 , x 2 ), (x 2 , x 3 ), (x 3 , x 0 ) , meaning that we analyze the steps in computing D to see how we get these pairs. If (x i , x i+1 ) is simple then there exists a component
) is a complex pair and x i , x i+1 have the same color then by Lemma 6.6 there is vertex w such that is (x i , w) → (x i , x i+1 ) and (x i , w) is by transitivity over (x i , w 1 ), (w 1 , w 2 ), (w 2 , x i+1 ) where w 2 , w have the same color and opposite to color of x i , x i+1 , w 1 . Now if (x i , w 1 ) ∈ S * for some component S then we set S i = S otherwise we recursively decompose (x i , w 1 ) in order to obtain S i . The goal is to show that when (x i , x i+1 ) and (x j , x j+1 ) are both complex then S i = S j and S i is the dictator component. Moreover we show that if (x 1 , x 2 ) is a complex pair and (x 0 , x 1 ) is in a component then (x 0 , x 1 ) ∈ S 1 and S 1 is the dictator component. Similarly if (x 3 , x 0 ) is a complex pair and (x 2 , x 3 ) is in a component then (x 2 , x 3 ) ∈ S 3 and S 3 is a dictator component.
If (x i , x i+1 ) is a simple pair in S * i and (x j , x j+1 ) is a complex pair for some 0 ≤ j ≤ 3 such that S i = S j then we show that by replacing S i by S i at step 2 and keeping S j in D at step 2 we still get a circuit in the envelope of D.
Before we continue we observe that x 0 x 2 is an edge of H.
For contrary suppose x 0 x 2 is an edge. Let (p, x 1 ) be a pair in D that dominates (x 0 , x 1 ) ((x 0 , x 1 ) is not by transitivity). Now wp is not an edge as otherwise (x 1 , w) would dominates (x 1 , p) implying an earlier circuit in D. Now px 0 , wx 2 are independent edges and hence (x 0 , x 2 ) would be in a component and consequently (x 0 , x 2 ) has been already placed in D (if (x 2 , x 0 ) is in D then we would have an earlier circuit) implying a shorter circuit. Therefore x 0 x 2 is an edge.
Let w be a vertex such that (x 1 , w) → (x 1 , x 2 ) and u be a vertex such that (u, x 3 ) → (x 2 , x 3 ) and v be a vertex such that (x 3 , v) → (x 3 , x 0 ). In what follows we consider the decomposition of each of the pairs (x 1 , w) , (u, x 3 ), and (x 3 , v).
Decomposition of (x 1 , w)
Suppose (x 1 , x 2 ) is not simple. Then by Lemma 6.6 (x 1 , w) is by transitivity and hence by Lemma 6.2 there are vertices w 1 1 , w 1 2 , w 1 , w 1 = w such that the chain (x 1 , w 1 1 ), (w 1 1 , w 1 2 ), (w 1 2 , w 1 ) is minimal and imply (x 1 , w 1 ). Moreover w 1 1 , w 1 are white and x 1 , w 1 1 are black, and none of the w 1 1 w 1 2 , x 1 w 1 is an edge of H. In general suppose (x 1 , w 1 ) is obtained after m steps; meaning that (x 1 , w 1 1 ) is not simple and is obtained after m − 1 steps of implications ( transitivity and implication).
To summarize: for every 1 ≤ i ≤ m − 1 we have the following.
1. By similar argument in Lemma 6.6 (x 1 , w i ) is by transitivity and hence there are vertices
is a minimal chain and imply (x 1 , w i ) 2. w i , w i 2 are white and w i 1 is black
4. none of the w i 1 w i 2 , x 1 w i is an edge of H.
Since m is minimum we have the following :
1. w i 2 x 2 is not an edge of H, as otherwise (w i 1 , w i 2 ) → (w i 1 , x 2 ) and hence we get an earlier chain (x 1 , w i 1 ), (w i 1 , x 2 ).
2. There is no edge from w i+1 to w
4. f i w j , j ≥ i + 1 is not an edge of H as otherwise (w i 2 , f i ) would dominates (w i 2 , w j ) and hence we use the chain (x 1 , w i 2 ), (w i 2 , w j ) to obtain (x, w 1 ) in less than m steps. Similarly
is not an edge as otherwise (w i 1 , w i 2 ) would imply (w i 1 , x 1 ) and hence we get an earlier circuit because (x 1 , w i 1 ) is in D. We show that f i w i+1 is an edge. Otherwise ( Now we suppose m = 2. In this case by similar line of reasoning as above, ax 2 is an edge and w 2 x 2 is not an edge. Now (a, w 2 ) → (x 2 , w 2 ) → (x 2 , f 1 ).
Note that f 1 u is not an edge as otherwise (w 1 2 , f 1 ) would dominate (w 1 2 , u) and we get an earlier circuit (x 1 , w 1 1 ), (w 1 1 , w 1 2 ), (w 1 2 , u), (u, x 3 ). Therefore (x 2 , f 1 ) → (u, w 1 ) because f 1 u is not an edge. is not an edge. These imply that (x 3 , v) and (u n , x 3 ) are in a same component S 2 .
The proof of (3) is analogues to proof of (2) however we repeat it for sake of completeness.
Proof of 3:
We need to see that there is a direct path from (x 1 , w m ) to (u 1 , w 1 ). Moreover there is a directed path from (u 1 , w 1 ) to (u 1 1 , x 2 ). There is also a direct path from (u 1 2 , x 2 ) to (u n , x 3 ). We need to observe that (u 1 2 , x 2 ) ∈ S 1 and (u n , x 3 ) ∈ S 2 and since there is a direct path from S 1 to S 2 , S 1 = S 2 . ) and now we have an earlier circuit (u
). Recall that u n−1 c is an edge. Now v t u n−1 is not an edge as otherwise (x 3 , v t ) would imply (x 3 , u n−1 ) ∈ D while we had (u n−1 , x 3 ) ∈ D and we have an earlier circuit. Now both u n−1 2 , c are adjacent to u n−1 and v t is not adjacent to u n−1 and d, v t both are adjacent to g t−1 while u n−1 2
is not adjacent to g t−1 . Therefore (u n−1 2 , x 3 ) and (x 3 , v t ) are in a same component.
Proof of 5:
Note that by (1) we have (x 0 , x 1 ) ∈ S 1 . The proof of (x 2 , x 3 ) ∈ S 3 is analogues to proof of the (1) however for sake of completeness we give the proof. Recall that x 0 p, x 1 q be the independent edges of H. Note that g t−1 x 2 is not an edge as otherwise (v
2 , x 2 ) and hence we have an earlier circuit (
2 , x 2 ). Also dg t−1 is an edge as otherwise x 3 d, g t−1 v t−1 are independent edges and hence (x 3 , v t−1 ) would be in D, and we obtain (x 3 , x 0 ) in less than t steps. Now x 2 x 0 , dx 0 , cx 0 are edges of H while v t x 0 is not an edge of H and dg t−1 , cg t−1 , v t g t−1 are edges of H while x 2 g t−1 is not an edge and hence (x 2 , x 3 ), (x 3 , v t ) are in the same component. Now it remains to show S 1 = S 3 . Recall that f m−1 w m is an edge of H, also f m−1 a and f m−1 q are edges of H as otherwise f m−1 w m−1 , x 1 q are independent edges and f m−1 w m−1 , x 1 a are independent edges and hence (x 1 , w m−1 ) is in component and we obtain (x 1 , w 1 ) in less than m steps. x 3 d, ux 2 are independent edges. Note that x 1 u is not an edge as otherwise (u, x 3 ) dominates (x 1 , x 3 ) and hence we get an earlier circuit. Recall that x 2 w m is not an edge. Moreover v t v t−2 is not an edge as otherwise x 3 d, v t v t−2 are independent edges and hence (x 3 , v t−2 ) is in a component and we get (x 3 , v 1 ) in less than t steps.
If w m v t is an edge of H then (d, v t ) → (x 0 , v t ) → (x 0 , w m ) and hence S 1 = S 3 . So we may assume that w m v t is not an edge. If v t q is an edge of H then (d, v t ) → (x 0 , v t ) → (x 0 , q) and hence S 0 = S 3 and by (2)
and hence S 1 = S 3 . So we may assume w m d is not an edge.
We conclude that f m−1 g t−1 is an edge as otherwise (a,
). This would imply that S 1 = S 3 .
Lemma 6.8 If we encounter a minimal circuit C = (x 0 , x 1 ), (x 1 , x 2 ), . . . , (x 3 , x 0 ) at Step 3 then there is a component S such that the envelope of every complete set D 1 where S ⊂ D 1 contains a circuit.
Proof: We first consider the case that S i = S j for some i, ∈ {0, 1, 2, 3}. According to Lemma 6.7 we may assume that (x 0 , x 1 ) is a simple pair in a component S 0 and (x 1 , x 2 ) is a simple pair implied by component S 1 , and none of the S 2 and S 3 is in set {S 0 , S 1 }. In this case we claim the following.
Claim 6.9 Suppose for some 1 ≤ i ≤ n, (u i , u i 1 ) is a simple pair inside component R 1 and
is a simple pair implied by a component R 2 . Then for any selection R 3 from {R 1 , R 1 } instead of R 1 and any selection R 4 from {R 2 , R 2 } instead of R 2 at step (2) Proof: According to Claim 6.9 since we keep S 2 in D at step (2) the pair (x 2 , x 3 ) appears in D (envelope of D) at step (3). Since (x 0 , x 1 ) is a simple pair and x 0 , x 1 have different colors, there are independent edges x 0 p, x 1 q. There are independent edges x 1 a, wb such that (x 1 , w) implies (x 1 , x 2 ). Note that x 2 q, x 2 x 0 , x 2 a are edges since (x 1 , x 2 ) is not in a component. As we argued before in the correctness of step (2), x 0 b, pw are not edges of H. qv is an edge as otherwise (x 0 , q) → (v, q) → (v, x 2 ) and hence (v, x 2 ) ∈ D, yielding a shorter (earlier) circuit (x 2 , x 3 ), (x 3 , v), (v, x 2 ) which is a contradiction. Suppose first both qb, ap are edges of H. This implies that S x 0 x 1 = S x 1 w and (x 0 , w) ∈ S x 0 x 1 . We note that wv is an edge as otherwise (x 0 , w) → (v, w) → (v, x 2 ) and hence (v, x 2 ) ∈ D, yielding a shorter (earlier) circuit (x 2 , x 3 ), (x 3 , v), (v, x 2 ) which is a contradiction. We conclude that (x 3 , v) implies (x 3 , w) ∈ D. Now if we choose S instead of S 1 at step (2) then we would have (x 1 , x 0 ) ∈ D and (x 1 , x 0 ) → (x 1 , x 2 ) ∈ D and (b, x 1 ) ∈ D. Now we would have the circuit (w, x 1 ), (x 1 , x 2 ), (x 2 , x 3 ), (x 3 , w). We now assume qb is not an edge. Proof for the case ap ∈ E(H) is similar. wv is an edge as otherwise (q, w) → (v, q) → (v, x 2 ), and again we get an earlier circuit. Now suppose we would have chosen (w, x 1 ) instead of (x 1 , w) at step (2) . Note that (w, p) is in a component. Now either we have S wp ∈ D or S pw ∈ D. We continue by the first case S wp ∈ D at step (2). We have (w, p) ∈ D and (p, q) ∈ D that implies (p, x 2 ) and hence we would have the circuit (w, p), (p, x 2 ), (x 2 , x 3 ), (x 3 , w). If S pw ∈ D at step (2) then we have (x 0 , b) ∈ D. Furthermore (b, q) dominates (b, x 2 ) and now (x 0 , b), (b, x 2 ), (x 2 , x 3 ), (x 3 , x 0 ) would be a circuit in D. By symmetry the other choices would yield a circuit in D.
Remark : The decomposition was for each of the pair (x 0 , x 1 ), (x 1 , x 2 ), (x 2 , x 3 ), (x 3 , x 0 ). Now for example consider the complex pair (x 2 , x 3 ) implied by (u, x 3 ). When we decompose (u, x 3 ) into pairs (u 1 , u 1 1 ), (u 1 1 , u 1 2 ), (u 1 2 , x 3 ) then we recursively decompose (u 1 2 , x 3 ). By applying the decomposition to each of the (u 1 , u 1 1 ), (u 1 1 , u 1 2 ) we reach to the same conclusion as for the pairs (x 0 , x 1 ), (x 1 , x 2 ), (x 2 , x 3 ), (x 3 , x 0 ). In fact the circuit C has four pairs that we can view them as external pairs while the pair (u 1 , u 1 1 ) is an internal pair and the same rule applied for it with respect to pair (u 1 1 , u 1 2 ).
Lemma 6.11
The algorithm computes the Dict(x, y) correctly.
Proof: Suppose by adding pair (x, y) into D we close a circuit. By Corollary 6.5 a minimal circuit C has four vertices and we may assume C = (x 0 , x 1 ), (x 1 , x 2 ), (x 2 , x 3 ), (x 3 , x 0 ). W.l.o.g assume that x 0 , x 3 are white vertices and x 1 , x 2 are black vertices.
using (e) we have Dict(u 1 , x 3 ) = Dict(u 2 , x 3 ) because (u 1 , u 2 ), (u 2 , x 3 ) imply (u 1 , x 3 ) and u 1 , x 3 have different colors. Similar argument is implied for pair (x 1 , x 2 ), where x 1 , x 2 have the same color.
7 Correctness of Step 3 and 4, and 5
At step (3) if we encounter a circuit C in D then according to Lemma 6.8 there is a component S that is a dictator for C. We compute this dictator component by Dict function (also by decomposing the pairs of the circuit as explained in Section 3) and its correctness is justified by Lemma 6.11.
It is clear that we should not add S to D as otherwise we won't be able to obtain the desired ordering. Therefore we must take the coupled component of every dictator component of a circuit appeared at the first time we take the envelope of D. Now we continue to show the correctness of Step (4).
Lemma 7.1
If all the components S ab , S ba , S bc , S cb , S ac , S ca are pairwise distinct then none of them is a dictator component.
Proof: By the assumption of the lemma, H is pre-insect with Z = ∅. Now as we argued in Section 6, if component S is a dictator for a circuit then there has to be pairs (x, y), (y, z), (x, z) ∈ S. However according to the structure of pre-insect S ab consists of only the pairs (x, y) that x ∈ H 1 and y ∈ H 2 . Lemma 7.2 There is no circuit at step (4) of the algorithm. (If for every S ∈ DT we add (S ) * into D 1 and for every R ∈ D \ DT we add R * into D 1 at step (4) then we do not encounter a circuit) Proof: Suppose we encounter a shortest circuit (x 0 , x 1 ), (x 1 , x 2 ), ..., (x n−1 , x n ), (x n , x 0 ) with the simple pairs such that at least one pair (x i , x i+1 ) belongs to some (S ) * , S ∈ DT ( DT is the set of the dictator components).
We say (x i , x i+1 ) is an old pair if it is in S * and S ∈ DT . Otherwise (x i , x i+1 ) is called a new pair. First suppose that both (x i , x i+1 ), (x i+1 , x i+2 ) are in components. By Corollary 3.4 (x i , x i+2 ) is also in a component. Now if both (x i , x i+1 ), (x i+1 , x i+2 ) are old then (x i , x i+2 ) is also an old pair. Otherwise we have
because there was no circuit at step 2. Now H is a pre-insect with Z = ∅ and hence by Lemma 7.1, S x i x i+2 is not a dictator component. Similarly according to the minimality of the circuit, it is not possible that both (x i , x i+1 ) and (x i+1 , x i+2 ) are new. So we may assume that (x i , x i+1 ) is old and (x i+1 , x i+2 ) is new. Now again we know that S x i x i+1 = S x i+1 x i+2 and S x i x i+1 = S x i x i+2 . We note that S x i+1 x i+2 = S x i x i+2 as otherwise we get a shorter circuit. Therefore H is pre-insect with Z = ∅ and hence by Lemma 7.1 (x i+1 , x i+2 ) is not in a dictator component.
If none of the (x i , x i+1 ), (x i+1 , x i+2 ) is in a component, then (x i , x i+2 ) is implied by the same component implying (x i , x i+1 ) and hence we get a shorter circuit. So we may assume that (x i , x i+1 )'s alternate, meaning that if (x i , x i+1 ) is implied by a component then (x i+1 , x i+2 ) is in a component and vice versa. Now in this case as we argue in the correctness of step (2) there would be an exobiclique in H which is not possible.
The following lemma shows the number of distinct dictator component is at most 2n.
Lemma 7.3
The number of distinct dictator components is at most 2n.
Proof: Note that there are at most n 2 distinct components. Consider component S ab , S ac such that S ab = S ac and S ab = S ca . It is not difficult to see that S bc is also a component as otherwise S ab = S ac . Now we must have S bc = S ac or S bc = S ca as otherwise by Lemma 7.1, S ab would not be a dictator component. In general, if vertex a with vertices a 1 , a 2 , . .., a k appear in distinct dictator components S aa i , 1 ≤ i ≤ k then none of the S a i a j would be distinct from S aa 1 , S aa 2 , ..., S aa k . These would imply that there are at most O(n) distinct dictator components.
Correctness of the Step 6
Theorem 8.1 By always choosing a sink component in step 5, and taking transitive closure, we cannot create a circuit in D.
Proof: Suppose by adding a terminal (trivial) component (x, y) into D we create a circuit. Note that none of the (x, y), (y, x) is in D and also (x, y) is not by transitivity on some of the pairs in D as otherwise it would be placed in D. Since (x, y) is a sink pair at the current step of the algorithm, if (x, y) dominates a pair (u, v) in H + then (u, v) is in D. The only way that adding (x, y) into D creates a circuit in D is when (x, y) dominates a pair (u, v) while there is a chain (v, y 1 ), (y 1 , y 2 ), ..., (y k , v) of pairs in D implying that (v, u) ∈ D. When x, y have the same color v = y and xu is an edge which means (v, u) implies (y, x) and hence (y, x) ∈ D a contradiction. When x, y have different colors then u = x and yv is an edge and hence (v, u) ∈ D dominates (y, x) a contradiction.
Implementation and complexity
In order to construct digraph H + , we need to list all the neighbors of each vertex. If x, y in H have different colors then vertex (x, y) of H + , has d y out-neighbors where d y is the degree of y in H. If x, y have the same color then vertex (x, y) has d x out-neighbors in H + . For simplicity we assume that |W | = |B| = n. For a fixed black vertex x the number of all pairs which are a neighbor of all some vertex (x, z), z ∈ V (H) is nd x + d y 1 + d y 2 + . . . + d yn , y 1 , y 2 , ..., y n are all the white vertices. Therefore it takes O(nm), m is the number of edges in H, to construct H + . We may use a link list structure to represent H + . It order to check whether there exists a self-coupled component, it is enough to see whether (a, b) and (b, a) belongs to the same component. This can be done in time O(mn). Since we maintain a partial order D once we add a new pair into D we can decide whether we close a circuit or not. Computing D takes O(n(n + m)) since there are O(mn) edges in H + and there are at most O(n 2 ) vertices in H + . Note that the algorithm computes the envelope of D at most twice once at step (3) and once at step (5).
Once a pair (x, y) is added into D, we put an arc from x to y in the partial order and the arc xy gets a time label denoted by T (x, y). T (x, y) is the level in which (x, y) is created. In order to look for a circuit we need to consider a circuit D in which each pair in original. Once a circuit is formed in step (3) by using Dict function we can find a dictator component S and store it into set DT . Therefore we spend at most O(nm) time to find all the dictator components. After step (5) we add the rest of the remaining pairs and that takes at most O(n 2 ). Now it is clear that the running time of the algorithms is O(nm).
10 Example : We show that the graph depicted in Figure 4 does not admit the desired ordering. In fact there would be a circuit in both Steps 3 and 4. Suppose we choose components S x 0 x 1 and S x 1 w and S x 2 x 3 and components S d e , S e f at step (2) 1 , e , g 1 , choosing any of the S d e , S e d instead of S d e and any of S e f , S f e instead of S d e would yield a circuit in D as long as we choose S x 2 x 3 . Also selecting any two components from S x 0 x 1 , S x 1 x 0 , S x 1 w , S wx 1 would also yield a circuit as long as we choose S x 2 x 3 at step (2) . Therefore in order to avoid a circuit at step (3) of the algorithm we must choose S x 3 x 2 . Now if we choose S x 3 x 2 and choose S d e , S e f , S x 1 x 2 , S x 1 w at step (2) of the algorithm we also must choose the One of the problems that can be formulated as an ordering without seeing forbidden patterns is a min ordering ( X-underbar) ordering. A min ordering of a digraph H is an ordering of its vertices a 1 , a 2 , . . . , a n , so that the existence of the arcs a i a j , a i a j with i < i , j < j implies the existence of the arcs a i a j . We leave open the following problem.
Problem 12.1 Is there a polynomial time algorithm that decides whether an input digraph H admits a min ordering?
As mentioned, interval bigraphs and interval digraphs became of interest in new areas such as graph homomorphisms. The digraphs admitting min ordering are closely related to interval digraphs and they are useful in research area such as graph homomorphisms and constraint satisfaction problems.
