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Reducible quadrature rules generated by boundary value methods are considered in block
version and applied to solve the second kind Volterra integral equations and Volterra
integro-differential equations. These extended block boundary valuemethods are shown to
possess both excellent stability properties and high accuracy for Volterra-type equations.
Numerical experiments are presented and the efficiency, accuracy and stability of the
schemes are confirmed.
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1. Introduction
In this paper, we consider block boundary value methods (B2VMs) for solving Volterra integral equations (VIEs)
y(t) = g(t)+
 t
t0
K(t, v, y(v))dv, t ∈ [t0, T ], (1.1)
and Volterra integro-differential equations (VIDEs)y′(t) = f

t, y(t),
 t
t0
K(t, v, y(v))dv

, t ∈ [t0, T ],
y(t0) = y0,
(1.2)
where y, g , f , K are d-dimensional vector functions. Numerical simulation of such equations is becoming more and more
important as they are used more and more for describing complex systems in physical and biological phenomena. A wide
variety of numerical methods for Volterra equations have been presented during the past decades (see, e.g., [1–13]). For
related research, we refer to the monograph [5] by Brunner and van der Houwen and the references therein.
To numerically solve the Volterra-type equations, effective quadrature rules are needed. Two classes of quadrature rules
are widely used for Volterra-type equations: one is the direct quadrature methods, such as the trapezoidal rule, the Gregory
rule and the Simpson rule (see, e.g., [5]), and the other is the so-called reducible quadrature rules that are derived from
numerical methods for the initial problems of ordinary differential equations (OIVPs), such as Runge–Kutta-type rules [7,6]
and (ρ, σ )-reducible quadrature rules [10,13].
As another, more recent, type of numerical methods for solving OIVPs, boundary value methods (BVMs) can be
interpreted as a generalization of the linear multistepmethods (LMMs). Recently, the research devoted to BVMs and related
B2VMs have arisen in many references (see, e.g., [14–25]), where convergence, stability and computation of the methods
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were discussed, respectively. For details on BVMs, we refer readers to the monograph [22] by Brugnano and Trigiante and
the references therein.
Recently, a class of reducible quadrature rules generated by BVMs has been introduced and applied to Volterra integral
and integro-differential equations [26], where the BVM-based quadrature ruleswere testified to be quite effective. However,
since the dimension of the algebraic systems arising from BVMs discretization of the Volterra-type equations are inversely
proportional to the stepsize, the computational effort in solving the algebraic systems becomes relevantwhen high accuracy
is needed. A strategy to overcome this drawback is to apply the BVM-based quadrature rule in relatively small sub-intervals,
like the idea of the B2VMs. This strategy has been used in thework [27], where the B2VMs are adapted to solve Volterra delay
integro-differential equations. Therefore, the purpose of this paper is to consider the BVM-based quadrature rules in block
version and extend B2VMs to solve Volterra-type equations. Although B2VMs can be used with a variable finer mesh, we
shall consider the case of a uniform finer mesh in this paper.
This paper is organized as follows. In Section 2, we give a brief review of BVMs, B2VMs and reducible quadrature rules
based on BVMs. In Section 3, we employ the BVM-based quadrature rules to VIEs (1.1) and study the convergence and
stability of the schemes. In Section 4,we construct a class of extendedB2VMs for VIDEs (1.2),where convergence and stability
properties are discussed. In Section 5, some numerical illustrations are reported and confirm the efficiency, accuracy and
stability of the introduced numerical methods.
2. Reducible quadrature rules based on BVMs
BVMs are the recent classes of initial value solvers which can be interpreted as a generalization of LMMs (see, e.g., [22]).
In order to briefly sketch them, let us consider the following scalar OIVP.
y′(t) = f (t, y(t)), t0 ≤ t ≤ T ,
y(t0) = y0. (2.1)
Fixing the first k1 values of the discrete solution, y0, . . . , yk1−1, and the last k2 = k− k1 ones, ys−k2+1, . . . , ys, and applying
a k-step LMM of order p over a uniform mesh tj = t0 + jh, j = 0, . . . , s, h = (T − t0)/s, to (2.1) yields
k2
j=−k1
αj+k1yn+j = h
k2
j=−k1
βj+k1 fn+j, n = k1, . . . , s− k2, (2.2)
where yn is the approximation to y(tn) and fn = f (tn, yn). Since OIVP (2.1) provides only the initial value y0, we also need
the extra k1 − 1 initial and k2 final conditions which can be supplied by the following difference schemes of order p
k−n
j=−n
α
(n)
n+jyn+j = h
k−n
j=−n
β
(n)
n+jfn+j, n = 1, . . . , k1 − 1, (2.3)
and
k−n
j=−n
α
(n)
n+jys−k+n+j = h
k−n
j=−n
β
(n)
n+jfs−k+n+j, n = s− k2 + 1, . . . , s. (2.4)
Eqs. (2.2)–(2.4) define the use of a BVM on OIVP (2.1).
For convenience, we cast BVM (2.2)–(2.4) in matrix form
AY + a0y0 = hBF(Y )+ hb0f0, (2.5)
where
Y = (y1, y2, . . . , ys)T , F(Y ) = (f1, f2, . . . , fs)T ,
and matrix Ae := [a0 | A] ∈ Rs×(s+1) is given by
Ae :=

α
(1)
0 α
(1)
1 · · · α(1)k
...
... · · · ...
α
(k1−1)
0 α
(k1−1)
1 · · · α(k1−1)k
α0 α1 · · · αk
α0 α1 · · · αk
. . .
. . .
. . .
. . .
α0 α1 · · · αk
α
(s−k2+1)
0 α
(s−k2+1)
1 · · · α(s−k2+1)k
...
... · · · ...
α
(s)
0 α
(s)
1 · · · α(s)k

, (2.6)
and matrix Be := [b0 | B] is similarly defined with βj’s instead of αj’s.
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B2VMs have been derived as a particular implementation of BVMs, which adopt the procedure of block time stepping
(see, e.g., [22]). The idea of B2VMs involves discretizing the time interval by using two different meshes: a coarser one and
a finer one, respectively. Even though variable meshes can also be considered [17], here, we shall consider the case of a
uniform finer mesh. Dividing the time interval into N subintervals with meshpoints t0, tn = tn−1 + hˆn (n = 1, 2, . . . ,N)
and tN = T , and then applying a k-step BVM with s time steps on each subinterval [tn−1, tn], a B2VM can be formulated as
follows:
AYn + A0Yn−1 = hnBF(Yn)+ hnB0F(Yn−1), (2.7)
where
A0 = [0, . . . , 0, a0], B0 = [0, . . . , 0, b0] ∈ Rs×s, Yn = (yn1, yn2, . . . , yns)T ,
F(Yn) = (f (tn1, yn1), f (tn2, yn2), . . . , f (tns, yns))T ,
tnj = tn−1 + jhn, j = 0, 1, . . . , s; n = 1, 2, . . . ,N; hn = hˆn/s, (2.8)
and ynj is the approximation of y(tnj).
To derive quadrature rules from BVMs, we consider the quadrature problem
u′(t) = φ(t), t ∈ [t0, ts], u(t0) = 0, (2.9)
where φ is a sufficiently smooth function. The solution of (2.9) at t = tn is
u(tn) =
 tn
t0
φ(v)dv. (2.10)
In order to find numerical approximations un to u(tn), we apply a k-step BVM with s time steps and coefficient matrices Ae
and Be to the quadrature problem (2.9) and obtain the relation
AU = hBeΦ − a0u0. (2.11)
Here U = (u1, u2, . . . , us)T , Φ = (φ(t0), φ(t1), . . . , φ(ts))T , h = (ts − t0)/s denotes the stepsize and tj = t0 + jh are the
equidistant grid points. In light of Ref. [22, p. 284], when a BVM is consistent, it holds that A is invertible and A−1a = −e.
Substituting this into (2.11) yields
U = hA−1BeΦ + eu0, (2.12)
where e = (1, 1, . . . , 1)T ∈ Rs. Eq. (2.12) and condition u0 = 0 imply that
un = h
s
j=0
ωnjφ(tj), n = 1, 2, . . . , s, (2.13)
where ωij is the (i, j) element of matrix A−1Be ∈ Rs×(s+1). Note that we have
[w | W ] := [A−1b | A−1B] = A−1Be. (2.14)
In the following, a quadrature rule of the form (2.13) will be called (Ae, Be)-reducible quadrature rule [26].
Since, by construction, the quadrature value un obtained by (2.13) is identical to the one resulting from the application
of BVM (Ae, Be) to differential equation (2.1). Then the following lemma holds.
Lemma 2.1. If BVM (2.2)–(2.4) is consistent of order p, then the corresponding (Ae, Be)-reducible quadrature rule (2.13) is also
consistent of order p. To be specific, there exists a constant c > 0, independent of n and h, such thath s
j=0
ωnjφ(vj)−
 tn
t0
φ(v)dv
 ≤ c(ts − t0)hp, n = 1, 2, . . . , s. (2.15)
Remark 2.2. As stated in [26], the upper bound of the left hand side of (2.15) is c∥A−1∥hp+1, then (2.15) follows from
∥A−1∥ = O(s) [28,25] and ts − t0 = sh.
In order to be consistent with B2VMs, we extend the BVM-based quadrature rules into a block version. Consider
quadrature problem (2.9) on the interval [t0, T ] and apply (Ae, Be)-reducible quadrature rule on mesh (2.8) which satisfies
h := max
1≤j≤N
hj ≤ r min
1≤k≤N hk, (2.16)
H. Chen, C. Zhang / Journal of Computational and Applied Mathematics 236 (2012) 2822–2837 2825
for some fixed positive number r ≥ 1, we obtain
uni =
n−1
k=1
hk
s
j=0
ωsjφ(tkj)+ hn
s
j=0
ωijφ(tnj), (2.17)
where uni is to approximate
u(tni) =
 tn−1
t0
φ(v)dv +
 tni
tn−1
φ(v)dv.
The bound for the corresponding quadrature error Qni defined by
Qni[φ] :=
n−1
k=1
hk
s
j=0
ωsjφ(tkj)+ hn
s
j=0
ωijφ(tnj)−
 tni
t0
φ(v)dv, (2.18)
is given by the following result.
Lemma 2.3. Let a BVM with coefficient matrices (Ae, Be) be consistent of order p, then the reducible quadrature rule (2.17) is
consistent of order p. To be specific,
|Qni[φ]| ≤ c(T − t0)hp, (2.19)
for n = 1, 2, . . . ,N and i = 1, 2, . . . , s, where c is a constant independent of n and h.
Proof. The result follows from
|Qni[φ]| =
n−1
k=1

hk
s
j=0
ωsjφ(tkj)−
 tk
tk−1
φ(v)dv

+ hn
s
j=0
ωijφ(tnj)−
 tni
tn−1
φ(v)dv

≤
n
k=1
c(tk − tk−1)hpk ≤ c(T − t0)hp.
Here, Lemma 2.1 and equality
N
k=1(tk − tk−1) = T − t0 are employed. 
3. B2VMs for VIEs
In this section, we focus our considerations to quadrature methods for Volterra integral equations of the second kind
given by (1.1). Here and in the next section, themesh partition onwhich our algorithms apply is chosen as (2.8) that satisfies
(2.16). Applying reducible quadrature rules (2.17) to VIEs (1.1) on subinterval [tn−1, tn], we obtain
yni = g(tni)+
n−1
k=1
hk
s
j=0
ωsjK(tni, tkj, ykj)+ hn
s
j=0
ωijK(tni, tnj, ynj), (3.1)
which is approximating equation
y(tni) = g(tni)+
 tni
t0
K(tni, v, y(v))dv
= g(tni)+
n−1
k=1
 tk
tk−1
K(tni, v, y(v))dv +
 tni
tn−1
K(tni, v, y(v))dv, (3.2)
for i = 1, 2, . . . , s, where yni is to approximate y(tni) and quadrature weights ωij are derived from (Ae, Be)-reducible
quadrature rules.
In the rest of this paper, ∥ · ∥ will denote the infinity norm. In this section, we denote by Ky(t, v, y) the Jacobian matrix
of K(t, v, y)with respect to y. For convergence of the introduced schemes, we have the following result.
Theorem 3.1. Assume that functions g, K are continuous differentiable to sufficiently high order and Ky(t, s, y) is continuous and
bounded, and let (Ae, Be)-reducible quadrature rules be derived from a pth-order BVM. Then there exist positive constants h0 and
C such that the global error is bounded by
∥yni − y(tni)∥ ≤ Chp, (3.3)
for i = 1, 2, . . . , s, n = 1, 2, . . . ,N, whenever h < h0.
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Proof. Subtracting Eq. (3.2) from difference equation (3.1) and applying the add and subtract technique, we have
yni − y(tni) =
n−1
k=1
hk
s
j=0
ωsj[K(tni, tkj, ykj)− K(tni, tkj, y(tkj))] + hn
s
j=0
ωij[K(tni, tnj, ynj)− K(tni, tnj, y(tnj))]
+
n−1
k=1

hk
s
j=0
ωsjK(tni, tkj, y(tkj))−
 tk
tk−1
K(tni, v, y(v))dv

+ hn
s
j=0
ωijK(tni, tnj, y(tnj))−
 tni
tn−1
K(tni, v, y(v))dv
=
n−1
k=1
hk
s
j=0
ωsjK nikj (ykj − y(tkj))+ hn
s
j=0
ωijK ninj (ynj − y(tnj))+ τni, (3.4)
where
K nikj =
 1
0
Ky(tni, tkj, v(ykj − y(tkj)))dv,
and
τni =
n−1
k=1
hk
s
j=0
ωsjK(tni, tkj, y(tkj))+ hn
s
j=0
ωijK(tni, tnj, y(tnj))−
 tni
t0
K(tni, v, y(v))dv.
Since the kernel function K is sufficiently smooth, then from Lemma 2.3, one can easily obtain that
∥τni∥ ≤ c(T − t0)hp.
With the following notations
eni = yni − y(tni), en = (eTn1, . . . , eTns)T , τn = (τ Tn1, . . . , τ Tns)T ,
difference equations (3.4) can be written in a compact form
(Isd − hnWn)en =
n−1
k=1
hkW
(n)
k ek + τn, (3.5)
where
Wn =
ω11K
n1
n1 · · · ω1sK n1ns
... · · · ...
ωs1K nsn1 · · · ωssK nsns
 , (3.6)
and
W (n)k =
ωs1K
n1
k1 · · · ωs,s−1K n1k,s−1 (ωss + ω(k)1 )K n1ks
... · · · ... ...
ωs1K nsk1 · · · ωs,s−1K nsk,s−1 (ωss + ω(k)s )K nsks
 .
Hereω(k)i = ωs0 for k = 1, . . . , n−2, andω(k)i = ωi0 if k = n−1. It is easy to verify that ∥Wn∥ ≤ L
A−1B and ∥W (n)k ∥ ≤ c1L,
provided that L is the bound of Ky(t, v, y) and c1 is a positive constant. Let h < h0 and h0 satisfy
h0L
A−1B < 1. (3.7)
It follows from the Neumann Lemma that each matrix Isd − hWn possesses a uniformly bounded inverse whenever h < h0
for some h0 satisfies (3.7). That is(Isd − hnWn)−1 ≤ c0, 1 ≤ n ≤ N,
where c0 is a positive constant. Then taking norm on (3.5), we have
∥en∥ ≤ c0c1hL
n−1
k=1
∥ek∥ + δ, (3.8)
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where δ < c0c(T − t0)hp. Then from the discrete Gronwall inequality combined with ∥e0∥ = 0 and inequality snh ≤N
k=1 sh ≤ r
N
k=1 shk = r(T − t0), we obtain (3.3) with C = c0c(T − t0) exp

c0c1rL(T − t0)s−1

and this completes the
proof. 
The stability behavior of a numerical method for second kind VIEs (1.1) is usually analyzed by applying the method to
the basic test equation
y(t) = 1+ λ
 t
0
y(v)dv, (3.9)
which is equivalent to the OIVP test equation y′(t) = λy(t). Since by construction, the extended B2VMs for (3.9) is equivalent
to the same B2VM applied to the OIVP test equation, it immediately follows that the stability results of B2VMs for OIVPs can
be carried over directly to the second kind VIEs.
A more realistic test equation (see, e.g., [5,11]) is the linear convolution equation
y(t) = y0 +
 t
0
[ξ + η(t − v)]y(v)dv. (3.10)
The solution of (3.10) is asymptotically stable if ξ < 0 and η ≤ 0.
Applying (3.1) on uniform mesh to test Eq. (3.10), we obtain
yni = yn0 + h
s
j=0
ωij[ξ + η(i− j)h]ynj, 1 ≤ i ≤ s, (3.11)
which can be written in a compact form
Yn = eyn0 + hξA−1BYn + hξA−1b0yn0 + h2ηDYn + h2ηd0yn0, (3.12)
or
(A− hξB− h2ηAD)Yn = (−a0 + hξb0 + h2ηAd0)yn0, (3.13)
where [d0 | D] := [ωij(i− j)]i,j andωij is the element of matrix A−1Be. Then we deduce that an extended B2VM for VIE (3.10)
is asymptotically stable whenever matrix (A− hξB− h2ηAD) is invertible andeTs (A− hξB− h2ηAD)−1(−a0 + hξb0 + h2ηAd0) < 1, (3.14)
where es is the last unit vector in Rs. We define the stability region of the extended B2VM for VIEs as follows:
S1 := {(hξ, h2η) ∈ R2 : (A− hξB− h2ηAD) is invertible and (3.14) is satisfied}.
For the special casewhen η = 0, we can see that the stability region of the extended B2VM for VIE test Eq. (3.9) is identical
to the stability region of the corresponding B2VMs for the OIVPs test Eq. [25].
In order to plot the stability region of ourmethods, we adopt a global search strategy, whose principle is to test condition
(3.14) at points on the (x, y) plane, where x = hξ and y = h2η. Fig. 3.1 shows the stability regions of four extended B2VM
based on the sixth order top order method (TOM-6), the fifth order generalized backward differentiation formula (GBDF-
5), the fourth order extended trapezoidal rule of the second kind (ETR2-4) and the third order generalized Adams method
(GAM-3) with s = 5. It is shown that the stability region of the extended block GBDF-5 almost includes the third quadrant
{(hξ, h2η) : hξ < 0, h2η ≤ 0}, which is the region where also the solution of continuous problem (3.10) is asymptotically
stable. In addition, the stability regions of the other three methods include only part of the third quadrant.
Remark 3.2. From Fig. 3.1, we can see that the shape of the stability regions for the four methods are grotesque and very
different that it is difficult to compare the size. In addition, it is usually more informative to comparemethods using the size
of the scaled stability regions, where the scaling is a measure of the work on each step (e.g., function evaluation per time
step). We think that the study of the shape and size of the scaled stability regions for the extended B2VM is an interesting
problem. However, for the sake of briefness, we do not consider this in the present paper and will study it in detail in the
future research.
4. B2VMs for VIDEs
In this section, we discuss the application of B2VMs in conjunction with BVM-type quadrature rules to VIDEs (1.2). First,
we assume that the following Lipschitz conditions hold
∥f (t, y, z)− f (t, yˆ, zˆ)∥ ≤ L1∥y− yˆ∥ + L2∥z − zˆ∥, (4.1)
∥K(t, v, y)− K(t, v, yˆ)∥ ≤ L3∥y− yˆ∥, (4.2)
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Fig. 3.1. Stability region of four extended B2VM for VIE (3.10).
for all t, v ∈ [t0, T ] and y, z, yˆ, zˆ ∈ Rd. Here L1, L2, L3 are positive constants. System (1.2) can be rewritten in the form
y′(t) = f (t, y(t), z(t)), (4.3)
where
z(t) =
 t
t0
K(t, v, y(v))dv. (4.4)
Applying a pth-order BVM (Ae, Be) and a qth-order (Aˆe, Bˆe)-reducible quadrature rules to VIDEs (4.3)–(4.4) on subinterval
[tn−1, tn] yields
(A⊗ Id)Yn − hn(B⊗ Id)F(Yn, Zn) = ηn, (4.5)
where
ηn = −(a0 ⊗ Id)yn−1 + hn(b0 ⊗ Id)f (tn−1, yn−1, zn−1),
Yn =

yTn1, y
T
n2, . . . , y
T
ns
T
, Zn =

zTn1, z
T
n2, . . . , z
T
ns
T
,
F(Yn, Zn) =

f (tn1, yn1, zn1)T , f (tn2, yn2, zn2)T , . . . , f (tns, yns, zns)T
T
,
and
zni =
n−1
k=1
hk
s
j=0
ωsjK(tni, tkj, ykj)+ hn
s
j=0
ωijK(tni, tnj, ynj), (4.6)
which is approximating integral equation
z(tni) =
 tni
t0
K(tni, v, y(v))dv. (4.7)
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Here ωij are quadrature weights of (Aˆe, Bˆe)-reducible quadrature rules. For convergence analysis, Eq. (4.5) can be written in
the following form
Yn = A˜Yn−1 + hnB˜F(Yn, Zn)+ hnC˜F(Yn−1, Zn−1), (4.8)
where A˜ = −[0, . . . , 0, A−1a0] ⊗ Id, B˜ = (A−1B)⊗ Id, C˜ = [0, . . . , 0, A−1b0] ⊗ Id.
Let
zˆni =
n−1
k=1
hk
s
j=0
ωsjK(tni, tkj, y(tkj))+ hn
s
j=0
ωijK(tni, tnj, y(tnj)),
Yˆn =

y(tn1)T , y(tn2)T , . . . , y(tns)T
T
,
Zˆn =

zˆTn1, zˆ
T
n2, . . . , zˆ
T
ns
T
, Z¯n =

z(tn1)T , z(tn2)T , . . . , z(tns)T
T
,
F(Yˆn, Zˆn) =

f (tn1, y(tn1), zˆn1)T , . . . , f (tns, y(tns), zˆns)T
T
,
F(Yˆn, Z¯n) =

f (tn1, y(tn1), z(tn1))T , . . . , f (tns, y(tns), z(tns))T
T
.
By substituting ynj for y(tnj) and znj for z(tnj) in (4.8), we obtain
Yˆn = A˜Yˆn−1 + hnB˜F(Yˆn, Zˆn)+ hnC˜F(Yˆn−1, Zˆn−1)+ τn1 + τn2 + τn3, (4.9)
where
τn2 = hnB˜

F(Yˆn, Z¯n)− F(Yˆn, Zˆn)

, (4.10)
τn3 = hnC˜

F(Yˆn−1, Z¯n−1)− F(Yˆn−1, Zˆn−1)

, (4.11)
and τn1 is the local truncated error of BVM (Ae, Be) such that
∥τn1∥ ≤ c1hp+1, (4.12)
where c1 is a positive constant. Since the (Aˆe, Bˆe)-reducible quadrature rule is qth-order consistent, then by Lemma 2.3 and
condition (4.1), we can easily obtain that
∥τn2 + τn3∥ ≤ c2L2(T − t0)(∥B˜∥ + ∥C˜∥)hq+1, (4.13)
where c2 is a positive constant.
The following conclusions from Iavernaro and Mazzia [25] and Baker and Paul [29] will be useful in the convergence
analysis.
Lemma 4.1 (cf. [25]). Assume that BVM (2.2)–(2.4) is consistent. Then, any power of the corresponding matrix A˜ = −[0, . . . , 0,
A−1a] ⊗ Id is uniformly bounded and, in particular, ∥A˜j∥∞ = 1 whatever be the power j and the dimension s.
Lemma 4.2 (cf. [29]). If the sequence {en} satisfies the difference inequality,
en ≤ (1+ Lhn)en−1 + dn for n = 1, 2, . . . ,
where {en}, {dn}, and {hn} are nonnegative sequences, and L is a nonnegative constant, then
en ≤

e0 +
n
i=1
di

exp

n
j=1
hjL

.
We are now in a position to show and prove the convergence result of extended B2VMs (4.5)–(4.6).
Theorem 4.3. Let conditions (4.1)–(4.2) be satisfied, and the basic BVM and bvm-type reducible quadrature rules used
in (4.5)–(4.6) are consistent of order p and q, respectively. Then the extended B2VM for VIDEs (1.2) is convergent of order
min(p, q). To be specific
∥yni − y(tni)∥ ≤ Chmin(p,q), (4.14)
for i = 1, 2, . . . , s, n = 1, 2, . . . ,N whenever h < h0, where C is a positive constant.
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Proof. Working with the infinity norm and defining
en = max
0≤j≤n
Yˆj − Yj ,
Vn = F(Yˆn, Zˆn)− F(Yn, Zn), τn = τn1 + τn2 + τn3,
then subtracting (4.8) from (4.9), we obtain
Yˆn − Yn = A˜(Yˆn−1 − Yn−1)+ hnB˜Vn + hnC˜Vn−1 + τn. (4.15)
Letting Wˆ = Aˆ−1Bˆ be the weight matrix of the reducible quadrature rules and using Lipschitz conditions (4.1)–(4.2), we
obtain that
∥Vn∥ ≤ L1∥Yˆn − Yn∥ + L2L3∥Wˆ∥
n
k=1
hk∥Yˆk − Yk∥
≤ (L1 + hL2L3∥Wˆ∥)∥Yˆn − Yn∥ + (T − t0)s−1L2L3∥Wˆ∥en−1, (4.16)
and
∥Vn−1∥ ≤ L1∥Yˆn−1 − Yn−1∥ + L2L3∥Wˆ∥
n−1
k=1
hk∥Yˆk − Yk∥
≤

L1 + (T − t0)s−1L2L3∥Wˆ∥

en−1. (4.17)
Now taking norm on (4.15) and applying Lemma 4.1, we have
∥Yˆn − Yn∥ ≤ ∥Yˆn−1 − Yn−1∥ + h∥B˜∥ ∥Vn∥ + h∥C˜∥ ∥Vn−1∥ + ∥τn∥. (4.18)
Let h be small enough that h < h0, where h0 satisfies
h0L1∥B˜∥ + h20L2L3∥B˜∥ ∥Wˆ∥ < 1. (4.19)
Denoting
µ = L1∥B˜∥ + hL2L3∥B˜∥ ∥Wˆ∥,
ν = L1∥C˜∥ + (T − t0)s−1L2L3∥Wˆ∥(∥B˜∥ + ∥C˜∥),
δn = ∥τn1 + τn2 + τn3∥ ≤ chmin(p+1,q+1),
it follows from (4.18) that
en ≤

1+ h(µ+ ν)
1− hµ

en−1 + δn1− hµ. (4.20)
Then applying Lemma 4.2 to inequality (4.20) yields
en ≤

e0 + 11− hµ
n
i=1
δi

exp

h(µ+ ν)
1− hµ n

≤ cNsh
s(1− hµ) exp

µ+ ν
s(1− hµ)Nsh

hmin(p,q)
≤ cr(T − t0)
s(1− hµ) exp

µ+ ν
s(1− hµ) r(T − t0)

hmin(p,q).
In the above inequalities, we have employed the conditions that the initial error e0 = 0 andNsh =Nk=1 sh ≤ rNk=1 shk =
r(T − t0), where r is the positive constant defined in (2.16). This completes the proof. 
In the following, we consider the linear stability of the extended B2VMs for VIDEs. For convenience, reducible quadrature
rules applied to the integral term of VIDEs are derived from the same BVMs applied to the differential term (Aˆe = Ae, Bˆe =
Be). Following the usual stability analysis of VIDE solvers (see, e.g., [1,4,10,12,13]), we shall consider stability with respect
to the basic test equation
y′(t) = ξy(t)+ η
 t
t0
y(v)dv, y(t0) = y0. (4.21)
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It is well-known that the zero solution of (4.21) is asymptotic stable when ξ < 0 and η < 0. Let z(t) =  tt0 y(v)dv, then this
test equation can be represented in the form
y′(t) = ξy(t)+ ηz(t), y(t0) = y0, z ′(t) = y(t), z(t0) = 0. (4.22)
Then by the construction of (Ae, Be)-reducible quadrature rules, application of extended B2VM (4.5)–(4.6) to test problem
(4.21) on uniform mesh yields the recursions
AYn + a0yn0 = hξBYn + hξb0yn0 + hηBZn + hηb0zn0, (4.23)
and
AZn + a0zn0 = hBYn + hb0yn0. (4.24)
At the same time, applying B2VM (Ae, Be) to (4.22) which can be written in the form
x′(t) =

ξ η
1 0

x(t) := Px(t), x(t) :=

y(t)
z(t)

, (4.25)
yields the following difference equation
(A⊗ I2)Xn + (a0 ⊗ I2)xn0 = h(B⊗ P)Xn + h(b0 ⊗ P)xn0, (4.26)
where Xn = (yn1, zn1; . . . ; yns, zns)T , xn0 = (yn0, zn0)T and I2 is a two dimensional unit matrix. The discrete problem in (4.26)
can also be interpreted as the one generated by a general linearmethod (GLM) [30]. It can be easily verified that by reordering
the equations occurring in (4.26), we obtain recursions (4.23)–(4.24). So the difference scheme of extended B2VMs for VIDEs
(4.21) is algebraically equivalent with the recursion by applying the corresponding B2VMs to OIVP system (4.25).
For stability analysis, we write (4.26) in the following form
(A⊗ I2 − hB⊗ P)Xn = (−A0 ⊗ I2 + hB0 ⊗ P)Xn−1, (4.27)
where A0 = [0, . . . , 0, a0] and B0 = [0, . . . , 0, b0]. By the theory of difference equations [31], the solution of (4.27) is
asymptotically stable if
det

ζ I2s − (A⊗ I2 − hB⊗ P)−1(−A0 ⊗ I2 + hB0 ⊗ P)
 = 0⇒ |ζ | < 1.
We recall that the stability region of B2VM (Ae, Be) for OIVP can be defined as follows [25]
S := {κ ∈ C : det[(A− κB)ζ + (A0 − κB0)] = 0⇒ |ζ | < 1} . (4.28)
A B2VM is said to be A-stable if the stability region S of the method contains the left half complex plane.
Theorem 4.4. Let S be the stability region of the B2VM (Ae, Be) for OIVP test problem, and let µ1 and µ2 be defined by
µ1 + µ2 = ξ , µ1µ2 = −η. Then the set {(hξ, h2η) : hµ1 ∈ S, hµ2 ∈ S} defines the region of stability of extended
by B2VM (Ae, Be) for VIDEs.
Proof. It is easily seen that the coefficient matrix P have eigenvalues µ1 and µ2, then we have P = QΛQ−1 whereΛ is an
upper triangular matrix with diagonal elements µ1, µ2 and Q is a unitary matrix. By using
A⊗ I2 − hB⊗ P = (I2 ⊗ Q )(A⊗ I2 − hB⊗Λ)(I2 ⊗ Q−1),
we obtain
0 = det ζ I2s − (A⊗ I2 − hB⊗ P)−1(−A0 ⊗ I2 + hB0 ⊗ P)
= det (A⊗ I2 − hB⊗ P)−1 det [(A⊗ I2 − hB⊗ P)ζ + (A0 ⊗ I2 − hB0 ⊗ P)]
= det (A⊗ I2 − hB⊗Λ)−1 det[(A⊗ I2 − hB⊗Λ)ζ + (A0 ⊗ I2 − hB0 ⊗Λ)]
=
2
i=1

det

(A− hµiB)−1

det[(A− hµiB)ζ + (A0 − hµiB0)]

.
The result follows immediately, since for hµi ∈ S, all zeros of the stability polynomial det[(A− hµiB)ζ + (A0 − hµiB0)] lie
inside the unit disk. 
From this theorem it follows that the stability region of extended B2VM (Ae, Be), which include the third quadrant
{(hξ, h2η) : hξ < 0, h2η < 0}, which is the region where also the solution of continuous problem (4.21) is asymptotically
stable, if the B2VM (Ae, Be) is A-stable for OIVPs. In [22], Brugnano and Trigiante derived many A-stable B2VMs, such as
GBDFs, GAMs, ETR2s and TOMs. Hence, by Theorem 4.4, the induced methods by these B2VMs can preserve the asymptotic
stability of the analytical solution of (4.21).
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5. Numerical experiments
In numerical experiments, we tested the performances of the introduced reducible quadrature rules for VIEs and the
extended B2VMs for VIDEs in terms of order of convergence and stability properties, in order to validate the theoretical
results of Sections 3 and 4. We use four quadrature methods (i.e., TOM-6, GBDF-5, ETR2-4, GAM-3), induced respectively by
the sixth order TOM, the fifth order GBDF, the fourth order ETR2 and the third order GAM, to solve the test problems. Uniform
mesh is chosen for convenience and we set s = 5. As for VIDEs, reducible quadrature rules applied to the integral term are
derived from the same basic BVMs applied to the differential term (Aˆe = Ae, Bˆe = Be). All the parameters of the employed
B2VMs can be found in [22]. For comparison, we also applied four extended RKMs (i.e., Gauss-6, RadauIA-5, LobattoIIIC-4,
RadauIIA-3) of the form
Y (n)i = G(t(n)i )+ h
m
j=1
aijK(t
(n)
i , t
(n)
j , Y
(n)
j ), 1 ≤ i ≤ m,
yn+1 = G(tn+1)+ h
m
j=1
bjK(tn+1, t(n)j , Y
(n)
j ), n ≥ 0,
G(t) = g(t)+ h
n−1
k=1
m
j=1
bjK(t, t
(n)
j , Y
(k)
j ),
(5.1)
and 
Y (n)i = yn + h
m
j=1
aijf (t
(n)
j , Y
(n)
j , Z
(n)
j ), 1 ≤ i ≤ m,
Z (n)j = h
n−1
k=1
m
l=1
blK(t
(n)
j , t
(k)
l , Y
(k)
l )+ h
m
l=1
ajlK(t
(n)
j , t
(n)
l , Y
(n)
l ),
yn+1 = yn + h
m
j=1
bjf (t
(n)
j , Y
(n)
j , Z
(n)
j ), n ≥ 0,
(5.2)
to VIEs and VIDEs, respectively, where yn, Y
(n)
i are approximations to y(tn) and y(tn + cih), respectively. The four extended
RKMs are obtained by adapting the classical sixth-order Gauss method, the fifth-order Radau IA method, the fourth-order
Lobatto IIIC method and the third-order Radau IIA method (cf. [32]).
Example 5.1. Consider a system of VIEs which models endemic infectious diseases [33]
y1(t)
y2(t)

= 1
100

φ21
1+ (10− φ20)φ

+
 t
0

ϕ21 0
(1− ϕ20)ϕ ϕ/1000
 
3y1(v)(1− y1(v)− y2(v))
1− y1(v)− y2(v)

dv, (5.3)
t ∈ [0, 50], where ϕ = exp((v − t)/20) and φ = exp(−t/20). The exact solution at the endpoint t = 50 is
y1(50)
y2(50)

=

0.031716689391939
0.62784627209779

.
In Fig. 5.1, we have plotted the numerical solution of Example 5.1 by extended block TOM-6 with h = 1/32. Numerical
results on Example 5.1 are presented in Tables 1 and 2. In these tables and tables in the next example g-eval, f -eval and
k-eval stand for the number of evaluations of the function g , f and kernel function K , respectively, err is the global error at
the endpoint of the interval of integration and the observed order of convergence is computed by
p = log2 err(h)err(h/2) .
We can see from Table 1 that our algorithms achieve the expected order of convergence which confirms Theorem 3.1.
Table 2 shows that the algorithms based on B2VMs aremore efficient than the algorithms based on RKMs, although the latter
algorithms are, in general, somewhat more accurate under the condition of the same order and stepsize.
Example 5.2. Consider the VIDE that models the thalamo-cortical systems describing a new architecture for a neurocom-
puter [8]
y′i(t) = κi + ϵ
 t
0
k(t − v)ψ(v)
M
j=1
sin(yj(v)− yi(v))dv, (5.4)
i = 1, 2, . . . ,M , κi ≠ κj, for i ≠ j, which generalizes Kuramoto’s model considered in [34,35]. Here, yi is the phase of the ith
oscillator, ψ(t) is the external input, and ϵ ≪ 1 is the strength of connections. We consider a system of VIDEs (5.4) with a
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Fig. 5.1. The numerical solution of Example 5.1 by extended block TOM-6 with h = 1/32.
Table 1
The observed order of convergence of the four extended B2VMs for
Example 5.1.
h TOM-6 GBDF-5 ETR2-4 GAM-3
1/4 – – – –
1/8 7.6925 5.7208 4.3050 3.1718
1/16 5.7689 5.2766 4.0811 3.0851
1/32 5.9689 5.1402 4.0206 3.0433
Table 2
Numerical results for Example 5.1.
h TOM-6 Gauss-6
err g-eval k-eval err g-eval k-eval
1/4 5.4818e−07 200 3.3400e+4 2.9797e−09 800 2.5407e+5
1/8 2.6501e−09 400 1.1225e+5 4.6240e−11 1600 9.8683e+5
1/16 4.8601e−11 800 4.1520e+5 7.1775e−13 3200 3.8866e+6
1/32 7.7592e−13 1600 1.5970e+6 7.4031e−15 6400 1.5446e+7
GBDF-5 RadauIA-5
1/4 6.1324e−05 200 3.4200e+4 1.2418e−07 800 2.5409e+5
1/8 1.1628e−06 400 1.1285e+5 3.7237e−09 1600 9.8704e+5
1/16 2.9998e−08 800 4.1535e+5 1.1417e−10 3200 3.8868e+6
1/32 8.5066e−10 1600 1.5978e+6 3.5325e−12 6400 1.5446e+7
ETR2-4 LobattoIIIC-4
1/4 6.6345e−06 200 3.3350e+4 5.7111e−06 800 2.5412e+5
1/8 3.3564e−07 400 1.1215e+5 3.3213e−07 1600 9.8742e+5
1/16 1.9831e−08 800 4.1520e+5 2.0047e−08 3200 3.8879e+6
1/32 1.2218e−09 1600 1.5968e+6 1.2317e−09 6400 1.5447e+7
GAM-3 RadauIIA-3
1/4 2.1799e−04 200 3.3300e+4 1.2243e−04 600 1.2634e+5
1/8 2.4189e−05 400 1.1225e+5 1.4569e−05 1200 4.9214e+5
1/16 2.8504e−06 800 4.1515e+5 1.7838e−06 2400 1.9412e+6
1/32 3.4577e−07 1600 1.5968e+6 2.2082e−07 4800 7.7189e+7
rapidly vanishing kernel k(t) given by
k(t) = 1
τ
exp
−t
τ

,
and with the function ψ(t)which corresponds to the quasiperiodic input [35]
ψ(t) = ψ0 +
M
i=1
M
j=1
υij cos((κj − κi)t),
whereΥ = [υij] is amatrix of connections.We solve this systemon the interval [0, 10]withM = 20, κi = 2π(i−1)/(M−1),
i = 1, 2, . . . ,M , τ = 0.1, ϵ = 0.01, ψ0 = 0, υij = 1, i, j = 1, 2, . . . ,M , and with initial conditions randomly distributed
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Fig. 5.2. The numerical solution of Example 5.2 by extended block TOM-6with h = 1/320. The numerical solution is only plotted on the subinterval [0, 1].
Table 3
The observed order of convergence of the four extended B2VMs for
Example 5.2.
h TOM-6 GBDF-5 ETR2-4 GAM-3
1/40 – – – –
1/80 7.1699 5.6837 4.9065 2.9527
1/160 7.8366 6.6843 4.3144 3.0106
1/320 5.6175 4.9129 4.1006 3.1287
Table 4
Numerical results for Example 5.2.
h TOM-6 Gauss-6
err f -eval k-eval err f -eval k-eval
1/40 1.9186e−3 1.2400e+4 4.1125e+5 3.6695e−7 1.9800e+4 2.2172e+6
1/80 1.3324e−5 2.1965e+4 1.4762e+6 5.8351e−9 3.7425e+4 8.6994e+6
1/160 5.8289e−8 3.8365e+4 5.1133e+6 1.0683e−10 7.3545e+4 3.4460e+7
1/320 1.1873e−9 7.1935e+4 1.9863e+7 2.0118e−11 1.4476e+5 1.3603e+8
GBDF-5 RadauIA-5
1/40 1.9500e−2 1.6320e+4 4.4105e+5 8.2360e−6 2.0040e+4 2.2267e+6
1/80 3.7938e−4 2.4520e+4 1.5722e+6 2.5273e−7 3.7590e+4 8.7024e+6
1/160 3.6889e−6 4.2985e+4 5.5964e+6 7.8535e−9 7.3770e+4 3.4477e+7
1/320 1.2245e−7 7.6485e+4 2.0258e+7 2.6103e−10 1.4494e+5 1.3604e+8
ETR2-4 LobattoIIIC-4
1/40 9.0519e−4 1.2085e+4 4.0776e+5 2.6166e−4 2.0655e+4 2.2637e+6
1/80 3.0181e−5 2.1790e+4 1.4770e+6 1.4944e−5 3.8340e+4 8.7363e+6
1/160 1.5169e−6 3.8155e+4 5.1083e+6 8.9079e−7 7.4355e+4 3.4571e+7
1/320 8.8418e−8 7.0955e+4 1.9815e+7 5.4360e−8 1.4574e+5 1.3669e+8
GAM-3 RadauIIA-3
1/40 4.3092e−3 1.2085e+4 4.0860e+5 1.8596e−3 1.1192e+4 1.0201e+6
1/80 5.5661e−4 2.1860e+4 1.4837e+6 2.1538e−4 2.0576e+4 3.8891e+6
1/160 6.9069e−5 3.8015e+4 5.0908e+6 2.6019e−5 3.9696e+4 1.5368e+7
1/320 7.8968e−6 7.0815e+4 1.9809e+7 3.2006e−6 7.7736e+4 6.0723e+7
on the interval [0, 2π ]. The reference solution at the endpoint of integration was computed by extended block TOM-6 with
h = 1/640 and is not presented here.
In Fig. 5.2, we have plotted the numerical solution of Example 5.2 by extended block TOM-6 with h = 1/320. Numerical
results on Example 5.2 are presented in Tables 3 and 4. Numerical results in Table 3 tell us that the order of convergence of
our algorithms equals approximately to their theoretical order. This confirms Theorem 4.3. Moreover, Table 4 indicates that
the accuracy of the extended RKMs are better than that of the extended B2VMs while the latter are, in general, somewhat
more efficient under the condition of the same order and stepsize.
Example 5.3. To illustrate the stability behavior of the extended B2VMs for VIEs, we consider the following test problems
which was suggested by Wolkenfelt in [13].
y(t) = g(t)− λ
 t
0
1+ t
1+ v y
2(v)dv, 0 ≤ t ≤ 10, (5.5)
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(a) h = 1/4. (b) h = 1/8.
(c) h = 1/16. (d) h = 1/32.
Fig. 5.3. Curves of the global error of four extended B2VMs against λ for Example 5.3 with h = 1/4, 1/8, 1/16, 1/32, respectively.
with exact solution y(t) = [1+ (1+ t) exp(−t)] 12 if we choose
g(t) = y(t)− λ(1+ t)[− ln(1+ t)+ exp(−t)− 1].
We consider a series of increasing values of λ, which makes the above problem increasingly stiff. Fig. 5.3 contains the
plots for the above problem of the global error at the endpoint of the interval of the integration against λ for h =
1/4, 1/8, 1/16, 1/32, respectively. From Fig. 5.3, we observe that for fixed h and increasing stiffness, the accuracy of the
methods based on GBDF-5 and GAM-3 remains roughly the same, whereas the methods based on TOM-6 and ETR2-4 have
a pronounced tendency toward a decreasing accuracy. These results are accordant with the stability regions presented in
Section 3.
Example 5.4. For the stability test of the extended B2VMs for VIDEs, we consider the problem discussed by Sommeijer
et al. [12]
y′(t) = −1+ αt(1+ t)
2
(1+ t)2 +
α
y(t)
ln

2+ 2t
2+ t

+ α
 t
0
dv
1+ (1+ t)y(v) , (5.6)
for y(0) = 1, 0 ≤ t ≤ 10, α > 0, whose exact solution is y(t) = 1/(1 + t). Since the stiffness of this problem
increases with α, we consider a series of increasing values of α, which makes the above equation increasingly stiff. Fig. 5.4
contains the plots for the above problem of the global error at the endpoint of the interval of the integration against α for
h = 1/8, 1/16, 1/32, 1/64, respectively. Note that the numerical results for stiff problems (e.g., α = 1000, 10000) are not
less accurate (evenmore accurate) than the results for nonstiff problem (e.g., α = 1), showing that the four extended B2VMs
possess excellent stability properties. This confirms Theorem 4.4.
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(a) h = 1/8. (b) h = 1/16.
(c) h = 1/32. (d) h = 1/64.
Fig. 5.4. Curves of the global error of four extended B2VMs against α for Example 5.4 with h = 1/8, 1/16, 1/32, 1/64, respectively.
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