We propose trace pursuit for model-free variable selection under the sufficient dimension reduction paradigm. Two distinct algorithms are proposed: stepwise trace pursuit and forward trace pursuit. Stepwise trace pursuit achieves selection consistency with fixed p, and is readily applicable in the challenging setting with p > n. Forward trace pursuit can serve as an initial screening step to speed up the computation in the case of ultrahigh dimensionality. The screening consistency property of forward trace pursuit based on sliced inverse regression is established.
Introduction
Contemporary statistical analysis often encounters high dimensional datasets that are routinely collected in a wide range of research areas, where the predictor dimensionality may easily dominate the relatively small sample size. To include the significant variables and exclude the insignificant variables at the same time, the paradigm of variable selection has seen much progress in recent years. Many popular variable selection procedures are developed under the linear model or the generalized linear model framework, such as nonnegative garrotte (Breiman, 1995) , LASSO (Tibshirani, 1996) , SCAD (Fan and Li, 2001) , adaptive LASSO (Zou, 2006) , group LASSO (Yuan and Lin, 2006) , Dantzig selector (Candés and Tao, 2007) , and MCP (Zhang, 2010) .
T be the predictor and Y be the scalar response. Model-free variable selection aims to find the index set A such that
where stands for independence, A c is the complement of A in the index set I = {1, · · · , p}, X A = {x i : i ∈ A}, and X A c = {x i : i ∈ A c }. Condition (1.1) implies that X A contains all the active predictors in terms of predicting Y . Ideally, we want to find the smallest index set A satisfying (1.1), in which case no inactive predictors are included in X A . Model-free variable selection is closely related to sufficient dimension reduction (Li, 1991; Cook, 1998) , which aims to find subspace S such that Y X|P S X.
(1.2)
Here P (·) denotes the projection operator with respect to the standard inner product.
Under mild conditions , the intersection of all S satisfying (1.2) still satisfies (1.2). We call this intersection the central space and denote it by S Y |X . The dimension of S Y |X is called the structural dimension and we denote it by q with q < p.
Some popular sufficient dimension reduction methods in the literature include sliced inverse regression (SIR) (Li, 1991) , sliced average variance estimation (SAVE) (Cook and Weisberg, 1991) , and directional regression (Li and Wang, 2007) .
There are two distinct approaches in the literature for model-free variable selection:
the sparse sufficient dimension reduction approach and the hypothesis testing approach.
By noting that many dimension reduction methods could be reformulated as a least squares problem, Li (2007) proposed sparse sufficient dimension reduction by combining sufficient dimension reduction with penalized least squares. Other sparse dimension reduction methods include shrinkage SIR (Ni et al., 2005) , constrained canonical correlation (Zhou and He, 2008) , and regularized SIR . While traditional sufficient dimension reduction finds linear combinations of all the original variables, sparse sufficient dimension reduction achieves dimension reduction and variable selection simultaneously. The state of the art method in this category is the coordinateindependent sparse dimension reduction (CISE) (Chen et al., 2010) , where a subspaceoriented penalty is proposed such that the resulting central space has the same sparsity structure regardless of the chosen basis of S Y |X . Although it enjoys the oracle property that it performs asymptotically as well as if the true irrelevant predictors were known, CISE is not applicable when p is larger than the sample size n.
Model-free variable selection through sufficient dimension reduction can also be implemented under the hypothesis testing framework. Without loss of generality, we assume the active index set A = {1, · · · , K} for ease of demonstration. Cook (2004) proposed the marginal coordinate hypothesis test based on SIR, and a similar test based on SAVE was developed in Shao et al. (2007) . Backward elimination for variable selection based on such tests is discussed in Li et al. (2005) . However, these tests rely on an initial estimator of the central space S Y |X via SIR or SAVE, which is not available when p > n.
To achieve model-free variable selection with p > n, Zhong el al. (2012) proposed correlation pursuit (COP). COP looks for a subset of variables in X to maximize an objective function, which measures the correlation between the transformed response Y and the projections of X. COP is based on SIR and inherits the limitations of SIR.
Namely, COP may miss significant predictors linked to the response through quadratic functions or interactions. More recently, Jiang and Liu (2013) proposed a likelihood ratio test based procedure named SIR with interaction detection (SIRI). SIRI includes a special case that is asymptotically equivalent to COP, and it extends COP by detecting significant predictors that appear in interactions. Both COP and SIRI involve estimation of the structural dimension q of S Y |X , which is known as order determination in the sufficient dimension reduction literature. Order determination in the p > n setting is a challenging issue, and the performances of COP and SIRI may deteriorate when the structural dimension q can not be accurately estimated.
We propose trace pursuit as a novel approach for model-free variable selection in this paper. Based on the newly designed method-specific (SIR, SAVE, or directional regression) trace tests, we first extend the classical stepwise regression in linear models and propose a stepwise trace pursuit (STP) algorithm for model-free variable selection.
STP iterates between adding one predictor from outside the working index set F and deleting one predictor from within F . Furthermore, we mimic the forward regression in the linear model setting and propose the forward trace pursuit (FTP) algorithm. After finding a solution path by adding one predictor into the model at a time, a modified BIC criterion provides a chosen model that is guaranteed to include all important predictors.
Finally, our two-stage hybrid trace pursuit (HTP) algorithm uses FTP for initial variable screening, which is followed by STP for the refined variable selection at the second stage. While SIR-based HTP might miss some significant predictors involved only in interactions and SAVE-based HTP may miss significant predictors that is linked to the response through a linear function, HTP based on directional regression can successfully detect predictors in a wide range of models. Compared with existing methods in the literature, the trace pursuit: (1) can be combined with different existing sufficient dimension reduction methods to detect significant predictors linked through various unknown functions to the response; (2) does not rely on estimation of the structural dimension q;
(3) is designed to deal with the challenging p > n setting; (4) provides a unified framework for model-free variable screening through FTP and model-free variable selection through STP. The selection consistency of the STP algorithms as well as the screening consistency property of the SIR-based FTP algorithm are established.
The paper is organized as follows. We first propose the SIR-based trace test and then extend it to SAVE-based and directional regression-based trace tests in Section 2.
The asymptotic distributions of the proposed test statistics are discussed in Section 3.
The STP algorithm and its selection consistency property are developed in Section 4.
FTP for screening and HTP for two-stage model-free variable selection are discussed in Section 5. Section 6 provides some numerical studies including a real data analysis.
Section 7 concludes the paper with some discussions.
Principle of the trace test

Some preliminaries
We briefly review three popular sufficient dimension reduction methods, SIR, SAVE and directional regression. Without loss of generality, assume E(X) = 0 and E(Y ) = 0.
Let Var(X) = Σ and Z = Σ −1/2 X denotes the standardized predictor. Suppose β ∈ R p×q is the basis of S Y |X and η ∈ R p×q is the basis of the Z-scaled central space S Y |Z . Let {J 1 , . . . , J H } be a measurable partition of Ω Y , the sample space of Y . The kernel matrix of the classical SIR (Li, 1991) is defined as M SIR = Var {E(Z|Y ∈ J h )}. Under the linear conditional mean (LCM) assumption that Cook and Weisberg (1991) 
2 is the kernel matrix for SAVE. When X is normal, both LCM and CCV assumptions are satisfied. For nonnormal predictor X, please refer to Cook and Nachtsheim (1994) , Cook and Li (2009 ), Li and Dong (2009 ), Dong and Li (2010 .
It is well-known that SIR and SAVE are complement to each other in both the regression and the classification settings. SIR works better when the link function between the continuous response and the predictor is monotone, or when there is location shift between different categories of the discrete response. SAVE, on the other hand, is more effective with U-shaped link function or detecting scale difference. Directional regression is designed to combine the strength of SIR and SAVE. For kernel matrix Li and Wang (2007) prove that Span(M DR ) ⊆ S Y |Z under assumptions (2.1) and (2.2).
SIR-based trace test
We state the principle of the SIR-based trace test in this section. For working index set F and index j ∈ F c , we want to test
, and U h = E(X|Y ∈ J h ). The kernel matrix for SIR can be rewritten as
Recall that A denotes the active index set satisfying Y X A c |X A , and I = {1, . . . , p} denotes the full index set. We have the following key observation. 
SAVE-based and directional regression-based trace tests
Note that M SAVE can be rewritten as
For the purpose of sufficient dimension reduction, it is well-known that SAVE requires the CCV assumption (2.2) in addition to the LCM assumption (2.1) required by SIR.
In a parallel fashion, our SAVE-based trace test relies on the following subset CCV assumption together with the subset LCM assumption (2.5),
Var(x j |X F ) is nonrandom for any F ⊂ I and j ∈ F c . (2.6) Assumptions (2.1) and (2.2) are common in the sufficient dimension reduction literature.
Meanwhile, assumptions (2.5) and (2.6) have been used in Zhong et al. (2012) and Jiang and Liu (2013) 
For directional regression-based trace test, define
where |F | denotes the cardinality of F . The directional regression-based trace test relies on the next theorem.
Theorem 2.3. Assume the subset LCM assumption (2.5) and the subset CCV assumption (2.6) hold true. Then for F ⊂ I and j ∈ F c , we have
Theorems 2.2 and 2.3 demonstrate that the trace test can be a general framework.
Unlike COP, trace tests do not require estimation of the structural dimension q, and they can be combined with sufficient dimension reduction methods other than SIR. 
Asymptotic distributions of the trace test statistics
Here ω are sample counterparts of p h and γ j|F ,h defined in Theorem 2.1. Since we assume E(X) = 0 for the population level development,γ j|F ,h is calculated based on centered
The next two Theorems provide the asymptotic distribution for the SAVE-based and directional regression-based trace test statistics respectively. 
Here ω 
The detailed forms of these sample estimators are provided in the Appendix.
The stepwise trace pursuit algorithm
We provide the stepwise trace pursuit (STP) algorithm and its selection consistency property in this section. For the ease of presentation, the following stepwise algorithm is based on the SIR-based trace test. The STP algorithms for SAVE and directional regression can be defined in a parallel fashion.
(a) Initialization. Set the initial working set to be F = ∅.
(d) Repeat steps (b) and (c) until no predictors can be added or deleted.
We provide some additional insight about the key quantity tr(M
before we study the selection consistency property of the SIR-based STP algorithm.
Recall that A is the true set of significant predictors, q denotes the structural dimension of the central space S Y |X , and M SIR = Var {E(Z|Y ∈ J h )} has q nonzero eigenvalues λ 1 ≥ . . . ≥ λ q with η 1 , . . . , η q as the corresponding eigenvectors. Denote
where λ max (Σ) and λ min (Σ) are the largest and the smallest eigenvalues of Σ respectively.
We have seen in Theorem 2.1 that tr(M over j ∈ F c ∩ A is greater than 0. In the linear regression setting, β min can be explained as the minimum signal strength, and it is common to assume that β min does not decrease to 0 too fast when n goes to infinity. This motivates us to assume that there exist ς > 0 and 0 < ξ min < 1/2 such that min
Theorem 4.1. Suppose X has finite fourth order moment, condition (2.5) and condition (4.3) hold true.
If we set 0 <c
SIR < ςn 1−ξ min /2, then as n → ∞, P r( min F :F c ∩A =∅ max j∈F c ∩A T SIR j|F >c SIR ) → 1.
If we set
Part 1 of Theorem 4.1 implies that the addition step will not stop until all significant predictors are selected. Part 2 implies that the deletion step of the algorithm will not stop if the current selection includes any insignificant relevant predictors. Together, they guarantee the selection consistency of the STP algorithm for SIR. To guarantee the selection consistency of the STP algorithms for SAVE and the directional regression, condition (4.3) in Theorem 4.1 has to be updated accordingly. We leave the details to the Appendix. Note that the STP algorithm is directly applicable even with p > n. All we need is that |F | < n for all iterations of the algorithm.
Condition ( 
The forward trace pursuit algorithm
To determine the index a F in the addition step of the STP algorithm, we need to go over all possible candidate indices in F c and compare a total of p − |F | test statistics, which may lead to overwhelming computation burden when p is large. This motivates us to consider the forward trace pursuit (FTP) algorithm as an initial screening step.
The SIR-based FTP algorithm is described as follows.
is given at the beginning of the kth iteration.
For every j ∈ I\S (k−1) , compute tr M SIR
, and find a k such that a k = arg max
(c) Solution path. Repeat step (b) n times, to get a sequence of n nested candidate models. Denote the solution path as
To study the theoretical property of forward trace pursuit based on SIR, we assume the following set of conditions.
(C1) Assume that the predictor X is normally distributed.
(C2) Assume that there exist two positive constant τ min and τ max , such that τ min < λ min (Σ) < λ max (Σ) < τ max < ∞.
(C3) Assume condition (4.3) holds true, and there exist constants ξ and ξ 0 , such that log p ≤ ̟n ξ , |A| ≤ ̟n ξ 0 , and ξ + 2ξ min + 2ξ 0 < 1.
(C1) and (C2) are commonly used conditions in high dimensional sparse covariance estimation and variable screening problems. Wang (2009) To choose one model from the entire solution path S = {S (k) : 1 ≤ k ≤ n}, we follow Chen and Chen (2008) and define the modified BIC criterion
states that the selected model enjoys the screening consistency property. 
(c) Perform the SIR-based STP, where the full index set I = {1, . . . , p} is updated to the screened index set S (m) .
The HTP algorithms for SAVE and the directional regression can be implemented similarly, and the details are omitted.
Numerical studies
The proposed HTP algorithms are compared with existing model-free variable selection methods in this section. The screening performances of the FTP algorithms are evaluated as well.
Simulation studies
We consider the following models:
Unless specified otherwise, we set X = (x 1 , . . . , x p ) T to be multivariate normal with E(X) = 0 and Var(X) = Σ, and ǫ ∼ N(0, σ 2 ) is independent of X. The structural dimensions for Models I to III are respectively q = 2, 4 and 3. The index set of significant predictors for all the three models is A = {1, 2, p − 1, p}. In all the simulation studies, we set σ = .2, the sample size n = 300, the number of slices H = 4. Consider three settings of p: p = 10 for small dimensionality, p = 100 for moderate dimensionality, and p = 1000 for high dimensionality. Denote the (i, j)th entry of Σ as ρ |i−j| , and in the simulations, ρ = 0 is with uncorrelated predictors and ρ = .5 with correlated predictors.
When the SIR-based STP algorithm described in Section 4 is implemented, the Jiang and Liu (2013) suggest trying α over the grid points in the interval (0, 1), and determining the final α by the cross validation. For ease of implementation,
we set the level of α as .1p −1 in all the simulation studies. We follow Bentler and Xie (2000) to approximate the αth upper quantile of a weighted χ 2 distribution. Other approximations, such as Field (1993) , Cook and Setodji (2003) , can be used as well. The STP algorithms based on SAVE and directional regression are carried out in a similar fashion.
We examine the performances of the HTP algorithms for variable selection in Tables   1 to 5 . The HTP algorithms that are based on SIR, SAVE and the directional regression are denoted by HTP-SIR, HTP-SAVE and HTP-DR respectively. Based on the N = 100
repetitions, we report the underfitted count (UF), the correctly fitted count (CF), the overfitted count (OF), and the average model size (MS). Let A (i) be the estimated active set in the ith repetition and define
The selection performance of Model I is summarized in Table 1 . This model favors SIR as Y is monotone of the two linear combinations x 1 + x p and x 2 + x p−1 . HTP-SIR works very well for this model, as condition (4.3) is satisfied here. The performance of HTP-SIR keeps up with diverging p, which validates our theoretical finding in Theorem 5.2. We know from the sufficient dimension reduction literature that SAVE is not efficient when predictors are linked to the response through monotone functions. We see that HTP-SAVE has very unstable performances, which either underfits or overfits with a large probability. HTP-DR performs similarly to HTP-SIR, and fits correctly with a dominant probability. misses two variables on average, which should be x 1 and x p involved in the two quartic terms. As we have seen in Table 1 , HTP-SAVE either underfits or overfits with a large probability due to the monotone function 3 exp(.8x 2 + .6x p−1 ). HTP-DR still enjoys good performance for Model III, and correctly recovers A with a large probability. The average model size is always close to 4, indicating a good overall fit.
To check the performances of the HTP algorithms for nonnormal predictors, consider (iii), x i ∼ Geometric(.5). In all three cases, x i is independent of x j for i = j, 1 ≤ i, j ≤ p.
We focus on Model III with n = 300 and p = 1000, and report the results in Table 4 . We see that HTP-DR with nonnormal predictors has similar performance compared to its counterpart with normal predictors in Table 3 . HTP-SAVE has unstable performance as before. The performance of HTP-SIR with nonnormal predictors actually has significant improvement over its counterpart with normal predictors in Table 3 . We have seen before that SIR-based method can not pick up quartic terms x i . Since the distribution of the nonnormal x i is no longer symmetric about 0, HTP-SIR is able to select x 1 and x p in the quartic terms.
We conclude from Table 4 that the proposed HTP algorithms are not sensitive to the normality assumption of the predictors.
Next we focus on the challenging case of p = 1000, and compare the performances of HTP-DR with existing methods in Table 5 . Only COP and SIRI (Jiang and Liu, 2013) are included in the comparison, as other methods such as CISE (Chen et al., 2010) can not handle p > n. The R codes for COP and SIRI are made available by the respective authors. COP works well for Model I, and underfits for Models II and III. COP has similar performances to HTP-SIR as both the methods are based on SIR. SIRI works well for Models I and III, and is likely to underfit for Model II. We suspect the relatively large structure dimension q = 4 in Model II is a probable cause for the deficiency of SIRI. HTP-DR completely avoids estimating the structure dimension q, and has decent overall performance.
To compare the screening performances of the FTP algorithms, we report in Table   6 the frequencies in N = 100 repetitions when all the significant predictors are included after screening. The FTP algorithms that are based on SIR, SAVE and the directional regression are denoted by FTP-SIR, FTP-SAVE and FTP-DR respectively. The sure independence screening (SIS) in Fan and Lv (2008) and the distance correlation-based SIS (DC-SIS) are also included. The model size of SIS and DC-SIS retains all active predictors with probability close to one across all the three models. In addition, the BIC in (5.1) for FTP-DR leads to average model size of 20, which is much smaller compared to [300/ log 300] = 53, the model size of DC-SIS.
Real data analysis
We consider the leukemia data from the high-density Affymetrix oligonucleotide arrays (Golub et al, 1999) . This data set has become a benchmark in many gene expression studies. See, for example, Dettling (2004) . There are 38 training samples and 34 testing samples, with 3571 genes in each sample. The response is 0 or 1 describing two subtypes of leukemia. We first perform variable selection that is based on the training set, build a classification rule with the linear discriminant analysis (LDA), and then apply this rule to the testing set. We compare the classification results together with the number of genes selected in Table 7 . HTP-SAVE fails to select any significant gene, suggesting that the subtypes of leukemia may depend on the genes through some monotone link functions. COP, SIRI, HTP-SIR and HTP-DR all lead to similar classification performances. While both SIRI and HTP-DR have the smallest testing error count, HTP-DR needs only 2 genes compared to 6 genes selected by SIRI.
Discussions
For high dimensional data with unknown link functions between predictors and response, it is desirable to perform variable selection in a model-free fashion. We have proposed a versatile framework for variable selection via stepwise trace pursuit, which can be viewed as a model-free counterpart of the classical stepwise regression. An important connection between sufficient dimension reduction and model-free variable selection is revealed in Cook (2004) via the marginal coordinate test. However, it is not applicable when p is larger than n. Stepwise trace pursuit provides the missing link between sufficient dimension reduction and model-free variable selection in the high dimensional settings. While our discussions in this paper are based on SIR, SAVE and the directional regression, the general principle of trace pursuit allows its extension to other sufficient dimension reduction methods as well.
As an important preprocessing step for ultrahigh dimensional data, variable screening is first proposed in Fan and Lv (2008) and has received much attention in the recent literature (Zhu et al., 2011; He et al., 2013; Chang et al., 2013 , Lin et al 2013 . Forward trace pursuit is introduced in this paper for model-free variable screening under the sufficient dimension reduction framework. The screening consistency property of forward regression in linear models is established in Wang (2009) , which is extended to model-free setting via SIR-based forward trace pursuit. The theoretical properties of forward trace pursuit approaches that are based on other sufficient dimension reduction methods warrant future investigation.
Appendix: Proofs
Proofs of Theorems in Section 2
Proof of Proposition 2.1. Let λ 1 ≥ . . . ≥ λ q be the q nonzero eigenvalues of M SIR .
Denote η 1 , . . . , η q as the corresponding eigenvectors. Let β i = Σ −1/2 η i for i = 1, . . . , q.
The LCM assumption (2.1) guarantees that Assume A = {1, 2, . . . , K} without loss of generality. Note that
the upper left block of which implies that Cov(E(X
Plug it into (8.3), and we get tr(M
. 
Recall that |F | denotes the cardinality of F . For the first part, define (|F | + 1) × (|F | + 1) dimensional matrices A and C as
Recall that U h = E(X|Y ∈ J h ). It is easy to check that
Plug (8.4) and (8.5) into (8.6), and we get
It follows immediately that tr(M
For the second part, note that Y X A c |X A , A ⊆ F and j ∈ F c together imply that
By noticing Var(X F ∪j ) = Σ F ∪j and Var(AX F ∪j ) = C, we have Σ
and
The conclusion of the first part is then obvious.
For the second part, we now show that φ j|F ,h = 0, γ j|F ,h = 0, and ζ j|F ,h = 1. Note that γ j|F ,h = 0 in the proof of Theorem 2.1. Similar to (8.7) where we have shown
Hence E(x j|F |Y ) = 0 and E(X F x j|F |Y ) = 0. It follows that Cov(X F , x j|F |Y ) = 0,
The subset CCV condition (2.6) implies that E{(
Compare (8.8) with (8.9) and we get the desired result. ✷
Proof of Theorem 2.3. Let
F ∪j , and m
can be written as
The first term in (8.10) can be shown to satisfy
The second term in (8.10) can be shown to satisfy
The last term in (8.10) can be shown to satisfy
Together we get the first part of Theorem 2.3. For the second part, we have seen in the proof of Theorem 2.2 that γ j|F ,h = 0, and ζ j|F ,h = 1 given that A ⊆ F . It is easy to see that ν j|F ,h = 0, ι j|F = 0 and ̺ j|F = 0. The conclusion is then obvious. ✷
Proofs of Theorems in Section 3
We use Frechet derivative representation to derive the asymptotic distributions of
and T DR j|F . Let F be the joint distribution of (X, Y ) and F n be the empirical distribution based on the i.i.d. sample (X 1 , Y 1 ), . . . , (X n , Y n ). Let G be a real or matrix valued functional. Then G(F n ) has the following asymptotic expansion under regularity conditions,
where G(F ) is nonrandom, and
. Please refer to Fernholz (1983) for more details about Frechet derivative and the regularity conditions.
Recall the following definitions involved in Theorem 3.1:
. Then for F ⊂ I and j ∈ F c , condition (2.5) implies 
, and we replace G * (F ) with
Proof of Lemma 1. The expansions ofΣ F ,Σ −1 F ,Û F ,h and ϑ j|F are similar to those in Lemma 1 in Li and Wang (2007) , and thus omitted. With condition (2.5), we have
For the expansion ofγ j|F ,h , notice that
We have seen in the proof of Theorem 2.1 that γ j|F ,h = 0 with Y x j |X F and condition (2.5). Taking Frechet derivative on both sides of the listed equation above, we get
Note that u j,h is a special case of U F ,h with F replaced by j. Thus expansion ofû j,h follows the same form ofÛ F ,h and is omitted.
Proof of Theorem 3.1. LetL
T , and γ * j|F ,h is provided in Lemma 1. Define
, and the result of Theorem 3.1 follows directly. ✷
Recall the following definitions involved in Theorem 3.2:
, and 
Proof of Lemma 2. The expansion ofV F ,h is parallel to the expansion ofV h in Lemma 1 of Li and Wang (2007) . The expansion ofν j|F ,h uses the same technique as the expansion ofγ j|F ,h in Lemma 1. The expansion ofφ j|F ,h is obvious by noticing that γ j|F ,h = 0 with Y x j |X F and condition (2.5). For the expansion ofζ j|F ,h , notice that
We have seen in the proof of Theorem 2.2 that ζ j|F ,h = 1 with Y x j |X F , conditions (2.5) and (2.6). Taking Frechet derivative on both sides of the listed equation above, we get the desired result. ✷
Here φ * j|F ,h and ζ * j|F ,h are provided in Lemma 2. With Y x j |X F , conditions (2.5) and (2.6), we have γ j|F ,h = 0 and ζ j|F ,h = 1. It follows that
Let
. The result of Theorem 3.2 follows directly. ✷ Recall the following definitions involved in Theorem 3.3: 
Proof of Theorem 3.3. LetL
1/2
Here γ * j|F ,h is provided in Lemma 1, ν * j|F ,h and ζ * j|F ,h are provided in Lemma 2, and ι * j|F ,h is provided in Lemma 3. With Y x j |X F , conditions (2. 5) and (2.6), we have γ j|F ,h = 0,
Define and Ω DR j|F as follows: 
Proofs of Theorems in Section 4
Proof of Proposition 4.1. For any j ∈ F c ∩ A, we know from Theorem 2.1 and the
(8.12)
Here P = I |F |+1 , 0 (|F |+1)×(p−|F |−1) , and we assume without loss of generality that the
where the last equality is true because
By the definition of A in (1.1) and the fact that Span(β 1 , . . . , β q ) = S Y |X , we know β i,F c ∩A c = 0.
Thus for i = 1, . . . , q,
(8.14) (8.12), (8.13) and (8.14) together imply that
By noticing that j∈F c ∩A {(Σ j,
The proof is then completed by noting that max j∈F c ∩A {tr(M
. Note that 0 < ξ min < 1/2. Thus as n goes to infinity, with probability approaching 1,
Together with (4.3), we know with probability approaching 1,
Multiply both sides by n and we get P r(min F :
In part 2, note that F c ∩ A = ∅ implies A ⊆ F . Then j ∈ F implies either j ∈ A or j ∈ {F \A}. If j ∈ A, then {F \j} c ∩A = ∅. As n goes to infinity, tr(M Before proceeding to the proof of Theorem 5.1, we present the following useful lem-
Proof of Lemma 4. We notice that for h = 1, . . . , H,
Add over h and we get the desired result. ✷ Lemma 5. Let W SIR = Var{E(X|Y )} and letŴ SIR be its corresponding sample estima- 
log p/n. Following similar arguments in the proof of Theorem 1 in Cai et al. (2011) , we have
2 0 log p} = 2p exp{−2 log p}.
Thus we have
Moreover, it is easy to see that
Combining (8.18) and (8.19), we see with probability tending to 1,
By (8.18) and condition (C4), we see with probability tending to 1,
Similar to (8.18), we can also show that P r( E n (X) ∞ ≥ {2 + 8(1.25e) 2 } log p/n) ≤ 2p −1 . Under condition (C3), we have with probability tending to 1, (8.22) Becausep h − p h = O P (n −1/2 ), we know that W Invoking Lemma 5 and 6, we can derive that
min |F |D 5 log p/n · 2τ max + τ it's easy to prove that P r min 0≤k<k min {BIC(S (k ) − BIC(S (k+1) )} > 0 → 1, and the details are omitted. ✷
