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If a higher derivative theory arises from a transformation of variables that involves time derivatives,
a tailor-made Hamiltonian formulation is shown to exist. The details and advantages of this elegant
Hamiltonian formulation, which differs from the usual Ostrogradsky approach to higher derivative
theories, are elaborated for mechanical systems and illustrated for simple examples. Both a canonical
space and a set of constraints emerge naturally from the transformation rule for the variables.
In other words, the setting for quantization and the procedure for eliminating instabilities arise
naturally.
PACS numbers: 11.10.Ef
I. INTRODUCTION
Most theories in physics are based on second-order or-
dinary or partial differential equations. However, there
are good reasons for considering higher derivative theo-
ries, too. For example, in the context of gravity, higher
derivative theories have been studied as alternative the-
ories in their own right or as the expected result of
renormalization, which is a much more general topic (see
[1–4] and references therein). Applications in particle
physics include investigations of possible deviations of
electroweak vector-boson self-interactions from the stan-
dard model (see [5] and references therein).
Higher derivative theories are most easily introduced in
a Lagrangian setting. If a Lagrangian L¯(q¯, ˙¯q, ¨¯q) depends
not only on the time derivatives ˙¯q of some configurational
variables q¯, but also on the second time derivatives ¨¯q,
stationarity of the action I =
∫
Ldt typically leads to
fourth order differential equations for q¯ (except for lin-
ear dependence of L on ¨¯q). The usual passage from the
Lagrangian to the Hamiltonian framework clearly fails in
the presence of second time derivatives in the Lagrangian.
A generalization of the Hamiltonian approach to higher
derivative theories was developed in a classical paper by
Ostrogradsky [6] (a modern review with many illuminat-
ing comments can be found in an educational article by
Woodard [7]).
As the Ostrogradsky Hamiltonian is linear in some of
the momenta and hence unbounded from below, insta-
bilities are a major concern in higher derivative theories.
Such instabilities can be suppressed by constraints [8]
(or complexification [9], where the physical relevance of
complex theories is not yet clear).
Recently we have introduced a class of higher deriva-
tive theories by considering a theory given by a standard
Lagrangian L(q, q˙) and a transformation q = q(q¯, ˙¯q) [10].
We say that L(q, q˙) defines a workhorse theory and q(q¯, ˙¯q)
is a composition rule. A composite higher derivative the-
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ory is then introduced by the Lagrangian
L¯(q¯, ˙¯q, ¨¯q) = L
(
q(q¯, ˙¯q),
∂q(q¯, ˙¯q)
∂q¯
˙¯q +
∂q(q¯, ˙¯q)
∂ ˙¯q
¨¯q
)
. (1)
The idea behind a composite theory is that we might gain
deeper understanding of a successful theory by recogniz-
ing more fundamental variables. We expect to reduce the
number of physical degrees of freedom of the workhorse
theory by introducing the more fundamental variables.
The passage from the Lagrangian formulation of com-
posite higher derivative theories with linear dependence
of q on ˙¯q to Ostrogradsky’s Hamiltonian formulation has
been elaborated in [10]. The main outcome of that work
has been that, for this special class of higher derivative
theories, there is a particularly simple and convenient
way of formulating constraints. It has been verified ex-
plicitly that these constraints indeed eliminate all unsta-
ble solutions.
The goal of the present work is to develop an alter-
native to Ostrogradsky’s general procedure that is more
deeply adapted to the structure of composite theories.
Rather than using q¯ and ˙¯q as configurational variables
and introducing the proper conjugate momentum vari-
ables in the Ostrogradsky approach, we here start from
q¯ and q as the natural configurational variables and keep
p as the conjugate momentum of q. In this alterna-
tive procedure we keep the Hamiltonian structure of the
workhorse theory and we can formulate the constraints
even more naturally. We moreover recognize how solu-
tions of a composite theory can be found by a two-step
procedure.
The space q¯, q, p¯, p is more naturally structured but
larger than the space of the original Ostrogradsky ap-
proach (note that q is a larger set of configurational vari-
ables than ˙¯q). The new space has the appealing struc-
ture of the combined spaces of the original variables of
the workhorse theory and the more fundamental vari-
ables used in the composition rule. The Hamiltonian for-
mulation of higher derivative theories highlights that we
are forced into larger spaces, where the combined space
of the present formulation is particularly natural. Last,
but definitely not least, the combined space provides the
natural arena for the quantization of composite higher
2derivative theories.
II. BASICS OF LAGRANGIAN SETTING
As a workhorse for our concrete development of a com-
posite higher derivative theory, we consider a mechanical
system with Lagrangian
L(q, q˙) =
1
2
mq˙iq˙i + q˙i ui(q)− V (q), (2)
involving a discrete set of variables qi, i = 1, . . . I, where
q stands for the list of all variables, ui(q), V (q) are suf-
ficiently smooth functions, V (q) is bounded from below,
and Einstein’s summation convention is used (summation
over indices occurring twice). For the composition rule
we assume a linear dependence of q on the time deriva-
tives of the more fundamental variables q¯,
qi = αi(q¯) + βik(q¯) ˙¯qk, (3)
where αi(q¯), βik(q¯) are sufficiently smooth functions of
the variables q¯k, k = 1, . . .K ≤ I (more general depen-
dencies on ˙¯qk have been considered in [11] with the goal of
converting second class constraints in a Lagrangian set-
ting). The variables ˙¯qk for given q and q¯ can be extracted
from Eq. (3) as
˙¯qk(q, q¯) =
[
qi − αi(q¯)
]
βil(q¯)Blk(q¯), (4)
where the square matrix Blk is the inverse of the symmet-
ricK×K matrix βikβil (we assume that the I×K matrix
βik possesses the maximum possible rang, which is K).
By inserting this result back into Eq. (3), we obtain the
I −K constraints
(δij − Pij)(qj − αj) = 0, (5)
where
Pij = βikBklβjl (6)
is a projection operator depending on q¯. The constraints
(5) make sure that, for given q¯k, the I variables qi do not
contain more information than the K variables ˙¯qk. In
other words, these constraints turn qi and ˙¯qk into equiv-
alent sets of variables.
Equations (4) and (6) can be written in a more com-
pact form if we define the “inverse” matrix
β−1il = βikBkl, (7)
which has the useful properties
β−1jk βjl = δkl, β
−1
il βjl = Pij . (8)
If we further introduce the derivatives
α′ik(q¯) =
∂αi(q¯)
∂q¯k
, β′ilk(q¯) =
∂βil(q¯)
∂q¯k
, (9)
we obtain the identity
∂Pij
∂q¯k
=
[
β−1il (δj′j − Pj′j) + (δij′ − Pij′ )β
−1
jl
]
β′j′lk, (10)
and the secondary constraints, which are associated with
the preservation of the primary constraints (5) in time,
can be written as
(δij − Pij)
(
q˙j − α
′
jk
˙¯qk − β
′
jkl
˙¯qk ˙¯ql
)
= 0. (11)
Stationarity of the action associated with the La-
grangian (2) with respect to variations of q leads to the
evolution equations of the workhorse theory,
mq¨i + ωij q˙j +
∂V
∂qi
= 0, (12)
with
ωij(q) =
∂ui(q)
∂qj
−
∂uj(q)
∂qi
. (13)
If we restrict the variations of q to those implied by vari-
ations of q¯,
δI = δq
(
∂L
∂q
−
d
dt
∂L
∂q˙
)
= δq¯
(
∂q
∂q¯
−
d
dt
∂q
∂ ˙¯q
)(
∂L
∂q
−
d
dt
∂L
∂q˙
)
, (14)
or if we equivalently require stationarity of the action as-
sociated with the Lagrangian (1), we obtain the following
smaller set of evolution equations for the composite the-
ory given by Eqs. (2) and (3),
(
α′ik + β
′
ilk
˙¯ql −
d
dt
βik
)(
mq¨i + ωij q˙j +
∂V
∂qi
)
= 0.
(15)
Note that Eq. (15) contains third-order time derivatives
of q (the derivative operator d/dt acts not only on βik,
but also on all the subsequent expression in parentheses),
implying a set of fourth-order differential equations for
q¯. This is the class of fourth-order differential equations
considered in [10]. We postpone the detailed discussion
of constraints and their implications until we have devel-
oped the Hamiltonian setting.
III. PASSAGE TO CANONICAL
HAMILTONIAN FORMULATION
We would now like to define Hamiltonian dynamics in a
larger space based on the configurational variables q¯ and
q (rather than q¯ and ˙¯q in the Ostrogradsky approach).
In addition to these configurational variables, we use the
conjugate momenta of the workhorse theory,
pi =
∂L
∂q˙i
= mq˙i + ui, (16)
3and the additional conjugate momenta p¯ associated with
q¯, the physical meaning of which remains to be identified.
Motivated by recovering Eq. (4) as an evolution equation,
we choose the Hamiltonian H = H(q¯, q, p¯, p) as the fol-
lowing extension of the Hamiltonian for the workhorse
theory,
H =
[pi − ui(q)][pi − ui(q)]
2m
+V (q)+[qi−αi(q¯)]β
−1
ik (q¯)p¯k.
(17)
This Hamiltonian defines the composite theory in the en-
larged space. It implies the following canonical evolution
equations,
dq¯k
dt
= (qi − αi)β
−1
ik , (18)
dqi
dt
=
pi − ui
m
, (19)
d
dt
(pi − ui) = −
(
ωij
pj − uj
m
+
∂V
∂qi
+ β−1ik p¯k
)
, (20)
and
dp¯k
dt
=
[
α′ik + (qj − αj)β
−1
jl β
′
ilk
]
β−1in p¯n
− (qi − αi)(δij − Pij)β
′
jlkBln p¯n. (21)
Note that the term in the second line of Eq. (21) vanishes
if the primary constraints (5) are imposed.
As intended by the choice of the Hamiltonian, the evo-
lution equation (18) reproduces the relation for ˙¯qk(q, q¯)
given in Eq. (4). Equation (19) coincides with the defi-
nition (16) of the conjugate momenta pi. Equation (20)
can be rewritten as
β−1ik p¯k = −
(
mq¨i + ωij q˙j +
∂V
∂qi
)
, (22)
where Eq. (19) has been used. Finally, by means of
Eq. (22), the evolution equation (21) is found to be identi-
cal to Eq. (15) obtained from the Lagrangian approach.
We have thus established a canonical Hamiltonian for-
mulation of composite higher derivative theories on the
enlarged space (q¯, q, p¯, p), where the variables q¯, q, p are
a natural part of the setting for composite theories and
p¯ has been identified in Eq. (22).
We have already provided the primary and secondary
constraints associated with the composition rule in
Eqs. (5) and (11). Tertiary constraints result from the
preservation of the secondary constraints in time, and
so on, until eventually all constraints are preserved in
time. The subsequent examples show that the constraints
p¯k = 0 arise during this iteration procedure. These con-
straints keep the Hamiltonian (17) bounded from below
and hence eliminate the problem of instability. We hence
suggest to elevate the constraints p¯k = 0, in addition
to the constraints (5), generally to the level of primary
constraints which, according to Eq. (21), do not lead to
additional secondary constraints.
In short, the following scenario arises for composite
higher derivative theories in the Hamiltonian approach.
Dynamics takes place in a larger but canonically struc-
tured space, which is ideal for quantization. If the conju-
gate momenta p¯k vanish initially, they vanish at all times.
This constraint is recommended for guaranteeing stabil-
ity [10]. It implies that Eqs. (19) and (20) are the evo-
lution equations of the workhorse theory. The solution
for q¯k is then obtained from Eq. (18) by post-processing.
The constraints (5) make sure that the resulting solu-
tion q¯k is consistent with the composition rule (3) of the
composite theory.
It should be noted that the composition rule is the
cornerstone of the proposed Hamiltonian approach. It
provides the basic configurational variables q¯ to supple-
ment the variables q of the workhorse theory and it leads
directly to the primary constraints (5), from which all
further constraints arise by requiring dynamic invariance
of all constraints.
IV. EXAMPLE: HARMONIC OSCILLATORS
To gain a better understanding of the constraints and
the elimination of instabilities, we consider two simple
examples in more detail.
A. Two oscillators
As a first example, we consider two independent har-
monic oscillators with massm and spring constants h1, h2
(I = 2),
L =
1
2
m
(
q˙2
1
+ q˙2
2
)
−
1
2
(
h1q
2
1
+ h2q
2
2
)
. (23)
We express the coordinates q1, q2 in terms of q¯1 (K = 1).
For the functions in the composition rule (3) we choose
α(q¯) =
(
q¯1
q¯1
)
, β = λ
(
0
1
)
. (24)
For λ 6= 0, this choice for β leads to
β−1 =
1
λ
(
0
1
)
, P =
(
0 0
0 1
)
. (25)
Solution of the usual second-order equations (12) for
two harmonic oscillators [i = 1, 2; no summation over i
in Eqs. (26) and (27)],
mq¨i + hiqi = 0, (26)
requires four initial conditions. The solutions are of the
form
qi = ci cosωit+ c
′
i sinωit, (27)
4with the frequencies ωi =
√
hi/m and the four integra-
tion constants ci, c
′
i.
The system of Hamiltonian equations (18)–(21) for the
composite two-oscillator system become
˙¯q1 =
1
λ
(q2 − q¯1), (28)
q˙1 =
p1
m
, q˙2 =
p2
m
, (29)
p˙1 = −h1q1, p˙2 = −h2q2 −
1
λ
p¯1, (30)
and
˙¯p1 =
1
λ
p¯1. (31)
This system consists of six first-order equations and
hence requires six initial conditions. The complete so-
lution of these linear equations in the large space can be
given explicitly,
q¯1 = c¯
′ e−t/λ −
c¯λ
2m
1
1 + λ2ω2
2
et/λ
+
(c2 − λω2c
′
2
) cosω2t+ (c
′
2
+ λω2c2) sinω2t
1 + λ2ω2
2
, (32)
q1 = c1 cosω1t+ c
′
1
sinω1t, (33)
q2 = c2 cosω2t+ c
′
2
sinω2t−
c¯λ
m
1
1 + λ2ω2
2
et/λ, (34)
p1 = mω1(c
′
1
cosω1t− c1 sinω1t), (35)
p2 = mω2(c
′
2
cosω2t− c2 sinω2t)−
c¯
1 + λ2ω2
2
et/λ, (36)
and
p¯1 = c¯ e
t/λ. (37)
Note the occurrence of exponentially increasing (and de-
creasing) terms in these solutions.
The linear equations (28)–(31) should actually be
solved subject to the primary constraint (5), which be-
comes
q1 = q¯1. (38)
Consistency of this constraint with the time evolution
leads to three additional constraints,
p1 =
m
λ
(q2 − q1), p2 = p1 − λh1q1 (39)
and, moreover,
p¯1 = λ(h1 − h2)q2. (40)
For h1 6= h2, further constraints enforce the trivial solu-
tion q¯1 = q1 = q2 = p1 = p2 = p¯1 = 0. For h1 = h2,
the four constraints (38)–(40) reduce the number of free
parameters in the solutions from six to two. In this case,
the two-parameter solution q1 = q¯1 is given in Eq. (27) or
(33), and q2 is obtained as q2 = q¯1 + λ ˙¯q1. In either case,
the hierarchy of constraints ends with p¯1 = 0, which is
the crucial constraint for eliminating instabilities.
The same conclusions can be reached by considering
the explicit solutions (32)–(37). The composition rule
q1 = q¯1 implies that nonvanishing solutions can be ob-
tained only for c¯ = c¯′ = 0 (suppressing all exponentially
growing or decreasing terms) and ω1 = ω2 (implying h1 =
h2). The matching conditions c1(1+ λ
2ω2
2
) = c2− λω2c
′
2
and c′
1
(1+λ2ω2
2
) = c′
2
+λω2c2 reduce the number of free
initial values to two.
B. Three oscillators
We next revisit the example of three harmonic oscilla-
tors discussed in detail in Appendix A of [10]. Starting
from three independent harmonic oscillators with mass
m and spring constant h (I = 3),
L =
1
2
m
(
q˙2
1
+ q˙2
2
+ q˙2
3
)
−
1
2
h
(
q2
1
+ q2
2
+ q2
3
)
, (41)
we express the coordinates q1, q2, q3 in terms of q¯1, q¯2
(K = 2). For the functions in the composition rule (3)
we choose
α(q¯) =

 q¯1q¯2
0

 , β = λ

 0 10 0
1 0

 . (42)
For λ 6= 0, the composition rule is a one-to-one transfor-
mation between the variables qi, q˙i and q¯k, ˙¯qk, ¨¯qk. We
moreover find
β−1 =
1
λ

 0 10 0
1 0

 , P =

 1 0 00 0 0
0 0 1

 . (43)
Solution of the usual second-order equations (12) for
three harmonic oscillators,
mq¨i + hqi = 0, (44)
requires six initial conditions. The solutions are of the
form
qi = ci cosωt+ c
′
i sinωt, (45)
with the frequency ω =
√
h/m and the six integration
constants ci, c
′
i.
The system of Hamiltonian equations (18)–(21) for the
composite theory,
˙¯q1 =
1
λ
q3, ˙¯q2 =
1
λ
(q1 − q¯1), (46)
5q˙1 =
p1
m
, q˙2 =
p2
m
, q˙3 =
p3
m
, (47)
p˙1 = −hq1 −
p¯2
λ
, p˙2 = −hq2, p˙3 = −hq3 −
p¯1
λ
, (48)
and
˙¯p1 =
1
λ
p¯2, ˙¯p2 = 0, (49)
consists of ten first-order equations and hence requires
ten initial conditions. The explicit solution in the large
space has been given in Appendix A of [10]. We here
restrict ourselves to solving these linear equations subject
to the primary constraint (5), which becomes
q2 = q¯2. (50)
Consistency of this constraint with the time evolution
leads to five additional constraints,
p2 =
m
λ
(q1 − q¯1), p1 =
m
λ
q3 − λhq¯2, p3 = −λhq¯1
(51)
and ultimately
p¯1 = 0, p¯2 = 0. (52)
The six constraints (50)–(52) reduce the number of pa-
rameters from ten to four. The constraints (52) imply
that Eqs. (44) and (48) coincide, which is the generally
anticipated consequence of p¯k = 0. From the solutions
(45), we obtain
q¯1 = q1 − λq˙2, q¯2 = q2, (53)
which indeed contain only four parameters. The remain-
ing constraint q3 = λ ˙¯q1 = λq˙1 − λ
2q¨2 shows that the
solution for q3 does not contain independent initial con-
ditions. The number of independent harmonic oscillators
is reduced from three to two.
Finally, the constraints (52) imply that the Hamilto-
nian (17) is bounded from below. These constraints sup-
press all exponentially increasing or decreasing terms in
the solutions (cf. Sect. IVA, or see Appendix A of [10] for
details), so that we have no problems with instabilities
for the enlarged system.
V. CONCLUSIONS AND OUTLOOK
We have recast composite higher derivative theories,
which are conveniently introduced in a Lagrangian set-
ting through a workhorse theory and a composition rule
for the variables, into a canonical Hamiltonian form. The
canonical variables q, p of the workhorse theory are sup-
plemented by the more basic variables q¯ of the compo-
sition rule, and the corresponding conjugate momenta p¯
vanish if the equations of motion of the workhorse the-
ory are satisfied. Dynamic invariance of the primary con-
straints, which express the consistency of the composition
rule, eventually leads to the constraints p¯ = 0. These
constraints eliminate instabilities and imply that the so-
lutions of the composite theory are restricted solutions of
the workhorse theory. These restricted solutions can be
determined in a post-processing step.
The Lagrangian and Hamiltonian formulations of com-
posite theories for mechanical systems can easily be gen-
eralized to field theories. The motivation for the present
work has actually been the development of a higher
derivative theory of gravity by employing the Yang-Mills
theory based on the Lorentz group (see, e.g., Chap. 15 of
[12] or Sect. 15.2 of [13]) as a workhorse. The composition
rule is a transformation from the tetrad decomposition of
the metric of general relativity to the vector potential of
the Yang-Mills theory. For the linearized version of the
resulting theory, gravitational waves have been discussed
in Appendix B of [10].
The canonical Hamiltonian formulation of composite
theories is ideal for the purpose of quantization. As for
gauge theories, an elegant formulation arises in an en-
larged space so that constraints have to be introduced
in the quantization procedure. BRST quantization [13–
15], where the acronym BRST refers to Becchi, Rouet,
Stora [16] and Tyutin [17], is a well-established and pow-
erful tool for quantization under constraints. Dissipative
quantum field theory [18, 19] provides an ideal setting for
the BRST quantization of a Yang-Mills based composite
theory of gravity.
In this work, composite theories have been formulated
in the setting or reversible equations. They may be con-
sidered as the passage from a more detailed to a less
detailed level of description. The Hamiltonian formula-
tion reveals that this passage is achieved most elegantly
by considering both levels simultaneously and then nar-
rowing down the combined space by constraints.
In general, the passage from more detailed to less de-
tailed levels of description requires an entropy account-
ing for the eliminated degrees of freedom and leads to
the emergence of irreversibility [20]. Also for irreversible
systems, the consideration of the combined space is a
powerful tool for elaborating the relation between two
levels of description [21–25]. A detailed comparison of
the ideas for irreversible systems with the construction
of composite reversible theories proposed in the present
work might be illuminating.
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