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1.1 Contexte
Avec les guerres d’Irak et d’Afghanistan de ce début de XXIe siècle, les armées ont dû faire face à une
menace de plus en plus présente le long du bord des routes : les Engins Explosifs Improvisés (EEI - IED
en anglais ou “roadside bombs”). Ils sont placés le long des chemins d’accès ou des routes, comme illustré
sur la figure 1.1, et sont camouflés ou enterrés de manière à être invisibles depuis un véhicule empruntant
la route piégée. La figure 1.2 illustre la conséquence d’une explosion. Ce sont des dispositifs de fabrication
artisanale, même si leur degré de sophistication peut varier d’un engin à un autre, comme le montrent les
figures 1.3 et 1.4. Ils sont souvent assemblés à partir d’éléments du commerce, mais peuvent incorporer des
pièces issues d’arsenaux militaires (grenades, obus).
FIGURE 1.1 – EEI sur le bord d’une route à l’ap-
proche d’un convoi militaire
FIGURE 1.2 – Convoi victime de l’explosion d’un
EEI
FIGURE 1.3 – Exemple d’EEI fabriqué à partir
d’obus FIGURE 1.4 – Exemple d’EEI déclenché par un
signal de téléphonie mobile
La lutte anti-EEI représente un enjeu majeur pour les armées des différents pays. Entre 2006 et 2011,
les Etats-Unis ont investi 18 milliards de dollars dans la lutte anti-EEI [1]. Les figures 1.5 et 1.6 illustrent
le nombre d’incidents, répertoriés par le DoD1, liés aux EEI en Irak et en Afghanistan. Chaque année, le
nombre d’incidents s’élève de plusieurs centaines à plusieurs milliers, et le nombre de victimes du côté de
la coalition alliée atteint plusieurs dizaines voire plusieurs centaines. Les civils ne sont pas épargnés non
plus : en Afghanistan en 2009, 1054 personnes en ont été victimes2. Ce type d’engin est à l’origine de 60%
1Département de la Défense des Etats-Unis
2source wikipedia
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des pertes américaines en Afghanistan et justifie le budget en forte augmentation alloué à la recherche de
solutions face à ce danger depuis les années 2000. Des programmes ont régulièrement été mis en place afin
de trouver des solutions efficaces pour lutter contre ce type d’attaques. Les solutions proposées répondent à
4 volets thématiques :
• prévention et surveillance : empêcher en amont le placement des EEI le long des convois ;
• protection : protéger les troupes des convois en cas d’explosion ;
• détection : détecter les EEI sur le bord des routes ;
• neutralisation : désamorcer l’EEI ou le faire exploser.
FIGURE 1.5 – Incidents liés aux EEI en Irak sur la période 2003-2008
FIGURE 1.6 – Incidents liés aux EEI en Afghanistan sur la période 2005-2008
La détection consiste à repérer un EEI avant son explosion. La stratégie la plus simple mise en place
est le déploiement sur zone suspecte de militaires équipés de détecteurs de métaux. L’inconvénient de
cette méthode est qu’elle est fastidieuse, que le rapport surface sécurisée sur temps de recherche est très
faible. Son utilisation n’est donc pas adaptée quand il s’agit de sécuriser plusieurs kilomètres de routes. Les
stratégies de détection d’EEI sont variables selon la zone de recherche et la technologie d’EEI recherchée.
La figure 1.7 présente l’architecture générale d’un EEI, composée d’une charge explosive, d’une charge
d’amorçage, d’un détonateur, d’un canal de transmission et d’un système de mise à feu. Le fonctionnement
est le suivant : un système de mise à feu (automatique ou commandé manuellement) envoie un signal
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au détonateur à travers un canal. Le détonateur active la charge d’amorçage qui va déclencher la charge
explosive.
FIGURE 1.7 – Architecture générale d’un EEI
Nous distinguons deux grandes catégories de canaux reliant le système de mise à feu au circuit de
commande : les canaux aériens (l’air) et les canaux filaires (fils électriques, câbles, ...). Lorsque le signal est
envoyé à travers le canal aérien par voie hertzienne (commande radio), l’utilisation d’un brouilleur permet
d’« aveugler » le récepteur et empêche le déclenchement de la charge explosive. Pour les canaux filaires, le
signal de déclenchement est transmis par un câble entre le système de mise à feu et le dispositif explosif.
Pour ce type de système, le brouilleur est inefficace et une stratégie de détection est nécessaire afin de
repérer l’EEI avant que le convoi n’arrive à son niveau.
Pour détecter un EEI, les militaires cherchent à identifier de manière active ou passive un signal repré-
sentatif de la signature de l’EEI ou de celle de ses sous-systèmes ou composants. Le sujet de cette thèse
s’articule autour de la détection d’EEI le long des routes. Nous nous intéressons plus spécifiquement à la
détection d’EEI, pour lesquelles la charge est reliée au système de mise à feu à l’aide d’un câble. La lon-
gueur du câble peut varier de quelques mètres à plusieurs centaines de mètres. Le principe de détection
exploité ici est que la présence du fil va perturber la réponse électromagnétique résultant à la fois du sol et
du fil. Ainsi, la mesure de ce signal par un système adéquat permet d’identifier, ou non, la présence du câble
et donc de l’EEI.
1.2 Description de la scène
1.2.1 Introduction
La figure 1.8 présente une scène de détection. Un véhicule expérimental équipé d’une chaîne de mesure
circule sur un chemin possédant des irrégularités. En amont du véhicule, un EEI avec un fil est dissimulé
sous la surface du sol. L’objectif est de pouvoir détecter le fil à l’aide de la chaîne de mesure embarquée dans
la plateforme tactique mobile, de déclencher le freinage jusqu’à l’arrêt complet du véhicule avant d’arriver
dans la zone de déflagration de l’EEI. Nous considérons que les antennes d’émission et de réception sont
positionnées à une hauteur de quelques mètres au-dessus du plan moyen du sol. Quant au capteur de la
chaîne réceptrice, il est fixé sur le véhicule à une hauteur située entre 50 cm et 2 m. L’onde émise par
l’antenne doit pouvoir éclairer la surface à une distance comprise entre 3 et 50 mètres. Les configurations
d’antennes et de zones éclairées font que les angles d’incidence et de réflexion sont compris entre quelques
degrés et quelques dizaines de degrés.
Thales Communications & Security SAS, qui a effectué des mesures de détection de fils, a envisagé
deux configurations canoniques à étudier : le fil perpendiculaire ou parallèle à la route, comme illustré sur
la figure 1.9.
1.2.2 Chaîne de mesure
Le véhicule chargé de la détection des EEI embarque la chaîne de mesure, dont l’architecture est décrite
dans la figure 1.10.
La chaîne de mesure est composée d’une chaîne d’émission et d’une chaîne de réception. Les tableaux
1.1 et 1.2 décrivent les différents blocs de ces chaînes, ainsi que leurs fonctions.
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FIGURE 1.8 – Paramétrage de la scène en émission
FIGURE 1.9 – Les deux principales configurations de fils à étudier
FIGURE 1.10 – Architecture de la chaîne de mesure
Tableau 1.1 – Description des blocs de la chaîne d’émission
Bloc Fonction
Générateur Générer la forme d’onde
Amplificateur Amplifier en puissance le signal émis
Filtrage Atténuer le signal en dehors de la bande de fréquences
d’intérêt (voir la sous-section 1.2.3)
Antenne d’émission Transformer le signal de la chaîne d’émission en une
onde électromagnétique
1.2.3 Bande de fréquences
La bande de fréquences utilisée pour les essais de détection couvre le spectre [10, 600] MHz (HF à UHF).
La bande a été choisie de manière à répondre à plusieurs contraintes :
• les plages fréquentielles les moins bruitées de l’environnement électromagnétique,
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Tableau 1.2 – Description des blocs de la chaîne de réception
Bloc Fonction
Capteur large bande Capter le champ électrique et le convertir en un signal électrique
Oscilloscope Afficher le signal reçu en sortie du capteur
Carte électronique Traiter le signal reçu par le capteur en réception
• les effets physiques engendrés par le couplage du champ et du câble et leur réémission,
• les systèmes antennaires et la bande d’émission envisageables sur un véhicule opérationnel.
Cette section a permis de décrire à la fois les moyens et les scénarios mis en jeu dans une scène expérimen-
tale de détection. Nous avons également précisé la bande de fréquences employée, ainsi que les paramètres
géométriques importants de la scène. La section suivante présente les obstacles qui rendent la détection du
fil complexe.
1.3 Obstacles à la détection
Pour détecter un EEI, nous cherchons à capter la signature du fil qui relie le déclencheur au système explosif.
Comme le montre l’équation 1.1, l’antenne réceptrice capte, en cas de présence du fil, la signature du fil
mais aussi plusieurs signaux que l’on peut qualifier de bruits et qui vont perturber la détection :
Smesure = Sfil + Senvironnement + Sclutter + Svéhicule + Santennes + Smesure + Sdivers (1.1)
Parmi les signaux non désirés et captés, nous pouvons citer :
• l’environnement électromagnétique Senvironnement : les émetteurs locaux environnants délivrant des
services, tels que la téléphonie (800 MHz pour la 4G) et la télévision par satellite (474 à 858 MHz),
qui émettent des ondes électromagnétiques dont les fréquences peuvent être proches de la fréquence
d’émission. Il est nécessaire de trouver une fenêtre de fréquences favorable où le bruit électromagné-
tique environnant est faible. La figure 1.11 illustre l’occupation du spectre sur un de nos terrains de
mesure, dans la bande [0 ; 6] GHz. Nous nous apercevons que sur les deux premières cellules, soit de
0 à 1200 MHz, de nombreux émetteurs sont présents, avec des signaux atteignant les -20 dBm.
• l’écho électromagnétique du porteur Svéhicule : l’antenne émettrice embarquée sur le camion émet
une onde qui se propage dans les directions déterminées par son diagramme de rayonnement. Aux
fréquences considérées, la plupart des antennes ne sont pas directives. L’antenne éclaire donc le ca-
mion, sur lequel l’onde est diffractée et réfléchie vers l’antenne réceptrice sous forme d’écho. Cet
écho, qui a la même fréquence que le signal émis, est à ne pas confondre avec une signature de fil.
• les antennes Santennes : du fait de leur proximité sur le véhicule, l’antenne émettrice éclaire l’antenne
de réception. Pour ne pas saturer l’antenne de réception, le niveau de puissance émis doit se situer en
dessous d’un certain seuil. Cela va à l’encontre du besoin que l’onde émise possède une puissance
élevée afin que la signature du fil ait également un niveau élevé (le clutter sera également plus fort).
Par ailleurs, l’antenne de réception impose de même une puissance minimale détectable relative à sa
sensibilité.
• le clutter3 de sol Sclutter : l’antenne émettrice envoie une onde qui éclaire le sol en avant du véhicule.
A l’interface air-sol, l’onde se décompose en une composante transmise qui se propage dans le sol
et une composante réfléchie qui se propage dans l’air. Or, comme le sol n’est pas lisse, cette onde
est diffusée dans de multiples directions. L’antenne réceptrice capte alors une partie de la puissance
diffusée par le sol, qui est un signal non utile et gênant pour la détection.
3écho électromagnétique non désiré
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• le clutter divers Sdivers : la scène, dans laquelle le fil est dissimulé à proximité de la route, peut
contenir d’autres éléments qui diffusent l’onde incidente et peuvent gêner la détection : fossé, rochers,
buissons, grillage en bordure de route. Il est important de pouvoir dissocier leur signature de celle d’un
fil.
FIGURE 1.11 – Mesure du spectre électromagnétique représentant l’occupation spectrale en région Ile-de-
France
Deux contraintes supplémentaires peuvent être citées, qui ont une influence sur les performances de la
chaîne de mesure :
• la contrainte temps réel : le temps de détection de l’EEI doit être suffisamment rapide pour permettre
un arrêt du véhicule avant d’arriver au niveau de la charge explosive. Cela implique, à terme, des
traitements en temps réel.
• la protection des personnes : l’antenne d’émission se situant sur le véhicule, les personnes à proxi-
mité ne doivent pas être soumises à une exposition aux ondes électromagnétiques dépassant un seuil
préconisé par l’instruction 302143/DEF/SGA/DFP/PER/5.
L’expérience terrain montre que le clutter de sol est le signal qui limite, de manière prépondérante, la
détection du fil à distance.
1.4 Objectifs de la thèse
1.4.1 Introduction
Le clutter de sol est un des éléments les plus gênants pour la détection d’EEI. L’objectif des travaux de la
thèse est de comprendre et de modéliser le champ diffracté par une surface rugueuse aléatoire en présence
d’un fil enfoui. Pour atteindre cet objectif, cinq enjeux sont à lever successivement :
• 1er enjeu : Identification des paramètres de la scène. Que ce soit pour la diffraction d’un fil en
espace libre ou de la diffraction par une surface rugueuse (avec ou sans fil enfoui), de nombreux
modèles électromagnétiques de diffusion existent. Les modèles existants dépendent des paramètres de
la scène (géométrie de la surface, géométrie du fil, des paramètres de l’onde incidente, des paramètres
diélectriques du sol). Une première étape de la thèse est de les connaître. Ils sont imposés par le cahier
des charges fourni par l’industriel.
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• 2ème enjeu : Mesurabilité et quantification des paramètres. Une fois ces paramètres identifiés, à
l’aide de mesures et/ou d’une recherche bibliographique, ces grandeurs sont dimensionnées.
• 3ème enjeu : Choix de modèles de diffusion. La connaissance de ces valeurs permet d’orienter notre
choix sur les modèles électromagnétiques valides pour notre application (calcul en temps réel). A
noter que la bibliographie est très riche car cette problématique est étudiée depuis plusieurs décennies.
• 4ème enjeu : Variabilité de la diffusion par une surface rugueuse. Le modèle électromagnétique sé-
lectionné est implanté dans un simulateur. Il permet, à travers des simulations numériques, de calculer
des grandeurs d’intérêt. Dans cette étape, elles sont calculées à partir des entrées définies à l’étape 1.
• 5ème enjeu : Limite de validité du modèle. Étape nécessaire pour déterminer le domaine de validité
du modèle électromagnétique retenu en le comparant à un modèle de référence.
Cette thèse a été réalisée à l’aide d’un contrat CIFRE. Ainsi, le laboratoire de recherche IETR a apporté
ses compétences sur la modélisation électromagnétique par des surfaces rugueuses, et notamment sur la
Méthode des Moments appliquée sur ce type de géométrie et sur les modèles asymptotiques dits "haute
fréquence".
Pour l’industriel Thales Communication & Security SAS, au-delà de la compréhension des phénomènes
physiques mis en jeu, la maîtrise du modèle électromagnétique doit permettre de :
• déterminer une grandeur effective permettant de prendre en compte les effets de la rugosité de sol
dans une plateforme de calcul FDTD 3D ;
• modéliser le clutter de sol afin de proposer des traitements du signal permettant de limiter les fausses
alarmes.
1.4.2 Plateforme FDTD de Thales Communications & Security SAS
Un des besoins de l’industriel est de développer la capacité de ses outils de simulations pour prendre en
compte la diffusion électromagnétiques par des surfaces rugueuses. L’outil actuel est une plateforme de
calcul 3D qui utilise l’algorithme TEMSI-FD développé par l’Université de Limoges [2] et basé sur la
méthode numérique des différences finies (FDTD) proposée par Yee et al. [3] en 1966. La plateforme offre
la possibilité de modéliser des scènes complexes, comme le montre la figure 1.12.
Dans cette scène, un camion est représenté à l’aide d’un parallélépipède rectangle. Il possède un mono-
pole sur son toit servant d’antenne d’émission. Le camion est sur le sol qui est représenté ici par une surface
lisse. A 6 m devant le camion se trouve un fil de 25 m positionné à 10 cm au-dessus du sol. La scène est
représentée dans un volume fini, dont les dimensions sont déterminées par l’utilisateur.
Le principe de la méthode est de décomposer ce volume en éléments finis (de forme hexaédrique pour la
plateforme Prométhée, d’autres formes existant sur des plateformes alternatives). A partir des équations de
Maxwell-Faraday et de Maxwell-Ampère sous forme de différences finies, l’algorithme de Yee [4] fournit
une expression des champs électriques et magnétiques au temps t+ 1 à partir des champs calculés au temps
t pour chaque cellule de l’espace. L’espace est maillé avec des parallélépipèdes rectangles de dimensions
homogènes dans tout l’espace. Plus le volume est maillé finement pour en représenter les détails, plus les
cellules doivent être petites. A volume fixe, cela augmente le nombre de mailles. Or, la complexité de calcul
de la FDTD est directement liée au nombre de cellules NFDTD de la scène. D’après [5], la FDTD possède
une complexité cubique O(N3FDTD). Ainsi, plus le nombre de cellules est important, plus le temps de calcul
et la taille mémoire nécessaires sont importants.
Dans une scène complexe comportant un sol rugueux, plusieurs difficultés sont à surmonter :
• le profil de la surface rugueuse impose un maillage fin, augmentant significativement le nombre de
cellules et le temps de calcul (voir figure 1.13),
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FIGURE 1.12 – Modélisation de scène à l’aide de la plateforme Prométhée
FIGURE 1.13 – Influence de la taille des mailles sur le maillage d’une surface rugueuse
• la représentation du profil par des hexaèdres, en marches d’escalier, qui apporte un biais.
Pour remédier à ces difficultés, la surface rugueuse est remplacée par une surface lisse à laquelle une
grandeur électromagnétique effective, modélisant la diffraction électromagnétique par la surface rugueuse,
sera associée. La MPP (Méthode des Petites Perturbations, SPM en anglais pour Small Perturbation Me-
thod) sera appliquée pour la traiter la diffusion par la surface rugueuse et pour ensuite déterminer cette
grandeur effective. Cette grandeur effective a pour vocation d’être intégrée dans la plateforme de calcul 3D
FDTD de Thales Communications & Security SAS. Chaque maille de la surface rugueuse se voit associer
ce paramètre effectif qui viendra modifier les conditions aux limites appliquées sur une surface lisse. La
figure 1.14 illustre cette méthode et son principe est expliqué plus en détail au chapitre 4, notamment sur la
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manière dont nous calculons la grandeur effective à implanter.
FIGURE 1.14 – Principe de l’implantation d’une grandeur effective dans la plateforme de calcul 3D FDTD
1.4.3 Déroulement de la thèse
Durant la première année de la thèse, un code rigoureux basé sur la Méthode des Moments(MdM) a été
développé pour calculer le champ diffracté par un fil mince placé en espace libre. Ce choix a été guidé par
mes encadrants.
L’idée était ensuite de l’intégrer dans un code existant au laboratoire, également basé sur la MdM,
permettant de calculer le champ diffracté par un objet en dessous d’une surface rugueuse mais valide
pour un problème scalaire 2D (surface unidimensionnelle). En effet, ce code, basé sur la méthode PILE
(Propagation-Inside-Layer-Expansion) développée par Nicolas Déchamps et al. [6, 7], permet d’isoler les
contributions provenant de la surface seule, de l’objet seul et du couplage entre l’objet et la surface. Ainsi,
la matrice impédance de la scène (surface plus objet) est décomposée en sous-blocs, puis à l’aide d’une
inversion matricielle par blocs (basée sur le complément de Schur), la matrice impédance de la scène est
inversée de manière efficace. De plus, cette décomposition permet d’isoler la matrice impédance de l’objet
seul (en espace libre). L’idée était donc, par la suite, d’incorporer la matrice impédance d’un fil en es-
pace libre dans la matrice globale, en profitant que la surface rugueuse est invariante selon une direction
(problème 2D) pour réduire significativement le nombre d’inconnues. Mais malheureusement, S. Bellez
(ingénieur de recherche au laboratoire IETR) a montré (dans le cadre du projet ANR MCIED, en relation
étroite avec la thèse) que cette hybridation n’apportait pas de gain significatif par rapport à la résolution
directe du problème 3D équivalent.
Ainsi, après six mois de thèse, nous avons décidé de résoudre uniquement le problème de la diffraction
par une surface rugueuse en omettant le fil. La contribution du fil sera prise en compte dans la plateforme
de calcul 3D FDTD de Thales Communications & Security SAS via l’introduction de la grandeur effective.
Néanmoins, j’ai fait le choix de présenter mon travail sur cette période dans les prochains paragraphes de
ce chapitre.
1.5 Diffraction par un fil en espace libre
Cette section décrit les principaux résultats obtenus en début de thèse sur la diffraction, en espace libre, par
un fil éclairé par une onde incidente plane.
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1.5.1 Méthode des Moments
La figure 1.15 montre le fil, modélisé par un cylindre de longueur L et de rayon a, orienté selon l’axe zˆ. Il
est constitué d’un métal parfaitement conducteur (PC). Les points z′ sont sur l’axe du cylindre et les points
z sur sa surface. Le champ incident Ψi induit un courant I sur le fil. A son tour, ce courant génère son propre
champ électrique Ψd qui se propage dans le milieu environnant. Les résultats que nous présentons plus bas
ont été obtenus à partir de la MdM [8] et sont tirés de la méthode décrite dans le chapitre 21 du livre [9].
Dans ce livre, pour calculer la diffraction par un fil, l’auteur résout l’équation intégrale de Pocklington [10] :
µ0
4pi
L/2∫
−L/2
I(z′)G(z′z)dz
′ = −jωµ00Ψi(z) (1.2)
où 
µ0 : perméabilité magnétique du vide
0 : permittivité diélectrique du vide
ω : pulsation de l’onde incidente
I : courant généré par le champ incident
Ψi : champ incident calculé sur la surface du cylindre (fil)
G : fonction de Green
Cette intégrale est calculée en respectant la contrainte qui impose que les courants sont nuls aux extrémités
du fil : I(L/2) = I(−L/2) = 0.
FIGURE 1.15 – Représentation du fil électrique avant application de la MdM
Une hypothèse simplificatrice est apportée à nos calculs : nous appliquons l’approximation des dipôles
minces [11]. Elle implique que le diamètre 2a du dipôle est considéré très faible devant la longueur d’onde
(rayon a  λ) et qu’il est également faible devant la longueur L du dipôle (L/a  40). La distribution des
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courants surfaciques est alors invariante par rotation autour du cylindre et est indépendante de la direction
azimutale.
Pour appliquer la MdM, nous avons utilisé la méthode dite de point matching : les fonctions de test W
sont des impulsions de Dirac. Quant aux fonctions de base B, nous avons choisi des fonctions triangulaires.
Le système obtenu par la MdM est le suivant :
M∑
m=−M
ZnmIm = vn , n ∈ {−M ;−M + 1 : · · · ;M − 1;M} (1.3)
où 
Znm =
jη0
2pi
L/2∫
−L/2
L/2∫
−L/2
W (z − zn)G(z − z′)B(z′ − zm)dzdz′
vn =
L/2∫
−L/2
W (z − zn)V (z)dz
où η0 est l’impédance du vide. Dans l’équation (1.3), Im est le terme des courants surfaciques au point
d’ordonnée zn, vn est le terme de la source, que l’on calcule à partir du champ Ψi, et Znm est la matrice
impédance du système. Son nom est lié au fait qu’elle est homogène à une impédance. L’équation (1.3) peut
se mettre sous la forme matricielle suivante :
Z¯I = V (1.4)
Les courants surfaciques I sont alors déterminés par inversion matricielle :
I = Z¯
−1
V (1.5)
A partir des courants surfaciques, nous faisons rayonner chacune des portions élémentaires du dipôle
en tout point de l’espace en appliquant le principe de Huygens en champ proche, comme l’illustre la figure
1.16.
L’équation (1.6) représente le principe de Huygens et permet d’exprimer le champ diffracté à partir de
la connaissance des courants sur le fil :
Ψd(r) = − j
ω0
(
k20 +∇ ·∇
) ∫
Ld
Ieq(r
′)G(r, r′)dr′ (1.6)
Le problème est invariant par rotation autour du dipôle. Une fois que le champ diffusé est déterminé dans
un plan contenant le dipôle, la solution dans tout l’espace peut être obtenue par rotation de ce plan autour
de l’axe du dipôle.
1.5.2 Résultats numériques
Nous présentons trois scénarios de diffraction où nous avons fait varié la longueur du fil. Le fil est éclairé
par une onde incidente plane d’amplitude unitaire, avec un angle d’incidence θi = 0° et de longueur d’onde
λ. Les longueurs du fil, ainsi que leur rayon, sont exprimés en fonction de la longueur d’onde λ : L1 = 1λ,
L2 = 0.5λ, L3 = 10λ et le rayon est le même pour les trois cas : r = 0.005λ. Pour une onde incidente
de fréquence 300 MHz, les valeurs associées sont : L1 = 1 m, L2 = 0.5 m, L3 = 10 m et le rayon est :
r = 0.005 mm. Les paramètres de simulation sont listés dans le tableau 1.3.
La figure 1.17 représente la répartition linéique des courants sur le modèle de fil de longueur égale à
une demi-longueur d’onde. La représentation de la partie imaginaire et de la partie réelle des courants (cas
(a)) permet une comparaison avec les résultats obtenus par Orfanidis [9] à la figure 1.18.
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FIGURE 1.16 – Schéma du champ diffracté par le dipôle en champ lointain
Tableau 1.3 – Paramètres de simulation pour trois fils de même rayon, illuminés selon le même angle
d’incidence mais ayant des longueurs différentes (exprimées par rapport à la longueur d’onde)
Paramètres Cas (a) Cas (b) Cas (c)
Longueur du dipôle 0.5λ λ 10λ
Rayon du dipôle 0.005λ 0.005λ 0.005λ
Pas d’échantillonnage λ/50 λ/50 λ/20
θi 0° 0° 0°
A la vue des figures 1.17 et 1.18, nous pouvons valider le modèle de fil mince pour déterminer les
courants surfaciques. En effet, ces deux figures montrent que les parties réelles et imaginaires des courants
surfaciques que nous avons calculées sur la figure 1.17 ont la même forme et la même amplitude que celles
présentées dans le livre d’Orfanidis [9] et qui apparaissent sur la figure 1.18. Nous appliquons ce modèle
pour des fils minces correspondant aux cas (b) et (c) du tableau 1.3. Les résultats des courants sont donnés
à la figure 1.19. Le cas (b) de la figure 1.19 correspond à un fil dont la longueur est égale à une longueur
d’onde. A 300 MHz, la longueur d’onde associée est de 1 m. Sa longueur reste cependant courte pour
ressembler au cas réel qui nécessite des longueurs de fils plus importantes. Le cas (c) de la même figure
traite donc le cas d’un fil de longueur égale à dix longueurs d’onde soit, à 300 MHz, une longueur de fil
de 10 m. Nous nous apercevons que pour le cas (c), le nombre d’oscillations pour les courants est égal au
rapport longueur du fil sur longueur d’onde.
La figure 1.20 fournit les diagrammes de rayonnement normalisés en champ pour les trois longueurs de
fil. Pour les cas (a) et (b), les diagrammes de rayonnement sont symétriques par rapport à l’axe du fil mince.
A noter que c’est le fil de longueur égale à une demi-longueur d’onde qui a un angle d’ouverture le plus
grand. Pour le cas du fil de longueur égale à dix longueurs d’onde, le cas (c), le lobe principal est beaucoup
plus étroit que pour les deux cas précédents et des lobes secondaires apparaissent. Ce fil peut être considéré
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FIGURE 1.17 – Parties réelle et imaginaire des courants surfaciques sur le fil mince de longueur égale à
une demi-longueur d’onde illuminé par une onde incidente plane de direction normale à l’axe central du fil
(θi = 0°)
FIGURE 1.18 – Comparaison des solutions aux équations de Hallen et de Pocklington dans le cas d’un
fil mince d’une demi-longueur d’onde illuminé par une onde incidente plane de direction normale à l’axe
central du fil (θi = 0°)
comme un réseau de fils élémentaires, conduisant à un gain en directivité et une ouverture angulaire plus
étroite du lobe principal.
Pour rappel, ce modèle doit servir à représenter la cible (fil) enterrée dans le sol. Le modèle de fil étudié
ici présente un fil électrique parfaitement conducteur possédant une symétrie axiale selon son axe central.
Cet axe de symétrie a permis de le modéliser dans un plan 2D, d’effectuer des calculs de manière scalaire
et d’obtenir son diagramme de rayonnement en 3D par symétrie axiale.
Pour modéliser un fil présentant des courbures, ce qui est plus représentatif de la situation réelle, il
faudrait modéliser le fil en 3D. Le lecteur peut se référer à la méthode d’Harrington & Mautz [12] ou Chao
& Strait [13]. Le livre d’Orfanidis [9] détaille la méthode que nous avons employée. Il fournit également
le calcul de la diffraction par un fil en utilisant d’autres fonctions de base et de test ainsi que la résolution
de ce problème à partir de la formulation intégrale de Hallen [9] en alternative à la formulation intégrale
de Pocklington. Les documents de Miller & al. [14] et Butler & al. [15] comparent différentes méthodes
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FIGURE 1.19 – Courants sur un fil mince vertical, illuminé par une onde incidente plane ayant un angle
d’incidence de 0° avec l’horizontale, de longueur égale à : une longueur d’onde (cas (b)), à dix longueurs
d’onde (cas(c))
FIGURE 1.20 – Diagrammes de rayonnement pour un fil de longueurs une demi-longueur d’onde (à gauche),
une longueur d’onde (au centre) et dix longueurs d’onde (à droite)
de calcul de la diffraction par un fil avec la MdM et permettent d’avoir une vue assez large des méthodes
existantes.
1.6 Plan de la thèse
Dans ce chapitre introductif, nous avons présenté le contexte et le cadre de cette thèse. La problématique
que nous cherchons à résoudre a été décrite et nous avons expliqué la démarche que nous avons mise en
place à ces fins. Nous avons également présenté les travaux des premiers mois de la thèse sur la diffraction
d’une onde électromagnétique par un fil métallique mince en espace libre.
Dans le chapitre II, nous faisons quelques rappels d’électromagnétisme et définissons les grandeurs qui
caractérisent la diffusion par une surface rugueuse, telles que la Surface Équivalente Radar ou le coefficient
de diffusion. Ces grandeurs permettent de caractériser le pouvoir réflecteur d’une surface dans les diffé-
rentes directions de l’espace à partir de la connaissance du champ diffracté ou diffusé. Pour obtenir ces
champs, diverses méthodes de calcul existent ; méthodes que nous pouvons regrouper en trois grandes ca-
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tégories : les méthodes rigoureuses, asymptotiques et unifiées. Parmi les méthodes rigoureuses, l’utilisation
de la Méthode des Moments est particulièrement mise en évidence puisqu’elle nous sert de méthode de ré-
férence pour nos travaux. L’onde incidente utilisée comme entrée de la Méthode des Moments est une onde
d’étendue spatiale limitée que nous présentons également. Nous fournissons un état de l’art des modèles
asymptotiques, qui sont basés sur des approximations physiques ou mathématiques, et dont le domaine de
validité est restreint. Le critère de Rayleigh est également introduit afin de quantifier la “rugosité électro-
magnétique” d’une surface rugueuse et pour orienter le choix de modèles asymptotiques en fonction des
paramètres de la scène de la diffusion.
Dans le chapitre III, nous présentons les mesures de profils de surfaces rugueuses qui ont été menées
sur deux terrains d’essais. L’architecture du rugosimètre qui a servi à réaliser ces mesures est décrite, ainsi
que le protocole de mesure mis en place. Nous précisons les traitements post-mesures employés pour per-
mettre d’obtenir la fonction des hauteurs du sol, en prenant en compte la déformation du rugosimètre et
l’étendue de mesure. Nous présentons la manière dont nous modélisons les surfaces rugueuses mesurées,
typiquement, en deux composantes : l’une pseudo-déterministe et l’autre aléatoire. Nous détaillons la carac-
térisation de la composante aléatoire à l’aide de sa fonction d’autocorrélation des hauteurs et de sa densité
de probabilité des hauteurs. La connaissance de ces deux fonctions pour chacun des profils mesurés permet
de générer numériquement des surfaces rugueuses de mêmes paramètres statistiques et de pouvoir appli-
quer numériquement des modèles de diffusion. Les paramètres caractérisant la rugosité sur nos terrains de
mesures, notamment l’écart-type des hauteurs calculées à partir des profils mesurés, ont révélé qu’ils sont
faibles devant la longueur d’onde. Nous avons pu orienter le choix du modèle asymptotique sur la Méthode
des Petites Perturbations, valide pour des variations des hauteurs de la surface très faibles devant la longueur
d’onde du Radar.
Le chapitre IV est consacré à la Méthode des Petites Perturbations. A partir de cette méthode, les cou-
rants de surface ont été exprimés analytiquement en fonction de l’ordre du développement perturbatif et
de la nature de l’onde incidente. Le cas particulier d’une onde incidente plane a été étudié plus en détail.
Puis les résultats numériques ont été comparés à ceux obtenus par une méthode numérique rigoureuse basée
sur la Méthode des Moments. Nous utilisons ensuite la Méthode des Petites Perturbations pour déterminer
les champs diffusés cohérents et incohérents au-dessus de la surface. A partir de l’expression des champs
cohérents, nous avons pu déterminer une grandeur effective qui est calculée dans le but de l’introduire dans
la plateforme de calcul 3D FDTD. Cette grandeur effective étant de nature distincte selon que la surface
est PC ou diélectrique, nous traitons séparément ces deux cas. Nous abordons également les limites de
l’implantation de ces grandeurs dans la plateforme de calcul 3D FDTD.
Ce document se termine par une conclusion générale qui résume les travaux réalisés durant cette thèse,
et dans laquelle des perspectives sont dressées.
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Ce chapitre est consacré à la diffusion électromagnétique par une surface rugueuse. Les méthodes de
résolution pour un problème de diffusion par une surface rugueuse aléatoire sont variées et dépendent des
paramètres du scénario étudié. La plupart de ces méthodes ont une formulation qui a pour point de départ
les équations de Maxwell [16]. Dans ce chapitre, nous rappelons quelques notions d’électromagnétisme qui
nous serviront pour résoudre notre problème. Nous présentons les équations intégrales servant à calculer le
champ diffusé en tout point de l’espace à partir de la connaissance des courants surfaciques sur une surface
donnée. Les grandeurs électromagnétiques calculées à partir de la résolution des équations intégrales qui
permettent de caractériser et de quantifier la diffusion sont exposées. Enfin, nous ferons une rapide synthèse
des méthodes dédiées à la diffusion électromagnétique par des surfaces rugueuses aléatoires.
2.1 Polarisations TE et TM
FIGURE 2.1 – Diffraction d’une onde électromagnétique par une surface rugueuse
Nous nous plaçons dans le cas de la scène 2D de la figure 2.1. Nous justifions l’aspect 2D de la scène
en supposant que la surface est invariante par translation selon l’axe yˆ. La fonction des hauteurs ne dépend
plus que d’une variable d’espace : l’abscisse x. Pour justifier le fait que la scène, en 3D dans la réalité, est
modélisée en 2D pour la résolution du problème, nous considérons que la fonction des hauteurs de la surface
est isotrope1. Le chapitre III, où nous présentons des mesures de rugosités du sol, permet d’appuyer cette
hypothèse. Les avantages de passer de la résolution d’un problème 3D à un problème 2D sont multiples :
• une simplification des équations ;
• un calcul de grandeurs scalaires au lieu de grandeurs vectorielles ;
• un temps de calcul beaucoup plus court lors des simulations numériques ;
• un espace mémoire nécessaire au calcul beaucoup plus restreint.
Nous nous plaçons dans un plan 2D matérialisé par le repère (Oxˆzˆ). La polarisation Transverse Élec-
trique (TE) correspond au cas où le champ E possède une composante unique selon l’axe yˆ normal au
plan : E = Eyˆ. Dans le jargon électromagnétique, elle est appelée polarisation horizontale car le champ
1les propriétés statistiques sont les mêmes dans toutes les directions de la surface
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FIGURE 2.2 – Equivalence entre le modèle 2D et une scène 3D. La surface 2D est équivalente dans le cas
3D à une surface invariante et infinie dans les directions de l’axe yˆ.
électriqueE est contenu dans un plan horizontal. La polarisation Transverse Magnétique (TM) correspond,
quant à elle, au cas où le champH possède une composante unique selon l’axe yˆ normal au plan :H = Hyˆ.
On l’appelle aussi polarisation verticale car le champ électrique E est contenu dans un plan vertical.
Nous pouvons montrer que tout champ électromagnétique peut se décomposer en la somme d’un champ
en polarisation TE et d’un champ en polarisation TM [17], [18]. Par linéarité des équations de Maxwell,
il est alors pratique de traiter séparément les polarisations TE et TM. Dans la suite, nous donnerons les
expressions des grandeurs calculées pour les deux polarisations TE et TM. Dans le cas d’un champ en
polarisation quelconque, le résultat pourra être obtenu par combinaison linéaire des expressions obtenues
en polarisations TE et TM.
FIGURE 2.3 – Polarisations Transverse Électrique (TE) et Transverse Magnétique (TM) pour une onde
incidente plane se propageant dans la direction k
2.2 Conditions aux limites
Dans la suite, les milieux situés au-dessus et en dessous de la surface sont considérés homogènes, linéaires
et isotropes. Considérons la scène de la figure 2.1. Elle représente une surface ΣA, de longueur infinie dans
la direction x, qui sépare deux milieux diélectriques homogènes Ω0 et Ω1. On note nˆ le vecteur unitaire
normal à la surface et défini par :
nˆ =
−γxˆ+ yˆ√
1 + γ2
(2.1)
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où γ est la dérivée de la fonction des hauteurs γ : x 7→ ζ(x) définie en tout point x ∈ ΣA tel que γ(x) =
∂ζ(x)
x
. Ω0 est caractérisé par sa conductivité électrique σ0 et sa permittivité diélectrique relative r,0. Quant
à Ω1, il est caractérisé par sa conductivité électrique σ1 et sa permittivité diélectrique relative r,1. Les deux
milieux Ω0 et Ω1 ont, de manière générale, une permittivité complexe donnée par le modèle [19] :
∀i ∈ {0, 1} , i = r,i + j σi
ω0
(2.2)
où 
r,i : permittivité diélectrique du milieu d’indice Ωi
ω : pulsation de l’onde électromagnétique
0 : permittivité diélectrique dans le vide
Les deux milieux sont supposés non magnétiques. Ils ont donc une perméabilité magnétique égale à la
perméabilité du vide et nous noterons µ0 leur perméabilité magnétique. En polarisation TE, nous notons
E0 = Ψ0yˆ le champ électrique au-dessus de la surface et E1 = Ψ1yˆ le champ électrique en dessous.
D’après l’équation de Maxwell-Faraday (convention e−jωt) :
∇∧E0 = jωµ0H0 (2.3)
où ω est la pulsation de l’onde électromagnétique et j =
√−1. Nous avons la relation suivante d’après [20]
H0 =
1
jωµ0
∇∧E0
= − 1
jωµ0
yˆ ∧∇Ψ0
(2.4)
La composante tangentielle du champ magnétique H0 sur la surface selon la normale nˆ et en utilisant les
égalités du double produit vectoriel, nous avons :
nˆ ∧H0 = − 1
jωµ0
nˆ ∧ (yˆ ∧∇Ψ0)
= − 1
jωµ0
[(nˆ ·∇Ψ0)yˆ − (nˆ · yˆ)∇Ψ0]
= − 1
jωµ0
[nˆ · ∇Ψ0] yˆ , nˆ étant orthogonal à yˆ.
(2.5)
où nˆ · y = 0 puisque le vecteur normal en tout point de la surface est contenu dans le plan (Oxˆzˆ). Pour
le milieu Ω1 en dessous de la surface, les grandeurs E1 et H1 vérifient également l’équation (2.5). Nous
avons la relation :
nˆ ∧H1 = − y
jωµ0
(nˆ · ∇Ψ1) (2.6)
A l’interface entre deux milieux diélectriques, les conditions aux limites [21] pour les champs et les induc-
tions sont les suivantes : 
nˆ ∧ (E0 −E1) = 0
nˆ ∧ (H0 −H1) = js
Di = iEi ∀i ∈ {0, 1}
Bi = µ0H i ∀i ∈ {0, 1}
(2.7)
avec 
js : la densité de courant surfacique électrique
ρs : la densité de charge surfacique électrique
D : l’induction électrique
1 : la permittivité diélectrique du milieu Σ1
B : l’induction magnétique
µ0 : la perméabilité magnétique du milieu Σ1
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Nous rappelons que les milieux Ω0 et Ω1 sont non magnétiques et leur perméabilité magnétique est égale à
celle du vide µ0. Pour une surface dépourvue de courants surfaciques et de charges électriques, les équations
(2.7) deviennent : 
nˆ ∧ (E0 −E1) = 0
nˆ ∧ (H0 −H1) = 0
Di = iEi ∀i ∈ {0, 1}
Bi = µ0H i ∀i ∈ {0, 1}
(2.8)
Les deux premières équations du système (2.8) montrent que les composantes tangentielles des champs
E et H sont continues. En polarisation TE, comme E0 = Ψ0yˆ et E1 = Ψ1yˆ, en utilisant les équations
(2.5), (2.6) et les relations de continuité (2.8), nous avons les relations :
∀r ∈ ΣA ,
{
Ψ0(r) = Ψ1(r)
nˆ ·∇Ψ0(r) = nˆ ·∇Ψ1(r) (2.9)
Pour la polarisation TM, comme le montre la figure 2.3, le champ magnétique est orthogonal au plan
d’incidence. On définit le champ magnétique dans le milieu Ω0 au-dessus de la surface tel que H0 = Ψ0yˆ.
D’après l’équation de Maxwell-Ampère :
E0 = − 1
jωr,1
∇ ∧H0 = 1
jωr,1
yˆ ∧∇Ψ0 (2.10)
En projetant le champ E1 selon la normale à la surface nˆ, on a :
nˆ ∧E0 = 1
jωr,0
n ∧ (yˆ ∧∇Ψ0)
= − 1
jωr,0
[(nˆ ·∇Ψ0)y − (nˆ · yˆ)∇Ψ0]
=
yˆ
jωr,0
(nˆ ·∇Ψ0)
(2.11)
Pour le milieu Ω1 en dessous de la surface, par le même processus, on a :
H1 = Ψ1yˆ
nˆ ∧E1 = nˆ ·∇Ψ1
jω1
yˆ
(2.12)
Les conditions aux limites sur une interface entre deux milieux diélectriques imposent la continuité des
composantes tangentielles des champs électriques et magnétiques à l’interface. Nous obtenons les condi-
tions aux limites suivantes pour la polarisation TM :
∀r ∈ ΣA ,
Ψ0(r) = Ψ1(r)nˆ ·∇Ψ0(r) = r,0
r,1
nˆ ·∇Ψ1(r) (2.13)
Nous notons ρ01 le contraste électromagnétique égal au rapport des permittivités diélectriques des milieux
au-dessus et en dessous de la surface : ρ01 =
r,0
r,1
. Les conditions aux limites sur la surface ΣA pour les
polarisations TE et TM peuvent alors s’écrire :
∀r ∈ ΣA ,
{
Ψ0(r) = Ψ1(r)
nˆ ·∇Ψ0(r) = ρ01nˆ ·∇Ψ1(r) (2.14)
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où ρ01 = 1 en polarisation TE et ρ01 =
r,0
r,1
en polarisation TM. Les conditions aux limites représentent un
système de deux équations à quatre inconnues. Ce système est sous-déterminé et ne peut donc être résolu
car il y a plus d’inconnues que d’équations. Les équations intégrales présentées plus loin sont un moyen
permettant de bien conditionner le système.
Pour une scène où le milieu Ω0 est l’air (assimilé au vide) et le milieu Ω1 un diélectrique quelconque, la
permittivité diélectrique relative dans Ω0 vaut r,0 = 1. Le contraste devient alors ρ01 = 1r,1 et nous pouvons
le remplacer directement dans l’équation (2.14). Prenons un autre cas particulier où le milieu Ω0 est l’air et
le milieu Ω1 est un métal parfaitement conducteur (PC). Le fait que Ω1 soit PC implique que sa conductivité
σ1 soit infinie et nécessairement que 1 soit de module infini d’après l’équation (2.2). Par ailleurs, dans un
milieu PC, le champ électromagnétique est nul. On obtient donc les conditions aux limites suivantes pour
les polarisations TE et TM dans le cadre d’une scène où Ω0 est l’air et Ω1 est un milieu PC :
∀r ∈ ΣA ,
{
Polarisation TE : Ψ0(r) = 0
Polarisation TM : nˆ ·∇Ψ0(r) = 0 (2.15)
La condition aux limites pour la polarisation TE est appelée condition aux limites de Dirichlet et celle
en TM est appelée condition aux limites de Neumann. Pour chacune des polarisations, la résolution d’un
problème électromagnétique par les conditions aux limites est donc simplifiée lorsque l’on traite le cas de
milieux PC.
2.3 Équations intégrales
Les équations de Maxwell [16] sont les lois fondamentales de l’électromagnétisme. Ce sont des lois locales
qui, à partir de la connaissance des courants et des charges répartis dans l’espace, nous permettent de
déterminer les champs électriques et magnétiques en tout point de l’espace. A partir de ces équations, nous
pouvons déterminer l’équation de propagation de Helmholtz. A l’aide de manipulations mathématiques et
en faisant appel à la fonction de Green et au théorème de Green, nous obtenons une formulation intégrale de
la solution exacte de l’équation de propagation pour chacun des milieux Ω0 et Ω1. Pour Ω0, nous obtenons :
0 = Ψi(r
′) +
∫
S
[
Ψ0(r)
∂g0(r, r
′)
∂n
− g0(r, r′)∂Ψ0(r)
∂n
]
dS, r′ /∈ Ω0
Ψ0(r
′) = Ψi(r′) +
∫
S
[
Ψ0(r)
∂g0(r, r
′)
∂n
− g0(r, r′)∂Ψ0(r)
∂n
]
dS, r′ ∈ Ω0
(2.16)
où 
Ψi : champ incident
Ψ0 : densité de courant sur la surface
∂Ψ0
∂n
: dérivée normale de la densité de courant sur la surface
g0 : fonction de Green 2D
∂g0
∂n
: dérivée normale de la fonction de Green
Quand r′ /∈ Ω0, l’équation (2.16) est appelée théorème d’extinction de par le fait que l’intégrale sur la
surface rugueuse annule le champ incident en dehors de Ω0. Pour les points de coordonnées r′ ∈ Ω0,
l’équation (2.16) est appelée principe de Huygens. Dans cette équation, Ψ0(r′) représente le champ total
calculé dans le milieu Ω0. Or le champ total est égal à la somme du champ incident et du champ diffracté :
∀r′ ∈ Ω0 , Ψ0(r′) = Ψi(r′) + Ψd(r′), le principe de Huygens peut donc s’écrire :
Ψd(r
′) =
∫
S
[
Ψ0(r)
∂g0(r, r
′)
∂n
− g0(r, r′)∂Ψ0(r)
∂n
]
dS, si r′ ∈ Ω0 (2.17)
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Selon les conventions de la figure 2.1, nous pouvons interpréter le principe de Huygens en déclarant que le
champ diffracté en tout point au-dessus de la surface est déterminé à partir de la connaissance des courants
totaux Ψ0 et
∂Ψ0(r)
∂n
sur la surface ΣA. En utilisant le même principe que dans le milieu Ω0, nous obtenons
le système suivant pour le milieu Ω1 :
0 = Ψi(r
′) +
∫
S
[
Ψ1(r)
∂g1(r, r
′)
∂n
− g1(r, r′)∂Ψ1(r)
∂n
]
dS, si r′ /∈ Ω1
Ψ1(r
′) = −
∫
S
[
Ψ1(r)
∂g1(r, r
′)
∂n
− g1(r, r′)∂Ψ1(r)
∂n
]
dS, si r′ ∈ Ω1
(2.18)
avec 
Ψ1 : densité de courant sur la surface
∂Ψ1
∂n
: dérivée normale de la densité de courant sur la surface
g1 : fonction de Green 2D dans le milieu Ω1
∂g1
∂n
: dérivée normale de la fonction de Green
Dans les équations (2.16) et (2.18), les inconnues à déterminer sont Ψ0, ∂Ψ0∂n , Ψ1 et
∂Ψ1
∂n
. Les grandeurs
Ψi, g0(r, r′) et g1(r, r′) sont connues. Pour chaque milieu Ω0 et Ω1, nous avons deux équations et quatre
inconnues. L’utilisation des conditions aux limites (2.14) permet d’ajouter deux équations supplémentaires
et de bien conditionner le système d’équations. Dans le cas r′ ∈ Ω0, à partir des équations (2.16) et (2.18),
nous obtenons le système suivant de deux équations et deux inconnues :
Ψi(r
′) =
1
2
Ψ0(r
′)−−
∫
S
Ψ0(r)
∂g0(r, r
′)
∂n
dS +
∫
S
g0(r, r
′)
∂Ψ0(r)
∂n
dS
0 = −1
2
Ψ0(r
′)−−
∫
S
Ψ0(r)
∂g1(r, r
′)
∂n
dS +
∫
S
1
ρ01
g1(r, r
′)
∂Ψ0(r)
∂n
dS
(2.19)
Le symbole −
∫
fait référence à la valeur principale de Cauchy obtenue, puisque le calcul de l’intégrale est
impropre lorsque r = r′. Les équations (2.19) peuvent être résolues numériquement après discrétisation,
notamment en utilisant la Méthode des Moments [20].
2.4 Coefficients de Fresnel
Soit la scène de la figure 2.4. Nous considérons une onde incidente plane de pulsation ωi, se propageant
dans la direction ki dans le milieu Ω0 de permittivité relative r,0. L’onde incidente qui arrive au niveau de
la surface lisse ΣA d’aire infinie, donne naissance à une onde réfléchie se propageant dans la direction kr et
une onde transmise se propageant dans la direction kt. L’onde transmise se propage ensuite dans le milieu
Ω1 de permittivité relative r,1. D’après les lois de réflexion et de réfraction de Snell-Descartes [22] :
• l’onde réfléchie et l’onde transmise ont la même pulsation que l’onde incidente ;
• les plans d’incidence (ki, nˆ), de réflexion (kr, nˆ) et de transmission (kt, nˆ) sont confondus ;
• l’angle de l’onde réfléchie, défini par rapport à la normale à la surface est donné, d’après la figure
2.4, par θd = θi. Quant à l’onde transmise, l’angle formé par la normale à la surface (orientée vers le
milieu Ω1 ) et sa direction de propagation kt est donné par la relation
√
r,1 sin θt =
√
r,0 sin θi,
où nˆ est le vecteur normal à la surface lisse pour un problème 2D, de coordonnées nˆ =
(
0
1
)
. En partant
des conditions aux limites de la surface (2.8) et des relations de Maxwell-Faraday (pour la polarisation TE)
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FIGURE 2.4 – Coefficients de Fresnel (a) en polarisation TE et (b) en polarisation TM pour une surface lisse
d’aire infinie séparant deux milieux diélectriques
et de Maxwell-Ampère (pour la polarisation TM) , nous pouvons retrouver par le calcul les lois de Snell-
Descartes. En utilisant les notations E = Ψyˆ en polarisation TE et H = Ψyˆ en polarisation TM, nous
avons les relations suivantes quelle que soit la polarisation pour les champs incident, réfléchi et transmis :
∀r ∈ Ω0 , Ψi(r) = Ψi0 ej(ωit+ki·r)
∀r ∈ Ω0 , Ψr(r) = Ψr0 ej(ωrt+kr·r)
∀r ∈ Ω1 , Ψt(r) = Ψt0 ej(ωtt+kt·r)
(2.20)
Dans notre scène 2D, les vecteurs d’onde sont contenus dans le plan (Oxˆzˆ) et ont pour expression :
ki = kixxˆ− kizzˆ
kr = krxxˆ+ krzzˆ
kt = ktxxˆ− ktzzˆ
(2.21)
Le signe − pour les composantes selon zˆ des vecteurs d’ondes des ondes incidente et transmise est lié à
leur propagation "vers le bas". Chacun des vecteurs d’onde peut se décomposer en une composante selon xˆ
et zˆ que l’on obtient à partir du nombre d’onde par les relations suivantes :
kix =
√
r,0k0 sin θi kiz =
√
r,0k0 cos θi
krx =
√
r,0k0 sin θr krz =
√
r,0k0 cos θr
ktx =
√
r,1k0 sin θt ktz =
√
r,1k0 cos θt
(2.22)
On peut également écrire ‖ki‖ =
√
k2ix + k
2
iz, ‖kr‖ =
√
k2rx + k
2
rz et ‖kt‖ =
√
k2tx + k
2
tz.
Les coefficients de Fresnel en réflexion et en transmission sont définis tels que :
R = Ψr0
Ψi0
(2.23)
T = Ψt0
Ψi0
(2.24)
Conformément à la condition aux limites (2.14), nous introduisons le terme ρ01 :
ρ01 =
{
1 en polarisation TE
r0
r1
en polarisation TM
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En reprenant la définition des coefficients de réflexion (2.23) et de transmission (2.24), avec les notations
adoptées précédemment, les coefficients de Fresnel pour les polarisation TE et TM sont :
R = kiz − ρ01ktz
kiz + ρ01ktz
(2.25)
T = 2kiz
kiz + ρ01ktz
(2.26)
Nous pouvons remarquer que T = 1+R. Nous avons fourni les expressions des coefficients de réflexion et
de transmission pour une onde incidente plane monochromatique illuminant une surface lisse de longueur
infinie, d’après les notations de vecteur d’onde et de champ choisies au début de cette partie. En effectuant
les changements de notations et les calculs nécessaires, on retrouve les expressions des coefficients de
Fresnel fournis dans les livres références [21] et [23] sous d’autres notations.
Considérons le cas particulier où le milieu Ω0 est l’air, assimilé au vide, et le milieu Ω1 est un métal par-
faitement conducteur. La permittivité diélectrique relative du milieu Ω0 est alors r0 = 1. Pour le milieu Ω1,
sa conductivité électrique devient infinie σ1 = +∞ et sa permittivité diélectrique relative a son module qui
tend vers l’infini |r1| = +∞ d’après le modèle de permittivité complexe (2.2). Sous ces approximations,
les termes ρ01 et ktz deviennent :
lim
σ1→∞
ρ01 = 0 lim
σ1→∞
ktz = +∞ (2.27)
Dans le cas d’une surface parfaitement conductrice, on obtient les expressions suivantes à partir des coeffi-
cients de Fresnel en polarisations TE (2.25) et TM (2.26) :
• en polarisation TE {
RTE = −1
TTE = 0
(2.28)
• en polarisation TM {
RTM = 1
TTM = 0
(2.29)
Pour les deux polarisations TE et TM, le champ électrique est réfléchi totalement dans la direction spécu-
laire2 et, dans le milieu Ω1, le champ électromagnétique est nul.
2.5 Champs proche et lointain
Nous avons vu, à travers le principe de Huygens (2.17), que le champ diffracté par une surface rugueuse
peut être calculé en tout point du milieu Ω0 au-dessus de la surface à partir de la connaissance des densités
de courant de surface Ψ0 et ∂Ψ0∂n . Dans le principe de Huygens apparaissent également la fonction de Green
2D g0 et sa dérivée normale ∂g0∂n . Dans le cas d’un problème de diffusion 2D, la fonction de Green est
déterminée par l’expression :
g0(r, r
′) =
j
4
H
(1)
0 (k0 ‖r − r′‖) =
j
4
H
(1)
0 (k0D) (2.30)
où H(1)0 est la fonction de Hankel de première espèce et d’ordre 0 et D = ‖r − r′‖ la distance entre les
points r et r′. Les dérivées partielles selon x et selon z de la fonction de Green, exprimées en fonction de
2dans la direction θr = θi
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D, s’écrivent : 
∂gi(r, r
′)
∂x
=
∂gi(kiD)
∂D
∂D
∂x
= −jki
4
H
(1)
1 (kiD)
x− x′
D
∂gi(r, r
′)
∂z
=
∂gi(kiD)
∂D
∂D
∂z
= −jki
4
H
(1)
1 (kiD)
z − z′
D
(2.31)
où H(1)1 est la fonction de Hankel de première espèce et d’ordre 1. Pour plus de détails concernant les
fonctions spéciales de Hankel, le lecteur est renvoyé aux références [24] et [25]. La dérivée normale de la
fonction de Green 2D s’obtient à partir de ses dérivées partielles selon x et z par l’expression suivante :
∂g0(r, r
′)
∂n
= n ·∇g0(r, r′) (2.32)
Avec la connaissance des courants surfaciques et des fonctions de Green 2D données ci-dessus, on peut
calculer le champ en tout point r′ de l’espace Ω0. La fonction de Hankel de première espèce et d’ordre 0
s’approxime quand x→ +∞ par :
H
(1)
0 (x) ≈
√
2
xpi
ej(x−
pi
4 ) (2.33)
FIGURE 2.5 – Approximation du champ lointain pour un problème 2D
En champ lointain, c’est-à-dire lorsque r′ → +∞ et r′  λ0, nous avons l’approximation suivante,
illustrée sur la figure 2.5, pour la distance entre les points de positions r et r′ :
D = ‖r − r′‖
≈ r′ − kd · r
(2.34)
avec kd le vecteur d’onde de l’onde diffusée. La fonction de Green s’écrit alors :
g0(r, r
′) ≈ j
4
√
2
pik0r′
ej(k0r
′−kd·r−pi/4) (2.35)
et sa dérivée normale :
∂g0 (r, r
′)
∂n
≈ nˆ ·∇r′g0 (r, r′) ≈ −jg0 (r, r′)kd · nˆ (2.36)
Nous intégrons les équations (2.35) et (2.36) dans le principe de Huygens (2.17). Après simplification, le
champ diffracté à l’infini (r′ →∞) peut s’écrire :
Ψ∞d (r
′) = −j
4
√
2
pik0r′
e−j(pi/4+k0r
′)
∫
ΣA
[
jkd · nˆΨ0(r) + ∂Ψ0(r)
∂n
]
e−jkd·rdr (2.37)
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Nous venons de voir comment calculer le champ diffracté au-dessus d’une surface rugueuse à partir du prin-
cipe de Huygens. Une autre manière de résoudre les problèmes de diffraction a été formulée par Rayleigh en
1897. Elle se base sur l’hypothèse de Rayleigh [26]. Lorsque l’on considère la diffraction d’une onde plane
par une surface lisse comme dans la section 2.4, seules trois ondes planes existent : l’onde incidente, l’onde
réfléchie et l’onde transmise. En considérant non plus une surface lisse mais une surface rugueuse, Rayleigh
a proposé une solution où le champ diffracté au-dessus de la surface est exprimé comme une somme d’ondes
se propageant vers le haut et le champ transmis en dessous de la surface comme une somme d’ondes se pro-
pageant vers le bas à partir de la surface ΣA. Cette formulation de Rayleigh est intuitive pour les points
M(x, z) de l’espace tels que : {
∀M(x, z) ∈ Ω0, z > max (ζ(x))
∀M(x, z) ∈ Ω1, z < min (ζ(x))
(2.38)
où ζ : x 7→ ζ(x) est la fonction du profil des hauteurs de la surface. L’hypothèse de Rayleigh stipule que
cette modélisation en somme d’ondes s’éloignant de la surface est vraie dans les zones R1 et R2 de la figure
2.6. Elle ajoute qu’elle est également acceptée dans la zone R3 comprise entre le minimum et le maximum
de la fonction ζ et même sur la surface ΣA, soit en chaque point (x, z = ζ(x)). Mathématiquement, si
les ondes diffractées en dessous et au-dessus de la surface rugueuse sont des ondes planes, l’hypothèse de
Rayleigh se traduit par :
∀(x, z) ∈ Ω0 , Ψd(x, z) =
+∞∫
−∞
Ψ˜d(kx)e
j(kxx+kzz)dkx (2.39)
∀(x, z) ∈ Ω1 , Ψt(x, z) =
+∞∫
−∞
Ψ˜d(kx)e
j(kxx−ktzz)dkx (2.40)
Le signe des composantes des vecteurs d’onde dans les termes exponentiels détermine les sens de pro-
pagation. kx peut être négatif ou positif, ce qui traduit une propagation aussi bien vers la gauche (kx < 0)
que vers la droite (kx > 0) dans les deux milieux Ω0 et Ω1. Quant à kz =
√
k20 − k2x et ktz =
√
r1k20 − k2x,
lorsque le terme à l’intérieur de la racine est positif, kz et ktz sont positifs et la propagation a lieu "vers le
haut" , sinon ils sont imaginaires purs, ce fait apparaitre des ondes évanescentes. Le signe + devant kz pour
la propagation au-dessus de la surface traduit une propagation des ondes vers le haut. Pour le milieu Ω1, le
signe − devant ktz indique que les ondes planes se propagent vers le bas.
D’après la figure 2.6, l’hypothèse de Rayleigh peut paraître contestable. En effet, d’après le deuxième
schéma, pour zS < z < zmax, le champ Ψd(x, y) devrait être la somme d’ondes planes se propageant
vers le bas et vers le haut. Plusieurs travaux théoriques ont été menés pour étudier son domaine de vali-
dité [27], [28], [29] et [30]. Petit & Cadilhac [31] ont montré pour le problème de Dirichlet (surface PC et
polarisation TE) que l’hypothèse de Rayleigh n’est plus valide pour des surfaces sinusoïdales dès que les
pentes atteignent une certaine inclinaison. Millar [27] a confirmé le critère de Petit & Cadilhac et montré
analytiquement que l’hypothèse de Rayleigh est applicable sur des surfaces sinusoïdales respectant un cri-
tère dépendant de leur période et de leur amplitude. Ce domaine de validité a été confirmé numériquement
par Van der Berg & al. [32]. Tishchenko [33] a également mené des simulations numériques de diffraction
par une surface périodique dans le domaine optique. Les résultats de ses travaux montrent une validité de
l’hypothèse de Rayleigh dans un domaine plus large que celui obtenu par Van der Berg & al. Pour des
surfaces rugueuses aléatoires, Nordam & al. [34] ont déterminé numériquement le domaine de validité de
l’hypothèse de Rayleigh pour des surfaces parfaitement conductrices et fortement conductrices en fonction
de l’écart type des hauteurs, de la longueur de corrélation et de la longueur d’onde. D’après ces simulations,
l’hypothèse est valide pour des surfaces de faibles pentes.
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FIGURE 2.6 – Hypothèse de Rayleigh
2.6 Surface Équivalente Radar normalisée
Dans la section précédente, nous avons fourni les outils pour déterminer le champ diffracté en zone de
champ proche et en champ lointain. Ici, nous présentons les principales équations pour déterminer les
puissances reçue et diffusée par la surface éclairée. Pour calculer les puissances incidente et diffusée, nous
nous intéressons en premier lieu au calcul des vecteurs de Poynting, définis de façon générale par :
S(x, z) =
1
2
Re(E ∧H∗) (2.41)
où ∗ représente l’opérateur complexe conjugué. Pour la polarisation TE, on écrit le champ E tel que :
E = Ψyˆ (2.42)
D’après l’équation de Maxwell-Faraday :
∇ ∧E = −∂B
∂t
(2.43)
où B est l’induction magnétique qui est reliée au champ magnétique par l’expression : B = µ0H . En
réintégrant cette expression dans l’équation (2.43), nous avons :
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H =
∇ ∧E
jωµ0
=
1
jωµ0
(
−∂Ψ
∂z
xˆ+
∂Ψ
∂x
zˆ
) (2.44)
L’expression du vecteur de Poynting de l’équation (2.41) devient alors dans le cas TE :
STE(x, z) =
1
2
Re
[
Ψyˆ ∧ 1
jωµ0
(
−∂Ψ
∗
∂z
xˆ+
∂Ψ∗
∂x
zˆ
)]
=
1
2ωµ0
Im
[
Ψ
∂Ψ∗
∂x
xˆ+ Ψ
∂Ψ∗
∂z
zˆ
] (2.45)
Le vecteur de Poynting peut s’exprimer en polarisation TE par :
STE(x, z) =
1
2ωµ0
Im [Ψ∇Ψ∗] (2.46)
En suivant la même démarche, on obtient, pour la polarisation TM, l’expression suivante du vecteur de
Poynting :
STM(x, z) =
1
2ω0
Im [Ψ∇Ψ∗] (2.47)
Ainsi, l’expression du vecteur de Poynting est indépendante de la polarisation. Pour passer de son expression
en polarisation TE à celle en polarisation TM, il suffit de remplacer la perméabilité magnétique µ0 par la
permittivité diélectrique du vide 0.
2.6.1 Vecteur de Poynting du champ incident
On veut déterminer le vecteur de Poynting Si associé au champ incident Ψi(r) = Ψi,0ejki·r en polarisation
TE. On a :
Si =
1
2ωµ0
Im(Ψi∇Ψ∗i )
=
1
2ωµ0
Im(jki |Ψi,0|2)
(2.48)
En posant ωµ0 = k0Z0, où Z0 =
√
µ0
0
≈ 377 Ω est l’impédance du vide, on a :
Si =
ki |Ψi,0|2
2k0Z0
=
|Ψi,0|2 (sin θixˆ− cos θizˆ)
2Z0
car ki = k0(sin θixˆ− cos θizˆ)
(2.49)
En effectuant des calculs similaires pour le cas TM, on obtient au final pour les deux polarisations :
TE : Si,TE =
|Ψi,0|2 (sin θixˆ− cos θizˆ)
2Z0
(2.50)
TM : Si,TM =
Z0 |Ψi,0|2 (sin θixˆ− cos θizˆ)
2
(2.51)
Les expressions du vecteur de Poynting de l’onde incidente en polarisations TE et TM diffèrent de part la
position du terme d’impédance du vide, située soit au numérateur, soit au dénominateur.
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2.6.2 Vecteur de Poynting du champ diffracté
En partant de l’équation (2.46) en polarisation TE, on calcule le vecteur de Poynting de l’onde diffusée :
Sd,TE =
1
2ωµ0
Im(Ψd∇Ψ∗d) (2.52)
D’après l’équation (2.37), en champ lointain, le champ diffusé peut s’écrire :
Ψ∞d (r
′) =
j
4
√
2
pik0r′
e−jpi/4+jkd·r
′
Ψ∞d,0(r
′)Ψi,0 (2.53)
avec
Ψ∞d,0(r
′) =
1
Ψi,0
∫
S
[
jkd · nˆΨ0(r) + ∂Ψ0(r)
∂n
]
e−jkd·rdr (2.54)
On obtient alors pour l’expression du vecteur de Poynting en champ lointain :
Sd,TE =
kd
16piZ0k20r
′
∣∣Ψ∞d,0∣∣2 |Ψi,0|2 (2.55)
avec kd = k0(sin θdxˆ+cos θdzˆ) et l’impédance du vide Z0 =
√
µ0
0
. En notant u = kd
k0
= sin θdxˆ+cos θdzˆ,
on obtient :
Sd,TE =
1
16piZ0k0r′
∣∣Ψ∞d,0∣∣2 |Ψi,0|2 uˆ (2.56)
En suivant la même démarche, on obtient le vecteur de Poynting suivant pour la polarisation TM :
Sd,TM =
Z0
16pik0r′
∣∣Ψ∞d,0∣∣2 |Ψi,0|2 uˆ (2.57)
2.6.3 Puissance incidente
La puissance incidente qui arrive sur la surface est déterminée à partir de la densité de puissance qui passe
à travers le plan moyen de la surface. Le plan moyen étant horizontal, on ne s’intéresse qu’à la composante
verticale (selon zˆ) de la densité de puissance. Ainsi formulée, la puissance Pi est la puissance portée par le
vecteur de Poynting à travers le plan moyen de la surface. Sa définition [35] est :
Pi = −
+L/2∫
−L/2
(Si · zˆ)
∣∣
z=0
dx (2.58)
Le vecteur de Poynting de l’onde incidente est dirigé "vers le bas", dans le sens de propagation de l’onde
incidente. Pour obtenir un calcul de puissance qui soit positif, on ajoute le signe − devant l’intégrale. On
effectue le calcul de puissance pour l’onde incidente en polarisation TE :
Pi = −
+L/2∫
−L/2
(Si · zˆ)
∣∣
z=0
dx
= −
+L/2∫
−L/2
(
|Ψi,0|2 (sin θixˆ− cos θizˆ)
2Z0
· zˆ
)∣∣∣∣∣
z=0
dx
=
+L/2∫
−L/2
|Ψi,0|2 cos θi
2Z0
dx
=
L cos θi
2Z0
|Ψi,0|2
(2.59)
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L’expression finale de la puissance incidente en polarisation TE est :
Pi =
L cos θi
2Z0
|Ψi,0|2 (2.60)
Pour la polarisation TM, on obtient l’expression suivante de la puissance incidente :
Pi =
Z0L cos θi
2
|Ψi,0|2 (2.61)
L’expression de la puissance incidente en polarisation TE diffère de celle en polarisation TM, comme pour
les vecteurs de Poytning, par la position au numérateur ou au dénominateur de l’impédance du vide.
2.6.4 Puissance diffusée
La puissance diffusée totale Pd dans tout le demi-espace au-dessus de la surface rugueuse est définie de
telle manière que :
Pd =
pi
2∫
−pi
2
r′ · Sd dθd (2.62)
où Sd est le vecteur de Poynting de l’onde diffusée, dont l’expression est donnée par les équations (2.56) et
(2.57). On peut remarquer ici que la définition de la puissance diffusée au-dessus de la surface est différente
de celle de la puissance incidente sur la surface, comme le montre la figure 2.7. Du fait des rugosités de la
surface, l’onde est diffractée dans plusieurs directions du demi-espace supérieur. Cela explique l’intégration
dans toutes les directions angulaires du demi-espace au-dessus de la surface. Il est à noter que pour une
surface PC, toute la puissance est diffusée dans le demi-espace au dessus de la surface. Par contre, pour une
surface diélectrique, une partie de la puissance est transmise dans le demi-espace sous la surface et l’autre
partie est diffusée au-dessus.
FIGURE 2.7 – Méthodes de calcul pour déterminer les puissances incidente et diffusée
Nous introduisons la définition du coefficient de diffusion bistatique σ(θi, θd) par le rapport de puissance
diffusée sur puissance incidente suivant :
Pd
Pi
=
pi
2∫
−pi
2
σ(θi, θd) dθd (2.63)
Ce coefficient permet de déterminer la portion de puissance diffusée par la surface dans une direction
d’observation θd, par rapport à la puissance incidente dans la direction θi. A partir de ce coefficient, la
puissance diffusée se calcule ainsi :
Pd =
pi
2∫
−pi
2
σ(θi, θd)Pi dθd (2.64)
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Par identification des termes des équations (2.62) et (2.64), on peut écrire :
σ(θi, θd) = lim
r′→∞
r′ · Sd(r′)
Pi
(2.65)
r′ doit tendre vers l’infini pour que les champs nécessaires au calcul du coefficient de diffusion soient en
champ lointain. Ce coefficient permet de quantifier la puissance diffusée par une surface dans chacune des
directions angulaires de l’intervalle [−pi/2, pi/2]. En utilisant les expressions (2.56) et (2.60), on a alors pour
expression du coefficient de diffusion bistatique pour la polarisation TE :
σTE(θi, θd) =
1
8piL cos θi
∣∣Ψ∞d,0(θd)∣∣2 (2.66)
Pour la polarisation TM, nous obtenons la même expression :
σTM(θi, θd) = σTE(θi, θd) =
1
8piL cos θi
∣∣Ψ∞d,0(θd)∣∣2 (2.67)
où Ψ∞d,0 est donné à l’équation (2.54) et dépend des courants surfaciques. Le coefficient de diffusion est
indépendant de la distance d’observation du champ lointain. Il dépend de la longueur de la surface, de
l’angle d’incidence et des courants surfaciques.
Le coefficient de diffusion est une quantité d’intérêt particulièrement utilisée en télédétection. Dans
le cas particulier où la direction d’observation est la direction d’incidence (θd = θi), on parle alors de
coefficient de rétro-diffusion. Le coefficient de diffusion est utilisé pour des surfaces de taille finie comme
l’indique son expression (2.67), où apparaît la longueur L de la surface. Nous avons fourni son expression
pour un problème 2D. En 3D, au lieu d’avoir le paramètre L homogène à une longueur, nous aurions un
paramètre homogène à une surface. Dans le domaine des radaristes, une autre grandeur d’intérêt est souvent
employée (scène 2D) :
SER = 2piAσ(θi, θd) = lim
r′→∞
2pir′
|Ψd|2
|Ψi|2
(2.68)
où A est homogène à une longueur (scène 2D). Il s’agit de la Surface Équivalente Radar, homogène à une
surface (dans le cas de scène 3D, homogène à une longueur dans le cas de scène 2D), comme son nom
l’indique. Le calcul de SER est privilégié par les radaristes en place du coefficient de diffusion notamment
car, souvent, ils ne connaissent pas la taille de l’objet qui diffuse. Comme pour le coefficient de diffusion,
il est possible de la calculer en configuration monostatique3 ou bistatique4.
La SER peut également être calculée par unité de surface. Elle devient alors la Surface Équivalente
Radar normalisée (SERn) et n’a plus d’unités. D’après [36], elle se calcule par l’expression :
SERn = lim
r′→∞
r′
2Z0
|Ψ∞d (θd)|2
pi
=
1
16piZ0k0
∣∣Ψ∞d,0(θd)∣∣
pi
(2.69)
où Ψ∞d (θd) et Ψ
∞
d,0(θd) sont donnés par les équations (2.53) et (2.54), et pi est la densité de puissance
incidente normalisée, obtenue d’après :
pi = − 1|Ψi,0|2
+L/2∫
−L/2
Si · zˆ|z=0dx (2.70)
3le point d’émission et de réception est le même
4le récepteur et l’émetteur ont des positions distinctes
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2.6.5 Champs cohérent et incohérent
Tsang & al [35] définissent le champ cohérent comme l’espérance mathématique du champ diffusé Ψd. Le
champ diffusé par une surface rugueuse peut s’écrire comme la somme de deux composantes :
Ψd = 〈Ψd〉+ δΨd (2.71)
où { 〈Ψd〉 : composante cohérente du champ diffusé
δΨd : composante incohérente du champ diffusé
L’opérateur 〈〉 correspond à l’espérance mathématique, dont l’expression est :
• pour une variable discrète f : 〈f〉 = 1
N
N∑
i=1
f(vi) (2.72)
• pour une variable continue f : 〈f〉 =
∞∫
−∞
f(v)dv (2.73)
Ainsi définie, l’espérance du champ diffusé correspond à la composante cohérente, tandis que l’espérance
de la composante incohérente est nulle : 〈δΨd〉 = 0. Les intensités cohérente et incohérente sont alors
définies comme : 〈|Ψd|2〉 = |〈Ψd〉|2 + 〈|δΨd|2〉 (2.74)
avec
|〈Ψd〉|2 : intensité cohérente〈|δΨd|2〉 = 〈|Ψd|2〉− |〈Ψd〉|2 : intensité incohérente
Dans la partie précédente, nous avons donné l’expression du coefficient de diffusion pour les polarisations
TE et TM. Puisque le coefficient de diffusion est proportionnel au champ diffracté d’après les équations
(2.66) et (2.67), le coefficient de diffusion peut également se décomposer en une composante cohérente
σcohd et une composante incohérente σ
incoh
d :
σcohd =
1
8piL cos θi
∣∣〈Ψ∞d,0〉∣∣2 (2.75)
σincohd =
1
8piL cos θi
[〈∣∣Ψ∞d,0∣∣2〉− ∣∣〈Ψ∞d,0〉∣∣2] (2.76)
où l’expression de Ψ∞d,0 est donnée dans l’équation (2.54).
2.7 Modèles de diffusion EM
La résolution des problèmes de diffusion électromagnétique peut se faire soit à l’aide de modèles rigoureux,
dits “exacts”, soit à l’aide de modèles asymptotiques, c’est-à-dire utilisant des approximations mathéma-
tiques ou physiques. Les modèles rigoureux ont l’avantage de donner une solution numériquement exacte à
un problème de diffraction électromagnétique. Ils ont comme inconvénient un temps de calcul long et des
exigences importantes en termes de ressource mémoire. Quant aux modèles asymptotiques, de par le fait
qu’ils utilisent des approximations mathématiques ou physiques, cela leur permet une économie de temps
de calcul et de ressources mémoires. Cependant, leurs approximations peuvent restreindre leur validité à un
certain domaine et/ou limiter leur précision, ce qui en fait leur principal inconvénient en comparaison à un
modèle rigoureux. Lorsqu’un modèle asymptotique est développé ou implanté, la comparaison à un modèle
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rigoureux utilisé comme modèle de référence est fondamentale pour déterminer sa précision et son domaine
de validité. Lorsque le domaine de validité du modèle est identifié et que le scénario étudié entre dans ce
domaine, on préfère l’usage du modèle asymptotique plus rapide. Ainsi, le choix d’un modèle rigoureux ou
asymptotique pour résoudre un problème de diffusion électromagnétique s’effectue selon les contraintes de
rapidité de calcul, le matériel à disposition (processeurs et ressources mémoires) et la précision souhaitée
dans le domaine de validité ciblé.
Les modèles étant nombreux, il est possible de les classer selon différentes caractéristiques :
• temporel ou fréquentiel. Une méthode temporelle fournit en sortie une grandeur calculée dans le do-
maine temporel, alors qu’une méthode fréquentielle fournit une grandeur dans le domaine fréquentiel.
– modèles temporels : FDTD5, TLM6, . . .
– modèles fréquentiels : FEM7, FDFD8, FMM9, MdM10, . . .
• analytique ou numérique. Pour un modèle analytique, la grandeur de sortie est calculée à partir d’une
équation mathématique en fonction des paramètres connus, alors qu’une solution numérique est une
résolution à l’aide de calculs numériques de la solution réelle dont on n’a pas de description sous
forme d’équation mathématique.
– modèles analytiques : diffraction par une sphère (solution de Mie [37]), . . .
– modèles numériques : MdM (rigoureux), FDTD (rigoureux), . . .
• intégral ou différentiel. Les méthodes intégrales sont issues d’un formalisme à base d’équations inté-
grales, comme le principe de Huygens. La Méthode des Moments (MdM) est un modèle intégral. Les
modèles différentiels partent d’une équation différentielle, comme les équations de Maxwell pour la
méthode FDTD formulée par Yee [3]. Pour les méthodes différentielles, le volume de calcul est maillé
et les grandeurs recherchées sont calculées pour chaque cellule. Ce type de modèle peut être très coû-
teux si les mailles sont de petite taille ou si le volume de calcul est grand. L’avantage des modèles
intégraux est qu’à partir de la connaissance des courants sur la surface il est possible de déterminer
les champs en tout point de l’espace, en faisant appel aux fonctions de propagation.
– modèles intégraux : MdM, FMM, . . .
– modèles différentiels : FDTD, FDFD, FEM, TLM , . . .
• local ou non local. Elfouhaily & al. [38] ont fourni une définition mathématique pour expliquer la
notion de modèle local ou non-local. Intuitivement, un modèle local présente une seule interaction
entre l’onde et la surface, contrairement aux modèles non locaux qui peuvent prendre en compte de
multiples interactions.
2.7.1 Modèle rigoureux : la Méthode des Moments
Une méthode rigoureuse fréquemment employée dans la bibliographie scientifique est la Méthode des Mo-
ments (MdM). Elle a été développée en 1967 par Harrington [8]. Pour illustrer sa méthode, il l’a appliquée
à la diffraction d’une plaque conductrice carrée, à la diffraction par un fil mince PC et au rayonnement
5Finite Difference Time Domain
6Transmission Line Matrix
7Finite Element Methods
8Finite Difference Frequency Domain
9Fast Multipole Method
10Méthode Des Moments
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Tableau 2.1 – Tableau récapitulatif de la classification de modèles de diffusion électromagnétique
Nom Modèle Méthode Formulation Domaine
MdM rigoureux numérique intégrale fréquentiel
FEM rigoureux numérique différentielle fréquentiel
FDFD rigoureux numérique différentielle fréquentiel
FDTD rigoureux numérique différentielle temporel
SPM asymptotique numérique ou analytique intégrale fréquentiel
OP asymptotique numérique ou analytique intégrale fréquentiel
OG asymptotique analytique11 intégrale fréquentiel
d’une antenne filaire. Les équations intégrales (2.16) sont discrétisées dans le domaine fréquentiel et for-
mulées sous forme matricielle. Pour une description plus précise de cette méthode employée pour étudier
la diffraction par des surfaces rugueuses aléatoires, le lecteur peut se référer à la thèse de N. Déchamps [7]
ou au livre de C. Bourlier & al. [20].
La MdM est une méthode numérique. En numérique, les surfaces sur lesquelles on veut appliquer des
modèles de diffusion électromagnétique sont discrétisées et représentées par un nombre entier et fini de
points. Le nombre fini de points de la surface implique que l’étendue de la surface est elle-même finie. Pour
éviter la diffraction par les extrémités de la surface, il est nécessaire que le faisceau incident éclaire la zone
centrale de la surface et soit atténué sur les bords afin que les courants surfaciques tendent à s’annuler sur les
bords. Nous avons donc besoin d’une onde incidente qui éclaire la surface d’étendue finie, qui soit solution
de l’équation de Helmholtz (avec une erreur acceptable dans un domaine donné) et dont la formule analy-
tique puisse être implantée dans des simulations numériques. L’onde incidente plane monochromatique, de
vecteur d’onde ki = kixxˆ− kizzˆ, éclairant tout point de l’espace r = xxˆ+ zzˆ a pour expression :
Ψi(x, z) = Ψi,0e
jki·r = Ψi,0ej(kixx−kizz) (2.77)
ne remplit pas toutes ces exigences. Thorsos [39] a proposé en 1988 l’expression d’une onde plane atténuée
sur les bords, solution (solution pas parfaitement exacte) de l’équation de Helmholtz, qui fut très utilisée
par la suite pour traiter les problèmes de diffraction électromagnétique par des surfaces rugueuses à l’aide
de la MdM. Elle a pour expression :
ΨTH = Ψi,0 e
jki·r︸ ︷︷ ︸
onde plane
e
− (x+z tan θi)
2
g2︸ ︷︷ ︸
terme d’atténuation
ejw(r)ki·r︸ ︷︷ ︸
terme correctif
(2.78)
où w(r) =
[
2(x+z tan θi)
2
g2
−1
]
(k0g cos θi)2
et g est un paramètre qui contrôle l’atténuation. Le paramètre g est généralement
exprimé en fonction de la longueur L de la surface tel que g = L
N
où N est un entier, généralement pris
dans l’intervalle [4, 10] selon Tsang & al. [36]. La figure 2.8 permet de visualiser que lorsque N augmente,
l’onde de Thorsos est davantage atténuée sur les bords et la zone centrale est de plus en plus étroite. Cette
onde, que nous appellerons onde de Thorsos dans la suite, satisfait l’équation de Helmholtz avec une erreur
variant en O
(
1
gk0 cos θi
)
. L’erreur est acceptable si 1
gk0 cos θi
 1. Cette condition est valide si :
• l’angle d’incidence ne tend pas vers les angles rasants. En effet, quand θi → pi
2
, alors 1
gk0 cos θi
→
+∞ ;
• g est grand devant la longueur d’onde.
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FIGURE 2.8 – Influence du paramètre N sur l’atténuation de l’onde de Thorsos
Quand la fréquence et l’angle d’incidence sont imposés par le scénario, nous éclairons la surface à l’aide de
l’onde de Thorsos en respectant le critère arbitraire suivant [40] :
1
gk0 cos θi
 C (2.79)
où C est une constante petite par rapport à 1, généralement C = 0.037.
FIGURE 2.9 – Longueur minimale de surface re-
quise pour l’utilisation de l’onde de Thorsos en
fonction de l’angle incident, lorsque g = L/5 et pour
4 fréquences distinctes
FIGURE 2.10 – Longueur minimale de surface re-
quise pour l’utilisation de l’onde de Thorsos en
fonction de l’angle incident, lorsque f = 200 MHz
et pour 4 valeurs de N
Les figures 2.9 et 2.10 illustrent la longueur de surface requise en fonction de la fréquence, du paramètre
N et de l’angle d’incidence. Sur ces figures, le critère d’erreur C a été fixé à 0.037. Nous avons alors déter-
miné, en fonction de l’angle d’incidence, pour plusieurs fréquences et plusieurs paramètres N, la longueur
minimale de surface requise pour que ce critère d’erreur soit respecté. Pour les tendances observables, plus
l’angle d’incidence est rasant, plus le paramètre N requis est élevé. Plus la fréquence est basse et plus il
faudra une surface de grande étendue pour appliquer l’onde de Thorsos. A pas d’échantillonnage spatial
fixe, plus la longueur de la surface est étendue et plus le temps de calcul pour les modèles de diffusion est
élevé. L’onde de Thorsos est donc à utiliser avec précaution. Dans notre cas, nous sommes partis du critère
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d’erreur C = 0.037. Il en existe d’autres, Thorsos ayant initialement proposé le critère sur g :
g  1
k0 cos θi
(2.80)
qui n’avait pas beaucoup de sens physique lorsque les angles s’approchaient des incidences rasantes. Kapp
[41] a alors repris ce critère pour le modifier de la manière suivante afin qu’il soit davantage utilisable aux
angles rasants :
g >
A
k0(pi/2− θi) cos θi (2.81)
Un autre critère spécifique aux incidences rasantes partant d’une erreur acceptable de 10−4 est proposé par
Ye & al. [42]. Parmi les critères proposés ci-dessus, le plus exigent est celui de Ye qui requiert des surfaces
de grande étendue. Le lecteur peut se référer aux articles de Ye & al. [42] et Toporkov & al. [43] pour les
problèmes liés à l’utilisation et à la paramétrisation d’une onde de Thorsos.
Le calcul de la puissance d’une onde incidente de Thorsos suit la même démarche que pour une onde
incidente plane. D’après [20], l’expression de la puissance incidente normalisée au niveau du plan moyen
de la surface est :
pi =
g cos θi
2Z0
√
pi
2
[
1− 1 + 2 tan
2 θi
2k20g
2 cos2(θi)
]
(2.82)
La Surface Équivalente Radar normalisée (SERn) est définie selon [36] par :
SERn = lim
r′→∞
r′
2Z0
∣∣Ψ∞d,0∣∣2
pi
=
1
16piZ0k0
∣∣Ψ∞d,0∣∣2
pi
(2.83)
où Ψ∞d et Ψ
∞
d,0 sont données en (2.53) et (2.54).
Dans la réalité, la largeur du faisceau est limitée par la directivité de l’antenne d’émission de l’onde
incidente. La surface au sol éclairée est alors également délimitée par la largeur du faisceau. On identifie
généralement la surface d’éclairement à l’aide des angles d’atténuation à 3 dB des lobes de l’antenne. On
considère qu’au-delà des angles à 3 dB le champ incident est très atténué et sa contribution est négligeable
devant le champ incident dans la zone centrale d’éclairement. Cette atténuation du faisceau incident dû au
diagramme de rayonnement de l’antenne contribue à l’éclairement d’une surface finie.
2.7.2 Modèles asymptotiques
On considère une surface rugueuse aléatoire monodimensionelle dont la fonction des hauteurs est donnée
par :
ζ : x 7→ ζ(x) (2.84)
Elle est éclairée par une onde incidente plane de longueur d’onde λ se propageant dans la direction ki =
k0(sin θixˆ− cos θizˆ). Sur la surface, on place de manière aléatoire un point P1(x1, ζ1) et on note P2(x2, 0)
le point sur le plan moyen de la surface qui est dans le prolongement de P1 selon la direction ki. Calculons
la variation de phase δφ engendrée par ces deux points et observée par un capteur dans la direction kd =
k0(sin θdxˆ+ cos θdzˆ) :
D’après la figure 2.11, la variation de phase de l’onde diffractée dans la direction kd par le point P1 avec
le plan moyen peut s’exprimer par :
δφ =
2pi
λ
(d1 − d2)
=
2pi
λ
P1P2 · (kd − ki)
= k0 [(x1 − x2)(sin θd − sin θi) + ζ1(cos θi + cos θd)]
(2.85)
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FIGURE 2.11 – Déphasage entre un point P1 sur la surface et le point P2 sur le plan moyen de la surface
dans le prolongement de P1
où k0 = 2piλ est le nombre d’onde. On remarque que lorsque la surface est plane (ζ1 = 0) et l’onde est
diffractée dans la direction spéculaire θd = θi, alors la différence de phase est nulle : δφ = 0. On s’intéresse
à la composante aléatoire du déphasage qui dépend de l’ordonnée du point P1 :
δφz = k0ζ1(cos θi + cos θd) (2.86)
Le terme ζ1 est une grandeur aléatoire car la fonction des hauteurs x 7→ ζ(x) peut être modélisée par
un processus aléatoire (voir chapitre III). δφz est donc une grandeur aléatoire. La puissance captée par le
récepteur, issue de la diffraction de l’onde incidente par les points de la surface, dépend de la différence de
phase entre ces points. Pour deux points, si la différence de phase est faible, |δφ|  pi, les deux rayons issus
des points interfèrent constructivement. Si |δφ| ≈ pi, les rayons sont proches d’être en opposition de phase
et vont interférer destructivement. Il y aura alors moins d’énergie qui sera diffusée de manière cohérente
par rapport à une surface de même taille mais lisse.
Nous avons vu ci-dessus comment calculer la différence de phase entre un point de la surface et le plan
moyen. On a constaté que cette différence de phase est une grandeur aléatoire. Dans la suite, on veut évaluer
la différence de phase sur toute la surface en déterminant ses moments statistiques d’ordres 1 et 2.
〈δφ〉 = 〈k0ζ1(cos θi + cos θd)〉
= k0(cos θi + cos θd) 〈ζ1〉
= 0
(2.87)
car 〈ζ1〉 = 0 puisque ζ est un processus aléatoire supposé centré. Nous apporterons davantage de précision
à ce point au chapitre 3. Le déphasage moyen sur la surface est donc nul. Pour le moment d’ordre 2, on a :
σ2δφ =
〈
[δφ− 〈δφ〉]2〉
= k20(cos θi + cos θd)
2
〈
ζ21
〉
= k20(cos θi + cos θd)
2σ2h
(2.88)
où 〈ζ21 〉 = σ2h est l’écart type des hauteurs de la surface. Nous définissons le paramètre de rugosité de
Rayleigh Ra à partir de l’équation (2.88) en imposant θd = +θi, pour s’intéresser à la diffusion dans la
direction spéculaire et comparer au cas d’une surface lisse d’aire infinie. On a alors :
Ra =
1√
2
σδφ|θd=θi
= k0σh cos θi
(2.89)
Si la surface est diélectrique, et sous certaines hypothèses12, le champ diffracté peut s’écrire sous la forme
Ψd = ΨiR(θi) ejδφ. R est le coefficient de Fresnel en réflexion calculé en (2.25). Ψd est alors une variable
12Notamment que l’approximation de Kirchhoff-plan tangent soit valide et que les pentes de la surface soient faibles [44]
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aléatoire. En considérant que ζ suit une distribution gaussienne et d’après Pinel et al. [44], le champ diffusé
moyen peut s’écrire dans la direction spéculaire :
〈Ψd〉 = ΨiR(θi)
〈
ejδφ
〉
= ΨiR(θi)
〈
ej(2k0 cos θiζ)
〉
= ΨiR(θi) e−j(2k20 cos2 θi〈ζ2〉)
= ΨiR(θi) e−j(2k20 cos2 θiσh)
(2.90)
Le champ diffusé possède une expression qui fait apparaître l’écart type des hauteurs de la surface. Il est
donc important de s’intéresser à cette grandeur dans l’étude de la diffusion par des surfaces rugueuses
aléatoires.
Le critère de Rayleigh [45], [46] stipule que si Ra <
pi
4
, la surface est dite peu rugueuse, sinon elle est
dite fortement rugueuse. Ce critère permet d’obtenir une définition de la rugosité d’une surface d’un point
de vue électromagnétique. En effet, à même écart type des hauteurs σh, une surface pourra être fortement
rugueuse pour une fréquence donnée et pourra être considéré comme lisse pour une autre fréquence plus
faible. A partir de la connaissance de la longueur d’onde, de l’angle d’incidence et de l’écart type des
hauteurs, on peut déterminer le paramètre de Rayleigh Ra. En fonction de la valeur de Ra, le choix des
modèles asymptotiques se fait parmi deux familles principales de modèles : les modèles basse fréquence et
les modèles haute fréquence.
On appelle modèle basse fréquence un modèle applicable sur une surface, à l’image de celle présentée
sur la figure 2.12, dont un paramètre caractéristique de rugosité (typiquement, l’écart type des hauteurs)
de la surface est faible devant la longueur d’onde (σh  λ). Le paramètre de Rayleigh associé est alors
faible. Inversement, un modèle haute fréquence est un modèle applicable dans le cas où un paramètre
caractéristique de rugosité de la surface est grand par rapport à la longueur d’onde, comme le montre la
figure 2.13. Le paramètre de Rayleigh associé est alors généralement élevé. Il existe une troisième catégorie
qui a pour but de fournir des modèles de diffusion applicables à la fois en basse fréquence et en haute
fréquence : les modèles unifiés.
Parmi les modèles hautes fréquences, nous pouvons citer l’Approximation de Kirchhoff (AK), appelée
aussi approximation du plan tangent ou Optique Physique (OP) [47]. La méthode de l’OP a notamment
comme extension la Théorie Physique de la Diffraction (TPD) [48] et sa version étendue par Michaeli
(TPDE) [49]. Dans cette méthode, l’une des plus employées dans le domaine, la surface est considérée
localement plane et il est possible de lui appliquer localement les coefficients de Fresnel pour déterminer
les courants surfaciques. L’Optique Géométrique (OG) [50] fait également partie de cette famille. Cette
méthode suppose que l’onde incidente possède une fréquence infinie. Parmi les autres méthodes existantes,
citons la Théorie Géométrique de la Diffraction (TGD) [51] [52] et la Théorie Uniforme de la Diffraction
(TUD) [53] [54] qui sont des extensions de l’OG.
Quant aux modèles basses fréquences, la principale est la Méthode des Petites Perturbations (MPP -
Small Perturbation Method - SPM en anglais) initialement formulée par Rayleigh à la fin du XIXe siècle.
Cette méthode (ou plutôt, cet ensemble de méthodes), comme son nom l’indique, modélise les variations
des hauteurs d’une surface rugueuse comme de petites perturbations, que l’on dit petites devant la longueur
d’onde. Elle est alors applicable lorsque les hauteurs de la surface sont faibles devant la longueur d’onde.
Son domaine de validité est discuté dans les articles suivants : [55], [56], [57], [58], [59] et [39]. Le chapitre
III fournit un état de l’art plus détaillé de cet ensemble des méthodes perturbatives.
Afin d’élargir le domaine de validité des modèles basses fréquences et des modèles hautes fréquences,
des méthodes numériques et analytiques ont vu le jour : les modèles unifiés. Ils sont qualifiés "d’unifiés"
car ils ont pour vocation d’être appliqués à la fois dans les domaines hautes et basses fréquences. Cet
élargissement de leur domaine de validité se fait au détriment de leur simplicité. Dans cette catégorie, on
peut nommer la méthode des faibles pentes de Voronovich (SSA - Small Slope Approximation) [60] qui
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FIGURE 2.12 – Surface peu rugueuse d’un point de
vue électromagnétique : l’écart type des hauteurs est
faible devant la longueur d’onde. Des modèles de
diffusion basses fréquences sont préférentiellement
utilisés sur ce type de surface
FIGURE 2.13 – Surface très rugueuse d’un point de
vue électromagnétique : le rayon de courbure est
grand devant la longueur d’onde. Des modèles de
diffusion basses fréquences sont préférentiellement
utilisés sur ce type de surface
s’applique sans restriction sur les hauteurs de la surface, mais comme son nom l’indique, est restreinte
à des surfaces dont les pentes sont faibles. On peut citer également le modèle Integral Equation Model
(IEM) [61], très utilisé ces dernières décennies, notamment pour l’inversion de données radar [62] afin de
déterminer l’écart type des hauteurs et l’humidité d’un sol.
Le lecteur peut se référer à la thèse de N. Pinel [63] pour une brève classification de modèles de diffusion
selon les trois catégories de modèles citées plus haut : basse fréquence, haute fréquence et unifiés. Le
"topical review" de T. Elfouhaily & C-A. Guérin [38] est également un document de référence pour la
classification des modèles de diffusion électromagnétique asymptotiques. Les livres d’Ogilvy [46] et de
Vornovich [64] fournissent de bons résumés des principales méthodes asymptotiques.
2.7.3 Conclusion
Nous venons de voir que les modèles rigoureux sont des méthodes permettant de donner un résultat numéri-
quement exact à un problème de diffraction électromagnétique par une surface rugueuse. Leur inconvénient
est que leur temps de calcul est long et que les ressources mémoires requises sont importantes. Pour des
applications de détection en temps réel décrites dans le chapitre 1, la contrainte de temps de calcul est
fondamentale et exige l’utilisation d’un modèle asymptotique rapide.
Les modèles asymptotiques ont été classés en 3 catégories en fonction de la fréquence de l’émetteur, des
angles d’incidence du scénario de détection et de l’écart type des hauteurs de la surface. La détermination du
paramètre de Rayleigh à partir de ces 3 paramètres permet d’orienter le choix du modèle asymptotique. Le
scénario de détection décrit dans le chapitre I indique que les angles d’incidence (par rapport à l’horizontale)
sont de quelques degrés à quelques dizaines de degrés. La bande de fréquence préalablement choisie est
comprise entre 10 et 600 MHz. Il est alors nécessaire de déterminer l’écart type des hauteurs des surfaces
rugueuses aléatoires pour obtenir une estimation du paramètre de Rayleigh pour nos scénarios de détection.
L’estimation visuelle des paramètres de rugosité d’une surface rugueuse étant imprécise, il a été décidé
d’effectuer des mesures pour les déterminer. C’est l’objet du chapitre III, dans lequel nous présentons les
campagnes de mesures de profils des hauteurs, la manière dont nous modélisons les surfaces rugueuses et
les résultats de la caractérisation des profils relevés.
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Mesures de rugosités de sols
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3.1 Introduction
La mesure sur des surfaces rugueuses s’applique dans de nombreux domaines et sur de nombreux types
de surfaces [65]. De la cartographie terrestre, sous-marine ou spatiale, à l’agriculture [66], aux contrôles
de qualité de planéité de surfaces supposées lisses [67] en passant par la géologie et les études d’érosion
[68] ou encore la diffusion des sons sur des parois de différentes natures [69], de nombreux domaines sont
concernés par la caractérisation et la modélisation de surfaces rugueuses.
Dans notre étude, nous traitons de la problématique de la diffusion électromagnétique par des surfaces
rugueuses aléatoires. En plus de l’onde incidente, ce phénomène dépend de la nature de la surface, de ses
caractéristiques électriques et de ses caractéristiques géométriques. Il est donc important de pouvoir carac-
tériser la surface étudiée. La figure 3.1 présente une classification [70] très générale des surfaces rugueuses.
FIGURE 3.1 – Classification générale de surfaces rugueuses solides
Celles liées à notre application peuvent être qualifiées de solides, homogènes, aléatoires et isotropes. Elles
sont qualifiées de solides car elles sont constituées de matériaux solides (terres, cailloux,...). Elles sont dites
homogènes car le sol est modélisé comme un milieu continu et homogène, avec une permittivité diélec-
trique et une conductivité électrique spatialement constantes. Dans la réalité, les sols rencontrés pour nos
applications sont constitués de cailloux, de failles et de blocs de terre qui agissent comme des diffuseurs
locaux. Mais dans la bande de fréquences étudiée, leur effet est négligeable et justifie la notion de milieu
homogène. A l’aide de nos mesures, nous montrerons que les variations de leurs hauteurs peuvent être
considérées comme aléatoires et de distribution gaussienne. La notion d’isotropie est généralement admise
[71], mais nous la vérifierons par nos mesures.
Dans le domaine de la diffusion électromagnétique par des surfaces rugueuses, un autre type de surface,
que l’on ne peut pas classer dans ce tableau, est fréquemment étudié : les surfaces de mer [72], [73]. Ce
ne sont pas des surfaces solides, mais des surfaces liquides. La figure 3.1 présente donc une classification
générale qui peut néanmoins être largement approfondie et complétée.
L’une des caractéristiques géométriques importantes des surfaces rugueuses est le profil des hauteurs,
qui représente la variation des hauteurs de la surface par rapport à un plan de référence. A partir de ce
profil, il est alors possible de calculer des grandeurs caractéristiques de la rugosité telles que la moyenne et
l’écart-type des hauteurs, ou encore la longueur de corrélation. D’autres méthodes estiment directement ces
grandeurs statistiques sans passer par la mesure préalable d’un profil de surface rugueuse. Il existe de nom-
breuses méthodes pour mesurer le profil des hauteurs ou estimer directement des paramètres de rugosité.
Ces méthodes peuvent être classées en fonction de l’échelle des paramètres géométriques recherchés et de
la longueur mesurée. Pour notre part, nous nous intéressons à des surfaces de plusieurs mètres ou plusieurs
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dizaines de mètres de longueur, avec des variations de hauteurs de quelques centimètres. Nous ne nous inté-
resserons donc pas aux méthodes de mesure de paramètres rugueux aux échelles atomique (STM1, AFM2),
nanométrique (microscope à électrons, stylet) ou micrométrique (méthodes optiques). Le lecteur peut se
référer à l’article de Jean M. Bennet [74] pour une classification des méthodes de mesure de surfaces dites
"optiques", c’est-à-dire dont les paramètres de rugosité sont de l’ordre de grandeur des longueurs d’onde
du domaine optique, soit de l’angström au micromètre. Nous nous concentrons sur les méthodes allant du
domaine millimétrique au domaine métrique. Dans cette gamme, nous pouvons faire la distinction entre
deux grandes familles de technologies : celles avec contact [75] et celles sans contact.
Dans la suite, nous décrivons différentes méthodes de mesure et d’estimation des paramètres de rugosité
d’un sol. Nous attirons l’attention du lecteur sur le fait qu’il est important de faire la distinction entre ces
deux méthodes. Les méthodes de mesure permettent d’acquérir des relevés des variations de hauteurs de
surfaces rugueuses puis de calculer leurs paramètres rugueux alors que les méthodes d’estimation donnent
accès, sans connaissances de ces relevés, aux paramètres statistiques qui caractérisent la rugosité (écart-
type des hauteurs, longueur de corrélation, moyenne des pentes,...). N’ayant pas précisé pour chacune des
méthodes s’il s’agissait de mesure ou d’estimation, nous conseillons au lecteur de rester prudent sur ce
point.
Parmi les technologies sans contact, nous distinguons les dispositifs de mesure optique (télémètre par
mesure de temps de vol [76], par triangulation optique ou interférométrie [74]), les dispositifs de mesure
électromagnétique (mesure par effet capacitif) ou de mesure acoustique [77]. Nous pouvons également
citer les mesures radar depuis des satellites [78] ou des drones. Leur principe de fonctionnement est basé
sur l’inversion de modèles de diffusion électromagnétique pour déterminer les paramètres statistiques de
surfaces rugueuses. Bertuzzi & al. [76] présentent un profilomètre laser constitué d’un rail métallique sur
lequel se déplace un laser à l’aide d’un moteur électrique. Ce dispositif permet de relever des profils 1D de
surface : la fonction des hauteurs dépend d’une seule variable d’espace h : x 7→ h(x). Huang & al. [75]
présentent un scanner laser portable constitué d’une source laser qui peut se translater le long d’un rail, rail
qui, lui-même, peut se translater dans la direction horizontale orthogonale. Le laser et le rail sont entraînés
par des moteurs pas à pas, ce qui a pour avantage des déplacements précis et contrôlés et une rapidité accrue
par rapport à des déplacements manuels. Ainsi, ce système peut acquérir des relevés des hauteurs sur une
surface 2D (dont la fonction des hauteurs h dépend de deux variables d’espace (x, y)). Jester & al. [79],
qui comparent plusieurs méthodes de mesure de rugosités de sol, présentent également un système scanner
équivalent.
Bien que ces systèmes lasers motorisés à enregistrement automatique présentent de nombreux avan-
tages, comme leur précision et leur rapidité d’enregistrement, leurs principaux défauts sont leur temps de
conception et de fabrication, mais surtout le fait qu’ils ne sont pas efficaces pour effectuer des mesures de
rugosités sur un terrain avec de l’herbe. En effet, le rayon laser mesurera la distance entre son point de
référence et le premier brin d’herbe qu’il rencontrera, au lieu d’un point sur la surface du sol.
La catégorie des méthodes de mesure de rugosités avec contact permet de résoudre ce problème. Dans
cette catégorie, il existe la méthode de la chaînette [80], dont le principe est basé sur le fait que la distance
la plus courte entre deux points est une ligne droite de longueur L1. Avec un sol rugueux, la distance L2
entre les deux points en suivant la surface est plus importante que L1. La différence entre L1 et L2 permet
d’estimer le paramètre Cr = (1 − L2l1 ) × 100 qui caractérise la rugosité. En dehors de cette méthode,
le principe de la plupart des techniques de mesure avec contact est d’appliquer un ou plusieurs stylets
contre la surface et d’estimer la distance entre la pointe du stylet et un point de référence. Les dispositifs
utilisés par Ghazavi & al. [68] et Jester & al. [79] sont constitués d’un profilé en aluminium percé de trous
selon la verticale, avec un écart fixe entre eux. Dans ces trous coulissent des tiges métalliques qui sont
appliquées contre la surface, comme le montre la figure 3.2 où est présenté un équipement du Département
1Scanning Tunneling Microscopy
2Atomic Force Microscopy
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de l’Agriculture des Etats-Unis. Ce type d’appareil à aiguilles permet de relever des profils de surface 1D.
Pour obtenir un relevé 2D, il faut itérer le processus de mesure par translations manuelles successives de la
barre métallique, perpendiculairement à l’axe de la barre, selon un pas constant. Les méthodes avec contact
ont tendance à être destructives au sens où elles peuvent détériorer la surface sur laquelle les mesures sont
effectuées, si bien que deux mesures effectuées aux mêmes points peuvent donner des valeurs différentes,
puisque la première mesure a pu endommager la surface. La méthode à choisir et les précautions à prendre
dépendent donc de la dureté de la surface. En plus de leur aspect destructif, ces méthodes manuelles ont
pour principal inconvénient leur lenteur d’utilisation et une précision inférieure à celle des lasers. Leurs
avantages sont leur fabrication simple, peu coûteuse et leur installation rapide. Pour une comparaison des
techniques de mesures de rugosités de l’ordre du centimètre, le lecteur est renvoyé à la lecture de l’article de
Jester & al. [79] pour l’applicabilité, les avantages et inconvénients de quatre systèmes (chaînette, scanner,
laser, appareil à aiguilles et stéréophotographie).
FIGURE 3.2 – Photographie d’un profilomètre à aiguille du Département de l’Agriculture des Etats-Unis
Le choix de la technologie à employer pour déterminer le profil des hauteurs d’une surface dépend de
l’application visée et de l’environnement de mesure [81]. Il se fait selon plusieurs critères, parmi lesquels :
• précision souhaitée,
• sensibilité,
• environnement de mesure (ex : les mesures capacitives dans un environnement électromagnétique ne
sont pas fiables),
• encombrement,
• coût de l’appareil,
• mode d’acquisition des mesures,
• durée de conception et de fabrication,
• temps d’installation sur site.
Dans ce chapitre, nous présentons le dispositif que nous avons fabriqué ainsi que le protocole de mesure
mis en place pour acquérir des profils de surfaces rugueuses sur terrain réel. Nous expliquons comment
nous modélisons et caractérisons les surfaces rugueuses et présentons les caractéristiques des profils mesu-
rés. Nous présentons également la méthode spectrale permettant de générer numériquement des profils de
surfaces rugueuses à partir de la caractérisation d’un profil mesuré. Enfin, nous appliquons la MdM afin
d’étudier la diffusion électromagnétique par un des profils mesurés et par des surfaces générées de mêmes
paramètres de rugosité.
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3.2 Description du dispositif de mesure et des traitements associés
3.2.1 Description du dispositif de mesure
Pour la fabrication de l’appareil nécessaire à la mesure des paramètres de rugosité des terrains expérimen-
taux, nous devions répondre aux contraintes suivantes :
• la nécessité d’effectuer des mesures sur plusieurs dizaines de mètres,
• le pas spatial de mesure doit être de l’ordre du cm,
• une précision de ±3 mm sur la mesure verticale,
• une facilité et rapidité d’installation sur site (< 1h),
• un temps de fabrication moindre (∼quelques semaines),
• un coût peu élevé (∼500 e),
• des possibilités de mesures sur des terrains divers : pré en friche, champs labourés,...
En nous inspirant du scanner optique de Bertuzzi & al. [76] et des appareils à aiguilles (voir figure 3.2), la
solution finalement sélectionnée a été un rugosimètre à stylet. Le rugosimètre de 6 mètres de long que nous
avons fabriqué et qui est représenté sur la photo 3.3 possède l’architecture de la figure 3.4. Il est constitué
d’un stylet qui se translate verticalement le long d’un chariot en contreplaqué. Le chariot peut coulisser
horizontalement sur un profilé en aluminium de manière à obtenir plusieurs points de mesures. Nous avions
initialement envisagé de remplacer le stylet par un télémètre laser, mais les essais que nous avons menés
avec les deux technologies ont montré que la présence d’herbe sur les sites d’expérimentation engendrait
des erreurs avec le télémètre laser.
FIGURE 3.3 – Photo du rugosimètre
FIGURE 3.4 – Schéma du rugosimètre
Pour assurer une première horizontalité du rail et faciliter le post-traitement, l’utilisation d’un niveau
à bulle permet de positionner horizontalement le rail avec une erreur de ±1°. Les mesures sont effectuées
manuellement. Le chariot est translaté sur le rail en aluminium et on note en chaque point la distance entre
la pointe du stylet, qui touche le sol, et un point de référence sur le chariot. La lecture de cette longueur se
fait sur une règle graduée installée sur le stylet.
3.2.2 Lieux de mesures
Les mesures ont été effectuées sur deux sites distincts de Thales, l’un à Cormeilles-en-Vexin dans le Val
d’Oise, l’autre à La Ferté-Saint-Aubin dans le Loiret. Plusieurs profils de hauteurs ont été mesurés en des
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positions et des directions différentes, comme indiqué sur les figures 3.5 et 3.6. Les caractéristiques des
profils mesurés sont reportés dans le tableau 3.1. Concernant la nature des terrains sur lesquels nous avons
relevé les mesures, à Cormeilles-en-Vexin, le sol était non aplani et de la mousse et de l’herbe poussaient
(hauteur ∼ 5 à 10 cm). Par endroits, il y avait des trous dus à des terriers de rongeurs ou à la présence
d’anciens piquets. A La Ferté-Saint-Aubin, nous avons effectué un relevé sur un chemin avec des gravillons
et un autre dans un pré avec de l’herbe d’une hauteur d’une quinzaine de centimètres environ.
FIGURE 3.5 – Localisation des profils des hau-
teurs mesurés sur le site de Cormeilles-en-Vexin
FIGURE 3.6 – Localisation des profils des hau-
teurs mesurés sur le site de La Ferté-Saint-Aubin
Tableau 3.1 – Caractéristiques des profils mesurés sur les sites de Cormeilles-en-Vexin et de La Ferté-Saint-
Aubin
Site Profil Longueur Pas Nombre de points
Cormeilles-en-Vexin 1 28.26 m 2 cm 1413
Cormeilles-en-Vexin 2 14.64 m 4 cm 366
Cormeilles-en-Vexin 3 19.34 m 2 cm 967
La Ferté-Saint-Aubin 1 20.22 m 2 cm 1011
La Ferté-Saint-Aubin 2 20.28 m 4 cm 507
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3.2.3 Paramétrage de la mesure
Pour obtenir la fonction des variations de hauteurs du sol à partir des mesures, nous avons utilisé les déve-
loppements mathématiques présentés à partir de l’équation (3.1) selon le paramétrage de la figure 3.7. Sur
cette figure, nous avons :

g : xi 7→ g(xi) : fonction des hauteurs entre le point Ri du chariot et le point P (xi, zi)
A(xA, zA) : point sur le rail au niveau du premier trépied
B(xB, zB) : point sur le rail au niveau du deuxième trépied
Ri(xRi , zRi) : point de référence du chariot sur la droite (AB)
h : xi 7→ h(xi) : fonction des hauteurs de la surface
Pi(xi, h(xi)) : point sur la surface au contact de la pointe du stylet
M1(xM1 , h(xM1)) : point sur la surface à Nc positions de la marque finale
M2(xM2 , h(xM2)) : dernier point de surface prélevé pour la position du rail en cours
FIGURE 3.7 – Paramétrage des mesures au rugosimètre et recalage avec les points M1 et M2
Au point Pi de coordonnées (xi, h(xi)), le rugosimètre fournit la hauteur g(xi) entre le point Ri de
référence et le point Pi de la surface au contact du stylet. La donnée que nous voulons obtenir est h(xi). La
pente du rail (supposée constante dans un premier temps pour un rail indéformable) est a = zB−zA
xB−xA . Sachant
que l’inclinaison du rail est de ±1°, nous faisons l’hypothèse que la hauteur zRi est égale à la mesure à la
verticale du point d’abscisse xi. La position du point Ri, point de référence sur le chariot, est déterminée en
fonction de l’abscisse xi par la relation :
zRi = axi + zA (3.1)
où y = ax + zA est la droite qui passe par les points A et B et sur laquelle se trouve l’ensemble des points
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Ri relatifs aux positions successives du chariot. Alors, la fonction des hauteurs h peut être déterminée par :
h(xi) = zRi − g(xi)
=
(
zB − zA
xB − xA
)
xi + zA − g(xi)
(3.2)
Lors des campagnes de mesures, g(xi) se lit sur une règle graduée fixée sur le stylet. Cette mesure est
enregistrée et permet de déterminer, d’après l’équation (3.2), la fonction des hauteurs h(xi) pour tous les
points Pi de la surface.
3.2.4 Correction des mesures
Le rail en aluminium subit une déformation verticale due à sa propre masse et à la masse du chariot. Il
est nécessaire de quantifier cette déformation afin de corriger les mesures effectuées. La déformation a été
mesurée avec le protocole suivant :
1. le rail est posé sur deux supports de hauteurs connues et égales, eux-mêmes installés sur un sol
parfaitement plat ;
2. 30 points de mesure sont effectués en déplaçant le chariot et en appliquant le stylet contre le sol ;
3. le post-traitement des données permet alors de déterminer la déformation.
D’après le protocole de mesure et en reprenant le paramétrage de la figure 3.7, les hauteurs zA et zB des
points A et B sont connues et égales :
zA = zB ≡ Z (3.3)
La déformation verticale zD(xi) du rugosimètre est déterminée d’après l’équation :
zD(xi) = Z − g(xi); (3.4)
où g(xi) est la distance entre la pointe du stylet au contact du sol plat et le point Ri de référence sur le
chariot, comme le montre la figure 3.8. La déformation relevée peut être modélisée à l’aide d’un polynôme.
Un polynôme de degré 2 offre un coefficient de corrélation r suffisant (r = 0.981 pour un polynôme de
degré 2 et r = 0.986 pour un polynôme de degré 4). Le modèle de déformation verticale adopté est :
∀xi ∈ [xA, xB] , dp(xi) = −0.45x2i + 164xi + 547 (3.5)
En prenant en compte la déformation du rail, la fonction des hauteurs de la surface (3.2) devient :
h(xi) =
(
zB − zA
xB − xA
)
xi + zA + dP (xi)− g(xi) (3.6)
3.2.5 Protocole de mesure
Les paramètres de rugosité d’une surface sont intrinsèques à la surface. Cependant, Bushan [70] explique
que les méthodes d’estimation ou de mesure de ces paramètres sont fortement dépendantes du pas d’échan-
tillonnage et de l’étendue de la mesure. Plus la surface sera mesurée sur une grande étendue et avec un pas
de plus en plus fin, plus l’évaluation des paramètres de rugosités convergera vers les valeurs réelles. Les
exigences de mesures pour obtenir des paramètres de rugosités représentatifs de la réalité peuvent requérir
des étendues de mesure supérieures à la longueur du rugosimètre. Nous avons donc mis en œuvre un proto-
cole de mesure où le rugosimètre est translaté et où ses différentes positions sont marquées afin d’atteindre
des étendues convenables. Voici la démarche mise en œuvre :
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FIGURE 3.8 – Mesure et modélisation de la déformation du rail du rugosimètre
1. une ficelle fixée entre deux poteaux de bois matérialise la ligne droite suivant laquelle les mesures
vont être effectuées ;
2. le rail est posé sur 2 trépieds en suivant la ficelle. Son inclinaison est contrôlée avec un niveau à bulle,
de manière à ce qu’elle soit comprise entre ±1° ;
3. en déplaçant le chariot avec un pas constant ∆x et en manipulant le stylet, les mesures sont relevées
sur la longueur du rail ;
4. leNcème point (M1) avant la marque finale ainsi que le dernier point (M2) sont matérialisés en plantant
une tige de métal en leur position. Le rugosimètre est translaté le long de la corde et disposé en suivant
les consignes de l’étape 2, de manière à ce que la première position de mesure corresponde à P1 et le
Ncème point à P2 ;
5. on revient à l’étape 3, et ainsi de suite jusqu’à obtenir l’étendue de mesure voulue.
En suivant le protocole ci-dessus, et en adoptant les notations suivantes :
J : nombre de translations du rail effectuées pour atteindre l’étendue souhaitée
n ∈ {1; J} : indice de position du rail entre les positions 1 et J
Nn : nombre de points mesurés pour un indice n donné
xi,n : abscisse du point Pi à la nème translation du rugosimètre
hi,n = h(xi,n) : hauteur du profil de surface correspondant à l’abscisse xi,n
Le niveau à bulle permet de régler l’inclinaison avec une précision de±1°. Mais cela n’est pas suffisant pour
avoir un appareil parfaitement horizontal. Pour pouvoir lier les points de la position n du rail, n ∈ {1; J − 1}
et ceux de la position n+ 1, nous utilisons le fait que les relevés ont Nc (Nc = 25 pour nos mesures) points
en commun (entre les points M1,n et M2,n). En reprenant l’équation (3.2), nous avons pour chaque profil la
relation suivante entre la hauteur de surface et la longueur mesurée sur le stylet :
∀n ∈ {1; J} ,∀i ∈ {1;Nj} , hn(xn) = anxi,n + bn − gn(xi,n)
=
(
hB,n − hA,n
xB,n − xA, n
)
xi,n + zA,n − gn(xi,n)
(3.7)
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Cette équation exprime la coordonnée selon zˆ des points communs de la position n du rail avec ceux de la
position n+ 1. Les paramètres associés sont :
an : coefficient directeur de la droite (AnBn) pour la position n du rail
bn : ordonnée à l’origine de la droite (AnBn) pour la position n du rail
gn : fonction des hauteurs prélevées sur le stylet pour le rail en position n
hn : fonction des hauteurs de la surface pour la position n du rail
Nous considérons que les points en commun des positions de rail n et n+ 1 ont les mêmes coordonnées :
∀n ∈ {1; J − 1} ,∀k ∈ {1;Nc} , hn(xNn−k,n) = hn+1(xk,n+1)
⇐⇒ anxi,n + bn − gn(xi,n) = an+1xi,n+1 + bn+1 − gn+1(xi,n+1)
(3.8)
Sur le terrain, l’erreur de mesure n’est pas nulle et l’égalité de l’équation (3.8) n’est pas strictement
vérifiée. De plus, il est difficile de déterminer an et bn pour chaque position du rail, en raison de l’absence
d’un repère de référence (O, xˆ, zˆ). Etant donné que les mesures des hauteurs g(xn,i) pour une position
n ∈ {1; J} du rugosimètre dépendent de la position et de l’inclinaison du rail en aluminium, il est néces-
saire d’effectuer une opération de recalage en post-traitement pour joindre les mesures obtenues sur deux
positions successives du rugosimètre et ainsi obtenir le profil complet. Le recalage des données d’une po-
sition de rugosimètre à une autre n’est donc pas immédiat. En notant ek,i l’erreur de mesure sur les points
communs, nous avons :
∀n ∈ {1; J − 1} ,∀k ∈ {1;Nc} , en,k = hn(xNn−k,n)− hn+1(xk,n+1) (3.9)
Le recalage est optimal si l’erreur est minimale sur les Nc points en commun. Le recalage se fait
en comblant le défaut d’horizontalité du rail en translatant les points du profil n + 1 suivant la droite
yr = ar,nxn+1,k + br,n qui permet de minimiser l’erreur en,k. Pour minimiser cette erreur, une méthode des
moindres carrés est appliquée pour déterminer les couples (ar,n, br,n). Par exemple, pour une mesure avec
deux positions de rail, le profil final est construit comme suit :
∀i ≤ N1 , xi = i∆x
∀N1 < i ≤ N1 +N2 −Nc , xi = (N1 −Nc)∆x + i∆x
∀i ∈ {1;N2} , h(xi) = h2(xi)
∀i ∈ {Nc,i + 1;N2} , h(xi) = h2(xi) + h1(xi)
2∀i,∈ {1;N1} , h(xi) = h1(xi)− (ar,1xi + br,1)
Ce processus est itéré localement J − 1 fois, en commençant à la position J du rail. Ces corrections locales
successives sont insuffisantes car le profil obtenu présente un biais par rapport à l’horizontale. Une régres-
sion linéaire est alors appliquée sur le profil complet. Ainsi, on soustrait à h(xi) sa droite de régression :
hs(xi) = h(xi)− (arxi − br) (3.10)
De plus, afin d’avoir une moyenne des hauteurs nulle, l’opération suivante est effectuée :
hf (xn) = hs(xn)− 〈hs(xn)〉 (3.11)
où 〈〉 est l’opérateur moyenne. Finalement, le profil complet avec J positions de rail a les caractéristiques
suivantes : 
Nombre de points : N =
J∑
i=1
(Ni −Nc)
Etendue : L = N∆x
Abscisses : xn = {0; ∆x; 2∆x; · · · ; (N − 1)∆x}
Hauteurs : hn = h(xn)
Moyenne : 〈hn〉 = 0
La figure 3.9 permet d’illustrer les différentes étapes pour obtenir le profil final des hauteurs à partir des
données mesurées.
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FIGURE 3.9 – Traitements et corrections apportés aux données mesurées pour obtenir le profil final des
hauteurs h(xn)
3.3 Caractérisation de profils mesurés
Dans cette section, nous abordons la caractérisation de profils de surfaces rugueuses en prenant pour
exemple le profil le plus long mesuré à Cormeilles-en-Vexin.
3.3.1 Modélisation bi-échelle de la surface
Une surface rugueuse continue peut être définie mathématiquement par une fonction caractérisant sa varia-
tion des hauteurs en fonction de sa position :
h : x 7→ h(x) (3.12)
où {
x : position du point sur l’axe horizontal
h : x→ h(x) : fonction des hauteurs
Dans le cas de mesures de rugosités sur terrain réel, un profil de surface rugueuse peut contenir des rugo-
sités de différentes échelles : des oscillations dites basses fréquences et des rugosités locales plutôt hautes
fréquences. Pour illustrer ces différentes composantes de rugosités, on peut comparer la composante basse
fréquence aux sillons d’un champ labouré et les rugosités hautes fréquences aux cailloux et morceaux de
terre à la surface du sol. Le profil des hauteurs peut alors s’écrire comme la somme de deux composantes :
h = hd + ζ (3.13)
où ζ est la composante aléatoire et hd est la composante pseudo-déterministe. En supposant h de moyenne
nulle, ces composantes sont aussi calculées de manière à ce qu’elles aient une moyenne nulle :
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{
〈ζ〉 = 0
〈hd〉 = 0
(3.14)
Pour notre profil, une décomposition en deux composantes semble être suffisante. Nous pouvons imaginer
une décomposition en un nombre supérieur de composantes qui serait égal au nombre d’échelles de rugosi-
tés présentes sur la surface. La figure 3.10 illustre l’approche des surfaces multi-échelles. Pour une surface
rugueuse donnée, lorsque que l’on grossit une portion de la surface à la loupe, nous voyons que cette por-
tion possède des rugosités de plus petites échelles. Si l’on regarde avec un instrument d’observation encore
plus fin une portion de ces rugosités, nous pouvons nous apercevoir que des rugosités existent encore à des
échelles plus petites. Pour notre application, l’instrument d’observation est le radar. Il est sensible à des
rugosités de l’ordre de grandeur des longueurs d’onde des ondes qu’il émet. La gamme de rugosités qu’il
peut mesurer dépend donc de la gamme de fréquences à laquelle il fonctionne.
FIGURE 3.10 – Représentation spectrale d’une sur-
face rugueuse multi-échelle
FIGURE 3.11 – Représentation spectrale d’une sur-
face rugueuse bi-échelle, issue d’une mesure
Mathématiquement, nous pouvons considérer qu’une composante de surface d’indice i est représentée
sur une bande du spectre de la transformée de Fourier des hauteurs de la surface comprise entre les nombres
d’onde spatiaux ki et ki + 1. Pour les profils mesurés, nous nous sommes contentés d’une modélisation à
l’aide de deux composantes, comme sur la figure 3.11. L’une des raisons est que la bande de la transformée
de Fourier est limitée vers les pulsations élevées par le pas de mesure. En effet, le pas de mesure s’exprime
par kpas = 2pi∆x et agit comme la fréquence de coupure d’un filtre passe-bas. Par ailleurs, à partir d’une
mesure, la taille de la surface mesurée, L, conditionne le nombre d’onde minimal : kmin = 2piL .
3.3.2 Caractérisation de la composante pseudo-déterministe
Pour modéliser la composante pseudo-déterministe hd, on effectue une régression polynomiale sur le profil
complet h. Le degré du polynôme est fixé lorsque la régression a un coefficient de corrélation r > cste,
avec 0 < cste < 1. Tant que ce coefficient n’est pas atteint, le degré du polynôme est incrémenté. Ainsi, la
composante déterministe peut s’écrire :
hd(xi) =
M∑
k=0
pkx
k
i (3.15)
3.3. CARACTÉRISATION DE PROFILS MESURÉS 69
où les {pk, pk−1, · · · , p1, p0} sont les coefficients du polynôme de la régression de degré M . La composante
aléatoire ζ est déterminée par soustraction de la composante déterministe à partir du profil complet :
ζ(xi) = h(xi)− hd(xi)
= h(xi)−
M∑
k=0
pkx
k
i
(3.16)
Les mesures de profils de sols rugueux effectuées à Cormeilles-en-Vexin ont permis de relever un profil
de 28.26 m avec un pas de mesure de 2 cm, soit 1414 points relevés. A partir de ces relevés, nous avons
tracé sur la figure 3.12 le profil complet et ses deux composantes : déterministe et aléatoire. La composante
pseudo-déterministe a été modélisée par un polynôme de degré 5, avec lequel nous obtenons une corrélation
rdet = 0.8236 :
hdet(xn) =− 3.36× 10−7x5n + 2.45× 10−5x4n − 6.27× 10−4x3n · · ·
+ 6.95× 10−3x2n − 3.45× 10−2xn + 6.25× 10−2
(3.17)
FIGURE 3.12 – Représentation (a) du profil des hauteurs total et de la composante déterministe ainsi que de
(b) la composante aléatoire
Sur le profil complet, les variations des hauteurs sont comprises dans l’intervalle [7.5,−7.4] cm, avec
un écart-type σh = 2.6 cm. En soustrayant la composante déterministe et en ne gardant que la composante
aléatoire, les variations des hauteurs sont comprises entre [4.5,−6] cm et l’écart-type devient σh = 1.5 cm.
La figure 3.13 présente la représentation fréquentielle des variations des hauteurs pour le profil complet et
pour ses deux composantes.
Nous visualisons bien que la composante déterministe présente un spectre de type basse fréquence et que
la composante aléatoire a, quant à elle, un spectre de plus haute fréquence. Les fréquences les plus hautes
de la composante déterministe sont dues à l’effet de fenêtrage. Les plus basses fréquences de la composante
déterministe (hors composante continue) correspondent à des longueurs de périodes 40 à 45 mètres de long.
Cela correspond à des longueurs supérieures à l’étendue du profil mesuré. Cette forte composante de la
transformée de Fourier est liée à l’aspect légèrement convexe du profil.
Comme les rugosités basses fréquences du profil sont contenues dans la composante pseudo-déterministe
et les rugosités hautes fréquences dans la composante aléatoire, nous pouvons imaginer une approche spec-
trale comme perspective envisageable de modélisation de ces composantes. Nous pouvons considérer que la
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FIGURE 3.13 – Transformée de Fourier des hauteurs du profil complet, de la composante pseudo-
déterministe et de la composante aléatoire
fonction des hauteurs peut s’écrire comme une somme de fonctions sinusoïdales de différentes fréquences.
Nous effectuons la transformée de Fourier du profil complet :
h˜(kx) = F [h(x)] = 1
2pi
+∞∫
−∞
h(x)e−jkxxdx (3.18)
où kx est le nombre d’onde de la surface. Nous avons constaté que la surface expérimentale présentait de
variations des hauteurs de différentes échelles. Nous voulions que les variations lentes (nombres d’onde
faibles) soient incluses dans la composante pseudo-déterministe et que les variations rapides (nombres
d’onde élevés) appartiennent à la composante aléatoire. Mathématiquement, cela signifie que la composante
pseudo-déterministe est composée des éléments de la transformée de Fourier des hauteurs du profil complet
en dessous d’une fréquence seuil k0, choisie arbitrairement :
hd(x) =
k0∫
−k0
h˜(kx)e
jkxxdkx (3.19)
Le nombre d’onde k0 peut être choisi tel que
∣∣∣h˜(k0)∣∣∣ corresponde à un minimum local de la fonction h˜
et que k0 soit le plus petit point de minimum local de h˜ différent de 0. Ce dernier point est important,
car nous avons imposé une moyenne nulle comme propriété aux profils mesurés. La composante continue
de la transformée de Fourier des hauteurs du profil complet correspond donc à un minimum local. Ainsi
construite, la composante pseudo-déterministe est également de moyenne nulle.
Cette modélisation de la composante pseudo-déterministe présente plusieurs intérêts : elle permet une
modélisation mathématique simple et donne un sens mathématique à la composante pseudo-déterministe.
Ainsi, la composante pseudo-déterministe peut être considérée comme la somme de surfaces sinusoïdales
d’amplitudes variées et de nombres d’onde compris dans l’intervalle [0, k0].
La composante aléatoire se calcule ensuite par soustraction de la composante pseudo-déterministe du
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profil complet :
ζ(x) = h(x)− hd(x)
=
−k0∫
−∞
h˜(kx)e
jkxxdkx +
+∞∫
k0
h˜(kx)e
jkxxdkx
(3.20)
Elle comporte les composantes hautes fréquences de la transformée de Fourier des hauteurs du profil com-
plet. Dans la section suivante, nous caractérisons la composante aléatoire et identifions ses principaux pa-
ramètres. L’approche spectrale de la modélisation des composantes pseudo-déterministe et aléatoire des
profils que nous venons de présenter n’a pas été appliquée numériquement durant la thèse et fait partie des
perspectives de travail. La composante aléatoire caractérisée dans la section suivante a été calculée à partir
de la modélisation polynomiale (3.17) de la composante pseudo-déterministe.
3.3.3 Caractérisation de la composante aléatoire
Modélisation de la surface rugueuse par un processus stochastique
Une surface rugueuse aléatoire ne peut, comme son nom l’indique, être connue parfaitement. Cependant, il
est possible d’en déterminer certains paramètres statistiques tels que les moments statistiques qui sont, eux,
déterministes. Nous avons vu en début de ce chapitre qu’il existe de nombreuses surfaces rugueuses. Il en
est de même pour les surfaces rugueuses aléatoires, qui peuvent être aléatoires dans le temps, spatialement,
ou les deux. Même si le phénomène d’érosion et l’évolution de la flore peuvent faire évoluer dans le temps
une surface de sol, nous considérons qu’à l’échelle et sur le laps de temps de nos mesures, l’évolution
temporelle de la surface est négligeable. Le profil de surface rugueuse peut alors être modélisé par un
processus aléatoire qui dépend du paramètre spatial x.
Nous retrouvons très souvent l’hypothèse supplémentaire de stationnarité sur ces surfaces, ce qui veut
dire que leurs paramètres statistiques (moments statistiques) ne varient pas au cours du temps ni spatiale-
ment (i.e., par translation). C’est d’autant plus vrai pour une surface invariante (pas strictement dans notre
cas, mais on fait l’hypothèse qu’elle l’est) dans le temps comme dans notre cas. Pour une surface dyna-
mique comme une surface de mer, lorsque la météo varie peu entre deux instants donnés est relativement
homogène, bien que la surface varie au cours du temps, ses paramètres statistiques restent sensiblement les
mêmes, à la fois spatialement et temporellement.
Les propriétés citées précédemment ainsi que certaines hypothèses supplémentaires3 rendent possible
la description du processus aléatoire grâce à la densité de probabilité des hauteurs et la fonction d’autocor-
rélation spatiale des hauteurs de la surface.
Densité de probabilité des hauteurs de la surface
La densité de probabilité (DDP) des hauteurs de la surface, ph, représente la distribution des hauteurs de la
surface. La probabilité qu’un point de la surface soit compris entre les hauteurs ζ et ζ + δζ peut s’écrire
ph(ζ)dζ . La DDP considérée dans la suite est de nature gaussienne. Il s’agit de la DDP la plus fréquemment
rencontrée dans la communauté d’étude de la diffusion par des surfaces rugueuses. Elle a pour expression :
ph(ζ) =
1
σh
√
2pi
e
− 1
2
(
ζ−〈ζ〉
σh
)2
(3.21)
et pour paramètres :
• la valeur moyenne 〈ζ〉,
• l’écart-type des hauteurs de la surface σh.
3l’hypothèse d’ergocidicité notamment [63]
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L’écart-type des hauteurs σh, qui représente l’écart (quadratique) moyen entre la surface et son plan moyen,
fournit une information quantitative des variations verticales de la surface. La DDP vérifie les propriétés
suivantes :
- la somme des probabilités des hauteurs est égale à 1 :
+∞∫
−∞
ph(ζ)dζ = 1
- calcul de la moyenne :
∞∫
−∞
ζph(ζ)dζ = 〈ζ〉
- calcul de l’écart-type des hauteurs :
∞∫
−∞
(ζ − 〈ζ〉)2 ph(ζ)dζ = σ2h
et plus particulièrement pour une DDP gaussienne, 99.73% des hauteurs de la surface sont comprises entre
−3σh et +3σh. Nous avions imposé, par construction des profils complets et de la composante pseudo-
déterministe, que leur moyenne soit nulle. La moyenne des hauteurs de la composante aléatoire est donc
également nulle :
〈ζ〉 = 0 (3.22)
La figure 3.14 représente l’histogramme de la distribution des hauteurs de la composante aléatoire du
profile étudié. La DDP a été normalisée avec les transformations suivantes :
u =
ζ√
2σh
p′h(u) =
1√
pi
e−u
2
(3.23)
Sa valeur moyenne est 〈ζ〉 = 0 et son écart-type des hauteurs σh = 1.47 cm. La loi gaussienne, de même
moyenne et de même écart-type, a été superposée à l’histogramme.
FIGURE 3.14 – Composante aléatoire (a) et densité de probabilité des hauteurs (b)
Visuellement, la DDP des hauteurs ressemble à une DDP gaussienne. Un test d’hypothèse sur la distri-
bution a été mené dans la figure 3.15. Il s’agit du test de Kolmogorov-Smirnov. Sur le graphe 3.15 (a), la
fonction de répartition de la distribution des hauteurs du profil complet a été testée, alors que dans le graphe
3.15 (b), il s’agit de la distribution des hauteurs de la composante aléatoire seule. Le premier donne une
statistique de Kolmogorov-Smirnov de 7.1% et le second de 3.8%. La décomposition du profil en deux com-
posantes (l’une déterministe et l’autre aléatoire) est donc bénéfique pour modéliser la fonction des hauteurs
comme un processus aléatoire.
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FIGURE 3.15 – Test de Kolmogorov-Smirnov pour le profil complet (a) et pour la composante aléatoire
uniquement (b)
Fonction d’autocorrélation spatiale et densité spectrale de puissance des hauteurs
En plus de la DDP des hauteurs, pour décrire le processus stochastique qui décrit les hauteurs d’une surface
rugueuse, nous utilisons la fonction d’autocorrélation (FA). Elle représente la corrélation entre deux points
M1 et M2 de la surface en fonction de la distance horizontale dR = |xM2 − xM1| qui les sépare. Physi-
quement, elle décrit la manière dont les sommets et les creux sont distribués le long de la surface. Cette
fonction présente un maximum en 0 et est caractérisée par deux informations principales :
• sa nature : gaussienne, exponentielle, lorentzienne,...
• sa longueur de corrélation Lc.
La longueur de corrélation traduit la distance, dans la direction horizontale, à partir de laquelle nous pouvons
considérer que deux points ne sont plus corrélés. Cela se justifie par sa définition mathématique fournie plus
loin (3.25). Quant à la FA, elle est donnée par la définition suivante d’après [70] :
W (τ) = 〈ζ(x)ζ(x+ τ)〉 = lim
L→+∞
L/2∫
−L/2
ζ(x)ζ(x+ τ)dx (3.24)
où L est la longueur de la surface rugueuse aléatoire et τ représente la distance entre les abscisses de deux
points M1 et M2 : τ = xM2 − xM1. Nous remarquons que pour M1 et M2 confondus, W (xM1, xM2) =
W (0) = σh, ce qui est le maximum de la FA. Nous introduisons alors la FA normalisée C : x 7→ C(x)
définie telle que 〈ζ(x1)ζ(x1 + x)〉 = σhC(x) et C(0) = 1. La longueur de corrélation Lc est classiquement
définie [82] à partir de la FA normalisée C telle que :
C(Lc) =
1
e
(3.25)
La longueur de corrélation est donc définie lorsque l’amplitude de C(x) est d’environ 37% de son maxi-
mum, valeur à partir de laquelle nous pouvons considérer que deux points distants de la longueur x ne sont
"plus" corrélés. A l’inverse de σh qui donne une information verticale sur les variations de hauteurs de la
surface, Lc donne une information horizontale. Il est possible de trouver dans des articles du domaine une
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autre fonction à la place de la FA : la densité spectrale des hauteurs de la surface, aussi appelé spectre des
hauteurs. Elle est définie pour une surface monodimensionnelle de longueur infinie comme la transformée
de Fourier de la FA :
S(kx) = F [W (x)] = 1
2pi
+∞∫
−∞
W (x)e−jkxxdx (3.26)
où kx est le nombre d’onde spatial comme défini précédemment, homogène à des rad/m. A partir du spectre
des hauteurs, la FA se calcule par transformée de Fourier inverse :
W (x) = F−1 [S(kx)] =
+∞∫
−∞
S(kx)e
jkxxdkx (3.27)
Les équations qui suivent représentent les FA usuelles et leur spectre des hauteurs associé, obtenu à partir
de Lc et de σh et classés en fonction de leur nature :
Gaussienne W (x) = σ2he
− x2
L2c Sζ(kx) =
√
piσ2hLce
−L
2
ck
2
x
4
Lorentzienne W (x) = σ
2
h
1+x2/L2c
Sζ(kx) = piσ
2
hLce
−Lc|kx|
Exponentielle W (x) = σ2he
− |x|
Lc Sζ(kx) =
2σ2hLc
1+L2ck
2
x
Nous avons représenté dans la figure 3.17 (a) la FA de la composante aléatoire du profil mesuré. Sur la figure
3.17 (b), nous avons également superposé les modèles de FA gaussienne et exponentielle. Le modèle gaus-
sien présente une dérivée nulle à l’origine et s’éloigne du comportement expérimental, alors que le modèle
exponentiel, lui, correspond davantage, avec une pente non nulle à l’origine. Le modèle de FA exponen-
tielle semble être plus adapté à première vue. Dans de nombreuses références, nous trouvons également une
meilleure corrélation de la FA avec le modèle exponentiel [83], [84].
FIGURE 3.16 – Fonction d’autocorrélation du profil mesuré
Sur la FA expérimentale, nous remarquons des oscillations autour de l’axe des abscisses que les modèles
gaussien et exponentiel ne reproduisent pas. Dans les travaux de Mattia & al. [85] et de Elson & al. [86],
nous trouvons également ce type de décroissance avec des oscillations autour de l’axe des abscisses. Afin
d’affiner le modèle exponentiel de FA, la fonction normalisée suivante est introduite pour prendre en compte
les oscillations à l’aide d’une fonction cosinus :
C2(τ) = e
− |τ |
Lc cos
(piτ
b
)
(3.28)
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Le paramètre b est introduit dans ce nouveau modèle ; il va servir à caractériser la période des oscillations
de la FA. Il est déterminé au premier zéro de la FA :
b = 2τ0, avec τ0 tel que C(τ0) = 0 (3.29)
Une fois le paramètre b fixé, la détermination de Lc influe sur la manière dont le modèle va suivre la
décroissance autour de l’origine et “épouse” la première oscillation. Le choix de Lc et de b résulte d’un
compromis entre une décroissance du modèle proche de la FA normalisée expérimentale et une bonne
concordance pour le premier zero. Le choix de l’un se fait au détriment de l’autre. Pour “fitter” la première
décroissance, nous changeons notre définition de Lc, que nous pouvons exprimer d’après les équations
suivantes :
C(τ) = e−
|τ |
Lc cos(
piτ
b
)⇐⇒ − τ
Lc
= ln
(
C(τ)
cos(piτ
b
)
)
,∀τ > 0
⇐⇒ Lc = −τ
ln(C(τ))− ln(cos(piτ
b
))
,∀τ > 0
(3.30)
Il manque un point remarquable pour déterminer Lc. Afin de “fitter” la première oscillation, Lc est déter-
minée de façon à ce que le modèle de FA ait un minimum local qui corresponde au premier minimum de la
courbe expérimentale. En ce minimum local, la dérivée C ′ s’annule et nous avons :
C ′(τ) = 0⇐⇒ − 1
Lc
cos
(piτ
b
)
− pi
b
sin
(piτ
b
)
= 0
⇐⇒ Lc = −b
pi tan
(
piτ
b
) (3.31)
Les modèles de FA ainsi obtenus avec ces deux méthodes sont donnés dans la figure 3.17. Dans le cas
FIGURE 3.17 – Fonction d’autocorrélation du profil mesuré.
de simulations numériques, les surfaces rugueuses sont de longueur finie alors que les définitions, comme
celle de la FA, nécessitent une surface infinie. Pour avoir une FA et des paramètres statistiques avec un biais
faible, il est préconisé que le nombre de points soit suffisamment important (loi faible des grands nombres),
que la surface rugueuse soit suffisamment longue et que le pas spatial entre deux points soit assez précis.
Mattia & al. [81] font apparaître dans leur étude l’importance de la longueur du profil mesuré sur l’erreur
moyenne obtenue pour l’estimation de la longueur de corrélation :
• pour une surface de longueur L = 30Lc, l’erreur moyenne normalisée obtenue est de 30%,
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• pour une surface de longueur L = 300Lc, l’erreur moyenne normalisée obtenue est de 10%.
Ce qu’il faut retenir de ces travaux est que pour obtenir une bonne estimation de la longueur corrélation
et de l’écart-type des hauteurs, il vaut mieux effectuer des mesures sur de longs profils : L > 10Lc est un
minimum. Nous nous rendons également compte que, pour une longueur de corrélation d’environ 40 cm, il
n’est pas envisageable de faire des relevés sur 120 mètres avec notre appareil car les relevés des variations
des hauteurs point par point prendraient beaucoup trop de temps. Il faudrait également avoir à disposition
un terrain sur lequel nous pouvons faire une mesure linéaire de 120 mètres, sans rencontrer d’obstacles.
Nous avons voulu étudier, pour la composante aléatoire de notre profil, l’évolution de Lc et de σh en
fonction de l’étendue de la surface considérée. A partir du premier point de la surface, nous avons déterminé
puis reporté sur la courbe les deux paramètres en fonction de l’étendue de la surface. Puis, en ajoutant un
pas en plus, nous les avons recalculés et reportés sur la courbe, et ainsi de suite jusqu’à atteindre l’étendue
finale du profil. Les résultats sont affichés sur la figure 3.18. Soient Lc,i et σc,i la longueur de corrélation
et l’écart-type des hauteurs associés au profil défini sur l’intervalle [0, xi] ; nous cherchons à vérifier leur
convergence :
lim
xi→L
Lc,i(xi) = Lc
lim
xi→L
σh,i(xi) = σh
(3.32)
FIGURE 3.18 – Convergence de Lc,i et de σh,i en fonction de l’étendue du profil
Un point singulier des valeurs de la suiteLc,i peut indiquer que la longueur de corrélation ne peut pas être
définie sur le profil, car celui-ci est trop court ou insuffisamment échantillonné. Nous voyons sur la figure
3.18 qu’à partir d’une étendue de 18 mètres, la longueur de corrélation et l’écart-type des hauteurs varient
de moins de 10%. Si nous tracions la dérivée de ces courbes, nous nous apercevrions de la diminution de
leurs variations avec la distance, ce qui laisse penser que ces grandeurs convergent vers une valeur finale.
Le lecteur peut se référer à la thèse de N. Pinel [63] pour lire une présentation d’autres paramètres
qui caractérisent la rugosité d’un profil. Parmi ces paramètres, nous pouvons citer le rayon de courbure,
l’écart-type des pentes ou la distance moyenne entre deux pics.
3.3.4 Caractérisation des autres profils mesurés
Durant les campagnes de mesure, trois profils ont pu être mesurés avec le rugosimètre à Cormeilles-en-
Vexin et deux profils à La-Ferté-Saint-Aubin. Ils étaient situés à différents endroits du terrain d’essai,
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Tableau 3.2 – Caractéristiques statistiques des composantes aléatoires des profils mesurés sur les sites de
Cormeilles-en-Vexin et de La Ferté-Saint-Aubin.
Site Profil σh Lc
Cormeilles-en-Vexin 1 1.47 cm 44 cm
Cormeilles-en-Vexin 2 1.96 cm 56 cm
Cormeilles-en-Vexin 3 1.23 cm 46 cm
La Ferté-Saint-Aubin 1 1.51 cm 26 cm
La Ferté-Saint-Aubin 2 0.23 cm 6 cm
comme le montrent les figures 3.5 et 3.6. Dans le tableau 3.2, nous avons regroupé, par site de mesure,
les paramètres statistiques importants de chacun des profils mesurés.
Dans les figures 3.19 et 3.20, nous avons représenté les profils mesurés, leur DDP des hauteurs et leur
FA. Nous avons superposé aux DDP les lois gaussiennes de même moyenne et de même écart-type ; pour
les FA, nous avons superposé les modèles exponentiel et gaussien.
Sur la figure 3.19, nous pouvons voir que, sur le profil 2 de Cormeilles-en-Vexin, le nombre de points
semble insuffisant pour espérer obtenir une DDP de forme gaussienne. Le test de Kolmogorov-Smirnov a
donné une valeur de 9.4%, ce qui montre qu’il est difficile de conclure sur la nature de la DDP avec le
nombre de points de ce profil.
Le profil 2 de la figure 3.20 présente des caractéristiques différentes des autres profils. En effet, ce
profil a été mesuré sur un chemin à moitié goudronné, avec des gravillons. Les rugosités mesurées sont
principalement dues à la présence de gravillons, ce qui explique le faible écart-type des hauteurs (2.3 mm).
La longueur de corrélation est également très faible (6 cm), mais le pas de 2 cm est trop important pour
pouvoir l’estimer correctement. Pour chacun des profils relevés, la décroissance à l’origine est de forme
exponentielle et nous retrouvons une oscillation dans les négatifs après la première décroissance.
Par ailleurs, les mesures nous ont fourni des profils de surface déterministes. En considérant que le
terrain est isotrope et qu’il possède les mêmes paramètres statistiques quelle que soit la position du rugosi-
mètre, en changeant la position du rugosimètre, les paramètres seraient les mêmes mais le profil différent.
Le fait que l’on soit capable de caractériser les profils à l’aide d’une DDP gaussienne et d’une FA nous
permet de générer numériquement des surfaces de mêmes paramètres statistiques que ceux mesurés, mais
dont le “tirage” des hauteurs est différent. C’est l’objet de la partie suivante où est exposée la méthode
numérique de génération de surfaces rugueuses.
3.3.5 Génération de profils de surfaces rugueuses
Nous voulons générer numériquement une surface rugueuse monodimensionnelle discrète, de longueur L
et possédant N points. Le pas spatial est donc ∆x = LN−1 . Les N points sont localisés par les coordonnées
(xn, ζ(xn)), où les ζ(xn) ont une DDP des hauteurs gaussienne et une FA donnée :W = σ2hC. Les abscisses
xn de ces points ont un pas constant :
xn = −L
2
+ (n− 1)∆x, n = 1..N (3.33)
Pour obtenir les hauteurs ζ(xn), nous utilisons la méthode spectrale décrite dans [36] et [7], basée sur
la théorie du filtrage. Nous obtenons les échantillons des hauteurs de surface par l’expression :
ζ(xn) = σhF−1
[
F (b(xn))
√
F (C(n))
]
(3.34)
où {
b(xn) : bruit blanc gaussien centré de variance unité
Cζ(n) : nème élément de la fonction d’autocorrélation normalisée
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FIGURE 3.19 – Représentation des 3 profils mesurés sur le site de Cormeilles-en-Vexin, ainsi que leurs
composantes aléatoire et déterministe. Pour chacun des profils, nous représentons leur DDP normalisée
ainsi que leur FA normalisée complète puis localisée au voisinage de l’origine.
A noter que, comme ζ(xn) est réel, b(xn) et Cζ(n) doivent être pairs. Le schéma 3.21 illustre cette méthode
de génération de surface rugueuse. A l’aide de la méthode précédemment décrite, nous avons pu générer
des surfaces rugueuses en fonction de la nature de la FA, de l’écart-type des hauteurs et de sa longueur de
corrélation. Pour illustrer l’influence de ces paramètres sur les variations des hauteurs, nous avons généré
plusieurs profils de surfaces rugueuses aléatoires. Les figures 3.22 et 3.23 présentent des surfaces rugueuses
aléatoires dont la FA est exponentielle et les tirages de nombres aléatoires sont identiques (même b), mais en
faisant varier la longueur de corrélation (figure 3.22) ou l’écart type des hauteurs (figure 3.23). Nous nous
apercevons alors que si Lc augmente, les surfaces rugueuses semblent plus lisses. De plus, si σh augmente,
l’amplitude des hauteurs augmente et la surface est plus accidentée.
Sur la figure 3.24, nous avons représenté deux surfaces rugueuses aléatoires dont les FA sont de natures
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FIGURE 3.20 – Représentation des 2 profils mesurés sur le site de La-Ferté-Saint-Aubin, ainsi que leurs
composantes aléatoire et déterministe. Pour chacun des profils, nous représentons leur DDP normalisée
ainsi que leur FA normalisée complète puis localisée au voisinage de l’origine.
différentes, mais pour lesquelles les écarts-types des hauteurs, les longueurs de corrélation et le tirage de
nombres aléatoires sont les mêmes. Nous pouvons alors voir que les surfaces de FA exponentielle ont plus
de petites variations que celles de FA gaussienne. Ceci est dû au fait que le spectre exponentiel possède plus
de composantes hautes fréquences que le spectre gaussien.
La méthode de génération de surfaces rugueuses aléatoires que nous avons décrite peut être retrouvée
dans les travaux de Patir [87], Bergström & al. [88] et Braham [89] pour générer des surfaces 2D, la diffé-
rence étant que la FA est définie le long des axes xˆ et yˆ et caractérisée par une longueur de corrélation Lx
et Ly. Parmi les autres méthodes de génération de surfaces rugueuses aléatoires, nous pouvons citer la mé-
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FIGURE 3.21 – Schéma du générateur de profils de surface rugueuse aléatoire
FIGURE 3.22 – Génération de surfaces rugueuses aléatoires de FA exponentielle, de même écart-type des
hauteurs mais de longueurs de corrélation différentes
thode fractale [36] que nous retrouvons pour générer des surfaces agricoles, ainsi que celle de Uchida & al.
[90] qui propose de générer des surfaces rugueuses dont les paramètres statistiques ne sont pas homogènes,
c’est-à-dire qu’ils varient en fonction de la position sur la surface.
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FIGURE 3.23 – Génération de surfaces rugueuses aléatoires de FA exponentielle, de même longueur de
corrélation mais d’écarts-types des hauteurs différents
FIGURE 3.24 – Génération de surfaces rugueuses de même longueur de corrélation et même écart-type des
hauteurs, mais de FA différentes : (a) exponentielle et (b) gaussienne
3.4 Diffusion électromagnétique par la surface mesurée
Dans la section précédente, nous avons présenté un profil de surface rugueuse mesuré. Dans cette partie,
le profil est éclairé par une onde incidente de Thorsos, décrite par l’équation (2.78) (afin, pour rappel, de
minimiser les effets de bord), avec un angle d’incidence θi et diffuse le champ électrique dans la direction
identifiée par l’angle de diffusion θd, comme le présente la figure 3.25.
Pour calculer la diffusion électromagnétique par le profil 1 de Cormeilles-en-Vexin, nous utilisons la
MdM, décrite au chapitre 2, pour déterminer les courants sur la surface. Ensuite, par application du principe
de Huygens (2.17), nous pouvons calculer le champ diffusée en champ lointain et le coefficient de diffusion
(2.63).
L’utilisation de l’onde de Thorsos nécessite que le critère pour l’onde de Thorsos (2.79) soit respecté.
Nous prenons comme terme de Thorsos g = L
6
, avec L = 28.26 m pour le profil étudié. Le tableau
3.3 montre les fréquences maximales que nous pouvons utiliser en respectant ce critère, pour les angles
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FIGURE 3.25 – Diffraction du profil de surface rugueuse mesuré par une onde électromagnétique
d’incidence 0, 45 et 60 degrés. Il est également d’usage de vérifier que la longueur d’onde soit au moins
10 fois supérieure au pas d’échantillonnage pour une surface PC : ∆x ≤ λ10 (pour une surface diélectrique
∆x ≤ λ10|√r1| ). Comme ∆x = 2 cm, cela impose une longueur d’onde minimale de 20 cm, soit une
fréquence maximale de 1.5 GHz. Le critère pour l’onde de Thorsos est plus contraignant pour les basses
fréquences.
Tableau 3.3 – Conditions d’application de l’onde de Thorsos sur la surface rugueuse du profil mesuré
Configuration Angle d’incidence (°) Fréquence (MHz)
1 0 274 MHz
2 45 387 MHz
3 60 548 MHz
3.4.1 Diffusion électromagnétique par le profil mesuré et ses deux composantes
Nous étudions ici la diffusion électromagnétique par le profil de surface mesuré à Cormeilles-en-Vexin,
ainsi que de ses deux composantes : pseudo-déterministe et aléatoire. Conformément au critère (2.79) de
l’onde de Thorsos, nous avons déterminé la fréquence maximale en fonction de la longueur du profil et d’un
angle d’incidence donné. Les figures 3.26, 3.27 et 3.28 illustrent les résultats des configurations 1, 2 et 3
du tableau 3.3 pour les polarisations TE et TM. Nous y avons représenté la SERn pour le profil et ses deux
composantes en fonction de la direction d’observation.
Nous pouvons voir dans chacune des configurations étudiées que la diffusion par la composante aléa-
toire est proche de celle du profil complet. La composante pseudo-déterministe diffuse l’onde incidente
principalement autour de la direction spéculaire et très peu ailleurs ; elle se comporte presque comme une
surface lisse. Ces figures montrent donc que les rugosités contenues dans la composante aléatoire sont les
principales contributrices à la diffusion électromagnétique du profil mesuré, pour nos fréquences d’études.
Ainsi, dans la suite, nous ne générerons que des surfaces rugueuses aléatoires, sans ajouter de composante
pseudo-déterministe, dont la contribution à la diffusion est mineure et peut rendre l’applicabilité de certains
modèles asymptotiques plus complexe.
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FIGURE 3.26 – SERn du profil 1 mesuré à Cormeilles-en-Vexin, de sa composante aléatoire et de sa com-
posante déterministe, pour θi = 0° et f = 274 MHz
FIGURE 3.27 – SERn du profil 1 mesuré à Cormeilles-en-Vexin, de sa composante aléatoire et de sa com-
posante déterministe, pour θi = 45° et f = 387 MHz
3.4.2 Etude sur des surfaces générées
SERn de surfaces rugueuses aléatoires de FA gaussiennes et exponentielles
Nous voulons vérifier la modélisation de la FA de la composante aléatoire par les fonctions exponentielle et
gaussienne (3.3.3) vues précédemment. D’après la figure 3.17, le modèle de FA exponentielle correspond
mieux à la FA du profil mesuré autour de l’origine. Nous voulons le vérifier en calculant la diffusion élec-
tromagnétique du profil de surface mesurée et en la comparant aux simulations de Monte-Carlo pour des
des profils générés de FA exponentielle et gaussienne.
Le scène de diffusion est celle présentée dans la figure 3.25. Les surfaces ont les mêmes paramètres
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FIGURE 3.28 – SERn du profil 1 mesuré à Cormeilles-en-Vexin, de sa composante aléatoire et de sa com-
posante déterministe pour θi = 60° et f = 548 MHz
que celles du profil 1 de Cormeilles-en-Vexin : Lc = 44 cm et σh = 1.56 cm. Le sol est diélectrique, de
permittivité diélectrique relative r,1 = 4 et de conductivité électrique σ1 = 10−3 S/m. L’onde incidente
éclaire la surface rugueuse en polarisations TE et TM avec un angle d’incidence θi. Nous choisissons trois
configurations d’angles : l’incidence normale à θi = 0° et deux incidences modérées à θi = 40° et θi = 60°.
Les angles et les longueurs des surfaces étant fixés, pour respecter le critère de l’onde de Thorsos (2.79),
nous avons pris les fréquences répertoriées dans le tableau 3.4. Sur la figure 3.29, nous avons représenté le
Tableau 3.4 – Fréquencse limites en fonction de l’angle d’incidence pour respecter le critère de Thorsos
Angle d’incidence (°) Fréquence
0° 274 MHz
45° 387 MHz
60 548 MHz
profil de surface rugueuse mesuré à Cormeilles-en-Vexin et deux tirages de surfaces rugueuses aléatoires
générées avec des FA gaussienne et exponentielle. Pour les deux natures de FA, nous avons généré 50
surfaces rugueuses aléatoires puis calculé la moyenne de leur SERn,mSERn, et leur écart-type, σSERn, pour
chacune des directions de diffusion. Nous avons représenté sur les mêmes courbes la SERn du profil mesuré,
ainsi que la moyenne et l’écart-type des SERn des profils générés. En faisant ainsi, nous considérons que le
profil mesuré est un tirage de surface rugueuse aléatoire et comparons sa SERn àmSERn et àmSERn±σSERn
des autres tirages de surface rugueuse.
Nous pouvons remarquer que pour chacune des configurations, le pic de puissance diffusée a lieu autour
de la direction spéculaire. Pour les figures 3.30 et 3.33 avec un angle d’incidence de θi = 0°, pour les pola-
risations TE et TM, la SERn du profil mesuré a le même comportement que celles des surfaces rugueuses
aléatoires générées avec les FA exponentielle aussi bien que gaussienne. Lorsque l’incidence devient mo-
dérée avec θi = 45° pour les figures 3.31 et 3.34, alors que les surfaces rugueuses de FA exponentielle
suivent bien le comportement du profil de Cormeilles-en-Vexin, celles de FA gaussienne ne correspondent
plus aussi bien en rétrodiffusion pour les angles de rétrodiffusion θd < −45°. Nous relevons un écart d’en-
viron 20 dB entre la SERn du profil et les moyennes des SERn. Lorsque nous augmentons davantage l’angle
d’incidence : θi = 60°, les surfaces rugueuses de FA exponentielle gardent un comportement similaire à
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FIGURE 3.29 – Génération de profils de surfaces rugueuses de FA exponentielles et gaussiennes et compa-
raison au profil mesuré à Cormeilles-en-Vexin.
FIGURE 3.30 – SERn en polarisation TE, θi = 0°,
f = 274 MHz avec une onde incidente de Thorsos
de paramètre g = L/6 pour des surfaces aléatoires
de longueurL = 28.26 m, d’écart-type des hauteurs
σh = 1.47 cm et de longueur de corrélation Lc =
44 cm. Deux natures de FA sont utilisées pour la
génération : (a) exponentielle et (b) gaussienne.
FIGURE 3.31 – SERn en polarisation TE, θi = 45°,
f = 387 MHz avec une onde incidente de Thorsos
de paramètre g = L/6 pour des surfaces aléatoires
de longueurL = 28.26 m, d’écart-type des hauteurs
σh = 1.47 cm et de longueur de corrélation Lc =
44 cm. Deux natures de FA sont utilisées pour la
génération : (a) exponentielle et (b) gaussienne.
celui du profil de Cormeilles-en-Vexin et celles de FA gaussienne voient leur biais augmenter jusqu’à 40
dB dans les directions de rétrodiffusion rasantes. Nous notons un décrochage en rétrodiffusion à partir de
θd = −15°.
Nous pouvons donc en conclure que, contrairement au cas exponentiel, les surfaces rugueuses de FA
gaussienne ne permettent pas de reproduire le bon comportement de la SERn en rétrodiffusion sous des
incidences modérées. Cela est notamment dû au fait que leur densité spectrale de puissance est plus riche
dans les basses fréquences que pour des surfaces rugueuses de FA exponentiel, alors que ce sont ces com-
posantes hautes fréquences qui rétro-diffusent une partie de l’onde incidente. Ces résultats de simulation
nous permettent de voir que les FA exponentielles permettent de modéliser plus fidèlement la diffusion
électromagnétique par les surfaces relevées sur nos terrains de mesure. Cela confirme l’impression visuelle
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FIGURE 3.32 – SERn en polarisation TE, θi = 60°, f = 548 MHz avec une onde incidente de Thorsos
de paramètre g = L/6, pour des surfaces aléatoires de longueur L = 28.26 m, d’écart-type des hauteurs
σh = 1.47 cm et de longueur de corrélation Lc = 44 cm. Deux natures de FA sont utilisées pour la
génération de surfaces rugueuses : (a) exponentielle et (b) gaussienne.
FIGURE 3.33 – SERn en polarisation TM, θi = 0°,
f = 274 MHz avec une onde incidente de Thorsos
de paramètre g = L/6, pour des surfaces aléatoires
de longueurL = 28.26 m, d’écart-type des hauteurs
σh = 1.47 cm et de longueur de corrélation Lc =
44 cm. Deux natures de FA sont utilisées pour la
génération de surfaces rugueuses : (a) exponentielle
et (b) gaussienne.
FIGURE 3.34 – SERn en polarisation TM, θi = 45°,
f = 387 MHz avec une onde incidente de Thorsos
de paramètre g = L/6, pour des surfaces aléatoires
de longueurL = 28.26 m, d’écart-type des hauteurs
σh = 1.47 cm et de longueur de corrélation Lc =
44 cm. Deux natures de FA sont utilisées pour la
génération de surfaces rugueuses : (a) exponentielle
et (b) gaussienne.
que nous avions tirée de la figure 3.24, où le profil mesuré à Cormeilles-en-Vexin présentait de plus grandes
similarités avec une surface rugueuse générée à partir d’une FA exponentielle que d’une FA gaussienne.
Cela va également dans le sens des travaux de Xu & al. [91] qui conclue que pour l’estimation des taux
d’humidité de sols sur des terrains agricoles, le choix de surfaces rugueuses aléatoires de FA exponentielle
fournit de meilleurs résultats que pour une FA gaussienne. Nous adoptons donc, pour la suite, le modèle de
génération de surfaces rugueuses avec une FA exponentielle.
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FIGURE 3.35 – SERn en polarisation TM, θi = 60°, f = 548 MHz avec une onde incidente de Thorsos
de paramètre g = L/6, pour des surfaces aléatoires de longueur L = 28.26 m, d’écart-type des hauteurs
σh = 1.47 cm et de longueur de corrélation Lc = 44 cm. Deux natures de FA sont utilisées pour la
génération de surfaces rugueuses : (a) exponentielle et (b) gaussienne.
3.4.3 Conclusion
Dans ce chapitre, nous avons présenté un outil et une méthode qui nous ont permis de mesurer des surfaces
rugueuses aléatoires sur deux terrains expérimentaux. La modélisation et la caractérisation de telles surfaces
ont été abordées en prenant pour exemple l’étude d’un profil mesuré sur terrain réel. Nous avons modélisé ce
profil par la somme de deux composantes : l’une basse fréquence, appelée composante pseudo-déterministe
et l’autre haute fréquence, appelée composante aléatoire. La composante pseudo-déterministe peut être
modélisée par un polynôme qui comporte essentiellement les composantes basses fréquences du profil des
hauteurs. Quant à la composante aléatoire, elle a été caractérisée par les paramètres suivants :
• son écart-type des hauteurs : σh
• sa longueur de corrélation : Lc
• sa densité de probabilité (DDP) : ph
• sa fonction d’autocorrélation (FA) : W
Il est apparu que la DDP des hauteurs de la composante aléatoire du profil peut être modélisée par une
fonction gaussienne. La FA possède une décroissance autour de l’origine qui est mieux représentée par une
fonction exponentielle qu’une fonction gaussienne. La décroissance peut encore mieux être modélisée si
l’on ajoute un terme en cosinus au modèle exponentiel.
D’après le tableau 3.2, les composantes aléatoires des profils mesurés présentent des écarts-types des
hauteurs compris entre 1.23 cm et 1.96 cm et des longueurs de corrélation entre 26 cm et 56 cm. Les
mesures ayant été effectuées à des localisations géographiques différentes sur les deux terrains de mesures
et dans des directions différentes, ces valeurs montrent une certaine isotropie. Le calcul du paramètre de
rugosité de Rayleigh Ra (2.89) avec l’écart type des hauteurs le plus élevé et une fréquence de 600 MHz
(pire cas) et une incidence normale donne une valeur Ra = 0.25. Cette valeur correspond au pire cas : si
la fréquence ou l’écart-type des hauteurs diminuent ou si l’angle d’incidence augmente, le paramètre de
Rayleigh sera plus faible. Sa valeur maximale étant faible, nous nous situons dans la gamme des modèles
de diffusion basse fréquence, ceux dont les paramètres de rugosité sont faibles par rapport à la longueur
d’onde. Comme modèle de diffusion asymptotique, notre choix se porte donc sur la MPP (Méthode des
petites perturbations) qui est un modèle, dit basse fréquence, assez bien adapté aux configurations de scène
que nous étudions. Ainsi, dans le chapitre IV, nous étudions le modèle MPP en détail pour notre application.

4
Méthode des Petites Perturbations (MPP)
Sommaire
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2 Notations et calculs préalables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.3 Courants à l’ordre n pour une onde incidente quelconque . . . . . . . . . . . . . . . . 94
4.4 Courants à l’ordre 2 pour une onde incidente plane . . . . . . . . . . . . . . . . . . . 102
4.5 Diffusion par une surface rugueuse à l’aide de la MPP . . . . . . . . . . . . . . . . . . 104
4.6 Comparaison avec la Méthode des Moments . . . . . . . . . . . . . . . . . . . . . . . 108
4.7 Domaine de validité de la MPP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.8 Comment implanter la MPP dans la plateforme Prométhée ? . . . . . . . . . . . . . . 119
89
90 CHAPITRE 4. MÉTHODE DES PETITES PERTURBATIONS (MPP)
4.1 Introduction
La Méthode des Petites Perturbations (MPP - SPM en anglais) est une méthode asymptotique de calcul de
la diffusion d’ondes électromagnétiques par une surface rugueuse. C’est l’une des plus anciennes méthodes
de calcul de diffusion d’ondes électromagnétiques par des surfaces rugueuses aléatoires puisqu’elle a été in-
troduite, en premier lieu, en 1907 par Rayleigh [92] pour des ondes acoustiques, sur des surfaces rugueuses
sinusoïdales. Il aura fallu attendre un peu plus de quatre décennies pour que Fano [93] l’adapte à la diffusion
par des ondes dans le domaine optique. En 1951, Rice [94] présente sa formulation du problème de la diffu-
sion électromagnétique par des surfaces faiblement rugueuses. Il donne l’expression du champ diffusé aux
ordres 1 et 2 pour une surface 1D, parfaitement conductrice, en polarisation TE et calcule numériquement
l’ordre 1 du champ diffusé pour une surface diélectrique. Peake [95] apporte une nouvelle contribution
huit années plus tard en donnant la formulation de la Surface Équivalente Radar (SER) à l’ordre 1 pour
les polarisations TE et TM. Valenzuela [96], [97] a complété les calculs au second ordre pour des surfaces
2D. Plus récemment, Johnson [98] a donné une formulation analytique jusqu’à l’ordre 3 pour des surfaces
diélectriques 2D (donc des scènes 3D) puis à n’importe quel ordre grâce à une formulation récursive [99].
Parmi les autres auteurs qui ont travaillé sur la MPP aux ordres élevés, il est intéressant de citer les travaux
d’O’Donnell [100] et de Guo et al. [101], dont nous nous sommes inspirés. Le lecteur peut se référer au
topical review de Elfouhaily et al. [38] pour une revue exhaustive de l’évolution historique des méthodes
basées sur les petites perturbations.
Le modèle MPP est valide uniquement pour des surfaces de faibles rugosités, c’est-à-dire lorsque les
paramètres de rugosités (écart-type des hauteurs) sont faibles devant la longueur d’onde. La validité du
modèle MPP a été étudiée notamment par Thorsos et Jackson [39] pour les ondes acoustiques sur une
surface 1D parfaitement conductrice. Chen et Fung [57] ont également présenté leur démarche pour valider
numériquement, par des simulations de Monte-Carlo, la MPP à l’ordre 1 en la comparant à la MdM. Soto-
Crespo et Nieto Vesperinas [102] ont fait l’étude en optique pour des surfaces parfaitement conductrices
et pour les polarisations TE et TM. Puis Sanchez-Gil et Maradudin [55] ont fait l’étude pour des surfaces
diélectriques, en comparant trois méthodes perturbatives : MPP, la Phase Perturbation Method (PPM) et
la Self Energy Perturbation Method (SEPT). Kim et Stoddart [59] étudièrent également le domaine de
validité de MPP pour des surfaces PC, 1D, en polarisations TE et TM, jusqu’à l’ordre 2. Ils ont déterminé
que la MPP a un domaine de validité plus large pour la polarisation TE que pour la polarisation TM : les
écart-types acceptés par le modèle peuvent aller jusqu’à 0.08λ pour la polarisation TE contre 0.05λ pour
la polarisation TM. Le domaine de validité du modèle s’étend également lorsque les ordres perturbatifs
augmentent. Concernant les angles d’incidence, aucune limite angulaire n’apparait pour le cas TE alors que
le cas TM voit sa validité fortement diminuer à partir d’angles incidents supérieurs à 80 degrés. Plus tard
Kim [58] a effectué numériquement l’étude de la validité de MPP à l’ordre 1, en polarisations TE et TM,
pour des surfaces 1D diélectriques et périodiques (pour simuler des longueurs de surfaces infinies). Selon
ses conclusions, pour la polarisation TE, à l’ordre 1, la MPP reste valide pour tous les angles d’incidence
tant que l’écart-type des hauteurs est faible devant la longueur d’onde. Pour la polarisation TM, à l’ordre
1, la MPP est moins précise pour des angles incidents autour de l’angle de Brewster et également pour des
angles rasants.
Ces travaux ont permis de remarquer que la méthode ne pouvait pas être utilisée aux incidences rasantes
en polarisation TM, alors qu’elle était valide sous toutes les incidences en polarisation TE. Ce problème aux
incidences rasantes a été particulièrement étudié par Barrick [103] et Fuks [104]. Barrick [105] a introduit
un terme d’impédance de surface complémentaire pour corriger la méthode MPP classique aux incidences
rasantes. Li et al. [106] ont également repris cette formulation de la MPP modifiée pour obtenir des résultats
améliorés en incidence rasante pour la polarisation TM.
La plupart des travaux précédents ont donné une formulation de la MPP aux différents ordres, pour
une surface infinie. Guo et al [101] ont pris en compte dans leurs travaux une surface finie, en utilisant une
onde incidente de Thorsos (2.78) qui permet d’atténuer le champ incident sur les extrémités de la surface
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et ainsi limiter la diffraction par les bords. Ils ont développé une formulation récursive permettant d’obtenir
les inconnues à n’importe quel ordre, pour le cas PC, en polarisation TE.
Pour une bonne description de la méthode MPP, le lecteur peut se référer aux livres de Voronovich
[64], Tsang et Kong [35] ou encore Bass et Fuks [107]. La méthode présentée par Bass et Fuks est quelque
peu différente de la méthode classique MPP au sens où elle fait appel au développement perturbatif de la
fonction de Green et non plus du champ diffracté, ainsi qu’à la méthode des diagrammes de Feynman.
Les travaux que nous avons menés ont repris les notations de Tsang et Kong [35] introduites pour le cas
1D PC. A partir des mêmes notations, nous avons effectué les calculs pour obtenir des résultats pour des
surfaces diélectriques.
4.2 Notations et calculs préalables
D’après le chapitre III, le profil des hauteurs de la surface rugueuse 1D est défini par la fonction aléatoire
(3.12) : h : x 7→ h(x) , où h(x) représente les variations des hauteurs de la surface au point d’abscisse x
par rapport au plan moyen. Dans un souci de simplification des notations, nous notons z = h(x), la hauteur
de la surface au point d’abscisse x. Dans la suite, le lecteur devra être prudent sur l’appartenance ou non de
z à la surface rugueuse ou à un point quelconque de l’espace selon le cas où il est utilisé.
Nous rappelons les notations et propriétés suivantes :
z = h(x) : hauteur de la surface
〈z〉 = 0 : moyenne des hauteurs nulle
γ = ∂z
∂x
: pente de la surface
La grandeur γ correspond aux pentes de la surface. Les relations suivantes permettent la représentation de
z et de γ dans les domaines spatial et spectral :
z˜ = F(z) = 1
2pi
+∞∫
−∞
ze−jkxxdx z = F−1(z˜) =
+∞∫
−∞
z˜ejkxxdkx γ = F−1(jkxz˜) =
+∞∫
−∞
jkxz˜e
jkxxdkx
(4.1)
où F et F−1 sont respectivement les opérateurs de transformée de Fourier et de transformée de Fourier
inverse.
4.2.1 Calculs préalables pour l’onde incidente
Nous nous plaçons sur la surface rugueuse ΣA pour observer l’onde incidente. Les points (x, z) appar-
tiennent donc à la surface rugueuse ΣA. L’onde incidente qui éclaire la surface est définie telle que :
Ψi(x, z) = Ψ0(x, z)f(x, z), avec z = h(x) (4.2)
où {
Ψ0(x, z) = e
j(kixx−kizz) : terme d’onde plane
f(x, z) : fonction qui module l’amplitude
(4.3)
Si ∀(x, z) ∈ ΣA, f(x, z) = 1, Ψi représente l’onde plane monochromatique usuelle.
Le signe (−) devant kiz, dans le terme d’onde plane, est représentatif du sens de propagation de l’onde
incidente vers la surface ("vers le bas"). En effet, nous nous plaçons dans la configuration où le milieu
incident est au-dessus de la surface. L’onde ainsi définie est une onde plane dont l’amplitude est modulée
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dans le plan (O, xˆ, zˆ) par la fonction f . Nous pouvons remarquer que l’onde de Thorsos (2.78) peut s’écrire
sous la forme (4.2) en prenant :
f(x, z) = e
− (x+z tan θi)
2
g2 ejw(r)ki·r (4.4)
avec w(r) =
[
2(x+z tan θi)
2
g2
−1
]
(k0g cos θi)2
.
Comme toute onde se propageant dans l’espace peut se décomposer en une somme d’ondes planes
monochromatiques, par linéarité des équations de Maxwell, la résolution d’un problème de diffraction,
pour une seule onde monochromatique, mène à la résolution pour tout type d’onde incidente. Nous abordons
donc le problème de diffraction illustré par la figure 3.25 en utilisant l’onde incidente décrite par l’équation
(4.2).
Dans le terme exponentiel (4.3) de l’onde plane et pour les surfaces de même nature que celles que nous
avons mesurées, |kizz|  1. En effet, nous avons vu au chapitre III que les profils des hauteurs présentent
des variations faibles devant les longueurs d’onde étudiées. Nous avons effectué une décomposition en série,
selon le paramètre kizz, des deux termes de l’onde incidente (4.2) :
Ψi(x, z) =
+∞∑
k=0
Ψ
(k)
0 (x, z)
+∞∑
j=0
f (j)(x, z) (4.5)
où {
Ψ
(k)
0 : développement à l’ordre k du terme d’onde plane
f (j) : développement à l’ordre j du terme d’atténuation
En effectuant une décomposition jusqu’à l’ordre 2, et en identifiant les termes aux ordres 0, 1 et 2, nous
avons :
Ψi = Ψ
(0)
0 f
(0)
+ Ψ
(0)
0 f
(1) + Ψ
(1)
0 f
(0)
+ Ψ
(0)
0 f
(2) + Ψ
(1)
0 f
(1) + Ψ
(2)
0 f
(0)
(4.6)
Pour simplifier les calculs, nous souhaitons que les fonctions f (1) et f (2), qui représentent une correction de
l’onde plane, puissent être négligées de façon à écrire que :
Ψi = f
(0)︸︷︷︸
terme d’atténuation
(
Ψ
(0)
0 + Ψ
(1)
0 + Ψ
(2)
0
)
︸ ︷︷ ︸
terme d’onde plane
(4.7)
ce qui implique les conditions suivantes :
∣∣∣∣∣Ψ(1)0 f (0)Ψ(0)0 f (1)
∣∣∣∣∣ 1∣∣∣∣∣Ψ(0)0 f (2) + Ψ(1)0 f (1)Ψ(2)0 f (0)
∣∣∣∣∣ 1
(4.8)
où Ψi , Ψ
(1)
0 et Ψ
(2)
0 dépendent de (x, z) et f
(0) et Ψ(0)0 dépendent uniquement de x, étant donnée la dé-
composition en série selon le paramètre kizz. L’intérêt de cette formulation est que nous retrouvons dans
la parenthèse la décomposition en série de l’onde plane. Comme f (0) est indépendant de z et par linéarité
des équations de Maxwell, la connaissance des résultats pour le cas d’une onde plane peut être transposé
aisément à une onde incidente quelconque, et notamment à celle de la forme (4.2).
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Calculons la dérivée normale du champ incident ∂Ψi
∂nˆ
:
∂Ψi
∂nˆ
= nˆ ·∇Ψi
=
1√
1 + γ2
(
−γ ∂Ψi
∂x
+
∂Ψi
∂z
) (4.9)
La dérivée partielle ∂Ψi
∂x
du champ incident selon x s’écrit :
∂Ψi
∂x
= f
∂Ψ0
∂x
+ Ψ0
∂f
∂x
= f
∂Ψ0
∂x
(
1 +
Ψ0
∂Ψ0
∂x
∂f
∂x
f
) (4.10)
D’après l’équation (4.3), ∂Ψ0(x,z)
∂x
= jkixΨ0. En l’intégrant dans (4.10), nous obtenons :
∂Ψi
∂x
= f
∂Ψ0
∂x
(
1 +
∂f
∂x
jkixf
)
(4.11)
Tout d’abord, nous imposons l’approximation suivante :
∂Ψi
∂x
≈ f ∂Ψ0
∂x
⇒
∣∣∣∣∣ ∂f∂xjkixf
∣∣∣∣∣ 1 (4.12)
Nous effectuons un développement en série jusqu’à l’ordre 2 de la dérivée partielle du champ incident par
rapport à x (4.16) selon le terme kizz :
f
∂Ψ0
∂x
= f (0)
∂Ψ
(0)
0
∂x
+ f (0)
∂Ψ
(1)
0
∂x
+ f (1)
∂Ψ
(0)
0
∂x
+ f (0)
∂Ψ
(2)
0
∂x
+ f (1)
∂Ψ
(1)
0
∂x
+ f (2)
∂Ψ
(0)
0
∂x
(4.13)
De la même manière que précédemment, nous souhaitons écrire :
∂Ψi
∂x
≈ f (0)
(
∂Ψ
(0)
0
∂x
+
∂Ψ
(1)
0
∂x
+
∂Ψ
(2)
0
∂x
)
(4.14)
qui implique que : 
∣∣∣∣∣∣f
(1) ∂Ψ
(0)
0
∂x
f (0)
∂Ψ
(1)
0
∂x
∣∣∣∣∣∣ 1∣∣∣∣∣∣f
(1) ∂Ψ
(1)
0
∂x
+ f (2)
∂Ψ
(0)
0
∂x
f (0)
∂Ψ
(2)
0
∂x
∣∣∣∣∣∣ 1
(4.15)
En suivant le même processus pour la dérivée partielle selon z ∂Ψi
∂z
, en voulant écrire :
∂Ψi
∂z
≈ f (0)
(
∂Ψ
(0)
0
∂z
+
∂Ψ
(1)
0
∂z
+
∂Ψ
(2)
0
∂z
)
(4.16)
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cela implique : 
∂f
∂z
jkizf
 1∣∣∣∣∣∣f
(1) ∂Ψ
(0)
0
∂z
f (0)
∂Ψ
(1)
0
∂z
∣∣∣∣∣∣ 1∣∣∣∣∣∣f
(1) ∂Ψ
(1)
0
∂z
+ f (2)
∂Ψ
(0)
0
∂z
f (0)
∂Ψ
(2)
0
∂z
∣∣∣∣∣∣ 1
(4.17)
La dérivée normale du champ incident peut s’approximer, en respectant les critères (4.15) et (4.17), par
l’expression :
∂Ψi
∂nˆ
= f (0)︸︷︷︸
terme d’atténuation
[
1√
1 + γ2
[
−γ
(
∂Ψ
(0)
0
∂x
+
∂Ψ
(1)
0
∂x
+
∂Ψ
(2)
0
∂x
)
+
∂Ψ
(0)
0
∂z
+
∂Ψ
(1)
0
∂z
+
∂Ψ
(2)
0
∂z
]]
︸ ︷︷ ︸
terme d’onde plane
(4.18)
A l’aide du logiciel Maple, nous pouvons montrer que les approximations introduites (4.7) et (4.18) sont
valables si les conditions (4.8), (4.15) et (4.17) sont respectées.
4.3 Courants à l’ordre n pour une onde incidente quelconque
Nous présentons ici le calcul des courants surfaciques pour les problèmes des figures 4.1 et 4.3.
FIGURE 4.1 – Diffraction d’une onde incidente
plane par une surface rugueuse aléatoire et PC
donnant naissance à une onde diffractée
FIGURE 4.2 – Diffraction d’une onde incidente
plane par une surface rugueuse aléatoire et diélec-
trique, donnant naissance à une onde diffractée et
une onde transmise
Dans les paragraphes qui suivent, nous traitons successivement le cas de la diffusion d’une onde inci-
dente plane par une surface PC puis celui de la diffusion par une surface diélectrique. Pour chacune de ces
surfaces, les cas considérés prennent en compte l’onde incidente en polarisations TE et TM. Pour les deux
types de surface, le champ incident est une donnée connue. Pour la surface PC, l’inconnue du problème
est le champ diffracté et pour la surface diélectrique, les inconnues sont le champ diffracté et le champ
transmis.
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4.3.1 Surface parfaitement conductrice
Problème aux limites de Dirichlet
Nous voulons déterminer les courants surfaciques sur une surface rugueuse de longueur infinie éclairée par
une onde plane en polarisation TE. Pour la polarisation TE, d’après l’équation intégrale (2.16), les courants
surfaciques sont représentés par :
∂Ψ
∂n
=
∂Ψi
∂n
+
∂Ψd
∂n
(4.19)
Le terme ∂Ψi
∂n
est connu et nous cherchons à déterminer ∂Ψd
∂n
pour pouvoir calculer ∂Ψ
∂n
. Pour ce faire, nous
utilisons la condition aux limites pour la polarisation TE sur une surface PC : la condition aux limites de
Dirichlet (2.15). Cette condition impose que le champ électrique tangentiel Ψ soit nul sur la surface :
Ψ (x, z) = Ψi (x, z) + Ψd (x, z) = 0 (4.20)
Dans cette équation, le champ incident est connu en tout point de l’espace et l’inconnue est le champ
diffracté. Or le champ diffracté Ψd (x, z) peut s’exprimer comme une somme d’ondes planes :
Ψd (x, z) =
+∞∫
−∞
Ψ˜d(kx)e
j(kxx+kzz)dkx (4.21)
où Ψ˜d(kx) est l’amplitude de l’onde incidente émise dans la direction (kxxˆ + kzzˆ). Cette expression du
champ diffracté s’applique pour tout point du milieu Ω0 et l’hypothèse de Rayleigh, illustrée par la figure
2.6, nous dit qu’elle est également valide sur la surface rugueuse.
Nous écrivons ensuite le terme Ψ˜d de l’équation (4.21) comme une série de petites perturbations :
Ψ˜d =
N∑
k=0
Ψ˜
(k)
d + o
(
Ψ˜
(N)
d
)
(4.22)
Le nom de la Méthode des Petites Perturbations prend alors tout son sens dans l’approximation qui suit :
pour les surfaces rugueuses sur lesquelles nous avons effectué nos mesures, leurs hauteurs étant petites
devant la longueur d’onde, nous avons |kzz|  1. Nous pouvons effectuer le développement limité de la
fonction exponentielle :
ejkzz =
N∑
k=0
(jkzz)
k
k!
+ o
(
(jkzz)
N
)
(4.23)
En utilisant les équations (4.22) et (4.23) et en les insérant dans l’équation (4.21), nous obtenons jusqu’à
l’ordre 2 :
Ψd (x, z) =
+∞∫
−∞
(
Ψ˜
(0)
d + Ψ˜
(1)
d + Ψ˜
(2)
d
)(
1 + jkzz − k
2
zz
2
2
)
ejkxxdkx (4.24)
De plus, le développement perturbatif de l’onde incidente dans le domaine spatial s’exprime par :
Ψi =
N∑
k=0
Ψ
(k)
i + o
(
Ψ
(N)
i
)
(4.25)
où les Ψ(k)i sont données jusqu’à l’ordre 2 pour une onde incidente plane dans l’annexe A par les équations
(A.1). Nous intégrons les équations (4.24) et (4.25) à l’ordre 2 dans la condition aux limites de Dirichlet
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(4.20). D’après les développements calculatoires de l’annexe F, nous obtenons l’équation suivante dont les
inconnues sont les Ψ˜(k)d :
N∑
k=0
Ψ
(k)
i +
+∞∫
−∞
(
N∑
k=0
Ψ˜
(k)
d
)(
N∑
k=0
(jkzz)
k
k!
)
ejkxxdkx = 0 (4.26)
Un des avantages de la MPP est que nous pouvons résoudre cette équation ordre par ordre :
Ψi + Ψd = 0⇐⇒ ∀k ∈ N,Ψ(k)d = −Ψ(k)i (4.27)
L’annexe F détaille les calculs permettant de résoudre le système d’équations précédent et de déterminer les
inconnues aux ordres k ∈ {1; · · · ;N}, Ψ˜(k)d . Les expressions obtenues pour les inconnues sont :

Ψ˜
(0)
d = −F(Ψ(0)i ) , pour k = 0
Ψ˜
(k)
d = −F
(
Ψ
(k)
i
)
−
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
(m)
d
(jkz)
k−m
(k −m)!∀k ≥ 1 ,
(4.28)
L’opérateur
k−1−m∏
∗
z˜ représente le produit de convolution à k termes :
k∏
∗
z˜ = z˜ ∗˜∗ · · · ∗ z˜
z˜ est convolué k fois
.
L’annexe F fournit le détail des calculs permettant l’obtention d’une expression analytique et récur-
sive des inconnues à n’importe quel ordre. Nous donnons ci-dessous les expressions des inconnues et des
courants surfaciques jusqu’à l’ordre 2 :

Ψ˜
(0)
d (kx) = −F
(
Ψ
(0)
i
)
Ψ˜
(1)
d (kx) = −F
(
Ψ
(1)
i
)
− z˜ ∗
[
jkzΨ˜
(0)
d (kx)
]
Ψ˜
(2)
d (kx) = −F
(
Ψ
(2)
i
)
+ z˜ ∗ z˜ ∗
[
k2z
2
Ψ˜
(0)
d (kx)
]
− z˜ ∗
[
ikzΨ˜
(1)
d (kx)
] (4.29)
Grâce à nos calculs, nous avons déterminé les inconnues Ψ˜(k)d du problème. Ce qui nous intéresse, c’est
l’expression des courants surfaciques. Pour les obtenir, nous effectuons le développement perturbatif de
l’équation (4.19). Pour calculer les courants surfaciques, nous devons remplacer les inconnues par leurs
expressions obtenues en (4.28). En reprenant les termes perturbatifs des champs incidents et diffractés des
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annexes A et B, les courants surfaciques que nous obtenons jusqu’à l’ordre 2 sont :
∂Ψ
∂n
=
∂Ψ(0)
∂n
+
∂Ψ(1)
∂n
+
∂Ψ(2)
∂n
=
∂Ψ
(0)
i
∂n
+
1√
1 + γ2
+∞∫
−∞
jkzΨ˜
(0)
d (kx) e
jkxxdkx︸ ︷︷ ︸
Courants (Ordre 0)
+
∂Ψi
∂n
(1)
+
1√
1 + γ2
+∞∫
−∞
[
jkzΨ˜
(1)
d + (kxz˜) ∗
(
kxΨ˜
(0)
d
)
− z˜ ∗
(
k2zΨ˜
(0)
d
)]
ejkxxdkx︸ ︷︷ ︸
Courants (ordre 1)
+
∂Ψi
∂n
(2)
+
1√
1 + γ2
+∞∫
−∞
[
jkzΨ˜
(2)
d + (kxz˜) ∗
(
kxΨ˜
(1)
d
)
− z˜ ∗
(
k2zΨ˜
(1)
d
)]
ejkxxdkx
+
1√
1 + γ2
+∞∫
−∞
[
i(kxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)]
ejkxxdkx︸ ︷︷ ︸
Courants (Ordre 2)
(4.30)
Problème aux limites de Neumann
Pour la polarisation TM, d’après l’équation intégrale (2.16) et la condition aux limites (2.15), les courants
surfaciques sont représentés par la grandeur Ψ calculée sur la surface :
Ψ(x, z) = Ψi(x, z) + Ψd(x, z) , ∀(x, z) ∈ ΣA (4.31)
La condition aux limites de Neumann (2.15) impose que ∂Ψ
∂n
soit nul sur la surface :
∂Ψ (x, z)
∂n
=
Ψi (x, z)
∂n
+
∂Ψd (x, z)
∂n
= 0 (4.32)
En suivant le même protocole que pour la polarisation TE, nous pouvons déterminer par le calcul les in-
connues du problème pour tous les ordres. Les calculs sont disponibles dans l’annexe F. Nous obtenons
l’expression récursive des inconnues suivante :
Ψ˜
(k)
d =
j(kxz˜) ∗ F
(
∂Ψi
∂x
(k)
)
−F
(
∂Ψi
∂z
(k)
)
+ j(kxz˜) ∗
(
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
(jkzz)
k−1−m
(k−1−m)! Ψ˜
(m)
d [j(kx − kz)]
)
jkz
(4.33)
98 CHAPITRE 4. MÉTHODE DES PETITES PERTURBATIONS (MPP)
Les expressions de ces inconnues aux ordres 0, 1 et 2 sont :
Ψ˜
(0)
d = −
F
(
∂Ψ
(0)
i
∂z
)
jkz
Ψ˜
(1)
d =
j(kxz˜) ∗ F
(
∂Ψ
(0)
i
∂x
)
−F
(
∂Ψ
(1)
i
∂z
)
− (kxz˜) ∗
(
kxΨ˜
(0)
d
)
+ z˜ ∗
(
k2zΨ˜
(0)
d
)
jkz
Ψ˜
(2)
d =
j (kxz˜) ∗ F
(
∂Ψi
∂x
(1)
)
−F
(
∂Ψ
(2)
i
∂z
)
− (kxz˜) ∗
(
kxΨ˜
(1)
d
)
+ z˜ ∗
(
k2zΨ˜
(1)
d
)
jkz
−
j (kxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
+ z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)
jkz
(4.34)
Pour obtenir l’expression des courants surfaciques en polarisation TM, nous devons utiliser les inconnues
(4.33) et les réinjecter dans l’expression perturbative des courants surfaciques que nous obtenons à partir de
(4.31) :
Ψ = Ψi + Ψd
=
N∑
k=0
(
Ψ
(k)
i + Ψ
(k)
d
) (4.35)
Nous obtenons pour les deux premiers ordres :
Ψ(0) = Ψ
(0)
i +
+∞∫
−∞
Ψ˜
(0)
d e
jkxxdkx (ordre 0)
Ψ(1) = Ψ
(1)
i +
+∞∫
−∞
[
z˜ ∗
(
jkzΨ˜
(0)
d
)
+ Ψ˜
(1)
d
]
ejkxxdkx (ordre 1)
Ψ(2) = Ψ
(2)
i +
+∞∫
−∞
[
−z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
+ z˜ ∗
(
jkzΨ˜
(1)
d
)
+ Ψ˜
(2)
d
]
ejkxxdkx (ordre 2)
(4.36)
Il est possible d’insérer les termes perturbatifs de n’importe quelle onde incidente 2D dans l’expression des
inconnues (4.34) et des courants surfaciques (4.36). Pour obtenir l’expression des courants en polarisation
TM, il faut remplacer les inconnues précédentes (4.34) dans l’expression des courants aux différents ordres
(4.36).
4.3.2 Surfaces diélectriques
Contrairement au cas de la surface PC, la diffraction par une surface diélectrique fait apparaître une onde
transmise dans le milieu Ω1 comme le montre la figure 4.3. Nous reprenons les expressions (2.21) et (2.22)
du chapitre II pour exprimer les vecteurs d’ondes. De plus, nous simplifions la notation des composantes
selon xˆ des vecteurs d’onde diffracté et transmis : kdx = ktx = kx. Nous ajoutons également le vecteur
d’onde kti qui correspond au vecteur d’onde d’une onde transmise à travers une surface diélectrique lisse
illuminée par une onde incidente avec un angle θi. L’indice i de kti fait donc référence à l’angle θi.
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
ki = kixxˆ− kizzˆ
kd = kxxˆ+ kdzzˆ
kt = kxxˆ− ktzzˆ
kti = ktixxˆ− ktizzˆ
(4.37)
Le signe − pour les composantes selon zˆ des vecteurs d’ondes des ondes incidente et transmise est lié à
leur propagation "vers le bas". Chacun des vecteurs d’onde peut se décomposer en une composante selon xˆ
et zˆ que l’on obtient à partir du nombre d’onde par les relations suivantes :
kix =
√
r,0k0 sin θi kiz =
√
r,0k0 cos θi
kx =
√
r,0k0 sin θr kdz =
√
r,0k0 cos θr
kx =
√
r,1k0 sin θt ktz =
√
r,1k0 cos θt
(4.38)
FIGURE 4.3 – Diffraction d’une onde incidente par une surface rugueuse aléatoire donnant naissance à une
onde diffractée et une onde transmise
Pour une surface diélectrique, nous reprenons les conditions aux limites (2.14) exprimées au chapitre
II :
∀ (x, z) ∈ ΣA ,
{
Ψ0 (x, z) = Ψ1 (x, z)
n · ∇Ψ0 (x, z) = ρ01n · ∇Ψ1 (x, z) (4.39)
Pour les champs Ψ0 et Ψ1, et pour ρ01, les indices 0 et 1 correspondent respectivement au milieu au-dessus
de la surface Ω0 et à l’espace en dessous de la surface Ω1. ρ01 est le contraste et représente le rapport de
la permittivité diélectrique relative du milieu Ω0 sur celle du milieu Ω1. Le champ dans le milieu Ω1 est la
somme du champ incident et du champ diffracté, et le champ du milieu Ω2 correspond au champ transmis :{
Ψ0 (x, z) = Ψi (x, z) + Ψd (x, z)
Ψ1 (x, z) = Ψt (x, z)
(4.40)
Dans les milieux Ω0 et Ω1, l’onde diffractée, comme l’onde transmise, peuvent s’écrire comme une somme
d’ondes planes. Nous avons alors les expressions suivantes :
Ψd (x, z) =
+∞∫
−∞
Ψ˜d (kx) e
j(kxx+kdzz)dkx Ψt (x, z) =
+∞∫
−∞
Ψ˜t (kx) e
j(kxx−ktzz)dkx (4.41)
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Le signe des composantes (+kdz) et (−ktz) s’obtient en fonction du sens du vecteur d’onde : vers le haut
pour l’onde diffractée et vers le bas pour l’onde transmise.
Les variations des hauteurs étant faibles devant la longueur d’onde, nous effectuons le développement
perturbatif des grandeurs suivantes jusqu’à l’ordre N :

Ψi (x, z) =
∑N
k=0 Ψ
(k)
i (x, z)
Ψ˜d (kx) =
∑N
k=0 Ψ˜
(k)
d (kx)
Ψ˜t (kx) =
∑N
k=0 Ψ˜
(k)
t (kx)
ejkzz =
∑N
k=0 (j)
k kkz z
k
k!
e−jktzz =
∑N
k=0 (−j)k k
k
tzz
k
k!
En partant des équations des conditions aux limites (4.39) et en utilisant l’hypothèse de Rayleigh, illustrée
par la figure 2.6, il est possible de déterminer les inconnues du problème Ψ˜(k)d (kx) et Ψ˜
(k)
t (kx). Les calculs
sont disponibles dans l’annexe E et permettent d’obtenir une formulation récursive des inconnues. En dehors
des inconnues d’ordre 0 qui sont proportionnelles aux termes d’ordre 0 de l’onde incidente, les termes
d’ordres supérieurs dépendent des inconnues d’ordres inférieurs et des termes de l’onde incidente du même
ordre.
Les solutions récursives des systèmes pour l’ordre 0 sont :

Ψ˜
(0)
d (kx) =
−F
(
∂Ψi(x,z)
∂z
(0)
)
− jρ01ktzF
(
Ψ
(0)
i (x, z)
)
j (kz + ρ01ktz)
Ψ˜
(0)
t (kx) =
−F
(
∂Ψi(x,z)
∂z
(0)
)
+ jkzF
(
Ψ
(0)
i (x, z)
)
j (kz + ρ01ktz)
(4.42)
et pour l’ordre 1 :
Ψ˜
(1)
d (kx) =
(−jkxz˜) ∗ F
(
∂Ψi(x,z)
∂x
(0)
)
−j (kz + ρ01ktz) (−jkxz˜)
+
1
−j (kz + ρ01ktz)F
(
∂Ψi (x, z)
∂z
(1)
)
+
ρ01jktz
−j (kz + ρ01ktz)F
(
Ψ
(1)
i (x, z)
)
+
(kxz˜) ∗
(
kxΨ˜
(0)
d (kx)
)
− ρ01ktz
(
z˜ ∗
(
kzΨ˜
(0)
d (kx)
))
− z˜ ∗
(
k2zΨ˜
(0)
d (kx)
)
−j (kz + ρ01ktz)
−
ρ01(kxz˜) ∗
(
kxΨ˜
(0)
t (kx)
)
− ρ01ktz
(
z˜ ∗
(
ktzΨ˜
(0)
t (kx)
))
+ ρ01z˜ ∗
(
k2tzΨ˜
(0)
t (kx)
)
−j (kz + ρ01ktz)
(4.43)
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Ψ˜
(1)
t (kx) =
−j(kxz˜) ∗ F
(
∂Ψi(x,z)
∂x
(0)
)
−j (kz + ρ01ktz)
+
1
−j (kz + ρ01ktz)F
(
∂Ψi (x, z)
∂z
(1)
)
+
−jkz
−j (kz + ρ01ktz)F
(
Ψ
(1)
i (x, z)
)
+
(kxz˜) ∗
(
kxΨ˜
(0)
d (kx)
)
− z˜ ∗
(
k2zΨ˜
(0)
d (kx)
)
+ kz
(
z˜ ∗
(
kzΨ˜
(0)
d
)
(kx)
)
−j (kz + ρ01ktz)
+
−ρ01(kxz˜) ∗
(
kxΨ˜
(0)
t (kx)
)
+ ρ01z˜ ∗
(
k2tzΨ˜
(0)
t (kx)
)
+ kz
(
z˜ ∗
(
ktzΨ˜
(0)
t (kx)
))
−j (kz + ρ01ktz)
(4.44)
Pour l’ordre 2, l’expression récursive de l’inconnue Ψ˜(2)d est :
Ψ˜
(2)
d (kx) =
−j(kxz˜) ∗ F
(
∂Ψi(x,z)
∂x
(1)
)
−j (kz + ρ01ktz)
+
1
−j (kz + ρ01ktz)F
(
∂Ψi (x, z)
∂z
(2)
)
+
jρ01ktz
−j (kz + ρ01ktz)F
(
Ψ
(2)
i (x, z)
)
+
j(kxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d (kx)
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d (kx)
)
− ρ01jktz
(
z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d (kx)
))
−j (kz + ρ01ktz)
+
−z˜ ∗
(
k2zΨ˜
(1)
d (kx)
)
+ (kxz˜) ∗
(
kxΨ˜
(1)
d (kx)
)
− ρ01ktz
(
z˜ ∗
(
kzΨ˜
(1)
d (kx)
))
−j (kz + ρ01ktz)
+
ρ01j(kxz˜) ∗ z˜ ∗
(
kxktzΨ˜
(0)
t (kx)
)
− ρ01z˜ ∗ z˜ ∗
(
jk3tz
2
Ψ˜
(0)
t (kx)
)
+ ρ01jktz
(
z˜ ∗ z˜ ∗ k2tz
2
Ψ˜
(0)
t (kx)
)
−j (kz + ρ01ktz)
+
−ρ01(kxz˜) ∗
(
kxΨ˜
(1)
t (kx)
)
+ ρ01z˜ ∗
(
k2tzΨ˜
(1)
t (kx)
)
− ρ01ktz
(
z˜ ∗
(
ktzΨ˜
(1)
t (kx)
))
−j (kz + ρ01ktz)
(4.45)
Comme nous ne nous intéressons pas aux champs transmis sous la surface, nous ne donnons pas ici
l’expression de Ψ˜(2)t .
Pour obtenir les courants surfaciques, les expressions de ces inconnues, obtenues pour les polarisations
TE et TM, doivent être intégrées dans les formulations des courants surfaciques Ψ, via les équations (4.30)
et ∂Ψ
∂nˆ
, via les équations (4.36).
Il est à noter que d’après les conditions aux limites (2.14), en polarisation TE, les courants sont donnés,
à la fois par la somme ∂Ψi
∂n
+ ∂Ψd
∂n
et par ∂Ψt
∂n
. Les deux expressions obtenues doivent être égales d’après les
conditions aux limites. Pour la polarisation TM, ils sont donnés par Ψi + Ψd d’une part et par Ψt d’autre
part, et doivent également être égales. Une étape menant à la validation de nos résultats a consisté à valider
numériquement ces égalités.
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4.4 Courants à l’ordre 2 pour une onde incidente plane
Dans la section précédente, nous avons fourni les expressions des inconnues et des courants surfaciques du
problème de la diffraction d’une onde incidente quelconque par une surface rugueuse (PC ou diélectrique).
Ici, nous reprenons ces expressions et les calculons pour le cas d’une onde incidente plane.
4.4.1 Cas d’une surface parfaitement conductrice
Problème de Dirichlet (TE)
Pour une onde plane en polarisation TE illuminant une surface rugueuse aléatoire, nous avons vu que les
courants surfaciques s’expriment en fonction des inconnues du problème par les équations (4.30). Nous
avons déterminé les expressions des inconnues des différents ordres dans le domaine spectral en (4.29). En
incorporant les termes perturbatifs correspondants (A.1) de l’onde plane de l’annexe A, nous obtenons les
inconnues suivantes jusqu’à l’ordre 2 :
Ψ˜
(0)
d (kx) = −Ψi0δkix
Ψ˜
(1)
d (kx) = 2jkizΨi0z˜kix
Ψ˜
(2)
d (kx) = 2Ψi0kiz z˜ ∗ (kz z˜kix)
(4.46)
où nous avons adopté les notations z˜kix = z˜ (kx − kix) et δkix = δ (kx − kix). Ces expressions sont
conformes à celles du livre de Tsang et al. [35].
En intégrant les expressions des inconnues (4.46) et des termes perturbatifs de l’onde incidente plane
(A.1) de l’annexe A dans l’expression des courants (4.19) en polarisation TE, nous obtenons les courants
surfaciques pour une onde incidente plane :
Ψ
(0)
i (x, z)
∂n
+
Ψ
(0)
d (x, z)
∂n
= −2jkiz Ψi0e
jkixx√
1 + γ2
Ψ
(1)
i (x, z)
∂n
+
Ψ
(1)
d (x, z)
∂n
= − (iγkix + k2izz) Ψi0ejkixx√
1 + γ2
+
1√
1 + γ2
+∞∫
−∞
[
jkzΨ˜
(1)
d + (kxz˜) ∗
(
kxΨ˜
(0)
d
)
− z˜ ∗
(
k2zΨ˜
(0)
d
)]
ejkxxdkx
Ψ
(2)
i (x, z)
∂n
+
Ψ
(2)
d (x, z)
∂n
=
(
jk3izz
2
2
− γkixkizz
)
Ψi0e
jkixx√
1 + γ2
+
1√
1 + γ2
+∞∫
−∞
[
jkzΨ˜
(2)
d + (kxz˜) ∗
(
kxΨ˜
(1)
d
)
− z˜ ∗
(
k2zΨ˜
(1)
d
)]
ejkxxdkx
+
1√
1 + γ2
+∞∫
−∞
[
i(kxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)]
ejkxxdkx
(4.47)
La solution de l’inconnue d’ordre 0 est la même que pour un problème de diffraction par une surface lisse
de taille infinie : elle est indépendante de la rugosité. L’inconnue d’ordre 1 est proportionnelle à la transfor-
mée de Fourier des hauteurs translatée de kix. Chacune des composantes spectrales de la surface apparait
dans l’expression du champ diffracté. L’inconnue d’ordre 2, résultat de la convolution de la transformée de
Fourier des hauteurs et de la transformée de Fourier des hauteurs translatée de kix, traduit les interactions
d’ordre 2 sur la surface, soit les doubles réflexions de l’onde incidente sur la surface.
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Problème de Neumann (TM)
Pour le cas particulier d’une onde incidente plane en polarisation TM, les expressions des courants surfa-
ciques sur une surface diélectrique aux différents ordres sont :
Ψ(0) = Ψi0e
jkixx +
+∞∫
−∞
Ψ˜
(0)
d (kx) e
jkxxdkx (ordre 0)
Ψ(1) = −jkizzΨi0ejkixx +
+∞∫
−∞
[
z˜ ∗
(
jkzΨ˜
(0)
d
)
+ Ψ˜
(1)
d
]
ejkxxdkx (ordre 1)
Ψ(2) = −k
2
izz
2
2
Ψi0e
jkixx +
+∞∫
−∞
[
−z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
+ z˜ ∗
(
jkzΨ˜
(1)
d
)
+ Ψ˜
(2)
d
]
ejkxxdkx (ordre 2)
(4.48)
Les inconnues du système d’équation (4.34) dépendent des inconnues des ordres inférieurs (sauf pour
l’ordre 0) et des termes d’ordre équivalent de l’onde incidente. En prenant la décomposition en série de
l’onde plane de l’Annexe A et en l’intégrant dans l’expression des inconnues (4.34), nous obtenons après
simplification : 
Ψ˜
(0)
d = Ψi0δ (kx − kix)
Ψ˜
(1)
d =
2j
kz
(
kxkix − k20
)
z˜kix
Ψ˜
(2)
d =
2 (kxkix − k20) z˜kix
[
kz ∗ z˜ − kxkz ∗ kxz˜
]
kz
(4.49)
En intégrant les expressions d’ordre 0 de (4.49) dans (4.48), nous obtenons :
Ψ(0) = 2Ψi0e
jkixx (Ordre 0)
Ψ(1) = −2jkizzΨi0ejkixx +
∞∫
−∞
Ψ˜
(1)
d e
jkxxdkx (Ordre 1)
Ψ(2) = −2k2izz2
2
Ψi0e
jkixx +
+∞∫
−∞
[
z˜ ∗
(
jkzΨ˜
(1)
d
)
+ Ψ˜
(2)
d
]
ejkxxdkx (Ordre 2)
(4.50)
Nous venons de traiter analytiquement le problème de la diffraction électromagnétique par une surface
rugueuse parfaitement conductrice de longueur infinie éclairée par une onde plane pour les polarisations
TE et TM. Dans le cas d’une surface de longueur finie, nous avons expliqué l’usage de l’onde Thorsos en
simulation numérique et comment l’utiliser pour résoudre analytiquement ce problème. La résolution des
équations aux conditions limites a permis de déterminer les inconnues du domaine spectral. A partir de ces
inconnues, nous avons déterminé les courants surfaciques pour chacune des polarisations.
Dans la partie qui suit, nous allons traiter, non plus le cas de la diffraction par une surface PC mais par
une surface diélectrique, ce qui représente un modèle plus réaliste de sol rugueux.
4.4.2 Surface diélectrique
Lorsque l’onde incidente est une onde plane, les solutions aux inconnues des équations (4.42), (4.43) et
(4.45) peuvent se simplifier comme le montre l’annexe E. Les inconnues d’ordre 0 sont alors :
Ψ˜
(0)
d (kx) = Ψi0δ (kx − kix)
(
kiz − ρ01ktiz
ρ01ktiz + kiz
)
Ψ˜
(0)
t (kx) = Ψi0δ (kx − kix)
(
2kiz
ρ01ktiz + kiz
) (4.51)
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Nous reconnaissons dans Ψ˜(0)d et Ψ˜
(0)
t les coefficients de Fresnel en réflexion (2.25) et en transmission (2.26)
pour une surface lisse.
Pour l’ordre 1, nous avons :
Ψ˜
(1)
d (kx) = 2kizΨi0z˜ (kx − kix)
(1− ρ01) (kixkx − ρ01ktizktz)− k20 (1− ρ01r1)
−j (kz + ρ01ktz) (ρ01ktiz + kiz)
Ψ˜
(1)
t (kx) = 2kizΨi0z˜ (kx − kix)
(1− ρ01) (kxkix + ktizkz)− k20 (1− ρ01r1)
−j (ρ01ktiz + kiz) (kz + ρ01ktz)
(4.52)
En polarisation TE, ρ01 = 1. Nous remarquons alors que
Ψ˜
(1)
d (kx) = Ψ˜
(1)
t (kx) = 2kizΨi0z˜ (kx − kix)
−k20 (1− r1)
−j (kz + ktz) (ktiz + kiz) (4.53)
Pour l’ordre 2, nous avons :
Ψ˜
(2)
d (kx) = −Ψi0kizB˜
∞∫
−∞
z˜(k′x − kix)z˜(kx − k′x) [−ktz − ktiz + 2k′tz − 2k′z] dk′x (4.54)
avec B˜ = k
2
0(r1−1)
(ktz+kz)(ktiz+kiz)
.
Nous venons de traiter le cas de la diffraction d’une onde électromagnétique par une surface diélectrique
de longueur infinie, éclairée par une onde incidente plane pour les deux polarisations TE et TM. Nous avons
fourni une expression analytique des composantes spectrales aux ordres 0, 1 et 2. L’ordre 0 fait apparaître
les coefficients de Fresnel en réflexion et en transmission. Nous avons également déterminé les courants
surfaciques pour ce type de surface.
Dans la suite, nous allons nous intéresser aux champs diffractés au-dessus de la surface. Des traitements
statistiques seront employés pour déterminer le champ diffusé cohérent.
4.5 Diffusion par une surface rugueuse à l’aide de la MPP
4.5.1 Champ diffracté
D’après le chapitre II, nous avons deux méthodes pour calculer le champ diffracté. La première est basée
sur le principe de Huygens (2.17) : à partir de la connaissance des courants surfaciques et des fonctions de
Green, nous sommes capables de calculer le champ diffracté dans tout le milieu Ω0. La seconde méthode
est basée sur la décomposition en onde plane (4.61) et l’hypothèse de Rayleigh, illustrée par la figure
2.6. En réinjectant l’expression des inconnues des différents ordres dans l’équation (4.21), nous obtenons
l’expression du champ diffracté dans Ω0 :
Ψd (x, z) =
+∞∫
−∞
(
Ψ˜
(0)
d + Ψ˜
(1)
d + Ψ˜
(2)
d
)
ej(kxx+kzz)dkx (4.55)
Dans cette équation, (x, z) ne sont plus sur la surface mais dans le milieu Ω0. L’exponentielle ne peut plus
être décomposée en série de Taylor.
Par analogie avec la MdM, nous avons suivi la méthode avec le principe de Huygens pour calculer
numériquement le champ diffracté. Il serait intéressant de comparer numériquement ces deux méthodes.
Nous ne l’avons pas fait dans ces travaux.
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Nous donnons dans la suite les expressions du champ diffracté que nous avons implantées numérique-
ment. Nous avons vu que le champ diffracté peut s’écrire sous le forme (2.16) , où Ψ0 et Ψ0∂n sont les courants
surfaciques. Dans la suite, nous les notons Ψ et Ψ
∂n
. La méthode MPP nous a permis de calculer les courants
surfaciques jusqu’à l’ordre 2 dans le cas d’une onde incidente plane. Ils sont donnés par les expressions
(4.61) pour le cas d’une surface PC et la polarisation TE, (4.48) pour une surface PC et la polarisation TM
et (4.47), (4.50) pour une surface diélectrique et les deux polarisations TE et TM.
Pour la surface PC et la polarisation TE, comme Ψ = 0 et ∂Ψ
∂n
= ∂Ψ
(0)
∂n
+ ∂Ψ
(1)
∂n
+ ∂Ψ
(2)
∂n
, en prenant en
compte les termes de courants jusqu’à l’ordre 2 (4.47), le champ diffracté s’écrit :
Ψd(r
′) = −
∫
S
g0(r, r
′)
[
∂Ψ
(0)
0 (r)
∂n
+
∂Ψ
(1)
0 (r)
∂n
+
∂Ψ
(2)
0 (r)
∂n
]
dS, si r′ ∈ Ω0 (4.56)
Pour la surface PC et la polarisation TM, comme ∂Ψ
∂n
= 0 et Ψ = Ψ(0) + Ψ(1) + Ψ(2) , en prenant en compte
les termes de courants jusqu’à l’ordre 2 (4.50), le champ diffracté s’écrit :
Ψd(r
′) =
∫
S
[
Ψ
(0)
0 + Ψ
(1)
0 + Ψ
(2)
0
] ∂g0(r, r′)
∂n
dS, si r′ ∈ Ω0 (4.57)
Pour la surface diélectrique, le champ diffracté s’écrit :
Ψd(r
′) =
∫
S
(
Ψ
(0)
0 (r) + Ψ
(1)
0 (r) + Ψ
(2)
0 (r)
) ∂g0(r, r′)
∂n
dS
−
∫
S
g0(r, r
′)
(
∂Ψ
(0)
0 (r)
∂n
+
∂Ψ
(1)
0 (r)
∂n
+
∂Ψ
(2)
0 (r)
∂n
)
dS, si r′ ∈ Ω0
(4.58)
où ∂Ψ
∂n
et Ψ sont donnés par (4.30) et (4.36) avec les inconnues (4.51), (4.52) et (E.38). Les résultats de la
polarisation TE s’obtiennent en prenant ρ01 = 1 et ceux de la polarisation TM en prenant ρ01 = r0r1 .
4.5.2 Champ diffusé cohérent
Les champs diffractés (4.56), (4.57) et (4.58) permettent de calculer la diffraction pour une surface rugueuse
déterministe. Pour obtenir l’expression du champ diffusé cohérent, il faut calculer la moyenne statistique
des champs diffractés en suivant la définition (2.71). La variable aléatoire dans l’expression des champs
diffractés est z, qui se situe sur la surface rugueuse. Prenons l’exemple du calcul du champ diffusé avec
l’expression (4.56). En supposons que g0(r, r′) et
∂Ψ
(0)
0 (r)
∂n
sont des processus aléatoires indépendants (ce
qui serait à montrer), nous aurions :
〈Ψd(r′)〉 =
∫
S
−〈g0(r, r′)〉
[〈
∂Ψ
(0)
0 (r)
∂n
〉
+
〈
∂Ψ
(1)
0 (r)
∂n
〉
+
〈
∂Ψ
(2)
0 (r)
∂n
〉]
dS, si r′ ∈ Ω0 (4.59)
Le calcul des termes
〈
∂Ψ
(0)
0 (r)
∂n
〉
,
〈
∂Ψ
(1)
0 (r)
∂n
〉
et
〈
∂Ψ
(2)
0 (r)
∂n
〉
n’a pas vraiment de sens physique car r est
une variable d’espace aléatoire et nous cherchons à calculer la moyenne des courants qui ont une valeur
aléatoire, sur une position qui est elle-même aléatoire. Au final, nous ne savons pas en quelles positions est
calculée l’espérance des courants et à quoi elle correspond physiquement.
Pour palier à ce problème, nous utilisons la décomposition en ondes planes (4.60) et l’hypothèse de
Rayleigh (2.6) pour exprimer le champ diffracté, il s’écrit alors :
〈Ψd(x, z)〉 =
+∞∫
−∞
Ψ˜de
jkxx+jkzzdkx (4.60)
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Nous décomposons Ψ˜d en termes perturbatifs jusqu’à l’ordre 2, nous avons pour tout point (x, z) ∈ Ω0 :
Ψd(x, z) =
+∞∫
−∞
(
Ψ˜
(0)
d + Ψ˜
(1)
d + Ψ˜
(2)
d
)
ej(kxx+kzz)dkx (4.61)
où (x, z) ∈ Ω0 ne sont plus sur la surface rugueuse mais dans l’espace. z est alors une grandeur déterministe
indiquant la position du point auquel nous calculons le champ diffracté. Par contre, les expressions des Ψ˜(0)d ,
Ψ˜
(1)
d et Ψ˜
(2)
d contiennent les variables z˜ et γ, qui elles sont liées aux points de la surface rugueuse.
Le calcul de l’espérance du champ diffracté donne le champ diffusé cohérent :
〈Ψd(x, z)〉 =
+∞∫
−∞
[〈
Ψ˜
(0)
d
〉
+
〈
Ψ˜
(1)
d
〉
+
〈
Ψ˜
(2)
d
〉]
ej(kxx+kzz)dkx (4.62)
Calculons l’espérance des inconnues (4.46) obtenues pour la polarisation TE et la surface PC, nous obte-
nons : 
〈
Ψ˜
(0)
d (kx)
〉
= −Ψi0δkix〈
Ψ˜
(1)
d (kx)
〉
= 0〈
Ψ˜
(2)
d (kx)
〉
= 2Ψi0kizδ(kx − kix)
+∞∫
−∞
k′zW (k
′
x − kix)dk′x
(4.63)
L’espérance de l’ordre Ψ˜(1)d a été obtenue en considérant le fait que 〈z˜kix〉 = 0 car z˜ est un processus aléatoire
de moyenne nulle (cf construction de la surface rugueuse). De plus, 〈z˜ ∗ z˜kix〉 = δ(kx − kix)
+∞∫
−∞
W (k′x −
kix)dk
′
x où W est la densité spectrale de puissance des hauteurs définie en (3.3.3) selon la nature de la
FA.Ainsi, l’expression du champ diffusé cohérent se calcule à partir des termes perturbatifs 0 et 2 :
〈Ψd(x, z)〉TE,coh =
+∞∫
−∞
[〈
Ψ˜
(0)
d
〉
+
〈
Ψ˜
(2)
d
〉]
ej(kxx+kzz)dkx
= Ψi0e
j(kxx+kzz)
+∞∫
−∞
[−1 + 2kizk′zW (k′x − kix)] dk′x
(4.64)
Pour la polarisation TM et une surface PC, l’espérance des inconnues (4.49) donne :
〈
Ψ˜
(0)
d
〉
= Ψi0δ (kx − kix)〈
Ψ˜
(1)
d
〉
= 0〈
Ψ˜
(2)
d
〉
= − 2
kiz
δ(kx − kix)
+∞∫
−∞
(k′xkix−k20)
2
k′z
W (k′x − kix)dk′x
(4.65)
En intégrant ces expressions dans (4.62), le champ diffusé cohérent s’écrit :
〈Ψd(x, z)〉TM,coh = Ψi0ej(kxx+kzz)
1− 2
kiz
δ(kx − kix)
+∞∫
−∞
(k′xkix − k20)2
k′z
W (k′x − kix)dk′x
 (4.66)
Que ce soit pour la polarisation TE comme pour la polarisation TM, nous pouvons remarquer que le champ
cohérent, grâce au terme ej(kixx+kizz), est diffusé uniquement dans la direction spéculaire. L’expression du
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champ diffracté par une surface lisse PC, en polarisation TE peut s’écrire : Ψd(x, z) = −Ψi0ej(kixx+kizz) et
pour la polarisation TM : Ψd(x, z) = Ψi0ej(kixx+kizz). Nous remarquons que pour une surface rugueuse, le
module de l’amplitude du champ diffusé cohérent est inférieure à l’amplitude du champ diffracté par une
surface lisse. Nous pouvons interpréter cela par le fait qu’en présence d’une surface rugueuse, le champ ne
se concentre plus uniquement dans la direction spéculaire mais qu’une partie de l’énergie et diffusée dans
les autres directions. Ainsi, l’énergie dans la direction spéculaire est plus faible.
Pour la surface diélectrique et la polarisation TE, la moyenne des inconnues données en (4.51), (4.52)
et (E.38) permet d’obtenir :
〈
Ψ˜
(0)
d
〉
= Ψi0δ (kx − kix)
(
kiz−ρ01ktiz
ρ01ktiz+kiz
)〈
Ψ˜
(1)
d
〉
= 0〈
Ψ˜
(2)
d
〉
= 2Ψi0kiz
k20(r1−1)
(ktiz+kiz)2
δ(kx − kix)
+∞∫
−∞
W (k′x − kix) [k′z − 2k′tz + 2ktiz] dk′x
(4.67)
Comme pour la surface PC, l’espérance de l’inconnue d’ordre 1 étant nulle, le champ cohérent diffusé par
la surface diélectrique est obtenu à partir des termes perturbatifs d’ordre 0 et 2 :
〈Ψd(x, z)〉DITE,coh = Ψi0ej(kixx+kizz)
[
RF ,TE + 2kizk
2
0(r1 − 1)
(ktiz + kiz)2
] +∞∫
−∞
W (k′x − kix) [k′z − k′tz + ktiz] dk′x
(4.68)
oùRF ,TE est le coefficient de Fresnel en réflexion (2.25) pour la polarisation TE.
A l’aide de la méthode MPP, nous avons pu déterminer l’expression des champs cohérents en tout
point de l’espace Ω0. En suivant la même démarche, nous pourrions déterminer les expressions des champs
transmis cohérents dans le milieu Ω1 à l’aide des termes du champ transmis : Ψ
(0)
t , Ψ
(1)
t et Ψ
(2)
t . Nous
n’avons pas traité le champ transmis cohérent dans nos travaux.
Nous avons vu qu’une grandeur souvent utilisée dans la communauté scientifique est le coefficient de
diffusion bistatique incohérent dont la définition est donnée en (2.63). Nous utilisons la MPP pour calculer
ce coefficient dans la partie qui suit.
4.5.3 Coefficient de diffusion
En suivant la démarche de Tsang et Kong [35], nous retrouvons bien les expressions suivantes du coefficient
de diffusion bistatique incohérent pour la polarisation TE :
σPC,TEincoh = 4k
3 cos2 θd cos θiW (k0 sin θd − k0 sin θi) (4.69)
et pour la polarisation TM :
σPC,TMincoh =
4k30(sin θd sin θi − 1)2
cos θi
W (k0 sin θd − k0 sin θi) (4.70)
Dans la suite, nous suivons la même démarche pour déterminer les coefficients de diffusion bistatique
incohérent pour des surfaces diélectriques. Nous obtenons au final pour la polarisation TE :
σDI,TEincoh = 4k
3 cos2 θd cos θiW (k0 sin θd−k0 sin θi)
 (r1 − 1)2(√
r1 − sin2 θi + cos θi
)2 (√
r1 − sin2 θd + cos θd
)2

(4.71)
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Et pour la polarisation TM :
σDI,TMincoh =
4k30(sin θd sin θi − 1)2
cos θi
W (k0 sin θd − k0 sin θi)
×
(1− r0r1 )2
(
sin θd sin θi − r0r1
√
r1 − sin2 θd
√
r1 − sin2 θi
)2
(√
r1 − sin2 θi + cos θi
)2 (√
r1 − sin2 θd + cos θd
)2

(4.72)
Au final, l’expression des coefficients de diffusion incohérent pour une surface diélectrique sont conformes
à ceux issus de [108].
4.6 Comparaison avec la Méthode des Moments
4.6.1 Introduction
La MPP est un modèle asymptotique, c’est-à-dire qu’elle utilise des approximations mathématiques ou
physiques pour déterminer sa formulation analytique. Les approximations sont valides dans un domaine
limité. Il est important de le délimiter pour restreindre l’usage du modèle aux configurations valides. L’objet
de cette partie est de présenter notre démarche puis de déterminer le domaine de validité de MPP.
4.6.2 Approximations du modèle
Dans une étape de la MPP, nous effectuons un développement en série de Taylor des fonctions exponen-
tielles qui apparaissent dans les expressions des champs incidents, diffractés et transmis. Ce développement
en série se fait selon le paramètre k0 cos(θi)z pour le champ incident. Il peut être fait à la condition suivante :
|k0 cos(θi)z|  1 (4.73)
Pour les champs diffracté et transmis, les expressions sont équivalentes mais font apparaître respectivement
les angles θd et θt.
Approximation 1 : Quel que soit l’angle d’incidence, les hauteurs de la surface doivent être faibles
devant la longueur d’onde
Remarque : Lorsque l’angle d’incidence devient rasant : cos(θi) →
θi−→
pi
2
0, il contribue fortement à l’ob-
tention de la condition (4.73). La contrainte des hauteurs faibles devant la longueur d’onde est alors moins
importante. Concrètement, cela signifie que, nous pouvons appliquer le modèle MPP aux incidences ra-
santes à des surfaces avec un écart-type des hauteurs σh supérieur à celui de surfaces éclairées en incidence
normale.
Lors du développement des équations pour déterminer les inconnues du modèle, nous considérons que
la dérivée des hauteurs γ est du même ordre perturbatif que le profil des hauteurs z, soit l’ordre 1.
Approximation 2 : Les pentes de la surface doivent être faibles : |γ|  1.
Nous notons u = k0 cos(θi)z, la fonction exponentielle eu est remplacée par une série de Taylor selon
le paramètre u :
eu =
N∑
n=0
un
n!
+ o(uN) (4.74)
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où o(un) −→
n→∞
0. Plus l’ordre N est élevé et plus la décomposition en série est précise. Or, dans l’utilisation
de MPP, nous nous contentons de calculer les premiers ordres de la série (0 , 1 et 2).
Approximation 3 : Seuls les termes aux premiers ordres de la série de Taylor sont calculés.
Pour déterminer les expressions des inconnues dans la méthode MPP, nous avons fait appel à l’hypo-
thèse de Rayleigh. Cette hypothèse, comme nous l’avons abordé au chapitre II, a un domaine de validité
limité et constitue donc une approximation du modèle.
Approximation 4 : L’hypothèse de Rayleigh impose son domaine de validité à la méthode MPP.
L’ensemble de ces approximations contribue à limiter le domaine de validité du modèle MPP.
4.6.3 Validation du modèle
Pour valider le modèle MPP, nous avons effectué plusieurs tests numériques, notamment :
• pour l’ordre 0, comparer analytiquement et numériquement les résultats de l’ordre 0 à ceux de la
diffraction par une surface lisse ;
• vérifier numériquement les conditions aux limites (2.15) et (2.14) pour chacune des polarisations et
pour chaque type de surface ;
• tester analytiquement et numériquement la convergence des inconnues obtenues pour la surface di-
électrique (4.51), (4.52) et (E.38) vers les inconnues de la surface PC (4.46) et (4.49) lorsque la
conductivité électrique σ →∞ ;
• comparer les expressions analytiques obtenues avec la MPP avec celles de la littérature ;
• vérifier numériquement les égalités à chaque d’ordre qu’imposent les conditions aux limites.
Ces tests ne sont pas suffisants pour valider le modèle. Nous avons donc décider de comparer nos résultats
avec ceux d’une méthode de référence : la MdM. Nous présentons plus bas la comparaison des courants
surfaciques obtenus grâce aux deux méthodes.
4.6.4 Cas d’une surface déterministe
Nous considérons le scénario des figures 4.1 et 4.3. Une onde incidente de Thorsos, de paramètre g = L/6,
de longueur d’onde λ = 1 m, d’amplitude 1 V/m vient illuminer la surface rugueuse de longueur L = 60 m
représentée sur la figure 4.4 (pour la surface PC). La FA de la surface rugueuse est de nature exponentielle,
son écart-type est de 1.47 cm et sa longueur de corrélation de 0.56 m. La figure 4.5 illustre la forme du
FIGURE 4.4 – Surface rugueuse aléatoire, PC, de FA de nature expoentielle, de longueur L = 60 m, d’écart-
type des hauteurs σh = 1.47 cm et de longueur de corrélation Lc = 0.56 m
module du champ incident qui illumine la surface rugueuse sous une incidence de θi = 30 degrés. Avec les
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FIGURE 4.5 – Représentation du champ incident de l’onde de Thorsos illuminant la surface rugueuse, en
linéaire sur le dessus, en logarithmique en-dessous (20 log(|Ψi)|).
paramètres présentés, nous respectons le critère de Thorsos (2.79). Cette figure met en avant l’atténuation
du champ incident sur les bords de la surface (−80 dB), obtenue grâce à l’onde de Thorsos, ce qui permet
de limiter les effets de bords.
Dans les paragraphes qui suivent nous présentons la comparaison des résultats des courants surfaciques
calculés avec la MdM et la MPP aux différents ordres (les ordres 0, 1 et 2). Nous montrons aussi une
comparaison des champs diffractés et des SERn obtenus avec les deux méthodes.
Cas d’une surface parfaitement conductrice
La figure 4.6 permet de comparer les courants surfaciques d’ordre 0 obtenus avec la MPP à ceux de la
MdM. Nous remarquons que les courants obtenus avec les deux méthodes sont atténués sur les bords,
conformément à l’usage de l’onde de Thorsos. Les courants obtenus avec la MPP présentent très peu
d’oscillations contrairement à ceux de la MdM mais épousent leur allure générale. Nous pouvons supposer
que ces oscillations, d’amplitude plus restreinte que les variations de l’allure générale, apparaitront aux
ordres supérieurs. Par ailleurs, le résultat des courants surfaciques de l’ordre 0 correspond à la diffraction
par une surface lisse. Nous ne l’avons pas mis en évidence à travers une figure mais cela pourrait être montré
en calculant la diffraction par une surface lisse avec les deux méthodes.
La figure 4.7 permet de comparer les courants surfaciques d’ordre 1 obtenus avec la MPP à ceux de
la MdM. Cela n’a pas été précisé à travers les équations, mais quand nous parlons de courants d’ordre
1, cela comprend la contribution des courants d’ordre 0, plus les petites perturbations d’ordre 1 : ∂Ψ
∂n
=
∂Ψ(0)
∂n
+ ∂Ψ
(1)
∂n
+ o(∂Ψ
(1)
∂n
). Nous pouvons toujours voir l’atténuation sur les bords obtenue grâce à l’usage de
l’onde de Thorsos. Les courants représentés épousent beaucoup mieux les faibles oscillations de la MdM
qu’à l’ordre 0. Les résultats obtenus avec la MPP à l’ordre 1 sont déjà très satisfaisant. Voyons ce que nous
obtenons en calculant les courants à l’ordre 2 sur la figure 4.8. Les courants représentés sont ceux de l’ordre
1 plus l’ajout des petites perturbations d’ordre 2 : ∂Ψ
∂n
= ∂Ψ
(0)
∂n
+ ∂Ψ
(1)
∂n
+ ∂Ψ
(2)
∂n
+ o(∂Ψ
(2)
∂n
). Nous ne voyons
presque pas de différence avec les résultats présentés de l’ordre 1, ceux-ci étant déjà très précis. Nous avons
représenté sur la figure 4.9, les courants surfaciques obtenus avec la MdM et les trois ordres de la MPP puis
nous avons effectué un zoom. La figure fait clairement apparaitre l’amélioration obtenue avec l’ordre 1 par
rapport à l’ordre 0. Comme les résultats de l’ordre 1 sont très proches de ceux de la MdM, les corrections
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FIGURE 4.6 – Comparaison des courants surfaciques obtenus avec la MdM et la MPP pour l’ordre 0
FIGURE 4.7 – Comparaison des courants surfaciques obtenus avec la MdM et la MPP pour l’ordre 1
apportées par l’ordre 2 sont très faibles. Nous pouvons cependant les distinguer en certains points de la
figure.
Cas d’une surface diélectrique
Sur la figure 4.10, nous pouvons voir le profil de la surface rugueuse aléatoire générée. Elle est diélectrique,
sa FA est de nature exponentielle et elle a une longueur L = 60 m. Ses paramètres rugueux sont σh = 1.47
cm et Lc = 0.56 m. Nous avons représenté sur les figures 4.11, 4.12 et 4.13 les courants surfaciques
obtenus lorsque l’onde incidente est une onde de Thorsos illuminant la surface avec un angle de 30 degrés.
Contrairement à ce que spécifie l’abscisse de ces figures, la surface n’a pas une étendue de 120 m. Nous
avons représenté en abscisse, sur l’intervalle [−60, 0], les composantes Ψ(i) (i = 0, 1 ou 2) et sur l’intervalle
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FIGURE 4.8 – Comparaison des courants surfaciques obtenus avec la MdM et la MPP pour l’ordre 2
FIGURE 4.9 – Comparaison des courants obtenus avec la MdM et la MPP pour les ordres 0, 1, 2 sur la
partie centrale de la surface
FIGURE 4.10 – Surface rugueuse aléatoire, diélectrique, de FA de nature exponentielle, de longueur L = 60
m, d’écart-type des hauteurs σh = 1.47 cm et de longueur de corrélation Lc = 0.56 m
[0, 60] les termes ∂Psi
(i)
∂n
qui sont nécessaires au calcul des courants dans l’équation intégrale (2.16). Pour
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l’ordre 0, les courants obtenus avec la MdM et la MPP sont représentés dans la figure 4.11. Comme pour
FIGURE 4.11 – Courants surfaciques générés par une onde incidente de Thorsos, de longueur d’onde λ = 1
m, d’angle d’incidence 30°, sur une surface rugueuse de FA exponentielle, d’écart-type des hauteurs σh =
1.47 cm et de longueur de corrélation Lc = 0.56 m. Les résultats illustrent la comparaison de la MdM à la
MPP à l’ordre 0
le cas PC, l’ordre 0 de la MPP pour une surface diélectrique représente l’allure générale des courants et
les petites variations obtenues avec la MdM n’apparaissent pas. Sur la figure 4.12, où les courants calculés
à l’ordre 1 de la MPP sont représentés, les petites variations des courants sont beaucoup mieux prises en
compte. L’ordre 2 des courants est représenté sur la figure 4.13. Pour voir apparaître le bénéfice de l’ordre 2
FIGURE 4.12 – Courants surfaciques générés par une onde incidente de Thorsos, de longueur d’onde λ = 1
m, d’angle d’incidence 30°, sur une surface rugueuse de FA exponentielle, d’écart-type des hauteurs σh =
1.47 cm et de longueur de corrélation Lc = 0.56 m. Les résultats illustrent la comparaison de la MdM à la
MPP à l’ordre 1
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par rapport à l’ordre 1, il est nécessaire d’effectuer un zoom, ce que nous avons fait sur la figure 4.14. Nous
FIGURE 4.13 – Courants surfaciques générés par une onde incidente de Thorsos, de longueur d’onde λ = 1
m, d’angle d’incidence 30°, sur une surface rugueuse de FA exponentielle, d’écart-type des hauteurs σh =
1.47 cm et de longueur de corrélation Lc = 0.56 m. Les résultats illustrent la comparaison de la MdM à la
MPP à l’ordre 2
avons représenté les ordres 0, 1 et 2 sur une même figure 4.14 afin de pouvoir mieux visualiser les différences
sur les courants selon l’ordre perturbatif. Un zoom a été effectué au niveau de la partie centrale de la surface
pour les deux grandeurs Ψ et ∂Ψ
∂n
présentées. Nous pouvons voir sur la figure 4.14 que l’ordre 1 présente une
FIGURE 4.14 – Comparaison des courants obtenus avec la MdM et la MPP pour les ordres 0, 1, 2 sur la
partie centrale de la surface
meilleure concordance que l’ordre 0 vis-à-vis de la MdM. L’amélioration de l’ordre 2 est difficile à voir
sauf pour quelques détails. Sur ce type de résultat, les courants surfaciques à l’ordre 1 présentent déjà une
grande conformité aux résultats de référence.
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4.6.5 Champ diffracté
Les courants calculés précédemment génèrent un champ électromagnétique qui se propage dans les milieux
Ω0 et Ω1. Nous nous intéressons aux champs diffractés dans le milieu Ω0. Dans la première figure 4.15, nous
avons représenté le module du champ incident qui illumine la surface, dans la portion de l’espace comprise
entre 30 cm et 10 m au-dessus de la surface rugueuse. Les figures 4.16 et 4.17 illustrent les champs diffractés
FIGURE 4.15 – Module du champ incident issu de l’onde de Thorsos qui vient éclairer la surface rugueuse
en champ proche au-dessus de la surface, entre 30 cm et 10 m, obtenu à l’aide de la MdM et de la MPP
à partir des courants surfaciques caclulés à la section précédente (ordre 2 pour la MPP). L’échelle des
longueurs n’étant pas la même en abscisse et en ordonné, il n’est pas immédiat de remarquer que l’angle
de diffraction principal est de 30 degrés pour un angle d’incidence également de 30 degrés. Le champ
est principalement diffracté dans la direction spéculaire θd = θi = 30° et la rugosité du sol réfléchit une
partie de l’énergie dans d’autres directions. Nous remarquons que dans cette configuration, peu de champ
est rétrodiffusé vers l’émetteur. La répartition des champs dans l’espace est relativement la même avec les
deux méthodes. Dans les deux figures 4.18 et 4.19, nous avons tracé les modules des champs diffractés
obtenus à partir des courants d’ordre 0 et 1 de la MPP. Comme pour les courants surfaciques, nous pouvons
voir une différence assez nette entre les champs diffractés d’ordre 0 et ceux d’ordre 1. Par contre, entre ceux
de l’ordre 1 et de l’ordre 2 les différences sont minimes.
4.6.6 Coefficient de diffusion incohérent
Nous avons représenté dans les figures 4.20 et 4.21 les SERn obtenues à partir des courants de la MdM et
de la MPP, aux ordres 0, 1 et 2, affichés dans les figures 4.6, 4.7 et 4.8. Les SERn montrent de manière
encore plus évidente que sur la figure 4.17 que le champ est diffracté principalement dans la direction
spéculaire θd = 30°. Nous confirmons également que l’ordre 1 de la MPP épouse bien la SERn de la MdM
pour toutes les directions de l’espace et que l’ordre 2 n’apporte que des corrections mineures. La figure
4.21 présente les SERn associées aux courants surfaciques calculés aux figures 4.11, 4.12 et 4.13 pour une
surface diélectrique. Nous arrivons aux mêmes conclusions que pour la surface PC.
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FIGURE 4.16 – Module du champ diffracté au-dessus de la surface rugueuse, à partir des courants calculés
à l’aide de la MdM
FIGURE 4.17 – Module du champ diffracté au-dessus de la surface, à partir des courants calculés à l’aide
de la MPP à l’ordre 2
4.7 Domaine de validité de la MPP
Les paragraphes précédents ont permis de comparer des résultats de la MPP à ceux d’une méthode de
référence : la MdM. Nous avons vu que des écarts existaient entre les résultats, à la fois sur les courants
surfaciques, les champs diffractés et les coefficients de diffusion bistatiques incohérents. Les comparaisons
entre les deux méthodes ont été effectuées pour une configuration, donc pour une seule valeur des para-
mètres de la scène. Pour déterminer le domaine de validité de la MPP, nous devons tester la méthode sur
l’ensemble des valeurs que peuvent prendre ces paramètres. Nous devons également déterminer sur quel
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FIGURE 4.18 – Module du champ diffracté au-
dessus de la surface, à partir des courants calculés
à l’aide de la MPP à l’ordre 0
FIGURE 4.19 – Module du champ diffracté au-
dessus de la surface, à partir des courants calculés
à l’aide de la MPP à l’ordre 1
FIGURE 4.20 – SERn de la surface rugueuse, parfaitement conductrice, de longueur L = 60 m, de FA
exponentielle, d’écart-type des hauteurs σh = 1.47 cm et de longueur de corrélation Lc = 0.56 m, éclairée
par une onde de Thorsos de paramètre g = L/6 de longueur d’onde λ = 1 m et d’angle d’incidence 30
degrés
grandeur relative à la diffusion électromagnétique nous allons déterminer l’erreur, et quel critère d’erreur
appliquer.
Thales Communications & Security cherche à déterminer le niveau de champ rétrodiffusé par une sur-
face rugueuse. La grandeur d’intérêt est donc le champ diffusé, que nous allons obtenir par simulation de
Monte-Carlo. Nous venons de voir à travers les figures 4.17, 4.18 et 4.19 que nous pouvons déterminer
les champs diffractés (et diffusés) en différentes positions de l’espace. Nous avons choisi de comparer les
champs diffusés à 1 mètre de hauteur par rapport au plan moyen de la surface et sur toute la longueur de la
surface. Cette hauteur correspond notamment à celle de l’antenne de réception embarquée sur le capteur.
Comme critère d’erreur, nous considérons que nos résultats sont valides si la différence entre les champs
diffusés obtenus par la MdM et ceux obtenus par la MPP présentent une erreur inférieur à 1 dB.
L’étude sur le domaine de validité n’est pas terminée à ce jour, les résultats ne seront donc pas présentés
ici mais nous en présentons la démarche.
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FIGURE 4.21 – SERn de la surface rugueuse, diélectrique, de longueur L = 60 m, de FA exponentielle,
d’écart-type des hauteurs σh = 1.47 cm et de longueur de corrélation Lc = 0.56 m, éclairée par une onde
de Thorsos de paramètre g = L/6 de longueur d’onde λ = 1 m et d’angle d’incidence 30 degrés
4.7.1 Paramètres influençant le domaine de validité de MPP
Dans le calcul des inconnues du modèle MPP apparaissent les grandeurs suivantes :
• la transformée de Fourier des hauteurs z˜(kx), dépendante des paramètres Lc et σh
• l’angle d’incidence θi
• la fréquence f
Pour la génération de la surface rugueuse aléatoire, nous distinguons également les différentes natures pos-
sibles pour la FA. Les équations des inconnues sont également différentes si la surface est PC ou diélectrique
et si la polarisation est TE ou TM. La détermination du domaine de validité de MPP est donc une étude
paramétrique de paramètre :
• Lc
• σh
• nature de la FA (gaussienne, exponentielle, ...)
• f
• θi
• polarisation (TE ou TM)
• nature de la surface (PC ou diélectrique)
Par ailleurs, nous devons choisir quelles grandeurs nous allons étudier et comparer à une méthode de ré-
férence pour valider le modèle, ainsi qu’un critère d’erreur acceptable permettant de valider ou non une
configuration.
Nous ne sommes pas allés au bout de l’étude du domaine de validité de la méthode MPP. Le nombre de
surfaces à générer étant très important étant donné le nombre de configurations à tester, nous n’avons pas
eu le temps d’aller au bout de l’étude. De plus, pour tester des configurations aux angles d’incidence rasant,
nous devons respecter le critère de Thorsos qui implique de générer des surfaces de grandes tailles. Nous ne
disposions pas d’assez de ressources mémoires pour traiter toutes les configurations dans le temps imparti.
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4.8 Comment implanter la MPP dans la plateforme Prométhée ?
4.8.1 Problématique
Dans la version actuelle de la plateforme de calcul Prométhée, lorsque nous illuminons une surface ru-
gueuse, générée à partir des paramètres statistiques σh et Lc, par une onde incidente d’angle θi et de lon-
gueur d’onde λ, nous pouvons calculer le champ diffracté au-dessus de la surface aux points préalablement
choisis. Si nous changeons la surface rugueuse de cette scène par une seconde surface de mêmes paramètres
statistiques et calculons à nouveau le champ diffracté aux mêmes points que précédemment, les valeurs de
champs obtenus seront différentes. Cela est dû au fait que pour chaque surface générée, nous calculons un
champ déterministe. Nous avons vu, à travers l’équation (2.71), que le champ peut se mettre sous la forme
d’une somme d’un champ cohérent et d’un champ incohérent. Pour les deux surfaces décrites précédem-
ment, étant donné qu’elles ont les mêmes paramètres statistiques et qu’elles sont observées aux mêmes
points, elles ont le même champ cohérent mais leur champ incohérent diffèrent. Pour cacluler le champ
cohérent, il faut effectuer des simulations de Monte-Carlo : reproduire N fois la scène décrite en début de
paragraphe puis calculer la moyenne des champs diffractés. Cette méthode est longue et fastidieuse.
Ce que nous souhaiterions rendre possible sur la plateforme, c’est l’accessibilité du champ diffusé co-
hérent à partir de la simulation d’une seule scène de calcul. Nous avons montré (4.62) à l’aide du modèle
MPP que nous pouvons obtenir une expression analytique du champ diffusé cohérent. Dans le cas d’une
onde incidente plane, le champ diffusé cohérent obtenu se propage dans la direction spéculaire : la même
direction que celle d’une onde incidente plane réfléchie par une surface lisse. Cette caractéristique nous
a orientés dans le choix de la modélisation du champ diffusé cohérent. Nous proposons de représenter la
surface rugueuse par une surface lisse et de lui affecter une grandeur effective caractéristique de la rugosité
du sol et des paramètres de l’onde incidente. Nous n’aurions alors plus à représenter les rugosités par un
maillage de cellules hexaédriques, ce qui offre la possibilité de diminuer le nombre de cellules requises
pour représenter finement la surface.
FIGURE 4.22 – Illustration du problème étudié par Barrera et al. : l’onde incidente illumine un sol diélec-
trique dans lequel sont répartis aléatoirement des diffuseurs circulaires
Cette piste, où nous représentons la surface du sol rugueux avec une surface lisse à laquelle nous af-
fectons une grandeur effective, a notamment été inspirée des travaux de Barrera et al. [109] et de Tsang et
al. [110]. Leur problématique, illustrée par la figure 4.22 est différente puisqu’ils traitent le cas de la dif-
fusion par un sol diélectrique dans laquelle sont distribués, de manière aléatoire, des diffuseurs circulaires
(ou sphériques). De plus, leur interface entre le sol et l’air est plane. Dans leur problème, l’onde incidente
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plane qui vient éclairer la surface subit une première transformation. Une partie de l’onde est réfléchie dans
la direction spéculaire du milieu supérieur et une autre partie est transmise dans le sol. L’onde transmise
est diffusée par les diffuseurs présents dans le sol, et cela, dans toutes les directions de l’espace. Un champ
diffusé cohérent peut alors être calculé ainsi qu’une composante incohérente. Pour accéder au champ cohé-
rent, certains auteurs [111] ont décidé de modéliser le milieu par une grandeur effective, ici, la permittivité
diélectrique relative, pour prendre en compte l’impact des diffuseurs sur le champ cohérent. Par analogie
avec ces travaux, nous avons supposé dans notre cas, que les variations des hauteurs de la surface sont
des diffuseurs locaux, distribués aléatoirement, qui diffusent l’onde incidente dans les différentes directions
de l’espace, et que nous pouvons également modéliser leurs effets sur le champ diffusé cohérent par une
grandeur effective.
Le phénomène de diffusion par une surface rugueuse étant différent selon que la surface est PC ou
diélectrique par la présence ou non d’une onde transmise, nous traitons les deux cas séparément. Pour le
cas d’une surface PC, comme illustrée sur la figure 4.23, le modèle équivalent est composé d’une surface
lisse sur laquelle nous affectons une impédance de surface effective. Comme son nom l’indique, la grandeur
effective est ici surfacique. Pour la cas d’une surface diélectrique, comme le montre la figure 4.24, le modèle
FIGURE 4.23 – Grandeur effective pour le cas d’une surface PC
équivalent est composé d’un sol qui possède une permittivité diélectrique effective. L’interface entre le sol
et l’air est lisse. La permittivité diélectrique effective est affectée au sol et non pas à l’interface, dans ce cas,
c’est une grandeur volumique.
FIGURE 4.24 – Grandeur effective pour le cas d’une surface diélectrique
4.8.2 État de l’art sur les grandeurs effectives
Durant cette thèse, la recherche bibliographique initiale nous a rapidement orienté vers l’impédance de
surface effective comme grandeur effective car elle apparaissait dans des travaux où la MPP était étudiée.
Feinberg [112], [113] a été l’un des précurseurs à obtenir l’expression d’une impédance de surface effective
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dans ses travaux sur la propagation d’ondes radio le long d’une surface rugueuse. Il a été notamment le
premier à décrire le fait que les faibles rugosités sur une surface PC augmentait l’impédance d’une valeur
nulle à une valeur finie.
Barrick a conduit plusieurs études [114], [115] sur la propagation d’ondes HF et VHF au-dessus de
surfaces de mer faisant également apparaitre la notion d’impédance d’effective. Il a travaillé ultérieurement
sur l’utilisation de cette grandeur au sein de la MPP et sur son intérêt pour améliorer le domaine de validité
de la méthode aux incidences rasantes [103] et [105]. Il donne notamment l’expression de la SERn en
faisant apparaitre un terme d’impédance de surface qui améliore la validtité de l’expression aux incidences
rasantes. Plus tard, Li-Xin et al. [106] obtiennent une expression similaire de la SERn aux incidences
rasantes. Voronovich et al. [116] ont proposé un modèle numérique de coefficient de rétrodiffusion pour
une surface de mer aux angles rasants. Leur modèle fait également apparaitre un terme d’impédance de
surface effective.
Wait a été également un contributeur important de la propagation d’onde au-dessus de surfaces ru-
gueuses en mettant en avant la portée et la commodité de l’impédance de surface effective normalisée dans
un problème de propagation d’onde au-dessus d’un sol [117], [118] et [119]. Bass et al. [107] ont étudié
de manière approfondie l’impédance de surface effective en utilisant une extension de la MPP basée sur le
développement en série de la fonction de Green et de la méthode des diagrammes de Feynman. D’autres
théorie de diffusion par des surfaces rugueuses ont suivi à travers les travaux de Ito [120] et Ishimaru et
al. [121], [122], [123]. Ishimaru et al. [124] a notamment exprimé le champ diffusé cohérent en fonction
d’une impédance de surface effective et d’une fonction d’atténuation pour une surface fortement conduc-
trice. L’expression qu’ils obtiennent concorde avec celle de Feinberg [112]. Quant à leurs expressions du
champ diffusé incohérent et de la SERn, elles concordent avec celles résultant des travaux de Fuks et al.
[125].
Les travaux suivants font également référence à l’impédance de surface effective. Barrick [114] donne
deux définitions de l’impédance de surface normalisée. La première consiste au rapport du champ diffusé
cohérent sur le champ diffusé par une surface lisse. La seconde la définie comme le rapport du vecteur de
Poynting se propageant vers la surface sur le vecteur de Poynting se propageant dans la direction spéculaire
(inverser le rapport des deux). Yuferev et al. [126] a défini l’impédance de surface comme étant un moyen
de fournir une relation approximée entre les composantes de champ électrique et magnétique sur la surface
d’un milieu conducteur (diélectrique à perte) sous l’effet de l’effet de peau. Toporkov et al. [127] ont rappelé
dans leur travaux, en l’illustrant numériquement, que l’ajout d’une impédance de surface à la formulation
classique de la SERn obtenue par la MPP contribue à augmenter la précision du modèle. Brelet et al. [128]
ont présenté des résultats numériques de l’impédance de surface effective et de la SERn après avoir utilisé
la MPP basée sur le développement de la fonction de Green et des diagrammes de Feynman. Roger de Roo
et al. [129], Bryukhovetskii [130] ont également apporté une contribution remarquable sur le sujet.
Les travaux qui ont relié un coefficient de réflexion cohérent à l’impédance de surface effective sont
[131], Valenzuela [132], Ishimaru et al. [122], [124], [123] et Fuks et al. [125], [104] ainsi que Ito [120].
Dans les travaux de Kumar et Sarkar [133], nous voyons apparaitre la notion de coefficient de diffusion
cohérent qui traduit le rapport entre le champ diffusé par une surface rugueuse dans la direction spéculaire
sur le champ incident. Barrick [103] donne des expressions de coefficients de réflexion pour les polarisations
TE et TM en faisant apparaitre un terme d’impédance pour le premier et un terme d’admittance pour le
second.
Feinberg [112] a remarqué, comme pour l’impédance de surface, qu’en présence de rugosité de sol, il
obtenait une terme de permittivité diélectrique de valeur infinie que la permittivité diélectrique du milieu
en question était infinie. Sentenac et al. [111], [134] et [135] a effectué des travaux sur la diffusion par des
particules placées aléatoirement sous une surface rugueuse. Elle montre notamment que l’intensité diffusée
moyenne par un tel milieu est proche de la somme de l’intensité diffusée par les particules sous une surface
lisse et de l’intensité de la surface rugueuse dont la permittivité est évaluée à l’aide de la théorie des milieux
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effectifs. Ces travaux ont fait apparaitre notamment la notion de permittivité diélectrique effective pour un
problème différent du notre mais qui ont tout de même inspiré nos travaux.
4.8.3 Coefficient de diffusion cohérent
Nous avons vu, via les expressions (4.64), (4.66) et (4.68) que le champ diffusé cohérent est diffusé dans la
direction spéculaire θd = θi, la même direction que le champ diffracté par une surface lisse. Ces équations
montrent également que l’amplitude du champ diffusé cohérent est inférieure, en valeur absolue, à celle du
champ diffracté par la surface lisse. Cela est dû aux rugosités du sol qui dissipent de l’énergie dans d’autre
directions, et non plus uniquement dans la direction spéculaire.
A l’image du coefficient de Fresnel en réflexion (2.25), nous définissons un coefficient de réflexion
cohérent, notéRcoh, comme étant le rapport du champ diffusé cohérent pris sur le plan moyen z = 0 sur le
champ incident calculé sur le même plan de coordonnées z = 0 :
Rcoh = 〈Ψd(x, z = 0)〉〈Ψi(x, z = 0)〉 (4.75)
Que ce soit pour une surface PC ou diélectrique et une polarisation de l’onde incidente TE ou TM, nous
avons déterminé que le champ diffusé cohérent, en tout point de l’espace, pouvait s’écrire :
〈Ψd(x, z)〉 =
+∞∫
−∞
[〈
Ψ˜
(0)
d (kx)
〉
+
〈
Ψ˜
(2)
d (kx)
〉]
ej(kxx+kzz)dkx (4.76)
car pour une onde incidente plane, quelque soit la configuration (polarisation et nature de la surface),〈
Ψ˜
(1)
d (kx)
〉
= 0.
Les sous-sections suivantes permettent de déterminer les expressions analytiques de ce coefficient de ré-
flexion cohérent pour les deux types de surface (PC ou diélectrique) et de polarisation (TE et TM).
Surfaces PC
Pour la polarisation TE, en reprenant l’expression du champ diffusé cohérent (4.76), nous pouvons calculer
le coefficient de réflexion cohérent (4.75). Nous obtenons :
RTE,coh = RPC,TE + 2kiz
∞∫
−∞
k′zW (kix − k′x)dk′x (4.77)
oùRPC,TE = −1 est le coefficient de Fresnel en réflexion pour une surface lisse PC et pour la polarisation
TE. W est la densité spectrale de puissance de la fonction des hauteurs. Elle est donnée par les expressions
(3.3.3) selon que la surface est de FA gaussienne, exponentielle ou en cosinus amorti. Dans notre étude,
nous avons vu que les surfaces étudiées étaient mieux représentées par des surfaces de FA exponentielles.
L’expression du coefficient de diffusion cohérent associé est alors :
RTE,coh = RPC,TE + 2kiz
∞∫
−∞
2k′z
σ2hLc
1 + (kix − k′x)2L2c
dk′x (4.78)
Le coefficient de réflexion dépend des paramètres Lc, σh, de l’angle d’incidence θi et de la longueur d’onde
λ. Nous pouvons voir que lorsque nous "lissons" une surface rugueuse, c’est-à-dire lorsque les hauteurs de
la surface deviennent de plus en plus faibles (σh → 0) ou la longueur de corrélation augmente (Lc → ∞),
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le coefficient de réflexion cohérent tend vers le coefficient de réflexion de Fresnel (RTE,coh ←→
σh→0
RF ,TE)
pour reproduire en réflexion le comportement d’une surface lisse.
En suivant la même démarche, pour la polarisation TM, nous obtenons le coefficient de réflexion cohé-
rent suivant :
RTM,coh = RPC,TM − 2
kiz
∞∫
−∞
(k20 − k′xkix)2
k′z
W (kix − k′x)dk′x (4.79)
oùRPC,TM = 1 est le coefficient de Fresnel en réflexion pour une surface PC et pour la polarisation TM. En
adoptant le modèle de densité spectrale de puissanceW pour des surfaces de FA exponentielle, le coefficient
(4.79) devient :
RTM,coh = RPC,TM − 2
kiz
∞∫
−∞
(k20 − k′xkix)2
k′z
2σ2hLc
1 + (kix − k′x)2L2c
dk′x (4.80)
Surfaces diélectriques
Pour une surface rugueuse diélectrique éclairée par une onde incidente plane en polarisation TE, l’expres-
sion du champ diffusé cohérent est donnée par (4.68). En l’incluant dans la définition du coefficient de
réflexion cohérent (4.75), nous obtenons :
RDITE,coh = RDI,TE +
2kizk
2
0(r1 − 1)
(ktiz + kiz)2
∞∫
−∞
W (k′x − kix) [k′z − ktz + ktiz] dk′x (4.81)
L’exposant DI de RDITE,coh caractérise le type de surface, ici diélectrique, pour distinguer le coefficient
de réflexion cohérent du cas PC. RDI,TE est le coefficient de réflexion de Fresnel donné en (2.25). En
remplaçant la densité spectrale de puissance W par son expression analytique correspondant à une surface
de FA exponentielle, nous obtenons :
RDITE,coh = RDI,TE +
2kizk
2
0(r1 − 1)
(ktiz + kiz)2
∞∫
−∞
2σ2hLc
1 + (kix − k′x)2L2c
[k′z − ktz + ktiz] dk′x (4.82)
Pour la surface diélectrique, le coefficient de réflexion cohérent possède les mêmes dépendances que pour
le cas PC : les paramètres Lc et σh, l’angle d’incidence θi et la longueur d’onde λ.
N’ayant pu obtenir une expression de l’inconnue à l’ordre 2 Ψ˜(2)d qui soit concise et validée pour la
polarisation TM, nous ne traitons pas le cas du coefficient de réflexion cohérent pour la polarisation TM.
4.8.4 Formulations proposées
Impédance de surface effective pour une surface PC
Nous avons vu en 4.8.2 que plusieurs auteurs ont lié dans leurs travaux [125], [123] le coefficient de ré-
flexion cohérent à un terme d’impédance de surface normalisée. Pour la polarisation TE, la relation proposée
est :
RTE,coh = kzZTE,n − k0
kzZTE,n + k0
(4.83)
Nous trouvons également dans les travaux de [], des relations proches inspirées de la théorie des lignes de
transmission :
RTE,coh = ZTE − Z0
ZTE + Z0
=
1−Q
1 +Q
avec Q =
Z0
ZTE
(4.84)
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où Z0 est l’impédance du vide définie au chapitre II. En posant Q = k0kzZTE,n , nous trouvons une expression
homogène à un terme d’impédance pour ZTE :
ZTE = Z0
kz
k0
ZTE,n (4.85)
A partir de (4.77), (4.83) et (4.85), nous trouvons comme expression d’impédance de surface :
ZTE = Z0
kz
k0
+∞∫
−∞
k′z
k0
W (kix − k′x)dk′x (4.86)
Dans l’expression (4.83), ZTE,n est sans dimension et correspond aux expressions d’impédance de surface
normalisée (l’indice n signifie normalisée) obtenues par Brelet et al. [136], Bass et Fuks [107].
Nous pouvons remarquer que lorsque l’écart-type des hauteurs diminue, l’impédance de surface diminue
également (ZTE →
σh→0
0) et est nulle si la surface est lisse.
L’impédance de surface que nous avons obtenue peut être utilisée pour modéliser les effets de la rugosité
sur le champ cohérent dans la plateforme Prométhée. En effet, en revenant à la définition d’une impédance
de surface, comme étant un rapport de composantes du champ électrique sur des composantes du champ
magnétique, au niveau de la surface, nous avons la définition suivante pour le cas PC en 2D :
ZTE =
Ey
Hz
(4.87)
où Ey est la composante de champ électrique selon yˆ (tangentielle à la surface), que nous avons noté
Ey = Ψyˆ durant notre étude. Hz est la composante de champ magnétique selon zˆ (normale à la surface).
Cela signifie, qu’à partir de la connaissance du champ électrique tangentiel (Ey = Ψ) et de l’impédance de
surface (4.87), nous pouvons déterminer l’inconnue Hz sur la surface.
Pour la polarisation TM, la relation entre le coefficient de réflexion cohérent (4.79) et l’impédance de
surface effective ZTM,n est, d’après [] :
RTM,coh = kz − k0ZTM,n
kz + k0ZTM,n
(4.88)
où ZTM,n est une impédance de surface normalisée (sans dimensions). En revenant à la théorie des lignes,
nous pouvons écrire :
RTM,coh = ZTM − Z0
ZTM + Z0
=
1−Q
1 +Q
(4.89)
avec Q = Z0
ZTM
et Z0 l’impédance du vide. D’après (4.88) et (4.89), Q s’écrit :
Q =
k0ZTM,n
kz
(4.90)
ce qui donne pour l’impédance de surface effective ZTM :
ZTM =
kz
k0
Z0
ZTM,n
(4.91)
Ainsi, nous trouvons pour l’impédance de surface en polarisation TM :
ZTM =
kz
k0
∞∫
−∞
Z0k
′zk0
(k20 − k′xkix)2W (kix − k′x)
dk′x (4.92)
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Pour la polarisation TM, le champ magnétique est tangentiel à la surface et s’écrit Hy = Ψyˆ. Le champ
électrique est normal au champ magnétique et ne possède pas de composante tangentielle sur la surface, il
s’écrit alors E = Ezzˆ. Nous avons alors l’expression suivante pour l’impédance de surface en polarisation
TM :
ZTM =
Ez
Hy
(4.93)
D’après la relation (4.93), à partir de la connaissance du champ magnétique tangentiel en polarisation TM
et de l’impédance de surface (4.92), nous pouvons déterminer l’inconnue Ez sur la surface.
Permittivité diélectrique effective pour une surface diélectrique
Pour un sol diélectrique, les relations (4.86) et (4.88) ne peuvent plus être utilisées. Nous utilisons une autre
approche pour calculer la permittivité diélectrique effective. Nous cherchons à déterminer la permittivité
diélectrique relative contenue dans l’expression du coefficient de réflexion de Fresnel (2.25) pour que celui-
ci soit égal au coefficient de réflexion cohérent déterminé en (4.82). Nous avons donc :
RDITE,coh =
kiz − ktz
kiz + ktz
(4.94)
avec ktz =
√
r,effk20 − k2tx. En isolant la permittivité diélectrique effective r,eff , et en utilisant la relation
entre les angles incident et transmis√r,1 sin θt = √r,0 sin θi, nous obtenons :
r,eff =
k2iz
k20
[
1−RDITE,coh
1 +RDITE,coh
]2
1√
1− r0
r1
sin θi
(4.95)
En intégrant l’expression du coefficient de réflexion cohérent (4.82) dans (4.95), nous obtenons l’expression
de la permittivité diélectrique effective.
Il est à noter que l’expression obtenue en (4.95) fait apparaitre la permittivité diélectrique relative initiale
du sol. Il est important de la garder afin de ne pas changer la direction de propagation spéculaire du champ
cohérent.
4.8.5 Scénario d’utilisation des grandeurs effectives dans la plateforme
Les grandeurs effectives précédemment calculées (4.86), (4.92) et (4.95) peuvent être implantées dans la
plateforme de calcul Prométhée. Pour le cas d’une surface rugueuse aléatoire PC, la figure 4.25 reflète
l’utilisation de l’impédance de surface dans la plateforme. Nous avons vu que les expressions analytiques
des impédances de surface obtenues pour les polarisation TE (4.86) et TM (4.92) dépendent de l’angle
d’incidence. Pour ne pas avoir à affecter à chaque cellule de sol une valeur d’impédance de surface en
fonction de l’angle de l’onde incidente qui vient l’illuminer, nous proposons, dans un premier temps, de
travailler avec une onde incidente plane. Pour générer cette onde, nous utilisons une surface de Huygens
[137] qui permet, dans une scène de volume fini, de simuler l’illumination d’une onde qui vient de l’infini.
A l’intérieur de la surface de Huygens, nous générons une surface lisse (2D) et lui affectons le modèle
SIBC (Surface Impedance Boundary Conditions). Ce modèle va permettre d’affecter les impédances de
surface sur l’interface du sol. L’interface de sol SIBC ne peut pas traverser les surfaces de Huygens. Elle
a donc une surface finie dans la plateforme et nous aurons forcément de la diffraction pas les bords. Pour
limiter l’influence de ces effets de bords, il est important de générer une surface de sol de grande dimension.
De plus, afin d’éviter les réflexions des ondes sur les limites du volume du calcul, nous ajoutons des PML
(Perfect Matched Layer), qui permettent d’absorber les ondes qui sortent du volume de calcul. L’utilisateur
peut ensuite placer des sondes de champ électriques au-dessus de la surface pour calculer le champ diffusé
cohérent au-dessus de la surface, sans avoir à effectuer des simulations de Monte-Carlo.
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FIGURE 4.25 – Scénario d’utilisation de l’impédance de surface dans la plateforme de calcul 3D FDTD
Pour le cas d’une surface diélectrique, la figure 4.26 illustre le scénario d’intégration de la permitti-
vité diélectrique effective dans la plateforme Prométhée. A partir de la connaissance de l’angle et de la
polarisation de l’onde incidente, des paramètres de rugosités et de la nature de la surface rugueuse, nous
pouvons calculer la valeur de la permittivité diélectrique effective. Cette permittivité est ensuite affectée au
milieu servant à modéliser le sol qui, contrairement à la surface SIBC, peut être traversée par les surfaces de
Huygens. Nous devons toujours respecter la contrainte de offset en plaçant des cellules entre les surfaces de
Huygens et la limite du domaine de calcul, selon l’axe zˆ en disposant au minimum trois cellules de sol. Dans
FIGURE 4.26 – Scénario d’utilisation de la permittivité diélectrique effective dans la plateforme de calcul
3D FDTD
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cette scène, l’onde incidente plane est générée à nouveau à partir de la surface de Huygens. Pour éviter les
réflexions sur les limites du domaine de calcul, nous utilisons à nouveau des couches absorbantes (PML).
Contrairement au cas d’implantation de l’impédance de surface, nous n’avons pas de problème d’effets de
bords étant donné que les extrémités du sol sont au contact des limites du domaine de calcul et donc des
PML.
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5.1 Conclusion
Nous avons présenté les travaux réalisés pendant les trois années de thèse et portant sur la diffusion d’une
onde électromagnétique par des surfaces rugueuses en présence d’un fil enfoui. Pour étudier cette problé-
matique, nous avons travaillé sur trois volets principaux.
Le premier volet a été le développement d’un simulateur électromagnétique de la diffraction d’une onde
incidente plane par un fil mince, rectiligne et de longueur finie. Dans cette étude, nous avons calculé les
courants à la surface du fil et déterminé son diagramme de rayonnement. La visualisation des courants sur-
faciques aide à la compréhension du phénomène de couplage entre l’onde plane et le fil mince. Nous avons
pu observer que le couplage sur un fil de longueur égale à plusieurs longueurs d’ondes revient au couplage
sur des fils de longueur élémentaire mis bout à bout. Les informations obtenues à l’aide du diagramme de
rayonnement ont permis de mieux estimer les configurations de fil qui favorisent sa détection sur une scène
opérationnelle et d’identifier les scénarios pour lesquels la détection est défavorable.
Le second volet a traité de la mesure, de la modélisation et de la caractérisation de surfaces rugueuses.
Nous avons présenté l’appareil de mesure que nous avons fabriqué, ainsi que le protocole de mesure mis
en place. Sur deux terrains expérimentaux, nous avons relevé six profils de surfaces rugueuses. A partir de
l’exemple du profil le plus long, nous avons décrit comment le modéliser en deux composantes : une com-
posante pseudo-déterministe comportant les rugosités basses fréquences et une composante aléatoire com-
portant les rugosités hautes fréquences. La composante pseudo-déterministe a été modélisée à l’aide d’un
polynôme et la composante aléatoire a été obtenue par soustraction de la composante pseudo-déterministe
du profil complet. La composante aléatoire a pu être caractérisée par deux fonctions : sa DDP et sa FA. La
DDP a été modélisée par une fonction gaussienne et la FA correspondait davantage au comportement d’une
fonction exponentielle.
De ces deux fonctions, nous avons extrait deux paramètres clés : l’écart-type des hauteurs et la longueur
de corrélation. Les mesures ont montré que l’écart-type des hauteurs des profils relevés est compris entre
1.23 cm et 1.96 cm et la longueur de corrélation est comprise entre 26 cm et 56 cm. A l’aide de ces deux
paramètres, de l’information sur l’angle et sur la longueur d’onde de l’onde incidente, nous avons calculé le
paramètre de rugosité de Rayleigh. Les valeurs obtenues ont montré que la rugosité électromagnétique de
la surface est faible, c’est-à-dire que les variations des hauteurs de la surface sont faibles devant la longueur
d’onde. Cela a orienté le choix du modèle de diffusion vers un modèle basse fréquence. Le modèle que nous
avons choisi est la Méthode des Petites Perturbations.
A partir du livre de Tsang & al. [36], nous avons reproduit les développements du modèle MPP pour
une scène 2D, afin d’obtenir les expressions du champ diffracté en tout point de l’espace au dessus d’une
surface PC pour les polarisations TE et TM. Nous avons également pu obtenir une expression alternative
des courants surfaciques de celle proposée par ce livre et la valider en la comparant à la MdM. Tsang & al.
ont développé la méthode MPP pour une surface rugueuse, PC, éclairée par une onde incidente plane. Nous
avons repris leur travaux pour obtenir une expression récursive des courants surfaciques, pour des surfaces
PC et diélectriques, à n’importe quel ordre et pour n’importe quelle onde incidente.
Dans le cas particulier d’une onde incidente plane, nous avons pu étendre leur méthode pour une sur-
face diélectrique afin d’obtenir une expression analytique des courants surfaciques et du champ diffracté,
jusqu’à l’ordre 2 pour la polarisation TE et jusqu’à l’ordre 1 pour la polarisation TM. A partir des expres-
sions analytiques des champs diffractés et de moyennage statistique, nous avons pu obtenir les expressions
des champs diffusés cohérents et des coefficients de diffusion bistatiques incohérents. Les coefficients de
diffusion bistatiques incohérents obtenus ont pu être comparés à ceux de la littérature pour valider leurs ex-
pressions. Dans le cas d’une onde incidente plane et d’une surface de longueur infinie, nous avons pu voir
que le champ diffusé cohérent se propage dans la direction spéculaire uniquement et que le champ diffusé
incohérent se propage dans toutes le directions du demi-espace au-dessus de la surface avec une intensité
variable.
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A partir des expressions analytiques des champs cohérents obtenues à l’aide de la méthode MPP et
conformément aux travaux du domaine, nous avons proposé la définition du coefficient de réflexion cohérent
comme étant le rapport du champ diffusé cohérent calculé sur le plan moyen z = 0 sur le champ incident
calculé sur le plan moyen z = 0. Ce coefficient de réflexion cohérent permet d’accéder directement à la
connaissance du champ diffusé cohérent à partir de la connaissance du champ incident et des paramètres
statistiques de la surface rugueuse.
Pour les surfaces PC, par analogie avec la théorie des lignes de transmission et d’après les méthodes
employées dans les articles d’Ishimaru [122], [123] et Barrick [105], [103], nous avons lié ce coefficient
de réflexion cohérent à des termes d’impédance de surface effective. Dans le cas de surfaces rugueuses
diélectriques, nous avons relié le coefficient de réflexion cohérent à une expression de permittivité diélec-
trique effective en nous inspirant des coefficients de Fresnel. Contrairement au cas PC où l’impédance de
surface s’applique sur l’interface, la permittivité diélectrique effective est à appliquer sur tout le milieu en
dessous de la surface. Avec cette permittivité diélectrique effective, nous sommes capables de calculer le
champ diffusé cohérent à partir du coefficient de réflexion cohérent et du champ incident. La permittivité
diélectrique effective permet également de relier des paramètres géométriques de surfaces rugueuses à des
paramètres diélectriques de sol.
5.2 Perspectives
Les trois années pendant lesquelles j’ai pu étudier ce sujet de thèse ont permis d’atteindre les résultats
présentés plus haut. Nous proposons ici des pistes sur lesquelles nos travaux peuvent être approfondis ou
prolongés :
• la modélisation de la composante pseudo-déterministe à partir d’une approche spectrale. Nous
proposons une autre approche de la modélisation de la composante pseudo-déterministe qui four-
nit une meilleure signification physique que l’approche polynomiale. A partir de la transformée de
Fourier des hauteurs, nous proposons de modéliser la composante pseudo-déterministe par les com-
posantes spectrales basses fréquences, celles qui seraient inférieures à une fréquence f0. La fréquence
f0 serait déterminée à partir d’un extremum local de la densité spectrale de puissance des hauteurs.
La composante aléatoire serait alors déterminée par la partie haute fréquence de la transformée de
Fourier des hauteurs. L’avantage de cette méthode est qu’elle donne une signification physique à la
décomposition du profil en plusieurs composantes selon la bande spectrale qu’elles recouvrent. Il
serait intéressant de tester cette méthode numériquement sur un de nos profils des hauteurs en le
décomposant en deux composantes et de comparer les résultats avec la méthode actuelle.
• la modélisation de la fonction d’autocorrélation (FA) des hauteurs de la surface avec un modèle
à 2, voire 3 paramètres. Dans ce manuscrit, la FA a été modélisée par une fonction exponentielle, qui
est une fonction strictement positive. Or, expérimentalement, cette fonction peut prendre des valeurs
négatives. Ainsi, il serait intéressant de modéliser la FA intégrant cette propriété et quantifier cet
impact sur le coefficient de diffusion bistatique incohérent. Ce travail a été initié durant la thèse en
multipliant le profil exponentiel par une fonction cosinus, mais n’a pas été présenté car non finalisé.
• la finalisation du calcul des expressions analytiques du modèle MPP. Déterminer l’expression
analytique des courants surfaciques pour le cas d’une surface diélectrique rugueuse, en polarisation
TM et à l’ordre 2.
• la comparaison des champs diffractés avec ceux calculés par la décomposition du champ dif-
fracté en somme d’ondes planes. Nous avons calculer le champ diffracté en utilisant le principe
de Huygens. Nous n’avons pas utilisé la décomposition en sommes d’ondes pour calculer numéri-
quement le champ diffracté alors que nous l’avons utilisée pour son calcul analytique. Il peut être
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intéressant de comparer les champs diffractés obtenus à l’aide du principe de Huygens et ceux issus
de la décomposition en somme d’ondes planes.
• l’étude paramétrique des grandeurs effectives. Nous avons obtenu les expressions analytiques
des grandeurs effectives. Mener une étude paramétrique en faisant varier la longueur de corrélation,
l’écart-type des hauteurs, la longueur d’onde et l’angle d’incidence permettrait d’évaluer la variabi-
lité de l’impédance de surface effective et de la permittivité diélectrique effective. Pour la permittivité
diélectrique effective, nous pourrons notamment déterminer comment la conductivité électrique ef-
fective évolue en fonction des paramètres de rugosités (longueur de corrélation et écart-type des
hauteurs).
Le besoin initial de l’industriel consistait notamment à mieux connaitre les phénomènes physiques mis
en jeu, pouvoir améliorer leur capacité de simuler ces phénomènes et améliorer les capacités de traitements.
Pour mieux répondre aux besoins de l’industriel, voici les démarches que nous proposons :
• Objectif industriel : améliorer les résultats de simulation et la compréhension des phénomènes
mis en jeu. Etendre le modèle MPP à un problème 3D pour inclure éventuellement le phénomène de
dépolarisation. De plus, dans de cadre de l’ANR MCIED, l’IETR a développé un code 3D, basé
sur la MdM, calculant le champ diffracté par une surface rugueuse en présence d”un fil enfoui.
La méthode résultante a été accélérée à l’aide de l’algorithme PILE, permettant de quantifier les
différentes contributions (fil, surface rugueuse et couplage fil/surface rugueuse). Afin d’accélérer cette
méthode, il serait pertinent d’introduire le modèle MPP pour le calcul des interactions locales sur la
surface rugueuse, au lieu d’utiliser une décomposition LU de la matrice impédance, couteuse en
temps de calcul et espace mémoire.
• Objectif industriel : améliorer les algorithmes de traitement pour limiter les fausses alarmes.
Pour atteindre cet objectif, le besoin requis par les équipes de traitement du signal est la modélisation
de la FA spatiale du champ diffusé au dessus de la surface, à hauteur de l’antenne de réception.
Actuellement, cette fonction est connue pour un problème 2D. Ainsi, il serait pertinent de l’étendre à
un problème 3D.
Dans cette thèse, nous avons obtenu des résultats de simulations numériques et de nombreuses perspec-
tives proposées portent sur d’autres simulations à mener. Dans le but de valider ces résultats de simulations
en les comparant à des résultats de mesure, nous proposons deux approches expérimentales afin de mesurer
le champ diffusé par une surface rugueuse :
• la mesure de l’impédance effective sur terrain réel. Il est complexe de mesurer le champ diffusé
en environnement réel à cause du bruit environnant et de la non maîtrise de nombreux paramètres
(présence de végétation ou d’objets contenus dans la sol). Faure [69] a proposé une manière indirecte
de mesurer une impédance de surface effective en acoustique. Nous pouvons nous inspirer de ses
travaux pour mettre en place un protocole expérimental permettant d’accéder à l’impédance de surface
par la mesure.
• la mesure du champ diffracté dans une chambre anéchoïque. Nous proposons une méthode en la-
boratoire pour mesurer le champ diffracté par une surface rugueuse. En laboratoire, dans une chambre
anéchoïque, nous nous plaçons dans un environnement électromagnétique privé du bruit environnant.
Comme nous savons générer numériquement une surface rugueuse, nous pouvons usiner une surface
rugueuse à partir d’un modèle numérique. En effectuant les simulations électromagnétiques sur le
profil généré, il est alors possible de les comparer à celles obtenues expérimentalement sur la surface
usinée à partir du même profil. La surface étant de dimension finie, il faut donc prendre garde de
s’affranchir du problème de diffraction sur les bords.
A
Calculs préalables sur le champ incident
La fonction des variations hauteurs sur la surface peut s’exprimer par la relation :
h : x 7→ h(x) (A.1)
Pour simplifier les notations, nous écrivons z = h(x). La fonction des variations de hauteur de la surface
est de moyenne nulle 〈z〉 = 0 et sa pente s’écrit :
γ =
∂z
∂x
(A.2)
En utilisant les opérateurs transformée de Fourier et transformée de Fourier inverse, nous avons les relations
suivantes entre z, sa transformée de Fourier z˜ et la pente γ
z˜ = 1
2pi
+∞∫
−∞
ze−jkxxdx
z =
+∞∫
−∞
z˜ejkxxdkx
γ =
+∞∫
−∞
jkxz˜e
jkxxdkx
A.1 Développement perturbatif d’une onde incidente plane
Nous définissons l’expression d’une onde incidente plane illuminant la surface avec un angle θi selon la
verticale et se propageant dans la direction kixxˆ− kizzˆ par :
Ψi (x, z) = Ψi0e
j(kixx−kizz) (A.3)
où {
kix = k0 sin(θi)
kiz = k0 cos(θi)
(A.4)
Nous avons vu au chapitre III que les variations des hauteurs sont faibles devant la longueur d’onde, nous
avons donc |kizz|  1 et nous pouvons effectuer le développement en série de Taylor (jusqu’à l’ordre 2) de
la fonction exponentielle selon le paramètre kizz :
Ψi (x, z) = Ψi0e
jkixx
(
1− jkizz − k
2
izz
2
2
)
(A.5)
133
134 ANNEXE A. CALCULS PRÉALABLES SUR LE CHAMP INCIDENT
L’onde incidente Ψi peut s’écrire comme la somme de petites perturbations :
Ψi = Ψ
(0)
i + Ψ
(1)
i + Ψ
(2)
i (A.6)
où les termes des différents ordres sont :
Ψ
(0)
i = Ψi0e
jkixx (Ordre 0)
Ψ
(1)
i = −jkizzΨi0ejkixx (Ordre 1)
Ψ
(2)
i = −k
2
izz
2
2
Ψi0e
jkixx (Ordre 2)
La dérivée normale de l’onde incidente ∂Ψi
∂n
s’écrit :
∂Ψi
∂n
= n · ∇Ψi
= nx · ∂Ψi
∂x
+ nz · ∂Ψi
∂z
(A.7)
où nˆ est le vecteur normale à la surface et qui a pour expression nˆ =
(
nx
nz
)
=
 −γ√1+γ.2
1√
1+γ.2
. Dans la
décomposition en petites perturbations γ est un terme d’ordre 1 car les pentes des hauteurs sont également
faibles devant l’unité : γ  1. La dérivée normale du champ incident peut également s’écrire comme une
somme de petites perturbations :
∂Ψi
∂n
=
(
nx
nz
)
·
(
∂Ψ
(0)
i
∂x
+
∂Ψ
(1)
i
∂x
+
∂Ψ
(2)
i
∂x
∂Ψ
(0)
i
∂z
+
∂Ψ
(1)
i
∂z
+
∂Ψ
(2)
i
∂z
)
(A.8)
où les dérivées partielles de l’onde incidente selon x, ∂Ψi
∂x
, et selon z , ∂Ψi
∂z
,s’écrivent :
∂Ψi
∂x
= jkixΨi0e
j(kixx−kizz)
∂Ψi
∂z
= −jkizΨi0ej(kixx−kizz)
(A.9)
Après avoir effectué un développement en série de la fonction exponentielle selon le paramètre kizz pour
les dérivées partielles (A.9), nous identifions leurs termes aux ordres 0, 1 et 2 :
∂Ψ
(0)
i
∂x
= jkixΨi0e
jkixx (Ordre 0)
∂Ψ
(1)
i
∂x
= kixkizzΨi0e
jkixx (Ordre 1)
∂Ψ
(2)
i
∂x
= − jk2izkixz2
2
Ψi0e
jkixx (Ordre 2)
et 
∂Ψ
(0)
i
∂z
= −jkizΨi0ejkixx (Ordre 0)
∂Ψ
(1)
i
∂z
= −k2izzΨi0ejkixx (Ordre 1)
∂Ψ
(2)
i
∂z
=
jk3izz
2
2
Ψi0e
jkixx (Ordre 2)
(A.10)
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Identifions les termes d’ordres 0, 1 et 2 du développement en série de Taylor de la dérivée normale du
champ incident :
∂Ψi
∂n
=
∂Ψ
(0)
i
∂n
+
∂Ψ
(1)
i
∂n
+
∂Ψ
(2)
i
∂n
=
1√
1 + γ2
∂Ψ
(0)
i
∂z
+
1√
1 + γ2
(
−γ ∂Ψ
(0)
i
∂x
+
∂Ψ
(1)
i
∂z
)
+
1√
1 + γ2
(
−γ ∂Ψ
(1)
i
∂x
+
∂Ψ
(2)
i
∂z
)
(A.11)
En remplaçant les termes des dérivées partielles (A.1) et (A.10) dans (A.11), nous obtenons les expressions
suivantes pour les premiers ordres du développement perturbatif de la dérivée normale du champ incident :
∂Ψ
(0)
i
∂n
= −jkiz Ψi0ejkixx√
1+γ2
(Ordre 0)
∂Ψ
(1)
i
∂n
= − (jγkix + k2izz) Ψi0e
jkixx√
1+γ2
(Ordre 1)
∂Ψ
(2)
i
∂n
=
(
jk3izz
2
2
− γkixkizz
)
Ψi0e
jkixx√
1+γ2
(Ordre 2)
Nous donnons ci-dessous les expressions des termes perturbatifs du champ incident dans le domaine spatiale
et leur équivalent dans le domaine spectral :
Ψ
(0)
i = Ψi0e
jkixx ←→ F
(
Ψ
(0)
i
)
= Ψi0δ (kx − kix)
Ψ
(1)
i = −jkizzΨi0ejkixx ←→ F
(
Ψ
(1)
i
)
= −jkizΨi0z˜ (kx − kix)
Ψ
(2)
i = −k
2
izz
2
2
Ψi0e
jkixx ←→ F
(
Ψ
(2)
i
)
= −k2iz
2
z˜ (kx − kix) ∗ z˜
∂Ψ
(0)
i
∂x
= jkixΨi0e
jkixx ←→ F
(
∂Ψ
(0)
i
∂x
)
= jkixΨi0δ (kx − kix)
∂Ψ
(1)
i
∂x
= kixkizzΨi0e
jkixx ←→ F
(
∂Ψ
(1)
i
∂x
)
= kixkizΨi0z˜ (kx − kix)
∂Ψ
(2)
i
∂x
=
−jkixk2izz2
2
Ψi0e
jkixx ←→ F
(
∂Ψ
(2)
i
∂x
)
=
−jkixk2iz
2
Ψi0z˜ (kx − kix) ∗ z˜
∂Ψ
(0)
i
∂z
= −jkizΨi0ejkixx ←→ F
(
∂Ψ
(0)
i
∂z
)
= −jkizΨi0δ (kx − kix)
∂Ψ
(1)
i
∂z
= −k2izzΨi0ejkixx ←→ F
(
∂Ψ
(1)
i
∂z
)
= −k2izΨi0z˜ (kx − kix)
∂Ψ
(2)
i
∂z
=
jk3izz
2
2
Ψi0e
jkixx ←→ F
(
∂Ψ
(2)
i
∂z
)
=
jk3iz
2
Ψi0z˜ (kx − kix) ∗ z˜

B
Calculs préalables sur le champ diffracté
Le champ diffracté par une surface rugueuse peut s’écrire comme la somme d’ondes planes se propageant
dans les différentes directions du demi espace au-dessus de la surface :
Ψd(x, z) =
+∞∫
−∞
Ψ˜d (kx) e
j(kxx+kzz)dkx (B.1)
Comme les variations des hauteurs sont faibles devant la longueur d’onde, nus avons |kizz|  1. Nous
effectuons le développement en série de Taylor de la fonction exponentielle contenant ce paramètre jusqu’à
l’ordre 2 et écrivons Ψ˜d comme une somme de petites perturbations. Nous obtenons :
Ψd =
+∞∫
−∞
(
Ψ˜
(0)
d + Ψ˜
(1)
d + Ψ˜
(2)
d
)(
1 + jkzz − k
2
zz
2
2
)
ejkxxdkx (B.2)
Après l’identification des termes des différents ordres, nous avons :
Ψd =
+∞∫
−∞
Ψ˜
(0)
d e
jkxxdkx (Ordre 0)
+
+∞∫
−∞
[
jkzzΨ˜
(0)
d + Ψ˜
(1)
d
]
ejkxxdkx (Ordre 1)
+
+∞∫
−∞
[
−k2zz2
2
Ψ˜
(0)
d + jkzzΨ˜
(1)
d + Ψ˜
(2)
d
]
ejkxxdkx (Ordre 2)
(B.3)
Pour chacun des ordres de (B.3), nous reconnaissons une transformée de Fourier inverse. z doit donc être
exprimé dans le domaine spectral par z˜, ce qui donne :
Ψd =
+∞∫
−∞
Ψ˜
(0)
d e
jkxxdkx (Ordre 0)
+
+∞∫
−∞
[
z˜ ∗
(
jkzΨ˜
(0)
d
)
+ Ψ˜
(1)
d
]
ejkxxdkx (Ordre 1)
+
+∞∫
−∞
[
−z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
+ z˜ ∗
(
jkzΨ˜
(1)
d
)
+ Ψ˜
(2)
d
]
ejkxxdkx (Ordre 2)
(B.4)
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où ∗ est le symbole de la convolution définie par (a ∗ b)(τ) =
+∞∫
−∞
a(t)b(τ − t)dt. Le champ diffracté s’écrit
comme la somme de petites perturbations Ψd = Ψ
(0)
d + Ψ
(1)
d + Ψ
(2)
d , dont les expressions sont données par :
Ψ
(0)
d =
+∞∫
−∞
Ψ˜
(0)
d e
jkxxdkx
Ψ
(1)
d =
+∞∫
−∞
[
z˜ ∗
(
jkzΨ˜
(0)
d
)
+ Ψ˜
(1)
d
]
ejkxxdkx
Ψ
(2)
d =
+∞∫
−∞
[
−z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
+ z˜ ∗
(
jkzΨ˜
(1)
d
)
+ Ψ˜
(2)
d
]
ejkxxdkx
(B.5)
Nous venons de fournir les expressions des petites perturbations du champ diffractés jusqu’à l’ordre 2.
Les inconnues qui sont à déterminer sont les Ψ˜(0)d , Ψ˜
(1)
d et Ψ˜
(2)
d . Déterminons désormais les termes du
développement perturbatif de la dérivée normale du champ diffracté :
∂Ψd
∂n
= n · ∂Ψd
∂n
=
(
nx
nz
)
·
(
∂Ψd
∂x
∂Ψd
∂z
) (B.6)
Les dérivées partielles du champ diffracté sont développées en série jusqu’à l’ordre 2 :
∂Ψd
∂n
=
(
nx
nz
)
·
(
∂Ψ
(0)
d
∂x
+
∂Ψ
(1)
d
∂x
+
∂Ψ
(2)
d
∂x
∂Ψ
(0)
d
∂z
+
∂Ψ
(1)
d
∂z
+
∂Ψ
(2)
d
∂z
)
(B.7)
En regroupant les termes d’ordre 0, 1 et 2, nous avons :
∂Ψd
∂n
=
1√
1 + γ2
∂Ψ
(0)
d
∂z
(ordre 0)
=
1√
1 + γ2
(
−γ ∂Ψ
(0)
d
∂x
+
∂Ψ
(1)
d
∂z
)
(ordre 1)
=
1√
1 + γ2
(
−γ ∂Ψ
(1)
d
∂x
+
∂Ψ
(2)
d
∂z
)
(ordre 2)
(B.8)
Calculons les termes perturbatifs de chacune des dérivées partielles. La dérivée partielle selon x s’écrit :
∂Ψd
∂x
=
+∞∫
−∞
jkxΨ˜d (kx) e
j(kxx+kzz)dkx (B.9)
En développant en série de Taylor la fonction exponentielle et en écrivant Ψ˜d comme une somme de petites
perturbations, nous avons :
∂Ψd
∂x
=
+∞∫
−∞
jkx
(
Ψ˜
(0)
d (kx) + Ψ˜
(1)
d (kx) + Ψ˜
(2)
d (kx)
)(
1 + jkzz − k
2
zz
2
2
)
ejkxxdkx (B.10)
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En identifiant les termes des ordres 0, 1 et 2, nous avons :
∂Ψd
∂x
=
+∞∫
−∞
jkxΨ˜
(0)
d (kx) e
jkxxdkx (Ordre 0)
+
+∞∫
−∞
(
−kxkzzΨ˜(0)d (kx) + jkxΨ˜(1)d (kx)
)
ejkxxdkx (Ordre 1)
+
+∞∫
−∞
(
− jk2zkxz2
2
Ψ˜
(0)
d (kx)− kxkzzΨ˜(1)d (kx) + jkxΨ˜(2)d (kx)
)
ejkxxdkx (Ordre 2)
(B.11)
Nous procédons de la même manière pour la dérivée partielle selon z, ∂Ψd
∂z
:
∂Ψd
∂z
=
+∞∫
−∞
jkzΨ˜d (kx) e
j(kxx+kzz)dkx
=
+∞∫
−∞
jkz
(
Ψ˜
(0)
d (kx) + Ψ˜
(1)
d (kx) + Ψ˜
(2)
d (kx)
)
ejkxx
(
1 + jkzz − k
2
zz
2
2
)
dkx
(B.12)
Dans la suite, pour simplifier les notations, nous écrivons Ψ˜(i)d pour Ψ˜
(i)
d (kx). En identifiant les termes des
ordres 0, 1 et 2, nous avons :
∂Ψd
∂z
=
+∞∫
−∞
jkzΨ˜
(0)
d e
jkixxdkx (Ordre 0)
+
+∞∫
−∞
(
−k2zzΨ˜(0)d + jkzΨ˜(1)d
)
ejkixxdkx (Ordre 1)
+
+∞∫
−∞
(
− jk3zz2
2
Ψ˜
(0)
d − k2zzΨ˜(1)d + jkzΨ˜(2)d
)
ejkixxdkx (Ordre 2)
(B.13)
La dérivée normale ∂Ψ
∂nˆ
s’écrit alors :
∂Ψd
∂n
=
∂Ψ
(0)
d
∂n
+
∂Ψ
(1)
d
∂n
+
∂Ψ
(2)
d
∂n
=
1√
1 + γ2
+∞∫
−∞
jkzΨ˜
(0)
d e
jkixxdkx (Ordre 0)
=
1√
1 + γ2
+∞∫
−∞
[
jkzΨ˜
(1)
d +
(−jγkx − k2zz) Ψ˜(0)d ] ejkixxdkx (Ordre 1)
=
1√
1 + γ2
+∞∫
−∞
[
jkzΨ˜
(2)
d +
(−jγkx − k2zz) Ψ˜(1)d ] ejkixxdkx
+
1√
1 + γ2
+∞∫
−∞
[
γkxkzz − jk
3
zz
2
2
]
Ψ˜
(0)
d e
jkixxdkx (Ordre 2)
(B.14)
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En notant F(γ) = jkxz˜ et F(z) = z˜, nous obtenons au final :
∂Ψd
∂n
=
1√
1 + γ2
+∞∫
−∞
jkzΨ˜
(0)
d (kx) e
jkixxdkx (Ordre 0)
+
1√
1 + γ2
+∞∫
−∞
(
jkzΨ˜
(1)
d + (kxz˜) ∗
(
kxΨ˜
(0)
d
)
− z˜ ∗
(
k2zΨ˜
(0)
d
))
ejkixxdkx (Ordre 1)
+
1√
1 + γ2
+∞∫
−∞
(
jkzΨ˜
(2)
d + (kxz˜) ∗
(
kxΨ˜
(1)
d
)
− z˜ ∗
(
k2zΨ˜
(1)
d
))
ejkixxdkx
+
1√
1 + γ2
+∞∫
−∞
[
(jkxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
− z˜ ∗ z˜ ∗ jk
3
z
2
Ψ˜
(0)
d
]
ejkixxdkx (Ordre 2)
(B.15)
C
Annexe C : Problème de Dirichlet - surface PC
C.1 Cas d’une onde incidente quelconque
Nous rappelons la condition aux limites de Dirichlet qui s’applique pour une onde incidente en polarisation
TE :
Ψ = Ψi + Ψd = 0 (C.1)
En décomposant le champ incident et le champ diffusé en petites perturbations, jusqu’à l’ordre 2, nous
avons :
Ψ = Ψi + Ψd
= Ψ
(0)
i + Ψ
(0)
d + Ψ
(1)
i + Ψ
(1)
d + Ψ
(2)
i + Ψ
(2)
d
(C.2)
D’après la conditions aux limites de Dirichlet, Ψi = −Ψd. Cette relation est établie pour chacun des ordres
de la MPP, nous avons alors : 
Ψ
(0)
d = −Ψ(0)i
Ψ
(1)
d = −Ψ(1)i
Ψ
(2)
d = −Ψ(2)i
(C.3)
En utilisant les développement de l’annexe B, le système d’équations (C.3) devient :
+∞∫
−∞
Ψ˜
(0)
d e
jkxxdkx = −Ψ(0)i
+∞∫
−∞
(
z˜ ∗
(
jkzΨ˜
(0)
d
)
+ Ψ˜
(1)
d
)
ejkxxdkx = −Ψ(1)i
+∞∫
−∞
(
−z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
+ z˜ ∗
(
jkzΨ˜
(1)
d
)
+ Ψ˜
(2)
d
)
ejkxxdkx = −Ψ(2)i
(C.4)
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Effectuons une transformée de Fourier, notée F , de (C.4), nous obtenons :
Ψ˜
(0)
d = −F
(
Ψ
(0)
i
)
z˜ ∗
(
jkzΨ˜
(0)
d
)
+ Ψ˜
(1)
d = −F
(
Ψ
(1)
i
)
− z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
+ z˜ ∗
(
jkzΨ˜
(1)
d
)
+ Ψ˜
(2)
d = −F
(
Ψ
(2)
i
) (C.5)
Nous avons alors un système récursif où les inconnues à trouver successivement sont Ψ˜(0)d , Ψ˜
(1)
d et Ψ˜
(2)
d :
Ψ˜
(0)
d = −F
(
Ψ
(0)
i
)
Ψ˜
(1)
d = −F
(
Ψ
(1)
i
)
− z˜ ∗
(
jkzΨ˜
(0)
d
)
Ψ˜
(2)
d = −F
(
Ψ
(2)
i
)
+ z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
− z˜ ∗
(
jkzΨ˜
(1)
d
) (C.6)
Nous venons de déterminer les inconnues Ψ˜(0)d , Ψ˜
(1)
d et Ψ˜
(2)
d . Pour obtenir les courants surfaciques, il faut
réinjecter les inconnues dans l’expression des courants en polarisation TE :
∂Ψ
∂n
=
Ψi
∂n
+
∂Ψd
∂n
=
Ψ
(0)
i
∂n
+
∂Ψ
(0)
d
∂n
+
Ψ
(1)
i
∂n
+
∂Ψ
(1)
d
∂n
+
Ψ
(2)
i
∂n
+
∂Ψ
(2)
d
∂n
(C.7)
soit, pour leur expression sous forme de petites perturbations :
∂Ψ
∂n
=
∂Ψ(0)
∂n
+
∂Ψ(1)
∂n
+
∂Ψ(2)
∂n
=
∂Ψ
(0)
i
∂n
+
1√
1 + γ2
+∞∫
−∞
jkzΨ˜
(0)
d e
jkixxdkx (Ordre 0)
+
∂Ψ
(1)
i
∂n
+
1√
1 + γ2
+∞∫
−∞
[
jkzΨ˜
(1)
d + (kxz˜) ∗
(
kxΨ˜
(0)
d
)
− z˜ ∗
(
k2zΨ˜
(0)
d
)]
ejkixxdkx (Ordre 1)
+
∂Ψ
(2)
i
∂n
+
1√
1 + γ2
+∞∫
−∞
(
jkzΨ˜
(2)
d + (kxz˜) ∗
(
kxΨ˜
(1)
d
)
− z˜ ∗
(
k2zΨ˜
(1)
d
))
ejkixxdkx
+
1√
1 + γ2
+∞∫
−∞
[
jkxz˜ ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)]
ejkixxdkx (Ordre 2)
(C.8)
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C.2 Cas d’une onde incidente plane
Les solutions du système d’équations pour la polarisation TE étaient :
Ψ˜
(0)
d = −F
(
Ψ
(0)
i
)
Ψ˜
(1)
d = −F
(
Ψ
(1)
i
)
− z˜ ∗
(
jkzΨ˜
(0)
d
)
Ψ˜
(2)
d = −F
(
Ψ
(2)
i
)
+ z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
− z˜ ∗
(
jkzΨ˜
(1)
d
) (C.9)
Nous insérons dans le système (C.9) les expressions qui suivent et issues de l’annexe A :
Ψ
(0)
i = Ψi0e
jkixx
Ψ
(1)
i = −jkizzΨi0ejkixx
Ψ
(2)
i = −
k2izz
2
2
Ψi0e
jkixx
F
(
Ψ
(0)
i
)
= Ψi0δ (kx − kix)
F
(
Ψ
(1)
i
)
= −jkizΨi0z˜kix
F
(
Ψ
(2)
i
)
= −k
2
iz
2
Ψi0z˜kix ∗ z˜
(C.10)
Nous obtenons au final : 
Ψ˜
(0)
d = −Ψi0δ (kx − kix)
Ψ˜
(1)
d = 2jkizΨi0z˜kix
Ψ˜
(2)
d = 2Ψi0kiz z˜ ∗ (kz z˜kix)
(C.11)
Les expressions des courants surfaciques dans le cas d’une onde incidente plane s’obtiennent en insérant
les inconnues (C.11) dans les expressions ci-dessous :
∂Ψ
∂n
=
∂Ψ(0)
∂n
+
∂Ψ(1)
∂n
+
∂Ψ(2)
∂n
= −jkiz Ψi0e
jkixx√
1 + γ2
+
1√
1 + γ2
+∞∫
−∞
jkzΨ˜
(0)
d e
jkixxdkx
+− (jγkix + k2izz) Ψi0ejkixx√
1 + γ2
+
1√
1 + γ2
+∞∫
−∞
[
jkzΨ˜
(1)
d + (kxz˜) ∗
(
kxΨ˜
(0)
d
)
− z˜ ∗
(
k2zΨ˜
(0)
d
)]
ejkixxdkx
+
(
jk3izz
2
2
− γkixkizz
)
Ψi0e
jkixx√
1 + γ2
+
1√
1 + γ2
+∞∫
−∞
[
jkzΨ˜
(2)
d + (kxz˜) ∗
(
kxΨ˜
(1)
d
)
− z˜ ∗
(
k2zΨ˜
(1)
d
)]
ejkixxdkx
+
1√
1 + γ2
+∞∫
−∞
[
(jkxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)]
ejkixxdkx
(C.12)

D
Annexe D : Problème de Neumann - surface PC
D.1 Cas d’une onde incidente quelconque
La condition aux limites de Neumann pour une onde incidente en polarisation TM est :
∂Ψ
∂n
=
Ψi
∂n
+
∂Ψd
∂n
= 0 (D.1)
Nous avons alors l’égalité suivante :
∂Ψd
∂n
= −∂Ψi
∂n
(D.2)
En utilisant les développements perturbatifs de l’annexe B, la relation (D.2) est équivalente pour chacun des
ordres à :

+∞∫
−∞
jkzΨ˜
(0)
d e
jkixxdkx = −∂Ψ
(0)
i
∂z
+∞∫
−∞
[
jkzΨ˜
(1)
d + (kxz˜) ∗
(
kxΨ˜
(0)
d
)
− z˜ ∗
(
k2zΨ˜
(0)
d
)]
ejkixxdkx = γ
∂Ψ
(0)
i
∂x
− ∂Ψ
(1)
i
∂z
+∞∫
−∞
[
jkzΨ˜
(2)
d + (kxz˜) ∗
(
kxΨ˜
(1)
d
)
− z˜ ∗
(
k2zΨ˜
(1)
d
)
+ (jkxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)]
ejkixxdkx
= γ
∂Ψi
∂x
(1)
− ∂Ψ
(2)
i
∂z
(D.3)
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Nous effectuons alors une transformée de Fourier :
jkzΨ˜
(0)
d = −F
(
∂Ψ
(0)
i
∂z
)
(ordre 0)
jkzΨ˜
(1)
d + (kxz˜) ∗
(
kxΨ˜
(0)
d
)
− z˜ ∗
(
k2zΨ˜
(0)
d
)
= (jkxz˜) ∗ F
(
∂Ψ
(0)
i
∂x
)
−F
(
∂Ψ
(1)
i
∂z
)
(ordre 1)
jkzΨ˜
(2)
d + (kxz˜) ∗
(
kxΨ˜
(1)
d
)
− z˜ ∗
(
k2zΨ˜
(1)
d
)
+ (jkxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)
= F(γ) ∗ F
(
∂Ψi
∂x
(1)
)
−F
(
∂Ψ
(2)
i
∂z
)
(ordre 2)
(D.4)
En utilisant l’expression F(γ) = jkxz˜ , nous obtenons les expressions des inconnues pour la condition aux
limites de Neumann :
Ψ˜
(0)
d = −
F
(
∂Ψ
(0)
i
∂z
)
jkz
Ψ˜
(1)
d =
(jkxz˜) ∗ F
(
∂Ψ
(0)
i
∂x
)
−F
(
∂Ψ
(1)
i
∂z
)
− (kxz˜) ∗
(
kxΨ˜
(0)
d
)
+ z˜ ∗
(
k2zΨ˜
(0)
d
)
jkz
Ψ˜
(2)
d =
(jkxz˜) ∗ F
(
∂Ψ
(1)
i
∂x
)
−F
(
∂Ψ
(2)
i
∂z
)
− (kxz˜) ∗
(
kxΨ˜
(1)
d
)
+ z˜ ∗
(
k2zΨ˜
(1)
d
)
jkz
+
− (jkxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
+ z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)
jkz
(D.5)
Pour obtenir l’expression des courants en polarisation TM, nous résinsérons les inconnues précédentes dans
l’expression des courants surfaciques en polarisation TM :
Ψ = Ψi + Ψd = Ψ
(0)
i + Ψ
(0)
d + Ψ
(1)
i + Ψ
(1)
d + Ψ
(2)
i + Ψ
(2)
d (D.6)
Soit, pour son équivalent en termes perturbatifs :
Ψ(0) = Ψ
(0)
i +
+∞∫
−∞
Ψ˜
(0)
d e
jkxxdkx (Ordre 0)
Ψ(1) = Ψ
(1)
i +
+∞∫
−∞
[
z˜ ∗
(
jkzΨ˜
(0)
d
)
+ Ψ˜
(1)
d
]
ejkxxdkx (Ordre 1)
Ψ(2) = Ψ
(2)
i +
+∞∫
−∞
[
−z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
+ z˜ ∗
(
jkzΨ˜
(1)
d
)
+ Ψ˜
(2)
d
]
ejkxxdkx (Ordre 2)
(D.7)
D.2 Cas d’une onde incidente plane
Pour une onde incidente plane, nous insérons les termes d’onde plane de l’annexe A dans les expressions
des inconnues (D.5), nous obtenons après calcul :
Ψ˜
(0)
d = Ψi0δ (kx − kix)
Ψ˜
(1)
d =
2i
kz
(
kxkix − k20
)
z˜kix
Ψ˜
(2)
d =
2 (kxkix − k20) z˜kix
[
kz ∗ z˜ − kxkz ∗ kxz˜
]
kz
(D.8)
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Pour obtenir les courants surfaciques, il faut réinsérer les inconnues (D.8) dans les expressions ci-dessous :
Ψ(0) = Ψi0e
jkixx +
+∞∫
−∞
Ψ˜
(0)
d e
jkxxdkx (Ordre 0)
Ψ(1) = −jkizzΨi0ejkixx +
+∞∫
−∞
[
z˜ ∗
(
jkzΨ˜
(0)
d
)
+ Ψ˜
(1)
d
]
ejkxxdkx (Ordre 1)
Ψ(2) = −k
2
izz
2
2
Ψi0e
jkixx +
+∞∫
−∞
[
−z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
+ z˜ ∗
(
jkzΨ˜
(1)
d
)
+ Ψ˜
(2)
d
]
ejkxxdkx (Ordre 2)
(D.9)

E
Annexe E : Surfaces diélectriques
E.1 Cas d’une onde quelconque
Nous rappelons les conditions aux limites pour une surface diélectrique
∀ ∈ S ,
{
Ψ0 (x, z) = Ψ1 (x, z)
n · ∇Ψ0 (x, z) = ρ01n · ∇Ψ1 (x, z) (E.1)
Les champs dans les milieux Ω0 et Ω1 peuvent s’écrire :{
Ψ0 (x, z) = Ψi (x, z) + Ψd (x, z)
Ψ1 (x, z) = Ψt (x, z)
(E.2)
où Ψd (x, z) et Ψt (x, z) peuvent s’écrire comme une somme d’ondes planes :
Ψd (x, z) =
+∞∫
−∞
Ψ˜de
j(kxx+kzz)dkx
Ψt (x, z) =
+∞∫
−∞
Ψ˜te
j(kxx−ktzz)dkx
Nous effectuons le développement perturbatif des grandeurs suivantes :
Ψi =
∑N
m=0 Ψ
(m)
i
Ψ˜d =
∑N
m=0 Ψ˜
(m)
d
Ψ˜t =
∑N
m=0 Ψ˜
(m)
t
ejkzz =
∑N
m=0 (j)
k kmz z
m
m!
e−jktzz =
∑N
m=0 (−j)m k
m
tzz
m
m!
En développant jusqu’à l’ordre 2 la conditions aux limites Ψ0 = Ψ1, nous avons :
Ψ
(0)
i + Ψ
(1)
i + Ψ
(2)
i + · · ·
+∞∫
−∞
(
Ψ˜
(0)
d + Ψ˜
(1)
d + Ψ˜
(2)
d
)(
1 + jkzz − k
2
zz
2
2
)
ejkxxdkx · · ·
=
+∞∫
−∞
(
Ψ˜
(0)
t + Ψ˜
(1)
t + Ψ˜
(2)
t
)(
1− jktzz − k
2
tzz
2
2
)
ejkxxdkx · · ·
(E.3)
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Nous identifions et regroupons les termes pour chacun des ordres : Ordre 0 :
Ψ
(0)
i +
+∞∫
−∞
Ψ˜
(0)
d e
jkxdkx =
+∞∫
−∞
Ψ˜
(0)
t e
jkxdkx (E.4)
Ordre 1 :
Ψ
(1)
i +
+∞∫
−∞
(
Ψ˜
(1)
d + jkzzΨ˜
(0)
d
)
ejkxdkx =
+∞∫
−∞
(
Ψ˜
(1)
t − jktzzΨ˜(0)t
)
ejkxdkx (E.5)
Ordre 2 :
Ψ
(2)
i +
+∞∫
−∞
(
Ψ˜
(2)
d + jkzzΨ˜
(1)
d −
k2zz
2
2
Ψ˜
(0)
d
)
ejkxdkx
=
+∞∫
−∞
(
Ψ˜
(2)
t − jktzzΨ˜(1)t −
k2tzz
2
2
Ψ˜
(0)
t
)
ejkxdkx
(E.6)
Nous effectuons une transformée de Fourier (F) sur les précédentes relations et nous isolons les inconnues
du champ transmis :
Ψ˜
(0)
t = F
(
Ψ
(0)
i
)
+ Ψ˜
(0)
d
Ψ˜
(1)
t = F
(
Ψ
(1)
i
)
+ Ψ˜
(1)
d + z˜ ∗
(
jkzΨ˜
(0)
d
)
+ z˜ ∗
(
jktzΨ˜
(0)
t
)
Ψ˜
(2)
t = F
(
Ψ
(2)
i
)
+ Ψ˜
(2)
d + z˜ ∗
(
jkzΨ˜
(1)
d
)
− z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
+ z˜ ∗
(
jktzΨ˜
(1)
t
)
+ z˜ ∗ z˜ ∗
(
k2tz
2
Ψ˜
(0)
t
)
(E.7)
Nous venons d’exploiter la première équation des conditions aux limites, passons à la seconde équation :
n · ∇Ψ0 = ρ01n · ∇Ψ1 (E.8)
qui est équivalente à
n · ∇Ψi + n · ∇Ψd (r) = ρ01n · ∇Ψt (E.9)
ou  −γ√1+γ2
1√
1+γ2
 · (∂Ψi∂x + ∂Ψd∂x∂Ψi
∂z
+ ∂Ψd
∂z
)
= ρ01
 −γ√1+γ2
1√
1+γ2
 · (∂Ψt∂x∂Ψt
∂z
)
(E.10)
ou même encore :
⇔
 −γ√1+γ2
1√
1+γ2
 ·

∂Ψi
∂x
+
+∞∫
−∞
jkxΨ˜de
j(kx+kzz)
∂Ψi
∂z
+
+∞∫
−∞
jkzΨ˜de
j(kx+kzz)
 = ρ01
 −γ√1+γ2
1√
1+γ2
 ·

+∞∫
−∞
jkxΨ˜te
j(kx−ktzz)
+∞∫
−∞
−jktzΨ˜tej(kx−ktzz)
 (E.11)
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Nous développons les calculs jusqu’à l’ordre 2 :
−γ√
1 + γ2
(
∂Ψ
(0)
i
∂x
+
∂Ψ
(1)
i
∂x
+
∂Ψ
(2)
i
∂x
)
+
1√
1 + γ2
(
∂Ψ
(0)
i
∂z
+
∂Ψ
(1)
i
∂z
+
∂Ψ
(2)
i
∂z
)
− γ√
1 + γ2
+∞∫
−∞
jkx
(
Ψ˜
(0)
d + Ψ˜
(1)
d + Ψ˜
(2)
d
)(
1 + jkzz − k
2
zz
2
2
)
ejkxdkx
+
1√
1 + γ2
+∞∫
−∞
jkz
(
Ψ˜
(0)
d + Ψ˜
(1)
d + Ψ˜
(2)
d
)(
1 + jkzz − k
2
zz
2
2
)
ejkxdkx
= − ρ01γ√
1 + γ2
+∞∫
−∞
jkx
(
Ψ˜
(0)
t + Ψ˜
(1)
t + Ψ˜
(2)
t
)(
1− jktzz − k
2
tzz
2
2
)
ejkxdkx
− ρ01√
1 + γ2
+∞∫
−∞
jktz
(
Ψ˜
(0)
t + Ψ˜
(1)
t + Ψ˜
(2)
t
)(
1− jktzz − k
2
tzz
2
2
)
ejkxdkx
(E.12)
Identifions les termes d’ordres 0, 1 et 2 : Ordre 0 :
1√
1 + γ2
∂Ψ
(0)
i
∂z
+
1√
1 + γ2
+∞∫
−∞
jkzΨ˜
(0)
d e
jkxdkx =
−ρ01√
1 + γ2
+∞∫
−∞
jktzΨ˜
(0)
t e
jkxdkx (E.13)
Ordre 1 :
−γ√
1 + γ2
∂Ψ
(0)
i
∂x
+
1√
1 + γ2
∂Ψ
(1)
i
∂z
− γ√
1 + γ2
+∞∫
−∞
jkxΨ˜
(0)
d e
jkxdkx +
1√
1 + γ2
+∞∫
−∞
(
jkzΨ˜
(1)
d − k2zzΨ˜(0)d
)
ejkxdkx
= − ρ01γ√
1 + γ2
+∞∫
−∞
jkxΨ˜
(0)
t e
jkxdkx − ρ01√
1 + γ2
+∞∫
−∞
(
jktzΨ˜
(1)
t + k
2
tzzΨ˜
(0)
t
)
ejkxdkx
(E.14)
Ordre 2 :
−γ√
1 + γ2
∂Ψ
(1)
i
∂x
+
1√
1 + γ2
∂Ψ
(2)
i
∂z
− γ√
1 + γ2
+∞∫
−∞
(
jkxΨ˜
(1)
d − kxkzzΨ˜(0)d
)
ejkxdkx +
1√
1 + γ2
+∞∫
−∞
(
jkzΨ˜
(2)
d − k2zzΨ˜(1)d −
jk3zz
2
2
Ψ˜
(0)
d
)
ejkxdkx
= − ρ01γ√
1 + γ2
+∞∫
−∞
(
jkxΨ˜
(1)
t + kxktzzΨ˜
(0)
t
)
ejkxdkx − ρ01√
1 + γ2
+∞∫
−∞
(
jktzΨ˜
(2)
t + k
2
tzzΨ˜
(1)
t −
jk3tzz
2
2
Ψ˜
(0)
t
)
ejkxdkx
(E.15)
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Nous effectuons la transformée des expressions obtenues pour les ordres 0, 1 et 2 :

Ordre 0 :
F
(
∂Ψ
(0)
i
∂z
)
+ jkzΨ˜
(0)
d = −ρ01jktzΨ˜(0)t
Ordre 1 :
−F (γ) ∗ F
(
∂Ψ
(0)
i
∂x
)
+ F
(
∂Ψ
(1)
i
∂z
)
−F (γ) ∗
(
jkxΨ˜
(0)
d
)
+ jkzΨ˜
(1)
d − z˜ ∗
(
k2zΨ˜
(0)
d
)
= −ρ01F (γ) ∗
(
jkxΨ˜
(0)
t
)
− ρ01jktzΨ˜(1)t − ρ01z˜ ∗
(
k2tzΨ˜
(0)
t
)
Ordre 2 :
−F (γ) ∗ F
(
∂Ψ
(1)
i
∂x
)
+ F
(
∂Ψ
(2)
i
∂z
)
−F (γ) ∗
[
jkxΨ˜
(1)
d − z˜ ∗
(
kxkzΨ˜
(0)
d
)]
+ jkzΨ˜
(2)
d − z˜ ∗
(
k2zΨ˜
(1)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)
= −ρ01F (γ) ∗
[
jkxΨ˜
(1)
t + z˜ ∗ kxktzΨ˜(0)t
]
− ρ01
[
jktzΨ˜
(2)
t + z˜ ∗
(
k2tzΨ˜
(1)
t
)
− z˜ ∗ z˜ ∗
(
jk3tz
2
Ψ˜
(0)
t
)]
(E.16)
En prenant en compte la notation F (γ) = jkxz˜, nous obtenons :

Ordre 0 :
F
(
∂Ψ
(0)
i
∂z
)
+ jkzΨ˜
(0)
d = −ρ01jktzΨ˜(0)t
Ordre 1 :
− (jkxz˜) ∗ F
(
∂Ψ
(0)
i
∂x
)
+ F
(
∂Ψ
(1)
i
∂z
)
− (jkxz˜) ∗
(
jkxΨ˜
(0)
d
)
+ jkzΨ˜
(1)
d − z˜ ∗
(
k2zΨ˜
(0)
d
)
= −ρ01 (jkxz˜) ∗
(
jkxΨ˜
(0)
t
)
− ρ01jktzΨ˜(1)t − ρ01z˜ ∗
(
k2tzΨ˜
(0)
t
)
Ordre 2 :− (jkxz˜) ∗ F
(
∂Ψ
(1)
i
∂x
)
+ F
(
∂Ψ
(2)
i
∂z
)
− (jkxz˜) ∗
[
jkxΨ˜
(1)
d − z˜ ∗
(
kxkzΨ˜
(0)
d
)]
+ jkzΨ˜
(2)
d − z˜ ∗
(
k2zΨ˜
(1)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)
= −ρ01 (jkxz˜) ∗
(
jkxΨ˜
(1)
t
)
− ρ01 (jkxz˜) ∗ z˜ ∗
(
kxktzΨ˜
(0)
t
)
− ρ01jktzΨ˜(2)t
− ρ01z˜ ∗
(
k2tzΨ˜
(1)
t
)
+ ρ01z˜ ∗ z˜ ∗
(
jk3tz
2
Ψ˜
(0)
t
)
(E.17)
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Soit, après développement :
Ordre 0 :
F
(
∂Ψ
(0)
i
∂z
)
+ jkzΨ˜
(0)
d = −ρ01jktzΨ˜(0)t
Ordre 1 :
− (jkxz˜) ∗ F
(
∂Ψ
(0)
i
∂x
)
+ F
(
∂Ψ
(1)
i
∂z
)
− (jkxz˜) ∗
(
jkxΨ˜
(0)
d
)
+ jkzΨ˜
(1)
d − z˜ ∗
(
k2zΨ˜
(0)
d
)
= −ρ01 (jkxz˜) ∗
(
jkxΨ˜
(0)
t
)
− ρ01jktzΨ˜(1)t − ρ01z˜ ∗
(
k2tzΨ˜
(0)
t
)
Ordre 2 :
− (jkxz˜) ∗ F
(
∂Ψ
(1)
i
∂x
)
+ F
(
∂Ψ
(2)
i
∂z
)
− (jkxz˜) ∗
(
jkxΨ˜
(1)
d
)
+ (jkxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
+ jkzΨ˜
(2)
d − z˜ ∗
(
k2zΨ˜
(1)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)
= +ρ01 (kxz˜) ∗
(
kxΨ˜
(1)
t
)
− ρ01 (jkxz˜) ∗ z˜ ∗
(
kxktzΨ˜
(0)
t
)
− ρ01jktzΨ˜(2)t
− ρ01z˜ ∗
(
k2tzΨ˜
(1)
t
)
+ ρ01z˜ ∗ z˜ ∗
(
jk3tz
2
Ψ˜
(0)
t
)
(E.18)
Nous obtenons donc trois systèmes de deux équations et deux inconnues pour chaque ordre perturbatif :
Ordre 0 : 
Ψ˜
(0)
t = F
(
Ψ
(0)
i
)
+ Ψ˜
(0)
d
F
(
∂Ψ
(0)
i
∂z
)
+ jkzΨ˜
(0)
d = −ρ01jktzΨ˜(0)t
(E.19)
Ordre 1 :

Ψ˜
(1)
t = F
(
Ψ
(1)
i
)
+ Ψ˜
(1)
d + z˜ ∗
(
jkzΨ˜
(0)
d
)
+ z˜ ∗
(
jktzΨ˜
(0)
t
)
− (jkxz˜) ∗ F
(
∂Ψ
(0)
i
∂x
)
+ F
(
∂Ψ
(1)
i
∂z
)
+ (kxz˜) ∗
(
kxΨ˜
(0)
d
)
+ jkzΨ˜
(1)
d − z˜ ∗
(
k2zΨ˜
(0)
d
)
= ρ01 (kxz˜) ∗
(
kxΨ˜
(0)
t
)
− ρ01jktzΨ˜(1)t − ρ01z˜ ∗
(
k2tzΨ˜
(0)
t
) (E.20)
Ordre 2 :

Ψ˜
(2)
t = F
(
Ψ
(2)
i
)
+ Ψ˜
(2)
d + z˜ ∗
(
jkzΨ˜
(1)
d
)
− z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)
+ z˜ ∗
(
jktzΨ˜
(1)
t
)
+z˜ ∗ z˜ ∗
(
k2tz
2
Ψ˜
(0)
t
)
− (jkxz˜) ∗ F
(
∂Ψ
(1)
i
∂x
)
+ F
(
∂Ψ
(2)
i
∂z
)
+ (kxz˜) ∗
(
kxΨ˜
(1)
d
)
+ (jkxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
+jkzΨ˜
(2)
d − z˜ ∗
(
k2zΨ˜
(1)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)
= +ρ01 (kxz˜) ∗
(
kxΨ˜
(1)
t
)
− ρ01 (jkxz˜) ∗ z˜ ∗
(
kxktzΨ˜
(0)
t
)
− ρ01jktzΨ˜(2)t
−ρ01z˜ ∗
(
k2tzΨ˜
(1)
t
)
+ ρ01z˜ ∗ z˜ ∗
(
jk3tz
2
Ψ˜
(0)
t
)
(E.21)
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Nous résolvons ces systèmes d’équations. Pour l’ordre 0, nous obtenons :

Ψ˜
(0)
d =
−F
(
∂Ψi
∂z
(0)
)
− jρ01ktzF
(
Ψ
(0)
i
)
jkz + iρ01ktz
Ψ˜
(0)
t =
−F
(
∂Ψi
∂z
(0)
)
+ jkzF
(
Ψ
(0)
i
)
j (kz + ρ01ktz)
(E.22)
En résolvant le système à l’ordre 1, en représentant les équations dans le domaine spectral, nous obtenons :
Ψ˜
(1)
d =
− (jkxz˜) ∗ F
(
∂Ψ
(0)
i
∂x
)
−j (kz + ρ01ktz)
+
1
−j (kz + ρ01ktz)F
(
∂Ψ
(1)
i
∂z
)
+
ρ01jktz
−j (kz + ρ01ktz)F
(
Ψ
(1)
i
)
+
(kxz˜) ∗
(
kxΨ˜
(0)
d
)
− ρ01ktz
[
z˜ ∗ kzΨ˜(0)d
]
− z˜ ∗
(
k2zΨ˜
(0)
d
)
−j (kz + ρ01ktz)
−
ρ01 (kxz˜) ∗
(
kxΨ˜
(0)
t
)
− ρ01ktz
[
z˜ ∗
(
ktzΨ˜
(0)
t
)]
+ ρ01z˜ ∗
(
k2tzΨ˜
(0)
t
)
−j (kz + ρ01ktz)
(E.23)
Nous obtenons Ψ˜(1)t de la forme :
Ψ˜
(1)
t =
− (jkxz˜) ∗ F
(
∂Ψ
(0)
i
∂x
)
−j (kz + ρ01ktz)
+
1
−j (kz + ρ01ktz)F
(
∂Ψ
(1)
i
∂z
)
+
−jkz
−j (kz + ρ01ktz)F
(
Ψ
(1)
i
)
+
(kxz˜) ∗
(
kxΨ˜
(0)
d
)
− z˜ ∗
(
k2zΨ˜
(0)
d
)
+ kz
[
z˜ ∗
(
kzΨ˜
(0)
d
)]
−j (kz + ρ01ktz)
+
−ρ01 (kxz˜) ∗
(
kxΨ˜
(0)
t
)
+ ρ01z˜ ∗
(
k2tzΨ˜
(0)
t
)
+ kz
[
z˜ ∗
(
ktzΨ˜
(0)
t
)]
−j (kz + ρ01ktz)
(E.24)
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Pour le système à l’ordre 2, les calculs deviennent long et fastidieux, nous procédons également de la même
manière, pour obtenir :
Ψ˜
(2)
d =
− (jkxz˜) ∗ F
(
∂Ψ
(1)
i
∂x
)
−j (kz + ρ01ktz)
+
1
−j (kz + ρ01ktz)F
(
∂Ψ
(2)
i
∂z
)
+
jρ01ktz
−j (kz + ρ01ktz)F
(
Ψ
(2)
i
)
+
(jkxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)
− ρ01jktz
[
z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)]
−j (kz + ρ01ktz)
+
−z˜ ∗
(
k2zΨ˜
(1)
d
)
+ (kxz˜) ∗
(
kxΨ˜
(1)
d
)
− ρ01ktz
[
z˜ ∗
(
kzΨ˜
(1)
d
)]
−j (kz + ρ01ktz)
+
ρ01 (jkxz˜) ∗ z˜ ∗
(
kxktzΨ˜
(0)
t
)
− ρ01z˜ ∗ z˜ ∗
(
jk3tz
2
Ψ˜
(0)
t
)
+ ρ01jktz
[
z˜ ∗ z˜ ∗
(
k2tz
2
Ψ˜
(0)
t
)]
−j (kz + ρ01ktz)
+
−ρ01 (kxz˜) ∗
(
kxΨ˜
(1)
t
)
+ ρ01z˜ ∗
(
k2tzΨ˜
(1)
t
)
− ρ01ktz
[
z˜ ∗
(
ktzΨ˜
(1)
t
)]
−j (kz + ρ01ktz)
(E.25)
Pour notre étude, n’ayant pas besoin de Ψ˜(2)t , nous ne l’avons pas calculé.
E.2 Cas particulier d’une onde plane
Nous réinjectons les termes d’ondes incidentes planes de l’annexe A dans les expressions récursives des
inconnues obtenues pour une onde incidente quelconque. En utilisant la notation ktiz =
√
k20− k2ix , le
système résolu nous donne au final :
Ψ˜
(0)
d = Ψi0δ (kx − kix)
(
kiz − ρ01ktiz
ρ01ktiz + kiz
)
Ψ˜
(0)
t = Ψi0δ (kx − kix)
(
2kiz
ρ01ktiz + kiz
) (E.26)
Nous obtenons alors pour les deux polarisations :
TE :

Ψ˜
(0)
d = Ψi0δ (kx − kix)
(
kiz − ktiz
ktiz + kiz
)
Ψ˜
(0)
t = Ψi0δ (kx − kix)
(
2kiz
ktiz + kiz
) (E.27)
et
TM :

Ψ˜
(0)
d = Ψi0δ (kx − kix)
(
kiz − r0r1ktiz
r0
r1
ktiz + kiz
)
Ψ˜
(0)
t = Ψi0δ (kx − kix)
(
2kiz
r0
r1
ktiz + kiz
) (E.28)
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Pour déterminer les inconnues d’ordre 1, nous utilisons les expressions obtenues grâce à la méthode récur-
sive dans lesquelles on intègre les expressions de l’onde plane et les inconnues d’ordre 0 :
Ψ˜
(1)
d =
− (jkxz˜) ∗ F
(
∂Ψ
(0)
i
∂x
)
−j (kz + ρ01ktz)
+
1
−j (kz + ρ01ktz)F
(
∂Ψ
(1)
i
∂z
)
+
ρ01jktz
−j (kz + ρ01ktz)F
(
Ψ
(1)
i
)
+
− (jkxz˜) ∗
(
jkxΨ˜
(0)
d
)
+ ρ01jktz
[
z˜ ∗
(
jkzΨ˜
(0)
d
)]
− z˜ ∗
(
k2zΨ˜
(0)
d
)
−j (kz + ρ01ktz)
+
ρ01 (jkxz˜) ∗
(
jkxΨ˜
(0)
t
)
+ ρ01jktz
[
z˜ ∗
(
jktzΨ˜
(0)
t
)]
+ ρ01z˜ ∗
(
k2tzΨ˜
(0)
t
)
−j (kz + ρ01ktz)
(E.29)
Après de longs calculs, nous obtenons :
Ψ˜
(1)
d = 2kizΨi0z˜kix
(1− ρ01) (kixkx − ρ01ktizktz)− k20 (1− ρ01r1)
−j (kz + ρ01ktz) (ρ01ktiz + kiz) (E.30)
Pour le calcul de Ψ˜(1)t , en ajoutant les termes d’ondes planes, nous avons :
Ψ˜
(1)
t =
− (jkxz˜) ∗ (jkixΨi0δ (kx − kix))
−j (kz + ρ01ktz)
+
1
−j (kz + ρ01ktz) − k
2
izΨi0z˜kix
+
−jkz
−j (kz + ρ01ktz) (−jkizΨi0z˜kix)
+ Ψi0
(
kiz − ρ01ktiz
ρ01ktiz + kiz
)
(kxz˜) ∗ (kxδ (kx − kix))
−j (kz + ρ01ktz)
+ Ψi0
(
kiz − ρ01ktiz
ρ01ktiz + kiz
) −z˜ ∗ (k2zδ (kx − kix)) + kz [z˜ ∗ (kzδ (kx − kix))]
−j (kz + ρ01ktz)
+ Ψi0
(
2kiz
ρ01ktiz + kiz
) −ρ01 (kxz˜) ∗ (kxδ (kx − kix))
−j (kz + ρ01ktz)
+ Ψi0
(
2kiz
ρ01ktiz + kiz
)
+ρ01z˜ ∗ (k2tzδ (kx − kix)) + kz [z˜ ∗ (ktzδ (kx − kix))]
−j (kz + ρ01ktz)
(E.31)
Après de longs calculs, nous obtenons :
Ψ˜
(1)
t = 2kizΨi0z˜kix
(1− ρ01) (kxkix + ktizkz) + k20 (ρ01r1 − 1)
−j (ρ01ktiz + kiz) (kz + ρ01ktz) (E.32)
Le couple de solutions pour l’ordre 1 est donc :
Ψ˜
(1)
d = 2kizΨi0z˜kix
(1− ρ01) (kixkx − ρ01ktizktz)− k20 (1− ρ01r1)
−j (kz + ρ01ktz) (ρ01ktiz + kiz)
Ψ˜
(1)
t = 2kizΨi0z˜kix
(1− ρ01) (kxkix + ktizkz) + k20 (ρ01r1 − 1)
−j (ρ01ktiz + kiz) (kz + ρ01ktz)
(E.33)
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Nous obtenons pour les cas particuliers TE et TM :
TE :

Ψ˜
(1)
d = 2kizΨi0z˜kix
−k20 (1− r1)
−j (kz + ktz) (ktiz + kiz)
Ψ˜
(1)
t = 2kizΨi0z˜kix
k20 (r1 − 1)
−j (ktiz + kiz) (kz + ktz)
(E.34)
TM :

Ψ˜
(1)
d = 2kizΨi0z˜kix
(
1− r0
r1
)(
kixkx − r0r1ktizktz
)
− k20
(
1− r0
r1
r1
)
−j
(
kz +
r0
r1
ktz
)(
r0
r1
ktiz + kiz
)
Ψ˜
(1)
t = 2kizΨi0z˜kix
(
1− r0
r1
)
(kxkix + ktizkz) + k
2
0
(
r0
r1
r1 − 1
)
−i
(
r0
r1
ktiz + kiz
)(
kz +
r0
r1
ktz
)
(E.35)
Pour l’ordre 2, nous avions comme expression de Ψ(2)d :
Ψ˜
(2)
d =
− (jkxz˜) ∗ F
(
∂Ψ
(1)
i
∂x
)
−j (kz + ρ01ktz)
+
1
−j (kz + ρ01ktz)F
(
∂Ψ
(2)
i
∂z
)
+
jρ01ktz
−i (kz + ρ01ktz)F
(
Ψ
(2)
i
)
+
(jkxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)
− ρ01jktz
[
z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)]
−j (kz + ρ01ktz)
+
−z˜ ∗
(
k2zΨ˜
(1)
d
)
+ (kxz˜) ∗
(
kxΨ˜
(1)
d
)
− ρ01ktz
[
z˜ ∗
(
kzΨ˜
(1)
d
)]
−j (kz + ρ01ktz)
+
ρ01 (jkxz˜) ∗ z˜ ∗
(
kxktzΨ˜
(0)
t
)
− ρ01z˜ ∗ z˜ ∗
(
jk3tz
2
Ψ˜
(0)
t
)
+ ρ01jktz
[
z˜ ∗ z˜ ∗
(
k2tz
2
Ψ˜
(0)
t
))
−j (kz + ρ01ktz)
+
−ρ01 (kxz˜) ∗
(
kxΨ˜
(1)
t
)
+ ρ01z˜ ∗
(
k2tzΨ˜
(1)
t
)
− ρ01ktz
[
z˜ ∗
(
ktzΨ˜
(1)
t
)]
−j (kz + ρ01ktz)
(E.36)
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soit, avec les termes d’onde plane :
Ψ˜
(2)
d =
− (jkxz˜) ∗ (kixkizΨi0z˜kix)
−j (kz + ρ01ktz)
+
1
−j (kz + ρ01ktz)
jk3iz
2
Ψi0z˜kix ∗ z˜
+
jρ01ktz
−j (kz + ρ01ktz)
−k2iz
2
z˜kix ∗ z˜
+
(jkxz˜) ∗ z˜ ∗
(
kxkzΨ˜
(0)
d
)
− z˜ ∗ z˜ ∗
(
jk3z
2
Ψ˜
(0)
d
)
− ρ01jktz
[
z˜ ∗ z˜ ∗
(
k2z
2
Ψ˜
(0)
d
)]
−j (kz + ρ01ktz)
+
−z˜ ∗
(
k2zΨ˜
(1)
d
)
+ (kxz˜) ∗
(
kxΨ˜
(1)
d
)
− ρ01ktz
[
z˜ ∗
(
kzΨ˜
(1)
d
)]
−j (kz + ρ01ktz)
+
ρ01 (jkxz˜) ∗ z˜ ∗
(
kxktzΨ˜
(0)
t
)
− ρ01z˜ ∗ z˜ ∗
(
jk3tz
2
Ψ˜
(0)
t
)
+ ρ01jktz
[
z˜ ∗ z˜ ∗
(
k2tz
2
Ψ˜
(0)
t
)]
−j (kz + ρ01ktz)
+
−ρ01 (kxz˜) ∗
(
kxΨ˜
(1)
t
)
+ ρ01z˜ ∗
(
k2tzΨ˜
(1)
t
)
− ρ01ktz
[
z˜ ∗
(
ktzΨ˜
(1)
t
)]
−j (kz + ρ01ktz)
(E.37)
Nous obtenons au final comme expressions de Ψ˜(2)d :
Ψ˜
(2)
d (kx) = −Ψi0kizB˜
∞∫
−∞
z˜(k′x − kix)z˜(kx − k′x) [−ktz − ktiz + 2k′tz − 2k′z] dk′x (E.38)
avec B˜ = k
2
0(r1−1)
(ktz+kz)(ktiz+kiz)
.
F
MPP récursif
Dans les précédentes sections, nous avons déterminé les inconnues de la MPP aux ordres 0, 1 et 2. Nous
montrons dans cette annexe que nous pouvons obtenir une expression récursive des inconnues de MPP à
n’importe quel ordre. Écrivons le développement en série de Taylor des termes suivants :
Ψ˜d =
+∞∑
m=0
Ψ˜
(m)
d Ψi =
+∞∑
m=0
Ψ
(m)
i e
jkzz =
+∞∑
m=0
(jkzz)
m
m!
(F.1)
F.1 Problème de Dirichlet
Nous intégrons les équations (F.1) dans la condition aux limites de Dirichlet (2.15), nous obtenons :
+∞∑
m=0
Ψ
(m)
i +
+∞∫
−∞
(
+∞∑
m=0
Ψ˜
(m)
d
)(
+∞∑
m=0
(jkzz)
m
m!
)
ejkxxdkx = 0 (F.2)
Nous identifions les termes de même ordre k dans la condition aux limites :
∀k ∈ N , Ψ(k)i +
+∞∫
−∞
k∑
m=0
Ψ˜
(m)
d
(jkzz)
k−m
k −m! e
jkxxdkx = 0 (F.3)
Nous effectuons la transformée de Fourier de (F.3). Nous avons alors :
∀k ∈ N , F
(
Ψ
(k)
i
)
+
k∑
m=0
(
k−m∏
∗
z˜
)
Ψ˜
(m)
d
(jkz)
k−m
k −m! = 0 (F.4)
où
N∏
∗
est défini comme l’opérateur produit de convolution tel que :
N∏
∗
z˜ = z˜ ∗ z˜ · · · ∗ z˜︸ ︷︷ ︸
N fois
.Alors

Pour k = 0 , F(Ψ(0)i ) + Ψ˜(0)d = 0
∀k ≥ 1 , F
(
Ψ
(k)
i
)
+ Ψ˜
(k)
d +
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
(m)
d
(jkz)
k−1−m
(k − 1−m)! = 0
(F.5)
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Nous obtenons finalement, dans le cas de la polarisation TE, ∀k ∈ N les expressions des inconnues de
MPP : 
Pour k = 0 , Ψ˜(0)d = −F(Ψ(0)i )
∀k ≥ 1 , Ψ˜(k)d = −F
(
Ψ
(k)
i
)
−
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
(m)
d
(jkz)
k−m
k −m!
(F.6)
F.2 Problème de Neumann
Nous considérons les développements perturbatifs supplémentaires suivants :
∂Ψi
∂x
=
+∞∑
m=0
∂Ψi
∂x
(m) ∂Ψi
∂z
=
+∞∑
m=0
∂Ψi
∂z
(m)
(F.7)
Nous intégrons les équations de (F.1) dans les dérivées partielles du champ diffusé :
∂Ψd
∂x
=
+∞∫
−∞
jkx
(
+∞∑
m=0
Ψ˜
(m)
d
)(
+∞∑
m=0
(jkz z˜)
m
m!
)
ejkxxdkx
∂Ψd
∂z
=
+∞∫
−∞
jkz
(
+∞∑
m=0
Ψ˜
(m)
d
)(
+∞∑
m=0
(jkz z˜)
m
m!
)
ejkxxdkx
(F.8)
En intégrant (F.1), (F.7) et (F.8) dans la condition aux limites de Neumann (2.15), nous obtenons :
−γ
+∞∑
m=0
∂Ψi
∂x
(m)
− γ
+∞∫
−∞
jkx
(
+∞∑
m=0
Ψ˜
(m)
d
)(
+∞∑
m=0
(jkz z˜)
m
m!
)
ejkxxdkx
+
+∞∑
m=0
∂Ψi
∂z
(m)
+
+∞∫
−∞
jkz
(
+∞∑
m=0
Ψ˜
(m)
d
)(
+∞∑
m=0
(jkz z˜)
m
m!
)
ejkxxdkx = 0
(F.9)
Nous effectuons la transformée de Fourier de (F.9) en considérant que F(γ) = jkxz˜. En identifiant les
termes d’ordre k, nous avons :
∀k ∈ N , − jkxz˜ ∗ F
(
∂Ψi
∂x
(k)
)
− jkxz˜ ∗ jkx
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
(m)
d
(jkz)
k−1−m
(k − 1−m)!
+F
(
∂Ψi
∂z
(k)
)
+ jkz
k∑
m=0
(
k−m∏
∗
z˜
)
Ψ˜
(m)
d
(jkz)
k−m
(k −m)! = 0
(F.10)
Nous trouvons alors :
Ψ˜
(k)
d =
jkxz˜ ∗ F
(
∂Ψi
∂x
(k)
)
−F
(
∂Ψi
∂z
(k)
)
+ jkxz˜ ∗
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
(jkzz)
k−1−m
(k−1−m)!
[
jkxΨ˜
(m)
d − jkzΨ˜(m)d
]
jkz
(F.11)
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F.3 Surfaces diélectriques
D’après les conditions aux limites (2.14) pour une surface diélectrique, nous devons également prendre en
compte les décompositions en série du champ transmis :
Ψ˜t =
+∞∑
m=0
Ψ˜
(m)
t
∂Ψt
∂x
=
+∞∫
−∞
jkx
(
+∞∑
m=0
Ψ˜
(m)
t
)(
+∞∑
m=0
(−jktz z˜)m
m!
)
ejkxxdkx
∂Ψt
∂z
=
+∞∫
−∞
jkz
(
+∞∑
m=0
Ψ˜
(m)
t
)(
+∞∑
m=0
(−jktz z˜)m
m!
)
ejkxxdkx
(F.12)
La première condition aux limites du cas diélectrique impose :
Pour k = 0 , F(Ψ(0)i ) + Ψ˜(0)d = Ψ˜(0)t
∀k ≥ 1 , F
(
Ψ
(k)
i
)
+ Ψ˜
(k)
d +
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
(m)
d
(jkdz)
k−1−m
(k − 1−m)! = Ψ˜
(k)
t +
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
(m)
t
(−jktz)k−1−m
(k − 1−m)!
(F.13)
qui permet d’exprimer les inconnues Ψ˜(k)t en fonction des autres inconnues Ψ˜
(k)
d et des décompositions du
champ incident.
Pour k = 0 , Ψ˜(0)t = F(Ψ(0)i ) + Ψ˜(0)d
∀k ≥ 1 , Ψ˜(k)t = F
(
Ψ
(k)
i
)
+ Ψ˜
(k)
d +
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
(m)
d
(jkdz)
k−1−m
(k − 1−m)! −
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
(m)
t
(−jktz)k−1−m
(k − 1−m)!
(F.14)
La seconde condition aux limites permet d’obtenir les relations suivantes :
∀k ∈ N , − jkxz˜ ∗ F
(
∂Ψi
∂x
(k)
)
+ F
(
∂Ψi
∂z
(k)
)
− jkxz˜ ∗ jkx
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
(m)
d
(jkdz)
k−1−m
(k − 1−m)!
+ jkdz
k∑
m=0
(
k−m∏
∗
z˜
)
Ψ˜
(m)
d
(jkdz)
k−m
(k −m)! = −jkxz˜ ∗ jkx
k−1∑
m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
(m)
t
(−jktz)k−1−m
(k − 1−m)!
+ jktz
k∑
m=0
(
k−m∏
∗
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Nous isolons Ψ˜(k)t et Ψ˜
(k)
d :
∀k ∈ N , jkdzΨ˜(k)d − jρ01ktzΨ˜(k)t = −jkxz˜ ∗ F
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∂Ψi
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)
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m=0
(
k−1−m∏
∗
z˜
)
Ψ˜
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d
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)
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∗
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d
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∗
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)
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k−1∑
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(
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∗
z˜
)
Ψ˜
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t
(−jktz)k−1−m
(k − 1−m)!
(F.16)
162 ANNEXE F. MPP RÉCURSIF
Nous incluons l’expression (F.14) de Ψ˜(k)t dans l’équation (F.16) et en continuant les calculs nous pouvons
obtenir une expression récursive pour Ψ˜(k)d
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Thèse de Doctorat
Clément CHANEL
Diffusion électromagnétique par un sol : prise en compte d’un fil enfoui par
l’introduction d’une impédance effective dans un code FDTD
Electromagnetic scattering from a soil: Taking into account of a buried wire by
the introduction of an effective impedance in an FDTD code
Résumé
Le contexte de cette thèse est l’étude de la diffusion
d’une onde électromagnétique par un sol faiblement
rugueux en présence d’un fil enfoui. Le problème est
supposé bidimensionnel (les surfaces rugueuses ne
dépendent que d’une variable d’espace) et les milieux,
de part et d’autre de la surface, sont considérés
homogènes.Tout d’abord, un dispositif expérimental a
été mis en oeuvre afin de mesurer des profils de sols
rugueux pour en déterminer les grandeurs
caractéristiques, en particulier l’écart-type des
hauteurs et la longueur de corrélation. Les valeurs de
ces grandeurs nous permettent ainsi de choisir le
modèle de diffusion électromagnétique asymptotique :
la Méthode des Petites Perturbations (MPP), valide
pour des variations des hauteurs de la surface très
faibles devant la longueur d’onde du Radar. Puis, à
partir de cette méthode, les courants de surface ont
été exprimés analytiquement en fonction de l’ordre du
développement perturbatif et de la nature de l’onde
incidente. Le cas d’une onde plane a été étudié en
particulier. Ensuite, les résultats numériques ont été
comparés à ceux obtenus par une méthode
numérique rigoureuse : la Méthode des Moments.
Enfin, les expressions analytiques du champ diffusé,
obtenues par la MPP, nous ont permis de calculer le
coefficient de réflexion cohérent et l’impédance de
surface effective associée. Cette impédance a pour
vocation d’être implantée dans une plateforme de
calcul 3D FDTD, dans laquelle le fil sera pris en
compte.
Abstract
This thesis studies the electromagnetic wave
scattering from a slightly rough soil in the presence of
a buried wire. The problem is assumed to be
two-dimensional (2D) (the rough surface depends only
on one space variable) and the media separating the
boundaries are assumed to be homogeneous.
Firstly, a sensor was built up to measure the profiles of
the rough soil in order to determine its statistical
characteristics, such as the standard deviation of the
heights and the correlation length. These parameters
allow us to choose the adequate asymptotic
electromagnetic scattering model devoted to our
application: The Small Perturbation Method (SPM),
valid for surface heights much smaller than the Radar
wavelength.
Then, from the SPM, the surface currents are
expressed analytically, according to the order of
expansion of the method and to the nature of the
incident wave. The specific case of a plane incident
wave is studied. In addition, the numerical results are
compared to those obtained by a rigorous numerical
method: the Method of Moments.
Finally, the analytical expressions of the scattered
field, obtained by SPM, allow us to derive the coherent
reflection coefficient and the associated effective
surface impedance. The purpose is to implement this
impedance into a 3D FDTD simulation platform, in
which the buried wire is taken into account.
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