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Abst rac t  
This paper proposes a new dynamic algorithm for the generalised load balancing 
problem. This new dynamic method provides a fast, efficient allocation of n interacting 
tasks among m processing nodes. This algorithm, the GST algorithm, is a novel and ef- 
ficient method for dynamically partitioning a set of n interdependent, intercommunicating 
tasks, that form the parallel or distributed program, among m processing nodes con- 
nected in a given topology. The dynamic allocation uses information about the pro- 
gram's structure, derived at compilation time, to guide the allocation 
process. © 1998 Elsevier Science Inc. All rights reserved. 
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1. In t roduct ion  
One of the central problems in parallel and distributed computing is the load 
balancing where n interacting tasks are allocated among m processing nodes, 
arranged in a given topology, in order to minimise or maximise some criteria. 
This paper presents an algorithm for the minimising of the makespan, Cm~x, 
where the makespan is defined as the maximum completion time of any of 
the n tasks. 
I E-mail: David.Sinclair@compapp.dcu.ie. 
0888-613X/98/$19.00 © 1998 Elsevier Science Inc. All rights reserved. 
P I I :  S0888-6  1 3X(98)000 1 7-6 
40 D. Sinclair / Internat. J. Approx. Reason. 19 (1998) 39 56 
minC ..... = min (max~ ,<iv,, Ci). 
The load balancing problem is inherently difficult. Determining if there ex- 
ists an allocation of n arbitrarily intercommunicating tasks, constrained by pre- 
cedence relationships, to an arbitrarily interconnected network of m processing 
nodes, which meets a given deadline is an NP-complete problem [1]. 
1.1. Approaches to hind balancing 
The different methods used to find a solution to the load balancing problem 
can be classified using Casavant and Kuhl's taxonomy [2]. In this hierarchical 
classification two important distinctions are those between static and dynamic 
techniques and between optimal and sub-optimal techniques. 
Static load balancing methods commit the allocation of tasks to processing 
node when the program is compiled using a priori information about the tasks 
that comprise the program, and a priori information about the hardware con- 
figuration. Dynamic load balancing methods are on-line methods that use very 
little a priori knowledge of the program, and leave the decision of where to al- 
locate a task to the run-time system when the task becomes available for exe- 
cution. 
Optimal methods either perform an enumerated search of the solution 
space, or use graph theoretic, mathematical programming or queuing theoretic 
approaches. Many optimal methods apply restrictions to the problem formula- 
tion so that the problem is no longer NP-complete and can be solved in poly- 
nomial time [3,4]. Since the problem is essentially a discrete optimisation 
problem, and hence NP-complete, mathematical programming techniques ei- 
ther transform the discrete allocation problem into a linear assignment prob- 
lem [5] or use techniques uch as branch and bound or cutting planes to 
restrict the feasible solution space [6]. Heuristic methods use several different 
approaches uch as limiting, or guiding, the search of the solution space by 
using some function that quickly evaluates the "value" of the current candidate 
solution and guides the selection of the next candidate solution [7,8]. Another 
use of heuristics is to guide the mapping of the program graph onto the net- 
work graph, such as identifying features like chains [9] or clusters [10] in the 
program graph. 
2. GST load balancing 
This paper proposes a dynamic heuristic load balancing algorithm that uses 
the information contained in the program graph produced at compilation time, 
and combines this with the state of the parallel or distributed computing system 
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at run-time to determine the allocation of tasks to processing nodes. Compila- 
tion time derived hints have been used to guide load balancing algorithms in 
order to maintain the correctness of the system [11,12]. However, the GST al- 
gorithm uses all of the information contained in the program graph, including 
the inter-task communications with the computational lengths of each task and 
their precedence constraints in order to generate a near-optimal allocation of 
tasks to processing nodes. This information, extracted at compilation time, to- 
gether with run-time information about the state of the system, is used to de- 
termine the allocation of tasks to processing nodes. The extraction of this 
information is a difficult task, but can be achieved using techniques uch as 
partial evaluation [13,14], program annotation [15], Hoare-logic based timing 
schemes [16] and interactive analysis tools [17,18]. The run-time information 
is a graph of the parallel or distributed computing system and information 
on the current loading of the processing nodes. 
2.1. Definitions 
A task is a computational entity that is created, receives data, performs a 
computation i  a time li, transmits data to other tasks and then ceases to exist. 
A task can communicate with any other task. The amount of data transmitted 
from task i to task j is ci./. A computational entity that receives and transmits 
data before all computations are completed can be decomposed into tasks that 
obey this definition. 
A program consists of a set of intercommunicating tasks bounded by prece- 
dence constraints. A program graph is a graph where the vertices represent 
tasks and the directed edges between vertices represent the communications be- 
tween one task and another. The weight of each vertex represents the compu- 
tational load, processing time, of the task associated with that vertex. The 
weight of an edge between two vertices is the communications load (amount 
of data) between the tasks represented by the vertices. Precedence constraints 
between two non-communicating tasks can be represented by an edge of zero 
weight. 
A processing node is a computational engine capable of executing one task at 
a time. Multiple tasks can be assigned to the same node at any given time. A 
network graph is a graph where the vertices represent processing nodes, and 
an edge between two vertices represents a communication link between the 
nodes represented by the two vertices. The weight of a vertex represents the rel- 
ative processing speed of the associated processing node to some reference val- 
ue. The weight of an edge between two vertices i and j represents the distance 
and the speed of the communications medium between these processing nodes 
and is called the communications distance, d~j. It is a measure of the time taken 
to send a unit message from one node to another. The communications dis- 
tance from a node to itself is defined as zero, since it is assumed that tasks 
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on the same processing node will communicate through on-node memory 
whose access time is negligible in comparison to the transmission time of a 
communicat ion link. 
The precedence level o f  task i, prec (i), is defined as the computat ional  load of 
task i plus the maximum, over all task i's successors, of  the successor's prece- 
dence level plus the communicat ions load between the tasks. 
prec(i) = li + max{prec( j )  + ci.~}, 
jcs 
S = {i E {1 , . . . ,n -  1}, j E S [ task ipreceeds task j}, 
prec(n) =- I,,, 
where task n is assumed, without loss of generality, to be the terminal task. For 
the program graph in Fig. 1, the precedence levels for tasks 1-7 are 25, 16, 19, 
6, 9, 3 and 0, respectively. 
2.2. Local  schedulers 
Each processing node has a local scheduler that determines which of the 
tasks currently allocated to it will be executed at any given time. The local 
schedulers are simple schedulers that execute the task with the highest prece- 
dence level provided that the task is not waiting for messages from any of its 
predecessor tasks. A task with a higher precedence level can pre-empt an exe- 
cuting task when it has received all its messages f rom its predecessor tasks. I f  a 
task wishes to transmit data to a task that has not yet been allocated, it enters a 
co ationsload 
Fig. I. Program graph. 
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waiting state until the receiving task is allocated. When the receiving task has 
been allocated then the waiting task is available for scheduling. When the task 
resumes execution, the message is transmitted and the task will terminate. I f  a 
task is transmitting messages to more than one task, then it will sequence the 
messages in order of decreasing precedence l vels of the receiving tasks. 
2.3. The allocation heuristic 
The allocation heuristic, h(i,j), gives a measure of the "correctness" of allo- 
cating task i to processing node j, and is derived by identifying the key factors 
that give rise to the allocation that minimises the makespan of the allocated 
program. 
If the effects of inter-task communications are ignored, then the problem is 
effectively averaging the computational loads over all the m processing nodes. 
But inter-task communications have an opposite effect on the makespan. 
Two processes allocated to the same processing node will communicate 
through on-board memory. This can be considered to be instantaneous com- 
pared with communications between two processing nodes. Therefore the heu- 
ristic should seek to allocate communicating tasks to the same node while 
'~averaging" the computational loads over all the processing nodes. For an 
on-line heuristic this can be restated as seeking to allocate the currently "visi- 
ble" tasks within the algorithm onto the same nodes as their predecessors while 
"averaging" the computational loads of the tasks capable of executing at that 
given instant over all the processing nodes. 
When these conditions conflict the allocation decision should be made by es- 
timating the reduction in the makespan that each condition contributes. Since 
only one task is allowed to execute on a processing node at any given time, the 
heuristic should incorporate the difference between precedence levels of the 
tasks assigned to the same node. In an on-line heuristic this can be recorded 
as the difference between the task's precedence l vel and the minimum prece- 
dence level of any currently "visible" task. 
Combining these factors gives rise to an allocation heuristic value function 
that is the sum of three components: 
1. A computational load component, G. 
2. A communications load component, Co. 
3. A precedence (age) component, Cv. 
2.3.1. The computational load component 
Given the definition of the following terms: 
(a) the average computational load per node, P, is the sum of the computa- 
tional load of all active tasks divided by the number of processing nodes; 
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(b) an active task is a task that is either currently running on a processing 
node or ready to execute, i.e. has received all the messages from its predecessor 
tasks; 
(c) the load level oJnodej, L(I'), is the sum of the computational loads of all 
the tasks currently assigned to processing node j, divided by the relative pro- 
cessing speed of node j; and 
(d) the precedence load oj'task i on node/, Lp(i, j), is the sum of the compu- 
tational oads of the predecessors of task i that are currently assigned to pro- 
cessing node j, divided by the relative processing speed of node j; then the 
computational load component, G(i,j), of task i allocated to node j is defined as 
C,(i,j) S/' if + L(j) - Lp(i,j) <~ P 
- P -  ~+L( j )  -Lr,(i , j) . otherwise 
where s /= relative processing speed of node j. 
The effect of the computational load component on the heuristic is to in- 
crease the value heuristic by the computational load of task i if the task can 
be assigned to node j without causing the active computational load on node 
j to exceed the average computational load per node, P. Otherwise the task 
is penalised by the amount of active computational load that exceeds the aver- 
age computational load per node, P. The reason for calculating Lp(i,j), the pre- 
cedence load of task i on node j, is that there is no possibility of any task i's 
predecessors executing on processing node j when task i is ready to execute. 
Therefore, we need to remove their computational loads from the calculation 
of the effects of allocating task i to node j. 
2.3.2. The communications load component 
I f  task i, allocated to node.j, communicates with task k, {k[k  c (1 . . .n),  
cik ¢ 0}, which is allocated to node l, then the communications load component, 
Cc(i,j), of task i allocated to node j is 
= -Zdj,ci , 
k 
where d~./ is the communications distance from node j to node I. 
2.3.3. The precedence component 
The mflTimum active precedence, tp, is the minimum precedence value of any 
task in the global scheduling table. The precedence component, Cv(i), of task i is 
given by 
Cp(i) prec(i) - tp 
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2.3.4. The global scheduling table 
At each point in a parallel or distributed computing system from which an 
application can be initiated a global scheduling table (GST) is maintained. This 
table contains a list of all the tasks currently waiting to be assigned, and their 
allocation heuristic values, h(i,j), for each processing node in the system. Be- 
cause it contains information relating to the whole parallel or distributed com- 
puting system, it is termed a global table. However in Section 2.6, a distributed 
version of the table is developed. 
Fig. 2 represents a sample GST. The table contains the following informa- 
tion: 
1. The minimum active precedence tp. 
2. The average computational load per node, P. 
3. The load level, LJ, for each node j in the parallel or distributed computing 
system or the neighbourhood. 
4. A list of tasks currently waiting to be scheduled. 
For each task i, the following information is recorded: 
1. The number of holds remaining on task i. 
2. The allocation heuristic, h(i,j), for each nodej  in the parallel or distrib- 
uted computing system or the neighbourhood. 
The number of holds on task i in the GST is initially equal to the number of 
predecessor tasks of task i. The first time a task receives data from any of its 
predecessors, it decrements the number of holds on all of its successor tasks. 
Subsequent data transmissions received by a task have no effect on its succes- 
sors in the GST. 
2.4. The GST load balancing algorithn7 
The load balancing algorithm has three phases, initialisation, allocation and 
update. The state of the GST is also modified by two events external to the ta- 
ble, message transmission completed and task termination. 
Task P=14 tp=61 L(I)=9 L(2)=4 L(3)=10 L(4)=14 L(5)=3 
holds comp. prec. level h(task, l) h(task,2) h(task,3) h(task,4) h(task,5) 
k 1 4 79 4+18-5 4+18 10 4+18-5 -4+18-8 4+18-9 
e 0 6 76 -1+15-4 6+15-4 -2+15-4 -6+15-8 6+15-4 
h 0 4 76 4+15-4 4+15-4 4+15-2 -4+15-12 4+15-8 
i 2 3 72 3+11-1 3+11-3 3+11-3 -3+11-4 3+11-6 
,j I 15 70 -10+9-3 -5+9-5 -11+9-6 -15+9-3 -4+9-2 
n 1 8 69 -3+8-8 8+8-8 -4+8-10 -8+8-6 8+8-8 
o 3 5 64 5+3-4 5+3-4 -1+3-2 -5+3-4 5+3-4 
p 0 6 61 1+0-3 6+0-3 -2+0-3 -6+0-3 6+0 3 
comp. = computational load prec. level = precedence l vel 
h(i,j) = (computational load factor) + (precedence load factor) + (communications load factor) 
F ig.  2. Sample  G loba l  Schedu l ing  Table.  
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Phase 1 (Initialise). Initialise the global scheduling table, GST, with the root 
tasks and their immediate successor tasks. Set the number of holds on each 
root task in the table to zero, and initialise the load level, L(/), for each process- 
ing node to zero. Calculate the average computational load per node, P; and 
then calculate the heuristic value function, h(i,j), for each task i in the GST 
and each node j. 
Phase 2 (Allocation). Find the task in the GST with largest heuristic value, 
h(id), and zero holds. If h(i,./) is equal to h(i,k), choose the node with the small- 
est load level. Allocate task i to node,/. If task i is a root task, send a release 
message to its successor tasks. Finally, remove task i from the GST. 
Phase 3 (Update). Add each of task i's successor tasks to the GST if the suc- 
cessor task is not already in the table. Set the number of holds on each task 
added to the GST equal to the number of its predecessor tasks. If any task k 
added to the GST has a precedence l vel, px, less than the minimum active pre- 
cedence tp, let lp =Pk, and recalculate the precedence component Cp for each 
(task, node) pair in the GST. Otherwise, only update the precedence compo- 
nents for the tasks added to the GST. 
Update the load level for processing node j, L(I') - L(I') + IJsi. 
If the average computational load per node, P, has been changed, recalcu- 
late the computational load component, G, for each (task, node) pair in the 
GST. Otherwise, only recalculate the computational load component for each 
task in the GST at node j. 
Update the communications load component, C~, for each task k, a child of 
task i, in the GST for each node l in the system. C~(k,I) = Cc(k,I) - d~.t c~./~. 
Finally, if there are any tasks in the GST with zero holds, return to Phase 2 
(Allocation). 
Event 1 (Message transmission completed). When a task receives a data mes- 
sage, it checks the state of its blocking flag. lfthe flag is not set, a release message 
is sent to each of its successors in the GST. The task then sets its blocking flag. A 
release message decrements he number of holds on the receiving task. If any 
task in the GST receives a release message that causes the number of holds on 
the task to be reduced to zero, the GST algorithm enters phase 2 (Allocation). 
EL~ent 2 (Terminating task i on node j). Update the load level, L(j), for nodej. 
Update the average computational load per node, P. If the average computa- 
tional load per node, P, has been changed, recalculate the computational load 
component, Cl, for each (task, node) pair in the GST. Otherwise, only recalcu- 
late the computational load component for each task in the GST at node j. 
2.5. Enhancements to the algorithm 
The GST algorithm is easily extended to allocate multiple program graphs, 
starting at different imes. If two program graphs were to start at the same time, 
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then the root tasks, and the successors of the root tasks from each program 
graph, would be included into the GST and the algorithm would run as nor- 
mal. If program graph P2 was to start at time t2 and P1 was to start at time 
tl, where t2 > h, then in order to assign the appropriate precedence l vels to 
the tasks in P2 so that the root tasks in P2 have similar precedence l vels to 
the currently active tasks in P1, the precedence load factors for the tasks in 
P1 are modified by (t2 + mpp2-  r) and r is updated r= t 2 + mppx, where 
mpp× is the maximum precedence l vel in program graph Px and r is initialised 
to zero. This equalises the precedence load factors of the tasks of PI in the GST 
at time t2 with the root tasks of P2. This can be extended for more than two 
program graphs. 
2.6. Distributing the GST algorithm 
The algorithm can be distributed across the parallel or distributed comput- 
ing system by partitioning the system into a set of inter-connected regions 
[19,20]. In each region, called a neighbourhood, there would be some nodes 
from which programs can be initiated, called launch nodes, and some nodes 
specifically for computational nd/or resource usage. Each launch node in 
the neighbourhood would have its own global scheduling table for that neigh- 
bourhood. These GSTs would contain the neighbourhood values of the mini- 
mum active precedence, the average computational load per node and the 
actual oad levels of each processing node in the neighbourhood. All other in- 
formation in each GST would be local to each launch node. 
Adjacent neighbourhoods can transfer tasks between them by the use of a 
gateway node. A gateway node, from neighbourhood A to neighbourhood B,
is a processing node that exists in both neighbourhoods. In neighbourhood 
A, it presents a summary of the state of neighbourhood B through its load lev- 
el. The load level of a gateway node is the average load level of the processing 
nodes in neighbourhood B, modified upwards to account for the extra commu- 
nications distances in neighbourhood B. This load level could also be modified 
downwards to account for any particularly lightly loaded processing nodes in 
neighbourhood B. The gateway node is a launch node in neighbourhood B and 
it maintains a GST for that neighbourhood. Tasks allocated to a gateway node 
in neighbourhood A are entered into the GST for neighbourhood B, and are 
allocated in that neighbourhood. While gateway nodes do not fully distribute 
the task allocation problem across the parallel or distributed computing sys- 
tem, research as shown that a program will tend to limit itself to a set of pro- 
cessors called the processor working set [21]. A program with a processor 
working set that is greater than the neighbourhood may have tasks exported 
to adjacent neighbourhoods for execution, depending on the current state of 
adjacent neighbourhoods. 
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2.7. Complexi o, of the algorithm 
The complexity of the GST load balancing algorithm, for n tasks and m pro- 
cessing nodes, is strongly dependent on the structure of the program graph. 
However, the worst-case complexity can be calculated by examining the phases 
and events that occur in the algorithm and determining, for each phase and 
event, what is their worst-case contribution to the algorithm's complexity. 
The allocation phase involves scanning the GST to find the task in the GST 
with largest heuristic value and zero holds. The worst case occurs when all of 
the n tasks are in the GST. The first invocation of this phase could require up 
to ml~ comparisons since the GST would have mn entries. The second invocation 
would require m(n-  1) comparisons, the third invocation would require 
m(n - 2) comparisons, etc. The total number of comparisons required would be 
/l ,~-:#~+ _ mn(n ÷ l) 
2 
/ I 
Therefore the contribution of the allocation phase to the algorithm is O(mn2). 
The update phase involves several steps, (i) adding task i's successors to the 
GST, (ii) updating the load level of the node to which task i has been allocated, 
(iii) recalculating the precedence component for each (task, node) pair if neces- 
sary, (iv) recalculating the computational load component for each (task, node) 
pair if necessary and (v) recalculating the communications load component if
necessary. Updating the load level of the node to which the task has been al- 
located requires one operation, and hence for n tasks its contribution to the 
overall complexity of the algorithm is O(n). The worst case scenario for updat- 
ing the precedence component for each (task, pair) in the GST occurs when 
each successive task added to the GST has a precedence lower than the current 
minimum active precedence, lp. Adding the ith task to the GST could require 
the updating of precedence component of the previous (i - 1) tasks inserted 
into the GST, assuming none of these tasks have been allocated. This would 
require m(i - 1) updates. Therefore, if there are n tasks, the worst-case number 
of updates is 
Jl 1 
2 
i I 
and the contribution to the algorithm's complexity is O(mn~-). 
I f  the average computational load per node, P, changes, the recalculation of 
the computational load components of each (task, node) pair requires m(i - 1) 
updates, since both 1,, L(j), and Lp(i,]) are already known. Hence, this will con- 
tribute O(mn 2) to the overall complexity. If the average computational load per 
node has not changed, then only the computational component of task i's suc- 
cessors need to be calculated. If task k is a successor of task i, and since the 
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computational load of new tasks and the load levels of each of the nodes are 
already known, all that is necessary is to calculate the precedence load of task 
k on each node. This involves checking to see if each task already assigned to a 
node is a predecessor of task k. The predecessors of all tasks can be predeter- 
mined from the program graph and stored in an n x n boolean matrix where 
entry (i j)  is true if task j is a successor of task i. Determining if a task is a pre- 
decessor of task k is a fixed time operation. Since this has to be done for each 
possible predecessor f task k, and on each node, the complexity of calculating 
the computational load component for a task is O(mn). This needs to be done 
for each of the n tasks in the program, so the total contribution to the complex- 
ity of the algorithm of this step is O(mn2). 
When task i is allocated to node j the communications load component of 
task i's children needs to be updated. Given that the program graph is a direct- 
ed acyclical graph, the worst-case scenario occurs when prec(i) > prec(j), ~/ 
i > j, and task i communicates with every task that has a lower precedence l v- 
el. In that case the total number of communications is 
n 1 (n-1)n 
2 
i 1 
and the total number of updates of the communications load components i
m(n-  1)n 
2 
Therefore the contribution to the algorithm's complexity due to updating the 
communications load component is O(mn2). 
The termination oJa task i requires the computational load component for 
each (task, node) pair to be recalculated. This involves recalculating the prece- 
dence load level of each task in the GST for the node on which task i was ter- 
minated. Determining if task i is a predecessor of a task in the GST is a fixed 
time operation, and this is done for each task in the GST with worst-case com- 
plexity O(n). Since this is done for every task that terminates, the contribution 
to the algorithm's complexity is O(n2). 
The initialisation phase involves inserting the root tasks and their successors 
into the GST, calculating the average computational load per node and calcu- 
lating the heuristic value function, h(i,j) for each task inserted into the GST. 
The worst case for the initialisation phase occurs when all of the n tasks in 
the program are either root tasks or successors of root tasks. In this case there 
are mn insertions into the GST and the complexity of the calculation of the ini- 
tial heuristic value function is determined by the precedence load component, 
as above, and therefore has complexity O(mn2). 
Therefore the dominant erm in the algorithm's complexity is due to the cal- 
culation of the precedence load levels, and the worst-case complexity of GST 
load balancing is O(mn2). Is this fast enough? List scheduling algorithms [22] 
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which ignore communications and precedence typically have a complexity of 
O(mn). While this is considerably better than the complexity of the GST algo- 
rithm, the simplification of ignoring inter-task communications i  invalid in 
many applications. The mn 2 factor in the complexity of the GST algorithm 
is due to the fact this algorithm includes both precedence constraints and in- 
ter-task communications. When calculating the heuristic function for a task, 
the precedence and communications effects of the other (n - 1) tasks are con- 
sidered. This calculation of worst-case complexity assumes a program structure 
that is highly unlikely and in everyday usage the algorithm would comfortably 
perform within this worst-case bound. 
3. Experimental evaluation 
In order to evaluate the GST algorithm a program was developed to simu- 
late the action of the algorithm allocating a set of program graphs onto a par- 
allel or distributed computing system described by a network graph. The 
program, using the allocation as it is generated, calculates when tasks begin ex- 
ecution, to transmit and receive data, pre-empt other tasks, enter and leave a 
waiting state and when tasks terminate; and from this a profile of the process- 
ing node activity and program completion time is generated. 
3.1. Experiments 
The GST algorithm was evaluated against wo common methods for com- 
binatorial optimisation, Simulated Annealing [23] and Tabu Search [24]. The 
test graphs are shown in Figs. 3 5. Fig. 3 is the program graph of a computer 
vision program (31 tasks) initially presented by Kunii et al. [25]. Fig. 4 is a pro- 
gram graph for Gaussian elimination (55 tasks) presented by Darte [26]. Fig. 5 
is a program graph of a module (18 tasks) used in atmospheric analysis [27]. 
These experiments are considered a valid test of the GST algorithm because: 
(a) they are real world applications, not made-up fictional experiments; (b) they 
have radically different internal structures; and (c) the Gaussian elimination 
problem, in particular, has a structure (regular and repetitive with a high num- 
ber of communications between tasks) that is not suited to the GST algorithm. 
These experiments can be considered as marking a spectrum of applications, 
and it is conjectured that the results from these experiments can be extended 
to other applications. 
The tests using Simulated Annealing had a high starting temperature of 0.9 
and a slow cooling schedule of 0.8. These values were chosen to produce allo- 
cations with near-optimal makespans at the expense of the time taken for the 
experiment to complete. At each temperature, up to 25(#nodes)(#tasks) alloca- 
tions were generated, with each allocation being a single task move perturba- 
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tion of the previous allocation. The annealing process at the current tempera- 
ture was terminated when 25(#nodes)(#tasks) allocations were tested, or when 
10(#tasks) allocations were found which reduced the makespan at the current 
temperature. 
Similarly the parameters for the Tabu Search algorithm were selected with 
the goal of producing near-optimal allocations. The size of the tabu list in ex- 
periments using the Tabu Search technique was set to (#tasks/3). Other exper- 
iments with the size of the tabu list depending on the number of processing 
nodes, as well as the number of tasks, did not produce any significantly better 
results. The Tabu Search used an aspiration condition that allowed an alloca- 
tion with a lower execution time despite the fact that the perturbation that pro- 
duced the allocation was in the tabu list. The Tabu Search chose the best of 20 
randomly generated single task moves as the perturbation, and performed up 
to 20(#tasks)(#nodes) perturbations. 
These program graphs were allocated onto a homogeneous bus network 
with 2-8 processing nodes. Tables 1 3 summarise the results. Each entry in Ta- 
computat iona l  
loading 
O0 
O 20 
• 40 
all 
communicat ions  
loads = 10 
Fig. 3. Program graph for computer vision problem. 
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~ level 1 
level 2 
~ ( )( )~.~)~,_ ) computational 
- / -  load of task at 
('~5 (~-~'~~ level k 
= 20( 1 l-k) 
(.._z)() .Q.) ~_) communication 
__~~/  load between a
(_.) (~ (._) task at level k 
,/' and a task at 
(-'~ ('~ level (k+l) 
/ -  = 20(1 l-k) 
t.._) level 10 
Fig. 4. Program graph for Gaussian Elimination. 
Computational loads are inside the nodes. 
All communication loads are 1 unit. 
Fig. 5. Program graph for atmospheric analysis module. 
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Table 1 
Experimental results for computer vision problem 
53 
Nodes 
2 3 4 5 6 7 8 
GST algorithm 490 380 370 320 320 320 320 
Simulated annealing 430 380 350 330 320 320 320 
Tabu search 510 410 370 370 370 360 360 
Table 2 
Experimental results for Gaussian elimination problem 
Nodes 
2 3 4 5 6 7 8 
GST algorithm 6010 4960 4210 4069 4089 3669 3360 
Simulated annealing 6540 5010 4090 3770 3550 3550 3480 
Tabu search 6360 5100 4530 4130 3880 3520 3550 
bles 1-3 is the run-time for the program allocated to the specified number of 
processing nodes. 
Tables 1-3 show that, over the three experiments, using significantly differ- 
ent program graph structures, the GST algorithm produced allocations that 
are comparable to those generated by both two near-optimal combinatorial 
optimisation techniques, Tabu Search and Simulated Annealing. Each entry 
in the tables is the average result over 10 runs. The makespans generated by 
the GST algorithm were, on average, 2.72% smaller than those generated by 
Tabu Search, and 3.74% larger than those generated by Simulated Annealing. 
The significant difference among these three algorithms is their run-time. On a 
40 MHz. 486PC Tabu Search and Simulated Annealing algorithms took from 
7.5 rain to 3.25 h to generate an allocation, depending on the number of tasks 
Table 3 
Experimental results for atmospheric analysis problem 
Nodes 
2 3 4 5 6 7 8 
GST algorithm 63 
Simulated annealing 59 
Tabu search 63 
57 38 40 40 40 37 
50 38 37 37 37 37 
54 40 39 38 37 37 
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and processing nodes. The GST algorithm generated allocations for the same 
program graphs and network topologies in 29-225 ms. 
4. Conclusions 
From the data in Tables 1-3, we can see the GST algorithm produces allo- 
cations that are comparable to those generated by Simulated Annealing and 
Tabu Search. Both of these techniques have received considerable academic 
scrutiny and are considered excellent methods for combinatorial optimisation. 
Both Simulated Annealing and Tabu Search are static approaches to load bal- 
ancing that require several hours processing to generate a near-optimal alloca- 
tion. The GST algorithm can produce similar quality allocations at run-time. 
The GST algorithm integrates the effects of inter-task communications and 
precedence with the computational length of each task. As the granularity of 
parallel and distributed programs gets finer, it is no longer possible to assume 
that the time spent in inter-task communications is negligible in comparison to 
the time spent in computation. Another feature of this algorithm is the integra- 
tion of the allocation function and local schedulers. This allows the use of a 
simple local scheduler, and makes the makespan dependent on the allocation 
of tasks to nodes. 
Future work on the GST algorithm will involve investigating how the algo- 
rithm can be extended for programs with cyclical program graphs. At any giv- 
en time the GST has no more than three generations of tasks (a task, its 
successors and its successors' uccessors). At a branch point in the program 
graph all possible successor tasks could be added to the GST and when one 
successor is chosen at a branch point, the other unchosen successors (and their 
successors) would be removed from the GST. What effect this has on the over- 
all makespan has yet to be determined. 
The GST algorithm is a new and efficient approach to solving one of the 
fundamental problems of general purpose parallel and distributed computing, 
i.e. the allocation of n intercommunicating tasks of a program to in processing 
nodes in order to minimise the execution time of the program. This algorithm 
combines the information contained in the program graph and the network 
graph of the parallel or distributed computing system with the current state 
of the computing system to produce near-optimal allocations. 
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