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Abstract 
The lattice orders on R” that are compatible with the vector space structure are 
characterized in terms of bases of R”. The index of the elements of a space R” equipped 
with a compatible lattice order is introduced, and used to characterize isotone linear 
operators acting on spaces with given compatible lattice orders. 0 1998 Elsevier 
Science Inc. All rights reserved. 
1. Introduction 
In papers [1,2] Martinez-Legaz and Singer characterize the total orders on 
R” that are compatible with the vector space structure in terms of linear 
isometries on IT’, and introduce the lexicographical index to describe lexico- 
graphically isotone linear operators on IX”. In the present paper we extend these 
results on spaces R” equipped with compatible lattice orders, and on linear 
operators acting on such spaces. 
Recall that a partial order (i.e., a reflexive, antisymmetric and transitive 
binary relation) < on a real vector space V is said to be compatible with the 
vector space structure, if the following implications hold for each x,y E I’: 
’ E-mail: lavric@fmf.uni-1j.s.i. 
0024-3795/98/$19.00 0 1998 Elsevier Science Inc. All rights reserved. 
PII:SOO24-3795(98)10117-9 
190 B. LuvriE I Linear Algebra and its Applications 285 (1998) 189-200 
x<y =k- x+z<y+z forallzE V, 
X<Y * Ax < Ly for all real 1 > 0. 
A real vector space V equipped with a compatible partial order < (or a pair 
(V, < )) is called a partially ordered vector space. If a compatible partial order 
< on V is a lattice order (i.e., for every pair x, y E V there exist elements 
x A y E inf{x, y} and x V y c sup{x, y}), then (V, 6 ) is called a vector lattice. 
If for example < is a compatible total order on V, then (V, 6 ) is a vector 
lattice. The standard (componentwise defined) order < s on R” is an example 
of a compatible lattice order that is not a total order. The lexicographical order 
6 L on R” is an example of a compatible total order on R”. 
It can be inferred easily from ([2], Theorem 1.2) that each compatible total 
order on R” is a lexicographical order with respect to some uniquely deter- 
mined orthonormal basis of [w”. We generalize this result introducing the 
concept of a normalized root basis. For each normalized root basis B of a 
subspace I/ of R” we define a compatible lattice order < B on V, and show that 
the mapping B I-+ < B is a bijection from the set of all normalized root bases of 
V onto the set of all compatible lattice orders on V. 
In [l] Martinez-Legaz and Singer introduce the lexicographical index of the 
elements of R”. We generalize this concept introducing the B-index of the ele- 
ments of a subspace V G R” with respect to a given root basis B of V. We show 
that the B-index characterizes the archimedean classes of the vector lattice 
(V, < B). The set of all B-indices is equipped with an asymmetric and transitive 
order relation that is used to characterize isotone linear operators acting on 
spaces R” with given compatible lattice orders. The characterization generalizes 
a similar result concerning the lexicographically isotone linear operators ([3], 
Theorem 2.1). Linear lattice homomorphisms acting on spaces R” with given 
compatible lattice orders are characterized as well in terms of indices. 
2. Preliminaries 
For the terminology and general theory of vector lattices we refer the reader 
to books [3-51. Below we collect some of the necessary definitions and back- 
ground results. 
Let V be a real vector space. A nonempty subset of V is called a cone in V if 
it is closed under addition and under multiplication by nonnegative scalars. A 
cone C in V is pointed if it satisfies C n (-C) = (0). We shall use frequently the 
following well known bijective correspondence between the set of all com- 
patible partial orders on V and the set of all pointed cones in V. 
To a compatible partial order 6 on V there corresponds the pointed cone 
{x E V: x 2 0) (called the positive cone of V), and, conversely, to a pointed 
cone C in V there corresponds the partial order < on V defined by the 
equivalence x < y _ y - x E C. 
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If < is a compatible partial order on Y, then an element x E V is said to be 
positive whenever x 2 0, and strictly positive whenever x > 0, i.e., x 2 0 and 
x # 0. 
Let (V, < ) be a vector lattice. For each x E V the elements x+ = x V 0, 
x- = (-x) v 0, and 1x1 = x v (-x) are called the positive part, the negative part, 
and the absolute value of x. Elements x, y E V are lattice disjoint if 1x1 A lyl = 0. 
If the elements x, y E V satisfy nlxl < IyI for all n E N, then x is said to be in- 
finitely small relative to y, and this is denoted by x < y. 
If a vector subspace of V is closed for the absolute value, it is called a vector 
sublattice of V. A vector subspace Z of V is called an ideal of V, if x E V, y E I, 
and IxI< lyl imply x E I. An ideal Z C V is a vector sublattice of V. Ideals Z and 
J of V are said to be lattice disjoint, if x E I, y E J implies 1x1 A ly( = 0. If an 
ideal of V can be written as a sum of two nontrivial lattice disjoint ideals of V, 
it is called decomposable, otherwise it is called indecomposable. 
Let J be a proper ideal of V, and let x E V \ J. Then the set 
C={kc+y: LER,~EJ, whereeitherA>Oor1=Oandy>O} 
is a cone in the subspace k + J of V. The space Rx + J ordered by the cone C 
is a vector lattice which will be denoted by Rx o J and called the lexicographic 
union of Rx and J. It can be easily verified that RX o J is not necessary a vector 
sublattice of V. Note that J is an ideal of the vector lattice Rx o J that consists 
of all elements which are infinitely small relative to x. 
The following result on the structure of a finite dimensional vector lattice can 
be inferred easily from ([5], II. Theorem 3.9) (see also ([4], XV. Theorem 4)). 
Theorem 1.1. A nontrivial$nite dimensional vector lattice V is a sum of nontrivial 
pairwise lattice disjoint indecomposable ideals Zl, . . . ,Zk. Each ideal Zi of the 
decomposition V = II + ’ ’ ’ + Zk is of the form Zi = IlBxi o Ji, where Ji C Zi is a 
unique proper maximal ideal of Zi, and xi E Zi \ Ji. The decomposition of V on 
nontrivial pairwise lattice disjoint indecomposable ideals is unique except for a 
permutation of summands. 
In this note R” represents the n-dimensional real vector space of column 
vectors x = (xi, . . . ,x,)~. The standard basis of R” is denoted by {ei , . . . , e,}. 
The space R” is endowed with the standard inner product (x,y) I--+ y’x and 
with the standard euclidean norm x I-+ I/XII = (xTx)“*. The same will be sup- 
posed for subspaces of I?‘. 
3. Compatible lattice orders 
A partially ordered set Z is called a root system if for every y E Z the subset 
of all upper bounds of y is totally ordered. 
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Definition 2.1. Let V be a nontrivial vector subspace of R”. A basis B of V is 
called a root basis of V if it is equipped with a partial order for which it is a root 
system. A root basis B of V is said to be normalized if it consists of norm one 
vectors such that different comparable elements of B are mutually orthogonal. 
Definition 2.2. Let B be a root basis of a subspace V C R”, and let x E V. 
Denote by Q(X) the set of all elements v E B for which x, # 0 in the expression 
x = CvEB x,v. Then the B-index of x is the set inde(x) of all maximal elements of 
SB(X) C B, i.e., 
indB(x) = {u E B: x, # 0 and x,, = 0 for each u > u, u E B}, 
where we accept inds(0) = 0. It will be shown in Lemma 2.3 that the set 
C, = x = ~XJJ: x, > 0 for all v E indB(x) 
UEB 
is a pointed cone in V. The corresponding compatible partial order on V will be 
denoted by < B. 
Let S = {el,. . . , e,} be the standard basis of R” equipped with the trivial 
(discrete) partial order. Then S is a normalized root basis, and the corre- 
sponding partial order 6 S is the standard componentwise defined order on R”. 
The index indS(x) of a nonzero element x = (x1,. . . ,x,)~ E II%” equals 
ind&) = {ei: xi # 0). 
Let L = {et,. . . , e,} be the standard basis of R” equipped with the total 
order defined by ei < ej whenever i > j. Then L is a normalized root basis, and 
the corresponding order GL is the lexicographical order on R”. The index 
indL(x) of a nonzero element x = (x1, . . . ,x,)~ E R” equals indL(x) = {ei}, 
where i = min{j E { 1, . . . , n}: xi # 0) is the lexicographical index LX(X) defined 
in [l]. 
Lemma 2.3. Let V be a nontrivial vector subspace of R”, and let B be a root basis 
of V. Then the order <B is a compatible lattice order on V. 
Proof. Let V(B, R) be the vector space of all functions f : B + IT! with 
pointwise defined operations and ordered by a cone that consists of the zero 
function and of all nonzero functions f E V(B, R) satisfying f (u) > 0 for each 
maximal element u of the support {u E B: f(u) # 0) off. Then V(B, 52) is a 
vector lattice (see for example [6], Proposition 51.16). 
The mapping C/J : V(B, R) + V defined by 
#a-) = c f (u)v 
UEB 
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is a linear bijection which maps the positive cone of V(B, R) onto the positive 
cone C, of (V, 6 B), hence 6 B is a compatible lattice-order on I’. 0 
Let V be a subspace of IR”, and let B be a root basis of V. For each 
x = CVEBX”U E V put 
indi(x) = {u E ind&): x, > 0}, 
ind,(x) = {u E ind&): x, < 0). 
Note that indi(x) U ind, (x) = indB(x) and indi(x) n ind;(x) = 0. 
The element y = C,EsyUu defined by 
x, 
Y” = 
i 
if o < u for some u E indi (x), 
0 otherwise, 
equals the positive part x+ = x v 0 of x (see [6], Theorem 51.3). The negative 
part x- = (-x) v 0 of x can be obtained similarly using ind,(x) instead of 
indi(x). Since 1x1 = x+ +x-, it follows that inds(]x]) = indB(x). 
The lattice order < B induces on B its original partial order. In fact the el- 
ements U, u E B satisfy u < u if and only if u is infinitely small relative to u in 
(V, 6 B), i.e., u eB u. For each u E B denote by Z(u) the subspace of R” gen- 
erated by {U E B: u< u}, and by J(u) the subspace generated by 
{U E B: u < u}. Then Z(u) and J( ) u are ideals of the vector lattice (V, < B). The 
ideal Z(u) is of the form Z(u) = [WV o J(u), and hence indecomposable. The el- 
ements u and w of B are incomparable if and only if the ideals Z(o) and Z(w) are 
lattice disjoint. Let {vi, . . . , uk} be the set of all maximal elements of B, and let 
Zi=Z(ui),Ji=J(ui),i=l,..., k.ThenZi=RrioJi,i=l,..., k,arepairwise 
lattice disjoint indecomposable ideals such that V = II + . . . + Zk (compare with 
Theorem 1.1). 
Theorem 2.4. Let V be a nontrivial vector subspace of R”. Then the mapping 
Qi : B H < B gives a bijective correspondence between the set g of all normalized 
root bases of V and the set 9 of all compatible lattice orders on V. 
Proof. Lemma 2.3 shows that @ maps 9I into W. In order to prove that 
@ : 93 -+ i&? is surjective take an arbitrary order < from 9, and denote by C 
the positive cone of the vector lattice (V, < ). We shall use the induction on 
dimension. 
If dim V = 1, then there exists a unique u 2 0 in V such that llu]l = 1. Put 
B(V) = {u} and note that < B(V~ equals < . 
If dim V > 1, suppose that for each proper ideal Z of the vector lattice 
(V, < ) there exists a normalized root basis B(Z) of Z such that <B(1) is the 
induced lattice order on I. Consider now two cases: 
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Case I: If (V, < ) is indecomposable, then V = Rw o J for a unique ideal J 
and for some w E V \ J. The orthogonal complement J’ of J is one-dimen- 
sional, hence there exists a unique o E J’ satisfying ZI~W > 0 and llvll = 1. Since 
for each (1,~) E R x J we have 
Aw+y=~(vTw)v+z, ZEJ, 
it follows that V = [WV o J. Note that v is uniquely determined by the require- 
ments 
V = Rv o J, v E Cn J’, llull = 1 
Put B( F’) = {v} u B(J), and extend the order of B(J) on B(V) by defining u < v 
for all u E B(J). Then B(V) is a normalized root basis of V. Since an element 
x=x,v+y(x,~[W,y~J)belongstoCifandonlyifeitherx,>Oorx~CnJ, 
and since by induction hypothesis C n J = CscJ), it follows by construction of 
B(V) that C = CBcy) and hence < equals GBcV). 
Case II: If (V, < ) is decomposable, then by Theorem 1.1 V is a sum of a 
uniquely determined family of lattice disjoint indecomposable ideals Ii, . . . , Zk 
with k > 1. Put B(V) =B(Zi) U... UB(Zk), note that B(Zi) nB(Zj) = 8 for dif- 
ferent indices i, j, and extend the orders from B(Zi), . . . , B(Zk) on B(V) in such a 
way that the elements from different normalized root bases B(Zi), B(Zj) are 
incomparable. Then obviously B(V) is a normalized root basis of V. Since any 
v = CVEB,Y) x,v belongs to C if and only if 
c X,VECflZi for i= l,...,k, 
=BV, )
and since by induction hypothesis C n Zi = CBcIr), it follows by construction of 
B(V) that C = Cs(r) and hence < equals < B(y). 
The proof shows that the above construction uniquely determines the nor- 
malized root basis B(V). 
To prove that @ is injective, take an arbitrary compatible lattice order 6 on 
V, and suppose that B is a normalized root basis of V such that < B equals < . 
We will show by induction on dimension that B = B(V). This is clear for 
dim V= 1, so suppose that dim V > 1 and that the claim holds for each proper 
ideal of V. Consider now two cases: 
Case I: If (V, 6 ) is indecomposable, then the equality of orders < and 6 a 
implies that V = [WV o J, where v is the greatest element of B and B \ {v} is a 
normalized root basis of the unique (proper) maximal ideal J of R”. It follows 
that v E C n J’ and [lull = 1. S ince by induction hypothesis B \ {u} = B(J), we 
have B = B(V) as claimed. 
Case II: If (V, < ) is decomposable then V is a sum of a uniquely determined 
family of lattice disjoint indecomposable ideals Ii, . . . , Z, with k > 1. Since < 
equals GB, every ideal Zi is spanned by a set of the form Bi = {V E B: u < Vi}, 
where {vi, . . . , ok} is the set of all maximal elements of B. By induction 
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hypothesis Bi = B(Zi), hence B = B(Z,) u . . . u B(Zk), and therefore by con- 
struction B = B(V). 0 
Let B be a normalized root basis of R”. Then the lattice order < B is a total 
order if and only if B is a totally ordered orthonormal basis of R”. It follows 
from Theorem 2.4 that the set of all compatible total orders on R” is in a 
bijective correspondence with the set of all totally ordered orthonormal bases 
of II?‘. Let B = {el,, . . . ,sz(,} be an orthonormal basis of R” totally ordered by 
ei > ei > . . . > e:. Then there exists a unique linear isometry T : R” + R” 
satisfying the equivalence 
x<By - TX <L Ty, x,y~ R”. 
The isometry T is defined by T4 = ei, i = 1,. . . , n. It follows that the com- 
patible total orders on R” are given by linear isometries on Iw” and by the 
lexicographical order < L, as it is shown in ([2], Theorem 1.2). 
4. B-index 
Let B be a root basis of a subspace V E R”. Recall that the B-index of a 
nonzero element x = CVEB x,u E V is the set indB(x) of all maximal elements of 
the subset sB(x) = {v E B: x, # 0) of B, and that indB(0) = 0. 
The B-index generalizes the lexicographical index (with respect to a given 
basis) introduced in [l]. More precisely, if B = {dI, . . . , eb} is a basis of R” 
totally ordered by e’, > ei > . . . > eh, then for each nonzero x E R” we have 
ind,(x) = {e:}, h w ere i = a’(x) is the lexicographical index of x with respect to 
B. 
Let V be a subspace of R” equipped with a compatible lattice order < . The 
elements x and y of a vector lattice (V, < ) are said to be archimedean equivalent 
if there exists a natural number n such that [xl< n(y] and ]yI < nlxl. Archime- 
dean equivalence is an equivalence relation separating the elements of V into 
archimedean classes. If B is a root basis of V such that <B equals <, then 
archimedean classes of V can be described by the B-index. 
Proposition 3.1. Let B be a root basis of V G R”, and let <B be the 
corresponding lattice order on V. Then the elements x and y from the vector 
lattice (V, < B) are archimedean equivalent if and only if ind~(x) = indB(y). 
Proof. Observe that the archimedean class containing 0 equals {0}, and that 
indB(x) = 0 holds if and only if x = 0. Since in addition ind&) = inds(lzl) 
holds for all z E V, we can suppose without loss of generality that x and y are 
strictly positive. 
196 B. Luvrii- I Linear Algebra and its Applications 285 (1998) 189-200 
Suppose first that x cB ny and y <B nx for some n E N. Take an arbitrary 
u E ind&). Since x +, ny, there exists u E ind,(y) such that u 2 v. Since 
y cB nx, there exists w E ind&) such that w 2 U. It follows from u < u < w that 
u = u = w, hence u E ind,(y). We have shown the inclusion ind&) C ind&). 
The reverse inclusion follows by symmetry, thus ind&) = inds(y). 
Suppose now that the elements x = CVEBx,u and y = CvEB y,v satisfy 
D := ind,(x) = ind,(y). Then there exists n E N such that x, < ny, and y, < nx, 
holds for each v E D. It follows that the elements z1 = ny -x and z2 = n.x - y 
satisfy indB(zl) = ind,(z2) = D. This implies that z1 >B 0 and z2 >B 0, therefore 
x and y are archimedean equivalent. 0 
Let B be a root basis of a subspace V 2 R”, and let 9(B) be the range of the 
B-index function, i.e., .9(B) = {inda(x): x E V}. Proposition 3.1 shows that the 
set 9(B) is in a bijective correspondence with the archimedean classes in 
(V, <B). 
Let us define a binary relation < on 9(B) as follows. The elements 
D1, D2 E 9(B) satisfy D, < D2 if D, = 0 and D2 # 0, or if D1 # 0 and for every 
d1 E D1 there exists a d2 E D2 such that dl < d2. It is straightforward to check 
that the relation < is asymmetric and transitive. The elements U, v E B satisfy 
u < v if and only {u} < {v} in 9(B). The following result clarifies the general 
situation. 
Proposition 3.2. Let B be a root basis of a subspace V c R”, and let x, y E V. 
Then the following conditions are equivalent: 
(a) indB(x) < inds(y). 
(bl x <B y. 
(c) y # 0, and ind&) = ind& + Jx) for all 1 E R. 
Proof. (a) + (b). Assume without loss of generality that x and y belong to the 
cone C,, and suppose that inds(x) < ind&). Then for each u E ind&) there 
exists a u E inds(y) such that v < U. It follows easily that v <<BY for all 
u E indB(x), hence 
X= c X”V<E c (x,+ l)v <B y. 
UEB uEinds(x) 
Since x 2 B 0, this implies x <B y. 
(b) + (c). (b) implies that lyl >B ~1x1 holds for all do E R. It follows that 
2lY + J-4 3 B IYI + (IYI - 21~114) >B IYI, 
2lYl >B IYI + I4l4 2 BIY + 4 
holds for all 1 E R. The elements y and y + J.x are therefore nonzero and ar- 
chimedean equivalent, hence (c) follows by Proposition 3.1. 
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(c) + (a). Suppose that y # 0 and that inds(x) # ind&). Then there exists 
w E ind,(x) such that w < u E B implies u 6 ind&). It follows that y,, = 0 for 
all u E B satisfying u > w. Consider now the cases y, # 0 and y,,, = 0 separately. 
If yw # 0, take 2 = -y,,,/x, and note that w E ind&) \ ind& + Jx). If y, = 0, 
then w E ind& + x) \ ind&), hence in both cases (c) does not hold. ??
We shall say that the subsets BI and B2 of a root basis B are incomparable if 
every u E B1 and v E Bz are incomparable in B. We adopt that if B1 or B2 is 
empty, then BI and B2 are incomparable. 
Proposition 3.3. Let B be a root basis of a subspace V G R”, and let x, y E V. 
Then the following conditions are equivalent: 
(a) x and y are lattice disjoint in (V, GB). 
(b) ind,(n) and inds(y) are incomparable. 
(c) sB(x) and ss(y) are incomparable. 
Proof. The proposition obviously holds if x = 0 or if y = 0. Since in addition 
inds(z) = inds( IzI) and ss(z) = ss( lzl) h 0 s Id f or every z E V, we may suppose 
without loss of generality that x >s 0 and y >s 0. 
(a) + (b). Suppose (a), put z = x -y and note that z+ = x, z- = y. Then 
ind,(x) = inde(z+) = indi ( z and ind&) = ind&) = ind; (z). The indices ) 
indi(z) and ind, ( z are incomparable, hence (b) follows. ) 
(b) + (c). Let u E Q(X), v E S&J), and choose u’ E indB(x), v’ E ind&) such 
that u’ 2 u, v’ 2 v. Then (b) implies that u’ and v’ are incomparable. Since B is a 
root system, it follows that u and v are incomparable. 
(c) + (a). It follows from (c) that every u E Q(X) and every v E sB(y) are 
incomparable and therefore lattice disjoint. This implies that the elements 
x = CUE,,(X, x,uandy=C vEss,,) y,v are lattice disjoint. Cl 
5. Isotone hear operators 
Definition 4.1. Let <A and 6 s be the lattice orders on Rm and R”, given by the 
root bases A of R” and B of R”, respectively. A linear operator T : R” -+ R” is 
said to be (A, B)-isotone if 
x<Ay +' fi<~ Ty, x,y E R”, 
and strictly (A, B)-isotone if 
x<Ay * TX <B Ty, X,Y E [Wm. 
It is easy to see that T is (A, B)-isotone if and only ifx 2 A 0 implies TX 2 B 0, 
i.e., if and only if T(CA) C CB. Similarly, T is strictly (A, B)-isotone if and only 
if x >A 0 implies TX >B 0, i.e., if and only if T(CA \ (0)) G CB \ (0). 
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The following result generalizes a part of ([l], Theorem 2.1), where the 
lexicographically isotone linear operators are characterized in terms of the 
lexicographical index. 
Theorem 4.2. Let A be a root basis of R”‘, and let B be a root basis of R”. Then 
for a linear operator T : R” -+ R” the following conditions are equivalent: 
(a) T is (A, B)-isotone. 
(b) TV 2 B 0 for each v E A, and indB(Tx) depends only on ind,(x) for 
x2,4 0, XE [Wm. 
(c) TV 2 B 0 for each VEA, and U,VEA, u < v, imply that 
ind,(Tu) < indB(Tv) or Tu = TV = 0. 
Proof. (a) + (b). Suppose that x, y E CA satisfy indA(x) = indA(y). Then by 
Proposition 3.1 there exists n E N such that rrx - y > A 0 and ny - x > A 0. It 
follows from (a) that nTx - Ty 2 B 0 and nTy - TX 2 B 0, hence by Proposition 
3.1 we get inde(Tx) = indB(Ty). 
(b) + (c). Suppose that (b) is satisfied, and take U, v E A such that u < v. 
Then for each ,4 E R we have v + lu 2 A 0 and indA (v) = indA (v + 1~). Thus, 
(b) implies 
indB ( TV) = inds ( TV + 1Tu) for every 1 E R. 
It follows that TV = 0 implies Tu = 0, and that if TV # 0 then Proposition 3.2 
yields inds (Tu) < inds (TV). 
(c) + (a). Suppose that (c) is satisfied, and take an arbitrary 
X=C”,,x”vECA. Fix an arbitrary v E A for a moment, put 
L, = {u E A: u < v}, and use Proposition 3.2 to obtain the implication 
UEL, =+ Tu <<B TV or Tu = 0. 
Now take an arbitrary v E indA(x). Then x, > 0 and TV > B 0, therefore 
y(v) = x,Tv + c x,Ti 2 B 0, 
UEL” 
where we suppose that the possible empty sum equals 0. It follows that 
TX = c x,Tv = c y(V) > B 0, 
VEA ucind, (x) 
as claimed. 0 
A similar result holds for strictly (A,B)-isotone operators. 
Theorem 4.3. Let A be a root basis of R”, and let B be a root basis of KY’. Then 
for a linear operator T : R” + R” the following conditions are equivalent: 
(a) T is strictly (A, B)-isotone. 
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(b) T is (A, B)-isotone, and TV >B 0 for each v E A. 
(c) TV >B 0 for each v E A, and, and inds(Tx) depends only on ind,(x) for 
x 2 ‘4 0, x E R”. 
(d) TV >B 0 for each v E A, and u, v E A, u < v, imply that indB(iru) < 
inds(Tv). 
Proof. The implication (a) + (b) is obvious, while the implications (b) + (c) 
and (c) + (d) follows from Theorem 4.2. 
(d) + (a). Suppose that (d) is satisfied, and take an arbitrary 
x = CDE‘# E c, \ { 1. 0 Then repeat the proof of the implication (c) + (a) 
from Theorem 4.2. Observe that Tu <B TV holds for each u E L,, hence 
v E ind,(n) implies y(v) >B 0, and therefore TX >B 0. 0 
Theorem 4.3 generalizes a part of ([l], Theorem 2.2), where the lexico- 
graphically strictly isotone operators are considered. It is obvious that every 
lexicographically strictly isotone operator is injective, and easy to see that in 
general there exist strictly (A, B)-isotone operators that are not injective. 
Definition 4.4. Let 6 A and 6 B be the lattice orders on R” and R”, given by the 
root bases A of R” and B of R”, respectively. A linear operator T : Rm + R” is 
said to be an (A, B)-lattice homomorphism if 
T(x VA y) = TX VB Ty and T(x AA y) = TX l\B Ty 
holds for all x, y E R”. 
The above conditions are equivalent. Moreover, it is easy to see that T is an 
(A, B)-lattice homomorphism if and only if T satisfies the implication 
x,Y E R”, x,,Ay=O + TX AB Ty = 0. 
It is also clear that each (A, B)-lattice homomorphism is (A, B)-isotone, and 
that the converse holds whenever <A and < B are total orders. 
Theorem 4.5. Let A be a root basis of W”, and let B be a root basis of R”. Then 
for a linear operator T : R” + KY’ the following conditions are equivalent: 
(a) T is an (A, B)-lattice homomorphism. 
(b) T is (A,B)-’ t lso one, and satisfies the following condition: Zf u and v are in- 
comparable elements of A, then the subsets indB( Tu) and indB( TV) of B are in- 
comparable. 
Proof. (a) + (b). Since by Proposition 3.3 incomparable elements u, v E A 
satisfy u r\A v = 0, (a) implies Tu /\B TV = 0. It follows from PrOpOSitiOn 3.3 that 
indB (Tu) and indB ( TV) are incomparable. 
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(b) + (a). Suppose that (b) is satisfied and that x /\A y = 0, x,y E R”. It 
follows from Proposition 3.3 that the subsets sA(x) and s,.,(y) of A are inCOIn- 
parable. Using Proposition 3.3 again we see that Tu and TV are lattice disjoint 
for every u E sA(x) and every u E sA(y). Therefore the &XnentS 
TX= cx,Tu and Ty= cy,,Tv 
UESA (4 =s,4 W 
are lattice disjoint. Since T is (A,@-isotone, we have TX > B 0, Ty 2 B 0, and 
therefore TX A~ Ty = 0. 0 
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