In this paper, we consider the quadratic inverse eigenvalue problem (QIEP) of constructing real symmetric matrices M, C, and K of size n × n, with (M, C, K) / = 0, so that the quadratic matrix polynomial Q(λ) = λ 2 M + λC + K has m (n < m 2n) prescribed eigenpairs. It is shown that, for almost all prescribed eigenpairs, the QIEP has a solution with M nonsingular if m < m * , and has only solutions with (Q(λ)) ≡ 0 otherwise, where m * = n + (1 + √ 1 + 8n)/2. We also derive the expression of the general solution of the QIEP for both cases. Furthermore, we develop an algorithm for finding a particular solution to the QIEP with M positive definite if it exists.
Introduction
This paper concerns the quadratic eigenvalue problem (QEP): given n × n real symmetric matrices M, C and K, find scalars λ and nonzero vectors x satisfying Q(λ)x := (λ 2 M + λC + K)x = 0.
(1.1)
The scalars λ ∈ C and the nonzero vectors x ∈ C n are called, respectively, eigenvalues and the eigenvectors of the quadratic matrix polynomial Q(λ). Together, (λ, x) is called an eigenpair of Q(λ). It is well known that the Q(λ) has 2n finite eigenvalues over the complex field, provided the leading coefficient matrix M is nonsingular.
QEPs appear in many applications. Some early theoretical results appear in Lancaster [12] and Gohberg, Lancaster and Rodman [7, 8] . A good survey of applications, mathematical properties and variety of numerical algorithms for the QEP can be found in Tisseur and Meerbergen [17] .
There are two aspects of the QEP (1.1), namely the direct problem and the inverse problem. The direct problem analyzes and computes the spectral information, hence deducing the dynamical behavior of the system from a priori known physical parameters such as mass, elasticity, inductance and capacitance. The inverse problem determines or estimates the parameters of the system from its observed or expected eigen-information. Both problems are of significant importance in application. In this paper, we consider a special quadratic inverse eigenvalue problem (QIEP), which we state as follows: (QIEP) Given m (n < m 2n) prescribed eigenpairs in matrix form ( , X), where = diag(λ [2] 1 , . . . , λ [2] , λ 2 +1 , . . . , λ m ) ∈ R m×m (1.2a) with λ j ∈ R, λ and the corresponding columns [x jR , x jI ] in X represent or store the complex conjugate pairs of eigenvalues α j ± iβ j and the corresponding eigenvectors x jR ± ix jI .
For the purpose of our discussion it is assumed throughout that the matrix X is of full row rank (i.e., rankX = n), the matrix X X is of full column rank (i.e., rank X X = m), M = M, C = C, and K = K, and moreover, this hypothesis will not be repeated in theorem statements.
For the QIEP with k(k n) prescribed eigenpairs, a general solution and some particular solutions with additional eigenstructures have been derived in [10] . In [4] , Chu et al. studied the QIEP of updating the given quadratic model Q 0 (λ) = λ 2 M 0 + λC 0 + K 0 to a new model Q(λ) = λ 2 M + λC + K so that the subset {(λ j , x j )} k j of eigenpairs of Q 0 (λ) is replaced by {(μ j , y j )} k j as k eigenpairs of Q(λ) while the remaining 2n − k eigenpairs are kept the same as those of the original Q 0 (λ). The latter statement is known as the no spill-over phenomenon [3] . Recently, a series of papers [11, 13, 14, 16] studied the solvability of QIEPs over the complex field when complete spectral information is given. Other types of inverse QEPs, known as model updating problems and partial pole assignments, can be found in [6, 9, 10, 18, 2, 5, 15] , respectively.
Observe the matrix equation (1.3) for the triplet (M, C, K). Essentially, it is a special homogeneous linear system with 3 2 n(n + 1) unknowns and nm equations. Thus, according to the general theory of linear systems, it seems that if m < 3(n + 1)/2, then the QIEP is solvable; otherwise the QIEP has no solution. However, this assertion is made without considering any special structures in (1.3). Moreover, it neglects whether the QIEP has a solution (M, C, K) with M nonsingular. We note that the solution with det(Q(λ)) ≡ 0 is impractical.
The main purpose of this paper is to prove that the generic solvability of the QIEP is characterized by the number m * ≡ n + (1 + √ 1 + 8n)/2 -for almost all prescribed ( , X), when n < m < m * , the QIEP has a solution (M, C, K) with M nonsingular, and all the solutions to the QIEP form a subspace of dimension
when m * m 2n, the QIEP has only solutions with det(Q(λ)) ≡ 0, and all the solutions form a subspace of dimension 1 2 (2n − m)(2n − m + 1). This paper is organized as follows. In Section 2, we establish the solubility theory of the QIEP. In Section 3, we develop a simple algorithm to compute a particular solution to the QIEP with M being positive definite if it exists. Finally, in Section 4 we present selected numerical results to illustrate our main results.
Solvability of QIEP
To solve the QIEP, we first show two equivalent conditions for the solution of (1.3). Then, based on these equivalent conditions, we derive the general solution to the QIEP represented in a parameterized form.
Lemma 2.1. There exist real symmetric matrices M, C and K satisfying the Eq. (1.3) if and only if
for some D ∈ D , where
Proof (Necessity). Suppose that the real symmetric matrices M, C and K satisfy (1.3). Then it follows that
Then D is symmetric, and moreover, it follows from (2.4) that
from which we easily see that D is also symmetric, i.e., 
which implies that (1.3) holds, sine X is of full row rank.
Let the QR factorization of X be
where Q ∈ R m×m is orthogonal, and R ∈ R n×n is upper triangular. We may require that R has positive diagonal entries, since X is of full row rank. 
, where
Proof (Necessity). Suppose that the real symmetric matrices M, C and K satisfy (1.3). Then, by Lemma 2.1, it follows that (2.1) and (2.2) hold for some matrix D ∈ D . Premultiplying and postmultiplying (2.1)
from which we get
Similarly, from (2.2) we get
This shows that (2.11) holds for some D ∈ D ( ,X) by (2.14) and (2.15a).
(Sufficiency) Suppose that the real symmetric matrices M, C and K satisfy (2.11) for some D ∈ D ( ,X) . Then, by assembling these blocks of (2.11), the equality (2.1) is established. Notice that from the last two equalities in (2.14) it is easy to derive that 
Proof. Since

X X
is of full column rank, the matrix
is of full column rank. So, the matrix Q 1 Q 2 is of full column rank because R is nonsingular.
The following result shows that the matrix equation (2.11c) is always solvable and characterizes its general solution. 
Lemma 2.4. Let
Note that 
From (2.9), we see that Q 1 and R are uniquely determined by X, B = Q 1 Q 2 and Q 2 are uniquely determined up to a right orthogonal transformation. Therefore,
is uniquely determined by X. Furthermore, the equality (2.19) shows that the matrix M r is independent of the choice of the orthonormal basis Z for the null space of B . In fact, if Z 1 is another orthonormal basis for the null space of B , then there exists an orthogonal matrix P of size
, and so we have
where W = P W P is still arbitrary. Thus, we conclude that M r in (2.19) is only parameterized
. With Lemmas 2.2 and 2.4, we have finally proved our first main result, which completely characterizes the general solution to the QIEP. 
, then any linear combination of them is also a solution to the QIEP. Thus, the dimension of the solution space of the QIEP is 1
The general solution to the QIEP with k (1 k n) prescribed eigenpairs has been given in [10] . The main technique, employed in [10] and here, is to use the QR factorization to reduce the characteristic equation (1.3) to "invertible" systems from which parameters can be introduced. The difference is that in [10] the QR factorization of X is used, whereas here the QR factorization of X is used. Furthermore, the matrix coefficient M in [10] can be chosen arbitrary, whereas here it must satisfy the constrained equation (2.11c). One of the contributions in this article is to prove that the constrained equation (2.11c) is always solvable and to give the expression of its general solution (see Lemma 2.4). Additionally, in [10] the matrix coefficient M can be chosen to be nonsingular or positive definite, whereas here the matrix M may be singular. Thus, the problem under what conditions the QIEP with m > n has a solution (M, C, K) with M nonsingular is interesting and important. Therefore, in what follows we will focus our attention on this problem. The following result provides a condition under which the QIEP has only solutions with det(Q(λ)) ≡ 0, which means that in this case the QIEP has no solution (M, C, K) with M nonsingular.
Therefore, by Theorem 2.1, in this case the general solution of QIEP becomes
, it is easily seen form (2.21a) that M is singular. From (2.21b) and (2.21c), we obtain
Therefore, det(Q(λ)) ≡ 0.
Remark 2.2.
Assume that all eigenvalues of are simple. Then it is easy to verify that D ∈ D if and only if D is in the following form
with ξ i and η i being real numbers. Notice that D ∈ D ( ,X) means that D is in the form (2.22) and satisfies
which is a homogeneous linear system for D with 1 2 (m − n)(m − n + 1) equations and m unknowns, provided that all eigenvalues of are simple. Furthermore, the Eq. (2.23a) can also be rewritten as a homogeneous linear system
where A Q 2 is a suitable
. , ξ m ) .
Consequently, according to the general theory of the linear system, for almost all matrix A Q 2 , the equation (2.23) has only the trivial solution D = 0, provided that 
is of full column rank. Since B Q 1 DQ 2 is symmetric by (2.20a), there exists an (m − n) × (m − n) orthogonal matrix P 1 such that
where s is an s × s nonsingular matrix. Denote
then the matrix
where Z 1 ∈ R s×(2n−m) , then Z 2 is of full column rank. Thus there exists a matrix P 2 ∈ R (2n−m)×(m−n) and a nonsingular matrix
We then have 
provided that all eigenvalues of are distinct. In this case, for almost all given ( , X), there exists a D ∈ D ( ,X) such that the matrix Q 1 DQ 2 is of full column rank, and so, by Theorem 2.4, the QIEP has a solution (M, C, K) with M nonsingular. So in this case, for almost all given ( , X), we have
Notice that for almost all given , the eigenvalues of are distinct. By Theorem 2.4 and Remark 2.3, we conclude that is symmetric positive definite, and
Corollary 2.5. If n < m < m * , then, for almost all given ( , X), the QIEP has a solution (M, C, K) with M nonsingular, and all its solutions form a subspace of dimension
1 2 (2n − m)(2n − m + 1) + d = 1 2 (2n − m)(2n − m + 1) + n + 1 2 (m − n)(n − m + 1).
The following result characterizes when the QIEP has a solution (M, C, K) with M being symmetric positive definite.
Theorem 2.6. The QIEP has a solution (M, C, K) with M being symmetric positive definite if and only if there exists a D ∈ D ( ,X) such that the matrix
where
is an arbitrarily symmetric matrix. It is easily seen that there exists a symmetric matrix W such that M is symmetric positive definite. Therefore, by Theorem 2.1, the QIEP has a solution (M, C, K) with M being symmetric positive definite.
As the end of this section, we consider the special QIEP where the complete eigeninformation (i.e., m = 2n) is given. Combining Theorem 2.1 and Theorem 2.4 immediately gives rise to the following result.
Theorem 2.7. The QIEP with m = 2n has a solution (M, C, K) with M being nonsingular if and only if there exist a matrix D ∈ D ( ,X) such that Q 1 DQ 2 is nonsingular. In this case, the matrices M, C and K are given by
M = R −1 B − (Q 2 DQ 2 )B −1 R − , (2.28a) C = V DV − V X M − MX V , (2.28b) K = V X MX V − V DV ,(2.
28c)
Remark 2.4. Additionally, in the case when m = 2n, it is easy to verify the following useful results: 
where = X −1 Q 2 , provided the matrix is nonsingular.
In [13, 14] , some solvability conditions and solutions for the QIEP with m = 2n were presented. For example, in [14] , the complete eigeninformation is stored in In [14] , the following sufficient conditions for the solvability of the QIEP were given:
Now we define
1 , . . . , λ [2] n−r ; U 2 , U 3 } ∈ R 2n×2n , (2.33a)
where λ is nonsingular, and moreover,
Assume that the QR factorization of the matrix X given in (2.33b) is as in (2.9). Then it follows from (2.34) that
This, together with Q 1 Q 1 + Q 2 Q 2 = I 2n , gives rise to
which implies that Q 1 DQ 2 is nonsingular and Q 2 DQ 2 = 0. This shows that the conditions (2.32) implies that there is a special matrix D in the form (2.33c) such that Q 1 DQ 2 is nonsingular and Q 2 DQ 2 = 0. Thus, by Theorem 2.7, we can conclude that if X L P X H L = 0, then the QIEP with the give data as in (2.30) has a solution (M, C, K) with M being nonsingular, without the requirement that X L P J X H L is nonsingular. We now study the positivity of M and K. We here only consider the case of real spectrum. Suppose we are given
where U 2 , U 3 ∈ R n×n are real diagonal and X R 3 = X R 2 ∈ R n×n with being an n × n orthogonal matrix. Assume that X R 2 is nonsingular and define
Then it is easy to verify that Q = [Q 1 , Q 2 ] is orthogonal and
Here the matrix R is not upper triangular. However, noting that the theory established in this article only the non-singularity of R is required, we can still conclude that (2.39) implies that the QIEP with those given data has a solution which is given by (2.28), without the requirement that has distinct eigenvalues. If all the eigenvalues of U 2 and U 3 are negative and
holds (see [14] ), then from (2.38a) and (2.38b), we have
It follows from (2.28a), (2.29) and (2.41) that M and K are symmetric positive definite which coincides with the result in [14] . Furthermore, if
(2.42) (see also [14] ) then (2.38), (2.28a) and (2.28b) imply
For the case with complex eigenvalues, the positivity of M, C and K derived in [13] can also be established using a similar derivation. We omit the details here.
Numerical algorithm
In many applications, it is more practical to seek a symmetric positive definite M for the QIEP than a nonsingular one. Let {D 1 , . . . , D r } be a basis for D ( ,X) , where r ≡ dim D ( ,X) 1. Inspired by Theorems 2.1 and 2.6, it is natural to ask if there exist scalars a 1 , . . . , a r such that
is symmetric positive definite. If so, one can choose a suitable W in (2.20a) so that M is symmetric positive definite.
To this end, we denote
We define a linear transformation vec : , i = 1, . . . , n. We then have
and
The following lemma is useful for our algorithm for finding {a 1 , . . . , a r } so that M 11 (a) in (3.1) is symmetric positive definite. To find the orthonormal bases for H and H ⊥ , we compute the QR factorization H = U R 0 , where U is an
. We now choose Z ∈ S n + with Z F = 1 and set z = vec(Z). We then project z orthogonally onto span(U 1 ) and span(U 2 ) to obtain with the matrix in (3.1) satisfying Note that, by the well-known Wielandt-Hoffman theorem, if
with U being orthogonal and
In the same way we can get B. Because S n 0,+ is convex, we choose Z new as the arithmetic mean of A and B with Frobenius norm one, that is,
and continue the above process by setting z new = vec(Z new ). A geometrical interpretation of this procedure is illustrated in Fig. 3.1 .
Based on these steps, we develop an algorithm to find a symmetric positive definite solution in the form (3.1). solution is [a 1 , . . . , a r ] = R −1 w 1 , stop; else if λ min (B) 0, output "no solution" (by Lemma 3.1), stop; else compute A and B by (3.7), respectively, and set
Remark 3.1. The orthogonal projection step (as in (3.6)) of Algorithm 3.1 is borrowed from the idea for maximizing the minimal eigenvalue of a linear combination of symmetric matrices proposed by [1] . Lemma 3.1 guarantees, if λ min (B) 0 in some step of Algorithm 3.1, that there is no symmetric positive definite solution M for the QIEP. In our numerical experience, Algorithm 3.1 converges well to a symmetric positive definite M, if it exists. However, because it is difficult to control the distance between the projection vector and the lifting vector during the process, a complete theory of convergence is under investigation.
Numerical results
For an arbitrarily given ( , X) ∈ R m×m × R n×m as defined in (1.2) with n m 2n, we solve the QIEP, seeking a symmetric triplet (M, C, K) satisfying (1.3), via the homogeneous linear system ⎡ 
Conclusions
Solving quadratic inverse eigenvalue problems for some partially prescribed eigeninformation is a challenging task in many applications. Many researches have been made, both theoretically and computationally. Thus far, the known results are somewhat limited. One of the most fundamental challenges is to characterize when the QIEP has (M, C, K) with M nonsingular, and when the QIEP has only solutions with det(Q(λ)) ≡ 0.
This paper provides a complete theory on the solvability of the QIEP. In particular, two contributions made in this paper are significant. First, we describe a parameterized matrix representation for the general solution to the QIEP. An important characteristic in our construction for the general solution is that the parameters involve an (2n − m) × (2n − m) symmetric matrix W and an m × m quasi-diagonal matrix D so that any basis for the null space of the given eigenvector matrix is D-orthogonal (see (2.23a)). Secondly, we prove that, for almost all given ( , X), the QIEP has a solution (M, C, K) with M nonsingular if m < m * , and has only solutions with det(Q(λ)) ≡ 0 otherwise, where m * is defined by (2.25). Furthermore, the generic dimension of the solution space for the QIEP have been characterized.
Because the QIEP has important applications in many disciplines, the results in this paper, especially those fully addressing the issue of solvability, should be of interest.
