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A New Artificial Immune System Based on Continuous
Learning for Pattern Recognition
Um Novo Sistema Imunológico Artificial Baseado no Aprendizado Contı́nuo para
Reconhecimento de Padrões
Simone S. F Souza 1, Fernando P. A. Lima 2*, Fábio R. Chavarette3
Abstract: This paper presents a novel approach for pattern recognition based on continuous training inspired by
the biological immune system operation. The main objective of this paper is to present a method capable of
continually learn, i.e., being able to address new types of patterns without the need to restart the training process
(artificial immune system with incremental learning). It is a useful method for solving problems involving a
permanent knowledge extraction, e.g., 3D facial expression recognition, whose quality of the solutions is strongly
dependent on a continuous training process. In this context, two artificial immune algorithms are employed: (1)
the negative selection algorithm, which is responsible for the pattern recognition process and (2) the clonal
selection algorithm, which is responsible for the learning process. The main application of this method is in
assisting in decision-making on problems related to pattern recognition process. To evaluate and validate the
efficiency of this method, the system has been tested on handwritten character recognition, which is a classic
problem in the literature. The results show efficiency, accuracy and robustness of the proposed methodology.
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Resumo: Este artigo apresenta uma nova abordagem para reconhecimento de padrões com base em treina-
mento contı́nuo inspirado na operação do sistema imunológico biológico. O principal objetivo deste artigo é
apresentar um método capaz de aprender continuamente, ou seja, ser capaz de abordar novos tipos de padrões
sem a necessidade de reiniciar o processo de treinamento (sistema imunológico artificial com aprendizado incre-
mental). É um método útil para resolver problemas que envolvem uma extração permanente de conhecimento,
por exemplo, reconhecimento de expressão facial 3D, cuja qualidade das soluções depende fortemente de um
processo de treinamento contı́nuo. Nesse contexto, dois algoritmos imunes artificiais são empregados: (1) o
algoritmo de seleção negativa, responsável pelo processo de reconhecimento de padrões e (2) o algoritmo de
seleção clonal, responsável pelo processo de aprendizado. A principal aplicação desse método é auxiliar na
tomada de decisões sobre problemas relacionados ao processo de reconhecimento de padrões. Para avaliar e
validar a eficiência desse método, o sistema foi testado no reconhecimento de caracteres manuscritos, que é um
problema clássico na literatura. Os resultados mostram eficiência, precisão e robustez da metodologia proposta.
Palavras-Chave: Reconhecimento de Padrões — Aprendizado Contı́nuo — Sistemas Imunológicos Artificiais —
Algoritmo de Seleção Negativa — Algoritmo de Seleção Clonal
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1. Introduction
Pattern recognition consists of a classification or categoriza-
tion task where the designer defines the classes (supervised
classification) or these classes are determined based on the
similarities of the patterns (non-supervised classification).
Pattern recognition has been increasingly researched lately
due to its several applications that are challenging and demand
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hard computational efforts. The availability of advanced com-
putational resources transforms the use and elaboration of
methods for pattern recognition analysis. A pattern recogni-
tion system contains three main steps as follows:
1. Data acquisition (i.e., feature extraction) and prepro-
cessing (selection of the most discriminative character-
istics);
2. Data representation;
3. Decision-making (building a classifier).
The principal contribution in pattern recognition that is
present in the specialized body of literature is the building of
classification methods, which are based on intelligent systems
like fuzzy logic [1], artificial neural networks [2], artificial
immune systems [3], among others.
Generally, the pattern recognition methods based on in-
telligence have a training strategy in obtaining knowledge.
However, these strategies (learning or training algorithms)
reinitialize the training process every time the process is ex-
ecuted and, principally, when a new pattern is observed by
the system. Such methods are efficient and are able to solve
the current problems. However, they do not learn constantly,
and when a new pattern is available, all the training processes
are executed again, which is a task that cannot be considered
intelligent in a strict sense. A modern and intelligent pattern
recognition system must learn continuously, have the capacity
to innovate and update new patterns, learn with the experience,
and be in constant improvement.
Developing a system with such capacities is a complex
task and is seldom researched in the literature. However, still
there is no available an efficient methodology, so, the use of
the artificial immune systems is an alternative solution. In
the specialized literature, can be cited the papers [4], [5], [6],
[7], [8], proposing approach in this regard. Thus, this paper
proposes a new approach for pattern recognition, providing
the continuous training on pattern recognition system.
This paper presents a new approach to develop a pattern
recognition system with continuous training based on the Bi-
ological Immune System (BIS). To create this system, two
different immune systems are used, including the Negative
Selection Algorithm (NSA), [9] and the Clonal Selection Al-
gorithm (CLONALG), [10]. The artificial immune algorithm,
which is inspired by the BIS, is a promising technique in
Intelligent Computing (IC). The BIS computationally repro-
duces the principal characteristics and the propriety function-
alities and abilities. It has a stable, reliable, and adaptive
architecture, allowing the continuous inclusion of the training
module. This property allows the system to introduce new
experiences and knowledge without the need to reinitialize
the immune memory of the system. This is one advantage of
using Artificial Immune Systems, which allow the possibility
of continuous training unlike in other techniques such as us-
ing Artificial Neural Networks (ANNs). In some ANNs, to
improve the training, it is necessary to reinitialize the process,
consequently destroying the knowledge previously acquired,
except for a few architectures that have the plasticity propriety
as in the neural networks of the ART (Adaptive Resonance
Theory) family [11].
To evaluate and validate the efficiency of this new ap-
proach, a classical recognition problem of manuscript charac-
ters is used. It is compared with a conventional recognition
system (NSA) to analyze the performance of the proposal.
This paper is organized as follows. Section II discusses
the BIS, section III focuses on the NSA, and section IV tackles
the CLONALG. The proposed methodology is presented in
section V, and the applications and results are discussed in
section VI. The conclusions are presented in section VII.
2. Biological Immune System
The BIS is the principal defence of the living organisms
against infection agents that enter the human body. In this
case, the BIS must instantaneously act against the infection
agents and identify them to protect the human body (evidence
of a disease). There are two kinds of defences: the innate
immune system and the adaptive immune system.
The innate immune system is the first line of defence
and responds faster. It is characterized by dendritic cells
(APC, Antigen Presenting Cells) and phagocytes (granulo-
cytes, macrophages, etc.), which are responsible in ingesting
strange particles to the organism and other kinds of defences
such as physical (skin) and chemical barriers [3].
The adaptive immune system is the second line of defence
and is able to recognize microorganisms like virus, bacteria,
fungus, protozoa, helminthic, and some kinds of worms. The
adaptive immune system realizes the training process of the
infecting agents at first contact with the antigen. It is also
responsible in creating immune memory cells from the first
exposure to the infecting agent to accelerate the response to
the same kind of infecting agent in future exposure [12].
2.1 Operation of the Pattern Recognition System
and Training of the BIS
The biological organism, which is unique in humans as being
composed of several cells and molecules that work in harmony,
aims answers to strange agents that are called antigens.
The BIS has fundamental characteristics such as pattern
recognition and training and neutralization of the infecting
agent. All these steps represent an immune answer that can
be illustrated in a simplified form as shown in Figure 1.
Step (I) represents the BIS exposure to an antigen (infect-
ing agent). Basically, the BIS can react in two ways: the
innate immune response, which begins at step (II), and the
adaptive immune response, which begins at step (VII). If the
process begins at the innate immune system (step (II)), the
infecting agent is considered unknown by the BIS; therefore,
it is necessary to identify and inform the infecting cell of
the organism to forward the adaptive immune system begins
an adaptive answer (identify and generate the antibodies that
will neutralize the antigen). If the process starts at the adap-
tive immune system (step (VII)), the antigen is known by
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Figure 1. Operation of the BIS
the BIS, and the detection process is realized by the memory
lymphocytes presented in the organism.
At step (II), the innate immune process is initialized when
an antigen (infecting agent) is ingested by the dendritic cell
(APC). At this phase, the antigens, which are fragmented
in antigenic peptides, digest the antigens. At step (III), the
fragmented peptides are linked to the MHC (Major Histo-
compatibility Complex) and presented to the surface of the
dendritic cells. At step (IV), the T lymphocytes (which have
receiving molecules in the surface) are able to recognize and
identify different MHC/peptide antigens processed by the den-
dritic cells, that is, when there is connection (combination)
that occurs in the recognition of the antigen and, thus, the
lymphocyte state is activated. This step represents the dis-
crimination proper/no proper process realized by the organism
distinguishing the proper cells from the infecting agents [13],
[12]. Based on this pattern recognition principium of the NSA
is proposed [9]. After the detection of the antigen at step (V),
the T lymphocytes are activated, secreting chemical signals
(lymphokine) that notify other components of the BIS that an
antigen is found, or simply that the cell is infected.
At step (VI) when an infected cell is identified, the B
lymphocytes can recognize the infected cell and initialize
the training process, which is the so called clonal selection
principium (step (VII)). In this case, the B lymphocytes are
able to recognize the free antigens identified on the organ-
ism without the need to ingest and digest the APC, and thus,
recognition happens. When the B cells recognize an antigen
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(as for signalization or by memory cells), the clonal selec-
tion process begins, which is also known as training process
(step (VIII)). At this step, the lymphocytes are subjected to
a clonal and hypermutation process of generating a set of B
lymphocytes on the organism. There is a differentiated pro-
cess (step (IX)) where the B lymphocytes with highest affinity
are separated to pertain to the memory set, and the B lym-
phocytes with low affinity are activated and transformed into
plasmocyte-secreting antibodies (step (X)). At step (XI), the
antigens detected by the BIS are neutralized by the generated
antibodies, leading to the destruction of the danger (disease).
At step (XII), the lymphocytes that are separated on the
differentiation process are transformed into memory lympho-
cytes and pertain to the set of memory lymphocytes substitut-
ing the old lymphocytes with low affinity. The new memory
lymphocytes circulate on the organism, assuring an efficient
and faster response to future exposure to the same type of anti-
gen (infecting agent). It is emphasized that all the processes
are realized with cooperation of the BIS cells where each one
is responsible by a simple function and realizes a complex
work [13], [12].
3. Negative Selection Algorithm (NSA)
The NSA, which was proposed in [9] to detect changes in the
systems, is based on the negative selection of T lymphocytes
over time. This process works on the discrimination of proper
versus non-proper cells. The algorithm is executed in two
phases, as follows [3], [14]:
1. Censor
(a) Define a set of proper chains (S) to be protected;
(b) Generate random chains, and evaluate the affinity
(match) between each chain and the proper chains.
If the affinity is greater than a predefined value,
then the chain is rejected. Otherwise, the chain is
filed into a detector set (R).
2. Monitor
(a) Given a set of chains to be protected (protected
chains), evaluate the affinity between each chain
and the detector set. If the affinity is superior to
a predefined value, then a non-proper element is
identified.
The censor phase of the NSA primarily consists of generat-
ing a detector set from the data that were randomly chosen and
verifying which data can recognise a non-proper pattern. The
detectors are similar to mature T cells, which can recognise
pathogenic agents [3].
The monitoring phase consists of monitoring a system to
identify a change in the behaviour; thus, this phase classifies
the change using the detector set that has been created in
the censor phase. The censor phase occurs offline, and the
monitoring phase occurs in real time [3], [15].
Figures 2 and 3 present the flowcharts of the censor and
the monitoring phases of the negative selection algorithm.
Figure 2. Flowchart of the censor phase of the NSA.
Figure 3. Flowchart of the monitoring phase of the NSA.
The antigen (Ag) is the signal to be analysed in the nega-
tive selection algorithm and can be represented by expression
(1) [12], [15].
Ag = Ag1,Ag2,Ag3,Ag4, ...Agn (1)
The detectors represent the antibodies (Ab) and are ex-
pressed according to expression (2) [12], [15].
Ab = Ab1,Ab2,Ab3,Ab4, ...Abn (2)
where L is the dimension of the space of the antigen and
the antibody.
3.1 Matching Criterion
To evaluate the affinity with the chains and to prove that they
are similar, the matching criterion is used, which has the same
meaning as the combination. The matching can be perfect or
partial [14].
The matching is perfect when the two analysed chains
have the same value in every position, and the matching is
partial when the patterns have only one identical position
value to confirm the matching [16]. This quantity is known
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as the affinity rate. The affinity rate represents that there is
a similar grade for matching to occur between two analysed
chains [14]. In the paper [16], the affinity rate is defined





TA f the affinity rate; An is the quantity of normal rates
in the problem (proper rates); and At is the total number of
chains in the problem (proper and non-proper chains).
Equation (3) allows the precise calculation of the affinity
rate for the proposed problem and represents the statistical
analysis with the samples of the problem. Expression (4)
represents the method for quantifying the total affinity with







where A ft of the affinity with the patterns analysed; L is
total quantity of positions; Pc is matched position; and, ∑Li=1
sum of the matched positions.
Thus, if A ft is greater than TA f , then the combination
or matching with the patterns occurs, that is, the patterns
are considered to be equal or similar. Otherwise, there is no
matching with the patterns.
4. Clonal Selection Algorithm
The clonal selection algorithm (CLONALG) is originally pro-
posed in [10]. Different from what is proposed in [9], this
algorithm considers two central characteristics of the clonal
selection principium: the maturation and the proportional se-
lection to the affinity. There are two versions of this algorithm
that are available in the literature: one is to solve machine
training problems and pattern recognition and the other is to
solve optimization problems [3].
The CLONALG for pattern recognition and machine train-
ing is described according to the following steps [12], [3]:
1. Initialization: Generate a random population (Ab =
Ab{M}+Ab{R}) with L lymphocytes for each antigen
(Agi). L is given by M+R;
2. Affinity evaluation: Each antigen (Agi) is presented to
every lymphocyte of the population (Ab) in a process
to evaluate the affinity. An affinity vector f is then
determined;
3. Selection: The n lymphocytes with the highest affinity
f in relation to (Agi) are selected to compose a subpop-
ulation (Ab{n});
4. Cloning: The n lymphocytes selected proliferate (cloning)
proportionally to the affinities to the antigen (Agi), gen-
erating a C clone population. The higher the affinity f
is, the highest the quantity of clones will be in each one
of the n selected lymphocytes;
5. Hypermutation: The C clone population is then sub-
jected to the affinity maturation process to generate a
new population C∗, where each lymphocyte will mutate
on a rate inversely proportional to the affinity f . The
higher the affinity f is, the less the mutation rate will
be for each lymphocyte;
6. Affinity evaluation: Determine the affinity f ∗ with the
set C∗ of mutated clones and the antigen (Agi);
7. Re-selection: From the mature C∗ population, re-select
the n best matured lymphocytes to form the subpopula-
tion (Ab{n}). From this subpopulation, choose the best
lymphocytes to get into the memory set (Ab{M}). One
lymphocyte gets into the memory set when it presents
high affinity rates, and it can substitute some memory
lymphocytes;
8. Metadynamics: Substitute d antibodies from (Ab{R})
by (Ab{d}) new individuals, thus inducing diversity on
the repertoire. The antibodies with lesser affinities are
substituted.
9. Repeat steps 2 to 8 until the stop criterion is satisfied.
At the end of the iterative process, the memory set (Ab{M})
has M lymphocytes with the highest affinity rates in relation
to the antigen (Agi). This memory set can be used by the
NSA to detect and classify the antigen learnt during the clonal
selection process.
It is emphasized that for training problems, step 8 (meta-
dynamics) is not executed, making the parameter d = 0.
The quantity Nc of clones generated in step 4, for each





where: β a multiplicative factor between 0 and 1,Nic is
the total quantity of lymphocytes of the Ab population, and
round(.) is the rounding operator to the closest integer. The
mutation rate (α) of each clone is defined by equation (6),
[3]:
α = exp(−ρ f n) (6)
where: ρ is a damping control parameter of the exponen-
tial function and f n is the normalized value of the affinity f ,





This way, each clone is mutated according to [17]:
m = round(α ∗N(0,1)) (8)
where: m is the quantity of mutations for each clone, α is
the mutation rate, and N(0,1) is a random Gaussian variable
with mean of zero and pattern deviation σ = 1.
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5. Proposed Methodology
This section presents the proposed methodology to solve the
recognition problem of manuscript characters with a pattern
recognition algorithm with continuous training. The algorithm
without the continuous training is also presented, that is, the
NSA algorithm.
The database of the manuscript characters used to validate
the method and the preprocessing technique of the images are
then presented.
5.1 Database of the Manuscript Characters
A database containing numerical manuscript characters is built
with 200 samples, with 20 samples from each type of pattern
(numbers 0 to 9). Some individuals wrote the numbers in a
table, and this table is digitized as shown in Figure 4. Each
manuscript character is extracted with the dimension of 32x32
pixels and filed in BMP format [18].
Figure 4. Database of the manuscript characters.
5.2 Image Preprocessing
After every image has been extracted from the database, a pre-
processing using an image processing technique is carried out.
This process is important to avoid noise and to intensify the
patterns. Thus, the original images are inversely transformed
into binary, where the white color (zero) becomes black (one)
and vice versa, as illustrated in Figures 5 (a) and 5 (b). The
images are then expanded using a process called dilation, as
shown in Figure 5 (c) [18].
Figure 5. Image preprocessing.
5.3 Manuscript Character Recognition System With-
out the Continuous Training
The manuscript character recognition system without the con-
tinuous training is based on the NSA proposed in [9]. This
system is composed of three modules: (1) image preprocess-
ing (as shown in Figure 5); (2) censor of the NSA (offline);
and (3) monitoring of the NSA (on-line). The flowchart for
this algorithm is presented in Figure 6).
Figure 6. Flowchart of the system.
Preprocessing is executed to improve the quality of the
images and increase the characteristics of each pattern.
A σ quantity of detector for each pattern is randomly
defined at the censor module of the NSA. This set of detectors
is used on the monitoring process to verify the affinity and the
matching in relation to the patterns under analysis.
The matching is verified during the monitoring of the NSA
that evaluates the quality of the similar pixels with the patterns
(quantifying the affinity using equation (4)). Matching occurs
when the affinity with two patterns is superior to the defined
affinity rate. When matching occurs with the patterns, the pat-
tern that matches the detector is automatically recognized and
classified as pertaining to the detector pattern. If the pattern
is not identified by any known class, there is a classification
error, that is, the pattern is considered unknown.
5.4 Manuscript Character Recognition System With
Continuous Training
The manuscript character recognition system with continuous
training proposed in this section is based on the pattern recog-
nition process and training realized by the BIS as presented in
2.1.
The biological process presented is formulated and com-
putationally reproduced using the NSA proposed in [9] and
the CLONALG proposed in [10].
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The NSA realizes the pattern recognition process, and the
CLONALG is used as a form of training.
The pattern recognition system with continuous training
is composed of six modules, where the preprocessing of the
images is as shown in Figure (5): (1) censor of the NSA; (2)
novelty detection module; (3) training module; (4) monitor-
ing of the NSA; and (5) knowledge updating module. The
flowchart for this algorithm is presented in Figure 7).
As shown in Figure (7), the reading of the images is done
first (database). The preprocessing of the images is executed
to improve the characteristics of each pattern.
The censor of the NSA is executed in an off-line process.
At this time, detectors are randomly defined for the patterns.
The quantity of detectors to be defined for each pattern is a
parameter and depends on the system operator. The detector
set of the NSA is used on the novelty detection module and
monitoring of the NSA.
After the execution of the off-line module, the monitoring
is executed on-line. Thus, the test set (antigens) is obtained
from the processed images. This set is formed with every
pattern available in the database. A pattern to be analyzed is
then randomly chosen.
When a pattern is chosen to be analyzed, the novelty de-
tection module is executed, where a comparison with the
pattern under analysis and the detector set of the NSA are re-
alized. The matching of the pattern with a detector is verified.
If matching occurs, the pattern under analysis is considered
known by the system, and there is no novelty. Otherwise, the
pattern is considered a novelty and tagged as unknown by the
system.
When the system identifies a novelty, the continuous train-
ing module is activated to learn about the new antigen (pattern
under analysis), and the training process occurs, which is
realized by the CLONALG [19].
The CLONALG aims to generate a memory set (knowl-
edge) from an unknown pattern (antigen). This process fol-
lows the steps presented in section 4. Initially, a lymphocyte
population is defined, which is randomly generated. A 32x32
bit matrix is created to randomly generate a lymphocyte, and
it is randomly filled with binary values to generate a pattern.
Equation (4)) is used to quantify the affinity with the
lymphocytes of the population (Ab) and the antigen. The n
best lymphocytes with higher affinity values in relation to
the antigen for the cloning and hypermutation process are
selected. The quantity of clones is calculated using equation
(5)) , and the quantity of mutations to be realized on the clones
depends on equations (6)) - (8)) . Mutation is an evolutionary
process aiming to realize little modification on the structure
of the lymphocytes, such that the affinity in relation to the
antigen is increased.
Mutation using this methodology is simply realized, where
for each mutation, a matrix position (image) is randomly cho-
sen and the value of the position is changed. If the position
value is zero (white), it becomes black and vice versa. After
maturation of the lymphocytes, the n best maturated clones
are re-selected to be introduced again. The selected lympho-
cytes substitute the worst lymphocytes of the population. The
best lymphocytes of the population are then separated for the
memory set [19]. The process is repeated until the stop crite-
rion is satisfied. The stop criterion used in this work is when
every lymphocyte of the memory set attains an affinity at a
minimum of 90% with the antigen.
Figure 8 presents an illustration of the training process
realized by the CLONALG training the patterns zero (0) and
three (3). Figure 8 (a) illustrates the memory set on the first
iteration after the patterns are randomly generated. Figure (8)
(b) shows that the memory set is realized after 50 iterations.
Figures (8) (c), (8) (d), and (8) (e) illustrate the memory
set after 100 iterations, 150 iterations, and 200 iterations,
respectively. Figure (8) (f) shows the memory set after the
stop criterion is satisfied.
When the training process ended, the CLONALG presents
a memory set (knowledge) in relation to the unknown antigen.
This knowledge set is incorporated to the detector set of the
NSA providing knowledge to the system such that in a new
analysis of the same kind of antigen the system is able to
perform the recognition. This process is called the continuous
training [19].
When the novelty detection module does not identify any
novelty, that is, when the NSA already knows the antigen, the
process runs according to the conventional algorithm. Thus,
the pattern under analysis must be compared with the detector
set of the NSA, and the matching and the affinity to classify the
pattern must be evaluated according to the class that matches.
After the pattern under analysis is classified, the system
ends the monitoring process of the NSA. There is also the
updating knowledge module, which evaluates if it is necessary
to update the detector set of the NSA (knowledge) to improve
the detection process. In this case, the criterion is the matching
with the detectors and the antigen pattern. If all the detectors
match the antigen pattern, it is not necessary to update the
detector set of the NSA for the classified pattern.
If there are detectors of the NSA that do not match the
classified pattern, the updating knowledge process occurs.
When the NSA cannot recognize the pattern with every de-
tector, it is necessary to update the detector set of the NSA to
improve the recognition process and use the antigen to learn
(obtain knowledge). If it is necessary to update the knowledge,
the training process realized by the CLONALG is executed
according to what has been described previously, which is
the same as the process carried out in the continuous training
module.
After the training process is realized and the memory
set of the antigen pattern is generated, the best lymphocyte
of the memory set must be chosen and the detector set of
the NSA must be updated. The updating is carried out by
substituting a detector that does not match with the antigen
pattern. This detector is substituted by the best lymphocyte of
the memory set generated on the training process realized by
the CLONALG.
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Figure 7. Pattern recognition process with continuous training.
The knowledge updating only occurs when it is necessary
to reinforce the knowledge of the NSA, that is, when a detector
does not satisfy the affinity criterion, which is not matching
with the antigen. Thus, this detector is substituted by a new
detector generated in a training process called knowledge
updating.
The process illustrated in Figure (7) is repeated until every
antigen is analyzed.
6. Applications and Results
To evaluate and validate the efficiency of this method, the
system has been tested on handwritten character recognition,
which is a classic problem in the literature.
This section presents the results obtained after applying
the proposed methodology on the database of the manuscript
characters. The algorithm is developed in MATLAB ®[20].
The evaluation of the methodology considers the efficiency,
precision, and robustness on the recognition process of manuscript
characters with the two algorithms presented.
Table 1 presents the parameters used on the algorithms
with and without the continuous training.
Table 1. Parameters.
Parameters NSA without NSA with
the continuous the continuous
training training








The parameters presented in Table 1 were obtained using
an empirical test.
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Figure 8. Training process realized by the CLONALG.
A quantity of detectors equal to 30% or 6 detectors is
adopted for each pattern (digits 0 to 9) according to what is
presented in [18], which is the configuration offering the best
efficiency of the NSA.
The censor phase in both systems (with and without the
continuous training) is realized by excluding three patterns,
such as one (1), four (4), and nine (9), to evaluate the perfor-
mance of the novelty detection module.
Doing this assures that the algorithms initiate the on-line
monitoring process without the previous knowledge about
these patterns. The option of excluding these patterns of the
censor process (obtaining the knowledge) is due to the patterns
that present the greatest index of errors according to [18].
According to the configurations and parameters previously
presented, the pattern recognition algorithm without the con-
tinuous training obtains the results shown on Table 2 .
Table 2 shows that the recognition system cannot identify
the patterns that are excluded from the censor process, that is,
without previous knowledge about the patterns, the system is
not able to identify these types of patterns.
Table 3 presents the results obtained with the pattern recog-
nition system with the continuous training. The configurations
and parameters are the same as those used for the conventional
algorithm.
Table 3 shows that the system with the continuous training
is able to learn about unknown patterns and identify them
for further analysis. It is also observed that the knowledge
updating module contributes in increasing the matching rate
Table 2. Results for the system without the continuous
training.
Manuscript Tested Matched Match
character patterns patterns (%)
Zero (0) 20 20 100.00
One (1) 20 0 0.00
Two (2) 20 20 100.00
Three (3) 20 19 95.00
Four (4) 20 0 0.00
Five (5) 20 19 95.00
Six (6) 20 18 90.00
Seven (7) 20 19 95.00
Eight (8) 20 20 100.00
Nine (9) 20 0 0.00
Total 200 135 67.50
Table 3. Results for the continuous training system
Manuscript Tested Matched Match
character patterns patterns (%)
Zero (0) 20 20 100.00
One (1) 20 20 100.00
Two (2) 20 20 100.00
Three (3) 20 20 100.00
Four (4) 20 19 95.00
Five (5) 20 20 100.00
Six (6) 20 19 95.00
Seven (7) 20 20 100.00
Eight (8) 20 20 100.00
Nine (9) 20 19 95.00
Total 200 197 98.50
even when the system already has a previous knowledge about
the pattern. This is due to the updating of the detector set of
the NSA on the online monitoring, providing reinforcement
and improvement on the knowledge.
Comparing Tables 2 and 3 shows that there is an improve-
ment on detecting manuscript characters, that is, the pattern
recognition with the continuous training is able to evolve,
learns with experience, and begins to recognize patterns that
are not previously recognized. It is also observed that the
patterns excluded from the censor process are not recognized
by the first system presenting 0% of matching. After using
the continuous training, those patterns are identified with a
matching rate of 100% for pattern one (1), 95% for pattern
four (4), and 95% for pattern nine (9).
Finally, it is emphasized that it is possible to control the
quality of the lymphocytes generated on the memory set of
the training process realized by the CLONALG. To end the
training process, it is necessary for the lymphocytes of the
memory set and the antigen (pattern to be learnt) to have
affinity rate of at least 90%. With this criterion, it is possible
to assure that the memory lymphocytes have high affinity
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values, providing efficiency to the recognition pattern process.
6.1 Comparative study
In this section presents a short comparison of the results
obtained with the specialized literature in the problem of
manuscript pattern recognition. The table 4 presents the com-
parative study.
Table 4. Comparative study.
Reference Technique Used Match
(%)
[21] Multi-layer Perceptron 73.61
[22] Multi-layer Perceptron 81.80
[23] Multiscale neural networks training 93.50
[18] Negative Selection Algorithm 94.00
[21] Neural Networks with Radial Bases 95.12
[8] Online learning asymmetric 97.86
This Paper Algorithm with continuous learning 98.50
As observed in the table 4, the proposed method presents
performs well when compared to other methods available in
the literature.
6.2 Advantages and disadvantages of the proposed
methodology
After carrying out the tests and obtaining the results, we iden-
tified the strengths and weaknesses of the proposed methodol-
ogy, these are presented in this section.
Strengths:
• The proposed methodology presented excellent perfor-
mance;
• The algorithm require low processing time;
• The algorithm are robust and efficient;
• The proposed methodology learning continuously, hav-
ing the capacity to innovate and update new patterns,
learn with the experience, and be in constant improve-
ment.
Weakness:
• The proposed methodology have several parameters
that must be set in advance.
7. Conclusions
This work presents a new approach to develop a pattern recog-
nition system with continuous training based on the BIS. Two
artificial immune systems are used as tools in pattern recog-
nition: the NSA and the CLONALG. The proposed method-
ology is applied to the recognition problem of manuscript
characters, which is a classic problem in the literature on
evaluating efficiency. A comparison with the conventional
algorithm, that is, without the continuous training, is carried
out. Three patterns are excluded from the censor process
for both systems in evaluating the continuous training. The
conventional algorithm presents 67.5% of matches in all pat-
terns tested, while the algorithm with the continuous training
presents 98.5% of matches in all patterns. It is emphasized
that the continuous training module can continuously learn to
identify unknown patterns. Efficiency, precision, and robust-
ness of the continuous training algorithm are better than those
of the conventional one. These advantages are very important
for several applications. Finally, the principal advantage of
this methodology in relation to others, such as the Artificial
Neural Networks, is the capability to continuously improve
and reinforce the knowledge, where training is permanently re-
alized without the need to reinitiate the training process. This
method is applied to solve a problem of manuscript pattern
recognition. Moreover, this method can also be very useful
in cases where pattern recognition is complex, such as in 3D
facial expression recognition [24]. 3D facial recognition is a
process whose quality of the solutions is strongly dependent
on a continuous training process.
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