DSGE models have recently become one of the most frequently used tools in policy analysis. Nevertheless, their forecasting proprieties are still unexplored. In this article we address this problem by examining the quality of forecasts from a small size DSGE model, a trivariate VAR model and the Philadelphia Fed Survey of Professional Forecasters. The forecast performance of these methods is analysed for the key U.S. economic variables: the three month Treasury bill yield, the GDP growth rate and the GDP price index inflation. We evaluate the ex post forecast errors on the basis of the data from the period of 1994-2006. We apply the Philadelphia Fed "Real-Time Data Set for Macroeconomists," described by Croushore and Stark (2001a) , to ensure that the information available to the SPF was exactly the same as the data used to estimate the DSGE and VAR models.
Introduction
Forecasting inflation, output and interest rates in the United States is one of the crucial tasks for many domestic and foreign financial institutions and other economic entities. The reason is that the ability to predict future state of the U.S. economy accurately facilitates the decision-taking process. For instance, the precise forecast of short term interest rates would be the useful information for an investment fund while setting duration of its bond portfolio.
Similarly, many central banks would like to know more about future economic situation in the United States, while setting the level of domestic interest rates. As a result the question arises, which method is the most appropriate in forecasting the U.S. economy. We explore this issue by comparing the forecast performance of a small-scale dynamic stochastic general equilibrium (DSGE) model, the Survey of Professional Forecasters (SPF), as well as a vector autoregression (VAR) model. DSGE models have recently become one of the most frequently used tools for quantitative policy analysis in macroeconomics, mainly because of their characteristics such as micro-foundations or explicitly modeled expectations. Nevertheless, as stated by Smets and Wouters (2004) , these models are hardly applied for forecasting, on the basis of the argument that they perform poorly in this field. Del Negro et al (2005) claim that due to the improved time series fit of these models, their role in forecasting should increase. Although few central banks have recently decided to use DSGE models for inflation projections, the discussion about the application of DSGE models in macroeconomic forecasting is still open. Moreover, the documentation of the DSGE models out-of-sample performance is still scarce. We think that this issue is of special importance as the growing use of DSGE models requires an answer to the question about their abilities to forecast future state of the economy.
We believe that the SPF, which is the oldest regularly carried out survey of macroeconomic forecasts, represents plausible approximation of the market expectations about the future economic situation in the United States. Therefore we regard that the SPF represents the best reference point in evaluating the accuracy of the forecasts from the DSGE model.
Since the publication of Sims (1980) , the small-scale VAR models have been widely applied in macroeconomics, both for policy analysis and forecasting. It should be noted that infinite order VARs constitute unconstrained versions of DSGE models, and hence these atheoretical models have been widely used as a benchmark for evaluating the performance of DSGE models by comparing the impulse-response functions, as in Christiano et al (2005) , or forecast errors, as in Smets and Wouters (2004) . Better forecast accuracy of the DSGE model than that of the VAR model would therefore justify constraints given by the economic theory.
Bearing this in mind, we also investigate whether the quality of forecasts from the DSGE model and the SPF are superior to that from the VAR model.
As stated by Croushore and Stark (2001a) , while comparing the ex post forecast performance of an estimated model with the SPF on the basis of the latest-available data, the researcher is favouring his model for the following two reasons. Firstly, he knows the ex post realizations of the data and hence has richer data set for building a model. Secondly, the latest-available data may substantially differ from those disposable to the SPF due to data revisions. We bear in mind that the forecasters could not use estimated DSGE models in the mid 90s, since this kinds of models were not well developed then. Consequently, we are not able to eliminate the first advantage. We address the second favour by applying the Philadelphia Fed "Real-Time Data Set for Macroeconomists," described by Croushore and Stark (2001a) , to our analysis. Therefore, the information, which was available to the SPF, is exactly the same as the data applied to estimate the DSGE and VAR models.
As discussed in Croushore (2006) , evaluating the accuracy of real-time forecasts requires taking a decision on what to consider as the actual data in calculating forecast errors.
We tackle this problem in two ways. First, we analyse the forecast performance by taking the latest available data set, i.e. from the vintage of the third quarter of 2006, as the realisation of the variables. In the second case we compare the forecasts with real-time data available one year after a given date of the vintage used in estimation.
Overall, the results are mixed. It appears that when comparing the root mean squared errors for some forecast horizons the DSGE model seems to outperform the SPF in forecasting the GDP growth rate. However, this characteristic turned out to be not statistically significant. In principle most forecasts of the GDP price index inflation and the short term interest rate by the SPF are significantly better than those from the DSGE model. The forecast quality of the VAR model turned out to be the worst one.
The contribution of the paper is twofold. Firstly, we extend the knowledge about the forecasting properties of small-scale DSGE models. Secondly, we believe that this is the first study that compares the forecast errors from a DSGE model with those from the SPF in a realtime environment. Our results confirm that the importance of DSGE models in forecasting should increase.
The paper is organized as follows. In section 1 we examine the literature that discusses the forecasting performance of the SPF, DSGE and VAR models, both in real-time and latest-available data contexts. Section 2 introduces three models applied to generate forecasts: the SPF, the DSGE and the VAR. In section 3 we describe real-time data set used in the estimation of the DSGE and VAR models. Section 4 presents the results of the out-of-sample forecast performance analysis. We focus there on the ex post forecast errors from the models described in the previous section. The forecast accuracy is evaluated on the basis of the data from the period of 1994-2006. We conclude in the last section.
Literature review
The number of articles that evaluate the forecasting proprieties of DSGE models in a real-time environment is scarce. According to our best knowledge, the only such analysis has been elaborated by Edge, Kiley and Laforte (2006) . 1 The authors compare mean absolute errors (MAE) of forecasts from the random walk, a VAR, a BVAR and a richly-specified DSGE model to the Federal Reserves staff projections. The variables considered are GDP growth rate, real consumption growth rate, GDP price index and PCE inflation rates in the United States. The authors find that the FRB staff is the best inflation forecaster, while the DSGE, VAR and BVAR models dominate in forecasting the GDP growth rate. It should be noted that since the forecast performance evaluation period of 1996-2000 is short, the results might not be representative.
There are few articles that compare the quality of the forecasts from DSGE to those from VAR models. However, since these analyses are not carried out in a real-time context, the results might be biased. The two most notable examples are papers by Wouters (2004) and Del Negro et al (2005) . The former article illustrates how a medium-scale DSGE model for the euro area, described by Smets and Wouters (2003) and univariate models in forecasting the GDP growth rate, the GDP price index inflation, the CPI inflation and the Treasury bill rate is roughly the same. The forecast errors from the VARs are, however, significantly higher than those from the SPF, especially for a one-quarter forecast horizon. Finally, the SPF appeared to be more successful than the FRB staff in forecasting the GDP growth rate, but less successful in case of the GDP price index and CPI inflation.
The general picture that emerges from the above studies is that in a real-time context the SPF can better forecast the economy than a-theoretical models like VARs or ARIMAs.
Furthermore, if the forecast performance is evaluated on the basis of the latest available data, it appears that DSGE models are comparable or even superior to the a-theoretical ones. The question arises, whether DSGE models can beat the SPF in forecasting the U.S. economy if real-time data are used. Providing an answer is the main purpose of this article.
The models
In this section we present three methods that are subsequently applied to forecast key macroeconomic variables of the U.S. economy. We start with an extensive description of the structure of a small scale DSGE model, which may be classified as the microfounded, forward-looking, New Keynesian model. We also discuss issues concerning estimation of such kind of models. Then, we focus on a trivariate VAR for output, inflation and short term interest rates. Finally, we give a brief outline of the Survey of Professional Forecasters.
Dynamic Stochastic General Equilibrium model
The model economy is populated by three groups of agents: households that optimize their lifetime utility, firms that maximize profits and monetary authorities that, according to the law, care for price and output stability. A log-linearized version of the model consists of three core key equations: a dynamic IS curve, a forward looking Phillips curve and a monetary policy rule, which determine the path of output, prices and short term nominal interest rates. The system is put in motion by three structural shocks. The first one, productivity shock, affects the level of production technology. In comparison to the real business cycle model of Kydland and Prescott (1982) , we assume that productivity is an I (1) process. The second, demand shock, impacts households' decisions concerning consumption and savings. The third, monetary shock derives from monetary authorities' decisions.
Firms
Production of consumption good in the model economy is divided into two stages. In the first stage, firms indexed by operating at a monopolistically competitive market are producing differentiated intermediate goods ( ) which are sold at price ( ) to producers of final good. In the second stage, intermediate goods are transformed into homogenous final good by perfectly competitive firms. They assemble the final good using a constant returns to scale technology of Dixit and Stiglitz (1977) :
where 1 > θ is elasticity of intra-temporal substitution. Final good producers minimize the cost of elaborating their output by deciding on the amount of each differentiated intermediate good they purchase, taking as given. The minimal cost is hence equal to:
and constitutes the price of final good, which is sold to the consumers. The optimal decision of final good producers also determines the demand for k-th intermediate good as:
Each differentiated good is produced by one firm that uses units of labour as the only input. The total output is given by the production function with constant returns to scale:
where expression θ t Y represents fixed costs guarantying that in equilibrium profits are null.
Technology is assumed to be a nonstationary process given by:
where g is growth rate of technology in steady state and is a supply shock following an
with IID white noise disturbance. The firstorder condition for cost minimization implies that the nominal marginal cost per unit of output equals to:
The instantaneous profits, which are transferred to households in form of dividends, are thus given by:
In the flexible price environment, in each period intermediate goods producers would optimize their profits by setting price of their output, taking and as given. The optimal price would be equal to the mark-up over the marginal cost:
We suppose, however, that firms are not able to set their prices in each period. Instead, we introduce nominal stickiness into the model economy by assuming that prices are set within the staggered contract framework described by Calvo (1983) . In each period the representative firm is allowed to set the price of its output at a desirable level with probability
). In other case the price is automatically adjusted by the steady state inflation rate ( Π ) and a fraction δ of the last period's excessive inflation rate.
2 Thus, if firm has not reoptimized the price of its output since period t , then the price in period equals to:
Producers that are allowed to re-optimize their price are maximizing the present value of discounted inter-temporal profits:
where is stochastic discount factor. Substituting equations (7) and (9) into equation (10) yields the following optimization problem:
The first-order condition for this maximization problem is:
where k t P is the level of price that maximizes the expected value of future dividends. As a result, according to equation (12), the chosen price positively depends on current and expected future marginal costs.
Finally, according to the definition of the aggregate price index given by equation (2), the price level equals to:
Households
The model economy is populated by a continuum of homogenous households indexed 
and a decreasing function of labour supplied by the typical household :
The coefficient σ is the inverse of the intertemporal elasticity of substitution, ϕ is the inverse of the labour supply elasticity with respect to real wages and is a demand shock that is assumed to be an AR(1) process 
In order to maximize the inter-temporal utility function (14) subject to the budget constraint (17) the typical household must make two decisions. First, it must choose how much money should be spent on current consumption and how much should be invested in bonds. The solution of this problem leads to the specification of the dynamic IS curve:
where 1 − = Π t t t P P is inflation rate. Second, the typical household must decide how much time it is eager to spend at work. On the one side, higher labour intensity increases its revenue form remuneration but on the other, it lessens the amount of its leisure time. The outcome of the optimization is the labour supply curve:
Monetary authorities and market clearing condition
The central bank is supposed to be obliged by law to minimize variation of inflation and output. Short term nominal interest rate is hence adjusted, as in Taylor (1993) , in response to deviations of these two variables from their steady-state level. Following Rudebush (2002) and Orphanides and Williams (2002) we extended the original Taylor's specification by introducing variations of output growth and interest smoothing into the monetary policy reaction function:
Monetary shock is assumed to follow IID white noise process.
M η
The model is closed by specifying clearing condition on goods market. Aggregate supply is equal to aggregate demand if and only if consumption is equal to the production of final good:
(21)
Steady state and log-linearized version of the model
In symmetric equilibrium all intermediate goods producing firms set their price at the same level ( t k t P P = ). Consequently, according to equations (3), (7) and (8) 
where the dynamics of habit is given by the Euler equation (18):
(23) Linearization of the aggregate price index equation (13) 
where, given equations (4), (6) and (19), real marginal costs are equal to:
Subsequently, a log-linear approximation of the monetary policy reaction function (20) yields:
The two last equations of the model specify the law of motion for the demand shock: 
Estimation
The system of equations (22)- (28) form a model of unobservable variables that are driven by three structural shocks. This model might be written as: 
where Y is steady state growth rate of output, which is the sum of equilibrium growth rate of output per capita ( g ) and population growth rate.
The system consisting of the state equation (30) 
, which is not confirmed by the historical observations.
Instead, we regard R as the additional parameter to be estimated. Moreover, we decided to fix two of the structural parameters. The discount factor β was set at 0.995 and the inverse of Frisch elasticity ϕ was set at 2. The remaining coefficients were estimated by maximizing the value of the likelihood function of the state-space model. 
where is a vector of intercepts, are matrices of autoregressive coefficients,
lag order and is a vector of residuals. The residuals are assumed to follow a multivariate white noise processes, so that
where is a symmetric, positive defined variance-covariance matrix. The choice of the optimal lag order was based on the final prediction error criterion, where the maximum available lag was set as five.
Ω

The Survey of Professional Forecasters
The SPF is the oldest quarterly survey of macroeconomic forecasts in the United As discussed by Croushore (2006) , the survey forms are sent at the end of the first month of each quarter, just after the advance release of the GDP data for the previous period, and are returned in the middle of the next month, i.e. before the data are revised. Nevertheless, the forecasters while formulating their predictions concerning the U.S. economy may use some additional information. Among others, they know about the leading indicators and business surveys for the previous month or about the current situation on the financial markets. Bearing that in mind, it seems obvious that the SPF has an advantage in forecasting output, prices and particularly interest rates in comparison to the above described estimated models, particularly in a short term horizon.
In our analysis we focus on the median forecasts of the three following variables: the quarterly GDP growth rate, the GDP price index inflation and the three month Treasury bill yield. All these variables are forecasted by the SPF up to four quarters ahead, where one-step forecast concerns the quarter when the survey is carried out. For instance, in the case of forecasts for the period 1994:01-1994:04 we evaluate the outcome of the survey from the first quarter of 1994. We proceed by using proper surveys from the period 1994:01-2005:03, which enables us to obtain time series of forecasts for the three analysed variables at four different forecasting horizons.
The data
We consider three quarterly sampled variables for the U.S. economy: the three month Treasury bill yield, quarterly growth rate of the seasonally adjusted real GDP and quarterly growth rate of the seasonally adjusted GDP price index. These variables represent models' short term interest rates, output growth and inflation, respectively. Since the goal of the analysis is to compare forecasting performance of the SPF to forecasts deriving from the two estimated models and due to the fact that time series are revised over time, the use of the recent available data would lead to favouring investigated models for the reasons discussed by Croushore (2006) . The natural way to tackle this problem is to base the estimation on realtime data, which increases comparability of the forecasting errors as all types of predictions are formulated on the basis of the same data set. In the second case we compare the forecasts with real-time data available one year after a given date of the vintage used in estimation. We provide more detailed discussion of these issues in the next section.
Results
In this section we present the results of the analysis aimed at comparing the out-ofsample forecast performance of the SPF, the VAR model and the DSGE model for the short term interest rate, the output growth and the inflation at horizons up to four quarters. Since the analysis is conducted in the real-time data environment, while calculating forecast errors we must decide on what to use as "actuals" for the forecasted variables. As mentioned in the previous sections, we evaluate the quality of forecasts in two variants. Firstly, we consider the latest available data set, i.e. the third quarter of 2006 vintage, as the realization of variables.
Secondly, we compare the forecasts with real-time data available one year after the date of the vintage used in estimation. We label the former case as "latest available" and the latter one as "one year after estimation."
We start out by examining whether the forecasts are biased. For the three analysed methods, three variables and four forecast horizons we regress the "actuals" ( ) on the forecasts ( ), namely we estimate the following models:
Subsequently, we test the null hypothesis that the constant term is zero ( 0 0 = α ) and the slope coefficient is unity ( 1 1 = α ), which if accepted indicates that the forecast is unbiased. For that purpose we apply the Wald Chi-squared test corrected for heteroskedasticity and autocorrelation of the residuals. The adequate covariance matrix is estimated in line with the Newey and West (1987) procedure: we use the modified Bartlett kernel, where the truncation lag is dependent on the number of observations as proposed by Newey and West (1994) .
The coefficient estimates with corresponding corrected standard errors for model (33), the coefficient of determination 2 R and the p-value for the unbiasedness hypothesis test are shown in Table 1 and Table 2 , for the "latest available" data set and the "one year after estimation" data set cases, respectively. The results indicate that the short term interest rate forecasts from the VAR and DSGE models are unbiased, while in the case of the SPF onequarter horizon forecast the null hypothesis is rejected at 1% significance level. The forecasts of the output growth and inflation turned out to be imprecise: the relevant coefficients of determination are low and hardly exceed ten percent. Moreover, inflation forecasts are biased in almost all cases. The only exception is the SPF one-quarter ahead forecast, if the "one year after estimation" data set is used as "actuals." Finally, in case of the output growth forecasts, the unbiasedness hypothesis cannot be rejected for the DSGE model at three-and four-quarter horizons, for the VAR model at three-quarter horizon and for the SPF at one-quarter horizon, if the "latest available" data set is considered.
We proceed our analysis by comparing the mean errors (ME), the mean absolute errors (MAE) and the root mean squared errors (RMSE) of forecasts. The corresponding measures of forecast performance are reported in Table 3 . According to the results, the RMSEs of forecasts for the short term interest rate are the lowest for the SPF and the highest for the VAR model. The superiority of the SPF over the remaining two methods is evident especially for the one-quarter ahead forecast, which should not be surprising as the Professional Forecasters know about interest rate changes that occurred in the first half of the quarter for which the forecast is elaborated. In the case of the output growth forecasts the DSGE model is characterized by the lowest RMSEs at three-and four-quarter horizons, while the SPF outperforms the DSGE and VAR models if one-quarter ahead forecasts are considered. With regard to the inflation forecasts, we find that both in the "latest available" and "one year after estimation" data set cases the SPF forecasts are characterized by the lowest RMSEs among competing methods at all horizons. Moreover, the RMSEs of forecasts from the DSGE model turned out to be lower than those from the VAR model. While the RMSE is widely used in evaluating forecast performance of a given method it does not allow to indicate if one method is statistically better than another. We cope with this issue by employing the Harvey-Leybourne-Newbold (1997) modification of the DieboldMariano (1995) 
where
is the sample mean of the loss differential. The expression constitutes nonparametric consistent estimate of the spectrum of the loss differential at frequency zero, where the k-th sample autocovariance of is given by
Under the null hypothesis the DM statistic has an asymptotic standard normal distribution. In case of small samples, Harvey, Leybourne and Newbold (1997) proposed an adjusted DM statistic, which for a given forecast horizon is equal to:
and has the t-Student distribution with 1 − T degrees of freedom.
Up to this point we have indicated that the RMSEs of forecasts from the SPF are lower than those from the VAR and DSGE models if forecasts of the short term interest rate are considered. This conclusion is partly confirmed by the Harvey-Leybourne-Newbold test, reported in Table 4 , which shows that at 5% significance level the SPF forecasts are superior to the forecasts from the VAR model at horizons up to three quarters, and to the forecasts from the DSGE model at one-and two-quarter horizons. At three-and four-quarter horizons the null hypothesis cannot be rejected, indicating equal forecast accuracy of the SPF and the DSGE model. Moreover, we cannot reject the null hypothesis that the quality of the short term interest rate forecasts from the DSGE and VAR models are different. The comparison of the RMSEs of the output growth forecasts shows that at two-, three-and four-quarter horizons the forecast accuracy of the three analysed methods is not significantly different. This means that it would be we unwarranted to claim that the DSGE model outperforms the SPF in forecasting the output growth. In the case of the one-quarter ahead forecasts, if the "latest available" data set is taken as "actuals," we reject the null which means that the DSGE and the SPF outperform the VAR model. As regards inflation forecasts for all horizons, at the 5% significance level we could not reject the null that forecasts from the SPF and the DSGE model are different form each other, both for the "latest available" and "one year after estimation" data set cases. The results indicate, however, that the SPF outperforms the VAR model at one-and two-quarter horizons. Finally, the comparison of the DSGE and the VAR model forecast accuracy yields no significant difference: the null of equal forecast accuracy cannot be rejected at any reasonable significance level for all considered forecast horizons.
Conclusions
In the paper we have compared the quality of forecasts from the DSGE and VAR models as well as from the SPF in the case of three key macroeconomic variables for the U.S. The obtained results show that the short term interest rate forecasts were unbiased in case of all methods and horizons, except from the one-quarter ahead forecast from the SPF. In contrast, all inflation forecasts turned out to be biased. Moreover, these forecasts come out to be imprecise: the relevant coefficients of determination were always below ten percent. In the case of the output growth forecasts, the only unbiased predictions were generated by the DSGE model at three-and four-quarter horizons, and the VAR model at three-quarter horizon. Comparison of the forecasts RMSEs led to the result that the DSGE model outperforms the SPF in three-and four-quarter ahead forecasts of the output growth. In all other cases we found that the SPF is superior to both the DSGE and the VAR models. The HLN test of the null hypothesis about equal forecast accuracy showed that in some cases forecasts of the inflation and the short term interest rate from the SPF are significantly better than those from the DSGE and the VAR models. However, when comparing the output growth forecasts from the SPF and from the DSGE model the null could not be rejected at any forecast horizon, indicating that the differences in the corresponding RMSEs are not statistically significant. The general picture that emerges from the above analysis is that the proposed DSGE model is not able to significantly outperform the SPF in forecasting output growth, inflation and interest rates in the United States. We found, however, that the DSGE model generates forecasts which are very close in accuracy to the SPF predictions. Moreover, the DSGE model occurred to perform better than the trivariate VAR model.
Overall, the results of the analysis are mixed. We have shown that the small scale DSGE model can produce forecasts whose accuracy is in some cases comparable to the forecasts from the SPF, and in some cases superior to the forecasts from the VAR model.
Clearly, additional research is required to document the out-of-sample performance of DSGE models. First of all, the structure of the DSGE model presented in this article is relatively simple and hence forecasting proprieties of more complex DSGE model could be studied.
Secondly, since the quality of forecasts from DSGE models depends on the choice of the estimation technique, other estimators such as bayesian or generalized method of moments ones could be used. Finally, forecast accuracy of DSGE models could be compared to a larger group of methods than the SPF and VAR models. Nonetheless, we hope that our findings constitute an argument in favour of increased use of DSGE models in macroeconomic forecasting. Table 3 . Out-of-sample forecast evaluation 
