We have cultured Plasmodium falciparum directly from the blood of infected individuals to examine patterns of mature-stage gene expression in patient isolates. Analysis of the transcriptome of P. falciparum is complicated by the highly periodic nature of gene expression because small variations in the stage of parasite development between samples can lead to an apparent difference in gene expression values. To address this issue, we have developed statistical likelihood-based methods to estimate cell cycle progression and commitment to asexual or sexual development lineages in our samples based on microscopy and gene expression patterns. In cases subsequently matched for temporal development, we find that transcriptional patterns in ex vivo culture display little variation across patients with diverse clinical profiles and closely resemble transcriptional profiles that occur in vitro. These statistical methods, available to the research community, assist in the design and interpretation of P. falciparum expression profiling experiments where it is difficult to separate true differential expression from cell-cycle dependent expression. We reanalyze an existing dataset of in vivo patient expression profiles and conclude that previously observed discrete variation is consistent with the commitment of a varying proportion of the parasite population to the sexual development lineage.
We have cultured Plasmodium falciparum directly from the blood of infected individuals to examine patterns of mature-stage gene expression in patient isolates. Analysis of the transcriptome of P. falciparum is complicated by the highly periodic nature of gene expression because small variations in the stage of parasite development between samples can lead to an apparent difference in gene expression values. To address this issue, we have developed statistical likelihood-based methods to estimate cell cycle progression and commitment to asexual or sexual development lineages in our samples based on microscopy and gene expression patterns. In cases subsequently matched for temporal development, we find that transcriptional patterns in ex vivo culture display little variation across patients with diverse clinical profiles and closely resemble transcriptional profiles that occur in vitro. These statistical methods, available to the research community, assist in the design and interpretation of P. falciparum expression profiling experiments where it is difficult to separate true differential expression from cell-cycle dependent expression. We reanalyze an existing dataset of in vivo patient expression profiles and conclude that previously observed discrete variation is consistent with the commitment of a varying proportion of the parasite population to the sexual development lineage. malaria ͉ microarray P lasmodium falciparum is the most virulent of the human malaria parasites and is responsible for the vast majority of malariaspecific mortality. Infection with this organism results in a wide range of outcomes from asymptomatic carriage through mild disease to life-threatening illness. This spectrum of response is due in part to the preexisting level of clinical immunity induced by repeated previous infection, to human genetic and environmental factors, and to differences in parasite virulence. One way to approach the analysis of parasite-specific factors in disease severity is to compare the transcriptional profiles of parasites taken directly from patients with different clinical presentations. Several such analyses have already been carried out but with conflicting conclusions (1) (2) (3) (4) .
Some studies have analyzed the global transcriptional profile of P. falciparum in synchronized in vitro culture (5-7), revealing a highly unusual pattern of gene expression in which Ͼ80% of genes are transcribed in a wavelike pattern, with a single maximum and a single minimum within the cell cycle. This pattern of periodic expression is conserved among clones of diverse geographic origin, and relatively few genes (Ͻ 50) show substantial phase shifts between isolates (7). When only a single time point is observed in a microarray experiment, asynchrony between different samples can therefore introduce a systematic difference in the relative gene expression levels, decreasing the statistical power of detecting differential gene expression. This challenge can be addressed experimentally by using artificial synchronization methods such as sorbitol, thermocycling, density separation, or magnetic methods (8) (9) (10) (11) , but such methods are limited to in vitro cultures.
The present analysis addresses these issues in 3 complementary ways. First, we develop and validate a likelihood-based statistical framework for estimating parasite developmental age [hours post invasion (HPI)] in the cell cycle, using gene expression values and, where available, morphological data. Second, we apply this method to mature stage parasites cultured directly from patient isolates, to compare their gene expression profiles. Finally, we extend this framework to include estimates of proportions of sexually committed parasites in the samples. We find that in cases matched for temporal development, transcriptional patterns display little variation across a set of patients with diverse symptoms of malaria. The relationship between our findings and those of other groups is discussed.
Results
Statistical Method. We develop a statistical method based on maximum likelihood to estimate the most probable age (HPI) for a sample of unknown cell-cycle progression. The highly periodic nature of gene expression in P. falciparum facilitates this procedure because the vast majority of genes show strong coexpression. In this way, as the number of genes measured increases, the log-likelihood concentrates around the time that best describes the coexpression of genes, and the uncertainty of the estimate decreases accordingly (for a complete discussion, see Materials and Methods). Conceptually, the log-likelihood can be thought of as a weighted distance measure between the test sample and some reference set, with the weights determined by variation between biological samples. The likelihood-based method offers considerable advantages over other methods to match up microarray experiments, such as correlationbased approach used by PlasmoDB (www.plasmodb.org), and the neural-network approach of Scholz and Fraunholz (12) . In addition to formal confidence intervals and a probabilistic interpretation of results, the likelihood framework allows for more complex modeling extensions, including the mixture model discussed below and a more general Bayesian analysis where prior information on temporal development, such as microscopy data, can be included.
Validation of Statistical Method. To validate this approach, we computed maximum likelihood estimates for the samples in published datasets, whose true developmental age was known (Fig. S1 ). This approach accurately computes the HPI of 2 additional clones of P. falciparum, the sequenced reference clone 3D7 and the chloroquine-sensitive clone Dd2 (7), on glass slide arrays and the stage-specific expression profiling studies conducted by Le Roch et al. (6) , using Affymetrix arrays. Furthermore, likelihood estimates for an entire transcriptome are robust to changes in expression levels of small numbers of genes. Analysis of tetracycline-treated samples, which specifically under-express apicoplast genes at later time points (13) yielded similar HPI estimates as the untreated controls.
The estimates for the cultures from Le Roch et al. showed a small but reproducible difference between the sample ages of cultures synchronized by sorbitol and those synchronized by thermocycling. Parasites in the thermocycling group appeared slightly younger in our analysis, which was supported by small differences in size in the blood smears [see supplementary figures in Le Roch et al. (6) ].
Analysis of Ex Vivo Cultured Patient
Isolates. We performed microarray analysis on P. falciparum sampled from patients with diverse symptoms of malaria and grown in culture until maturity.
The aim of this study was to pilot the analysis of gene expression data in parasites taken from patients with a range of clinical presentations as a means of identifying parasite specific virulence factors. Initial inspection of the array data for 23 patient isolates revealed that 5 of the samples had hybridization intensities that were too low for reliable normalization (Fig. S2) , and 1 showed a ghost image of fluorescence on the array. These were therefore excluded from further analysis.
Examination of the remaining dataset revealed variability in gene expression patterns, but we were unable to identify any significant differences in the expression patterns of individual genes relating to any of the clinical parameters measured in the study (Table S1 ), using conventional microarray statistical methods (14) . We grouped the samples in the dataset, using hierarchical clustering (15) and nonnegative matrix factorization (NMF)-based clustering (2, 16) , and again did not find any significant associations between clustering and clinical parameters (Fig. S3) . To determine whether the variability we were observing within the dataset was due to subtle differences in sample age, we estimated the age of each sample by an extensive morphometric analysis of the thin films and applied the approach outlined above to compute log-likelihood curves and maximum likelihood estimates for each sample ( Fig. 1 and Fig. S4 ). For the morphometric analysis we first obtained Giemsa-stained thin blood films of a highly synchronous 3D7 culture taken at intervals over the 48-h period after invasion as a standard. Using image analysis software, we then measured parasite area as a proxy for age and observed that the relationship between parasite area and time was best fitted by an exponential relationship beginning at 20 HPI (Fig. S5) . We also took photomicrographs of each of the 3D7 time course samples and used these as a reference to make an independent visual estimate of the age of the field samples.
All methods were in good agreement ( Fig. 1 and Fig. S4 ). These data showed that the ages of ex vivo samples were distributed over The maximum likelihood estimates and 95% confidence intervals for the samples in this study are shown. These estimates span the interval from 20 HPI to 44 HPI. Samples are ordered in the y dimension according to maximum likelihood estimate. (C) Each curve corresponds to a single sample and represents a probabilistic interpretation of how likely the sample was to have come from a reference value at a given point in the lifecycle. The curves are constructed by obtaining the product of the likelihood densities for each individual gene that matches between the test and reference set. The maxima and shape of these curves are used to produce the maximum likelihood estimate and confidence interval, respectively, for each sample. (D) A normalized heatmap of the log-likelihood curves ordered by maximum. Each sample is a row in the heatmap, and the x dimension corresponds to hours after invasion. The height of the log-likelihood curve at each point is displayed as color.
the interval 20-44 HPI (Fig. 1B) . The log-likelihood curves for the set of ex vivo samples are shown as overlaid curves and as a heatmap ( Fig. 1 C and D) . In the heatmap, each row represents the log-likelihood function for a sample, and the ordering of loglikelihood curves by maximum HPI reveals a continuous distribution of sample ages in the set. When we mapped the estimates of sample age onto the major branchings from hierarchical clustering (Fig. S3C ), or the cluster membership for k ϭ 2, using NMF clusters (membership was identical in the 2 methods) we found a strong association between sample age and cluster membership (P Ͻ 0.001, 2-sided t test).
In Fig. S3D , we show the pairwise correlations between the expression profiles measured ex vivo and previously published (17) late schizont profiles from the 3D7 clone grown in culture and measured on the same array. The pairwise correlation matrix revealed that samples in our study correlated highly with one another (0.86-0.97) and with late schizont in vitro profiles (0.74-0.94) ordered by maximum likelihood estimate of HPI. In the pairwise correlations with late schizont in vitro samples there is a continuous gradient toward increasing correlation with late schizonts as sample age increases. This analysis suggests that the transcriptional differences that we observe are due to the difficulty of obtaining a highly synchronous culture of mature stages from patients. Our results indicate an absence of large-scale variation between the expression profiles of mature parasites grown directly from patients with diverse clinical presentations and those of laboratory clones adapted for growth in vitro.
This pilot study was designed to address the feasibility of identifying genes differentially expressed in parasites from mild and severe disease. However, with the available sample size remaining after matching samples for parasite age, no such differences could be detected. As an alternative, we sought to identify genes that were differentially expressed in all field isolates, when compared with time-matched published in vitro profiles (17) . Between these 2 groups, we identified 278 genes, representing Ϸ5% of the genome, as differentially expressed [P Յ 0.001, using the BenjaminiYekutieli multiple test correction (18)] ( Fig. S6A and Table S2 ). As expected, the list of down-regulated genes was enriched in highly polymorphic genes [14/132 had SNP density Ͼ4/KB (Fisher's exact test P value Ͻ0.01)]. We have therefore marked these genes with an asterisk in Table S2 . To assay whether any functionally related groupings of genes were up-or down-regulated, we searched this list for enrichment of gene ontology (GO) terms (Table S2 ). The list of up-regulated genes was enriched for terms involved in DNA replication, protein catabolism and ubiquitin-dependent degradation, whereas no enrichment was evident in the list of downregulated genes. After a separate analysis of the variant surface protein families, we noted the significant up-regulation of a single rif gene (19) in 9 of the 17 patient samples, PFL2585c. This result was validated for 5 of the patient samples by real time PCR (Fig.  S6B ). PFL2585c must be relatively conserved in at least some patient isolates in our study and it appears to be consistently over-expressed compared with other members of the family. We plotted the raw fluorescence data for each of the probes in the probe set, which span the length of the transcript from the 5Ј to the 3Ј end (Fig. S6 C and D) . The strong expression signal is nonuniformly distributed across the transcript, suggesting that some regions of PFL2585c are more conserved than others. Overall, the expression differences we did detect between asexual growth in field isolates and laboratory isolates are subtle and the majority of variation within our sample was due to slight differences in isolate maturity rather than large-scale shifts in global transcriptional profile.
Analysis of Published In Vivo Expression Profiles.
In a recent study of parasite gene expression from patients with malaria, Daily et al. (2) have identified major alterations in transcriptional patterns in vivo such that they were able to identify 3 different transcriptional states, 2 of which were markedly different from published in vitro data. Because our data did not reveal any such changes it was important to conduct a detailed comparison between the studies. Since asynchronous cell-cycle progression had confounded the analysis of our ex vivo samples, we computed maximum likelihood estimates of sample age for their dataset and found all of the samples to be 8-12 HPI, consistent with their report that only ring forms were present in the blood smears (2) (Fig. 2A) . The maximum likelihood estimates were also distributed across this range in all 3 clusters, suggesting that their clustering was not associated with differences in cell-cycle progression.
The variation identified by Daily et al. (2) was, however, immediately apparent from differences in the shapes of the likelihood curves (Fig. 2B) . The shape of the entire likelihood curve is itself informative and can be useful for studying the biological properties of the test samples. In our analysis, the variation in the Daily et al. (2) samples presents as a gradient between strong and weak peaks, with stronger peaks associated with a greater similarity with the in vitro reference set. The secondary peak at Ϸ30 HPI is striking because Daily et al. (2) report that only ring forms were present in blood smears from their samples and parasites older than 18-20 HPI are sequestered in the deep vasculature and do not circulate. One potential explanation is that mature forms indeed circulate at very low levels and mix with the observed ring stages in varying proportions. Were this to be the case, however, one would expect to see a continuous distribution of secondary peaks overlaid across the development cycle. A second possibility is that differences in synchrony between circulating populations of similar age could account for the observed differences. We excluded this by simulating mixture samples of varying synchrony and found that, consistent with theory, asynchrony between samples of similar age increases the variance of the prediction, but does not lead to bias. Daily et al. (2) suggest a third explanation when they note the weak similarity of cluster 1 to profiles from the sexual life cycle. To address this possibility, we applied our temporal estimation method (using the asexual reference set) to the in vitro gametocyte development data to establish the apparent asexual age of developing gametocytes. This shows a strong peak at 30 HPI, which could not have been due to contaminating trophozoites as it persisted over 13 consecutive days (Fig. S1E) . We therefore hypothesized that the peak observed at 30 HPI might be due to the presence of a proportion of parasites committed to sexual development, but at an early point where they would be morphologically indistinguishable from ring stages.
To investigate this, we used 2 statistical techniques, principal components analysis (PCA) and mixture modeling. We projected both sets of samples into the first 2 principal components of the gametocyte development space, observing a grouping of points (i.e., samples) for the ex vivo data that centered around late schizont samples computed on the same array (Fig. 2C) . Conversely, we observed a continuous progression of samples for the in vivo data from Daily et al. (2) (Fig. 2D) . Unlike the ex vivo cultured samples, the distribution of these points did not overlap with the distribution of points from time-and array-matched in vitro ring-stage samples. Instead, the distribution of points mapped out a continuous projection further into the gametocyte development space. Cluster 3 samples were approximately distributed at the center of this progression while cluster 1 samples projected furthest into the space.
As an alternative analytical approach, we extended the likelihood framework to include parasites undergoing sexual development. This yielded a 2-parameter estimate for each sample: the estimated hours after invasion along the asexual development cycle and the fraction of mRNA attributed to gametocyte expression patterns. We note that because the relative mRNA expression of sexual and asexual cells is unknown, the estimate of ␣ corresponds to total fraction of mRNA rather than a true proportion of sexual cells. To validate this model, we applied it to 3 reference time courses from Young et al. (20) , which represent a mixture of sexual and asexual stages in proportions subsequently measured by light and fluorescence microscopy. In all 3 cases, the model yielded estimates of gametocyte mRNA fraction, ␣, which were highly correlated with the measured percentage of gametocytes in the culture (Fig. S7) . We then compared the 2-parameter maximum likelihood estimates from our study to those obtained for the samples of Daily et al. (2) (Fig. 2E) . Samples hybridized in our study appear as late stage asexual parasites with small, but nonzero, contributions from sexual stages (mean ϭ 0.13, SD ϭ 0.07, range ϭ 0.03-0.23). Samples from the Daily et al. (2) study appear as mixtures of early stage asexual parasites with continuously varying proportions of gametocyte mRNA (mean ϭ 0.29, SD ϭ 0.20, range ϭ 0.03-0.58). In each case, the expression of known and putative gametocyte marker genes was associated with increasing values of ␣ (Fig. S7 D-G) . As a control, in vitro asexual stages (6, 17) and in vitro gametocytes (20) are plotted in the same space. The estimated fraction of the culture developing sexually is strongly associated with cluster membership from the Daily et al. (2) study (F test, P Ͻ 0.0001). In both studies, the samples present as mixtures of asexual and sexual parasites; however, in the study from Daily et al. (2) , there appear to be much higher contributions from sexual-stage mRNA. Taken together, the results of principal components analysis, 2-parameter maximum likelihood estimation, and the expression of gametocyte marker genes provide strong evidence of continuous variation in the level of sexual development in the samples from Daily et al. (2) and from our study.
Discussion
The periodic pattern of most of the genes in the P. falciparum transcriptome can introduce artificial variability in asynchronous samples, leading to potentially spurious conclusions about differential gene expression. We have come across this issue in attempting to analyze ex vivo isolates taken from the blood of infected individuals. As a result, we have developed straightforward but powerful statistical methods to estimate the cell-cycle progression given expression data from a single time point. When applied to published datasets, these methods provide accurate estimates of sample age, which are robust to differences in array type and specific changes in the expression of a subset of genes. In this study, sample ages of ex vivo parasites were accurately measured by our method as evidenced by their close agreement with independent morphological data.
In analyzing our ex vivo parasite data, application of this method clarified that much of the observed variation is due to subtle changes in parasite development, rather than large-scale transcriptional shifts. In time-matched comparisons, the data appear to have a transcriptional pattern that resembles the gene expression profiles of corresponding trophozoite-and schizont-stage parasites cultured in vitro. We were not able to detect any transcriptional differences between severe and mild malaria, but given the small sample size that is further reduced by the necessity to match parasites for developmental age, this is not surprising. When comparing all of the ex vivo data of appropriate age with aged matched in vitro culture data, we were, however, able to identify a significant number of genes that were up-or down-regulated in field isolates. Determining whether this reflects genuine variation in the field, or whether it reflects adaptation of parasites to in vitro culture will require further experiments.
We have also identified a single member of the rif gene family that shows a strong signal relative to the other members of variant surface proteins in our sample, due either to overexpression, conservation in primary sequence between isolates, or both. The possible nonuniform patterns of conservation along the length of the gene present the intriguing possibility that portions of this protein are functionally constrained.
When applied to a dataset of in vivo patient isolates, our method for estimating cell-cycle progression confirms that all samples have similar developmental ages, suggesting that temporal asynchrony is not the cause of the observed transcriptional variation. After investigating unusual results in the likelihood curves, we noted, as did the authors (2), patterns that resemble gametocyte expression. We explored this further, using principal components analysis, the results of which suggested that sexual development may have been an important component of gene expression for both groups of samples. We therefore extended the likelihood framework to consider each patient infection as a mixture of varying proportions of parasites committed to sexual and asexual developmental lineages. This analysis revealed that both groups of samples displayed a continuous gradient of sexual gene expression signals, although the overall signal in the in vivo samples was much stronger than that of the ex vivo cultured samples. We can see 3 possible explanations for this difference. First, there were genetic, geographic and environmental differences between the studies. Second, it is possible that the culture conditions used in our study suppressed the maturation of sexual stages. Finally, it may be that the studies indeed measure similar underlying proportions of cellular populations, but that the relative signal of sexual mRNA is overshadowed by the dramatic increase in mRNA production by trophozoite and schizont stages. An additional reason why we may observe continuous variation whereas Daily et al. (2) observe discrete clusters is that samples in their cluster 3 are positively associated (P Ͻ 0.0001, Fisher's exact test) with hybridization intensity distributions of lower variance (Fig. S8) .
We and Daily et al. (2) both note, however, that the pattern of gene expression observed is not completely consistent with the published gametocyte development expression profile. One problem with looking for signatures of early gametocyte expression is that in the gametocyte developmental series, early gametocytes are contaminated by remaining asexual parasites. Similarly, at least in the 3D7 asexual development dataset, the high rate at which this parasite commits to gametocytes means that contaminating early stages of gametocytes are likely to be present.
The similarity in transcription pattern between 30 HPI asexual parasites and gametocytes offers an interesting view into the mechanisms of transcriptional regulation and control in P. falciparum. It has recently been suggested that periodic gene expression in P. falciparum is controlled by a series of AP2-like transcription factors (21) that each regulate a subset of genes at succeeding stages within the cell-cycle. The asexual genes also expressed in gametocytes are likely to be expressed under the same transcriptional control mechanisms as those expressed at or Ϸ30 HPI. Our results might therefore imply that during gametocytogenesis, a single asexual AP2-like transcription factor is used. The reuse of the late-trophozoite/early-schizont biological machinery by sexually developing parasites suggests an economical strategy in which the same biological equipment is deployed in multiple contexts.
Overall, we find that analyzing gene expression from P. falciparum in the context of progression through the cell-cycle and commitment to diverging sexual and asexual lineages is a useful paradigm for thinking about clinical and experimental malaria. We have shown that the information contained in a large number of genes can provide reliable and robust estimates of asexual stage and sexual commitment, although the information from a single gene would be insufficient. Estimates of cell-cycle progression and lineage commitment can provide an important measure of quality control for technical and biological variability and offer a unique perspective on the interpretation of expression profiles. Such a view can clarify experimental results by removing the confounding effects of asynchronous progression, simplify the identification of differentially expressed genes and provide valuable insight into the architecture of transcriptional control in the malaria parasite. 24 and 48 h in a candle jar at 37°C until Giemsa stained smears showed that they had matured to the schizont stage. Red cells were then harvested and resuspended at 50% haematocrit and immediately mixed with 4 volumes of TRIzol ReagentTM (Invitrogen). Aliquots were stored at Ϫ80°C for subsequent RNA extraction using RNeasy MicroTM (Qiagen). RT-PCR and microarray analysis. RNA was reverse-transcribed with oligo(dT), using TaqMan reverse transcription reagents (Applied Biosystems). For real-time PCRbased transcript quantification, 1/10 of the cDNA was used in a fluorogenic 5Ј nuclease assay (TaqMan chemistry) on a Rotor-Gene 3000 (Corbett Life Sciences). The primers and probe for PFL2585c were as follows: forward, 5Ј-ACTGTTG-GATTTTTCAGCACAATTGTT-3Ј; reverse, 5Ј-TCTGAATACCAGCTTCTACA-GAAACTTTT-3Ј; and probe, 5Ј-CTGCTGCAAAACAAG-3Ј. As a positive control, ama1 was also evaluated and the primers were as follows: forward, 5Ј-GGATTATGGGTCGATGGAAATTGTG-3Ј; reverse, 5Ј-CATAATCTGTTAAATGTTGT-TCATATTGTTTAGGTTGAT-3Ј; and probe, 5Ј-CCGAAGCACTCAATTCA-3Ј. Each run included 3D7 genomic DNA standards and each sample was run in duplicate.
For microarray analysis, cRNA was synthesized, purified, and labeled using the GeneChip IVT labeling kit as recommended by Affymetrix. Hybridization to Affymetrix PFSANGER arrays [www.affymetrix.com, as per Cortes et al. (17) ] took place at 45°C for 16 h under rotation at 60rpm. Arrays were washed on an Affymetrix FS450 and scanned using an Affymetrix GeneChip Scanner 3000 7G. Fluorescence intensities were background adjusted, quantile normalized and converted to expression values, using the robust multiarray averaging algorithm [RMA (22) ] in R/Bioconductor (ref. 22 ; software packages: Affy, multtest, limma). Quality control measures for array preparation can be found in Fig. S2 . Processed and raw data were deposited in the ArrayExpress repository with accession no. E-TABM-591. In vitro culture. Parasites were cultured by using the method of Trager and Jensen (23) . Highly synchronous populations were obtained by 3 rounds of successive sorbitol synchronization (8) . In developing the reference set for parasite size during the erythrocyte development cycle, cultures were monitored for more than 1 complete development cycle (for 48 h) and Giemsa-stained thin films were made every 3 h.
Microscopy.
The image acquisition and processing was done on a digital imaging station from the Microimaging Applications Group, and the analysis was done in Image Pro Plus version 6.1. The area of Ͼ500 parasites per slide was counted. For each Giemsa-stained thin blood smear, Ͼ100 digital images were acquired at 100X magnification and analyzed using an automated method that detected positively staining parasites by setting separate intensity thresholds in individual RGB color channels, until positively staining parasites were identified relative to background. This was done in a calibration step for each batch of slides, until the software definition of positive stained visually agreed with the operator's definition. Calibration was done separately for each batch of Giemsa-stained slides as intensity values varied slightly depending on darkness of each batch of stained slides. The automatic counting method was validated with manual measurements of area, demonstrating a highly reproducible measurement of total area stained by Giemsa for parasites that have grown beyond ring stages (details in Figs. S4 and S5 ).
Statistical Methods. Temporal estimation. We develop a maximum likelihood method for estimating the cell cycle progression of P. falciparum parasites of unknown HPI, which we refer to as the test set, y. For each sample, the probability of parasite age given the transcriptome data for a single gene is computed with respect to the hourly gene expression data for the HB3 strain collected by Bozdech et al. (5), which we refer to as the reference set, x g(t), for gene g at time t. The observed reference set is assumed to be a noisy realization of a smooth and periodic true reference set, g(t), such that xg(t) ϭ g(t) ϩ g(t), where g(t) Ϸ N(0, 2 ). This true reference, g(t), is estimated using smoothing splines (24, 25) , yielding g(t), the residuals of which are used to estimate 2 . It is further assumed that the test set, y, is at some stage, t*, in the HPI such that y g ϭ xg(t*) ϩ g where g Ϸ N(0 ,   2 ). The assumption of Gaussian noise closely conforms to previous biological findings (26) , with 2 estimated, using differences across the 3 clones measured by Lliná s et al. (7) . Because y g ϭ xg(t*) ϩ g and xg(t*) ϭ g(t*) ϩ g(t*), then in general, yg Ϫ g() Ϸ g ϩ g(). Therefore,
where denotes the density function for the standard Normal. The sample likelihood is the product of the densities over all genes,
which is represented here as the log-likelihood, ᐉ(). The maximum likelihood estimate (MLE), , for sample age is used to estimate t*. The MLE is the value of for which ᐉ() is maximal. Confidence intervals for t* are computed using subsampling to provide robust estimates (27, 28) .
This approach can, in theory, be extended to reliably detect transcriptional differences between a test sample and a reference set for a given gene. Briefly, the observed value is compared with the expected value from the time-matched reference to obtain a residual, with larger residuals suggesting meaningful differential expression. Although such an approach is useful for selecting candidate genes for further analysis, it is generally insufficient to identify true transcriptional differences on its own due to the distribution of observed expression values for individual genes that depend on biological variability and array noise. Members of our research team are currently exploring this and related statistical methods for the robust and reliable identification of differentially expressed single genes. Mixture Model. We construct a mixture model in which each patient infection is considered as a mixture of some proportion of parasites undergoing sexual development (␣ ʦ [0,1]) and another proportion of parasites (1 Ϫ ␣) undergoing asexual development. Formally, this is represented as y g ϭ (1 Ϫ ␣)xg(t*) ϩ (␣)zg ϩ Ј g, where zg is the gene expression value for a sexual stage gene, ␣ is the coefficient of mixing, and Ј g is the associated error term. Because there are no available measurements for the unidentified form of sexually committed rings (29) , we use the expression profiles of early stage gametocytes as a proxy for committed gametocytes, ẑ g . The most complete expression profile of early gametocyte stages without contaminants from asexual stages is day 4 of the gametocyte time course obtained by Young et al. (20) . We note that the days of the Young et al. time course consisting of 100% gametocytes (days 4 -12) are highly correlated, and results vary little using different sexual reference strains. Because the reference set used above was measured using a different array type, we use the sorbitol-synchronized data from Le Roch et al. to (6) estimate progression through the asexual cycle, as outlined above. The error term, Ј g, is estimated using differences between expression profiles of the sorbitol-and thermocycling-synchronized datasets from Le Roch et al. (6) and the residuals from smoothing, as above. The log-likelihood was subsequently evaluated over a grid of mixtures for varying fraction of gametocyte expression, ␣, and time estimate, t*, yielding a 2-parameter estimate for each sample: ͗␣ ,͘. Confidence regions were computed using subsampling (Fig. S8) 
