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Abstract
In this paper, we prove that there exist at least two geometrically distinct brake orbits in
every bounded convex symmetric domain in Rn for n2.
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1. Introduction
Let V ∈ C2(Rn,R) and h > 0 such that  ≡ {q ∈ Rn|V (q) < h} is nonempty,
bounded, open and connected. Consider the following given energy problem of the
second-order autonomous Hamiltonian system on (, q):
q¨(t) + V ′(q(t)) = 0, for q(t) ∈ , (1.1)
1
2 |q˙(t)|2 + V (q(t)) = h, ∀t ∈ R, (1.2)
q˙(0) = q˙
( 
2
)
= 0, (1.3)
q
( 
2
+ t
)
= q
( 
2
− t
)
, q(t + ) = q(t), ∀t ∈ R. (1.4)
A solution (, q) of (1.1)–(1.4) is called a brake orbit in . We call two brake orbits q1
and q2 : R → Rn geometrically distinct, if q1(R) = q2(R). Denote by O() and O˜()
the sets of all brake orbits and geometrically distinct brake orbits in , respectively.
Let J =
(
0 −I
I 0
)
and N =
(−I 0
0 I
)
with I being the identity matrix on Rn. For
H ∈ C2(R2n \ {0},R) ∩ C1(R2n,R) satisfying
H(Nx) = H(x), ∀ x ∈ R2n, (1.5)
we consider the following given energy problem for all t ∈ R:
x˙(t) = JH ′(x(t)), (1.6)
H(x(t)) = h, (1.7)
x(−t) = Nx(t), (1.8)
x(+ t) = x(t). (1.9)
A solution (, x) of (1.6)–(1.9) is called a brake orbit on the hypersurface  ≡ {y ∈
R2n |H(y) = h}. Two brake orbits x1 and x2 : R → R2n are geometrically distinct, if
x1(R) = x2(R). Denote by Jb() and J˜b() the sets of all brake orbits and geomet-
rically distinct brake orbits on , respectively.
It is well-known that letting x = (p, q) and
H(p, q) = 12 |p|2 + V (q), (1.10)
elements in O({V < h}) and Jb(H−1(h)) are one-to-one correspondent.
Let Bn1 (0) denote the open unit ball in Rn centered at the origin 0. In [37] of 1948,
Seifert proved O˜() = ∅ provided that V ′ = 0 on  holds, V is analytic, and 
is homeomorphic to Bn1 (0). Then he proposed his famous conjecture that #O˜()n
holds under the same conditions. After 1948, many studies have been carried out for
brake orbits. Bolotin proved ﬁrst in [7] (cf. also [8]) of 1978 the existence of brake
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orbits in a general setting. Hayashi [21], Gluck and Ziller [19], and Benci [5] in 1983–
1984 proved #O˜()1 if V is C1, the set ¯ = {V h} is compact, and V ′(q) = 0
holds for all q ∈ . In 1987, Rabinowitz [33] proved that if H satisﬁes (1.5), the
set  ≡ H−1(h) is star-shaped, and x · H ′(x) = 0 for all x ∈ , then #J˜b()1. In
1987, V. Benci and F. Giannoni gave a new proof of the existence of a brake orbit in
[6] . In 1989, Szulkin [39] proved #J˜b(H−1(h))n, if H satisﬁes conditions in [33]
of Rabinowitz and the energy surface H−1(h) is
√
2-pinched. van Groesen [20] of
1985 and Ambrosetti et al. [3] of 1993 also proved #O˜()n under different pinching
conditions. Note that all known results on the existence of multiple brake orbits are
based on certain pinching conditions.
In this paper we study the multiplicity of brake orbits without any pinching condi-
tions. Our main result in this paper is the following theorem:
Theorem 1.1. For n2, suppose the following conditions hold:
(H1) (smoothness) H ∈ C2(R2n \ {0},R) ∩ C1(R2n,R),
(H2) (reversibility) H(Ny) = H(y) for all y ∈ R2n,
(H3) (convexity) H ′′(y) is positive deﬁnite for all y ∈ R2n \ {0},
(H4) (symmetry) H(−y) = H(y) for all y ∈ R2n.
Then for any given h > min{H(y) | y ∈ R2n} and  = H−1(h), there holds
#J˜b()2. (1.11)
Note that because of conditions (H1)–(H4), the origin 0 is the unique global minimal
point and the unique critical point of H in R2n. Consequently, we have
H ′(y) = 0, ∀y ∈ R2n \ {0}. (1.12)
Without lose of generality, in the rest of this paper, we assume H(0) = 0 and take
the energy level h > 0. By (1.6) and (1.7), every brake orbit x on H−1(h) must satisfy
x(t) = 0 in R2n, ∀t ∈ R. (1.13)
By the one-to-one correspondence between O˜({V < h}) and J˜b({H = h}) with H
deﬁned by (1.10), we get the following corollary.
Corollary 1.2. For n2, suppose V (0) = 0, V (q)0, V (−q) = V (q) and V ′′(q)
is positive deﬁnite for all q ∈ Rn \ {0}. Then for any given h > 0 and  ≡ {q ∈
Rn|V (q) < h}, there holds
#O˜()2. (1.14)
Next, we brieﬂy describe the main idea in our proof of Theorem 1.1.
Y. Long et al. /Advances in Mathematics 203 (2006) 568–635 571
Let (, x) be a solution of (1.6)–(1.9). We consider the following boundary value
problem of the linearized Hamiltonian system at x:
y˙(t) = JH ′′(x(t))y(t), (1.15)
y(t + ) = y(t), y(−t) = Ny(t), ∀t ∈ R. (1.16)
Denote by x the fundamental solution of system (1.15), i.e., x(t) is the solution
of the problem:
˙x(t) = JB(t)x(t), (1.17)
x(0) = I2n, (1.18)
where B(t) = H ′′(x(t)) for all t ∈ R. Then x is a path in Sp(2n), the symplectic group
of 2n× 2n matrices. We call x the symplectic path associated to x. Denote by L(Rn)
the set of all linear transformations from Rn to itself. Write x(t) =
(
A(t) B(t)
C(t) D(t)
)
,
where A, B, C, and D ∈ C1([0,∞),L(Rn)).
Let y = (p, q) ∈ Rn × Rn be a solution of (1.15) and (1.16). Then it satisﬁes
y(t) = x(t)y(0) for all t ∈ R. Because (1.16) is equivalent to that p is odd with
respect to 0 and /2, q is even with respect 0 and /2, we have p(0) = p(/2) = 0.
Thus we obtain
(
0
q( 2 )
)
=
(
p( 2 )
q( 2 )
)
=
(
A( 2 ) B(

2 )
C( 2 ) D(

2 )
)(
0
q(0)
)
=
(
B( 2 )q(0)
D( 2 )q(0)
)
, (1.19)
i.e., q(0) ∈ ker B(/2). Therefore as a consequence, we have the following proposition.
Proposition 1.3. The dimension of the solution space of problem (1.15)–(1.16) is given
by dim ker B(/2).
For (, x) ∈ Jb(H−1(h)), following [9,11,34], we deﬁne an integer valued Maslov-
type index for (, x) via its associated symplectic path x as follows:
1(x, [0, ]) = 1
(
x,
[
0,

2
])
, 1(x, [0, ]) = dim ker
(
B
( 
2
))
, (1.20)
where the precise deﬁnition of the Maslov-type index 1 for symplectic paths is given
in Section 2 below. We shall omit the interval [0, ] in (1.20) when there is no
confusion.
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In Section 2, we also deﬁne another integer valued Maslov-type index for (, x) ∈
Jb(H−1(h)) via its associated symplectic path x similarly to (1.20):
2(x, [0, ]) = 2
(
x,
[
0,

2
])
, 2(x, [0, ]) = dim ker
(
C
( 
2
))
. (1.21)
Viewing (, x) as a -periodic solution of (1.6), a Maslov-type index was deﬁned
for (, x) via its associated symplectic path x by Conley, Zehnder, and Long (cf.
[13,25,26,29,30] for the precise deﬁnition):
i1(x, ) ≡ i1(x, ), (x, ) ≡ (x, ) = dim ker(x() − I ). (1.22)
For a brake orbit (, x) and m ∈ N ≡ {1, 2, . . .}, we deﬁne the mth iteration xm of
x by
xm(t) = x(t − j), j t(j + 1), 0jm − 1. (1.23)
Then xm becomes an m-periodic brake orbit of system (1.6), and is geometrically the
same as x.
Note that in [27] of 1999, Long deﬁned the mean index iˆ1 for (, x) as a -periodic
solution of (1.6) (cf. also [29]):
iˆ1(x, ) ≡ lim
m→+∞
i1(xm,m)
m
. (1.24)
For i = 1 or 2, in Corollary 6.2 of Section 6 we shall prove that limm→+∞ i (x
m,[0,m])
m
exists. Thus we deﬁne the following two new mean indices of (, x) as follows:
ˆi (x) = lim
m→+∞
i (x
m, [0,m])
m
. (1.25)
In this paper, we always denote by 〈y1, y2〉 the usual inner product in Rn for any
y1 and y2 ∈ Rn.
We shall prove Theorem 1.1 via the following four propositions. Suppose that H
satisﬁes conditions in Theorem 1.1. Let  = H−1(h) for some h > min{H(y)| y ∈
R2n} = 0, and (, x) ∈ Jb().
Proposition A. For n2, suppose (H1) and (H3) hold. Then for any -periodic solution
x of (1.6), (1.7), and (1.9) there holds
iˆ1(x) > 2. (1.26)
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This proposition was ﬁrst proved by Ekeland and Hofer [17] of 1987. A different
proof can be found in Lemma 6.7 of [28], or Corollary 8.3.2 and Lemma 15.3.2 of
[29] of Long.
Proposition B. Suppose (H1) and (H2) hold. Then for any (, x) ∈ Jb() with  =
H−1(h)) there holds
|1(x) − 2(x)|n. (1.27)
Proposition C. For n2, suppose (H1) and (H2) hold. Then for any (, x) ∈ Jb()
with  = H−1(h) there holds
1(x) + 2(x) = i1(x) + n. (1.28)
Proposition D. For n2, suppose (H1)–(H4) hold. Denote by  = H−1(h) for h > 0.
Assume
#J˜b() = 1. (1.29)
Let (, y) ∈ Jb() with  being the minimal period of y. Then there holds
ˆ1(y)1. (1.30)
With these preparations, we can give now
Proof of Theorem 1.1 based on Propositions A–D. Assume that the conclusion of
Theorem 1.1 does not hold. Then by the result of [33], we have #J˜b() = 1. Let
(x, ) ∈ Jb() with  being the minimal period of x. Then by Proposition D, we have
ˆ1(x)1. (1.31)
But by Proposition B, we have
|1(xm) − 2(xm)|n, ∀m ∈ N. (1.32)
So
lim
m→+∞
∣∣∣∣1(xm)m − 2(x
m)
m
∣∣∣∣ = 0. (1.33)
By Propositions A and C, we have
lim
m→+∞
1(x
m) + 2(xm)
m
= lim
m→+∞
i1(xm)
m
= iˆ1(x) > 2. (1.34)
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Thus by (1.32)–(1.34), the mean indices ˆ1(x) and ˆ2(x) exist, and satisfy
ˆ1(x) = ˆ2(x) = 12 iˆ1(x) > 1. (1.35)
This contradicts to (1.31) and proves Theorem 1.1. 
This paper is organized as follows. In Section 2, we deﬁne 1 and 2 indices for
symplectic paths. In Section 3, we prove Proposition B. In Section 4, we establish
the saddle point reduction theorem in the brake orbit case. In Section 5, we study the
relationship between the Maslov-type indices and the truncated Morse indices by the
saddle point reduction. In Section 6, we prove Proposition C. In Section 7, we take the
dual variational method and critical point theory to ﬁnd critical points with prescribed
Morse index following the method of [17]. In Section 8 we establish the relationship
between the Morse index deﬁned in Section 7 and the Maslov-type index 1. Based
on these results, we prove Proposition D in Section 9.
2. Maslov-type indices for symplectic paths
Following Arnold’s pioneering work [4] in 1967, in [34] of 1993, Robbin and
Salamon deﬁned a half integer valued Maslov index for Lagrangian paths and symplec-
tic matrix paths, while in [11] of 1994, Cappell, Lee, and Miller deﬁned integer valued
Maslov indices. Following their ideas, we introduce such an index 1 here and list
some of its properties. We shall also introduce a slightly different Maslov-type index
2 via this method to study brake orbits.
We start from recalling some results of [34]. Let (R2n,) be the standard symplectic
vector space with
(x, y) = 〈Jx, y〉, ∀x, y ∈ R2n.
A subspace  is called Lagrangian if and only if dim  = n and | = 0. A
Lagrangian frame for a Lagrangian subspace  is an injection linear map K : Rn →
R2n whose image is . Such a frame is given by the following 2n × n matrix K =(
X
Y
)
with n × n matrices X and Y satisfying YT X = XT Y and rankK = n. Denote
by Lag(R2n) the set of all Lagrangian subspaces of R2n.
Proposition 2.1 (Theorem 1.1 of Robbin and Salamon [34]). Let (t) ∈ Lag(R2n) be
a curve of Lagrangian subspaces with (0) =  and ˙(0) = ˆ.
(i) Let W be a ﬁxed Lagrangian complement of . For v ∈  and small t0, deﬁne
w(t) ∈ W by v + w(t) ∈ (t). Then the form
Q(v) = d
dt
∣∣∣∣
t=0
(v,w(t)) (2.1)
is independent of the choice of W.
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(ii) If Z(t) = (X(t), Y (t)) is a frame for (t) as in (i), then
Q(v) = 〈X(0)u, Y˙ (0)u〉 − 〈Y (0)u, X˙(0)u〉, (2.2)
where v = Z(0)u.
(iii) The form Q is natural in the sense that Q(,ˆ) ◦ = Q(, ˆ) holds for
all  ∈ Sp(2n).
Let V be a ﬁxed Lagrangian subspace of the symplectic space (R2n,). For 0kn,
denote by k(V ) the subset of all Lagrangian subspaces of (R2n,) whose intersection
with V is a subspace of dimension k. Then there holds Lag(R2n) = ∪nk=0k(V ). By
Arnold’s work [4] (cf. also [34]), for 1kn, each set k(V ) is connected. By Arnold
[4], there holds codimk(V ) = k(k+1)/2 (cf. also Theorem 3.4.8 of [14]). The Maslov
cycle determined by V is the algebraic variety:
(V ) = 1(V ) =
n⋃
k=1
k(V ). (2.3)
A crossing for  : [a, b] → Lag(R2n) is a time t ∈ [a, b] for which (t) intersects V
nontrivially. For each crossing t ∈ [a, b], the crossing form is deﬁned by
(, V , t) = Q((t), ˙(t))|(t)∩V . (2.4)
A crossing form (, V , t) is called regular if the crossing form (, V , t) is nonsin-
gular. It is called simple if it is regular and (t) ∈ 1(V ) further holds.
For the crossing form (, V , t), denote by m−((, V , t)) and m+((, V , t)) the
dimension of the maximal negative and the positive deﬁnite subspaces of (, V , t),
respectively. We deﬁne the signature of (, V , b) by
sign((, V , b)) = m+((, V , t)) − m−((, V , t)). (2.5)
Deﬁnition 2.2 (Cf. Robbin and Salamon [34]). For a curve  ∈ C([a, b],Lag(R2n))
with only regular crossings, its Maslov index is deﬁned by
RS(, V , [a, b])=1
2
sign((, V , a))+
∑
a<t<b
′
sign((, V , t))+1
2
sign((, V , b)),
(2.6)
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where and below in this paper, the ′ in the notation
∑′ means that the sum is taking
over crossings only.
Remark 2.3. (i) Replacing (R2n,) by a general symplectic space with a symplectic
structure , the crossing form and the RS index are given by (2.4) and Deﬁnition 2.2,
respectively.
(ii) The sum in (2.6) is always ﬁnite, because regular crossings are isolated.
We shall omit [a, b] in the notation RS(, V , [a, b]) when there is no confusion.
Every Lagrangian path  : [a, b] → Lag(R2n) is homotopic with ﬁxed endpoints to one
having only regular crossings by Lemma 2.2 of [34]. Thus we can deﬁne RS-index
for any continuous Lagrangian path  by the RS-index of a C1 curve in Lag(R2n)
which is homotopic to  with ﬁxed endpoints.
The Maslov index RS possesses the properties of naturality, catenation, product, ho-
motopy invariant, zero, and the following localization property as described in Theorem
2.3 of [34]. For any M ∈ Sp(2n), its graph is deﬁned by
Gr(M) ≡
{(
x
Mx
)∣∣∣∣ x ∈ R2n
}
.
Localization. Let V = Rn × {0} and (t) = Gr(A(t)) for a path of symmetric n × n
matrices A(t) with t ∈ [a, b]. Then there holds
RS(, V ) = 12 sign(A(b)) − 12 sign(A(a)). (2.7)
Let (F, {·, ·}) be a ﬁxed symplectic vector space. For a < b, we denote by P([a, b],
F ) the space of continuous maps f : [a, b] → {pairs of Lagrangian subspaces in F }.
The topology on P([a, b], F ) is given by the usual compact open topology.
Deﬁnition 2.4. The Cappell–Lee–Miller index (denote by CLM index for short, cf.
[11]) is the unique integer valued function CLMF : P([a, b], F ) → Z denoted by
CLMF (f |[a,b]) ≡ CLMF (f, [a, b]), ∀f ∈ P([a, b], F )
characterized by properties I–VI of [11, pp. 127–128], i.e., I: afﬁne scale invariance,
II: deformation invariance rel. end points, III: path additivity, IV: symplectic additivity,
V: symplectic invariance, and the following.
VI: (Normalization). Let F = R2 be the symplectic vector space with the following
inner product:
{(x1, y1), (x2, y2)} = x1y2 − y1x2
= −Im(x1 +
√−1y1)(x2 +
√−1y2)
= Re(√−1(x1 +
√−1y1)(x2 +
√−1y2)).
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Deﬁne a path in P([−/4, /4];R2) by
f (t) = (R{1},R{eit }), −/4 t/4.
Then there hold
(i) CLMR2 (f |[−/4, /4]) = 1,
(ii) CLMR2 (f |[−/4, 0]) = 0,
(iii) CLMR2 (f |[0, /4]) = 1.
We consider a special symplectic space (F, {·, ·}) with
F = R2n ⊕ R2n, (2.8)
{v,w} = 〈J v,w〉, ∀v,w ∈ F, (2.9)
where J = (−J ) ⊕ J =
(−J 0
0 J
)
. We denote by Lag(F ) the set of Lagrangian
subspaces of F, and equip it with the topology as a subspace of the Grassmannian of
all 2n-dimensional subspaces of F.
By Lemma 3.1 of [31], for any M ∈ Sp(2n) its graph Gr(M) is a Lagrangian
subspace of F. Let
U1 = {0} × Rn, U2 = Rn × {0}, (2.10)
V1 = {0} × Rn × {0} × Rn, V2 = Rn × {0} × Rn × {0}, (2.11)
W =
{
(x, x) ∈ R4n|x ∈ R2n
}
. (2.12)
Deﬁnition 2.5. For any continuous path  : [a, b] → Sp(2n), we deﬁne the following
Maslov-type indices of  for k = 1, 2, by
k(, [a, b]) = CLMR2n (Uk,Uk, [a, b]), (2.13)
¯k(, [a, b]) = CLMF (Vk,Gr(), [a, b]), (2.14)
i1(, [a, b]) = CLMF (W,Gr(), [a, b]) − n. (2.15)
Since the Maslov indices CLMR2n and 
CLM
F are well deﬁned, the above three indices
are well deﬁned. We will omit the interval [a, b] and the symplectic spaces R2n and F
in the index notations when there is no confusion. Note that i1 is precisely the index
deﬁned by Conley, Zehnder, and Long in [13,25,30] (cf. also [29]).
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Lemma 2.6. Let  : [a, b] → Sp(2n) be a C1 path.
(i) Suppose Gr((t)) is the C1-path of Lagrangian subspaces of W associated to 
and intersects Vk deﬁned by (2.11) regularly for k = 1, 2, i.e., the crossing forms are
all regular. Then
¯k(, [a, b])
= m+((Gr(), Vk, a)) +
∑
a<t<b
′
sign((Gr(), Vk, t)) − m−((Gr(), Vk, b)),
(2.16)
where the crossing form (Gr(), Vk, a) is deﬁned for the symplectic space F with the
symplectic structure (−J ) ⊕ J .
(ii) For k = 1, 2, and Uk deﬁned by (2.10), suppose Uk is the C1 path of La-
grangian subspaces of R2n associated to , and it intersects Uk regularly, i.e., the
crossing forms are all regular. Then
k(, [a, b])
= m+((Uk,Uk, a)) +
∑
a<t<b
′
sign((Uk,Uk, t)) − m−((Uk,Uk, b)).
(2.17)
Proof. (i) Since the crossings are regular and [a, b] is compact, the total number of
the crossings is ﬁnite. By Theorem 3.1 in [31], we have
¯k(, [a, b]) = CLMF (Vk,Gr(), [a, b])
= RS(Gr(), Vk, [a, b]) − 12 (hk(b) − hk(a))
= m+((Gr(), Vk, a)) +
∑
a<t<b
′
sign((Gr(), Vk, t))
−m−((Gr(), Vk, b)), (2.18)
where hk(t) ≡ dim Gr((t)) ∩ Vk for k = 1, 2 and t ∈ [a, b].
(ii) In this case the total number of the crossings is ﬁnite. By Theorem 3.1 in [31]
again, we have k(, [a, b]) = CLMR2n (Uk,Uk, [a, b]), and this yields (2.17). 
In the following, we will prove k = ¯k for k = 1, 2. By Lemma 3.1 of [14] (also
cf. Lemma 3.2 of [42]), we have the following lemma.
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Lemma 2.7. Let M(t) ∈ Sp(F ), a tb, be a curve of linear symplectic maps on
F. Assume that M(t) is differentiable at t ∈ [a, b]. Set B(t) = −JM(t)−1M˙(t). Then
B(t) is symmetric, and
Q(Gr(M), t)(y,M(t)y) = (B(t)y, y).
Lemma 2.8. For any continuous path M : [a, b] → Sp(2n), there holds
k(M, [a, b]) = ¯k(M, [a, b]), for k = 1, 2.
Proof. By property II: (Deformation invariance rel. end points) of the Maslov-type
index CLM, we only need to prove this lemma when M is a C1 symplectic path, and
all crossings are regular.
Let B(t) be deﬁned as in Lemma 2.7. By Lemma 2.7 and (ii) of Proposition 2.1,
and direct computations, we have
(Gr(M), Vk, t) = (MUk,Uk, t), ∀t ∈ [a, b], (2.19)
where (MUk,Uk, t) is deﬁned for R2n with the standard symplectic structure, Uk and
Vk are deﬁned by (2.10) and (2.11). Now by Lemma 2.6, this lemma is proved. 
Remark 2.9. Because of Lemmas 2.6–2.8, we use (ii) of Lemma 2.6 to compute 1
throughout this paper.
Deﬁnition 2.10. For M =
(
A B
C D
)
∈ Sp(2n), we deﬁne
1(M) = dim ker B, and 2(M) = dim ker C. (2.20)
For  ∈ C([a, b],Sp(2n)), we deﬁne
1() = 1((b)), and 2() = 2((b)). (2.21)
Let (, x) ∈ Jb(H−1(h)) be a brake orbit deﬁned in Section 1. We deﬁne the integer
valued Maslov-type index for (, x) via its associated symplectic path x as follows
for k = 1, 2:
k(x, [0, ]) = k
(
x,
[
0,

2
])
= ¯k
(
x,
[
0,

2
])
, (2.22)
k(x, [0, ]) = k(x |[0,/2]). (2.23)
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For each integer k0, let
Spk(2n) = { ∈ Sp(2n) | dim(U ∩ U) = k}
=
{(
A B
C D
)
∈ Sp(2n) | rank B = n − k
}
(2.24)
and
Spk(2n) = { ∈ Sp(2n) | dim(V ∩ V ) = k}
=
{(
A B
C D
)
∈ Sp(2n) | rank C = n − k
}
. (2.25)
Then 1() can be viewed as the intersection number of the path  with the Maslov
cycle
Sp1(2n) = Sp(2n) \ Sp0(2n) =
n⋃
k=1
Spk(2n), (2.26)
and 2() can be viewed as the intersection number of the path  with the Maslov
cycle
Sp1(2n) = Sp(2n) \ Sp0(2n) =
n⋃
k=1
Spk(2n). (2.27)
By the property of the Maslov index CLMF and its relation with RS, the following
results hold.
Proposition 2.11. For i = 1 or 2, the index i is characterized by the following
properties:
(i) Homotopy: Two curves of symplectic matrices which begin at 0 and end at 1
are homotopic with end points ﬁxed if and only if they have the same i index.
(ii) Zero: For each k, every curve completely located inside Spk(2n) has 1 index zero,
and every curve completely located inside Spk(2n) has 2 index zero.
(iii) Catenation: i () = i (|[a,c]) + i (|[c,b]) holds for  ∈ C([a, b],Sp(2n)) and
a < c < b.
(iv) Product: For n1 + n2 = n, identifying Sp(2n1) × Sp(2n2) as a submanifold of
Sp(2n) in the obvious way, there holds i (1 ⊕ 2) = i (1) + i (2) for
j ∈ C([a, b],Sp(2n)) with j = 1, 2.
(v) Normalization: The Maslov-type indices of the following two symplectic shears
1(t) =
(
In B(t)
0 In
)
, 2(t) =
(
In 0
B(t) In
)
, ∀t ∈ [a, b],
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where B is a path of symmetric matrices, are given by
1(1) = m+(B(a)) − m+(B(b)), 2(2) = m−(B(a)) − m−(B(b)). (2.28)
Note that the zero property (ii) of Proposition 2.11 follows from the nullity property
of the Cappell et al. index of [11, p. 130].
For our further proofs in Section 5 of this paper, we need to know the topological
structure of Spk(2n) and Spk(2n) for 1kn.
Lemma 2.12. The set Q ≡ {G ∈ GL(n,R) | det(G) > 0} is path connected.
Proof. Because SO(n) is the deformation retract of Q by the polar decomposition of
matrices, the lemma follows from the path connectedness of SO(n). 
Lemma 2.13. (i) Spk(2n) (Spk(2n) respectively) has precisely two path connected com-
ponents for k0.
(ii) Both of the path connected components of Sp0(2n) (Sp0(2n) respectively) are
simply connected in Sp(2n).
(iii) Suppose two symplectic matrices M1=
(
0 B1
(BT1 )
−1 0
)
and M2=
(
0 B2
(BT2 )
−1 0
)
belong to the same path connected component of Sp0(2n). Then there exists a path
 ∈ Sp0(2n) ∩ Sp0(2n) joining M1 and M2.
(iv) (Homotopy with a free end) Two curves 0 and 1 in Sp(2n) with j (a) = I2n
and j (b) ∈ Sp0(2n) (respectively Sp0(2n)) for j = 0, 1, are homotopic within this
class if and only if they have the same 1 (respectively 2) index.
Proof. Because of the relationship between CLM and RS, the conclusions in (i) and
(iv) on 1-index follow from Theorem 4.2 and Corollary 4.11 of [34]. We prove (ii)
and (iii) below.
(ii) For any M =
(
A B
C D
)
∈ Sp0(2n), by deﬁnition we have detB = 0.
Then
(
In 0
−tB−1A In
)
is a symplectic matrix for any t ∈ [0, 1]. Let
F(t,M) =
(
A B
C D
)(
In 0
−tB−1A In
)
.
Then we have F(t,M) ∈ Sp(2n) for any t ∈ [0, 1] and
F(0,M) = M, F(1,M) =
(
0 B
−(BT )−1 D
)
,
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and the function F is continuous in t and M. Let G(t,M) =
(
0 B
−(BT )−1 (1 − t)D
)
.
We have G(t,M) ∈ Sp(2n) for all t ∈ [0, 1] and
G(0,M) = F(1,M), G(1,M) =
(
0 B
−(BT )−1 0
)
.
Let
Q ≡
{(
0 U
−(UT )−1 0
)∣∣∣∣U ∈ L(Rn), detU = 0
}
, (2.29)
Q1 ≡
{(
0 U
−(UT )−1 0
)∣∣∣∣U ∈ L(Rn), detU > 0
}
, (2.30)
Q2 ≡
{(
0 U
−(UT )−1 0
)∣∣∣∣U ∈ L(Rn), detU < 0
}
. (2.31)
By Lemma 2.12, Q1 and Q2 are path connected. By the homotopy generated by G◦F ,
the set Q is a strong deformation retract of Sp0(2n). Then Sp0(2n) has at most two
path connected components in Sp(2n). Since det(B) is continuous in B, the set Sp0(2n)
has exactly two path connected components, which are Q1 and Q2. Both Q1 and Q2
are simply connected in Sp(2n) by the argument of [36] (cf. the proof of Theorem
2.4.2 in [29]).
Because M ∈ Sp0(2n) if and only if MT ∈ Sp0(2n), the case in Sp0(2n) follows
directly from the above argument for Sp0(2n), and Q is also a strong deformation
retract of Sp0(2n). Thus (ii) is proved.
(iii) Because M1 and M2 belong to the same path connected component of Sp0(2n),
by (ii) they both belong to the same Qi for i = 1 or 2. Thus there exists a path
 : [0, 1] → Qi , such that (0) = M1,(1) = M2. Since Q = Q1 ∪ Q2 ⊂ Sp0(2n) ∩
Sp0(2n), we obtain (iii). 
3. µ1 and µ2 indices for a symplectic path
Denote by Ls(R2n) the symmetric matrices in L(R2n). In this section, we prove
Proposition B.
Lemma 3.1. For any a > 0, suppose B ∈ C([0, a],Ls(R2n)) and B(t) is positive
deﬁnite for all t ∈ [0, a]. Then
1(B, [0, a])n, (3.1)
where B is the associated symplectic path of B deﬁned by (1.17)–(1.18), and the
crossings of 1 are isolated.
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Proof. We write B(t) =
(
B11(t) B12(t)
B21(t) B22(t)
)
, where Bij (t) ∈ L(Rn) for i, j = 1, 2
and t ∈ [0, 1]. Then B11(t) and B22(t) are symmetric and positive deﬁnite. Write
(t) =
(
11(t) 12(t)
21(t) 22(t)
)
, where ij (t) ∈ L(Rn) for i, j = 1, 2 and t ∈ [0, 1]. Then(
12
22
)
is a frame. By (ii) of Proposition 2.1, at each crossing t, we have
(B,U1, t)(u) = 〈12(t)u, ˙22(t)u〉 − 〈22(t)u, ˙12(t)u〉
= −〈22(t)u, ˙12(t)u〉
= −〈22(t)u,−(B2222(t) + B2112(t))u〉
= 〈22(t)u, B2222(t)u〉
> 0, (3.2)
where u ∈ ker 12(t) \ {0}. So the crossing form is positive deﬁnite. By the deﬁnition
of 1, we have
1(B)m+((B,U, 0)) = n. (3.3)
By (3.2), every crossing form is positive deﬁnite. Then every crossing t is regular,
hence isolated. Moreover, since the interval [0, a] is compact, there are only ﬁnitely
many crossings in [0, a].
This lemma is proved. 
We give an example on computations of 1 and 2 indices as follows, which will
be used in our proof of Theorem 5.1 in Section 5 below.
Example 3.2. Deﬁne a symplectic path  with b > 0 by
(t) = exp(tJB), ∀t ∈ [0, b],
where B = diag(1, . . . , n, 1, . . . , n) and i ∈ R \ {0} for 1 in. Let
(t) =
(
A1(t) A2(t)
A3(t) A4(t)
)
.
By direct computation we have,
A1(t) = A4(t) = diag (cos(1t), . . . , cos(nt)) ,
A2(t) = −diag (sin(1t), . . . , sin(nt)) ,
A3(t) = diag (sin(1t), . . . , sin(nt)) . (3.4)
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Thus t is a crossing if and only if i t/ ∈ Z for some 1 in. Deﬁne
k = #{i ∈ {1, . . . , n} | ib = 0mod }. (3.5)
Then (b) ∈ Spk(2n) ∩ Spk(2n). Let [a] ≡ max{j ∈ Z | ja} for a ∈ R.
We claim
1(, [0, b]) = 2(, [0, b]) = n − k +
n∑
i=1
[
ib

]
. (3.6)
In fact, for 1 in, let
i (t) = exp
(
t
(
0 −1
1 0
)(
i 0
0 i
))
=
(
cos(i t) − sin(i t)
sin(i t) cos(i t)
)
, ∀ t ∈ [0, b]. (3.7)
Then i is a C1 path in Sp(2), and we have
 =
n⊕
i=1
i . (3.8)
By (iv) of Proposition 2.11, we have
1(, [0, b]) =
n∑
i=1
1(i , [0, b]). (3.9)
By (3.7), t is a crossing of i for 1 if and only if i t ∈ Z for 1 in. By the
computation in (3.2), every crossing form of i at each crossing t is positive deﬁnite
for i > 0, and negative deﬁnite for i < 0. Then by (ii) of Lemma 2.6, for i > 0
with i b /∈ Z, we have
1(i , [0, b]) = 1 +#
{
t ∈ (0, b)
∣∣∣∣ i t ∈ Z
}
= 1 +
[
ib

]
. (3.10)
For i > 0 with i b ∈ Z, we have
1(i , [0, b]) = 1 +#
{
t ∈ (0, b)
∣∣∣∣ i t ∈ Z
}
=
[
ib

]
. (3.11)
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For i < 0 with i b /∈ Z, we have
1(i , [0, b]) = −#
{
t ∈ (0, b)
∣∣∣∣ i t ∈ Z
}
= −
[
−ib

]
= 1 +
[
ib

]
, (3.12)
where in the last equality, we have used [−] = −[] − 1 for all  ∈ R \ Z.
For i < 0 with i b ∈ Z, we have
1(i , [0, b]) = −#
{
t ∈ (0, b)
∣∣∣∣ i t ∈ Z
}
− 1 = −
[
−ib

]
− 1 =
[
ib

]
. (3.13)
Then by (3.9) and (3.10)–(3.13), we have
1(, [0, b]) =
n∑
i=1
1(i , [0, b])
=
∑
1 in, i b /∈Z
(
1 +
[
ib

])
+
∑
1 in, i b ∈Z
[
ib

]
= n +
n∑
i=1
[
ib

]
− k, (3.14)
where k is deﬁned by (3.5).
By the same argument, we obtain
2(, [0, b]) = n +
n∑
i=1
[
ib

]
− k. (3.15)
Then (3.6) follows from (3.14) and (3.15). This proves the claim. 
Now we establish a relationship between the indices 1 and 2 based on our above
preparations. This yields Proposition B in Section 1.
Theorem 3.3. For any symplectic path  ∈ C([0, b],Sp(2n)) with b > 0 and (0) =
I2n, we have
|1() − 2()|n. (3.16)
Proof. By Lemma 2.8, it sufﬁces to prove the following estimate:
|¯1() − ¯2()|n. (3.17)
586 Y. Long et al. /Advances in Mathematics 203 (2006) 568–635
By the ﬁrst geometrical deﬁnition of the Maslov index in Section 4 of [11], there
exists an 	 > 0 small enough such that
V1 ∩ e−	JGr((0)) = {0}, V2 ∩ e−	JGr((b)) = {0} (3.18)
and
¯k() = CLMF (Vk,Gr())
= CLMF (Vk, e−	JGr()), for k = 1, 2, (3.19)
where V1 and V2 are deﬁned in (2.11).
Deﬁne
1(t) = e−	JGr((t)) and 2(t) = e−	JGr((b − t)), ∀t ∈ [0, b].
Then 1 and 2 are two paths of Lagrangian subspaces of the symplectic space (F,J )
deﬁned in (2.8) and (2.9). The path 1 connects e−	JGr((0)) to e−	JGr((b)), and
is transversal to both V1 and V2. The path 2 connects e−	JGr((b)) to e−	JGr((0)),
and is transversal to both V1 and V2 too. Denote by  the joint path of 1 and 2, with
(t) = 1(2t) for 0 tb/2, and (t) = 2(2t − b) for b/2 tb. By Deﬁnition 3.4.2
of the Hörmander index s(M1,M2;L1, L2) of [15, p. 66], we have
s(V1, V2; e−	JGr((0)), e−	JGr((b)))
= 〈, 〉
= CLMF (V1, 1) + CLMF (V2, 2) (3.20)
= CLMF (V1, e−	JGr()) − CLMF (V2, e−	JGr()), (3.21)
where  is the Maslov–Arnold index deﬁned in Theorem 3.4.9 of [15, p. 64]. Because
1 and 2 are transversal to V1 and V2, we obtain (3.20).
We claim
sign(V1, e−	JGr(I2n);V2) = 0, for 	 > 0 small enough, (3.22)
where sign is introduced in Deﬁnition 3.4.3 of [15, p. 67].
In fact, we have
e−	JGr(I2n) =
⎧⎪⎪⎨
⎪⎪⎩
(
e	J 0
0 e−	J
)⎛⎜⎜⎝
p
q
p
q
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
cp − sq
sp + cq
cp + sq
−sp + cq
⎞
⎟⎟⎠
∣∣∣∣∣∣∣∣
p, q ∈ Rn
⎫⎪⎪⎬
⎪⎪⎭ , (3.23)
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where we denote by c = cos 	 and s = sin 	. Hence the transformation A : V1 →
e−	JGr(I2n) satisﬁes
A(0,−sp − cq, 0, sp − cq)
= (cp − sq, sp + cq, cp + sq,−sp + cq), ∀p, q ∈ Rn, (3.24)
where A is introduced in Deﬁnition 3.4.3 of sgn(M1,M2;L) of [15, p. 67]. Then for
p1, p2, q1, q2 ∈ Rn, the symmetric bilinear form Q(V2) : (x, y) → J (Ax, y) on V1
deﬁned in Deﬁnition 3.4.3 of [15, p. 67] satisﬁes
Q(V2)((0,−sp1 − cq1, 0, sp1 − cq1), (0,−sp2 − cq2, 0, sp2 − cq2))
= 〈JA(0,−sp1 − cq1, 0, sp1 − cq1), (0,−sp2 − cq2, 0, sp2 − cq2)〉
=〈((−J ) ⊕ J )(cp1−sq1, sp1+cq1, cp1+sq1,−sp1+cq1), (0,−sp2−cq2, 0, sp2−cq2)〉
=〈−J (cp1−sq1, sp1+cq1), (0,−sp2−cq2)〉+〈J (cp1+sq1,−sp1+cq1), (0, sp2−cq2)〉
= −〈cp1 − sq1,−sp2 − cq2〉 + 〈cp1 + sq1, sp2 − cq2〉
= 2cs〈p1, p2〉 − 2cs〈q1, q2〉. (3.25)
Because 	 > 0 is small enough, we have c = cos 	 > 0 and s = sin 	 > 0. Then by
(3.25) we obtain
m+(Q(V2)) = n and m−(Q(V2)) = n.
Thus we have
sign(Q(V2)) = n − n = 0. (3.26)
By Deﬁnition 3.4.3 in [15], this yields claim (3.22).
Therefore we have∣∣¯1() − ¯2()∣∣ = ∣∣∣CLMF (V1, e−	JGr()) − CLMF (V2, e−	JGr())∣∣∣
=
∣∣∣s(V1, V2; e−	JGr((0)), e−	JGr((b)))∣∣∣
=
∣∣∣ 12 [sign(V1, e−	JGr((0));V2) − sign(V1, e−	JGr((b));V2)]
∣∣∣
=
∣∣∣ 12 [sign(V1, e−	JGr(I2n);V2) − sign(V1, e−	JGr((b));V2)]
∣∣∣
=
∣∣∣ 12 sign(V1, e−	JGr((b));V2)
∣∣∣
 12 (2n)
= n. (3.27)
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Here in the third equality, we have used Theorem 3.4.12 of [15, p. 68]. In the fourth
equality, we have used Deﬁnition 3.4.3 of sgn(M1,M2;L) of [15, p. 67]. In the ﬁfth
equality we used claim (3.22). The theorem is proved. 
Proof of Proposition B. By Deﬁnition 2.5 of 1(x) and 2(x), Proposition B in Section
1 follows immediately from our Theorem 3.3. 
4. The saddle point reduction
The saddle point reduction method (cf. [1]) reduces problems in inﬁnite dimensional
spaces to ﬁnite dimensional spaces. In Section 4.3 of [29], one can ﬁnd the saddle
point reduction theorem in the case of Hamiltonian systems using ideas of Amann and
Zehnder [2] and Chang [12]. In this section we study it in the brake orbit case. Because
the discussion is similar to that of [29], we omit certain details here.
In our later applications, we shall consider Hamiltonian functions of the form
Hˆ (t, x) = 〈H ′′(t, x0(t))x, x〉, ∀x ∈ R2n,
for a solution x0 of the nonlinear problem (1.6)–(1.9).
More generally, we consider a function Hˆ : R × R2n → R, and denote by Hˆ ′(t, x)
the gradient of Hˆ (t, x) with respect to x ∈ R2n. We consider the Hamiltonian system
x˙ = J Hˆ ′(t, x), for x ∈ R2n. (4.1)
In this section we always suppose Hˆ satisﬁes the following conditions:
(H1′) Hˆ ∈ C(R × R2n,R) and Hˆ is C2 in x ∈ R2n,
(H2′) Hˆ ′(t, Nx) = NHˆ ′(t, x) for all (t, x) ∈ R × R2n,
(H3′) there exists a constant C(Hˆ ) > 0 such that
|Hˆ ′′(x)|C(Hˆ ), ∀(t, x) ∈ R × R2n,
(H4′) there exists some  > 0 such that Hˆ (t + , x) = Hˆ (t, x) for all (t, x) ∈ R×R2n.
Let  > 0 and S = R/(Z), we deﬁne
L1 = {x ∈ L2(S,R2n) | x(−t) = Nx(t) a.e. t ∈ R}, (4.2)
W1 = W 1,2(S,R2n) ∩ L1. (4.3)
We equip L1 with the usual L2 norm and W1 with the usual W 1,2 norm
‖x‖L1 =
(∫ 
0
|x(t)|2 dt
)1/2
, ‖x‖W1 =
(∫ 
0
|x˙(t)|2 + |x(t)|2
)1/2
.
Then both of L1 and W1 are Hilbert spaces, and W1 is dense in L1.
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An x ∈ W1 is called a weak -periodic brake orbit of the Hamiltonian system (4.1),
if it satisﬁes
∫ 
0
{
1
2
(〈x˙, Jy〉 + 〈y˙, J x〉) − 〈Hˆ ′(t, x), y〉
}
dt = 0, ∀y ∈ W1. (4.4)
Under conditions (H1′)–(H4′), That x ∈ W1 implies H ′(t, x) is continuous. Thus sim-
ilarly to Theorem 4.2.2 of [29], weak -periodic brake orbit solutions of (4.1) are
classical solutions.
In the Hilbert space L1 we deﬁne an operator Ax = −J x˙. The domain of A is
domA = W1. The range of A is closed and the resolvent of A is compact. Under the
norm of the space L1, the spectrum of the operator A is 
(A) = 2 Z. It is a point
spectrum. The multiplicity of every eigenvalue is n. The eigenspace belonging to the
eigenvalue 2k is
Xk = span
{
− sin
(
2kt

)
ei + cos
(
2kt

)
ei+n | 1 in
}
, (4.5)
where {ei}1 i2n is the standard orthonormal basis of R2n.
Deﬁne a functional on the space L1 by
g(x) =
∫ 
0
Hˆ (t, x(t)) dt, ∀x ∈ L1. (4.6)
By conditions (H1′)–(H4′), we have g ∈ C1(L1,R), and
(g′(x), y)L1 =
∫ 
0
〈Hˆ ′(t, x(t)), y(t)〉 dt, ∀x, y ∈ L1, (4.7)
where (·, ·)L1 denotes the inner product of L1. Note that g′(x) is Gadeaux differentiable,
its Gateaux derivative is given by
(dg′(x)y, z)L1 =
∫ 
0
〈Hˆ ′′(t, x(t))y(t), z(t)〉 dt, ∀x, y, z ∈ L1. (4.8)
By condition (H3′) there exists a constant C(Hˆ ) > 0 such that
‖dg′(x)‖L(L1)C(Hˆ ). (4.9)
Deﬁne a functional
f (x) = 12 (Ax, x)L1 − g(x), ∀x ∈ domA = W1. (4.10)
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Let P0 : L1 → X0 be the projection map deﬁned by
P0
(∑
k∈Z
xk
)
= x0, (4.11)
where xk ∈ Xk deﬁned by (4.5) for k ∈ Z. We deﬁne an operator A0 on W1 by
A0x = Ax + P0x, ∀x ∈ W1. (4.12)
Then A0 is a self-adjoint invertible Fredholm operator with compact resolvent. The
domain of A0 is W1 and the spectrum of A0 is a point spectrum with 
(A0) =
{1} ∪ 2 (Z \ {0}).
Without loss of generality, we choose the constant C(Hˆ ) in (H3′) so that C(Hˆ ) > 1
does not belong to 
(A0). Denote by {E} the spectral family associated to A0. We
deﬁne a projection on the space L1 by
P =
∫ C(Hˆ )
−C(Hˆ )
dE, (4.13)
and a ﬁnite dimensional subspace of L1
Z1 = PL1. (4.14)
We have the following saddle point reduction in brake orbits case similar to Theorems
4.3.1 and 4.4.1 of [29]:
Proposition 4.1. Suppose the Hamiltonian function Hˆ satisﬁes conditions (H1′)–(H4′).
Then there exists a functional a1 ∈ C2(Z,R) and an injection map u ∈ C1(Z1, L1)
such that u : Z1 → W1 = domA, and they satisfy the following conditions:
1◦ The map u has the form u(z) = w(z) + z, where Pw(z) = 0.
2◦ The functional a1 satisﬁes
a1(z) = f (u(z)) = 12 〈Au(z), u(z)〉L1 − g(u(z)),
a′1(z) = Az − Pg′(u(z)) = Au(z) − g′(u(z)),
a′′1 (z) = AP − Pdg′(u(z))u′(z) = [A − dg′(u(z))]u′(z).
3◦ z ∈ Z1 is a critical point of a1, if and only if u(z) is a solution of Au = g′(u), if
and only if u(z) is a -periodic brake orbit solution of system (4.1).
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4◦ Suppose g(u) = 12 (Bu, u)L1 for all u ∈ L1, where B is the induced linear operator
on the space L1 from a constant symmetric matrix B(t) ≡ B =
(
B1 0
0 B2
)
, where
B1 and B2 are symmetric matrices in Rn. Then a1(z) = 12 ((A − B)z, z)L1 .
5◦ Suppose  is a topological space, for any 
 ∈  the functional g :  × L1 → R
satisﬁes g(
, ·) ∈ C1(L1,R), g′ ∈ C(×L1,R), and C(Hˆ ) is independent of 
 ∈ ,
such that
‖dg′(
, x)‖L(L1)C(Hˆ ). (4.15)
Then there holds u = u(
, z) and its derivative u′z(
, z) with respect to z is contin-
uous.
6◦ For z ∈ Z1, let  be the fundamental solution of the following linear Hamiltonian
system:
y˙(t) = J Hˆ ′′(t, u(z))y. (4.16)
Then we have
dim ker a′′1 (z) = 1
(

( 
2
))
. (4.17)
Proof. The proofs of 1◦–5◦ are the same as those of Theorem 4.3.1 of [29] and the
proof of 6◦ is similar to that of Theorem 4.4.1 of [29]. For our further studies in
Section 6 below, we give a slightly different proof here.
Denote by I the identity map on L1. Let x = z + w, where z ∈ PL1 = Z1 and
w ∈ (I − P)L1. Then f ′(x) = 0 if and only if Ax − g′(x) = 0, if and only if
Az = Pg′(z + w) and Aw = (I − P)g′(z + w). (4.18)
Here we have the decomposition
L1 = Z1 ⊕ (I − P)L1. (4.19)
A maps Z1 and (I−P)W1 into Z1 and (I−P)L1, respectively. So in this decomposition,
we can write the matrix representations of A by
A =
(
A11 0
0 A22
)
, (4.20)
where A11 = A|Z1 and A22 = A|(I−P)W1 . By the deﬁnition of P, A22 is invertible, and
there hold
‖A22‖ > C(Hˆ ) and ‖A−122 ‖ <
1
C(Hˆ )
. (4.21)
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We write also dg′(x) formally by
dg′(x) =
(
B11(x) B12(x)
B21(x) B22(x)
)
. (4.22)
Note that the second equation in (4.18) holds if and only if
w = A−122 (I − P)g′(z + w). (4.23)
For a ﬁxed z, we deﬁne an operator T : (I − P)L1 → (I − P)L1 by
T (w) = A−122 (I − P)g′(z + w). (4.24)
Then we have
T ′(w) = A−122 (I − P)dg′(z + w). (4.25)
By (4.21) and (4.15) we obtain
‖T ′(w)‖‖A−122 ‖‖dg′(z + w)‖ <
1
C(Hˆ )
· C(Hˆ ) = 1. (4.26)
Hence T is a contraction mapping and it has a unique ﬁxed point w(z) in (I − P)L1.
Thus we can solve w in the second equation in (4.18), i.e., we get an injective map
w : Z1 → (I − P)L1 ∩ W1. By the second equation of (4.18), we get that w is in
fact C1.
We deﬁne u : Z1 → W1 by u(z) = z + w(z) for z ∈ Z1. Then u is C1. We deﬁne
the function a1 : Z1 → R by a1(z) = f (u(z)). Then by direct computations we obtain
1◦–5◦.
Next we prove 6◦.
Viewing w = w(z) and differentiating both sides of the second equation of (4.18),
we obtain
w′(z) = A−122 (I − P)dg′(z + w(z))
(
IZ1
w′(z)
)
, (4.27)
where IZ1 is the identity map on Z1. By (4.22), we obtain
(I − P)dg′(u(z)) = (B21(u(z)), B22(u(z))). (4.28)
Then by (4.27) and (4.28), we have
w′(z) = A−122 [B21(u(z)) + B22(u(z))w′(z)]. (4.29)
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Hence we obtain
w′(z) = [A22 − B22(u(z))]−1B21(u(z)), (4.30)
where A22 −B22(u(z)) is invertible by the choice of C(Hˆ ). By (4.30), we then obtain
a′′1 (z) = AP − Pdg′(u(z))u′(z)
= A11 − (B11, B12)
(
IZ1
w′(z)
)
= A11 − B11(u(z)) − B12(u(z))[A22 − B22(u(z))]−1B21(u(z)). (4.31)
In decomposition (4.19), we have
df ′(u(z)) =
(
A11 − B11(u(z)) −B12(u(z))
−B21(u(z)) A22 − B22(u(z))
)
. (4.32)
Then by direct computations, we have
(
I −B12(u(z))[A22−B22(u(z))]−1
0 I
)
df ′(u(z))
(
I 0
−[A22−B22(u(z))]−1B21(u(z)) I
)
=
(
a′′1 (z) 0
0 A22−B22(u(z))
)
. (4.33)
Since A22 − B22(u(z)) is invertible, we have
dim ker a′′1 (z) = dim ker df ′(u(z)). (4.34)
For any z ∈ Z1, we have that y ∈ ker df ′(u(z)) if and only if y ∈ W1 satisﬁes
(4.16). Because  is the fundamental solution of (4.16), we have
y(t) = (t)y(0), ∀t ∈ R. (4.35)
Because y ∈ W1, we have
y
( 
2
)
= Ny
( 
2
)
(4.36)
and
y(0) = Ny(0), i.e., y(0) ∈ {0} × Rn. (4.37)
594 Y. Long et al. /Advances in Mathematics 203 (2006) 568–635
By (4.35), we have

( 
2
)
y(0) = N
( 
2
)
y(0). (4.38)
So we obtain

( 
2
)
y(0) ∈ {0} × Rn. (4.39)
Therefore the number of linearly independent solutions of (4.16) is precisely
1(( 2 )), i.e.,
dim ker df ′(u(z)) = 1
(

( 
2
))
. (4.40)
Then by (4.34), we obtain
dim ker a′′1 (z) = 1
(

( 
2
))
. (4.41)
This proves 6◦ and completes the proof of Proposition 4.1. 
5. Index functions and Morse indices
In this section, we consider the following boundary value problem of linear Hamil-
tonian systems:
y˙(t) = JB(t)y(t), (5.1)
y(t + ) = y(t), y(−t) = Ny(t), (5.2)
where B satisﬁes the following condition:
(B1) B ∈ C(S,Ls(R2n)), S = R/(Z) with  > 0. B(t) =
(
B1(t) B2(t)
B3(t) B4(t)
)
for all
t ∈ R, B1 and B4 are even, B2 and B3 are odd at t = 0 and /2, where Bi(t) ∈ L(Rn)
for 1 i4 and t ∈ R.
Let
Hˆ (t, y) = 12 〈B(t)y, y〉, ∀(t, y) ∈ R × R2n. (5.3)
Then Hˆ satisﬁes conditions (H1′)–(H4′) deﬁned in Section 4. System (5.1) can be
rewritten as
y˙(t) = J Hˆ ′(t, y(t)). (5.4)
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By Section 4, we can choose C(Hˆ ) > 1 sufﬁciently large such that the saddle point
reduction method applies. Let mˆ = [C(Hˆ )/(2)]. Set
Z1 = X0
⊕⎡⎣ mˆ⊕
m=1
(Xm ⊕ X−m)
⎤
⎦ , (5.5)
where Xm is deﬁned by (4.5) for every m ∈ Z. Let a1,B denote the functional a1 deﬁned
in Proposition 4.1 corresponding to Hˆ of (5.3). Denote by m+(a′′1,B(0)), m−(a′′1,B(0)),
m0(a′′1,B(0)) the positive, negative, and null Morse indices of a1,B at the origin, respec-
tively. In the following we shall call these Morse indices the truncated Morse indices
under the saddle point reduction.
Let B be the fundamental solution of system (5.1). We deﬁne the index function of
B by
(1(B), 1(B)) =
(
1
(
B,
[
0,

2
])
, 1
(
B
( 
2
)))
. (5.6)
The following is the main result in this section. It gives a relationship between the
truncated Morse indices and the indices 1 and 1.
Theorem 5.1. Suppose that B(t) =
(
B1(t) B2(t)
B3(t) B4(t)
)
and B satisﬁes condition (B1). Let
d1 = mˆn. Then dim Z1 = 2d1 + n. When C(Hˆ ) is large enough, we have
m−(a′′1,B(0)) = d + 1(B), (5.7)
m0(a′′1,B(0)) = 1(B), (5.8)
m+(a′′1,B(0)) = d − 1(B) − 1(B) + n. (5.9)
We carry out the proof of Theorem 5.1 via two lemmas.
Lemma 5.2. Let B ∈ C([0, 1]×S,Ls(R2n)) and B(s, ·) satisfy condition (B1) for all
s ∈ [0, 1]. Denote by Bs(·) = B(s, ·). Denote the Morse indices of the functional a1,Bs
on the same space Z1 corresponding to system (5.1) with B ≡ Bs at z = 0 by m−s ,
m0s , and m+s , where Z1 is the ﬁnite dimensional space with large enough dimension
dim Z1 = 2d1 + n = 2mˆn + n, and a1,Bs : Z1 → R the functional on Z1 obtained by
the saddle point reduction for all s ∈ [0, 1] with the same space Z1. Suppose
m0s = m00, ∀s ∈ [0, 1]. (5.10)
Then
m−s = m−0 , m+s = m+0 , ∀s ∈ [0, 1]. (5.11)
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Proof. The proof is similar to that of Lemma 6.1.3 in [29] and therefore is omitted.

Lemma 5.3. Let B(t) =
(
B1(t) B2(t)
B3(t) B4(t)
)
for all t ∈ R and B satisfy condition (B1).
Suppose 1(B) = 0. Then
m−(a′′1,B(0)) = d1 + 1(B), (5.12)
m0(a′′1,B(0)) = 0, (5.13)
m+(a′′1,B(0)) = d1 − 1(B) + n. (5.14)
Proof. Since B satisﬁes condition (B1), we have
B2(0) = B3(0) = B2
( 
2
)
= B3
( 
2
)
= 0. (5.15)
Let G = diag(1, 2, . . . , n, 1, 2, . . . , n). By Example 3.2, we can choose 1, . . . ,
n suitably such that the symplectic path  : [0, 2 ] → Sp(2n) deﬁned by (t) =
exp(tJG) satisﬁes
1() = 0, 1() = 1
(
B,
[
0,

2
])
. (5.16)
Then by (iv) of Lemma 2.13, there is a homotopy  : [0, 1] × [0, /2] → Sp(2n) such
that
(0, t) = B(t), (1, t) = (t), ∀t ∈
[
0,

2
]
, (5.17)

(
s,

2
)
∈ Sp0(2n), (s, 0) = I2n, ∀s ∈ [0, 1]. (5.18)
However, this homotopy is only C0 in t. We now modify  to obtain a new homotopy
K ∈ C([0, 1]×[0, 2 ],Sp(2n)) such that K(s, t) is C1 in the variable t and the coefﬁcient
matrix function L(s, t) ≡ −J ( t K(s, t))K−1(s, t) can be extended -periodically to R
to satisfy conditions in Lemma 5.2 for each s ∈ [0, 1] via the following four steps.
Step 1: We ﬁrst push the  on the two sides into the rectangle [0, 1] × [0, 2 ] to
obtain 1:
1(s, t) = B(t), ∀(s, t) ∈ [0, ] ×
[
0,

2
]
, (5.19)
1(s, t) = 
(
s − 
1 − 2 , t
)
, ∀(s, t) ∈ [, 1 − ] ×
[
0,

2
]
,
1(s, t) = (t), ∀(s, t) ∈ [1 − , 1] ×
[
0,

2
]
. (5.20)
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Step 2: To modify 1 further so that it is C1 in t near the boundary of the rectangle
[0, 1] × [0, 2 ], we let 0 < 	 < 2 be small enough to be determined later. Denote by
K1(s, t) the solution of the following equations and boundary values

t
K1(s, t) = JM(s, t)K1(s, t), K1(s, 0) = I2n, (s, t) ∈ [, 1 − ] × [0, 	]
(5.21)
and

t
K2(s, t) = JM(s, t)K2(s, t), K2
(
s,

2
)
= 1
(
s,

2
)
,
(s, t) ∈ [, 1 − ] ×
[ 
2
− 	, 
2
]
, (5.22)
where
M(s, t) = s − 
1 − 2G(t) +
1 − − s
1 − 2 B(t),
∀ (s, t) ∈ [, 1 − ] × [0, 	] ∪ [, 1 − ] ×
[ 
2
− 	, 
2
]
. (5.23)
Then
M(, t) = B(t)
and
M(1 − , t) = G(t)
for all t ∈ [0, 	] ∪ [/2 − 	, /2]. By the uniqueness of the solution of problem (5.21)–
(5.22), K1(, t) = B(t) = 1(, t) for t ∈ [0, 	] and K2(1−, t) = (t) = 1(1−, t)
for t ∈ [ 2 − 	, 2 ]. For 	 > 0 small enough there exist two contractible neighborhoods
1 of I2n in Sp(2n) and 2 of 1|[, 1−]×{/2} in Sp0(2n) such that K1(s, t) ∈ 1
for all (s, t) ∈ [, 1−]× (0, 	], and K2(s, t) ∈ 2 for all (s, t) ∈ [, 1−]×[ 2 −	, 2 ],
and 1(s, t) ∈ 1 for all (s, t) ∈ [0, 1] × (0, 3	], and 1(s, t) ∈ 2 for all (s, t) ∈
[0, 1] × [ 2 − 3	, 2 ].
Step 3: We connect K1 and K2 to 1|[,1−]×[2	, 2−2	] continuously as follows.
Since 1 is contractible, there is a homotopy K3 : [, 1 − ] × [	, 2	] → 1 such that
K3(s, 	) = K1(s, 	), K3(s, 2	) = 1(s, 2	), ∀s ∈ [, 1 − ] (5.24)
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and
K3(, t) = 1(, t) = B(t), K3(1 − , t) = 1(1 − , t) = (t), ∀t ∈ [	, 2	].
(5.25)
Similarly there is a homotopy K4 : [, 1 − ] × [ 2 − 2	, 2 − 	] → 2 such that
K4
(
s,

2
−	
)
=K2
(
s,

2
−	
)
, K4
(
s,

2
−2	
)
=1
(
s,

2
−2	
)
, ∀s∈[, 1−]
(5.26)
and
K4(, t) = 1(, t) = B(t), ∀t ∈
[ 
2
− 2	, 
2
− 	
]
(5.27)
and
K4(1 − , t) = 1(1 − , t) = (t), ∀t ∈
[ 
2
− 2	, 
2
− 	
]
. (5.28)
Then we deﬁne a new homotopy K5 : [0, 1] × [0, 2 ] → Sp(2n) by (cf. Fig. 1):
K5(s, t) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1(s, t), (s, t) ∈ ([0, ] × [0, 2 ]) ∪ ([1 − , 1] × [0, 2 ])∪([, 1 − ] × [2	, 2 − 2	]),
K1(s, t), (s, t) ∈ ([, 1 − ] × [0, 	]),
K2(s, t), (s, t) ∈ ([, 1 − ] × [ 2 − 	, 2 ]),
K3(s, t), (s, t) ∈ [, 1 − ] × [	, 2	],
K4(s, t), (s, t) ∈ [, 1 − ] × [ 2 − 2	, 2 − 	].
(5.29)
Step 4: Now we complete the modiﬁcation.
By our deﬁnitions, K5 is C1 in the variable t near the boundary of [0, 1] × [0, 2 ].
Now, following the standard argument (cf. [22]), we can ﬁnd an approximation K of
K5 such that K coincides with K5 near the boundary of [0, 1] × [0, 2 ] and K is C1 in
the variable t for all s ∈ [0, 1], and can be chosen as close to K5 as we want in C0.
Thus we obtain a new homotopy K : [0, 1] × [0, 2 ] → Sp(2n) connecting B and
 in Sp(2n) being C1 in t ∈ [0, 2 ], such that
K(0, t) = B(t), K(1, t) = (t), ∀t ∈
[
0,

2
]
, (5.30)
K
(
s,

2
)
∈ Sp0(2n), K(s, 0) = I2n. ∀s ∈ [0, 1], (5.31)
where (5.31) follows from (5.18), (5.21), and (5.22).
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Fig. 1. The homotopy K4.
We deﬁne
L(s, t) = −J
(

t
K(s, t)
)
K−1(s, t), (5.32)
and denote by
L(s, t) =
(
L1(s, t) L2(s, t)
L3(s, t) L4(s, t)
)
, Li ∈ L(Rn), 1 in, (s, t) ∈ [0, 1] ×
[
0,

2
]
.
(5.33)
Note that L(s, t) = M(s, t) for all s ∈ [0, 1] and t = 0 or 2 . For all s ∈ [0, 1], by(5.15) and (5.23) we have
L2(s, 0) = B2(0) = 0 = B2
( 
2
)
= L2
(
s,

2
)
, (5.34)
L3(s, 0) = B3(0) = 0 = B3
( 
2
)
= L3
(
s,

2
)
. (5.35)
By (5.35), we can extend L to [0, 1] × [ 2 , ] such that L1 and L4 are even at t = /2,
L2 and L3 are odd at t = /2 by
L(s, t) =
(
L1(s, − t) −L2(s, − t)
−L3(s, − t) L4(s, − t)
)
, ∀(s, t) ∈ [0, 1] ×
[ 
2
, 
]
. (5.36)
Then we extend L to R -periodically.
By our discussions in the above four steps, for s ∈ [0, 1], L(s, ·) satisﬁes condition
(B1), and we can carry out the saddle point reduction in Section 4 for the Hamiltonian
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functions
Hˆs(t, y) = 12 〈L(s, t)y, y〉, ∀(s, t, y) ∈ [0, 1] × [0, ] × R2n. (5.37)
By the deﬁnition of L(s, ·), specially (5.34), we have
1(L(s, ·)) = 0, ∀s ∈ [0, 1]. (5.38)
By (5.38) and (iv) of Lemma 2.13, we have
1(L(s, ·)) = 1(B), ∀s ∈ [0, 1]. (5.39)
Thus by (5.38), 6◦ of Proposition 4.1, and Lemma 5.2, it sufﬁces to prove (5.12)–
(5.14) for L(1, ·) ≡ G.
By 4◦ of Proposition 4.1 for the space Z1, we have
a′′1,G(0)y = (A − G)y = −J y˙ − Gy, ∀y ∈ Z1. (5.40)
For 1mmˆ, the space Xm ⊕ X−m deﬁned by (4.5) is an invariant subspace of
A − G. By direct computations, the operator A − G has the following 2n × 2n matrix
form on this subspace,
Mm = diag
(
2m

− 1, . . . , 2m

− n,−2m

− 1, . . . ,−2m

− n
)
. (5.41)
Since ( 2 ) ∈ Sp0(2n), by Example 3.2, i2 is not an integer, specially i = 0 for all
1 in. Then for any integer 1mmˆ, we have
detMm =
n∏
j=1
((
2m

− j
)(
−2m

− j
))
= 0. (5.42)
The operator A − G has the following matrix form on its invariant subspace X0:
M0 = −diag(1, 2, . . . , n). (5.43)
So Mm is invertible for any 0mmˆ, and the truncated nullity m0(a′′1,G(0)) satisﬁes
m0(a′′1,G(0)) = 0. (5.44)
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Counting positive eigenvalues of Mm for each 0mmˆ and summing their numbers
up, we obtain
m+(a′′1,G(0)) = #{j ∈ {1, . . . , n}| j < 0} +
n∑
j=1
#
{
m ∈ {1, . . . , mˆ}|2m

− j > 0
}
+
n∑
j=1
#
{
m ∈ {1, . . . , mˆ}|−2m

− j > 0
}
= #{j ∈ {1, . . . , n}| j < 0} +
n∑
j=1
#
{
m ∈ {1, . . . , mˆ}|m > j 
2
}
+
n∑
j=1
#
{
m ∈ {1, . . . , mˆ}|m < −j 
2
}
=
∑
1 jn, j>0
(
mˆ −
[
j 
2
])
+
∑
1 jn, j<0
(
mˆ + 1 +
[−j 
2
])
= mˆn −
∑
1 jn, j>0
[
j 
2
]
+
∑
1 jn, j<0
([−j 
2
]
+ 1
)
= mˆn −
∑
1 jn, j>0
[
j 
2
]
+
∑
1 jn, j<0
(
−
[
j 
2
])
= mˆn −
n∑
j=1
[
j 
2
]
, (5.45)
where in the ﬁfth equality, we have used the equality that [−] = −[] − 1 for all
 ∈ R \ Z. Then by (5.45), we have
m−(a′′1,G(0)) = 2mˆn + n − m0(a′′1,G(0)) − m+(a′′1,G(0))
= mˆn + n +
n∑
j=1
[
j 
2
]
. (5.46)
By Example 3.2, we have
1(G) = 1() = n +
n∑
j=1
[
j 
2
]
. (5.47)
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Since d1 = mˆn, by (5.45)–(5.47) we have
m−(a′′1,G(0)) = d1 + 1(G), (5.48)
m+(a′′1,G(0)) = d1 − 1(G) + n. (5.49)
Thus this lemma is proved. 
Proof of Theorem 5.1. By Lemma 5.3, the case 1(B) = 0 has been proved. Using the
idea in the proof of Theorem 5.1 of [9], we prove this theorem for the case 1(B) > 0
in three steps.
Step 1: Saddle point reductions for a family of Hamiltonian functions.
For any two quadratic forms T1 and T2 on a Hilbert space H, we deﬁne T1T2 if
T1(y)T2(y), ∀y ∈ H. (5.50)
We still denote by B the self-adjoint operator from L1 to L1 induced by B as follows:
(By, z)L1 =
∫ 
0
〈B(t)y(t), z(t)〉 dt, ∀y, z ∈ L1, (5.51)
where L1 is deﬁned by (4.2). In this proof, we denote by I the identity matrix in
L(R2n). By the deﬁnition of 1(B − sI ), we have
1(B − sI ) = dim ker(A − B − sI ), ∀s ∈ R, (5.52)
where A is deﬁned in Section 4. Since A − B has compact resolvent and 1(B) > 0,
by spectrum theory, there is a small enough 	 > 0 such that for each s ∈ (0, 	], we
have s /∈ 
(A − B), and then
1(B − sI ) = 0, ∀s ∈ (0, 	]. (5.53)
For all s ∈ [0, 	], let
Hˆs(t, y) = 12 〈(B − sI )y, y〉, ∀(t, y) ∈ R × R2n. (5.54)
Then Hˆs satisﬁes conditions (H1′)–(H4′) deﬁned in Section 4. Let
gs(y) =
∫ 
0
Hˆs(t, y(t)) dt, ∀y ∈ L1. (5.55)
Then
dg′s(y) = B − sI, (5.56)
is independent of y ∈ L1.
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We can choose a common subspace Z1 as in Section 4 such that the saddle point
reduction method applies to Hˆs for all s ∈ [0, 	]. Then by (4.31), we have
a′′1,B(0) = A11 − B11 − B12(A22 − B22)−1B21 (5.57)
and
a′′1,B−sI (0) = A11 − B11 + sIZ1 − B12(A22 − B22 + sI(I−P)L1)−1B21, (5.58)
where A11, A22, and Bij for i, j = 1, 2 are deﬁned by (4.20) and (4.22) in Section 4.
Because Z1 is ﬁnite dimensional and (A22 −B22 + sI(I−P)L1)−1 is continuous in s, we
get the continuity of a′′B−sI (0) in s. So by (5.57)–(5.58) and that B12 and B∗21 = B12
are bounded operators for all s ∈ (0, 	], we have
a′′1,B−sI (0) − a′′1,B(0)
= sIZ1 − B12[(A22 − B22 + sI(I−P)L1)−1 − (A22 − B22)−1]B21
sIZ1 . (5.59)
Then
a′′1,B−sI (0)a′′1,B(0) + sIZ1 , ∀s ∈ (0, 	]. (5.60)
By (5.60), a′′1,B(0) is negative deﬁnite on any negative deﬁnite of a′′1,B−sI (0) for all
s ∈ (0, 	]. Then we have
m−(a′′1,B−sI (0))m−(a′′1,B(0)), ∀s ∈ (0, 	]. (5.61)
By the continuity of (a′′1,B−sI (0)) in s, when 	 > 0 is small enough, we obtain
m−(a′′1,B−sI (0))m−(a′′1,B(0)), ∀s ∈ (0, 	]. (5.62)
By (5.61) and (5.62), we have
m−(a′′1,B−sI (0)) = m−(a′′1,B(0)), ∀s ∈ (0, 	]. (5.63)
By Lemma 5.3, we have
m−(a′′1,B−sI (0)) = d1 + 1(B − sI ), ∀s ∈ (0, 	], (5.64)
where dim Z1 = 2d1 + n.
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Step 2: We claim
1(B − sI ) = 1(B), ∀s ∈ (0, 	]. (5.65)
In fact, denote by s the fundamental solution associated to B − sI , i.e., s satisﬁes

t
s(t) = J (B(t) − sI )s(t), ∀(s, t) ∈ [0, 	] ×
[
0,

2
]
, (5.66)
s(0) = I2n, ∀s ∈ [0, 	]. (5.67)
Then
2
st
s(t) = −J s(t) + J (B(t) − sI )

s
s(t). (5.68)
Denote by Ds(t) = −J s(t)−1 s s(t). By (5.67), we have
Ds(0) = 0. (5.69)
Then by (5.67) and (5.68), we have

t
Ds(t) = t
(
−J s(t)−1

s
s(t)
)
= −J
(

t
s(t)
−1
)

s
s(t) − J s(t)−1
2
st
s(t)
= J s(t)−1
(

t
s(t)
)
s(t)
−1 
s
s(t) − J s(t)−1
2
st
s(t)
= J s(t)−1(J (B(t) − sI ))s(t)−1

s
s(t)
−J −1s
(
−J s(t) + J (B(t) − sI )

s
s(t)
)
= −J s(t)−1(−J s(t))
= −s(t)T s(t), (5.70)
where we used the fact that s(t) is symplectic. By (5.69) and (5.70), we have
Ds
( 
2
)
= −
∫ /2
0
s(t)
T s(t) dt. (5.71)
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Then by (5.71), Ds( 2 ) is negative deﬁnite for all s ∈ [0, 	]. Deﬁne the curve  :[0, 	] → Sp(2n) by
(s) = s
( 
2
)
, ∀s ∈ [0, 	]. (5.72)
Then by Lemmas 2.7 and 2.8, every crossing form associated to  is negative deﬁnite.
Here s = 0 is the unique crossing of  by (5.53). Then by (ii) of Lemma 2.6, we have
1(, [0, s]) = m+((U1, U1, 0)) = 0, ∀s ∈ (0, 	]. (5.73)
Since s is homotopic to the joint path of 0 and |[0,s] for each s ∈ (0, 	], by (iii)
of Proposition 2.11, we have
1
(
s ,
[
0,

2
])
= 1
(
0,
[
0,

2
])
+ 1(, [0, s)), ∀s ∈ (0, 	]. (5.74)
By (5.73), we have
1
(
s ,
[
0,

2
])
= 1
(
0,
[
0,

2
])
, ∀s ∈ (0, 	]. (5.75)
By (5.75) and the deﬁnition of 1(B − sI ), we have proved (5.65).
Step 3: We now complete the proof of Theorem 5.1.
By (5.63) and (5.65), we have
m−(a′′1,B(0)) = d1 + 1(B). (5.76)
By 6◦ of Proposition 4.1, we have
m0(a′′1,B(0)) = 1(B). (5.77)
Then by (5.76) and (5.77), we have
m+(a′′1,B(0)) = dim Z1 − m−(a′′1,B(0)) − m0(a′′1,B(0))
= 2d1 + n − d1 − 1(B) − 1(B)
= d1 + n − 1(B) − 1(B). (5.78)
Theorem 5.1 follows from (5.76)–(5.78). 
We continue to consider the linear Hamiltonian system (5.1), but the boundary con-
dition becomes
y(t + ) = y(t), y(−t) = −Ny(t), ∀t ∈ R. (5.79)
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Since B in system (5.1) satisﬁes condition (B1), We deﬁne two Hilbert spaces as
follows:
W2 = {x ∈ W 1,2(S,R2n) | x(−t) = −Nx(t), ∀t ∈ R}, (5.80)
L2 = {x ∈ L2(S,R2n) | x(−t) = −Nx(t), a.e. t ∈ R} (5.81)
With Hˆ (t, y) = 12 〈B(t)y, y〉 for all (t, y) ∈ R × R2n, we can carry out the saddle
point reduction so that Proposition 4.1 still holds. So for C(Hˆ ) > 1 large enough,
we have a ﬁnite dimensional subspace Z2 of L2 and a functional a2,B such that the
corresponding conclusions in Proposition 4.1 holds.
We deﬁne
2(B) = 2
(
B,
[
0,

2
])
, 2(B) = dim ker 3
( 
2
)
, (5.82)
where B(t) =
(
1(t) 2(t)
3(t) 4(t)
)
with i (t) ∈ L(Rn) for 1 i4 and t ∈ R. In this
saddle point reduction, we have the similar relationship between the truncated Morse
indices and (2, 2)-indices as in Theorem 5.1.
Theorem 5.4. Suppose B(t) =
(
B1(t) B2(t)
B3(t) B4(t)
)
for any t ∈ R satisﬁes condition (B1).
Let dim Zˆ = 2d1 + n for d1 = mˆn sufﬁciently large. We have
m−(a′′2,B(0)) = d1 + 2(B), (5.83)
m0(a′′2,B(0)) = 2(B), (5.84)
m+(a′′2,B(0)) = d1 − 2(B) − 2(B) + n. (5.85)
For -periodic boundary value problems of system (5.1), using the same Hamiltonian
function H(t, y) and spaces W 1,2(S,R2n) and L2(S,R2n), the saddle point reduction
method was carried out by Conley and Zehnder for the nondegenerate case with n2
in [13], Long and Zehnder for the nondegenerate case with n = 1 in [30], and Long
for the degenerate case in [25] (cf. also Chapter 6 of [29]). These works yield a ﬁnite
dimensional subspace Z of L2(S,R2n), and a C2 functional aB : Z → R such that the
conclusions in Theorems 4.3.1 and 4.4.1 of [29] hold when we replace a by aB . Denote
by m∗(a′′B(0)) for ∗ = +, 0,− the corresponding truncated Morse indices, respectively.
Then we have the following theorem.
Theorem 5.5 (Theorem 6.1.1 of Long [29]). Let d = 2mˆn + n = 12 dim Z, then
m−(a′′B(0)) = d + i1(B), (5.86)
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m0(a′′B(0)) = (B), (5.87)
m+(a′′B(0)) = d − i1(B) − (B). (5.88)
6. Mean indices and the proof of Proposition C
Based on preparations in the previous sections, we give the proof of Proposition C
now.
Proof of Proposition C. Suppose (, x) ∈ J˜b(). Let B(t) = H ′′(x(t)). Then from
H ′′(x(−t)) = H ′′(Nx(t)) = NH ′′(x(t))N, ∀t ∈ R, (6.1)
we have B(−t) = NB(t)N for all t ∈ R. Thus B satisﬁes condition (B1). Here we
have i (B) = i (x) for i = 1 and 2.
In Theorem 4.3.1 of [29], Theorems 5.1 and 5.4, we consider the same function
Hˆ (t, y) = 12 〈B(t)y, y〉, ∀(t, y) ∈ R × R2n.
For any y = (p, q) ∈ L2(S,R2n), where p(t), q(t) ∈ Rn for almost every t ∈ R, let
y1(t) =
(
p(t)−p(−t))
2
,
q(t)+q(−t)
2
)
, y2(t) =
(
p(t)+p(−t))
2
,
q(t)−q(−t)
2
)
.
(6.2)
Then we have
y = y1 + y2, y1 ∈ L1, y2 ∈ L2, (6.3)
where L1 is deﬁned by (4.2) and L2 is deﬁned by (5.81). We deﬁne a bilinear form
on L2(S,R2n) which is still denoted by B as follows:
(By1, y2)L2 ≡
∫ 
0
〈B(t)y1(t), y2(t)〉 dt, ∀y1, y2 ∈ L2(S,R2n), (6.4)
where (·, ·)L2 denotes the inner product in L2(S,R2n). Then we have the following
orthogonal decomposition both in the sense of the bilinear form B deﬁned by (6.4)
because B satisﬁes condition (B1) and in the sense of the L2 inner product,
L2(S,R2n) = L1
⊕
L2. (6.5)
Denote by Z1 the ﬁnitely dimensional subspace obtained by Theorem 5.1 for the
brake orbit boundary value problem. Note that dg′(x) deﬁned by (4.22) is independent
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of x ∈ L1, since in this case, Hˆ ′′(t, y) = B(t) for all t ∈ R is independent of y ∈ R2n.
Hence a′′1(z) deﬁned by (4.31) is independent of z ∈ Z1. Denote by Z2 = {Jy| y ∈ Z1}
and Z = Z1 ⊕ Z2, where ⊕ denotes the L2-orthogonal decomposition. Note that the
spaces Z2 and Z here are the same as those in Theorems 5.4 and 5.5, respectively.
Choose C(Hˆ ) > 1 to be large enough such that Theorems 5.1, 5.4 and 5.5 holds
simultaneously with the above spaces Z1, Z2 and Z. Then we have the following
L2-orthogonal decompositions:
L2 = Z2 ⊕ J (I − P)L1, (6.6)
L2(S,R2n) = Z ⊕ ((I − P)L1 ⊕ J (I − P)L1), (6.7)
where P is deﬁned by (4.13) in Section 4.
We deﬁne a functional gˆ on L2(S,R2n) by
gˆ(y) =
∫ 
0
Hˆ (t, y(t)) dt, ∀y ∈ L2(S,R2n), (6.8)
and another functional g˜ on L2 by
g˜(y) =
∫ 
0
Hˆ (t, y(t)) dt, ∀y ∈ L2. (6.9)
Here and below, we use g, g˜, gˆ etc. to denote items for problems on the spaces L1,
L2 and L2(S,R2n), respectively. Since B satisﬁes condition (B1), by the B-orthogonal
decomposition (6.5) and direct computations, we have
g = gˆ|L1 , g˜ = gˆ|L2 , (6.10)
gˆ(y1 + y2) = gˆ(y1) + gˆ(y2), ∀y1 ∈ L1, y2 ∈ L2, (6.11)
where g, L1, L2 are deﬁned by (4.6), (4.2), and (5.81), respectively.
By the deﬁnitions of gˆ, g, and g˜, in the sense of (6.5) we have
dgˆ′(y1 + y2) = dg′(y1) ⊕ dg˜′(y2), (6.12)
dgˆ′(y1 + y2) ≡ dgˆ′(0), dg′(y1) ≡ dg′(0), dg˜′(y2) ≡ dg˜′(0), ∀y1 ∈ L1, y2 ∈ L2.
(6.13)
Here (6.13) follows from the discussion in the paragraph below (6.5).
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We deﬁne an operator A˜ on the Hilbert space L2 with domain W2 by A˜y = −J y˙
and another operator Aˆ on L2(S,R2n) with domain W 1,2(S,R2n) by Aˆy = −J y˙.
Then we have
Aˆ = A ⊕ A˜ (6.14)
under the L2-orthogonal decomposition (6.5), where A is deﬁned in Section 4.
Under decomposition (6.6), we can write the matrix representations of A˜ and dg˜′(0)
by
A˜ =
(
A˜11 0
0 A˜22
)
and dg˜′(0) =
(
B˜11 B˜12
B˜21 B˜22
)
, (6.15)
respectively. Under decomposition (6.7), we can write the matrix representation of Aˆ
and dgˆ′(0) by
Aˆ =
(
Aˆ11 0
0 Aˆ22
)
and dgˆ′(0) =
(
Bˆ11 Bˆ12
Bˆ21 Bˆ22
)
, (6.16)
respectively. Then by (6.12)–(6.14), we have
Aˆ11 = A11 ⊕ A˜11, Aˆ22 = A22 ⊕ A˜22, (6.17)
Bˆij = Bij ⊕ B˜ij , ∀i, j = 1, 2 (6.18)
under the corresponding L2-orthogonal decompositions.
When C(Hˆ ) is large enough, we denote by aB , a1,B , and a2,B the C2 functionals
corresponding to Z, Z1 and Z2 under the saddle point reductions, respectively. Thus
by (6.12)–(6.13), (6.15)–(6.16), and the same proof of (4.31) in Section 4, we have
a′′2,B(0) = A˜11 − B˜11 − B˜12(A˜22 − B˜22)−1B˜21, (6.19)
a′′B(0) = Aˆ11 − Bˆ11 − Bˆ12(Aˆ22 − Bˆ22)−1Bˆ21. (6.20)
By (4.31) and (6.17)–(6.20), we obtain
a′′B(0)|Z1 = Aˆ11|Z1 − Bˆ11|Z1 − Bˆ12(Aˆ22 − Bˆ22)−1Bˆ21|Z1
= A11 − B11 − B12(A22 − B22)−1B21
= a′′1,B(0). (6.21)
By the same argument, we have
a′′B(0)|Z2 = a′′2,B(0). (6.22)
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Since Z1 and Z2 invariant under the bilinear forms a′′1,B(0) and a′′2,B(0), respectively,
and Z1 is L2-orthogonal to Z2, the spaces Z1 and Z2 are orthogonal in the sense of
a′′B(0), i.e.,
(a′′B(0)z1, z2)L2 = (a′′1,B(0)z1, z2)L2 = 0, ∀z1 ∈ Z1, z2 ∈ Z2. (6.23)
Therefore by (6.21)–(6.23), the truncated Morse indices in Theorem 5.5 are the sums
of the two corresponding truncated Morse indices in Theorems 5.1 and 5.4, i.e., there
holds
d + i1(B) = (d1 + 1(B)) + (d1 + 2(B)). (6.24)
Since d = 2mˆn + n = 2d1 + n, this yields
1(B) + 2(B) = i1(B) + n. (6.25)
This proves Proposition C. 
Remark 6.1. Proposition C can also be proved by using the spectral ﬂow formula
given in [9].
Corollary 6.2. Under the conditions of Proposition C, the limits
ˆj (x) ≡ lim
m→+∞
j (x
m, [0,m])
m
for j = 1, 2 (6.26)
exist, and there holds
ˆ1(x) = ˆ2(x) = 12 iˆ1(x). (6.27)
Proof. In fact (6.25) is independent of the iterations xm of x in B(t) = H ′′(xm(t)),
i.e.,
1(x
m) + 2(xm) = i1(xm) + n, ∀m ∈ N. (6.28)
By Theorem 3.3, we have
|1(xm) − 2(xm)|n, ∀m ∈ N. (6.29)
Dividing both sides of (6.28) and (6.29) by m, and letting m tend to +∞ yield the
existences of ˆj (x) for j = 1, 2. Then (6.26) and (6.27) follows immediately. 
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7. Variational set up
We modify slightly the dual variational method used in [16,17] to treat our case of
brake orbits with a Z2-action.
Since H satisﬁes conditions (H1)–(H4) and H(0) = 0, the energy surface  =
H−1(h) is C2, compact, symmetric with respect to the origin, and strictly convex.
Let j : → [0,+∞) be the gauge function of  deﬁned by
j(0) = 0, and j(x) = inf
{
 > 0 | x

∈ C
}
, ∀x ∈ R2n \ {0}, (7.1)
where C is the domain enclosed by . Deﬁne
H(x) = j(x)2, ∀x ∈ R2n. (7.2)
Then H ∈ C2(R2n\{0},R) ∩ C1,1(R2n,R). Its Fenchel conjugate (cf. [16,17]) is the
function H ∗ deﬁned by
H ∗(y) = max{〈x, y〉 − H(x)| x ∈ R2n}. (7.3)
Since  is symmetric, both H and H ∗ are even.
Note that we have H ∗(Ny) = H ∗(y) since H(Ny) = H(y) for any y ∈ R2n.
Therefore,
(H ∗)
′(Ny) = N(H ∗)′(y), ∀y ∈ R2n. (7.4)
For S1 = R/Z, we deﬁne a Hilbert space E by
E =
{
x ∈ W 1,2(S1,R2n) | x(−t) = Nx(t), a.e. t ∈ R, and
∫ 1
0
x(t) dt = 0
}
. (7.5)
The inner product on E is given by
(x, y)E =
∫ 1
0
〈x˙(t), y˙(t)〉 dt, ∀x, y ∈ E. (7.6)
The C1,1 Hilbert manifold M ⊂ E associated to  is deﬁned by
M =
{
x ∈ E
∣∣∣∣
∫ 1
0
H ∗(−J x˙(t)) dt = 1 and
∫ 1
0
〈J x˙(t), x(t)〉 dt < 0
}
. (7.7)
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Let Z2 = {−id, id} be the usual Z2 group. We deﬁne the Z2-action on E by
−id(x) = −x, id(x) = x, ∀x ∈ E.
Note that the origin 0 is the only ﬁxed point of this Z2-action on E. Since H ∗ is even,
M is symmetric with respect to 0, i.e., Z2-invariant. There is an induced Z2-action
on M. So M is a paracompact Z2-space. We deﬁne
A(x) = 1
2
∫ 1
0
〈J x˙(t), x(t)〉 dt. (7.8)
Then A ∈ C∞(E,R) is a Z2-invariant functional. We denote by A the restriction of
A to M. For d ∈ (0,∞) we deﬁne
Md ≡ A−1 ((−∞, d]). (7.9)
Let
(x) =
∫ 1
0
H ∗(−J x˙(t)) dt, ∀x ∈ E. (7.10)
Then  ∈ C1,1(E,R).
In the following we denote by G = Z2, EG = S∞, BG = RP∞, p : S∞ → RP∞
the standard projection. Then (EG, p,BG) is the universal bundle for the G-action (cf.
[10]). Denote by Md,G the “G-quotient” of Md by Md,G = (Md × EG)/G, where G
acts freely in the obvious way on Md,G. Thus we have the principle bundles
Md × EG → Md,G, M × EG → M,G.
Denote by h : M → BG the unique classifying map (cf. [23]) in the homotopy sense.
The restriction of h to Md,G is denoted by h
d
 which can serve as a classifying map
for the principle bundle Md × EG → Md,G. We denote by H¯ the Alexander- ˇCech
cohomology with coefﬁcients Z2 (cf. [38]). We have
H¯ (BG)Z2[],  ∈ H¯ 1(BG) \ {0}. (7.11)
As in [16], we deﬁne a map  : (−∞, 0) → N ∪ {0} by
(d) = inf{k ∈ N ∪ {0}|(hd)∗(k) = 0}. (7.12)
Here (d) is in fact the Fadell–Rabinowitz index for the G-space Md (cf. [18]). Since
there are no ﬁxed points of the G-action on Md, we have (d) < +∞. We will prove
this in (ii) of Lemma 7.1.
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Consider the C1,1-functional A = A|M on M. Let the Riemannian metric on M
be the one induced from E. As in [17], A satisﬁes the following (PS)d condition for
d ∈ (−∞, 0).
(PS)d: ‖ A′(xk) ‖→ 0 and A(xk) → d < 0 imply that {xk} is precompact in M.
Deﬁne
Cr(d) = {x ∈ M|A′(x) = 0, A(x) = d}.
Denote by Cr() the set of all critical points of A.
For k ∈ N,  ∈ {0, 1/2}, and z ∈ E, we deﬁne
((k, ) ∗ z)(t) = 1
k
z(kt + ). (7.13)
Then
A((k, ) ∗ z) = 1
k
A(z), (7.14)
and (k, ) ∗ z ∈ Cr(), if z ∈ Cr(). Denote by “∼” the smallest equivalence relation
containing the relation
z → (k, ) ∗ z, for all (k, ) ∈ N × {0, 1/2} and z ∈ E, (7.15)
and [z] the equivalence class of z ∈ E.
Lemma 7.1. (i) There is an bijection between Cr()/ ∼ and J˜b().
(ii) (d) < +∞, ∀d ∈ (−∞, 0).
(iii) d → (d) is nondecreasing.
(iv) limd↓d0 (d) = (d0).
(v) ind(Cr(d))(d) − (d−) ∀d ∈ (−∞, 0).
In particular, if  is discontinuous at d, then Cr(d) = ∅. Moreover if (d) −
(d−)2, then Cr(d) contains inﬁnitely many geometrically distinct brake orbits.
(vi) limd↑0 (d) = +∞.
Proof. The proof is similar to those of Lemmas 5 and 6 in [17]. We only prove (i)
and (ii) here and indicate modiﬁcations for brake orbits. Let z ∈ Cr() be a critical
point of A with period 1, then there exists some real number  = 0, such that
A′z = ′(z). (7.16)
Taking the inner product with every h ∈ E, we have
∫ 1
0
〈z(t),−J h˙(t)〉 dt =
∫ 1
0
〈J z˙(t), h(t)〉 dt = 
∫ 1
0
〈(H ∗)′(−J z˙(t)),−J h˙(t)〉 dt. (7.17)
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Let h = z, using (z) = 1 and that A′ and ′ are positively 1-homogeneous, we get
 = A(z) < 0. (7.18)
By the facts JN = −NJ , z ∈ E, and (7.4) we get
(H ∗)
′(−J z˙(−t)) = (H ∗)′(−NJ z˙(t)) = N(H ∗)′(−J z˙(t)).
By (7.17), we have
∫ 1
0
〈z(t) + (H ∗)′(−J z˙(t)),−J h˙(t)〉 dt = 0, ∀h ∈ E. (7.19)
Let c1(z) = −
∫ 1
0 [z(t) + (H ∗)′(−J z˙(t))] dt . Then we have
c1(z) ∈ {0} × Rn ⊂ R2n and z + (H ∗)′(−J z˙) − c1(z) ∈ E.
By (7.19), we have
∫ 1
0
〈z(t) + (H ∗)′(−J z˙(t)) + c1(z),−J h˙(t)〉 dt = 0, ∀h ∈ E. (7.20)
Then z + (H ∗)′(−J z˙) + c1(z) = 0, i.e.,
z(t) + c1(z) = ||(H ∗)′(−J z˙(t)). (7.21)
Hence by the Legendre reciprocity formula (cf. [16]), we have
||−1H ′(z(t) + c1(z)) = −J z˙(t). (7.22)
Deﬁning z1(t) = z(||t) + c1(z), we obtain
−J z˙1 = H ′(z1). (7.23)
Hence
d
dt
H(z1(t)) = 〈−J z˙1(t), z˙1(t)〉 = 0, (7.24)
and H(z1(t)) is independent of t . By (7.23) and the 2-homogeneity of H, we have
∫ 1/||
0
〈−J z˙1(t), z1(t)〉 dt =
∫ 1/||
0
〈H ′(z1(t)), z1(t)〉 dt = 2||H((z1(0)), (7.25)
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i.e.,
H(z1(0)) = 12 ||
∫ 1/||
0
〈−J z˙1(t), z1(t)〉 dt. (7.26)
By (7.18), we have
∫ 1/||
0
〈−J z˙1(t), z1(t)〉 dt = ||
∫ 1/||
0
〈−J z˙(||t), z(||t) + c1(z)〉 dt
=
∫ 1
0
〈−J z˙(t), z(t)〉 dt
= −2A(z)
= 2||. (7.27)
So by (7.26) and (7.27), we obtain
H(z(t) + c1(z)) = ||2. (7.28)
Therefore
H(||−1(z(t) + c1(z))) = 1, ∀t ∈ R. (7.29)
Deﬁne
x(t) = x(z)(t) = ||−1(z(||t) + c1(z)), ∀t ∈ R. (7.30)
We have
−J x˙ = H ′(x), H(x(t)) = 1, ∀t ∈ R, (7.31)
and x is ||−1-periodic.
We deﬁne a map  : M → J˜b() by
(z)(t) = x(z)(t) = |A(z)|−1(z(|A(z)|t) + c1(z)). (7.32)
For any x ∈ J˜b(), doing the above procedure backwards we obtain a z ∈ Cr(),
such that (z) = x. This yields that  is surjective. By the deﬁnition of , we have
(z1)R = (z2)R if and only if z1 ∼ z2. Thus  induces a bijection from Cr()/ ∼
to J˜b(). This proves (i).
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To see that (d) < +∞, decompose E orthogonally as follows:
E = E− ⊕ E+, (7.33)
where E± = span{Xk| ∓ k ∈ N}, and Xk is deﬁned by (4.5) for all k ∈ Z.
If d ∈ (−∞, 0), one easily ﬁnds k0 ∈ N such that x(t) = ∑k∈Z\{0} xk ∈ M with
xk ∈ Xk for all k ∈ Z and A(x)d implies
k0∑
k=1
k‖xk‖2L2 = 0. (7.34)
Hence the orthogonal projection Pk0 : E → E−k0 , where E−k0 = {x ∈ E−|xk = 0 for k >
k0}, induces a G-equivariant map Md → E−k0 \ {0}. Since there is no ﬁxed point of
this G-action on E−k0 \ {0}, we have
(d) = ind(Md) ind(E−k0 \ {0}) < +∞
by a result in [18], where ind is the Fadell–Rabinowitz index (cf. [18]). This proves
(ii). 
Lemma 7.2. Let dˆ ∈ (−∞, 0) be a point of discontinuity for . Deﬁne k and j by
k = (dˆ−) + 1 = lim
d↑dˆ
(d) + 1,
k + j = (dˆ).
Denote by ε0 > 0 a number which is smaller than the distance of dˆ to the closest point
of discontinuity d1 of  with d1 = dˆ . Then we have for ε ∈ (0, ε0) and i = k, . . . , k+j ,
H¯ i−1(Mdˆ+ε,G ,M
dˆ−ε
,G ) = 0. (7.35)
Moreover denote by f : M,G → BG a classifying map and let
f+ : Mdˆ+ε,G → BG and f− : Mdˆ−ε,G → BG
be the restrictions. Let
a : Mdˆ−ε,G → Mdˆ+ε,G and b : Mdˆ+ε,G → (Mdˆ+ε,G ,Mdˆ−ε,G )
be inclusions. Then there exists a cohomology class

 ∈ H¯ k−1(Mdˆ+ε,G ,Mdˆ−ε,G )
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with b∗(
) = (f+)∗(k+1). We have moreover
(f+)∗(m) ∪ 
 = 0 for m = 0, . . . , j.
Proof. Since the proof is the same as that of Lemma 7 of [17, p. 431], it is omitted
here. 
Let z be a critical point of A. Then z(t) = 0 for all t ∈ R. Similarly to formula
(49) of [17], we deﬁne a quadratic form Qz on E by
Qz(h) = 12
∫ 1
0
〈J h˙(t), h(t)〉dt − 1
2
A(z)
∫ 1
0
〈(H ∗)′′(−J z˙(t))J h˙(t), J h˙(t)〉 dt,
∀h ∈ TzM. (7.36)
Deﬁnition 7.3. Qz|TzM is called the formal Hessian of A at z. Denote by m−(Qz)
the maximal dimension of a linear space in E on which Qz is negative deﬁnite, and
denote by m0(Qz) the dimension of kernel of Qz.
Denote by m−(z) the maximal dimension of a linear space in TzM on which Qz
is negative deﬁnite, and denote by m0(z) the dimension of kernel of Qz|TzM . We call
m−(z) and m0(z) the formal Morse index and nullity of the critical point z.
Since A(z) < 0 and H ∗(−J z˙(t) is positive deﬁnite, by the same discussion in [17],
both m−(z) and m0(z) are ﬁnite.
Remark 7.4. (i) If z is a critical point of A, so is −z. Since H ∗ is even, so is (H ∗)′′.
Hence (H ∗)
′′(−J (−z˙(t))) = (H ∗)′′(−J z˙(t)) for all t ∈ R. Thus m−(−z) = m−(z) and
m0(−z) = m0(z).
(ii) Since z is a critical point of A, we have z ∈ ker Qz. Then E = Rz⊕ TzM is
a Qz-orthogonal decomposition of E since z /∈ TzM. Hence we have
m−(z) = m−(Qz), m0(z) = m0(Qz) − 1. (7.37)
For a natural number k, we denote by Dk the 2nk dimensional subspace
Dk =
k⊕
j=1
(X−j ⊕ Xj),
where X−j and Xj are deﬁned in Section 4 by (4.5). Deﬁne Pk the orthogonal projec-
tion from E to Dk . Moreover we put Qk = I−Pk , where I denotes the identity map on
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E. For the above k we deﬁne an open C1,1-submanifold of M˜ = {x ∈ E|(x) = 1}
by
M˜,k = {x ∈ M˜|Pkx = 0}.
For d0 ∈ (−∞, 0) we put
M˜
d0
,k = M˜,k ∩ Md0 .
Denote by S(Dk) the unit sphere centered at the origin in Dk . We deﬁne
 : S(Dk) × D⊥k → (0,+∞), (y, z) = (y + z)−
1
2
and

 : S(Dk) × D⊥k → M˜,k, 
(y, z) = (y, z)(y + z).
Similarly to Lemma 8 of [17], we can prove that the map 
 is a C1,1-diffeomorphism
onto. This gives local coordinates in M˜,k . We shall express A˜ = A|M˜ by “local
coordinates” in S(Dk) × D⊥k , i.e., we consider the map of class C1,1 given by
(y, z) → A ◦ 
(y, z).
Deﬁne
y(z) = A ◦ 
(y, z), 
y(z) = 
(y, z), ∀(y, z) ∈ S(Dk) × D⊥k . (7.38)
We equip the vector bundle S(Dk) × D⊥k → S(Dk) with the metric [·, ·] induced by
the inner product on E
[(y, z), (y, z¯)] ≡ (z, z¯)E, ∀(y, z), (y, z¯) ∈ S(Dk) × D⊥k . (7.39)
By deﬁnition (7.38), y depends on k. By the same proof of Lemma 12 of [17, p. 437],
for a ﬁxed d0 < 0, there exists k(d0) ∈ N such that y satisﬁes the (PS)d condition for
all d ∈ (−∞, d0] with kk(d0). Hence if inf y(D⊥k )d0, the inﬁmum is attained.
Deﬁne
˜(y) = inf y(D⊥k ), ∀y ∈ S(Dk), (7.40)
such that the right-hand side in (7.40) is less than or equal to d0. So there exists
zy ∈ D⊥k with ˜(y) = y(zy). By the same argument as that in Lemma 11 of [17,
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p. 434], zy is uniquely determined by y and the map y → zy is globally Lipschitz
continuous.
Deﬁne for kk(d0) a subset ˙
d0
,k of M by
˙
d0
,k = {
y(zy) ∈ M|˜(y) < d0}. (7.41)
Moreover put M˙d0 = {x ∈ M|A(x) < d0}.
By the same arguments as in Lemmas 13–15 of [17, pp. 438–442], we have the
following lemma:
Lemma 7.5. Let d0 ∈ (−∞, 0) and kk(d0).
(i) ˙d0,k is a strong G-equivariant deformation retract of ˙
d0
 .
(ii) A˜ ≡ A|
˙
d0
,k
is of class C1,1. The critical points of A˜ are exactly the critical
points of A|
˙
d0

, and the G-action on ˙d0 is smooth near critical orbits. Also A|˙d0,k
is smooth near a critical orbit.
(iii) Let x ∈ ˙d0,k be a critical point of A˜ and denote its Morse index and nullity by
i−(x) and i0(x), respectively. Then
i−(x) = m−(x) and i0(x) = m0(x), (7.42)
where the formal Morse index m−(x) and nullity m0(x) of x which is a critical point
of A are deﬁned by Deﬁnition 7.3.
For d ∈ (−∞, d0), let
 ≡ ˙d0,k and d ≡ {x ∈ |A˜(x)d}.
For c < d < d0, by our above discussions, (d ,c) → (MdS ,McS) is a G-homotopy
equivalence. Denote by Cr(dˆ) the set of critical points of A˜ on level dˆ, where dˆ is
given in Lemma 7.2, and in the following we ﬁx such a dˆ.
Given  > 0 we deﬁne an equivalent relation on level Cr(dˆ) as follows:
xˆ
∼ x¯ if and only if there exists a ﬁnite sequence {x˜l}l=0,...,m+1 ⊂ Cr(dˆ) with
x˜0 = xˆ, x˜m+1 = x¯ and ‖ x˜l − x˜l+1 ‖< .
By similar discussions of Lemma 12 in [17, p. 437], the set Cr(dˆ) is compact. Hence
there are only ﬁnitely many equivalent classes. Here the Riemannian metric on  is
induced from the inner product of E. We denote by x ∗ t the negative gradient ﬂow
associated to A˜ for t ∈ R.
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Fix  > 0, for every equivalent class [ul] in Cr(dˆ)/ ∼, let vl = [ul] ∪ (−[ul]), where
−[ul] indicates the −id ∈ G action on [ul]. Then vl is G-invariant, open and closed
in Cr(dˆ). Denote by v1(), . . . , vm all the mutually distinct such unions of equivalent
classes in Cr(dˆ)/ ∼ x¯.
For ε0 deﬁned in Lemma 7.2, we ﬁnd ε() ∈ (0, ε0) and compact G-neighborhoods
Ki in  of vi such that
the G-action and A˜ are smooth on an invariant neighborhood of Ki, (7.43)
Ki ∩ Kj = ∅, if i = j, (7.44)
dist(Ki, vi) and ind(Ki) = ind(vi), (7.45)
Ki ∩ {x ∈ |A˜(x) ∈ [dˆ − ε(), dˆ + ε()], DA˜(x) = 0}
⊂ Ki ∩ {x ∈ |A˜(x) = dˆ − ε() or A˜(x) = dˆ + ε()}, (7.46)
the facts a, b0, x ∈ Ki and A˜(x ∗ t) ∈ [dˆ − ε(), dˆ + ε()] for t ∈ [−a, b]
imply x ∗ [−a, b] ⊂ Ki, (7.47)
where ind(Ki) is the Fadell–Rabinowitz index of Ki .
Deﬁne K−i = Ki ∩ dˆ−ε(). By Lemmas 7.3 and the same proofs of Lemmas 16
and 19 in [17], we have the following lemma.
Lemma 7.6. (i) The inclusion
⊔
i∈{1,2,...,m()}
(Ki,K
−
i ) ↪→ (dˆ+ε(),dˆ−ε()) (7.48)
induces an isomorphism in equivariant cohomology. Here
⊔
denotes a disjoint
union.
(ii) For the k and j deﬁned in Lemma 7.2 with dˆ, there exists i0 ∈ {1, . . . , m()}
such that the cohomology classes
f ∗i0()
l ∪ 
i0 ∈ H¯ k−1+lG (Ki0 ,K−i0 ), for l ∈ {0, 1, . . . , j}
are nonzero, where f ∗i0 = ∗i0(f+)∗, the map f+ is deﬁned in Lemma 7.2, ∗i is the
homomorphism induced by the inclusion i : (Ki,K−i ) ↪→ (dˆ+ε(),dˆ−ε()). However
the restriction of f ∗i0()l ∪ 
i0 to H¯ k−1+lG (Kdi0 ,K−i0 ) is zero.(iii) If j1, then Ki0 contains inﬁnitely many critical orbits on level d, in fact
ind(vi)j + 1.
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By (7.43)–(7.47) and Lemma 4.9 of [41], and an equivariant partition of unity argu-
ment, there is a G-invariant smooth map Aˆ deﬁned in a neighborhood of Ki0 has the
following properties:
1◦ Aˆ is C∞-close to A˜.
2◦ Aˆ coincides with A˜ outside a neighborhood of Ki0 .
3◦ The critical orbits of Aˆ on levels between dˆ − ε()2 and dˆ + ε()2 are nondegenerate.
4◦ The inclusion ({x ∈ Ki0 |Aˆ(x)d},K−i0 ) ↪→ (Ki0 ,K−i0 ) induces a map in equivariant
cohomology which maps f ∗i0(
l )∪
i0 , l = 0, . . . , j , to nonzero classes for d dˆ +
ε()
4 , and to zero classes for d dˆ − ε()4 .
Let
d = {m| 0mj and f ∗i0(m) ∪ 
i0 induces a nonzero class in
H¯ k−1+mG ({x ∈ Ki0 |Aˆ(x)d},K−i0 )}.
As in [17], we deﬁne a map  : [dˆ − ε(), dˆ + ε()] → Z by
(d) =
{
maxd if d = ∅,
−1 otherwise. (7.49)
As in Lemma 20 of [17, p. 448], there exists a sequence di for 0 ij such that
dˆ − ε()
4
< d0 < · · · < dj  dˆ + ε()4 , (7.50)
and  is discontinuous at di . Moreover, di’s are critical values of Aˆ and
(d+i ) − (d−i ) = 1, (d−0 ) = −1. (7.51)
Then we have the following lemma.
Lemma 7.7. For each above di , there exists a critical point ui of Aˆ in Ki0 on level
di such that
Ck−1+iG (Aˆ,G ∗ ui) = 0 for i = 0, 1, . . . , j, (7.52)
where the deﬁnition of equivariant critical group C∗G(Aˆ,G ∗ ui) at the critical orbit
G ∗ ui can be found in Deﬁnition 7.5 of [12, p. 76].
Proof. By Property 3◦ of Aˆ, each di is an isolated critical value of Aˆ. For i ∈
{0, 1, . . . , j}, we can choose a common real number  > 0 small enough such that
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there is only one critical value di on [di − , di + ] for Aˆ. Each critical orbit of Aˆ is
nondegenerate.
We ﬁx an i in the following proof of this lemma. Let Kci0 ≡ {x ∈ Ki0 |Aˆ(x)c} for
any c ∈ [dˆ − ε(), dˆ + ε()]. Then K−i0 ⊂ K
di−
i0
. Consider the following inclusions:
(K
di−
i0
,K−i0 )

↪→ (Kdi+i0 ,K−i0 )
˜
↪→ (Kdi+i0 ,K
di−
i0
).
It induces the following exact sequence:
H¯ ∗G(K
di+
i0
,K
di−
i0
)
˜
∗
→ H¯ ∗G(Kdi+i0 ,K−i0 )
∗→ H¯ ∗G(Kdi−i0 ,K−i0 ). (7.53)
By (7.50) and (7.51), we have
(di + ) = i, and (di − ) = i − 1, for i = 1, . . . , j.
Then by ’s deﬁnition, f ∗i0(
i ) ∪ 
i0 induces a zero class in H¯ k−1+iG (Kdi−i0 ,K−i0 ),
and a nonzero class in H¯ k+1−iG (K
di+
i0
,K−i0 ). Thus by the exactness of (7.53), there
is a nonzero class  in H¯ k−1+iG (K
di+
i0
,K
di−
i0
) such that ˜∗ is the restriction of
f ∗i0(
i ) ∪ 
i0 in H¯ k+1−iG (Kdi+i0 ,K−i0 ). Thus
H¯ k−1+iG (K
di+
i0
,K
di−
i0
) = 0. (7.54)
By our deﬁnition there are only one critical value di of Aˆ in the interval [di −, di +
], and all critical orbits of Aˆ with critical value di are nondegenerate. Therefore they
are isolated and the total number of them is ﬁnite. Hence all the critical orbits of Aˆ
with critical value di can be listed as G ∗ wl for 1 lni < +∞.
By the same argument in Theorem 1.4.2 of [12, p. 35], we have
H¯ k−1+iG (K
di+
i0
,K
di−
i0
)
ni⊕
l=1
Ck−1+iG (Aˆ,G ∗ wl). (7.55)
By (7.54) and (7.55) there exists at least one critical point ui in w1, . . . , wni such that
Ck−1+iG (Aˆ,G ∗ ui) = 0. (7.56)
The lemma is proved. 
Lemma 7.8. The Morse index and the nullity of ui given by Lemma 7.7 are
i−(ui) = k − 1 + i, i0(ui) = 0. (7.57)
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Proof. Because ui is nondegenerate, we have i0(ui) = 0. Since in Z2-coefﬁcients the
negative bundle over the orbit Z2 ∗ ui is trivial, by Theorem 7.5 of [12, p. 78], we
have
C∗G(Aˆ,G ∗ ui)H¯ ∗−i
−(ui )
G (G ∗ ui), (7.58)
where i−(ui) is the dimension of negative bundle over G ∗ ui . By the deﬁnition of
H¯G, we have
H¯ rG(G ∗ ui)Hr(S∞;Z2) =
{
Z2, r = 0,
0 otherwise. (7.59)
So by (7.58), we have
CrG(Aˆ,G ∗ ui) =
{
Z2, r = i−(ui),
0 otherwise. (7.60)
By Lemma 7.7, Ck−1+iG (Aˆ,G ∗ ui) = 0, which implies
i−(ui) = k − 1 + i.
Thus the lemma is proved. 
Having above preparations, we can prove our main result in this section.
Theorem 7.9. For dˆ given in Lemma 7.2, there is a critical point x¯i of A for every
i ∈ {k, . . . , k + j} such that
m−(x¯i) i − 1m−(x¯i) + m0(x¯i). (7.61)
Moreover, if j1, given any integer b and positive number 0 > 0, the x¯i can be
chosen in such a way that a 0-ball around x¯i contains at least b critical points on
different orbits on level dˆ .
Proof. Since Aˆ is arbitrarily C∞ close to A˜, by the deﬁnitions of 1◦–4◦ of Aˆ and
Lemmas 7.7, 7.8, there exists a critical point x¯i of A˜ for each i ∈ {k, . . . , k + j} on
level dˆ such that
i−(x¯i) i − 1 i−(x¯i) + i0(x¯i). (7.62)
By (iii) of Lemma 7.6, we have
ind[x¯i]j + 1, (7.63)
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where [x¯i] is deﬁned before (7.43). By (ii) of Lemma 7.5, x¯is are also critical points
of A. By (iii) of Lemma 7.5, we have
m−(x¯i) = i−(x¯i) and m0(x¯i) = i0(x¯i). (7.64)
Hence by (7.62) and (7.64), (7.61) holds. The second conclusion of this theorem follows
from the standard argument in Fadell–Rabinowitz index. 
Corollary 7.10. For each k ∈ N, there exists a critical point xk of A such that the
sequence {A(xk)}k∈N increases strictly to zero and there holds
m−(x¯k)k − 1m−(x¯k) + m0(x¯k). (7.65)
8. The formal Morse index and the index µ1
Let x = x(z) be deﬁned by (7.30), where z is a critical point of A on M. Let
T = |A(z)|−1. Then x is a T -periodic brake orbit solution of the Hamiltonian system
x˙ = −JH ′(x), (8.1)
H(x(t)) = 1, ∀t ∈ R. (8.2)
The linearized system at x is given by
y˙ = JH ′′(x)y. (8.3)
For every s > 0, we deﬁne a real Hilbert space
Es ≡
{
y ∈ W 1,2([−s, s],R2n)
∣∣∣ y(−t) = Ny(t), ∀t ∈ [−s, s] and
y(−s) = y(s),
∫ s
−s
y(t) dt = 0
}
.
Let B(t) = [H ′′(x(t))]−1. We deﬁne a bilinear form Qs on Es by:
Qs(y1, y2) ≡ 12
∫ s
−s
(〈J y˙1, y2〉 + 〈B(t)J y˙1, J y˙2〉) dt. (8.4)
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Note that y(−t) = Ny(t) and u(t) = −J y˙(t) yields u(−t) = Nu(t). So we deﬁne
a Hilbert space Ls and a bilinear form qs on it by
Ls =
{
u ∈ L2([−s, s];R2n)|
∫ s
−s
u(t) dt = 0 and u(−t) = Nu(t), a.e. t ∈ R
}
,
(8.5)
qs(u, v) = 12
∫ s
−s
[〈u,−sv〉 + 〈B(t)u, v〉] dt. (8.6)
Here s is deﬁned by
d
dt
su = −Ju and
∫ s
−s
su = 0. (8.7)
By the deﬁnitions of Qs and qs for s > 0, we have
Qs(y, y) = qs(J y˙, J y˙), ∀y ∈ Es. (8.8)
By Lemma 1.4.1 of [16], s is an invertible compact operator from Ls to Es . According
to Proposition 1.4.2 of [16], there is a qs-orthogonal splitting:
Ls = E+(s) ⊕ E0(s) ⊕ E−(s) (8.9)
such that qs restricts to E+(s), E0(s), and E−(s) are positive deﬁnite, zero, and negative
deﬁnite, respectively. Note that E0(s) and E−(s) are ﬁnite dimensional.
We deﬁne the index iH ′′(x),s and the nullity H ′′(x),s for s > 0 by iH ′′(x),s =
dim E−(s) and H ′′(x),s = dim E0(s), respectively. We have the following lemma.
Lemma 8.1. The nullity H ′′(x),s is the total number of linearly independent solutions’
of the boundary-value problem
y˙ = JH ′′(x(t))y,
y(0), y(s) ∈ {0} × Rn ⊂ R2n. (8.10)
Proof. Deﬁne
Lˆs = {u ∈ L2([−s, s],R2n)|u(−t) = Nu(t), a.e. t ∈ R}.
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The subspace of constant functions in Lˆs is the orthogonal complement of Ls in Lˆs .
We have
qs(u, v) = 12
∫ s
−s
〈su + B(t)u, v〉 dt. (8.11)
The kernel of qs consists of all u ∈ Ls such that qs(u, v) = 0 for all v ∈ Ls . Hence
there is some constant  ∈ {0} × Rn ⊂ R2n such that
su + B(t)u = . (8.12)
We rewrite the above equation as
u = −H ′′(x(t))(su − ). (8.13)
Let y = su− . Then we have y˙ = −Ju, i.e., u = J y˙. So from (8.13) we obtain
y˙ = JH ′′(x(t))y. (8.14)
Because of y = su − , we have y ∈ Es and y(0), y(s) ∈ {0} × Rn, i.e., y is a
solution of (8.10).
On the other hand, for any solution y of (8.10), we can extend y into Es as follows:
y(t) = Ny(−t), ∀t ∈ [−s, 0]. (8.15)
Then for t ∈ [−s, 0], we have
d
dt
y(t) = d
dt
(Ny(−t)) = −NJH ′′(x(−t))y(−t)
= −NJNH ′′(x(t))NNy(t) = JH ′′(x(t))y(t), (8.16)
where we have used y(−t) = Ny(t) and H ′′(x(−t)) = NH ′′(x(t))N by the deﬁnition
of H ′′(x). So we have y˙ = JH ′′(x(t))y for all t ∈ [−s, s] and y ∈ Es . Inverting the
procedure from (8.14), we obtain that u = J y˙ belongs to the kernel of qs . Thus the
lemma is proved. 
Lemma 8.2. For  > 0, we have
iH ′′(x), =
∑
0<s<
H ′′(x),s , (8.17)
where H ′′(x),s = 0 only at ﬁnitely many times.
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Proof. This is just a direct consequence of Theorem 1.11 of [40]. It also follows from
the same argument in the proof of Theorem 1.4.6 of [16]. Note that by Lemmas 8.1
and 3.1, the points {s | H ′′(x),s > 0} are isolated in R. Hence the sum in the right-hand
side of (8.17) is ﬁnite. 
Lemma 8.3. Let z be a critical point of A and T = |A(z)|−1. Then x = x(z) deﬁned
by (7.30) is a T-periodic brake orbit of H on . We have
1(x, [0, T ]) = m−(z) + n, 1(x, [0, T ]) = m0(z) + 1, (8.18)
where m−(z) and m0(z) are given in Deﬁnition 7.3.
Proof. By Proposition 2.2.10 of [16], we have
(H ∗)
′′(H ′(y)) = (H ′′(y))−1, ∀y ∈ R2n. (8.19)
Since x(t) = ||−1(z(||t) + c1), where  = A(z) = −T −1 and c1 is a constant in
{0} × Rn, by (7.22), (7.30), and (8.19), we have
(H ∗)
′′(−J z˙(t)) = (H ∗)′′(||−1H ′(z(t) + c1))
= (H ∗)′′(H ′(z(t) + c1))
= [H ′′(z(t) + c1)]−1
= [H ′′(||x(||−1t))]−1
= [H ′′(x(||−1t))]−1. (8.20)
Let g(t) = h(||t) = h(T −1t). Then g ∈ ET
2
, and by (8.20) we have
QT
2
(g, g) = 1
2
∫ T
2
− T2
[〈J g˙(t), g(t)〉 + 〈B(t)J g˙(t), J g˙(t)〉] dt
= 1
2
∫ T
0
[〈T −1J h˙(T −1t), h(T −1t)〉+〈T −1B(t)J h˙(T −1t), T −1J h˙(T −1t)〉] dt
= 1
2
∫ 1
0
[〈T −1J h˙(), h()〉 + 〈T −1B(T )J h˙(), T −1J h˙()〉]T d
= 1
2
∫ 1
0
[〈J h˙(), h()〉 + T −1〈(H ′′(x(||−1)))−1J h˙(), J h˙()〉] d
= 1
2
∫ 1
0
[〈J h˙(), h()〉 − A(z)〈(H ∗)(−J z˙())J h˙(), J h˙()〉] d
= Qz(h), (8.21)
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where Qz and QT
2
are deﬁned by (7.36) and (8.4), respectively. Then by (8.8) and the
deﬁnition of iH ′′(x),s , we have
m−(Qz) = iH ′′(x), T2 , m
0(Qz) = H ′′(x), T2 . (8.22)
By (8.22) and (ii) of Remark 7.4, we have
m−(z) = i
H ′′(x),
T
2
, m0(z) = 
H ′′(x),
T
2
− 1. (8.23)
By Lemma 8.2 and (8.23), we obtain
m−(z) =
∑
0<s<T2
H ′′(x),s . (8.24)
By Proposition 1.3 for H = H, the deﬁnition of 1(x) in (1.20), (8.23), and Lemma
8.1, we obtain
1(x, [0, T ]) = H ′′(x), T2 = m
0(z) + 1. (8.25)
By Proposition 1.3 for H = H, Lemma 8.1, (2.17), and (3.2) in the proof of Lemma
3.1, we have
1(x, [0, T ]) = 1(, [0, T ])
= m+((U1, U1, 0)) +
∑
0<t<T
′
sign((U1, U1, t)) − m−((U1, U1, T ))
= n +
∑
0<s<T2
H ′′(x),s , (8.26)
where  is the symplectic path associated to x, (U1, U1, t) is the crossing form at
the crossing t deﬁned in (2.4), and U1 is deﬁned by (2.10).
By (8.23), Lemma 8.2, and (8.26), we obtain
1(x, [0, T ]) = m−(z) + n.
Thus this lemma is proved. 
9. Proof of Proposition D
Lemma 9.1. Let (, x) be a brake orbit solution with minimal period  on  = H−1(h)
for problem (1.6)–(1.9), where the Hamiltonian function H satisﬁes (H1)–(H4). Suppose
x(R) = −x(R). (9.1)
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Then we have
x
( 
2
+ t
)
= −x(t), ∀t ∈ R. (9.2)
In this case, (, x) is called symmetric.
Proof. Since H is even,  is symmetric with respect to the origin. Thus (,−x) is
also a brake orbit on  for H with  being its minimal period. Hence by (1.13) there
exists a t0 ∈ (0, ) such that −x(0) = x(t0). Since both −x and x are periodic orbits
of H on , by the uniqueness of the solution of the initial value problem of system
(1.6), we have
−x(t) = x(t + t0), ∀t ∈ R. (9.3)
By condition (1.8) for brake orbits and (9.3), we have
Nx(t) = x(−t) = −x(−t + t0) = −Nx(t − t0), ∀t ∈ R.
Thus we obtain
−x(t) = x(t − t0), ∀t ∈ R. (9.4)
By (9.3) and (9.4), we have
x(t + 2t0) = x(t), ∀t ∈ R. (9.5)
Since  is the minimal period of x, by (9.5), we have
2t0 ∈ Z. (9.6)
Because of t0 ∈ (0, ), by (9.6) we have
t0 = 2 . (9.7)
Thus (9.1) follows from (9.3) and (9.7). 
Proof of Proposition D. Let H be the Hamiltonian function given by Proposition D,
and  = H−1(h) deﬁned there. Let (, y) be the only brake orbit on  given in the
description of Proposition D. Let H be the Hamiltonian function deﬁned by (7.1) and
(7.2) from .
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Let z be a critical point of A = A|M with minimal period 1. Then xz ≡ x(z)
deﬁned by (7.30) is a brake orbit of H on  with minimal period T = |A(z)|−1.
Because of #J˜b() = 1, by an argument in [32], (T , xz) must be the unique brake
orbit on  for the Hamiltonian function H, and therefore is geometrically the same
as (, y). By the uniqueness, xz must be symmetric, i.e., xz(R) = −xz(R). Thus by
Lemma 9.1, we have
xz
(
t + T
2
)
= −xz(t), ∀t ∈ R. (9.8)
By Corollary 7.10, there exists a strictly increasing critical value sequence {ci}i∈N
in (−∞, 0), and a critical point sequence zi’s of A such that
A(zi) = ci, and m−(zi) i − 1m−(zi) + m0(zi). (9.9)
By Lemma 7.1, (9.8), and Remark 7.4, there exists ki ∈ N such that zi = ((ki, 0) ∗ z)
for i ∈ N, where if necessary we rename −zi by zi via (9.8). Then we have
m−((ki, 0) ∗ z) i − 1m−((ki, 0) ∗ z) + m0((ki, 0) ∗ z). (9.10)
Since ci = A((ki, 0) ∗ z) = 1ki A(z) < 0 is strictly increasing in i, so is ki . Hence
ki i. (9.11)
By (7.13) and (7.30), x((ki, 0) ∗ z) is just the ki th iteration of xz = x(z), where the
mth iteration of x is denoted by xm in (1.23) for m ∈ N. This yields
xkiz = x((ki, 0) ∗ z). (9.12)
Thus by Lemma 8.3, the iteration xkiz has the property:
1(x
ki
z , [0, kiT ]) − n i − 1 (9.13)
By (9.11), (9.13), and the deﬁnition of ˆ1(xz, [0, T ]) , we have
ˆ1(xz, [0, T ])1. (9.14)
By Corollary 6.2, we have
ˆ1(xz, [0, T ]) = 12 iˆ1(xz, T ), (9.15)
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and for the brake orbit (, y) of the given Hamiltonian H we have
ˆ1(y, [0, ]) = 12 iˆ1(y, ). (9.16)
By Theorem 3.1 of [24], we have
iˆ1(xz, T ) = iˆ1(y, ). (9.17)
By (9.15)–(9.17), we have
ˆ1(y, [0, ]) = ˆ1(xz, [0, T ]). (9.18)
Now Proposition D follows from (9.14) and (9.18). 
Remark 9.2. A conclusion slightly stronger than that of Theorem 1.1 holds, i.e.,
Claim. Under the conditions of Theorem 1.1, there exist at least two brake orbits
x1, x2 ∈ J˜b() such that x1(R) = x2(R) and −x1(R) = x2(R). That is, if there
exist precisely two geometrically distinct brake orbits on  for H, both of them are
symmetric.
In fact, by Rabinowitz [32], brake orbits on  for H are one to one correspondent to
those on  for H deﬁned by (7.1) and (7.2) under reparameterizations. So it sufﬁces
to prove this claim for the function H.
By Theorem 1.1 there exist at least two geometrically distinct brake orbits on  for
H. If there are at least three geometrically distinct brake orbits on  for H, the
claim holds trivially. If there are precisely two geometrically distinct brake orbits on
 for H and at least one of them is symmetric, then so must be the other, and the
claim holds too.
Assume now that there are precisely two geometrically distinct brake orbits on 
for H, and that none of them is symmetric. Let (, y1) be one of them with minimal
period . Then the other must be (,−y1) and there holds y1(R) = −y1(R).
For all t ∈ R we deﬁne
y2(t) = −y1(t), y3(t) = y1
(
t + 
2
)
, y4(t) = −y1
(
t + 
2
)
. (9.19)
Then y3 and y4 are also brake orbits on  for H, they are geometrically the same as
y1 and y2 respectively. By (i) of Lemma 7.1, there exists a critical point z ∈ M of
A such that
y1 = (z), (9.20)
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where  is the map deﬁned by (7.32) in the proof of Lemma 7.1. By direct computa-
tions, we have
y2 = (−z), y3 = ((1, 12 ) ∗ z), y4 = (−(1, 12 ) ∗ z). (9.21)
Denote by z1 = z, z2 = −z, z3 = (1, 12 ) ∗ z, z4 = −z3. Note that by the deﬁnition of
 in (7.32), we have
A(zj ) = −−1, for j = 1, 2, 3, 4. (9.22)
By Corollary 7.10, there exists a strictly increasing critical value sequence {ck}k∈N in
(−∞, 0), and a critical point sequence x¯ks of A such that
A(x¯k) = ck, and m−(x¯k)k − 1m−(x¯k) + m0(x¯k). (9.23)
By (i) of Lemma 7.1, for each k ∈ N there exist lk ∈ N and jk ∈ {1, 2, 3, 4} such that
x¯k = (lk, 0) ∗ zjk . Then we have
m−((lk, 0) ∗ zjk )k − 1m−((lk, 0) ∗ zjk ) + m0((lk, 0) ∗ zjk ). (9.24)
By (9.22) and jk ∈ {1, 2, 3, 4}, we have
ci = A(x¯k) = A((lk, 0) ∗ zjk ) =
1
lk
A(zjk )
= 1
lk
A(z1) = − 1
lk
< 0. (9.25)
Since ck is strictly increasing in k, so is lk by (9.25). Hence we have
lkk, ∀k ∈ N. (9.26)
Since jk ∈ {1, 2, 3, 4} for k ∈ N, without loss of generality, we can assume that there
is an inﬁnite subsequence {ki}i∈N of N such that jki = 1 for all i ∈ N. Then by (9.24),
we have
m−((lki , 0) ∗ z1)ki − 1m−((lki , 0) ∗ z1) + m0((lki , 0) ∗ z1). (9.27)
By (9.26), we have
lki ki, ∀i ∈ N. (9.28)
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By (7.15) and the deﬁnition of  in (7.32), (z1)lki is just the lki th iteration of y1 =
(z1), where the mth iteration of y1 is denoted by ym1 in (1.23) for m ∈ N. This yields
y
lki
1 = ((lki , 0) ∗ z1). (9.29)
Thus by Lemma 8.3 and (9.27), the iteration ylki1 has the property:
1(y
lki
1 , [0, lki ]) − nki − 1. (9.30)
Dividing both sides of (9.30) by lki and letting i→∞, by the deﬁnition of ˆ1(y1, [0, ]),
we obtain
ˆ1(y1, [0, ])1. (9.31)
But because H satisﬁes conditions (H1)–(H4) too, applying Propositions A–C, we
obtain
ˆ1(y1, [0, ]) > 1. (9.32)
This contradicts (9.31). Therefore the claim is proved. 
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