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Abstract
We investigate the Constraint Satisfaction Problem (CSP) over templates with a group structure, and algorithms solving CSP that
are equivariant, i.e. invariant under a natural group action induced by a template. Our main result is a method of proving the
implication: if CSP over a coset template T is solvable by a local equivariant algorithm then T is 2-Helly (or equivalently, has a
majority polymorphism). Therefore bounded width, and definability in fixed-point logics, coincide with 2-Helly. Even if these facts
may be derived from already known results, our new proof method has two advantages. First, the proof is short, self-contained, and
completely avoids referring to the omitting-types theorems. Second, it brings to light some new connections between CSP theory
and descriptive complexity theory, via a construction generalizing CFI graphs.
Keywords:
1. Introduction
Many natural computational problems may be seen as instan-
tiations of a generic framework called constraint satisfaction
problems (CSP). In a nutshell, a CSP is parametrized by a tem-
plate, a finite relational structure T ; the CSP over T asks if a
given relational structure I over the same vocabulary as T ad-
mits a homomorphism to T (called a solution of I). For every
template T , the CSP over T (denoted CSP(T )) is always in NP;
a famous conjecture due to Feder and Vardi [14] says that for
every template T , the CSP(T ) is either solvable in P, or NP-
complete.
We concentrate on coset templates where, roughly speaking,
both the carrier set and the relations have a group structure.
The coset templates are cores and admit a Malcev polymor-
phism, and are thus in P [13, 7]. A coset template T naturally
induces a group action on (partial) solutions. If, roughly speak-
ing, the induced group action can be extended to the state space
of an algorithm solving CTP(T ), and the algorithm execution is
invariant under the group action, we call the algorithm equiv-
ariant. We investigate equivariant algorithms which are local,
i.e. update only a bounded amount of data in every single step
of execution.
A widely studied family of local equivariant algorithms is
the local consistency algorithms that compute families of par-
tial solutions of bounded size conforming to a local consistency
condition. Templates T whose CSP(T ) is solvable by a local
consistency algorithm are said to have bounded width. Another
source of examples of local equivariant algorithms are logics
(via their decision procedures); relevant logics for us will be fix-
point extensions of first order logic, like LFP or IFP or IFP+C
(IFP with counting quantifiers) [12]. We say that CSP(T ) is de-
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finable in a logic if some formula of the logic defines the set of
all solvable instances of CSP(T ).
Our technical contribution is the proof of the following im-
plication: if CSP(T ), for a coset template T , is solvable by a lo-
cal equivariant algorithm then T is 2-Helly. In consequence, all
local equivariant algorithms that can capture 2-Helly templates
are equally expressive. The 2-Helly property says that for every
partial solution h of an instance I, if h does not extend to a solu-
tion of I then the restriction of h to some two elements of its do-
main does not either. This is a robust property of templates with
many equivalent characterizations (e.g. strict width 2, or exis-
tence of a majority polymorphism) [14]. As a corollary we ob-
tain equivalence of the following conditions for coset templates:
(i) 2-Helly; (ii) bounded width; and (iii) definability in fix-point
extensions of first-order logic. The corollary is not a new result;
equivalence of the first two conditions may be inferred e.g. from
Lemma 9 in [11] (even for all core templates with a Malcev
polymorphism), while equivalence of the last two ones follows
from [1] together with the results of [3] (cf. also [4]). All these
results build on Tame Congruence Theory [15], and their proofs
are a detour through the deep omitting-type theorems, cf. [16].
Contrarily to this, our proof has an advantage of being short, el-
ementary, and self-contained, thus offering a direct insight into
the problem.
Finally, our proof brings to light interesting connections be-
tween the CSP theory and the descriptive complexity theory:
the crucial step of the proof is essentially based on a construc-
tion similar to CFI graphs, the intricate construction of Cai,
Fu¨rer and Immerman [8]. CFI graphs have been designed to
separate properties of relational structures decidable in polyno-
mial time from IFP+C. A similar construction has been used
later in [6] to show lack of determination of Turing machines in
sets with atoms [5]. The crucial step of our proof is actually a
significant generalization of the construction of [6].
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For completeness we mention a recent paper of Barto [2]
which announces the collapse of bounded width hierarchy for
all templates: bounded width implies width (2, 3), which is
however weaker than 2-Helly in general.
2. Preliminaries
2.1. Constraint satisfaction problems
A template T is a finite relational structure, i.e. consists of a
finite carrier set T (denoted by the same symbol as a template)
and a finite family of relations in T . Each relation R ⊆ T n is of
a specified arity, arity(R) = n. Let T be fixed henceforth.
An instance I over a template T consists of a finite set I of
elements, and a finite set of constraints. A constraint, written
R(a1, . . . , an), is specified by a template relation R and an n-
tuple of elements of I, where arity(R) = n.
A partial function h from I to T , with {a1, . . . , an} ⊆ dom(h),
satisfies a constraint R(a1, . . . , an) in I when R(h(a1), . . . , h(an))
holds in T . If h satisfies all constraints in its domain, h is a
partial solution of I, and h is a solution when it is total. By
the size of a partial solution h we mean the size of dom(h).
The constraint satisfaction problem over T , denoted CSP(T ), is
a decision problem that asks if a given instance over T has a
solution.
There are many equivalent formulations of the problem. For
instance, one can see I and T as relational structures over the
same vocabulary, and then CSP(T ) asks if there is a homomor-
phism from I to T .
2.2. 2-Helly templates
For an instance I over some template, and k < j, a (k, j)-
anomaly is a partial solution h of I of size j that does not extend
to a solution, such that restriction of h to every k-element subset
of dom(h) does extend to a solution. Clearly a (k, j)-anomaly is
also (k′, j)-anomaly, for k′ < k.
Definition 2.1. A template T is 2-Helly if no instance of T ad-
mits a (2, j)-anomaly, for j > 2.
In other words: for every partial solution h of size j > 2, if the
restriction of h to every 2-element subset of its domain extends
to a solution then h does extend to a solution too. Analogously
one may define k-Helly for arbitrary k, which however will not
be needed here.
We conveniently characterize 2-Helly templates as follows.
Lemma 2.2. A template T is 2-Helly iff no instance of T admits
a (k, k + 1)-anomaly, for k ≥ 2.
Proof. For one direction, we observe that a (k, k + 1)-anomaly
is also a (2, k + 1)-anomaly.
For the other direction, consider an instance with some fixed
(2, j)-anomaly h, for j > 2. For every subset X ⊆ dom(h), the
restriction h|X either extends to a solution of I, or not. Consider
the minimal subset X wrt. inclusion such that h|X does not ex-
tend to a solution of I. For all strict subsets X′ ⊆ X, f |X′ extends
to a solution, hence f |X is a (k − 1, k)-anomaly, where k is the
size of X. Note that k > 2.
2.3. The pp-definable relations
We adopt the convention to mention explicitly the free vari-
ables of a formula φ(x1, . . . , xn). In the specific instances I
of CSP(T ) used in our proof it will be convenient to use pp-
definable relations, i.e. relations definable by an existential first-
order formula of the form:
φ(x1, . . . , xn) ≡ ∃xn+1, . . . , xn+m. ψ1 ∧ . . . ∧ ψl, (1)
where every subformula ψi is an atomic proposition
R(xi1 , . . . , xi j ), for some template relation R. The formula φ de-
fines the n-ary relation in T containing the tuples
(t1, . . . , tn) ∈ T n
such that the valuation x1 7→ t1, . . . , xn 7→ tn satisfies φ. The pp-
definable relations are closed under projection and intersection.
In the sequel we feel free to implicitly assume that elements
of an instance are totally ordered. The implicit order allows
us to treat (partial) solutions as tuples, and allows to state the
following useful fact:
Fact 2.3. Let X ⊆ I be a subset of an instance. The set of
partial solutions with domain X that extend to a solution of I, if
nonempty, is pp-definable.
2.4. Almost-direct product of groups
Overloading the notation, we write 1 for the identity element
in any group. We use the diagrammatic order for writing the
group operation τπ on elements τ, π of a group.
In the proof we will need the following elementary notion
from group theory.1
Definition 2.4. Let G1, G2 and G3 be arbitrary finite groups
and let H ≤ G1 ×G2 ×G3 be a subgroup of the direct product.
We call H an almost-direct product of G1,G2,G3 if H verifies
the following conditions:
H , G1 ×G2 ×G3 (2)
∀π2 ∈ G2, π3 ∈ G3, ∃π1 ∈ G1. (π1, π2, π3) ∈ H (3)
∀π1 ∈ G1, π3 ∈ G3, ∃π2 ∈ G2. (π1, π2, π3) ∈ H (4)
∀π1 ∈ G1, π2 ∈ G2, ∃π3 ∈ G3. (π1, π2, π3) ∈ H (5)
Furthermore, an almost-direct product H is strict if π1 (resp. π2,
π3) in condition (3) (resp. (4), (5)) is uniquely determined.
Let H ≤ G1 ×G2 ×G3 be an almost-direct product. Consider
the following normal subgroup N1 of G1:
N1 = {π1 ∈ G1 : (π1, 1, 1) ∈ H}.
Likewise define the normal subgroups N2 and N3 of G2 and G3,
respectively. In consequence, the product N = N1×N2×N3 is a
normal subgroup of H. Define the groups [G1], [G2], [G3] and
[H] as the quotients by N1, N2, N3 and N, respectively.
1 The notion seems to be of independent interest; it is related to the arity of
a permutation group, as investigated for instance by Cherlin at al. in [9].
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By the definition of N1, the quotient group [G1] is obtained
by identifying its elements π1, π′1 that are equivalent:
π1 ≡1 π
′
1 ⇔ (∀π2, π3, (π1, π2, π3) ∈ H ⇔ (π′1, π2, π3) ∈ H).
Similarly one defines the equivalences ≡2 and ≡3. Note that H
is closed under the three equivalences; for instance,
(π1, π2, π3) ∈ H and π1 ≡1 π′1 =⇒ (π′1, π2, π3) ∈ H. (6)
Lemma 2.5. The quotient group [H] is a strict almost-direct
product of [G1], [G2], [G3].
Proof. [H], being the quotient of H, is an almost-direct product
of [G1], [G2], [G3]. We claim that [H] is strict. Concentrating
on point (3) in Definition 2.4 (the remaining two conditions are
treated similarly), we need to prove uniqueness of π1. Suppose
(π1, π2, π3) ∈ [H] and (π′1, π2, π3) ∈ [H];
we need to derive π1 = π′1. As H is closed under the three
equivalences, there are some ρ1, ρ′1, ρ2, ρ3 such that
τ = (ρ1, ρ2, ρ3) ∈ H, τ′ = (ρ′1, ρ2, ρ3) ∈ H,
and (writing [ρ] for the equivalence class containing ρ)
[ρ1] = π1, [ρ′1] = π′1, [ρ2] = π2, [ρ3] = π3;
and we need to derive ρ1 ≡1 ρ′1. The equivalence follows easily:
whenever σ = (π1, τ2, τ3) ∈ H, we have
(π′1, τ2, τ3) = στ−1 τ′ ∈ H.
Lemma 2.6. A strict almost-direct product is commutative.
Proof. Let H ≤ G1 ×G2 ×G3 be a strict almost-direct product
and let π, τ ∈ G1. We know that there exist ρ2 ∈ G2 and ρ3 ∈ G3
so that (we do not use the uniqueness of ρ2 and ρ3 here):
(π, 1, ρ3) ∈ H and (τ, ρ2, 1) ∈ H.
Applying the group operation to these two elements in two dif-
ferent orders we get:
(πτ, ρ2, ρ3) ∈ H and (τπ, ρ2, ρ3) ∈ H.
Now using the uniqueness of πτ (and τπ), we deduce that πτ =
τπ. As π and τ have been chosen arbitrarily, the group G1 is
commutative. Likewise for G2 and G3, and in consequence also
for the subgroup H ≤ G1 ×G2 ×G3.
3. Coset templates
Below by a coset we always mean a right coset. (This choice
is however arbitrary and we could consider left cosets instead.)
Definition 3.1. Coset templates are particular templates T that
satisfy the following conditions:
• the carrier set of T is a disjoint union of groups, call these
groups carrier groups;
• every n-ary relation R in T is a coset in the direct product
G1 × . . . ×Gn of some carrier groups G1, . . . ,Gn;
• for a relation R ⊆ G1× . . .×Gn in T and π ∈ G1× . . .×Gn,
the coset Rπ is also a relation in T;
• for every carrier group G, T has a unary relation {1} con-
taining exactly one element, the identity of G.
Note that the last two conditions imply that a coset template
contains every singleton as a unary relation, and thus is a rigid
core, i.e. admits no nontrivial endomorphisms.
Example 3.1. Here is a family of coset templates Tn, for n ≥
2. The carrier set of Tn is {1, π}, the cyclic group of order 2.
Relations of Tn are, except the two singleton unary relations
1( ) and π( ), two n-ary relations
Reven, Rodd ⊆ T n
containing n-tuples where π appears an even (resp. odd) number
of times. Template T2 is 2-Helly, while for n > 2, template Tn
is not. Indeed, a (2,3)-anomaly is admitted by an instance over
T3, consisting of three elements a1, a2, a3 and four constraints:
π(a1) π(a2) π(a3) Reven(a1, a2, a3).
Consider a relation R ⊆ G1 × . . . × Gn in a coset template,
and an instance I. For a constraint R(a1, . . . , an) in I and i ∈
{1 . . .n}, we call Gi a constraining group of ai. In order to have a
solution, an instance I has to be non-contradictory, in the sense
that every element must have exactly one constraining group
(elements with no constraining group may be safely removed
from I). We only consider non-contradictory instances from
now on.
Consider a fixed coset template T and an instance I over T .
By a pre-solution of I we mean any function s : I → T that
maps every element i ∈ I to an element of the constraining
group of i. Pre-solutions of an instance I form a group, with
group operation defined point-wise. One can also speak of par-
tial pre-solutions, whose domain is a subset of I. Using an im-
plicit order of elements of an instance, (partial) pre-solutions of
I are elements of the direct product of constraining groups of
(some) elements of I.
We distinguish subgroup instances, where all relations R ap-
pearing in the constraints R(a1, . . . , an) are subgroups, instead
of arbitrary cosets.
Fact 3.2. (1) The set of all solutions H of an instance I, if
nonempty, is a coset in the group of pre-solutions. (2) In conse-
quence, if I is a subgroup instance then H is a subgroup of the
group of pre-solutions.
Proof. To show (1) observe that for every constraint c =
R(a1, . . . , an) in I, the set of all pre-solutions Hc satisfying that
particular constraint is a coset in the group of pre-solutions. As
solutions H are exactly the intersection,
H =
⋂
c
Hc,
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for c ranging over all constraints in I, by closure of cosets under
nonempty intersection we derive that H is a coset.
(2) follows by an observation that the tuple (1, . . . , 1) of iden-
tities is always a solution, in case of a subgroup instance.
Every pp-definable relation is essentially a projection of the
set of solutions of some instance (variables are element of the
instance, and atomic propositions are its constraints), and by
Fact 3.2 we derive the following corollary:
Fact 3.3. (1) Every pp-definable relation R ⊆ G1 × . . . × Gn
in T is a coset in G1 × . . . × Gn. (2) If R is pp-definable and
π ∈ G1 × . . . ×Gn then R π is pp-definable as well.
We will later exploit the following property of coset tem-
plates:
Lemma 3.4. If some subgroup instance admits a (k, k + 1)-
anomaly, for k ≥ 2, then some subgroup instance admits a (k −
1, k)-anomaly.
Proof. Fix a (k, k + 1)-anomaly h in a subgroup instance I, for
some k ≥ 2, and choose an arbitrary element a ∈ dom(h). Let
X = dom(h) \ {a}. Define the new instance I′, with the same do-
main as I, whose constraints are all constraints of I plus one ad-
ditional unary constraint 1(a) requiring that a should be mapped
to the identity in its constraining group.
As h is an anomaly, the restriction h|{a} extends to a solution
of I, i.e. I has a solution ¯h satisfying ¯h(a) = h(a). Using an
arbitrary such solution we define another partial solution h′ of
I with dom(h′) = dom(h) = X ∪ {a}:
h′(x) = h(x) · ¯h−1(x), for x ∈ X ∪ {a}.
Consider the restriction h′′ = h′|X . We claim that h′′ is a (k −
1, k)-anomaly in I′. Indeed, for every subset X′ ⊆ X of size
k − 1, h|X′∪{a} extends to a solution of I, hence h′|X′∪{a} extends
to a solution of I′, and hence h′′|X′ also extends to a solution of
I′. Moreover, h does not extend to a solution of I, hence h′ does
not extend to a solution of I′, and thus h′′ also does not extend
to a solution of I′, as every solution of I′ is forced to map a to
1.
3.1. Action of pre-solutions
For a fixed instance I, define the action of pre-solutions on
(partial) pre-solutions (thus in particular on (partial) solutions).
For a (partial) pre-solution h : I → T and a pre-solution s, let
h · s be defined by the point-wise group operation:
(h · s)(a) = h(a) s(a), for a ∈ dom(h).
We will apply the action to the instance I itself: let I · s be an
instance with the same carrier set as I, whose constraints are ob-
tained from the constraints of I as follows: for every constraint
R(a1, . . . , an) of I, the instance I · s contains a constraint
(Rπ)(a1, . . . , an), where π = (s(a1), . . . , s(an)).
Note that the action preserves constraining groups, and hence
pre-solutions, of an instance.
It is important to notice that solvability is invariant under the
action of pre-solutions:
Fact 3.5. If h is a solution of I then h · s is a solution of I · s.
4. Local equivariant algorithms
In the following we consider deterministic algorithms which
run in stages, and in every ith stage a new object Di(I) is com-
puted as a function of the instance I and previously computed
objects D1(I), . . . ,Di−1(I). Thus an execution of an algorithm
can be described as a sequence of n(I) objects
D1(I), D2(I), . . . , Dn(I)(I).
The outcome of an algorithm is determined by the final object
Dn(I)(I).
We assume some action of pre-solutions s of I on the objects
Di(I), writtenDi(I)·s. An algorithm is called equivariant when
it commutes with the action: for every pre-solution s,
n(I · s) = n(I)
Di(I · s) = Di(I) · s, for every i ≤ n(I).
We say that s fixes S ⊆ I when s(x) = 1 for all x ∈ S. An
equivariant algorithm is local if there is a locality bound d ∈ N
independent from an instance, such that for every instance I and
i ≤ n(I), either (L0) holds, or both (L1) and (L2) hold:
(L0) There is a subset S ⊆ I of size at most d such that Di(I)
depends only on the restriction of I to S.
(L1) Di(I) depends only on at most d objects among
D1(I), . . . ,Di−1(I).
(L2) There is a subsetS ⊆ I of size at most d such thatDi(I)·s =
Di(I) for every pre-solution s fixing S.
The last condition (L2) is motivated by sets with atoms [5, 6]
– it corresponds to bounded support. Roughly speaking, (L2)
says that Di(I) is only related to a bounded number of elements
of I. For illustration, we demonstrate that local consistency al-
gorithms, as well as the decision procedures of fix-point exten-
sions of first-order logic, are equivariant and local.
4.1. Local consistency algorithms
Consider an instance I and a family H of its partial solutions
of size at most k, for some k > 0. It will be convenient to splitH
into the subfamilies HX , where HX = {h ∈ H : dom(h) = X}.
Fix k and l ≥ k, and consider two subsets X ⊆ Y of I of size
k and l, respectively. A partial solution h ∈ HX is consistent
wrt. H and (X, Y) if
h extends to a partial solution h′ with dom(h′) = Y,
whose restriction h′|X′ to every subset X′ ⊆ Y of size
at most k belongs to HX′ .
The (k, l)-consistency algorithm takes as input an instance I
over T , and computes the greatest family H of partial solu-
tions of size at most k, such that every h ∈ HX is consistent
wrt. H and (X, Y), for every X and Y as above. The algorithm
starts with H containing all partial solutions of size k, and pro-
ceeds by iteratively removing from H all partial solutions h
that falsify the consistency condition. The order of removing
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is irrelevant, but in order to guarantee equivariance we assume
some fixed enumeration (X1, Y1), . . . , (Xn, Yn) of all pairs (X, Y)
of subsets of I as above, that only depends on the size of the
input I, but not on the constraints in I, and that the algorithm
proceeds by iteratively executing the following subroutine until
stabilization:
for i = 1, 2, . . . , n,
HXi := {h ∈ HXi : h is consistent wrt. H and (Xi, Yi)} (∗)
Every single update (∗) of HXi , for some pair (Xi, Yi), consti-
tutes a stage of the algorithm.
When the stabilization is reached andH is nonempty then all
the subfamilies HX are also nonempty. The (k, l)-consistency
algorithm accepts if the family H computed by the algorithm is
nonempty; otherwise, the algorithm rejects.
Lift the action of pre-solutions to subfamilies HX by direct
image: HX ·s = {h·s : h ∈ HX}. The (k, l)-consistency algorithm
is equivariant then: writingHX(I, i) for the value ofHX after the
ith stage of execution on an instance I, we have:
HX(I · s, i) = HX(I, i) · s,
for every I, every its pre-solution s, every X ⊆ I and every
i. Furthermore, the (k, l)-consistency algorithm can be easily
turned into a local one. Initially, subfamilies HX satisfy (L0)
for d = k. Otherwise, (L1) clearly holds, as the new value of
HXi computed in one stage (∗) depends only on
d =
(
l
k
)
+
(
l
k − 1
)
+ . . . +
(
l
1
)
values of HX′ , for subsets X′ ⊆ Yi of size at most k. (L2) holds
too: HX(I, i) · s = HX(I, i) for all pre-solutions fixing X.
4.2. Fix-point logics
There are many fix-point extensions of first-order logic. The
logic LFP offers a construct of the least fix-point of a function
definable by a formula. Here is an example formula:
φ(u, v) ≡ LFPR,x,y[E(x, y) ∨ ∃z (E(x, z) ∧ R(z, y))](u, v).
The formula has two free variables u, v and defines the transitive
closure of a binary relation E. As a further example, the formula
∀x, y φ(x, y) defines strong connectedness.
Evaluation of a formula of the form LFPR,~x amounts to an
iterative computation of the set of valuations of the variables
~x, starting from the empty set of valuations, until stabilization.
Given an arbitrary LFP formula φ, a set of valuations is to be
computed for every subformula of φ. This can be turned into
a stage-based local algorithm as follows. Let φ be a fixed LFP
formula. The algorithm computes the sets HX , indexed by fi-
nite tuples X ∈ I∗ of elements of an instance I, such that for
each X = (a1, . . . , an), the set HX contains a set of subformulas
ψ of φ for which ψ(a1, . . . , an) holds. The length of tuples X
is bounded by the greatest number of free variables of a sub-
formula φ; and every update of a set HX only depends on a
bounded number of other sets. Therefore, the decision proce-
dure for φ is local. It is also equivariant, as renaming the re-
lations in I into relations in I · s does not affect the iterative
computation.
In the similar vein one argues that more expressive logics,
like IFP (where the computation of fix-points is performed
in the inflationary manner) or IFP+C (extension of IFP with
counting), yield local and equivariant decision procedures as
well.
4.3. Non-equivariant algorithms
As expected, many algorithms fail to satisfy equivariance.
As a first example, consider a naive ineffective algorithm that
enumerates all pre-solutions h and tests each for being a so-
lution. Enumerating and processing pre-solutions can be per-
formed element-wise, thus leaving a hope for locality. How-
ever, equivariance is violated. Indeed, suppose that on an in-
stance I, the values h(x) of pre-solution h for an element x ∈ I
are enumerated in the order π1, π2, . . .; then on an instance I · s,
the values h(x) would have to be enumerated in the different
order π1 · s, π2 · s, . . ., which is not the case.
A similar phenomenon emerges in the polynomial-time al-
gorithm for solving CSP over a template admitting a Malcev
polymorphism, designed in [7] (or its generalized variant [10]).
The algorithm is applicable to coset templates as they admit
a Malcev polymorphism, defined as φ(x, y, z) = xy−1z (when-
ever x, y, z are elements of the same carrier group). Roughly
speaking, the algorithm manipulates a set of pre-solutions of an
instance (succinctly represented by polynomially many repre-
sentatives). For some fixed ordering c1, . . . , cn of all constraints
in an instance, in its kth phase the algorithm computes the pre-
solutions satisfying the constraints c1, . . . , ck. Even if the core
operation performed by the algorithm, namely computation of
the Malcev polymorphism φ, is equivariant, that is
φ(x · s, y · s, z · s) = φ(x, y, z) · s,
the whole algorithm is not so. As above, responsible for non-
equivariance is enumeration of all elements of the template.
5. Local equivariant algorithm implies 2-Helly
Theorem 5.1. For a coset template T , if CSP(T) is solvable by
a local equivariant algorithm then T is 2-Helly.
In other words, no local equivariant algorithm can solve
CSP(T ), when T a coset template but not 2-Helly. As a direct
corollary, bounded width implies 2-Helly for coset templates.
Note that the converse of Theorem 5.1 holds as well, as 2-Helly
implies bounded width.
Another direct consequence of Theorem 5.1 is that coset tem-
plates T for which CSP(T ) is definable in LFP, IFP or IFP+C,
are 2-Helly. In consequence, over coset templates, all the men-
tioned fix-point extensions of first-order logic are equally ex-
pressive, and equivalent to bounded width.
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The rest of this section is devoted to the proof of Theo-
rem 5.1: assuming a coset template T is not 2-Helly, we con-
struct a family of instances that are hard for every local equiv-
ariant algorithm. Interestingly, the hard instances are a general-
ization of CFI graphs [8]. The idea of the proof generalizes the
construction of [6].
Proof. Fix a coset template T being not 2-Helly, and a local
equivariant algorithm. We aim at showing that the algorithm
does not correctly solve CSP(T ). Let Di(I) denote the object
computed in the ith stage of the algorithm on input I.
We start with the following claim, whose proof is postponed
to Section 5.1:
Proposition 5.2. There are some subgroups S 1, S 2, S 3 of car-
rier groups, and an almost-direct product
R ≤ S 1 × S 2 × S 3
such that R and all its cosets in S 1 × S 2 × S 3 are pp-definable
(as ternary relations).
Following the idea of [6], we will now define a class of in-
stances, called n-torus instances, and then show that the consis-
tency algorithm yields incorrect results for these instances. An
n-torus instance is an instance of particular shape. It contains
exactly 3n2 elements
ai j, bi j, ci j, for i, j ∈ {0 . . .n − 1},
and exactly 2n2 constraints:
Ri j(ai j, bi j, ci j) and R′i j(ai( j+1), b(i+1) j, ci j), (7)
for i, j ∈ {0 . . .n − 1}. We adopt the convention that all indices
are counted modulo n, e.g. ain = ai0 and ani = a0i. Relations
Ri j and R′i j are arbitrary cosets of R in S 1 × S 2 × S 3; by Propo-
sition 5.2 they are all pp-definable. Formally, the constraints
in n-torus instance are not just relations from T , but rather pp-
definable relations in T . We rely here on a folklore common
knowledge: a pp-definable constraint can be simulated by ad-
joining to an instance a gadget, whose size is the number of
(existentially) quantified variables in the defining pp-formula.
The 2n2 tuples (ai j, bi j, ci j) and (ai( j+1), b(i+1) j, ci j) appearing
in constraints (7) we call positions of an n-torus. The shape of
a 3-torus instance is depicted below, with triangles representing
positions and sides of triangles representing elements.
· a00 · a10 · a20 ·
· a02
b02
· a12
b12c02
· a22
b22c12
·
b02c22
· a01
b01
· a11
b11c01
· a21
b21c11
·
b01c21
· a00
b00
· a10
b10c00
· a20
b20c10
·
b00c20
Every element a of an n-torus appears in exactly two con-
straints. Thus every position (a, b, c) has exactly three neigh-
bors, namely those other positions that contain any of a, b, c.
For instance, neighbors of the position (a12, b21, c11) are
(a12, b12, c12), (a21, b21, c21), and (a11, b11, c11).
This defines the 3-regular neighborhood graph, with vertices
being the positions of an n-torus.
The n-torus instances are built from triangulations of a torus
surface. It is however not particularly important to use a torus;
equally well a sphere could be used instead, or any other con-
nected closed surface, as long as, intuitively speaking, the
surface is hard to decompose into small pieces. The non-
decomposability can be formally stated as follows:
Fact 5.3. After removing j < n positions, the neighborhood
graph of an n-torus still contains a connected component of
size at least 2n2 − j2.
Indeed, locally, the neighborhood graph of an n-torus can be
seen as a 3-regular graph on the plane. Thus, in order to isolate
j2 positions one needs to cut more than j edges.
Definition 5.4. Let I be an n-torus, and i ≥ 0. We say that the
algorithm ignores a position (a, b, c) of I after the ith stage, if
Di(I) = Di(I′)
for every n-torus I′ that differs from I only by one constraint at
position (a, b, c).
Using Fact 5.3 we prove:
Proposition 5.5. There is some m ∈ N such that for sufficiently
large n and every n-torus I, the algorithm ignores, after every
stage, all but at most m positions of I.
Therefore for every sufficiently large instance, the algorithm
necessarily ignores some position after the last stage, which
easily entails incorrectness of the algorithm. Indeed, consider
an n-torus IR that uses the relation R of Proposition 5.2 in all
its constraints. Being a subgroup instance, IR is solvable and
hence the algorithm answers positively. On one hand, by Propo-
sition 5.5 there is some position (a0, b0, c0) such that the algo-
rithm answers positively for the instance obtained by replacing
the relation R in the constraint R(a0, b0, c0) in IR with any other
coset of R in S 1 × S 2 × S 3. On the other hand, we prove:
Proposition 5.6. Replacing the relation R with any other coset
of R in one constraint in IR yields an unsolvable instance.
In consequence, the algorithm is incorrect. This completes
the proof of Theorem 5.1, once we prove the three yet unproved
claims, namely Propositions 5.2, 5.5 and 5.6.
5.1. Proof of Proposition 5.2
By Lemma 2.2 some instance I contains a (k, k+1)-anomaly,
for k ≥ 2. Note that this implies that this instance has at least
one solution.
Wlog. we can assume that I is a subgroup instance. Indeed,
for an arbitrary solution h of I, define a new instance by the
action of h−1:
I′ := I · h−1.
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As h is a solution of I, for every constraint R(a1, . . . , an) in I, the
tuple (h(a1), . . . , h(an)) is in R. Hence every relation appearing
in a constraint of I′ is a subgroup in the product of constraining
groups, as required. Due to Fact 3.5 an anomaly admitted by I
translates to an anomaly admitted by I′.
By Lemma 3.4 we deduce that some (possibly different) in-
stance I admits a (2, 3)-anomaly h = (π1, π2, π3). Consider the
set H of all those partial solutions, with the same domain as h,
that extend to a solution of I. H is a pp-definable ternary rela-
tion according to Fact 2.3. By Fact 3.2(2) we know that H is
a subgroup in the product G1 × G2 × G3 of some three carrier
groups. As h is a (2, 3)-anomaly, we know (we prefer below to
write H(π1, π2, π3) instead of (π1, π2, π3) ∈ H):
¬H(π1, π2, π3) (8)
∃τ ∈ G1. H(τ, π2, π3) (9)
∃τ ∈ G2. H(π1, τ, π3) (10)
∃τ ∈ G3. H(π1, π2, τ) (11)
Now we are ready to define an almost-direct product R ≤
S 1 × S 2 × S 3. The subgroups S 1 ≤ G1, S 2 ≤ G2 and S 3 ≤ G3
we define as follows:
τ1 ∈ S 1 ⇔ ∃τ. H(τ1, τ, 1) ∧ ∃τ. H(τ1, 1, τ)
τ2 ∈ S 2 ⇔ ∃τ. H(τ, τ2, 1) ∧ ∃τ. H(1, τ2, τ)
τ3 ∈ S 3 ⇔ ∃τ. H(τ, 1, τ3) ∧ ∃τ. H(1, τ, τ3)
and the subgroup R as the restriction of H to S 1 × S 2 × S 3:
R := H ∩ S 1 × S 2 × S 3.
By the very definition, S 1, S 2, S 3 and R are pp-definable.
We need to show the conditions (2)–(5) in Definition 2.4.
For (2) (i.e. R , S 1 × S 2 × S 3) we use (8) and (9) to conclude
that for τ1 = τ−1π1 ∈ G1 it holds
¬H(τ1, 1, 1).
Moreover, using (9) and (10) we deduce that for some τ¯ ∈ G2
H(τ1, τ¯, 1); (12)
and similarly, using (9) and (11), we deduce that for some τ¯ ∈
G3,
H(τ1, 1, τ¯).
Thus τ1 ∈ S 1 and therefore (τ1, 1, 1) ∈ S 1 × S 2 × S 3 \ R.
Now we concentrate on condition (5) in Definition 2.4 (the
remaining two conditions (3) and (4) are shown in the same
way). Let τ1 ∈ S 1 and τ2 ∈ S 2. By the very definition of S 1
and S 2 we learn
H(τ1, 1, τ) (13)
H(1, τ2, τ′) (14)
for some τ, τ′ ∈ G3. Therefore H(τ1, τ2, ττ′) and it only remains
to show that ττ′ ∈ S 3. Consider τ (τ′ is treated analogously)
in order to show τ ∈ S 3. The fact (13) proves a half of the
defining condition for τ ∈ S 3, while the other half is proved by
combining (13) with (12) to deduce H(1, τ¯−1, τ). We have thus
shown that R is an almost-direct product of S 1, S 2, S 3.
Fact 3.3(2) guarantees that all cosets of R are pp-definable,
as required.
5.2. Proof of Proposition 5.5
We will need the following property of almost-direct prod-
ucts:
Lemma 5.7. Every coset R′ of R in S 1 × S 2 × S 3 contains ele-
ments of the form
(τ1, 1, 1), (1, τ2, 1), (1, 1, τ3),
for some τ1 ∈ S 1, τ2 ∈ S 2 and τ3 ∈ S 3.
Proof. Indeed, let π = (π1, π2, π3) ∈ R′. Knowing that ρ =
(ρ1, π2, π3) ∈ R for some ρ1 ∈ S 1, we get
ρ−1π = (ρ−11 π1, 1, 1) ∈ R′
as required. Likewise one proves the remaining two claims.
Let m = (2d)2, where d is the locality bound of the algorithm,
and let I be an n-torus, for n sufficiently large to satisfy 2n2 >
(d + 1) · m.
We proceed by induction on the number i of a stage. Observe
that elements of a set S ⊆ I of size at most d appear in at
most 2d positions of I. Therefore, whenever (L0) applies (this
is necessarily the case when i = 1), all but at most 2d < m
positions are ignored after the ith stage.
Otherwise, suppose (L1) and (L2) hold. Let S ⊆ I be such
that
Di(I) · s = Di(I) for all s fixing S. (15)
By (L2) we can assume that the size of S is at most d. By the
induction assumption for the previous stages and by (L1), there
are at most d ·m positions not ignored after stage i. We need to
show, however, that there are at most m such positions.
The argument has a geometric flavor, and builds on Fact 5.3:
after removing from the neighborhood graph all positions in
which elements of S appear (there is at most 2d of them), there
is a connected subset C of positions of size at least 2n2 − m,
so it is larger than d · m. By the induction assumption, some
position in C is ignored after the ith stage. For the proof of
Proposition 5.5 it is enough to prove that every position in C is
ignored after ith stage. To this end, since C is connected, it is
now enough to show:
Claim 5.7.1. If some position in C is ignored after the ith stage,
then every neighbor of that position in C also is.
To show the last claim, consider two neighboring constraints
in C, say U(a, b, c) and U ′(a, b′, c′), both referring to an element
a. Supposing that (a, b, c) is ignored, we need to demonstrate
that (a, b′, c′) is ignored too. Let I′ be an n-torus obtained from
I by replacing the constraint U ′(a, b′, c′) with U′(a, b′, c′), for
some coset U ′ = U ′π. We need to show
Di(I) = Di(I′). (16)
Using Lemma 5.7 we may assume wlog. that π = (π1, 1, 1) for
some π1 ∈ S 1. Let s be a pre-solution defined by
s(x) =

π1 if x = a
1 otherwise.
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Knowing that (a, b, c) is ignored, we may write
Di(I) = Di(I), (17)
where the n-torus I is obtained from I by replacing the con-
straint U(a, b, c) with U(a, b, c), for U = Uπ−1. Observe the
equality
I
′
= I · s. (18)
Now we are ready to prove (16) by composing the following
equalities:
Di(I) = Di(I) · s = Di(I · s) = Di(I · s) = Di(I′).
The first equality follows by (15), as s fixes S; the second
one is the equivariance condition; the third one follows by (17)
combined with equivariance; and the last one is a consequence
of (18).
5.3. Proof of Proposition 5.6
Fix a position (a0, b0, c0). Let I−R be the instance obtained
from IR by removing the constraint R(a0, b0, c0). We will show
that every solution h of I−R satisfies the constraint R(a0, b0, c0):
(h(a0), h(b0), h(c0)) ∈ R. (19)
According to the definition of n-torus, the positions of IR split
into two disjoint subsets, call them negative and positive, so that
neighbors of a negative position are positive, and vice versa.
Wlog. assume that (a0, b0, c0) is negative. Consider the follow-
ing expression (symbol ∏ stands for the group operation in R,
applied in an unspecified but irrelevant order):
∏
(a,b,c) negative
(h(a), h(b), h(c))−1
∏
(a,b,c) positive
(h(a), h(b), h(c)), (20)
where (a, b, c) in the first subexpression ranges over all negative
positions of I−R (hence (a0, b0, c0) is omitted), and in the second
subexpression over all positive ones. The expression (20) eval-
uates to some value (π1, π2, π3) in R.
Let [ ] : R → [R] be a surjective group homomorphism
from R to a commutative group [R], guaranteed jointly by
Lemmas 2.5 and 2.6. Recall from Section 2.4 that the ho-
momorphism [ ] is defined point-wise, namely [(τ1, τ2, τ3)] =
([τ1], [τ2], [τ3]). Apply [ ] to (20) to get an expression:∏
(a,b,c) negative
([h(a)], [h(b)], [h(c)])−1
∏
(a,b,c) positive
([h(a)], [h(b)], [h(c)]).
(21)
Observe that [h(a)] appears in (21) exactly once, for every a ∈ I
different from a0, b0, c0; the same applies to the inverse [h(a)]−1.
Thus, as [R] is commutative, every [h(a)] together with its in-
verse cancels out. Moreover, [h(a0)], [h(b0)] and [h(c0)] also
appear in (21) exactly once, while their inverses do not appear
as the negative position (a0, b0, c0) has been omitted. Therefore
the expression (21) evaluates to ([h(a0)], [h(b0)], [h(c0)]). On
the other hand, (21) necessarily evaluates to ([π1], [π2], [π3]).
Using the notation of Section 2.4 we can write:
h(a0) ≡1 π1 h(b0) ≡2 π2 h(c0) ≡3 π3.
Now we use the closure of R on the equivalences, cf. (6) in Sec-
tion 2.4: as (π1, π2, π3) ∈ R, we deduce (h(a0), h(b0), h(c0)) ∈ R
as required. Proposition 5.6 is thus proved.
Remark: Splitting the positions into positive and negative
ones, with one more positive than negative ones, resembles the
property of ability to count of [14]. We believe that the proof
can be modified to prove the equivalence: a coset template is
not 2-Helly if and only if some its pp-definable extension has
the ability to count. The latter property needs however to be
slightly generalized to work in our setting, as the setting allows
many different carrier groups. The equivalence is not a new
result: it been shown recently for all templates in [4] .
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