Abstract. We investigate an initial-boundary value problem for the quasilinear Westervelt equation which models the propagation of sound in fluidic media. We prove that, if the initial data are sufficiently small and regular, then there exists a unique global solution with optimal Lpregularity. We show furthermore that the solution converges to zero at an exponential rate as time tends to infinity. Our techniques are based on maximal Lp-regularity for abstract quasilinear parabolic equations. 
Introduction and Notations
The aim of this paper is to enhance the mathematical understanding of the Westervelt equation, which was proposed and analyzed in [3, 10, 11] :
Here u ′ (t, x) = u(t, x) − u 0 denotes the acoustic pressure fluctuation at time t and position x. Furthermore, c > 0 denotes the velocity of sound, b > 0 the diffusivity of sound and k > 0 the parameter of nonlinearity. This equation is used to describe the propagation of sound in fluid media. It can be derived from the balances of mass and momentum (the compressible Navier-Stokes equations for Newtonian fluids) and a state equation for the pressure-dependent density of the fluid. A generalization of (1.1) is given by Kuznetsov's equation:
Here the velocity fluctuation v ′ (t, x) = v(t, x) − v 0 is related to the pressure fluctuation by means of an acoustic potential ψ(t, x), such that u ′ = ρ 0 ψ t , v ′ = −∇ψ. This equation is used as a basic equation in nonlinear acoustics, see [8, 12, 15] . We refer to [12] for a derivation of Kuznetsov's equation.
To avoid any confusion, we mention that in the engineering literature [8, 12, 15] also the following equation is termed Westervelt equation.
This equation is derived in [8] , for instance. However, we may still view (1.1) as a simplification of (1.2).
Let Ω ⊂ R n be a bounded C 2 -domain, let J = (0, T ), T ∈ (0, ∞] and let u 0 , u 1 be given functions on Ω. Then we consider the following initialboundary value problem for the Westervelt equation.
u| ∂Ω = 0 in J × ∂Ω (u(0), u t (0)) = (u 0 , u 1 ) in Ω.
(1.3)
Here u : J × Ω → R is the unknown function and (u 0 , u 1 ) : Ω → R 2 are the given initial data. In this paper we prove existence and uniqueness of global strong solutions for small initial data in anisotropic SobolevSlobodeckiȋ spaces:
Theorem 1.1. Let n ∈ N, p > max{n/2, n/4 + 1}, p = 3/2 and suppose that the initial data (u 0 , u 1 ) satisfy the regularity and compatibility conditions
Then for every T ∈ (0, ∞] there is ρ > 0 such that the smallness condition
(1.5)
The solution map (u 0 , u 1 ) → u is a local isomorphism in these spaces.
This is an extension of Theorems 1.1 and 1.2 of [11] , where only the case p = 2, n ∈ {1, 2, 3} and u 0 W 2 2 + u 1 W 2 2 < ρ is considered. Our result also implies that the regularity class in [11, Theorem 1.1] is not optimal. In order to provide optimal regularity results for the solutions of (1.3), we employ the powerful concept of maximal L p -regularity (see Section 2) . To this end we first rewrite (1.3) as a quasilinear evolution equation, using a smallness condition like [11, Assumption 2.2] which guarantees that (1.3) is a parabolic problem. Then we can apply the methods of the abstract parabolic theory, cf. [2, 4, 5, 16] .
Trace theory implies that the values u(t), u t (t) at t ≥ 0 are well-defined and for each t ≥ 0 the trace map [u → (u(t), u t (t))] is bounded from the class of solutions (1.5) into the class of the data (1.4) . This means that the initial regularity is preserved for all t > 0. Concerning the asymptotic behavior of solutions we prove that the equilibrium u = 0 is exponentially stable. To be precise, we show the following result. Theorem 1.2. Let u be the solution in Theorem 1.1. Then there exist constants C, ω > 0 such that
Moreover, it holds that
for each δ > 0 and
This result is designed as a counterpart to [11, Theorem 1.3] . There, the authors prove that u tt (t)
) for all t ≥ 0, which is not possible in our case, since only u 1 ∈ W 2−2/p p (Ω) is assumed. However, we are able to improve the qualitative behavior of (u, u t , u tt ) with respect to convergence in the natural trace spaces. This paper is organized as follows. In Section 2, we reformulate (1.3) as a quasilinear evolution equation of the form
For sufficiently small functions v * , we prove that the linearized problem
has the property of maximal L p -regularity even in exponentially time-weighted L p -spaces, see Theorem 2.5.
In Section 3 we prove Theorem 1.1 by applying the implicit function theorem in exponentially time-weighted L p -spaces.
Section 4 is devoted to the qualitative behavior of the solutions of (1.3). The exponential stability of the equilibrium u = 0 is a direct consequence of the implicit function theorem. The higher regularity of the solution u in Theorem 1.2 follows from the parabolicity of the problem, whereas the exponential decay of u tt can be seen by differentiating the equation for u and by studying a corresponding linear evolution equation for u tt . 2. Maximal L p -regularity for the linearized problem
Here D(A) is a Banach space for the graph norm · X + A · X . The space E(J) is continuously embedded into the space BU C(J; tr E) of bounded and uniformly continuous functions on J with values in the trace space
where (·, ·) θ,p indicates real interpolation. We refer to [1, 2, 17] for more information on these function spaces.
We say that the abstract inhomogeneous Cauchy problem
is a topological isomorphism. Its inverse u → (f, u 0 ) will be denoted by (∂ t + A, tr t=0 ), where tr t=0 : u → u(0) is the trace map. If A has maximal L pregularity on J, then also the abstract inhomogeneous Cauchy problem (2.1) has maximal L p -regularity on J, see [2] , Section III.1.5 and [16] , Proposition 1.2. If (2.1) has maximal L p -regularity then the following a priori estimate is valid.
If A has maximal L p -regularity on R + we may also take T 0 = ∞.
Let us now reformulate problem (1.3) as a quasilinear evolution equation for the new function
T . Taking into account that (u 2 ) tt = 2u tt u + 2u 2 t we rewrite the first equation in (1.3) as
, where ∆ D stands for the Laplace operator with homogeneous Dirichlet boundary conditions. This turns (1.3) into the quasilinear initial value problem
To ensure that the problem (2.3) is parabolic, we concentrate on solutions v which are real-valued and bounded in the sense that
In the remaining part of this section we investigate the linear problem
where v * is a fixed function satisfying (2.4), v :
are given functions and
To shorten the notation we will sometimes drop the dependence with respect to v * . It is well-known that A = A(v * ) has maximal L q -regularity in L p (Ω), see for instance [4, 6, 9, 13, 14] . We state this as
Hence also A α := α + bA has this property for any α > 0. Consider A # , B as operators in the Banach space X 0 with domain X 1 , defined by
Then it follows that A # ∈ L(X 1 , X 0 ) and B ∈ L(X 0 , X 0 ). The next goal is to show that
with domain X 1 in the space X 0 has maximal L q -regularity on R + . To this purpose we first show in Theorem 2.2 that µ + A has maximal L q -regularity on R + in X 0 for some µ > 0. Then we use properties of the spectrum σ(A) to prove that we may take µ = 0.
has maximal L q -regularity on R + and there exists µ > 0 such that µ + A = µ + A # + B enjoys the same property.
Proof. Consider the system
We have to show that for each f ∈ L q (R + ; X 0 ) there exists a unique solution
subject to the initial conditions v j (0) = 0. Since A α has maximal L q -regularity on R + , we may solve the second equation to obtain a unique solution
Inserting v 2 into the first equation we obtain the initial value problem
where
) and the unique solution of (2.7) is given by
This shows that A #,α has maximal L q -regularity on R + . We finally prove the second assertion by a perturbation argument (Proposition 4.3 and Theorem 4.4 in [4] ): Since (B − α) : X 0 → X 0 is a bounded linear operator and α + A # has maximal L q -regularity on R + , there exists µ > 0 such that the operator
Next, we analyze the spectrum σ(A). Recall that A is defined by (Au)(x) := −a(x)∆u(x) for u ∈ D(A) = {u ∈ W 2 p (Ω) : u| ∂Ω = 0} and some a ∈ C(Ω) with a(x) ≥ a 0 > 0 for all x ∈ Ω. Since A has compact resolvent, the spectrum σ(A) is a discrete subset of C and it consists solely of eigenvalues with finite multiplicity. Let λ ∈ σ(A) and u ∈ D(A) be a corresponding eigenfunction. Then
Testing the last equation withū and integrating by parts (u| ∂Ω = 0) it follows that λ is real and λ > 0 by the Poincaré inequality. We define
is an isomorphism. Suppose that λ belongs to the resolvent set ρ(A) of A. Then the following resolvent formula holds.
(λ − A)
Here R λ is defined by
This useful identity yields the following characterization of ρ(A)
would be bounded, but that is not possible. Therefore we must have λb − c 2 = 0 and this implies
Conversely, let λb − c 2 = 0 and − ac 2 ≥ 0 we obtain that λ is real and
We have shown that
∞). By Lemma 2.3 this implies λ ∈ ρ(A).
Having analyzed the spectrum for the operator A, we can continue to prove maximal L p -regularity for this operator on R + . To this end, we consider again the linear problem (2.5). Concerning regularity of initial data v 0 we consider the space
Note that the real interpolation space D A (1 − 1/p, p) can be computed to the result
see e.g. [7] . In case p = 3/2 the space D A (1 − 1/p, p) looks more complicated.
Let Y , X(J) be Banach spaces such that X(J) ֒→ L 1,loc (J; Y ) and let ω ∈ R. To describe exponential decay of solutions we employ the Banach space
equipped with the norm u e −ω X(J) := [t → e ωt u(t)] X(J) .
Theorem 2.5. Let p ∈ (1, ∞), −λ 0 = sup{Re λ : λ ∈ σ(−A)} < 0 denote the spectral bound of −A and let ω ∈ [0, λ 0 ). Then A has maximal L p -regularity on R + in the sense that
Proof. By Theorem 2.2 the operator µ + A has maximal L p -regularity on R + , hence A has maximal L p -regularity on bounded intervals, which can be seen by multiplying the equation ∂ t v + Av = f with e −µt . By Lemma 2.4 the spectral bound of −A is strictly negative and equals −λ 0 and therefore the spectral bound of −A+ω equals ω−λ 0 and it is strictly negative if ω ∈ [0, λ 0 ). Then [6, Theorem 2.4] implies that A − ω has maximal L p -regularity on R + for each ω ∈ [0, λ 0 ), that is 
Global wellposedness for the nonlinear problem
In this section we prove a slightly more general form of Theorem 1.1, which we formulate for the transformed system (2.3): Theorem 3.1. Let p > max{n/2, n/4 + 1}, ω ∈ [0, λ 0 ) and J = R + . Then there exists ρ > 0 such that for all v 0 ∈ X γ with v 0 Xγ < ρ the problem
admits a unique solution Proof of Theorem 3.1.
Step 1: In this step we prove that
where V ⊂ X γ is defined as follows. Fix m ∈ (0, (2k) −1 ) and let
First of all, we write F in the form
and "·" denotes pointwise multiplication. Then the maps
are C ∞ -maps. Moreover, by Hölder's inequality, the pointwise multiplication is bilinear and continuous (and therefore
Finally, the injection of
(Ω) is linear and bounded, provided that p > n/2 and p > 1 + n/4 by Sobolev's embedding theorem. This proves that F ∈ C ∞ (V ; X 0 ). Next, we decompose
Here the second matrix
Step 2: In this step we consider the substitution operatorsF : u → F • u and A : u → A • u for time-dependent functions u on J × Ω and prove that they are also C ∞ in appropriate spaces. Let 
and prove thatF is the composition of C ∞ -maps. First observe that the injections
and e −ω L ∞ (J × Ω) ֒→ L ∞ (J × Ω) are continuous and thus C ∞ . Then, similarly as in Step 1, we conclude that the mapG 1 : v 1 → (1 − 2kv 1 ) −1 ,
is C ∞ . Hölder's inequality implies that pointwise multiplication
is continuous. We conclude that
is C ∞ . Since pointwise multiplication is also continuous as a mapping
we obtain thatF :
The previously used decomposition of A implies that all its derivatives are bounded on V . From Lemma 3.2 and the embedding e −ω BU C(J; X γ ) ֒→ BU C(J; X γ ) we infer that
Here we use the same notation for A and the substitution operator induced by A. Furthermore it is easy to see that the mapping
is continuous and bilinear, hence
By
Step 2, we may conclude that
since ∂ t and tr t=0 are linear operators on W . Note that v ∈ W is a solution of (3. By Theorem 2.5 the operator
is an isomorphism with bounded inverse, hence by the implicit function theorem there exists an open ball B ρ (0) ⊂ X γ and a unique function φ ∈ C 1 (B ρ (0); W ) such that H(φ(v 0 ), v 0 ) = 0 for all v 0 ∈ B ρ (0) and φ(0) = 0. Therefore v := φ(v 0 ) ∈ W is the unique solution of (3.1) and i(v) ∈ e −ω BU C(J; V ), hence v 1 (t) ∞ < m < 1/(2k) for all t ∈ J.
Exponential Stability
. By Theorem 3.1 with T = ∞ there exists ρ > 0 and a function φ in the class
is the unique solution of (3.1). Then we obtain
for all v 0 ∈ B ρ (0). Since φ is C 1 , we see that for each ε > 0 there exists
Therefore we obtain the estimate
which is valid for all t ≥ 0, |v 0 | Xγ ≤ ρ 0 < ρ and C > 0 does not depend on v 0 and t. This implies exponential stability of the equilibrium 0 in X γ and the first estimate in Theorem 1.2. If ω = 0 then we still have v(t) Xγ → 0 as t → ∞, since v ∈ E(R + ) ֒→ C 0 (R + ; X γ ). But we can show even more. By [16, Theorem 5 .1] we obtain that
and since A(v(t)) has maximal L p -regularity for each fixed t ∈ [0, T ], by Theorem 2.5 (recall that v 1 (t) ∞ < m < 1/(2k) for all t ≥ 0). In particular, (4.1) implies that v t (t) ∈ X γ for each t > 0.
We will show that we may even set T = ∞ in (4.1) and that e ωt v t (t) → 0 in X γ as t → ∞. The result on higher parabolic regularity enables us to differentiate equation (3.1) w.r.t. t > δ to the result
We now distinguish between the functionw := v t and the fixed solution v, hencew is a solution to the linear problem
We claim that for each ε > 0 there exists a sufficiently large δ > 0 such that the estimate B(·)w e −ω Lp(δ,∞;X0) ≤ ε w e −ω E(δ,∞) (4.3)
holds for each w ∈ e −ω 0 E(δ, ∞), where 0 E(δ, ∞) := {u ∈ E(δ, ∞) : u(δ) = 0}. Since e ωt v(t) → 0 in X γ as t → ∞ and v(t) ∈ V for all t ≥ 0, the desired estimate follows for the first and the second term, so we concentrate on the third one. We use that the spaces e −ω E(δ, ∞) are continuously embedded into e −ω BU C(δ, ∞; X γ ) and the embedding constant is independent of δ, which follows from identities like
.
Since v 1 (t) ∞ < m < 1/(2k) for all t ≥ 0 and
Since v ∈ e −ω E(R + ) is the solution of (3.1) and thereby a fixed function, it follows that v e −ω Lp(δ,∞;X1) ≤ ε/C m , provided that δ > 0 is sufficiently large. This yields the claim.
Finally we write We show that the operator on the left side is an isomorphism from e −ω 0 E(δ, ∞) to e −ω L p (δ, ∞; X 0 ). To this end, it suffices to show that the first operator on the right hand side is an isomorphism from e −ω L p (δ, ∞; X 0 ) to e −ω L p (δ, ∞; X 0 ). We have B(·)(∂ t + A(0)) −1 h e −ω Lp(δ,∞;X0) ≤ ε (∂ t + A(0)) −1 h e −ω E(δ,∞)
≤ εC h e −ω Lp(δ,∞;X0) .
Here the maximal regularity constant C > 0 of (∂ t + A(0)) does not depend on δ ∈ R + . To see this, let M ω denote the norm of (∂ t − ω + A(0)) −1 : L p (R + ; X 0 ) → E(R + ). Using a translation from (δ, ∞) to (0, ∞) we obtain u e −ω E(δ,∞) = [t → e ω(t+δ) u(t + δ)] E(R+)
≤ M ω [t → (∂ t − ω + A(0))(e ω(t+δ) u(t + δ))] Lp(R+;X0) = M ω (∂ t + A(0))u e −ω Lp(δ,∞;X0) .
If we choose εC < 1, hence δ > 0 sufficiently large, a Neumann series argument implies that the operator ∂ t +A(0)−B(·) is invertible from e −ω 0 E(δ, ∞) to e −ω L p (δ, ∞; X 0 ) with bounded inverse. From now on we fix such a δ > 0, say δ * > 0, and define w(δ * ) := v t (δ * ) ∈ X γ . By Theorem 2.5 the function w * (t) := e −A(0)(t−δ * ) w(δ * ) belongs to e −ω E(δ * , ∞). Then the shifted functionw :=w − w * = v t − w * solves the problem w t (t) + A(0)w(t) − B(t)w(t) = B(t)w * (t), t > δ * ,w(δ * ) = 0. (4.4)
It is easily seen that B(·)w * is in e −ω L p (δ * , ∞; X 0 ). By the preceding arguments it follows thatw ∈ e −ω 0 E(δ * , ∞) or equivalently v t ∈ e −ω E(δ * , ∞). Property (4.1) with T = δ * thus yields v t ∈ e −ω E(δ, ∞) for each δ > 0 (the exponential weight plays no role on the bounded interval (δ, δ * )). This implies in particular that e ωt v t (t) → 0 in X γ = D(A) × D A (1 − 1/p, p) as t → ∞. We summarize these results in Theorem 4.1. Let n ∈ N, p > max{n/2, n/4 + 1}, ω ∈ [0, λ 0 ) and let v 0 satisfy the conditions of Theorem 3.1. Then the equilibrium v * = 0 of (3.1) is stable in X γ and e ωt v(t) Xγ → 0 as t → ∞. Moreover, it holds that v t ∈ e −ω E(δ, ∞) for each δ > 0, hence e ωt v t (t) Xγ → 0 as t → ∞.
