ABSTRACT Modern Web applications combine information from different sources, such as Web services, static resources, or real-time sensors data. The Internet of Things (IoT) is increasingly being used in these applications to show useful, updated information. However, the information related to the IoT devices is commonly displayed on dashboards for monitoring and control purposes and is not often combined with other types of data. In addition, it is important to base information on the location displayed in the user context. In this paper, we propose the use of a software architecture based on microservices and micro frontends for assisting the user in the friendly, seamless acquisition of geospatial data and information concerning the IoT. Our solution orchestrates those microservices and a component-based progressive Web application (PWA). The main microservice handles the creation of component configurations using a selection graph consisting of component tags and other descriptive properties and also contextual information about the application user. To demonstrate how the proposed architecture works, we present a scenario in which the Web application is dynamically built up by combining the geospatial information, the data acquired from the IoT sensors, and other complementary data.
I. INTRODUCTION
The importance of geospatial data is growing enormously, and government entities are offering more and more useful related open data [1] . There are many solutions focusing on the extraction, transformation and storage of this kind of information, as well as visualization tools for it. Furthermore, with the increased use of technologies related to the Internet of Things (IoT), real time data can be acquired by measuring and analyzing environmental indicators, e.g., from natural resources, urban environments or wearable devices [2] .
Today's geospatial software visualization tools are narrowly focused on a single topic, performing simple tasks, and often just working with geospatial data alone. Such software shows maps with layers upon layers of data, usually so scientifically that it is problematic to understand for users
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with little or no knowledge in the related field. However, new approaches are emerging in IoT visualization tools for monitoring and diagnostics operations [3] , for example, representing indoor devices [4] .
From an architectural perspective, geospatial data approaches are generally at a standstill. Software related to such data tends to concentrate on merely trying to integrate different data formats to suit the needs of a particular software [5] . In our solution, we propose the use of microservices [6] and their orchestration [7] , which has a series of advantages, such as the use of containers for seamless service replication, correct versioning, and load balancing between service instances, etc. In the IoT domain, some authors have encouraged patterns and best practices used in microservices [8] . We build upon that by making use of those advances in the geospatial domain.
Some of the solutions related to geospatial information also have a service-oriented approach [9] - [11] , but only a few apply the advances made in this field. Furthermore, IoT information on geospatial data can mean added value for an application like ours. For an example of such possible benefits, think of a web application made up of two web components [12] : The first component is a microservice capable of providing a map via Web Map Service (WMS), and the second is a microservice that acquires data from an IoT sensor. We could set an orchestration system that makes it possible to set a trigger that launches a new instance of a service when requests surpass one thousand per minute. The new instance is registered in a discovery service making it part of a load balancer and lessening the system load at run-time. This can help overcome a sudden increase in traffic at a moment's notice.
From the user's perspective, it may be hard for them to meet their needs for information. Acquisition of the data may require a considerable effort by the user. To overcome that, we propose a way to encompass heterogeneous data. Thus, the user experience is the cornerstone of our application.
In this paper we propose a solution based on a multiplatform web application 1 for visualizing geospatial data and related information, which considers the context of the user in the application. The related information is focused on real-time data from IoT devices, but can also include other types of information, such as static resources or third-party web services. Some features like the location, the platform which the information is visualized on and the platform language have contributed to our improving the user experience. 1 https://app.acg.ual.es/ A Progressive Web Application (PWA) [13] was developed as part of the proposal. For it we used a component-based approach that we have had experience with, ENIA (ENvironmental Information Agent) [14] , an intelligent Web agent for environmental information which was developed with funding from the Regional Government of Andalusia (Spain). Figure 1 shows ENIA, a mashup interface in which every component is coarse-grained and encapsulates a certain functionality, and those components can communicate with each other. In this use case example, every component of the mashup is working together as a whole, finding a way to show economic activity in the province of Almería based on the environment. Three map components, an external weather component and a twitter component, are used for that. The ENIA web application does not show any real time information from IoT devices and the proposed approach is intended to fill this gap by providing this information through its front end.
The backend of our proposal has a microservice architecture, which takes several system-oriented patterns, such as gateway and circuit breaker into account [15] . This architecture and the use of context data help decide what information should be used to fill the components. A selection graph is used for this as an underlying data model. This makes it faster to narrow down the search of those components, thus improving the user experience.
This article is structured as follows. Section II reviews related work in the literature. Section III presents the background and fundamentals of microservices and PWAs on which our solution is based. Section IV shows the architecture of our proposed solution from both the back-end and frontend perspectives. At the back-end, we propose division into three layers, edge services, core services and internal-external data. Section V describes a detailed use case of the application based on user context information. Finally, Section VI draws conclusions and proposes some future work. Summarizing, the main contributions are:
( 
II. RELATED WORK
Our proposal was developed based on three pillars. First, the use of a microservice architecture, secondly the development of a front-end following a micro front-end approach, and finally the use of context data to improve the user experience. Use of microservice architectures has been growing exponentially in the last few years. The microservice concept was first introduced in a case study by Lewis [16] and at about the same time by George [17] . Since then, the concept has evolved into what we now know [18] . For instance, companies like Netflix [19] make impressive use of microservice architectures to meet every single business objective and be able to grow at an unprecedented rate, taking close to forty percent of the bandwidth usage in North America in 2015 [20] . This architecture has been used in many kinds of applications, but not yet in research contexts which require a combination of geospatial data processing and IoT information management.
Recently, researchers in geospatial data have started to realize their advantages. In [21] , the authors proposed the use of microservices to orchestrate existing geospatial processing algorithms, and to compose and execute geospatial workflows in a cloud environment. Another study related to the use of spatial data in a microservice setting [22] , uses the spatial location to orchestrate the deployment of edge computing distributed services in fog computing environments. The approach presented in [23] processes and visualizes sensor data acquired by devices in real time. In that proposal, microservices were used to manage individual services across the complete visualization process workflow. Therefore, only the benefits related to service choreography were applied.
We leveraged the potential of microservice architectures to make the back-end of our application more resilient and provide our users with a faster, robust, secure and more reliable experience.
Novel IoT domain approaches take advantage of the benefits of microservices. For example, in [24] a Web of Objects architecture is proposed for providing and reusing IoT services. In contrast to our approach, that architecture represents each object (or a composition of objects) with a microservice, while we use microservices for managing and accessing our software components. Moreover, those microservices are linked to location data, but that information does not adjust the information to the user context, as proposed in our architecture. The proposal in [25] supports the development and evolution of context-based IoT applications. It is focused on three main aspects of IoT devices: context triggering, geospatial visualization and anomaly detection. The main difference from our approach is front-end communication.
Those authors proposed iframe components communicating by the window.postMessage method, while we do so using the MQTT publish/subscribe policy (Message Queue Telemetry Transport) [26] protocol which makes updating data easier, more flexible and dynamic.
Front-end research is a continuously developing field, and component-based interfaces are already being used as a primary source of user interaction. Some of the most important web development frameworks (Angular, React, Vue, etc.) use a component-based approach as a reliable method of developing a web-based application. We already had experience with component-based mashup interfaces [14] , [27] , [28] , but we wanted to improve them with the use of a Progressive Web Application (PWA) [29] , [30] .
PWA applications attempt to combine features offered by most modern browsers with the benefits of mobile experiences. At a first glance, they look like native platform applications, but they are developed as normal web pages. The only trait that has to be changed to convert web applications into a PWA is to provide them with unnetworked behavior. Simultaneously, a new paradigm was born, the micro frontend [31] . From a developer's perspective, a micro front-end adapts the microservice philosophy to front-end development with concepts like technology agnostic design, team code isolation, high reusability, etc. Our front end was developed based on both concepts (multiplatform and micro front-end), as PWA development leads to this philosophy.
Every major platform (Windows, Android, IOs, Linux, etc.) already supports the use of PWA as a bridge for web development in native platform applications without the drawbacks this kind of application had just a few years ago. With the advances in PWAs, the sensors fitted in devices to help with context awareness can still be used, as this forms part of one of our main objectives. Furthermore, major web browsers are starting to support a variety of those sensors, such as GPS, NFC, and others for PWA. To illustrate the support of certain features available to PWAs using Chrome, Table 1 shows the compatibility of each major platform with VOLUME 7, 2019 key PWA features. For a more in-depth look at the features supported on each browser for PWA see [32] .
We developed our system with the user context in mind [33] , so context awareness is mandatory for our application. Of the work related to this topic which has already been published, the study most closely related to the contributions examined here is presented in [34] , where the system applies context data to improve the user experience. Context awareness is achieved in our application by harnessing sensor and device properties to give the user a personalized experience. Offering the users components personalized for them based on their location can help give those users the information they really need. For example, if they want to know the weather, with the user geoposition we can show the results from IoT devices or third-party Web Map Service (WMS) providing the weather data for their positions and with a granularity suited to their needs.
III. BACKGROUND AND FUNDAMENTALS
Some background knowledge on the main principles used is required to understand our solution. First, it is important to know the microservice architecture paradigm, as well as what a microservice is.
There is no clear definition of a microservice, but it is generally accepted to be a self-contained set responding to small problems, usually through services, which are built around key pieces of the business logic [35] . These microservices are independent processes able to communicate with each other by lightweight mechanisms, such as API (Application Programming Interface) HTTP resources. Most of the time they are written in different programming languages and do not have to be based on the same data persistence technologies.
A microservice architecture is based on appropriate orchestration of those microservices. It has the advantage of being able to independently raise replicas of the microservices in high demand immediately, unlike monolithic architectures, in which all the business logic is implemented in a single solution. A generic example of a microservice architecture is presented in Figure 2 , showing how the back end is separated into small microservices, each with its own database. At the same time, different devices can use different connection patterns, in which case, mobile platforms request information through an API Gateway and the Web Application is connected directly to each microservice. It is important to realize that a microservice architecture is dynamic, and there is no preestablished way of developing it, so we had to decide on the best approach for separating our microservices and how to handle communication between them.
Along with the use of a microservice architecture, the proposed solution takes advantage of PWAs as a way to deploy on multiple platforms with minimum effort. PWAs are normal web applications that provide an app-like user experience using modern web browser capabilities like push notifications, user device information, GPS capabilities, etc. Even so, PWAs are more than just a set of new features, they are a way of building better websites, leading to a set of best practices for site development, regardless of which device they use to visit it.
PWAs use service workers to make it possible to tap into network requests and help build better web experiences [13] . Service workers act as a middleware in each web request, and let the request go through if the conditions are meet (e.g., internet connection is up), or will respond with a previous cached response if there are connection problems. Figure 3 shows an example of another service worker action. In this example, the service worker, acting as middleware, intercepts each request, and then, if the request is cached, it responds immediately, or otherwise, it retrieves it from the network.
The service worker generates a thread at the same time as the thread generated by our main Webapp, which provides the distinct advantage of alleviating the workload of the main thread. The service worker of our PWA is not tied to any web page. It cannot modify any element in the web page as it does not have DOM access and has its own global script context. Service workers are event-driven. The number of events that the service workers handle can be increased, so the development of a PWA tends to be progressive. There is no need to do it all at once, and so, converting a Web application into a PWA is a painless process, which can be done by bits and pieces, working on the things considered essential first, and then selecting more events to improve the behavior of the application step by step.
IV. MERGING MICROSERVICES AND IOT INTO A GEOSPATIAL PWA
In this section our solution is described from two perspectives, back-end and front-end, respectively, with special attention to how IoT devices and context information behave in our system. Our own microservice architecture is presented as a fundamental part of the proposed solution. Once the architecture is understood, management of back-end microservices and their behavior in use are explained.
After the description of how the back end works, front-end development is explained as a component-based architecture from a PWA approach.
A. BACKEND ARCHITECTURE
Due to the nature of microservice architectures, a set of small services needs to be managed. At the same time, the use of resources and the possibilities for micromanaging each are evaluated until a start-up order is established based on dependencies (i.e., initiate geoservice after PostGIS is up), using Docker [36] . The Docker software platform makes use of containers to help handle a series of virtualized resources that are completely independent and have their own properties, like name spaces, file systems, libraries, etc. Containers in Docker share a common kernel, meaning that all containers can work over a single Linux instance, which helps avoid the need of running and maintaining several virtual machines independently. A Docker system is based on a layer that describes personalized configuration that has to be laid over the basic images in the container (See Docker Hub [37] for further information about Docker images).
One of the first questions to be answered is how to divide up the microservices, and how many are to be managed. In our case, we distributed all the microservices in the following three layers: a) Edge Services: Figure 4 presents the proposed back-end architecture. The dark arrows show the flow of a request in our system. The light arrows show the behavior of the individual microservices. Each request sent to the Gateway Service is analyzed and then sent to the appropriate Core Service. The figure shows how IoT devices are connected directly to the MQTT broker (Mosquitto).
The Figure 5 represents a sequence diagram where microservice startup and its behavior is observed. In it, the Core Service routes are registered in the Discovery Service when a call is sent to it with the address and port of the single instance every time a microservice starts up. At the same time, the gateway service generates a call every 60 seconds to check microservice status.
1) EDGE SERVICES
This layer is mainly focused on orchestration of communication between microservices. Some Netflix OSS components [38] are used to achieve this orchestration. They are a proven, easy way to implement certain mechanisms inherent to a microservice architecture, and at the same time help implement a series of system oriented patterns [39] like the API gateway pattern, circuit breaker, client-side discovery and server-side discovery patterns, among others.
In this service layer, requests are orchestrated on a microservice level, managing external requests and redirecting them to the core services that can provide the appropriate response. This layer has two main services: (a) Discovery Service and (b) Gateway Service.
The Discovery Service acts as a registry of other services as well as a discovery server. Its main function is to manage the status of each back-end service that is running. It is also able to use Ribbon, a component that balances loads between services of the same type. The Gateway Service is the only one the user can communicate with, i.e., the access point to the back end. It automatically generates a route for each service registered in the Discovery Service. At the same time, it handles requests between the front-end application and the back end. This is therefore the only point where an SSL certificate has to be used to make communications secure.
In addition to these two components, we use the Circuit Breaker pattern with Netflix OSS (Hystrix). This system pattern is implemented in the microservices to avoid error chains. Hystrix is ready to step in if some method is repeatedly causing timeouts in our requests. At the moment it detects an error, Hystrix opens the circuit handling all the requests following that method with a default response. At the same time, Hystrix sends successive messages to that method until it is working again, then it closes the circuit and everything works the way it is supposed to.
These services can be replicated at container level, so by establishing a prefilter in each of the microservices, a script VOLUME 7, 2019 can be directly configured that launches other mirror containers after a certain load threshold has been exceeded. From that moment on, Ribbon will redirect requests to that mirror container as need, depending on the policy stated in the Discovery Service.
2) CORE SERVICES
The main services which implement the business logic, and auxiliary services which handle personalization based on the user context information are in this layer. The context information has four properties: the name of the platform the request comes from, the form factor of the device used to run the application, the language of the platform where the request is made, and the user position. The Core Services layer has four services: (a) Auth Service, (b) Translation Service, (c) Geo Service, and (d) Component Service.
The Auth Service manages authentication and authorization of users and applications that make use of the back end, using the OAUTH 2.0 protocol [40] . Each method of every microservice has its own scope, with certain restrictions of users who can access and/or applications that have permission to use them. The Translation Service handles the translations of words and units that depend on the user context. For example, if an American user wants to know the state of the beaches, he/she will receive the components translated into English and in the appropriate units (miles, degrees Fahrenheit, etc.). Geo Service is a middleware service that can manage geospatial requests. Behind this service, there is a Geoserver which serves maps in multiple formats and with multiple layers, as required by the component. It is worth noticing that the geoservice is used to draw maps with layers where the position of the IoT devices can be shown. Finally, Component Service is the most important service in our back-end architecture. This service manages user needs and responds to them according to the context.
The Component Service states a set of components that fill with information related to the user's context. Figure 6 shows the data model behind the selection of those components as a tree or a directed graph:
where, V = {Category, Region, Component} E = {Belongs_to, Contains} and,
The acyclic directed graph representing the data model behind our Component microservice is a set of vertex and edges that we use to select the adequate components to send as a response. The vertex represents the categories, regions and components. While the edges represent the relations between those vertex, like how the categories belongs to a region and how the regions contain different kinds of components.
First are the Categories, which are basically the subjects the user can search for and receive an appropriate response. Next, spatial Regions defined have a bounding box linked to the categories by a Belongs_to relationship. This bounding box shows whether the user is making the request from a position inside the region. This way the components can be personalized based on data from the region itself. Each region has a series of Components compatible with the information from that region, defined by subject (Contains relationship), which can be filled with static information, such as a map divided into regions, or more dynamic data sources, such as a table with a data source suggesting a topic in the MQTT broker which is updated in real time.
Within this relationship, a field is defined with the scores of each compatible type of device that can be used to retrieve those components. A triplet (smartphone, tablet, desktop) where each field is a real value in the interval [0, 1], defines the affinity of that component on each device. For example, (0.1, 0.5, 0.9) means that the example has low affinity for smartphones, medium for tablets, and high for desktops, so the component is likely to be used when a user makes the request from a desktop. That way, their selection priority can be reorganized, taking into account possible incompatibilities between them in a device (for example, by definition, our application cannot show two maps on the same window in smartphones, but does on a desktop). These scores are assigned by expert knowledge when a new component is generated in the system.
The number of components returned in response is limited by the device, e.g., mobile devices only receive a maximum of the four scoring the highest. Furthermore, the same component can be defined for different categories or regions, but with different scores and data origins. At the time of writing, our application only supports eight different regions in Andalusia (Spain), but it can be extended according to user needs. For external resources to feed defined components we use WMS and the Web Feature Service (WFS) offered by the Rediam (Environmental Information Network of Andalusia) [42] and data in XML format from AEMET (Spanish Agency of Meteorology) [43] . Use of external data is flexible, so more sources may be added.
To explain the concept of a bounding box and components shared by different regions, Figure 7 shows a map representing the graph above it. As an example, Region 3 is composed of components #2, #3 and #4; whereas Region 4 is only composed of Component #4, so both regions share component #4 between them.
The data model behind our Component Service is an important piece that solves the underlying structure used to store component data. As it is a graph, those components can be selected much faster by exploring the graph and working with the subgraph that the context information leads to. The component selection process is shown in Algorithm 1. The user context information (position, language, platform and form factor) and the category are necessary to execute the component selection algorithm. First, it translates the search subject if necessary (line [1] [2] [3] [4] [5] . Then it finds the subgraph related to the category search (line 6). Immediately thereafter, it picks the subgraphs in the regions the user is in related to the category graph which was recovered in the previous point (lines [7] [8] [9] [10] [11] . It retrieves the components in the region graph in descending order based on the score defined in the data model that each component has in the particular platform employed by the user, at the same time it chooses the number of components necessary to fill the form factor of the main view in the front-end application (line 12) (see Section IV-B for more details). Then it translates those components if necessary (lines [13] [14] [15] and the application sends a response with the appropriate components (line 16).
Thus, the data model (selection graph shown in Figure 6 ) behind the components and their retrieval (Algorithm 1) form a system enabling new regions, components and/or categories to be introduced very dynamically and flexibly. At the same time, it enables them to be deleted or updated without impacting on the overall system.
To help understand its execution, Section V shows how this algorithm and component selection based on user context data work in an example scenario. The use of microservices makes it possible to select different data sources for each microservice. This has the advantage of using technologies that suits the need of each service. The internal data sources chosen for our services are databases which use polyglot persistence in the back-end to fit their main use case [41] in our back-end. In this persistence layer, we have deployed (a b) databases for each of the microservices as follows:
• AuthService MySQL: The schemas used for OAUTH2 follow a relational pattern, as it provides excellent performance and database integrity [44] .
• GeoService PostGIS: This database was chosen because it is the most widely used for handling spatial petitions [45] .
• TranslationService MongoDB: We needed a flexible schema, as each component is different. A document database is a flexible approach to this problem, and leaves open the possibility of adding more languages to the document and handling different components with different schemas in the same collection [46] .
• ComponentService Neo4jSpatial: Like PostGIS, Neo4j Spatial [47] needs to know if a user is inside the same region to handle the spatial queries. At the same time, when a relationship becomes important in a relational database, a graph is much more efficient, as the graph can be crossed much faster than having to look up all the rows in the relational database.
• Mosquitto: Apart from the databases used by the services, each IoT device has to be able to communicate with the rest of the system. We make use of an MQTT broker for that. This broker enables topics to be published and subscribed to help acquire real-time information from every IoT device managed by the system. Each device generates a topic that follows the /kind/region/id pattern, at the same time those IoT devices publish their values in at least another two /kind/region and /kind topics, so if necessary, those devices can be grouped by region and kind respectively (e.g., /temp/almeria/001). For external data sources we use REDIAM, AEMET and the Twitter API and others as possible examples of information resources.
B. FRONTEND ARCHITECTURE
One of the main objectives of the front end was to make it available to as many people as possible, and at the same time make the experience as easy as possible for them. For this aim, a hybrid technology was the most appropriate solution, not only to be able to have versions of the application for mobile platforms, but also even in desktop environments if so desired. In the search for a technological solution or framework for developing our microservice application, we realized that in most cases, existing frameworks (Ionic, Cordova, Appcelerator, etc.) focus mainly on the development of mobile platforms.
We wanted to develop a hybrid application using a component-based user interface (UI), as we would need to accommodate the new components added to the back end without impacting negatively on the development time of their front-end counterparts. Another advantage of this approach is the possibility of using multiple component configurations at runtime, thereby providing dynamic flexible interfaces. With that in mind, we decided on development of a PWA, since it is a hybrid solution that is not only prepared to run on mobile platforms, but can also run on desktops. It is relatively easy to adapt a normal Web Application to a PWA just by adjusting the behavior of the web page when the device is offline and adding a few files, avoiding the need to learn new languages or technologies. Another advantage is that there is a single code base for all the platforms, and this is always more manageable than having completely separate applications in different languages for each platform.
In addition to the decision to use a PWA to develop the front end, we used a micro front-end approach, which attempts to take parts of the microservice concept to the front end. Especially important for our use is the isolated development of each front-end component, making it easy for every member of the development team to be working on different components at the same time without code conflicts. In a spatial context, different view components can be developed based on how the spatial data are to be shown. For example, the same spatial data can be shown in a table component, or as a component with a map with Google tiles as a base, or a list of places in order by name, etc. The component used is defined in the Component Service, so it is important to know that the front-end application requires at least one micro front-end component for each one defined in the Component Service. The fact that each back-end component has its counterpart in the front end makes this solution very dynamic, and provides the possibility of having multiple data sources in each component, e.g., a humidity and temperature sensor (DHT22) can be connected to two topics at the same time in the MQTT broker, enabling the component to use those two topics at the same time, alone or in combination with other different components that handle the data sources in totally different ways. Figure 8 shows different application configurations based on the device that is running it. The configuration will be based on the number of components chosen to be displayed by our Component Service, e.g., a category could have five components defined in a region, but in a mobile platform only three of them will be shown. Moreover, a different category may have just one component defined in a region. If this happens the component will always try to fill all available space in the display area of the platform. The number of components and the size of each one is defined by the context of the platform and the category of the search, but as a reference, the maximum number of components each platform can have is defined: a) Smartphones, a maximum of 4 components distributed in 2 columns and 2 rows, b) Tablets and Desktops (portrait mode), a maximum of 8 components, 2 columns and 4 rows, c) Tablets and Desktops (landscape mode), a maximum of 16 components, 4 columns and 4 rows.
It is important to notice that two different maximum layouts have been defined for tablet and desktops. The device is considered to be in portrait mode when the height is greater than the width, and in landscape mode when the width is greater than the height. This information forms part of the context. Such component organization facilitates the user view without overloading it with information.
Furthermore, the user can press a particular component for a full screen view (which may have more information for the user). In keeping with our goal making it more comfortable and flexible for the user, in a small component it is better to have a quick view, and then instinctively access more information without too much effort if necessary.
V. AN EXAMPLE SCENARIO OF THE PROPOSED PWA
This section explains a use case of our Progressive Web Application following the application flow from the moment the user makes a request to the system. It takes the component selection algorithm (Algorithm 1) and Figure 9 representing the sequence diagram of an example request, into account.
In this example, a user wants to know the condition of the beaches in his/her area (Almería, Spain), and he/she uses a search bar to find the category (var cat) ''Playas'' (Beaches). While the user is performing the search, the application generates the context information that is added to the header of each request sent to the Gateway Service. The context information (var c) that is added to the request is:
-Platform → Android (var c.platform).
-Form factor → Smartphone (var c.formfact).
-Language → Spanish (var c.language).
-Position → (36.8293, -2.4044) that corresponding to the (lat, long) of the University of Almería (var c.position). Once the Gateway Service (see Figure 4 ) receives the request, it is redirected to the Component Service. This Component Service checks whether the user has permission for that resource by looking up the user's role in the Auth Service. Then it translates the search term into the Component Database main language (line 2 of Algorithm 1), which in this request is Spanish. As the database components are in English, the Translation Service provides the translation of ''Playas''. When the translation has been received, the Component Service retrieves the subgraph in the translated search category (line 6). Using the user's position, the subgraph containing the region components finds the region the user is in (line 7-8) , as there may be several regions with different granularity (e.g., Spain -Andalusia -Almería) and different components and data sources.
In this example, only one region, Andalusia, is retrieved, so now only the subgraph for that region in particular is worked with (line 9). As the context information indicates that the user device is an Android smartphone, the service only has to retrieve the four components with the highest score (line 12), as explained with regard to component size constraints based on the front-end form factor platform. Once the components have been received, the service fills them from the appropriate data source. In this case, the map component retrieves the data from the Geoservice as a WMS, and the category image is shown simply as a static image, a document populated by a static text about the 16 best beaches of Andalusia, and a table with a network of devices connected to their related topics that retrieves the weather conditions interpreted by our front-end application. As a failsafe mechanism, the data from an external service, in this case AEMET (Spanish Agency of Meteorology) is sent as backup in case there is a problem with the devices. Then, after filling all the components, the service translates them back into the context language, if possible (line 14), again using the Translation Service. When the request process has been completed, the Component Service issues a response to the front-end application (line 16). Once the application has received the response, it composes the main view with the components up to the maximum platform size, in this case size four. As one of the components is size two, only three of the four components included in the response can be used, as seen in Figure 10 . The document component is discarded as it has a lower score than the other three. Notice that the component has a score defined for each platform as shown in Figure 6 . The front-end component can be static, with the data embedded in the response given by the back end, or dynamic, like the table in which topics are connected to the one in the component response and the data received (wind speed, humidity and temperature) to show what the weather is like in real-time at those beaches.
Besides the main view, the user can access each component by pressing it longer for the full screen view. Sometimes the component contains more information in full screen mode than in the default size, because there is much more space available to work in, making it possible to increase the information shown to the user. In our example, the table component contains the current weather conditions in the user region, and in full screen mode, predictions for the next day (Figure 11a ) acquired directly from AEMET are added. Another interesting feature of the application is that in a response from a category, a link to related categories is also usually sent, in this example ''tapas'' (Figure 11b ), which can be accessed just by swiping to the left in the main view of the search category. This action makes it easy to find new categories that could be of interest to the user, for discovery and easy access to new information. in his/her zone (Málaga) he/she receives a map component, a list of the accidents near his/her location and a table with pollution levels in the zone. ''Pollution'' is also sent as a possible category related to traffic that could be relevant.
This use case shows the advantages of the main features of our proposal, the use of microservices architectures and the use of a directed graph to present component information considering the context information of the user. Thanks to these improvements we can, for example, scale services to respond in times of higher demand (e.g., Geoservice in summer, in behalf of ''playas'' category), while in the case of those low-use services we have the possibility to reduce their level of replication to a minimum. Another of the main advantages is the possibility to include new categories or components on the fly without affecting the performance of our application, making them available to the users as soon as they are added to our system (e.g., adding new locations to the ''tapas'' category).
To test some user experiences, a PWA demo called GeoNat has been implemented (available at https://app.acg.ual.es). This example has a static user context, so the reader can experience how the application would behave if he were near the University of Almería (Spain). The categories shown are those related to that position, ''weather'', ''air pollution'' and the ''smart campus'' categories. Those categories were chosen by our selection algorithm. Figure 12 shows the Smart Campus layer for that particular context on a desktop computer user interface. This view is built around three components, a map with the university locations, a table with the free parking spaces in each section, and a chart with the total of free vs occupied spaces.
VI. CONCLUSION AND FUTURE WORK
In this article, we reported on how we were able to overcome several problems, such as developing a microservice-based architecture, choosing the optimal number of those microservices, integrating the different technologies we used to construct them, and orchestrating them in such a way that our back end would be secure and reliable. At the same time, we show real-time data based on IoT devices in a component-based interface. Additionally, we had to build the foundations upon which components could be added and expanded based on new categories or regions to be supported.
The use of context information in this setting helps provide the user with the information that is really needed. At the same time, the use of a data model based on graphs makes our component selection algorithm quite fast, as in this setting, the relationships between entities are more important than the entities themselves. Pruning the graphs by picking subgraphs is also faster than having to relay each record by querying in a more traditional relational component database. With PWAs, the technology barrier of front-end application compatibility with mobile devices is easily overcome just by adjusting a web application and making it hybrid, so our scope could be broadened, thus reaching more users. The micro frontend approach made it possible to build the user interface dynamically and develop visual components independently, finding different ways to show the user data.
As future work, the proposed solution could still be improved upon. First, to improve the user experience, with time, we will add more categories, components and data sources. One of our next implementation targets is how to score components automatically as soon as they are added in the component service. Another field we would like to explore is how to improve the performance and the reliability of our microservice architecture even further. This can be done, for example, by optimizing the microservice scale, changing the policy that handles the traffic at the back end, creating new middleware microservices, and other solutions. One of the problems with our architecture is the fact that our MQTT broker (Mosquitto) cannot be replicated. As a possible solution we are trying to implement a middleware microservice, which could handle subscriptions based on the topic requested and redirect them to the appropriate MQTT broker instance. Focusing on the last point, we could add value to our solution by decoupling the real-time data from the MQTT protocol, in an attempt to find a solution that could handle different types of communication protocols. One last interesting field that is worth considering is making use of data analytics, as every request made in our system and the data generated by our IoT devices is a source of knowledge about both user behavior (how they use our application) and the environment (the data recovered by our IoT sensors).
