INTRODUCTION
Modern wireless communication systems are becoming progressively more complex, in an attempt to meet growing demand for higher data rates, wider coverage and greater capacity. Recently, adaptive or smart antennas have been introduced to exploit the spatial domain for minimizing interferences thereby enhancing system coverage and capacity. These antennas automatically direct their beam patterns to the desired signals with nulls in the directions of interfering signals. The ability of these antennas to track their target signals quickly and accurately depends largely on the performance of the beamforming algorithm employed. Furthermore, the use of electronically steerable antenna arrays lessens the burden of skill shortage for installing fixed wireless communication backhaul in remote rural areas.
A steerable antenna array which uses the simultaneous perturbation stochastic approximation algorithm to tune electronically the reactances of individual parasitic elements is described in [1] . In [2] , dual orthogonal polarization diversity antenna elements are used in the front-end of a discrete cylindrical lens array to produce a fan shaped fixed beam.
Various adaptive algorithms, including LMS and RLS, have also been introduced for adaptive beamforming [3] . Recently, variants of LMS and RLS have been investigated to enhance the convergence and tracking ability in time varying environments. This includes the use of a variable step size LMS algorithm (VSSLMS) in the presence of nonstationary noise [4] ; a constrained constant modulus RLS algorithm for blind adaptive beamforming [4] , and a hybrid scheme involving sample matrix inversion for initializing the LMS algorithm for fast convergence [5] .
In [6] 
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The antenna element spacing is d , and λ is the carrier wavelength.
According to Fig. 1 , the input stage of the RLMS scheme is based on the RLS algorithm with its weight vector ( RLS W ) at the ( ) 1 th j + iteration updated according to [9] ( 1) ( ) ( 1) ( ) ( )
where ( ) j X is the input signal vector, and ( 1) j + p is an arbitrary symmetric positive definite matrix given by 
From this estimated RLS output signal, the input signal vector for the subsequent LMS section can be obtained, such that
The LMS weight vector is updated according to
where 0 μ is a positive constant with its value dependent on the input signal statistics.
Finally, the output of the RLMS beamformer becomes
Equation (9) indicates the central role played by the image array factor A is now described.
In the following derivation, the tap weights are assumed randomly initialized. 
where [ ]
By assuming that both the input signal ( X ) and the RLS weights (W ) are independent, the expectation of (11) can be written as
From (12) and (13), the array factor elements are estimated as
It follows that the instantaneous values of the elements of
Thus, (15) provides a mean of calculating the array image factor d ′ A for use in the RLMS algorithm.
IV. CONVERGENCE OF THE RLMS ALGORITHM
In [6] , it is shown that the mean-square error ξ converges to the minimum MSE, min ξ . ξ is defined here as the expected value of
and,
( 1) ( 1) 2 
Also, the correlation matrix of the input signals is given by
The input signal cross-correlation vector is 
( 1) ( 1) • A linear array of 8 isotropic antenna elements spaced half a carrier wavelength apart.
• The desired BPSK signal arrives at 0
• The channel is AWGN of zero mean and variance 2 σ .
• All weight vectors are initially set to zero.
• Each simulation run involves 100 iterations.
A. RLMS performance 1) Performance with external reference:
The convergence performances of the RLMS, RLMS 1 , RLS and LMS schemes achieved through the use of an external reference signal have been studied based on the ensemble average square error ( ) 2) Performance with self-referencing: As shown in Fig. 2 suggests that RLMS y may be used as the reference for the RLS section. This feedforward and feedback arrangement enables the provision of self-referencing in RLMS 1 and RLMS, and allows the external referencing to be discontinued after an initial few iterations. The ability of the RLMS 1 and RLMS algorithms to maintain operation with the internally generated reference signals is demonstrated in Fig. 3 , whereas both the LMS and RLS algorithms operating on their own failed to converge without the use of a correct reference signal. , with a rejection ratio of 22 dB dB. Furthermore, the other three interfering signals with larger AoAs are being suppressed by a greater degree. Note that the interference suppression of RLS is similar to that of RLMS while LMS has the poorest performance.
Next, the resultant values of o SINR , computed according to [4] , achieved by RLMS, RLMS 1 , RLS and LMS in the presence of different number of interfering signals are tabulated in Table I It is interesting to note that both the LMS and RLS algorithms on their own are quite sensitive to the presence of noise in the reference signal. However, when they are incorporated to form the RLMS algorithm, the resulting scheme becomes very tolerant to noisy reference signal. As shown in Fig. 5 , the values of ξ associated with RLMS remain very small even when the rms noise level becomes as large as the reference signal.
B. Fixed beamforming
For fixed beamforming, individual elements of 
VI. CONCLUSIONS
A new and effective array beamforming algorithm, called RLMS, has been investigated analytically as well as by computer simulation. As discussed in section I, the proposed algorithm makes use of the array image factor individually. Simulation results indicated that both RLMS and RLMS 1 performed better than either RLS or LMS in the presence of AWGN and cochannel interference. Furthermore, both the proposed schemes are robust to noisy reference signal and may also operate with self-referencing. Unlike RLS and LMS, both RLMS and RLMS 1 are quite insensitive to the choice of the step sizes, δ and μ used.
The performance enhancements of both RLMS and RLMS 1 have been achieved at the expense of a slight increase in computational complexity over the traditional RLS algorithm.
