Abstract. Two-point distortion theorems are obtained for affine and linearly invariant families of harmonic mappings on the unit disk, with generalizations to pluriharmonic mappings of the unit ball in C n . In particular, necessary and sufficient conditions are given for a locally univalent harmonic or pluriharmonic mapping to be univalent. Some particular subclasses are also considered.
Introduction
The purpose of this paper is to develop some two-point distortion theorems for harmonic mappings in the plane, with extensions to pluriharmonic mappings in C n . Our results are generalizations of known distortion theorems for analytic functions, which we now proceed to describe.
For the class S of analytic univalent functions in the unit disk U , normalized by f (0) = 0 and f (0) = 1, Koebe's classical distortion theorem gives the estimate |f (z)| ≥ |z|(1 + |z|) −2 , which can be viewed as a sharp lower bound on the distance from f (0) to f (z) in terms of the distance from 0 to z. Some years ago, Blatter [1] found a general two-point distortion theorem that is both necessary and sufficient for univalence and requires no normalization. His result is formulated in terms of the hyperbolic metric 
Theorem A. If f is analytic and univalent in U , then
(1) |f (a) − f (b)| 2 ≥ sinh 2 (2d(a, b)) 8 cosh(4d(a, b)) |D 1 f (a)| 2 + |D 1 f (b)| 2 , a,b∈ U .
Conversely, if a nonconstant analytic function f satisfies this inequality for all a, b ∈ U , then f is univalent in U .
The keys to Blatter's proof of Theorem A are some standard coefficient estimates for univalent functions and a special inequality for solutions to a certain nonlinear differential equation. Kim and Minda [15] adapted Blatter's argument to embed the result in a one-parameter family of sharp two-point distortion theorems. Jenkins [13] then applied his General Coefficient Theorem to extend the result of Kim and Minda to a wider range of parameters and also to obtain an upper bound, thus culminating in the following theorem. 
Conversely, if a nonconstant analytic function f satisfies the inequality (4) for some p > 0 and for all a, b ∈ U , then f is univalent in U .
It may be observed that for p = 2 the inequality (4) is Blatter's theorem (Theorem A). The limiting case of (4) as p → ∞ is the invariant form of the Koebe distortion theorem (Theorem B).
Kraus and Roth [18] recently applied the Goluzin inequalities to obtain a family of sharp two-point distortion theorems analogous to Theorem C for negative values of the parameter p. Their result can be stated as follows. 
Theorem D. If f is analytic and univalent in

Conversely, if a nonconstant analytic function f satisfies the inequality (5) for some p < 0 and for all a, b ∈ U , then f is univalent in U .
Other two-point distortion results for analytic univalent functions can be found in [7] , [10] , [13] , [14] , [18] , [20] , [21] , [22] , [32] , [34] , [35] .
In this paper we generalize the above theorems to complex-valued harmonic functions, or harmonic mappings of the disk. Here the basic tool, playing the role of the Koebe distortion theorem for analytic univalent functions, will be a growth theorem for affine and linearly invariant families of harmonic mappings, due to Sheil-Small [37] . Sheil-Small's theorem will be recorded in the next section, together with background material on harmonic mappings. Our results provide necessary and sufficient conditions for univalence of sense-preserving harmonic mappings of the unit disk. In the second part of the paper we develop versions of these results for pluriharmonic mappings of the unit ball in C n .
Preliminaries
Let Ω be a domain in the complex plane C , and let f be a complex-valued function of class C 1 in Ω. The Jacobian of f is given by
It is well known that f is locally univalent if J f (z) = 0 in Ω and that the converse is also true if f is analytic. A theorem of Lewy [19] asserts that the converse remains true for harmonic mappings in the plane. Thus a locally univalent harmonic mapping is either sense-preserving
. A harmonic mapping of the unit disk U has the unique representation f = h + g, where h and g are analytic in U and g(0) = 0. This is called the canonical representation of f . Note that f is sense-preserving if and only if |g (z)| < |h (z)| for all z ∈ U . This implies that h (z) = 0 in U , so that h is locally univalent. Let H(U ) be the set of analytic functions in U . Let S H denote the family of sense-preserving univalent harmonic mappings f = h + g on U , where h, g ∈ H(U ) and are normalized by h(0) = 0, h (0) = 1, and g(0) = 0. Let S 0 H denote the subclass of S H with the further normalization g (0) = 0. The family S H is normal, and S 0 H is compact (see [3] or [5] ). We will be concerned with families of harmonic mappings that are both linearly invariant and affine invariant. Linear invariance was first studied by Pommerenke [30] for families of locally univalent analytic functions. Sheil-Small [37] then generalized the notion to families of harmonic mappings. A family F ⊂ S H of harmonic mappings is said to be linearly invariant if f = h + g ∈ F implies that
The family F is affine invariant if f ∈ F implies that
The full family S H is both linearly and affine invariant. The order of a family F ⊂ S H is defined by
In view of the maximum principle and the fact that h is locally univalent, we see that α(F) ≥ 1 (cf. [30] ). Bieberbach's theorem says that α(S) = 2. It has long been conjectured that α(S H ) = 3, but this is still an open question.
For any family
H , the subfamily of functions f = h+g ∈ F for which g (0) = 0. For later reference we now record the basic growth theorem for subfamilies of S H , due to Sheil-Small [37] (see also [5] , p. 97).
Theorem E. Let F ⊂ S H be an affine and linearly invariant family of order α. Then each function f ∈ F 0 satisfies the inequalities
Actually, a careful examination of the proof reveals that the upper bound in (7) is valid more generally for locally univalent, sense-preserving harmonic mappings f = h + g that are normalized by f (0) = 0, h (0) = 1, and g (0) = 0. In other words, f need not be globally univalent.
For a function f = h + g harmonic in U , the two quantities
will play the role of the weighted derivative
Distortion of harmonic mappings
We begin with a two-point distortion theorem for harmonic mappings that is a generalization of Theorem B, the invariant form of the Koebe distortion theorem for analytic functions as proved by Kim and Minda [15] . The proof is similar to that of Kim and Minda in that it uses linear and affine invariance to convert the basic distortion theorem (Theorem E) into invariant form. The same argument gives an upper bound for distortion as well as a lower bound. The lower estimate was also obtained by Pfaltzgraff [26] and is a generalization of a result in [10] (Theorem 4).
Theorem 1. Let F ⊂ S H be an affine and linearly invariant family of order α.
Then each f ∈ F satisfies the inequalities
Conversely, if a harmonic mapping f has nonnegative Jacobian that does not vanish everywhere in U , and if f satisfies the inequality (8) for some α > 0 and all pairs of points a, b ∈ U , then f is univalent in U .
Proof. Fix a pair of distinct points a, b ∈ U and define the Möbius transformation
If f = h + g ∈ F, then by linear invariance the function
also belongs to F. A calculation shows that G (0) = g (a)/h (a), and so ε = G (0) ∈ U since |g (a)| < |h (a)|. Hence by affine invariance of F the function
belongs to F 0 and therefore satisfies the conclusion of Theorem E. This says that
where the upper and lower bounds in (7) have been expressed in terms of the hyperbolic metric. Now recall that the hyperbolic metric is Möbius invariant, so
A straightforward calculation gives
and the desired result follows by applying the triangle inequality to the numerator, then interchanging the roles of a and b.
Conversely, suppose that a harmonic mapping f satisfies (8) and has Jacobian 
Consequently, f is not locally univalent at a (or at b) and so f (a k ) = f (b k ) for some sequences {a k } and {b k } tending to a, with a k = b k . In view of (8) , this implies that J f (a k ) = 0 for all k. Without loss of generality we may assume that all points a k are different from a. There are now two cases. If h (a k ) = g (a k ) = 0 for all k, then h (z) ≡ g (z) ≡ 0 and so J f (z) ≡ 0, contrary to assumption. If on the other hand, h (a k ) = 0 for some k, then |ω(a k )| = 1 and the maximum modulus principle implies that ω(z) ≡ e iθ , a unimodular constant. In other words, g (z) = e iθ h (z) in U , which again implies that J f (z) ≡ 0. The conclusion is that if f satisfies (8) for all a, b ∈ U , and if
It should be remarked that the upper bound (9) does not actually require univalence but remains valid if f is only locally univalent, since the proof is based on the upper bound in (7). (See the remark following the statement of Theorem E.)
The theorem applies in particular to the subfamily of convex mappings in S H , which is affine and linearly invariant and has order α = 2. (See [3] or [5] .) According to Theorem 1, any such mapping f will satisfy the two-point distortion inequalities (8) and (9) with α = 2. Similarly, the subfamily of S H consisting of close-to-convex mappings is affine and linearly invariant and has order α = 3 (see [3] or [5] ). Thus by Theorem 1 any such mapping f must satisfy (8) and (9) with α = 3. The theorem does not apply directly to the subfamily of mappings that are starlike with respect to the origin, since this property is not linearly invariant. However, since every starlike mapping is close-to-convex, the same inequalities hold, with α = 3, for starlike mappings f ∈ S H .
In fact, when α = 3 the inequalities (8) and (9) are sharp for starlike mappings in S H . To see this we have only to note that the upper and lower bounds in (7) (8) is not sharp for convex mappings, since the lower bound in (7) is not sharp in this case. The sharp bounds on |f (z)| for convex mappings f ∈ S 0 H are not known (cf. [5] , p. 100).
Theorem 1 applies to the full family S H but does not provide useful information, because the exact order of this linearly invariant family is unknown. It is conjectured, however, that α(S H ) = 3. If this were true, the sharp bounds on growth of functions f ∈ S 0 H would be given by (7) with α = 3. The two-point distortion bounds (8) and (9) would then follow (with α = 3) for all mappings f ∈ S H and would be sharp. But at present this is only a conjecture, since the best known bound on α(S H ) is around 50 (see [5] , p. 96).
On the other hand, it can be proved by the method of extremal length (see [3] , Theorem 4.4 or [5] , p. 92) that each function f ∈ S 0 H satisfies the inequality
which can be taken as an analogue of the Koebe distortion theorem. Starting with (10) and using arguments similar to those in the proof of Theorem 1, we can establish the following theorem.
Theorem 2. Each f ∈ S H satisfies the inequality
(11) |f (a) − f (b)| ≥ 1 16 1 − exp(−4d(a, b)) max {R(a), R(b)} , a,b∈ U .
Conversely, if a harmonic mapping f has Jacobian
We conclude this section with two additional two-point distortion theorems for convex harmonic mappings, analogous to and derived from Theorems C and D, respectively, for analytic functions. Here is the analogue of Theorem C.
Theorem 3. If f is a convex harmonic mapping of class S H , then for each
p > 0, (12) |f (a) − f (b)| ≤ 1 2 sinh(2d(a, b)) Q(a) p + Q(b) p 2 1/p , a,b∈ U . Moreover, if p ≥ 1, then (13) |f (a) − f (b)| ≥ sinh(2d(a, b)) 2 [cosh(2pd(a, b))] 1/p R(a) p + R(b) p 2 1/p , a,b∈ U .
Conversely, if a harmonic mapping f has Jacobian
Proof. Let us first consider the inequality (13) . If f = h + g is a convex harmonic mapping in S H , then the analytic function Φ θ = h + e iθ g is known to be univalent (in fact, convex in one direction) for each θ ∈ [0, 2π) (see [3] or [5] ). Thus for each θ ∈ [0, 2π) and p ≥ 1 it follows from Theorem C that
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On the other hand,
Combining this inequality with (14), we obtain in either case the desired result (13) . The relation (12) is proved in a similar way. To see that (13) implies the univalence of
we may adapt the argument used in the proof of Theorem 1.
It would be interesting to extend the inequality (13), or to find an analogous result, for 0 < p < 1.
It can be shown (cf. [15] ) that the right-hand side of (13) is a decreasing function of p for p ≥ 1 and the right-hand side of (12) is an increasing function of p for p > 0. Hence the strongest form of Theorem 3 is obtained by taking p = 1 in (13) and letting p → 0 in (12) . In this way we arrive at the following corollary.
Corollary. If f is a convex harmonic mapping of class S H , then
1 4 tanh(2d(a, b)) R(a) + R(b) ≤ |f (a) − f (b)| ≤ 1 2 sinh(2d(a, b)) Q(a)Q(b) for all a, b ∈ U . Conversely, if a harmonic mapping f has Jacobian J f (z) ≥ 0 but J f (z) ≡ 0
, and if f satisfies the left-hand inequality above for all
By a similar line of reasoning, Theorem D can be applied to give a corresponding result for convex harmonic mappings.
Theorem 4. If f is a convex harmonic mapping of class S H , then for each
p < 0, (15) |f (a) − f (b)| ≥ tanh(d(a, b)) R(a) p + R(b) p 2 1/p , a,b∈ U and (16) |f (a) − f (b)| ≤ sinh(2d(a, b)) 2 [cosh(2pd(a, b))] 1/p Q(a) p + Q(b) p 2 1/p , a,b∈ U .
Conversely, if a harmonic mapping f has Jacobian
and if f satisfies the inequality (15) for some p < 0 and for all a, b ∈ U , then f is univalent in U .
Corollary. If f is a convex harmonic mapping of class S H , then
tanh(d(a, b)) R(a)R(b) ≤ |f (a) − f (b)| ≤ 1 2 sinh(2d(a, b)) Q(a)Q(b) for all a, b ∈ U . Conversely, if a harmonic mapping f has Jacobian J f (z) ≥ 0 but J f (z) ≡ 0
, and if f satisfies the left-hand inequality above for all a, b ∈ U , then f is univalent in U .
The following lemma is needed to deduce the corollary from Theorem 4. It implies that the strongest form of Theorem 4 is obtained by letting p → 0 in (15) and (16) . (15) is an increasing function of p for p < 0, and the right-hand side of (16) is a decreasing function of p for p < 0.
Lemma 1. The right-hand side of
Proof. Straightforward differentiation shows that the right-hand side of (15) is an increasing function of p for p < 0. Specifically, we may calculate the logarithmic derivative, multiply by p 2 , then deduce that the resulting expression is positive for p < 0 by differentiating again to see that it decreases to zero. To see that the right-hand side of (16) is a decreasing function of p < 0, we follow an argument similar to that in [18] . With the notation t = −p, A = e 2d(a,b) , B = e −2d(a,b) , C = 1/Q(a), and D = 1/Q(b), we can write
The problem is then to prove that the function r(t) is increasing on (0, ∞). We may assume that C ≥ D. By a result of Marshall, Olkin, and Proschan [23] , the function r(t) is increasing if
To prove that (17) holds, let f = h + g be an arbitrary convex function in S H . Then as in the proof of Theorem 3, the function Φ θ = h + e iθ g is univalent for each θ ∈ [0, 2π). Hence the Koebe distortion theorem (see [4] or [31] ) gives
for all θ ∈ [0, 2π). With a suitable choice of θ the last inequality yields
which says that
Finally, we apply the linear invariance of the class of convex mappings together with the Möbius invariance of the hyperbolic metric, as in the proof of Theorem 1, to arrive at the inequality (17) . This completes the proof.
Some different kinds of two-point distortion theorems for harmonic mappings can be found in [2] .
Families of pluriharmonic mappings
In this section we introduce the notions of affine and linear invariance for families of locally univalent pluriharmonic mappings, and we present some basic results related to these notions. The results will be applied in Section 5 to prove two-point distortion theorems. We begin by recalling some standard notation.
As usual, C n is the space of n complex variables z = (z 1 , . . . , z n ) with inner product z, w = n j=1 z j w j and norm z = z, z 1/2 . The open ball {z ∈ C n : z < r} is denoted by B n r . We write B n for the unit ball B n 1 . In the case of one complex variable, B 1 is the unit disk U . We denote by L(C n , C m ) the space of continuous linear operators from C n into C m with the standard operator norm, and let I n be the identity operator in L(C n , C n ). The set of holomorphic mappings from a domain Ω ⊂ C n into C n is denoted by H(Ω). When Ω contains the origin, we say that a mapping f ∈ H(Ω) is normalized if f (0) = 0 and Df (0) = I n . The family of normalized biholomorphic mappings on B n will be denoted by S(B n ). In the case of one complex variable, S(B 1 ) is the usual family S of normalized univalent functions on the unit disk U . We let K(B n ) denote the subfamily of S(B n ) consisting of convex mappings. Aut(B n ) is the set of biholomorphic automorphisms of B n . A mapping f ∈ H(Ω) is known to be locally biholomorphic in Ω if and only if its determinant det Df (z) = 0 for all z ∈ Ω (see for instance [17] ). The family of all normalized locally biholomorphic mappings on B n will be denoted by LS(B n ). A complex-valued function f of class C 2 on B n is said to be pluriharmonic if its restriction to every complex line is harmonic. This happens if and only if
is pluriharmonic if and only if it is the real part of some holomorphic function on B n . Every real-valued harmonic function on U is the real part of a holomorphic function, but this is no longer true for functions on B n . In other words, when n > 1 the pluriharmonic functions form a proper subclass of the harmonic functions on B n . Every pluriharmonic mapping f : B n → C n can be written as f = h + g, where g and h are holomorphic mappings of B n into C n , and this representation is unique if g(0) = 0.
We now define a class of pluriharmonic mappings on B n that will serve as an analogue of the class S H on the unit disk. Recall that S H consists of the univalent sense-preserving harmonic mappings f = h+g, where h, g ∈ H(U ), h(0) = g(0) = 0, and h (0) = 1. We define S H (B n ) to be the family of all univalent pluriharmonic mappings f = h + g on B n , where h, g ∈ H(B n ), g(0) = 0, and h ∈ LS(B n ). Observe that a mapping f ∈ S H (B n ) is not required to be sense-preserving; that is, its real Jacobian (when f is regarded as a mapping from R 2n to R 2n ) need not be positive. However, as we will see shortly (in Theorem 5), a natural generalization of the one-variable condition |g (z)| < |h (z)| is sufficient for f to be sense-preserving. Note that every biholomorphic mapping is sense-preserving because its real Jacobian is equal to | det Df (z)| 2 > 0. The symbol LS H (B n ) will denote the family of all pluriharmonic mappings f = h+g on B n with h ∈ LS(B n ) and g(0) = 0. Thus S H (B n ) is the family of univalent pluriharmonic mappings f ∈ LS H (B n ). Let S 0 H (B n ) be the subfamily of mappings f = h + g ∈ S H (B n ) such that Dg(0) = 0. In contrast with the one-variable situation, neither S H (B n ) nor S 0 H (B n ) is a normal family when n > 1. For a proof, simply observe that
is not a normal family in dimension n > 1 (see e.g. [8] and [9] ).
To motivate the next theorem, recall that f = h + g is a sense-preserving harmonic mapping in the plane when |h (z)| − |g (z)| > 0 for all z ∈ U , which implies that the analytic function h+ag is locally univalent in U for each a ∈ C with |a| < 1.
As we will now show, an appropriate generalization of this sense-preserving condition implies that a pluriharmonic mapping f = h + g of class LS H (B n ) is actually sense-preserving and has the analogous property that h + Ag is locally biholomorphic in B n for linear operators A of norm A < 1. Furthermore, f is a sense-preserving mapping. 
Theorem 5. Let
f = h + g ∈ LS H (B n ). If Dg(z)[Dh(z)] −1 < 1 for z ∈ B n , then h + Ag is locally biholomorphic in B n for each A ∈ L(C n , C n ) with A < 1.
Proof. The hypothesis implies det(I n + ADg(z)[Dh(z)]
−1 ) = 0 for A ∈ L(C n , C n ) with norm A < 1 and for all z ∈ B n . It follows that det(Dh(z) + ADg(z)) = 0, so that h + Ag is locally biholomorphic in B n . To see that f is sense-preserving, recall that the real Jacobian of f is
Elementary computations yield
Hence J f (z) = 0 for all z ∈ B n , since the hypothesis ensures that 1 is not an eigenvalue of the matrix
n , by the above argument. But J f t (z) is continuous with respect to t and
n . In other words, the mapping f is sense-preserving.
The next result provides a method for constructing examples of pluriharmonic mappings in the family S H (B n ). Recall that K(B n ) denotes the family of biholomorphic mappings of class S(B n ) with convex images. The following theorem is due to Mocanu [24] in the case n = 1.
Then ψ is pluriharmonic on the convex domain Ω = h(B n ) and ψ(w) = w + (g • h −1 )(w) for w ∈ Ω. Let w 1 and w 2 be arbitrary points in Ω with w 1 = w 2 . Then by convexity the points w(t) = (1 − t)w 1 + tw 2 lie in Ω for t ∈ [0, 1] and we can define z(t) = h −1 (w(t)). In view of the hypothesis, we deduce that
Hence ψ(w 1 ) = ψ(w 2 ), and thus ψ is univalent on Ω. Then f = ψ•h is also univalent on B n , so that f ∈ S H (B n ), as claimed. The fact that f is sense-preserving follows from Theorem 5. This completes the proof.
If h ∈ S(B
In fact, f is sense-preserving, by Theorem 5. Moreover, if h ∈ K(B n ), then f is a convex mapping of class S H (B n ).
Examples.
We pause now to give three examples of mappings g and h which satisfy the conditions of Theorem 6. Assume for simplicity that n = 2, and write h = h(z, w) and g = g(z, w).
(i) Let h(z, w) = (z, w) and take g to be an arbitrary holomorphic mapping with g(0) = 0 and Dg(z, w) < 1 for all points (z, w) ∈ B 2 . Then, clearly, g and h satisfy the conditions of Theorem 6.
(ii) Next let h(z, w) = (z, w)/(1 − z) and define
where r > 0. Then h ∈ K(B 2 ), as shown for instance in [33] , and
For any (u, v) ∈ C 2 with (u, v) = 1, an application of the Cauchy-Schwarz
Thus g and h satisfy the conditions of Theorem 6 for r ≤ 2/ √ 5.
where r > 0. Then h ∈ K(B 2 ) by a theorem of Roper and Suffridge [33] , and
For any (u, v) ∈ C 2 with (u, v) = 1, another application of the Cauchy-Schwarz inequality gives
Thus g and h satisfy the conditions of Theorem 6 when r ≤ 4/ √ 17. For a locally biholomorphic mapping f on B n , the Koebe transform is
where ϕ ∈ Aut(B n ). A family F ⊂ LS(B n ) of normalized locally biholomorphic mappings is called a linearly invariant family if K ϕ (f ) ∈ F for every f ∈ F and every ϕ ∈ Aut(B n ). Various results for linearly invariant families of locally biholomorphic mappings were obtained in [8] , [9] , [25] , [27] , [28] , [29] , and the references therein.
For families F ⊂ LS H (B n ) of pluriharmonic mappings we introduce the following notions of linear and affine invariance.
Linear Invariance. If f = h + g ∈ F, then for each ϕ ∈ Aut(B n ) the mapping
, and if h + Ag is locally biholomorphic on B
n , then the mapping
also belongs to F.
We now define the order of a linearly invariant family
By a result of Hörmander ([11] , Theorem 4), an equivalent definition is
In the special case where F is a family of locally biholomorphic mappings, α(F) is the "norm order" as introduced by Pfaltzgraff and Suffridge [29] . Moreover, for any linearly invariant family F ⊂ LS H (B n ), the family F = {h : h + g ∈ F} is a linearly invariant family of normalized locally biholomorphic mappings with norm order α(F ) = α(F). Since a result of Pfaltzgraff and Suffridge ([29] , Theorem 3.1) says that α(F ) ≥ 1, we infer that α(F) ≥ 1 for every linearly invariant family F ⊂ LS H (B n ) of pluriharmonic mappings. The families LS H (B n ) and S H (B n ) are affine and linearly invariant. Since LS(B n ) ⊂ LS H (B n ) and LS(B n ) has infinite norm order (cf. [29] ), it follows that α(LS H (B n )) = ∞ in dimension n > 1. In the case of one complex variable, it can be shown that α(S H ) < 50 (cf. [5] , p. 96), but the exact order of S H is not known.
The family K H (B n ) ⊂ S H (B n ) of pluriharmonic mappings with convex image is affine and linearly invariant. It would be interesting to estimate α(K H (B n )) in dimension n > 1. For n = 1 the family K H of convex mappings in S H has order 2.
We close this section with statements of some growth and distortion theorems for linearly invariant families of locally biholomorphic mappings on B n . These known results will be applied in the next section to obtain growth and two-point distortion theorems for pluriharmonic mappings, by arguments similar to those employed in Section 3 for harmonic mappings in the plane. Theorems F and G are due to Pfaltzgraff and Suffridge [29] , and Theorem H was obtained by Graham, Kohr and Pfaltzgraff [10] .
Theorem F. Let F ⊂ LS(B n ) be a linearly invariant family of norm order α < ∞ and let f ∈ F. Then
Furthermore,
Theorem G. Let F ⊂ LS(B n ) be a linearly invariant family of norm order α < ∞ and let f ∈ F. Then
Theorem H. Let F ⊂ LS(B n ) be a linearly invariant family of norm order α < ∞ and let f ∈ F be biholomorphic. Then
where
denotes the Carathéodory metric in B n , and
Conversely, if a locally biholomorphic mapping f on B n satisfies the inequality (18)
The definition of the Carathéodory metric will be recalled in the next section. Other two-point distortion theorems for holomorphic mappings of the unit ball in C n may be found in [8] , [10] , and [16] .
Distortion of pluriharmonic mappings
In this section we generalize Theorem 1 to pluriharmonic mappings on the unit ball, and we consider various particular cases and consequences. We begin with two growth theorems for affine and linearly invariant families of pluriharmonic mappings on B n . The first result is a generalization of Theorem G to pluriharmonic mappings.
Theorem 7. Let F ⊂ LS H (B n ) be an affine and linearly invariant family of order
Proof. As remarked in the previous section, F = {h : h + g ∈ F} is a linearly invariant family of normalized locally biholomorphic mappings with norm order α(F ) = α(F). Thus it follows from Theorem F that
whenever f = h+g ∈ F. On the other hand, in view of the hypothesis that h+Ag is locally biholomorphic on B n for A ∈ L(C n , C n ) with A < 1, the affine invariance of the family F shows that
also belongs to the family F. Applying Theorem F to its holomorphic part, we infer that
Consequently, we find that
In particular, for each fixed z ∈ B n and w ∈ C n we can choose A to be a unitary matrix such that ADg(z)(w) = c Dh(z)(w) for some c ≥ 0. Then since A = 1 and A acts isometrically on C n , we deduce that
for all z ∈ B n and w ∈ C n , where r = z < 1. Now fix an arbitrary point z ∈ B n and define the function
Then v(0) = 0 and
Hence it follows from (20) that
The proof is completed with the observation that μ(g) = 1 + Dg(0) . To see this, let x be a unit vector such that Dg(0)x = Dg(0) and let A be a unitary matrix for which ADg(0)x = cx for some c ≥ 0. Then we have
and so
The reverse inequality is trivial.
The next theorem is a generalization to pluriharmonic mappings of a result obtained in [10] for biholomorphic mappings. The proof will appeal to the following lemma, which is implicit in the proof of the corresponding result (Theorem 5) in [10] .
where Ψ n,α is defined by (19) .
be an affine and linearly invariant family of pluriharmonic mappings of finite order α = α(F). Let f = h + g ∈ F and suppose that Dg(0) < 1 and that h+Ag is locally biholomorphic on
Proof. As in the proof of Theorem 7, we apply Theorem F and the affine invariance of the family F to conclude that
for all A ∈ L(C n , C n ) with A < 1, where Θ n,α is defined by (21) . It follows that
Next, for fixed z ∈ B n and w ∈ C n , choose A to be a unitary matrix such that
ADg(z)(w) = −c Dh(z)(w)
for some c ≥ 0 .
This choice of A gives the inequality
for all z ∈ B n and w ∈ C n , where r = z . For r ∈ (0, 1), let m(r) = min{ f (z) : z = r} and choose a point z 0 ∈ ∂B n r where f (z 0 ) = m(r). Then the linear segment
has the property Γ ⊂ B n m(r) ⊂ f (B n r ), which shows that γ = f −1 (Γ) ⊂ B n r . Now integrate with respect to arclength and apply (22) to obtain
Thus in view of Lemma 2, we conclude that
To complete the proof, we observe that and
Therefore,
This completes the proof of Theorem 8.
The next theorem is a generalization of Theorem 1 and Theorem H to pluriharmonic mappings of the unit ball. It may be viewed as an invariant form of Theorem 8. Like Theorem 1, it provides a necessary and sufficient condition for univalence of a large class of pluriharmonic mappings.
Recall that the Carathéodory metric in the unit ball B n is given by
where ϕ a (z) is the biholomorphic automorphism of B n defined by
and Λ a is the linear operator
with s a = 1 − a 2 . Then ϕ a (−a) = 0, ϕ a (0) = a, and ϕ 0 (z) = z for all z ∈ B n . The Carathéodory metric is invariant under biholomorphic automorphisms of B n . In particular, C B n (ϕ a (z), ϕ a (w)) = C B n (z, w) for each a ∈ B n and all z, w ∈ B n . For the unit ball the Carathéodory metric coincides with other metrics such as the Bergman and Kobayashi metrics. For n = 1 it reduces to the hyperbolic metric in the unit disk, as defined in Section 1. For further information, see [6] , [12] , [17] , and [36] .
It is convenient to also introduce the special notation
and
where g ∈ H(B n ) with Dg(0) < 1 and h is locally biholomorphic on B n . Note that ν(g) ≥ (1 − Dg(0) )/(1 + Dg(0) ). and Ψ n,α is defined by (19) . Conversely, if f = h + g is a pluriharmonic mapping that has the property (24) and satisfies (25) for some α > 0 and all a, b ∈ B n , and if h is locally biholomorphic and Dg(0) < 1, then f is univalent on B n .
Proof. Again we observe that F = {h : h + g ∈ F} is a linearly invariant family of locally biholomorhic mappings on B n with norm order α = α(F). If f = h + g ∈ F, then by hypothesis, h + Ag is biholomorphic on B n for each A ∈ L(C n , C n ) with A < 1, so by affine invariance the mapping Taking Theorems 5 and 6 into account, we obtain two corollaries of Theorem 9 that provide sufficient conditions for sense-preserving univalence of pluriharmonic mappings. Corollary 1. Let F ⊂ LS H (B n ) be an affine and linearly invariant family of pluriharmonic mappings of order α = α(F) < ∞, and let f = h + g ∈ F. Suppose that h + Ag is biholomorphic on B n for each A ∈ L(C n , C n ) with A < 1, and that the condition (24) holds. Then f is univalent and sense-preserving in B n and it has the two-point distortion property (25) . Proof of Corollary 2. By an argument similar to that in the proof of Theorem 6, we may infer that if h ∈ K(B n ) and g ∈ H(B n ), and if they satisfy the condition (24), then h + Ag is biholomorphic on B n for each A ∈ L(C n , C n ) with A < 1. In fact, h + Ag is close-to-convex with respect to h (see [38] ). The result now follows from Corollary 1.
The next theorem complements Theorem 9 by providing an upper bound for the distortion f (a) − f (b) . It generalizes the estimate (9) of Theorem 1 to pluriharmonic mappings on B n . Before stating the theorem, it will be convenient to introduce some additional notation. 
