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L'equipe du Dr Pavel Hamet au CHUM etudie l'hypertension chez les families du 
Saguenay-Lac-Saint-Jean. Une etude genomique a ete lancee afin de determiner les 
causes genetiques de l'hypertension. Plus de 58 000 polymorphismes d'un seul 
nucleotide (SNP) sont testes pour association chez 468 individus repartis en 76 families. 
Un test statistique d'association genomique familiale est applique a chaque SNP. 
Lorsqu'un seul test statistique est effectue, une valeur p inferieure ou egale a 0,05 est 
habituellement jugee statistiquement significative et permet de conclure que le 
polymorphisme est associe a la maladie. Par contre, dans le cas de tests multiples, 
l'utilisation d'un seuil de 0,05 resulte en un grand nombre de faux positifs. Par exemple, 
meme si aucun des 58 000 polymorphismes etudies n'a de relation avec l'hypertension, 
on peut s'attendre a ce qu'environ 5% d'entre eux, soit 2 900, rapportent une valeur p 
inferieure ou egale a 0,05. II est necessaire d'appliquer une correction pour tests 
multiples afm de controler le taux d'erreur au sein de la famille de tests. 
La correction de Bonferroni est couramment employee mais s'avere conservatrice car 
die ne tient pas compte de la correlation entre les tests. La principale source de 
correlation provient du desequilibre de liaison (LD) entre les polymorphismes 
rapproches. Les methodes de reechantillonnage, quant a elles, tiennent compte du LD, 
ce qui les rend plus puissantes. Par contre, les methodes de reechantillonnage 
presentement disponibles ne s'appliquent pas aux families etudiees: certaines des 
families sont tres grosses (pres de 100 individus) et plusieurs parents ne sont pas 
genotypes. II est done necessaire de developper une correction pour tests multiples 
d'association genomique familiale qui soit puissante et s'applique aux families erudites. 
Nons avons concu et implante une methode novatrice basee sur le reechantillonnage. 
Nous reechantillonnons les genotypes sans modifier les phenotypes. La difficulte reside 
dans le fait que les genotypes generes doivent respecter la transmission mendelienne, 
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c'est-a-dire qu'un individu a recu un allele de son pere et un allele de sa mere a chaque 
polymorphisme autosomique. Nous surmontons cette difficulte en simulant pour les 
fondateurs des genotypes qui respectent les caracteristiques des genotypes originaux 
puis en transmettant ces genotypes a leurs descendants par gene-dropping. 
Notre methode est tres generate: les families peuvent etre de taille arbitraire; tous les 
patrons de genotypes manquants sont supportes, en particulier la situation dans laquelle 
les parents ne sont pas genotypes; aucune variabilite phenotypique n'est necessaire; la 
correction peut etre appliquee a tout test d'association genomique familiale; et des 
dizaines de milliers de SNPs peuvent etre traites. A notre connaissance, nous proposons 
la premiere methode empirique de correction pour tests multiples dans les etudes 
d'association genomique familiale qui supporte des donnees aussi generates. 
Nous avons developpe un logiciel qui implante la methode proposee. Quatre criteres ont 
guide le developpement du logiciel: la rapidite de developpement, la rapidite de 
l'execution des simulations, l'aisance de gestion des experiences et des resultats et la 
fiabilite. Ainsi, nous avons employe un langage de programmation de haut niveau, 
Python, integre et valide des composantes externes, implante un calcul distribue qui 
permet une acceleration presque lineaire et concu et integre une base de donnees 
relationnelle qui stocke les experiences et les resultats. Les principales activites de genie 
logiciel que nous avons menees sont: la conception du logiciel, son implantation et sa 
validation. La validation montre que la methode proposee controle adequatement le taux 
d'erreur au sein de la famille de tests. 
Huit experiences ont ete effectuees sur differents phenotypes relies a l'hypertension et 
differentes regions autosomiques. La methode proposee s'avere moins severe que la 
correction de Bonferroni, jusqu'a 30 fois dans certains cas. Nous avons decouvert une 
association statistiquement significative qui aurait ete manquee par la correction de 
Bonferroni: le SNP rs 10494966 est associe au pourcentage de gras corporel calcule a 
partir des plis cutanes (pCOITigee = 0,037). Quatre verifications ont montre que l'association 
n'est pas due a une erreur de genotypage. 
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Abstract 
Dr Pavel Hamet and his team at CHUM are studying hypertension in French-Canadian 
families from Saguenay-Lac-Saint-Jean. A genomewide association study was launched 
to find the genetic polymorphisms that determine hypertension and related phenotypes. 
The study investigated over 58,000 single nucleotide polymorphisms (SNPs) genotyped 
in 468 subjects from 76 families. A statistical test has been performed for each SNP. 
Usually, when a single statistical test is performed, a p-value lower than 0.05 is 
interpreted as proof that the SNP is associated with the disease. However, this cutoff is 
inappropriate when performing tests on many SNPs because many false positives would 
be reported. Even if none of the SNPs were associated to hypertension, about 5% (i.e. 
2,900), would yield a p-value below 0.05. Thus it is necessary to apply some multiple-
testing correction to control the family-wise error rate (FWER). 
The Bonferroni correction is one of the easiest multiple-testing corrections available. 
Unfortunately, the Bonferroni correction fails to take into account the correlation 
between tests and therefore it is excessively conservative. The correlation among tests 
mainly stems from the linkage disequilibrium (LD) among nearby SNPs. Resampling 
methods are able to take this correlation into account. However, currently available 
resampling methods cannot handle the families under study. Some families are large 
(nearly 100 subjects) and many parents have not been genotyped. Our goal is to develop 
a powerful multiple testing correction method that can handle such families. 
The main idea is to resample the genotypes while keeeping the phenotypes fixed. We 
assign to each individual genotypes that match the original genotypes properties such as 
the LD. There is one problem though: the resampled genotypes must obey Mendel 
genetic rules, which means that one individual received one allele from the father and 
one from the mother. We solve this problem by assigning to founders genotypes that 
match the original genotypes properties and then transmitting those genotypes by gene-
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dropping. 
The method we have developed is very general. It handles large families, all missing 
genotype patterns, including the pattern in which parents have not been genotyped, 
phenotypes without any variability, any underlying family-based association test and 
large numbers of SNPs (tens of thousands) in a reasonable amount of time. To the best 
of our knowledge, we are proposing the first empirical multiple testing correction 
method for family-based association tests that can handle such general data. 
We built a software to implement the method. We tried to respect four design goals: the 
software development had to be fast, the simulations had to be reasonably fast, the 
experiments had to be easily stored and retrieved and the results had to be reliable. To 
achieve those design goals, we used a high-level programming language, Python, 
integrated and validated third-party software and libraries, implemented the software so 
the computation could be distributed on several computers to achieve near-linear 
speedup and developed a relational database to store the experiments and results. The 
main software engineering activities that we carried were design, implementation and 
validation. The validation showed that our method correctly controls the FWER. 
We performed eight experiments between phenotypes related to hypertension and many 
autosomal regions. Results show that our method can be up to 30 times less severe than 
the Bonferroni correction. Furthermore, our method detected a statistically significant 
association after multiple testing correction. The association would have been missed by 
Bonferroni correction. SNP rs 10494966 is associated to body fat by skinfolds 
(Pcorrected = 0.037). We verified that the association was not caused by a genotyping error. 
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Chapitrel: Introduction 
Depuis quelques annees, de nombreuses etudes d'association genetiques sont publiees. 
Ces etudes tentent de demontrer l'association entre un marqueur genetique et une 
maladie ou, plus generalement, un phenotype, permettant ainsi d'identifier les facteurs 
genetiques qui sont responsables du phenotype. Ces etudes ont ete rendues possibles 
grace a l'apparition de puces de genotypage de plus en plus denses. Les puces les plus 
recentes determinent le genotype d'un individu a environ un million de marqueurs 
genetiques. 
Pour determiner une association, un test statistique est effectue entre les genotypes des 
individus et leurs phenotypes. Au moins un test est effectue pour chaque marqueur 
genetique. Une etude peut examiner plusieurs phenotypes, examiner differents sous-
groupes (hommes, femmes, obeses, non-obeses, etc.) et utiliser plusieurs tests 
statistiques et plusieurs modeles genetiques. Ainsi, il n'est pas rare que des centaines de 
milliers, voire des millions de tests statistiques, soient effecrues. Nous sommes 
confrontes a un probleme de tests multiples. Traditionnellement, un seuil de 
significativite de 0,05 est utilise pour determiner qu'une association est statistiquement 
significative. Ainsi, une valeur p inferieure ou egale au seuil amene a rejeter l'hypothese 
nulle (pas d'association) et a accepter l'hypothese alternative (association). En supposant 
qu'un million de marqueurs genetiques sont testes mais que seulement quelques uns sont 
associes au phenotype, environ 5% rapporteront une valeur p inferieure ou egale a 0,05: 
50 000 associations « significatives » seront rapportees, la plupart faussement! 
Pour eviter de rapporter autant de resultats faussement positifs, le seuil de significativite 
doit etre modifie. Plusieurs types d'erreur peuvent etre contrQles. Le taux d'erreur au sein 
de la famille de tests (family-wise error rate, FWER) represente la probability de rejeter 
au moins une hypothese nulle vraie. Plusieurs methodes existent pour controler le 
FWER. La correction de Bonferroni est couramment employee et simple a utiliser: il 
suffit de diviser le FWER par le nombre de tests effectues et utiliser ce seuil pour 
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chaque test. Par exemple, si le FWER souhaite est de 0,05 et que cinq tests sont 
effectues, un test devra produire une valeur p inferieure ou egale a 0,01 afm d'etre 
declare significatif. 
Malheureusement, la correction de Bonferroni s'avere conservatrice lorsque les tests 
sont correles. En d'autres termes, il est plus difficile de detecter une vraie association. La 
correlation dans les etudes genetiques provient de plusieurs sources. D'abord, les 
marqueurs genetiques qui sont rapproches peuvent representer la meme information, ce 
qui est appele desequilibre de liaison {linkage disequilibrium, LD). Ensuite, des 
phenotypes peuvent etre correles entre eux, par exemple le poids et l'indice de masse 
corporelle. Troisiemement, les modeles genetiques utilises ne sont pas independants les 
uns des autres. Finalement, differents sous-groupes qui ne sont pas mutuellement 
exclusifs sont parfois etudies. 
Pour augmenter les chances de detecter une vraie association, differentes methodes de 
simulation ont ete developpees. Elles incorporent les caracteristiques des donnees 
originales, en particulier les correlations. Pour les etudes cas-temoins, une solution 
simple est de permuter le statut d'affection entre tous les individus sans modifier les 
genotypes; la procedure est repetee des milliers de fois. Cette approche conserve la 
correlation entre les marqueurs genetiques. Des methodes ont egalement ete developpees 
pour les etudes de trios et les etudes familiales simples. Par contre, aucune methode n'est 
satisfaisante dans le cas de grandes families avec des patrons de genotypes manquants 
arbitraires. 
Le groupe de recherche du Dr Pavel Hamet etabli au Centre de recherche du Centre 
hospitalier de l'Universite de Montreal (CR-CHUM) s'interesse a l'hypertension dans la 
population du Saguenay-Lac-Saint-Jean. Pres de 900 sujets, repartis dans une centaine 
de families, ont ete recrutes, phenotypes et environ la moitie ont ete genotypes. 
Certaines de ces families sont tres grandes (parfois pres de 100 sujets). Presentement, 
aucune methode de correction pour tests multiples basee sur les simulations ne peut 
traiter adequatement d'aussi grandes families. Le but de ce memoire est de presenter une 
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methode novatrice de correction pour tests multiples qui s'applique a ces families. 
Le probleme n'est pas simple. On peut soit permuter les phenotypes et ne pas modifier 
les genotypes, ou encore permuter les genotypes et ne pas modifier les phenotypes. Dans 
les deux cas, une permutation naive ne serait pas valide: si on permute librement les 
phenotypes, on perd l'heritabilite (c'est-a-dire la correlation phenotypique chez les 
membres d'une meme famille) alors que si on permute librement les genotypes, on 
introduit des erreurs de transmission mendelienne. 
La methode que nous proposons repose sur l'idee de generer pour chaque individu des 
genotypes qui respectent les caracteristiques des genotypes originaux et de ne pas 
modifier les phenotypes. Afin de respecter la transmission mendelienne et de conserver 
le desequilibre de liaison, nous simulons pour les fondateurs des genotypes qui 
respectent ce desequilibre de liaison puis transmettons leurs genotypes a leurs 
descendants par la methode du gene-dropping. La correlation entre les phenotypes est 
egalement maintenue puisqu'ils ne sont pas permutes. 
Nous avons developpe un logiciel qui implante la methode proposee. Quatre criteres ont 
guide le developpement du logiciel. Premierement, le developpement doit etre rapide: 
ainsi, si la methode s'avere inadequate, on pourra proposer une autre methode. 
Deuxiemement, l'execution du logiciel doit etre assez rapide afin d'obtenir des valeurs p 
empiriques precises dans un delai raisonnable. Troisiemement, les experiences doivent 
etre reperables et on doit pouvoir facilement comparer les resultats entre experiences et 
entre methodes de correction pour tests multiples. Finalement, le logiciel doit etre fiable 
afin que les chercheurs qui l'utilisent aient confiance dans les resultats rapportes. 
Huit experiences sur des puces de genotypage Xba de la compagnie Affymetrix, qui 
rapportent le genotype de 58 000 marqueurs, et sur divers phenotypes sont effectuees 
afin de comparer la methode proposee a la correction de Bonferroni et determiner si la 
methode proposee peut rapporter des associations statistiquement significatives apres 
correction pour tests multiples. La methode peut etre appliquee a tout test statistique 
d'association genomique familiale. Nous avons choisi le test FBAT (family-based 
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association test) pour les besoins de nos experiences. 
1.1 Definition du probleme 
Nous donnons dans cette section une definition sommaire du probleme que nous 
voulons resoudre. Nous repoussons a la section 4.4 la definition formelle du probleme, 
apres que certaines notions genetiques et statistiques aient ete presentees. 
Nous voulons developper une methode de correction pour tests multiples qui s'applique 
aux etudes d'association genomique familiale. Nous voulons controler le nombre de 
fausses associations rapportees, tout en essayant de rapporter le plus de vraies 
associations. Tous les tests statistiques d'association familiale doivent etre supportes. 
1.2 Division du memoire 
Ce memoire se divise ainsi. Aux chapitres 2 et 3, nous presentons les concepts 
genetiques necessaires a la comprehension de la methode proposee et du test 
d'association genomique familiale employe. Au chapitre 4, nous rappelons certaines 
notions statistiques, decrivons notre probleme de facon detaillee puis presentons les 
methodes de correction multiples presentement employees et expliquons en quoi 
chacune est inadequate. Au chapitre 5, nous presentons la methode que nous avons 
inventee pour corriger par simulations les tests multiples d'association genomique 
familiale. Nous decrivons au chapitre 6 les criteres qui ont guide le developpement de 
notre logiciel, les principales activites de genie logiciel que nous avons menees a bien et 
les choix de conception et d'implantation que nous avons faits. Nous presentons au 
chapitre 7 les donnees sur lesquelles nous travaillons, les experiences que nous avons 
effectuees et les resultats que nous avons obtenus. Ces experiences visent deux buts: 
trouver des associations statistiquement significatives et comparer notre methode a la 
correction de Bonferroni. Nous terminons ce memoire par une discussion (chapitre 8) et 
par des conclusions et pistes de recherche futures (chapitre 9). 
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Chapitre 2: Notions genetiques 
Dans ce chapitre, nous faisons un rappel des notions genetiques indispensables a la 
comprehension de la methode. La reference principale de ce chapitre est Ott (1991). 
2.1 Genes et chromosomes 
Le bagage genetique chez les etres humains se repartit en 23 paires de chromosomes: 22 
autosomes ainsi que les chromosomes sexuels X et Y. Un individu a recu un jeu de 
chromosomes de son pere et un de sa mere. Les deux chromosomes d'une paire sont 
appeles des chromosomes homologues. Les caracteres hereditaires, tels la taille et la 
pression arterielle, sont en partie determines par des genes; ces caracteres sont appeles 
des phenotypes. Les etre humains possedent entre 20 000 et 25 000 genes selon des 
estimations recentes (International Human Genome Sequencing Consortium, 2004). 
Sauf dans le cas d'aberrations genetiques, deux individus possedent les memes genes; 
par contre, la forme d'un gene peut etre differente chez les deux individus. Les 
differentes formes d'un gene sont appelees alleles. La paire d'alleles d'un individu a un 
gene constitue son genotype. Un individu possedant deux alleles identiques a un gene 
est dit homozygote pour ce gene, alors qu'un individu possedant deux alleles differents 
est dit heterozygote. Le terme locus indique un endroit quelconque sur un chromosome, 
que ce soit a l'interieur d'un gene ou non. 
La meiose est le processus menant a la creation de cellules sexuelles (gametes) qui 
contiennent une seule copie de chaque chromosome a partir de cellules possedant deux 
copies de chaque chromosome. A cette etape, deux phenomenes augmentent la diversite 
genetique d'une population. D'abord, les 23 paires de chromosomes d'une cellule mere 
s'apparient de facon independante dans les cellules filles. II y a 223 appariements 
possibles. Ensuite, 1'enjambement (crossover) echange une partie du chromosome 
paternel contre une partie equivalente du chromosome maternel homologue. II semble 
toujours y avoir au moins un enjambement par chromosome par meiose (Ott, 1991, p. 
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13). Selon le terme de James Watson, les enjambements se manifestent de facon semi-
aleatoire: la distribution des enjambements n'est pas uniforme le long d'un chromosome 
(au contraire, il y a des points chauds et des points froids) et la manifestation d'un 
enjambement semble supprimer la manifestation d'autres enjambements dans la meme 
region. 
Les alleles a plusieurs loci recus d'un parent constituent un haplotype (Ott, 1991, p. 5). 
Si ces alleles proviennent tous d'un seul grand-parent, l'haplotype est non-recombinant, 
alors que si les alleles proviennent des deux grands-parents, l'haplotype est recombinant; 
on parle alors de recombinaison entre les loci. L'appariement independant des 
chromosomes cause la recombinaison entre les loci situes sur differents chromosomes, 
alors que l'enjambement cause la recombinaison entre les loci d'un meme chromosome. 
Plus deux loci sont rapproches, plus la probabilite qu'un enjambement survienne entre 
eux est faible. La distance genetique, exprimee en Morgans (M), est le nombre attendu 
d'enjambements entre deux loci pour un brin de chromosome. Cette distance est plus 
couramment exprimee en centiMorgans (cM). Or, il n'est pas possible d'observer 
directement les enjambements; par contre, il est possible d'observer les recombinaisons. 
La fraction de recombinaison, notee 0 , represente la probabilite qu'un gamete produit 
par un parent soit un recombinant. Le nombre prevu d'enjambements et la fraction de 
recombinaison ne sont pas necessairement identiques: un nombre impair 
d'enjambements cause une recombinaison mais un nombre pair d'enjambements 
s'annule. Plus deux loci sont eloignes, plus la probabilite que deux ou plusieurs 
enjambements surviennent entre eux augmente et plus la fraction de recombinaison 
augmente. La relation entre la distance genetique et la fraction de recombinaison est 
fournie par une fonction de carte (map function). Deux fonctions couramment 
employees sont celles proposecs par Haldanc en 1919 et par Kosambi en 1944. Dans ces 
fonctions, la fraction de recombinaison augmente de facon logarithmique par rapport au 
nombre prevu d'enjambements et tend vers V2 lorsque le nombre prevu d'enjambements 
tend vers l'infini. 
Deux loci pour lesquels la fraction de recombinaison est inferieure a V2 sont dits lies. 
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L'analyse de liaison a pour but de determiner si deux loci sont lies et, dans l'affirmative, 
de determiner leur frequence de recombinaison. 
L'analyse d'association, quant a elle, vise a determiner si un marqueur genetique est 
associe au phenotype, c'est-a-dire si le marqueur est directement responsable du 
phenotype ou proche d'un gene qui determine le phenotype (Lazzeroni & Lange, 1998, 
p. 69). Ce type d'analyse est base sur le desequilibre de liaison, decrit plus loin. 
2.2 Marqueurs genetiques 
Les 23 chromosomes sont constitues d'une longue chaine de paires de nucleotides en 
forme de double helice. Le chromosome le plus long contient environ 240 millions de 
paires de nucleotides. L'ensemble des chromosomes en contient pres de trois milliards, 
dont seulement 34 millions, soit 1%, se trouvent dans des genes (International Human 
Genome Sequencing Consortium, 2004). Les variations genetiques ne se produisent pas 
uniquement dans les genes. Un marqueur genetique est un locus polymorphe, c'est-a-
dire pour lequel il existe des differences entre les individus. De facon analogue aux 
genes, nous parlerons d'alleles et de genotypes a ces marqueurs. Plusieurs types de 
marqueurs ont ete decouverts puis utilises dans les etudes de liaison et d'association. Les 
polymorphismes d'un seul nucleotide (single nucleotide polymorphisms, SNPs) sont 
presents dans la population sous deux formes. On estime a 10 millions le nombre de 
SNPs relativement frequents chez l'etre humain1. Leur grand nombre en font des 
marqueurs de choix pour les etudes d'association genomiques. II y a quatre types de 
nucleotides: adenine (A), cytosine (C), guanine (G), et thymine (T). Quant a eux, les 
marqueurs microsatellites, aussi connus sous le nom de polymorphismes associes aux 
sequences repetees en tandem (variable number of tandem repeats, VNTR), sont 
davantage polymorphes que les SNPs, ce qui les rend appropries aux etudes de liaison. 
1 hapmap.org/whatishapmap.html 
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2.2.1 Consequences des SNPs sur certaines maladies 
L'approche d'analyse d'association par examen de tout le genome (genome-wide 
association studies, GWAS) a recemment fourni des resultats statistiquement tres 
significatifs pour plusieurs maladies. Par exemple, Sladek et al. (2007) ont rapporte des 
associations entre le diabete de type II et huit SNPs provenant de cinq regions. Les 
valeurs p non-corrigees varient de 10"34 a 10"4. Egalement pour le diabete de type II, 
Diabetes Genetics Initiative et al. (2007) ont rapporte neuf SNPs significatifs dans huit 
regions; les valeurs p varient de 10"48 a 10"6. Certaines des associations trouvees par une 
etude ont ete repliquees par l'autre etude. Mailer et al. (2006) ont mis a jour des 
associations entre trois genes et la degenerescence maculaire liee a 1'a.ge (DMLA), qui 
expliquent environ la moitie du risque de contracter la maladie. Ces trois etudes ont en 
commun d'avoir utilise des puces de genotypage comprenant de trois cent mille a cinq 
cent mille SNPs et d'etre de type cas-temoins, c'est-a-dire que les sujets de l'etude ne 
sont pas de proches parents les uns des autres. 
2.3 Desequilibre de liaison 
Des marqueurs sont en desequilibre de liaison (linkage disequilibrium, LD) lorsque les 
frequences de leurs haplotypes ne sont pas egales a la multiplication des frequences 
alleliques: les alleles de differents marqueurs ne sont pas independants les uns des autres 
(Ott, 1991, p. 5). Le LD a deux consequences sur les etudes d'association: il permet de 
detecter un polymorphisme causant la maladie meme si ce polymorphisme n'est pas 
directement observe et il induit une correlation entre les marqueurs rapproches. 
Le LD est essentiel au succes des etudes d'association de tout le genome. En general, le 
polymorphisme qui cause la maladie n'est pas directement genotype. Par contre, avec 
l'avenement de puces de genotypage de plus en plus denses, les chances sont elevees 
qu'au moins un des marqueurs de la puce se trouve a proximite du polymorphisme qui 
cause la maladie, done que les deux loci soient en LD. En testant pour l'association entre 
le marqueur et la maladie, e'est l'association entre le polymorphisme qui cause la 
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maladie et la maladie qui est indirectement testee. Plus grand est le LD entre le 
marqueur et le polymorphisme, plus grande sera la capacite de detecter l'association. 
La seconde consequence du LD est que les tests dissociation effectues sur des 
marqueurs rapproches sont correles. Dans le cas d'un desequilibre de liaison parfait entre 
deux marqueurs (c'est-a-dire que la connaissance de l'allele a un marqueur permet de 
determiner exactement l'allele a l'autre marqueur), les resultats d'association aux deux 
marqueurs sont identiques; ce ne sont pas deux tests statistiques distincts qui sont 
effectues mais bien deux fois le meme test. Une methode de correction pour tests 
multiples qui ne tient pas compte de cette correlation est conservatrice. 
Au moins deux mesures du LD ont ete proposees: D' et r2 (Devlin & Risch, 1995). 
Considerons deux marqueurs, A et B, chacun possedant deux alleles, A\ et A2 pour le 
marqueur A et B\ et B2 pour le marqueur B. Notons/M etp2 les frequences des alleles A\ 
et A2 et q\ et q2 les frequences des alleles B\ et B2. La frequence attendue de l'haplotype 
A\B\, en absence de desequilibre de liaison, est/?i^i. Notons sa frequence observee par 
jcn. Lewontin a modelise en 1964 la difference entre la frequence observee et la 
frequence attendue: 
D = xu-p]ql (2.1) 
Puisque la valeur de D depend des frequences alleliques, on peut la normaliser pour 
obtenir une variable qui varie entre 0 (equilibre de liaison parfait) et 1 (desequilibre de 
liaison parfait): 
n r D 
D '=— (2.2) 
max 
dans lequel Dmax represente la valeur maximale que D peut prendre etant donne les 
frequences alleliques observees: 
D _ Iminiprfi Ptfi)
 si D>0 
max \min{pxqx p2q2) si D<0 
(2.3) 
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L'autre mesure de LD est r2, proposee par Hill et Robertson en 1968: 
P\Piq\qi 
Puisque les technologies actuellement utilisees ne permettent pas d'observer directement 
les haplotypes (elles rapportent seulement le genotype a chaque marqueur), il est 
necessaire de phaser les genotypes, c'est-a-dire d'appliquer une procedure pour obtenir 
deux haplotypes a partir d'une sequence de genotypes. 
2.4 Equilibre de Hardy-Weinberg 
Les technologies actuelles commettent des erreurs dans les genotypes qu'elles 
rapportent, de l'ordre d'environ 1%. Un test permettant de detecter les erreurs de 
genotypage massives est le test de Hardy-Weinberg, qui compare les frequences 
genotypiques observees aux frequences attendues sous certaines conditions. 
Lorsque certaines conditions sont respectees, principalement lorsque l'accouplement 
entre les individus d'une population est aleatoire et qu'il n'y a pas de forces exterieures 
telles la migration, la mutation ou une pression selective au marqueur etudie, un 
marqueur est dit etre en equilibre de Hardy-Weinberg, c'est-a-dire que les frequences 
genotypiques ne dependent que des frequences alleliques (Ott, 1991, p. 3). Dans le cas 
de SNPs dont les alleles sont notes A et B et dont les frequences alleliques sont notees pA 
etpB, les frequences des genotypes AA, AB et BB sont/?/, 2pAps QtpB
2, respectivement. 
Si les frequences genotypiques observees a un marqueur different des frequences 
genotypiques attendues sous l'equilibre de Hardy-Weinberg, cela peut vouloir dire que 
l'accouplement n'est pas aleatoire, que des forces exterieures s'appliquent, ou encore que 
le marqueur n'a pas ete correctement genotype. Dans le dernier cas, la raison peut etre 
que le marqueur se situe dans un locus avec variabilite du nombre de copies (CNV; 
Redon et al., 2006), qu'une erreur de manipulation au laboratoire a eu lieu ou que le 
logiciel charge de determiner les genotypes a commis une erreur (Affymetrix, 2006). A 
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l'inverse, le fait que le marqueur est en equilibre de Hardy-Weinberg augmente notre 
confiance que les genotypes observes representent bien les genotypes reels des 
individus. 
2.5 Remarques sur I'independance 
Notons que les concepts de liaison, de desequilibre de liaison et d'equilibre de Hardy-
Weinberg traitent tous les trois d'independance: entre marqueurs (liaison), entre alleles 
de differents marqueurs (LD), ou entre alleles d'un meme marqueur (equilibre de Hardy-
Weinberg). Dans les trois cas, il est possible d'appliquer un test statistique qui compare 
la valeur observee a la valeur attendue et de determiner si une telle difference est 
frequente lorsque l'hypothese nulle d'independance est vraie. 
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Chapitre 3: Test dissociation FBAT 
Les etudes dissociation se divisent en deux grandes categories: les etudes cas-temoins, 
qui recrutent des individus faiblement apparentes, et les etudes familiales, qui recrutent 
plusieurs families. Ces types d'etudes n'utilisent pas les memes tests statistiques pour 
decouvrir des associations marqueur-phenotype. Les etudes cas-temoins font appel a des 
tests statistiques conventionnels, par exemple le test T de Student ou le test de chi-carre. 
Ces tests ne sont pas appropries dans les etudes familiales car les observations (les 
genotypes et les phenotypes des individus) ne sont pas independantes, contrairement a 
ce que ces tests supposent (Newman et al., 2001). On utilise plutot des tests qui 
comparent les genotypes observes aux genotypes attendus; les genotypes attendus sont 
calcules en faisant l'hypothese que le marqueur etudie n'est pas associe au phenotype. 
Les donnees sur lesquelles nous appliquons notre methode, decrites en details a la 
section 7.1, proviennent d'une etude familiale. L'association entre les SNPs et les 
phenotypes est testee au moyen du test TDT {transmission disequilibrium test), implante 
dans le logiciel FBAT {family-based association test; Laird, 2006). FBAT supporte les 
phenotypes continus et binaires. Dans le cas des phenotypes binaires, les sujets non-
affectes sont pris en compte dans l'analyse, une extension par rapport au test TDT 
original. Les genotypes des parents peuvent etre inferes s'ils sont manquants. Les 
families de toutes tailles sont supportees. 
L'idee de base du test TDT est de comparer, chez les enfants malades, les genotypes 
observes aux genotypes attendus, ceux-ci etant calcules sous l'hypothese qu'il n'y a 
aucune association entre la maladie et le marqueur. Si on s'apercoit qu'un allele est plus 
souvent transmis a des enfants malades que ce a quoi on s'attend, on peut conclure que 
le marqueur est associe a la maladie. 
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3.1 Statistique de test FBA T 
La statistique de test FBAT est basee sur les genotypes des parents et des enfants et les 
phenotypes des enfants. Elle peut etre calculee pour chaque allele separement ou pour 
tous les alleles simultanement. Nous presentons le developpement relatif au test separe 
de chaque allele. 
Soit Ty une transformation de la valeur phenotypique Yy du sujety de la famille /' et Xy 
une transformation de son genotype. Ty et Xy prennent des valeurs reelles. La statistique 
de test FBAT est definie comme etant (Laird, 2006): 
U = S-E[S] (3.1) 
dans lequel: 
s = S , 7 ^ (3-2) 
L'esperance de S, notee E[S] est calculee sous l'hypothese nulle (i.e. aucune 
association) et de facon conditionnelle par rapport aux genotypes parentaux. 
II est possible de calculer V, la variance de S. La statistique de test 
Z - U/yfV (3.3) 
est approximativement distribute selon une loi normale de moyenne 0 et de variance 1. 
On peut done comparer la valeur Z obtenue a la distribution normale pour savoir si une 
telle valeur Z s'observe frequemment lorsqu'il n'y a pas d'association entre la maladie et 
le SNP. II faut toutefois etre prudent: la statistique de test est approximativement 
distribute selon une loi normale; l'approximation n'est valide que lorsque la taille de 
l'echantillon est assez grande. Laird (2006) recommande de ne tester que les marqueurs 
pour lesquels au moins 10 families sont informatives. 
3.2 Codification du phenotype 
La codification du phenotype a une grande influence sur la puissance du test. Pour que 
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le test soit valide, la codification de Ty ne doit pas dependre des genotypes. Laird (2006) 
offre plusieurs suggestions pour maximiser la puissance du test: 
• Ajuster pour les covariables qui ont un effet sur le phenotype. Pour la plupart des 
phenotypes que nous etudions, nous ajustons pour l'age et le sexe. 
• Si le phenotype est binaire, soustraire a Yy la prevalence de la maladie dans la 
population, ou encore la prevalence dans l'echantillon. De maniere analogue, si 
le phenotype est continu, soustraire la moyenne phenotypique de la population 
ou de l'echantillon. Nous nous sommes servis des prevalences et moyennes dans 
notre echantillon. 
3.3 Mode les genetiques 
La codification du genotype depend du modele genetique suppose par l'investigateur. 
F5^7"permet de specifier quatre modeles: additif, dominant, recessif et genotypique. 
Soit a un allele qui augmente la valeur du phenotype etudie ou qui augmente le risque 
d'etre atteint d'une maladie. Un gene agit de facon additive sur un phenotype lorsque la 
valeur du phenotype d'un individu est proportionnelle au nombre d'alleles a que 
l'individu possede. Un effet dominant a lieu lorsque l'augmentation du phenotype est la 
meme que l'individu possede une ou deux copies de l'allele a. Un effet recessif se 
produit lorsque l'individu doit avoir deux alleles a afm d'avoir une valeur phenotypique 
plus elevee. Finalement, un effet genotypique necessite un genotype particulier pour 
avoir un phenotype eleve: par rapport aux modeles precedents, dans le cas d'un SNP, un 
effet genotypique correspond a la situation dans laquelle les heterozygotes ont une 
valeur phenotypique differente des homozygotes. 
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Tableau 3.1: Codifications genetiques pour le test de Vallele a 




















Supposons que nous testons l'allele a d'un SNP donne et que nous voulons codifier le 
genotype du sujety de la famille /. La codification XtJ pour les quatre modeles genetiques 
est presentee au tableau 3.1. Par exemple, la codification additive s'obtient en assignant 
aXy le nombre d'alleles a que le sujet possede. 
Le choix du modele genetique est important: la puissance du test est plus grande si le 
modele choisi correspond a la realite. Malheureusement, le modele reel est le plus 
souvent inconnu. Deux approches ont ete proposees. D'une part, Laird (2006) note que 
le modele additif se revele adequat meme lorsque le gene n'agit pas sur le phenotype de 
maniere additive. D'autre part, certains auteurs ont montre qu'il etait plus puissant de 
tester tous les modeles genetiques plutot que de tester un seul modele, malgre la 
correction pour tests multiples plus severe qui en decoule (Freidlin et al., 2002). Nous 
avons examine les deux approches dans les experiences que nous avons menees 
(chapitre 7). 
3.4 Exemple 
Nous presentons dans cette section un exemple artificiel afin d'illustrer le test FBAT. 
Examinons la famille nucleaire presentee a la figure 3.1. Etudions l'allele 1 et 
considerons un modele genetique additif. Les valeurs genotypiques Xy pour les quatre 
enfants sont 2, 0, 1 et 1, respectivement. En supposant que la prevalence de la maladie 
dans la population etudiee est de 50%, un bon choix pour coder les phenotypes est 
d'assigner 0,5 aux individus malades et -0,5 a ceux qui ne le sont pas. Ainsi, les valeurs 
phenotypiques Tv sont 0,5, -0,5, 0,5 et -0,5, respectivement. Nous avons toutes les 
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donnees pour calculer S: 
S — T nXu + TnX]2 + TnX n + TXAX u 
= 0,5-2-0,5-0+0,5-1-0,5-1 
= 1 
L'esperance de S se calcule facilement puisque nous connaissons les genotypes des deux 
parents: chaque enfant devrait recevoir en moyenne un allele 1. 
E[S]=0,5-l-0,5-l +0,5-1 -0,5-1 = 0 
La statistique de test U est done U = S — E[S]=l . Une valeur de U superieure a 0 







Figure 3.1: Exemple d'application du test FBAT 
La famille nucleaire comprend deux parents et quatre enfants. Les carres representent 
des hommes, les cercles des femmes. Le phenotype est represente a l'interieur de la 
forme geometrique: le gris represente la maladie, le blanc l'absence de maladie et un 
point d'interrogation un statut inconnu. Les nombres sous les individus representent leur 
genotype a un SNP. On remarque que le premier enfant en partant de la gauche est 
malade et a recu l'allele 1 de ses deux parents; le deuxieme enfant n'est pas malade et a 
recu l'allele 2 de ses deux parents; le troisieme enfant est malade alors que le quatrieme 
ne Test pas; ils ont tous deux recu un allele 1 d'un parent et un allele 2 de l'autre parent 
(il est impossible de determiner de quel parent provient chaque allele). 
3.5 Hypotheses nulles 
FBATpermet de tester deux hypotheses nulles: « pas d'association ni de liaison » (notee 
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Hoi) et « pas d'association en presence de liaison » (notee H02; Laird, 2006). L'hypothese 
alternative dans les deux cas est « presence d'association et de liaison ». La premiere 
hypothese nulle est testee lorsque nous ne savons pas si le marqueur est lie au 
phenotype; a l'inverse, si nous savons que le marqueur est lie au phenotype, la deuxieme 
hypothese nulle est plus appropriee. Le test de Hoi se fait sur la statistique de test Z 
calculee a partir des equations 3.1 a 3.3 decrites precedemment. 
Par contre, le test de H02 requiert de tenir compte de la liaison entre les genotypes des 
enfants d'une meme famille. 
En effet, lorsque le marqueur est lie au phenotype, les transmissions genetiques d'un 
parent a ses enfants ne sont pas independantes. Pour illustration, supposons qu'un 
marqueur possede deux alleles (mi et m2) et que le polymorphisme determinant la 
maladie possede egalement deux alleles (pi et p2). Supposons que les deux haplotypes 
d'un certain parent sont mipi et m2p2: l'allele mi de ce parent se situe sur le meme 
chromosome que l'allele pi alors que l'allele m2 se situe sur le meme chromosome que 
l'allele p2. Puisque le marqueur est lie au phenotype, le fait que le parent transmette son 
allele mi a un enfant augmente a plus de Vz la probability de lui de transmettre son allele 
pi; a la limite, lorsque la fraction de recombinaison 6 entre le marqueur et le 
polymorphisme tend vers 0, le fait de transmettre l'allele mi implique la transmission de 
l'allele pi. Supposons que le polymorphisme pi augmente le risque de maladie de 
maniere additive. Pour les enfants du parent etudie, l'allele mi apparaitra comme etant 
associe a la maladie, malgre le fait que le marqueur et le polymorphisme ne sont pas 
necessairement en desequilibre de liaison: la liaison donne l'impression d'association. 
La solution proposee par Horvath et al. (2004) est d'ajuster la variance de S a l'equation 
3.3. 
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Chapitre 4: Methodes de correction actuelles 
Nous rappelons d'abord quelques notions statistiques de base dans le cas d'un test 
statistique unique puis nous examinons les definitions de taux d'erreur lorsque plusieurs 
tests sont effectues. Nous sommes alors en mesure de definir formellement le probleme 
que nous desirons resoudre. Nous decrivons ensuite les principales methodes de 
correction pour tests multiples presentement utilisees. Finalement, nous recapitulons les 
caracteristiques de ces methodes et indiquons en quoi elles ne conviennent pas au 
probleme etudie. 
4.1 Rappel statistique 
Nous nous situons dans le contexte de procedures classiques de test d'hypotheses 
(classical hypothesis test procedures, Ostle et al., 1996, p. 230). Pour un probleme 
donne, une hypothese nulle, notee H0, et une hypothese alternative, notee Ha, sont 
posees. Un test statistique est choisi. Un seuil de significativite, note a, est choisi. 
L'application du test statistique a un ensemble de donnees produit une statistique de test. 
A cette statistique de test correspond une valeur p, qui peut etre calculee de facon 
analytique lorsque la distribution de la statistique de test sous 1'hypothese nulle est 
connue, ou de facon experimentale. Lorsque la valeur p est inferieure ou egale au seuil 
a, 1'hypothese nulle H0 est rejetee et 1'hypothese alternative Ha est acceptee. Lorsque la 
valeur p est superieure au seuil a, 1'hypothese nulle n'est pas rejetee (Ostle et al., 1996, 
pp. 4, 5 et 235). 
Dans le cas de tests d'association, la forme generate de 1'hypothese nulle est « le 
marqueur n'est pas associe au ph^notype Etudie » alors que 1'hypothese alternative est 
« le marqueur est associe au phenotype etudie ». Le test statistique que nous employons 
est le test FBAT (family-based association test). Tel que note a la section 3.1, la 
statistique de test FBAT est approximativement distribute selon une loi normale de 
moyenne 0 et de variance 1. La valeur p correspondant a cette statistique de test peut 
19 
etre calculee de facon analytique en la comparant a la distribution normale. 
La valeur p represente la probabilite d'observer une statistique de test aussi extreme ou 
plus extreme lorsque l'hypothese nulle est vraie (Ostle et al., 1996, p. 233; Gigerenzer, 
2004). En formule: p = Pr(D | H0), dans lequel D represente la statistique de test obtenue. 
L'hypothese nulle peut etre vraie ou fausse et elle peut etre rejetee ou ne pas etre rejetee 
(tableau 4.1). Une erreur de type I est commise lorsqu'une hypothese nulle vraie est 
rejetee: on parle de faux positif. Une erreur de type II est commise lorsqu'une hypothese 
nulle fausse n'est pas rejetee: on parle de faux negatif. Un test statistique est dit fiable 
{level-robust selon l'expression de Westfall & Young, 1993) si les valeurs p rapportees 
par ce test proviennent d'une distribution uniforme entre 0 et 1 lorsque les hypotheses 
nulles testees sont vraies. Lorsque la distribution est biaisee vers de petites valeurs p, le 
test est liberal, alors qu'une distribution biaisee vers de grandes valeurs p indique un test 
conservateur. Lorsque le test est fiable, la probabilite qu'une erreur de type I soit 
commise correspond a a. La probabilite d'une erreur de type II est notee p. 
Tableau 4.1: Hypothese nulle et decision 
Ho /Action Rejetee Pas rejetee 
Vraie Faux positif Vrai negatif 
Fausse Vrai positif Faux negatif 
L'expression 1 - (3 correspond a la puissance du test, c'est-a-dire a la probabilite de 
rejeter une hypothese nulle fausse. Idealement, nous aimerions que les taux d'erreur a et 
P s'approchent de 0: aucune erreur ne serait alors commise. II y a toutefois un 
compromis a faire entre a et p: pour un ensemble de donnees et un test statistique choisi, 
diminuer une probabilite d'erreur augmente l'autre probabilite d'erreur. Si nous 
souhaitons diminuer un taux d'erreur sans augmenter l'autre, des avenues envisageables 
consistent a augmenter la taille de notre echantillon (Ostle et al, 1996), utiliser un test 
statistique plus puissant ou utiliser un sous-ensemble de donnees plus homogene 
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(Hauser et al., 2004; Hamet et al., 2005; Pausova et al., 2005). Un test conservateur est 
un test de faible puissance, a cause du compromis entre a et p. 
4.2 Taux d'erreur au sein de la famille de tests 
Lorsque plusieurs hypotheses nulles sont testees, par exemple lorsqu'on teste 
l'association entre plusieurs marqueurs genetiques et un phenotype, des mesures d'erreur 
autres que l'erreur de type I doivent etre utilisees et controlees. En effet, lorsque n 
hypotheses independantes sont testees, la probabilite de faire au moins une erreur de 
type I est 1 — (1 — a)n • Par exemple, pour a = 0,05 et n = 10, la probabilite de rejeter au 
moins une hypothese nulle vraie est 0,40. Un seuil de 0,05 applique a chaque test n'est 
done pas approprie dans le cas de tests multiples. Le probleme est particulierement aigu 
dans les etudes d'association genetiques: lorsque l'association entre 50 000 marqueurs et 
un phenotype est testee, on peut s'attendre a ce qu'environ 5% des tests, soit 2500, 
rapportent une valeur p inferieure a 0,05, meme si aucun des marqueurs n'est associe au 
phenotype. Une etude qui rapporterait 2500 associations « significatives » contiendrait 
probablement beaucoup plus de faux positifs que de vrais positifs et serait de peu 
d'utilite pour le monde scientifique. 
Plusieurs generalisations de l'erreur de type I applicables aux tests multiples ont ete 
developpees (Storey, 2002). Le taux d'erreur que nous souhaitons controler dans la 
presente etude est le taux d'erreur au sein de la famille de tests {family-wise error rate, 
FWER). Ce taux est defini comme etant la probabilite de rejeter au moins une hypothese 
nulle vraie. Controler le FWER a un taux a consiste a s'assurer que la probabilite de 
rejeter au moins une hypothese nulle vraie est au plus a. En se servant du tableau 4.2, on 
definit: FWER = Pr(V>0). 
II existe deux variantes du FWER: le taux d'erreur au sein de la famille de tests lorsque 
toutes les hypotheses nulles sont vraies (note FWEC) et le taux d'erreur au sein de la 
famille de tests lorsqu'un sous-ensemble des hypotheses nulles est vrai (note FWEP; 
Westfall & Young, 1993). De facon plus formelle: 
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• FWEC = Pr(rejeter au moins une H0i | toutes les H0; sont vraies) 
• FWEP = Pr(rejeter au moins une H0;, i e (ji,..., j t}| H0ji,..., H0jtsont vraies) 
Le controle de FWEP est plus rigoureux que le controle de FWEC, car le taux d'erreur 
doit etre controle peu importe quel sous-ensemble des hypotheses nulles est vrai. 
Controler le FWEP se dit controler fortement le FWER alors que controler le FWEC se 
dit controler faiblement le FWER (Westfall & Young, 1993). 
Tableau 4.2: Tests multiples (adapte de Benjamini & Hochberg, 1995) 
Ho/Action Rejetees Non rejetees Total 
Vraies * U m0 
Fausses S T m - m0 
Total R m " R m 
4.3 Autres taux d'erreur 
Lorsqu'on controle le FWER, les valeurs p corrigees dependent non seulement du test 
considere mais egalement des autres tests effectues dans la meme experience. Ainsi, un 
marqueur d'interet peut etre declare significatif ou non selon les marqueurs testes avec 
lui. Cela peut paraitre non-intuitif. Plutot que de controler le FWER, il est possible de 
controler la probabilite qu'une association rapportee soit fausse (false positive report 
probability, FPRP). Ce taux d'erreur ne depend pas des marqueurs testes avec le 
msrqueur d'interet. 
On peut aussi vouloir controler le taux de fausses decouvertes (false discovery rate, 
FDR). Ce taux depend du nombre de marqueurs testes simultanement, mais son controle 
peut etre moins severe que le controle du FWER, ce qui peut augmenter le nombre 
d'associations significatives rapportees. Nous examinons tour a tour la FPRP et le FDR. 
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4.3.1 Probability qu'une association rapportee soit fausse 
La FPRP a ete proposee par Wacholder et al. (2004). Ce taux d'erreur represente la 
probabilite qu'il n'y a en realite aucune association etant donne un resultat 
statistiquement significatif. En formule: FPRP = Pr(H01 p < a). La FPRP depend de trois 
elements: la valeur p observee, la puissance du test et la probabilite a priori que 
l'association soit vraie. La puissance du test depend a son tour de la taille de 
l'echantillon, de la frequence du polymorphisme, de la taille de son effet {effect size), de 
son modele genetique et du LD entre le marqueur teste et le polymorphisme qui cause la 
maladie. 
De facon analogue, le Wellcome Trust Case Control Consortium (2007) calcule la 
chance {odds) que le resultat soit vrai: 
_7 , . . Chanced priorix( 1 — B) ,A ,N Chance a posteriori = (4.1) 
a 
Rappelons que 1 — B et « represented respectivement la puissance et le seuil de 
significativite du test. La chance qu'une association statistiquement significative soit 
vraie augmente lorsque la chance a priori augmente, la puissance du test augmente, et le 
seuil de significativite diminue. On constate done que la valeur p rapportee par le test 
statistique determine en partie la chance d'une vraie association mais que la puissance et 
la chance a priori ont egalement un role. Par contre, le nombre de tests effectues dans 
une experience n'influence pas la chance a posteriori. 
La methode FPRP procede en quatre etapes: 
1. Fixer un seuil de FPRP tel que les associations dont la FPRP sera plus petite ou 
egale a ce seuil seront declarees «interessantes ». Ceci est analogue a fixer un 
seuil a tel que les valeurs p inferieures ou egales sont declarees significatives. 
2. Determiner la probabilite a priori de l'hypothese alternative de chaque test. Ces 
probabilites peuvent etre differentes les unes des autres, par exemple un 
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marqueur pour lequel plusieurs associations significatives ont deja ete publiees 
aurait une probabilite a priori plus elevee qu'un marqueur quelconque. Plusieurs 
probabilites a priori peuvent etre fixees afm de verifier la sensibilite de la 
methode. 
3. Calculer la puissance des tests en fonction de la frequence de l'allele mineur, de 
la taille de l'echantillon, de la taille de l'effet du polymorphisme, du modele 
genetique suppose et du LD suppose entre le marqueur et le polymorphisme 
causant la maladie. 
4. Effectuer les tests d'association, calculer la FPRP de chacun et determiner s'ils 
sont«interessants ». 
La FPRP repond a la question « Quelle est la probabilite que l'hypothese nulle soit vraie, 
etant donne qu'elle a ete rejetee? » Selon certains auteurs, la reponse a cette question 
peut etre d'une plus grande utilite que la connaissance seule de la valeur p. 
Berger et Sellke (1987) montrent, pour une large gamme de probabilites a priori de 
l'hypothese nulle, que des valeurs p relativement faibles peuvent correspondre a des 
probabilites a posteriori de l'hypothese nulle relativement elevees. Par exemple, en 
faisant certaines suppositions, dont une probabilite a priori de 0,5, une valeur p de 0,05 
amene a une probabilite a posteriori de 0,23. Ainsi, malgre le fait que la valeur p soit 
statistiquement significative pour un seuil nominal de 0,05, il y a tout de meme pres 
d'une chance sur quatre pour que l'hypothese nulle soit vraie. 
Ioannidis (2005) examine les probabilites a posteriori qu'une association soit vraie dans 
differents types d'etudes. Par exemple, des etudes pour lesquelles la probabilite a priori 
d'association est faible (0,1) et pour lesquelles la puissance est forte (0,80) augmentent 
la probabilite a posteriori a seulement 0,2 lorsque la valeur p obtenue est de 0,05. 
Lorsqu'on diminue la puissance a 0,20, la probabilite a posteriori n'est alors que de 0,12, 
a peine mieux qu'avant le debut de l'etude. 
Selon Gigerenzer (2004), la grande majorite des etudiants, chercheurs et professeurs ont 
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tendance a interpreter la valeur p comme etant la probabilite de l'hypothese nulle. Cette 
erreur ^interpretation est partagee par plusieurs auteurs de manuels statistiques. 
Nous en concluons que la valeur p seule n'est pas necessairement un bon indicateur de la 
veracite de l'hypothese nulle. Aussi, il est frequent que la valeur p soit mal interpretee. 
Dans ces conditions, l'utilisation d'une mesure comme la FPRP fournit une meilleure 
appreciation de la veracite de l'hypothese nulle et evite les erreurs ^interpretation. 
II y a toutefois un prix a payer pour connaitre la FPRP: il faut specifier la probabilite a 
priori de chaque hypothese et calculer la puissance du test statistique. La gamme de 
probabilites a priori raisonnables peut etre grande (Westfall & Young, 1993, p. 22). 
Aussi, la puissance est calculee sous de nombreuses suppositions. II en resulte que deux 
chercheurs peuvent arriver a des conclusions fort differentes. 
Malgre tout, une association reelle dont l'effet est important calculee sur un echantillon 
de grande taille pourra donner une faible FPRP pour une large gamme de probabilites a 
priori et de puissances supposees. 
4.3.2 Taux de fausses decouvertes 
Le taux de fausses decouvertes est defini comme etant la proportion d'hypotheses nulles 
vraies rejetees parmi toutes les hypotheses nulles rejetees (Benjamini & Hochberg, 
1995). Pour tenir compte de la situation dans laquelle aucune hypothese nulle n'est 
rejetee, le taux positif de fausses decouvertes {positive false discovery rate, pFDR) est 
defini comme etant la proportion d'hypotheses nulles vraies rejetees parmi toutes les 
hypotheses nulles rejetees, lorsqu'au moins une hypothese nulle a ete rejetee (Dudbridge 
et al. 2006; Storey, 2002). En se servant du tableau 4.2, on definit: FDR = E(V/R). 
Le controle du taux de fausses decouvertes convient aux etudes exploratoires dans 
lesquelles un grand nombre de tests sont effectues afin de determiner un ensemble plus 
restreint d'hypotheses a etre investiguees de facon plus approfondie (Benjamini & 
Hochberg, 1995; Storey, 2002; Efron, 2004). 
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Le taux de fausses decouvertes est attrayant car en general on obtient une puissance plus 
grande en controlant ce taux plutot qu'en controlant le FWER (Storey, 2002). 
Le FDR souffre par contre de deux difficultes. Premierement, il n'est pas clair comment 
FDR et pFDR tiennent compte des correlations dans les experiences que nous avons 
effectuees. Entre autres, les definitions de Benjamini et Hochberg (1995) et Storey 
(2002) se limitent au cas ou tous les tests sont independants. Benjamini et Yekutieli 
(2001) se sont attardes aux cas ou les tests etaient correles. lis ont prouve que le FDR 
etait applicable lorsque les tests satisfont une propriete de dependance positive {positive 
regression dependency on each one from a subset Io, abrevie PRDS). lis donnent 
quelques exemples de tests qui satisfont cette propriete mais reconnaissent que la 
question n'est pas resolue pour d'autres tests, entre autres pour certains tests bilateraux. 
Sabatti et al. (2003) ont applique la methode aux tests dissociation dans lesquels les 
marqueurs peuvent etre en LD. lis affirment que la propriete PRDS « apparait» etre 
satisfaite, d'apres une justification intuitive et quelques simulations, mais ne le 
demontrent pas formellement. Notons que nos experiences contiennent plusieurs formes 
de dependances: entre marqueurs, entre phenotypes, entre modeles genetiques et entre 
sous-groupes d'individus. La validite du FDR applique a nos experiences est done 
incertaine pour le moment. 
Deuxiemement, le controle de ce taux d'erreur n'offre pas de garantie: ce n'est pas une 
probabilite qui est controlee, mais une proportion attendue. En particulier la variation de 
la proportion reelle de faux positifs est tres grande lorsque la puissance des tests est 
faible (Storey, 2002). Alors que le controle du FWER a un niveau a nous garantit que la 
probabilite qu'au moins une erreur de type I ait ete commise est au maximum a, le 
controle du pFDR au niveau a nous indique seulement que la proportion attendue de 
faux positifs est a. La proportion reelle peut etre tres differente d'une experience a 
l'autre. De plus, les formulations originales de FDR et de pFDR ne permettent pas de 
quantifier ni de controler cette variabilite. Ainsi, un chercheur ne sait pas si dans 
l'experience qu'il mene sa proportion de fausses decouvertes est effectivement a ou bien 
si elle est beaucoup plus grande ou beaucoup plus petite. 
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4.4 Definition du probleme 
Nous avons besoin d'une methode de correction pour tests multiples qui s'applique aux 
etudes d'association genomique familiale. La methode doit: 
1. controler fortement le taux d'erreur au sein de la famille de tests (FWER); 
2. supporter les families de grandes tailles; 
3. supporter les patrons de genotypes manquants arbitraires, en particulier les 
parents qui ne sont pas genotypes; 
4. supporter les distributions phenotypiques arbitraires, entre autres les phenotypes 
qui ne montrent aucune variabilite (c'est-a-dire que le phenotype etudie a la 
meme valeur chez tous les individus phenotypes); 
5. s'appliquer a tout test d'association genomique familiale; 
6. supporter un grand nombre de SNPs (des dizaines de milliers) et de tests 
statistiques (des centaines de milliers); 
7. etre puissante. 
Nous sommes maintenant en mesure d'examiner les methodes de correction pour tests 
multiples presentement utilisees et verifier si elles respectent les specifications. 
4.5 Correction de Bonferroni 
La correction proposee par Carlo Emilio Bonferroni est certainement la methode de 
correction pour tests multiples la plus simple a implanter. Lorsque n hypotheses sont 
testees, la valeur p corrigee correspondant a une valeur p observee est donnee par: 
Pcorrigee = » " / l ( l , W ^ t a e r v f e ) ( 4 - 2 ) 
Cette valeur p corrigee est comparee au seuil de significativite a. Le minimum est utilise 
afin de borner la valeur p corrigee entre 0 et 1. La correction de Bonferroni controle 
fortement la FWER. De plus, lorsque les n tests statistiques sont independants et sont 
27 
suffisamment puissants, cette correction est exacte: aucune methode qui controle 
fortement le FWER ne peut produire de meilleures valeurs p corrigees. 
Par contre, lorsque les tests sont correles, la correction de Bonferroni peut etre tres 
conservatrice. Dans les tests d'association entre marqueurs et phenotypes, au moins 
quatre types de correlations existent: 
1. entre marqueurs (a cause du desequilibre de liaison); 
2. entre phenotypes; 
3. entre modeles genetiques (Freidlin et al., 2002); 
4. entre sous-groupes etudies. 
Pour illustrer la correlation entre SNPs, nous avons calcule, dans les donnees etudiees 
(voir la section 7.1.2), le nombre de SNPs qui sont en LD avec au moins un autre SNP. 
En tout, 54 524 SNPs autosomiques polymorphiques sont a notre disposition. Les 
resultats sont presentes au tableau 4.3 pour differents seuils de LD. 
Tableau 4.3: LD entre SNPs 
Seuil minimal de Nombre de SNPs en LD avec % de SNPs 
LD (r2) au moins un autre SNP 
1,0 6 616 12,1 
0,8 19 847 36,4 
0,6 24 684 45,3 
0,4 30 162 55,3 
0,2 37 879 69,5 
0,0 54 524 100,0 
Pour un seuil de r2 plus grand ou egal a 0,4, plus de la moitie des SNPs sont en LD avec 
au moins un autre SNP. Pour un seuil plus rigoureux de 0,8, la proportion est du tiers 
des SNPs. Le desequilibre de liaison est bien present dans nos donnees, ce qui nous 
amene a prevoir que la correction de Bonferroni sera conservatrice. 
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4.6 Correction par simulations dans les etudes cas-temoins 
Les valeurs p calculees dans les etudes cas-temoins peuvent etre corrigees par une 
methode de reechantillonnage fort simple: il suffit de permuter les phenotypes sans 
modifier les genotypes (Dudbridge et al., 2006). Ainsi, la correlation entre les SNPs est 
conservee. Ces simulations sont relativement rapides, de l'ordre de quelques secondes 
par replicat. Les methodes de reechantillonnage sont decrites en detail a la section 5.1. 
Nous aimerions appliquer ce type de correction aux etudes familiales. Malheureusement, 
cela pose plusieurs problemes. 
Premierement, une permutation des valeurs phenotypiques suppose qu'il existe de la 
variabilite dans le phenotype observe. Or, dans certaines etudes de trios, qui represented 
un cas particulier des etudes familiales, seuls les enfants affectes par la maladie sont 
genotypes, alors que le phenotype des parents n'est pas mesure. II n'y a alors aucune 
variabilite, done aucune possibility de permuter les phenotypes. 
Deuxiemement, en permutant librement les phenotypes entre les individus, la correlation 
phenotypique entre individus genealogiquement rapproches est perdue. La variabilite du 
phenotype est due en partie aux genes et en partie a l'environnement. L'heritabilite est 
definie comme etant le rapport de la variabilite due aux genes a la variabilite totale du 
phenotype. L'heritabilite est communement calculee avant d'entreprendre des etudes 
genetiques: si un phenotype ne montre aucune heritabilite, il est inutile d'essayer de 
trouver des causes genetiques. La perte d'heritabilite dans les phenotypes permutes ne 
pose pas de problemes aux etudes cas-temoins car elles contiennent des sujets qui sont 
peu relies entre eux, par conception de l'etude. Par contre, dans un contexte d'etudes 
familiales, la perte d'heritabilite peut rendre le test conservateur dans certains cas et 
liberal dans d'autres cas, notamment pour les raisons suivantes: 
• Un test d'association qui suppose que les sujets et leurs genotypes et phenotypes 
sont independants les uns des autres (un test T, par exemple) pourrait etre 
extremement liberal (valeurs p corrigees plusieurs ordres de grandeur trop 
basses; Newman et al., 2001). Une permutation libre des phenotypes ne 
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corrigerait pas cette liberalite. Bien que le but d'une methode de correction pour 
tests multiples n'est pas de pallier les lacunes du test d'association sous-jacent, y 
arriver rend la methode plus robuste. 
• L'hypothese nulle « pas d'association en presence de liaison » de FBAT est testee 
en corrigeant la variance de S pour les liens au sein d'une fratrie. Cette correction 
s'avere trop severe lorsque les phenotypes sont permutes librement. 
La permutation libre des phenotypes n'est done pas robuste dans les etudes familiales: 
des donnees qui contiennent peu de variability phenotypique, un test d'association sous-
jacent qui ne tient pas compte des relations genealogiques et le test de l'hypothese nulle 
«pas d'association en presence de liaison» par FBAT sont trois situations pour 
lesquelles la permutation libre des phenotypes s'avere conservatrice ou liberate. 
4.7 Correction dans les etudes de trios 
Un type d'etude tres repandu est celui des trios, dans lequel les deux parents et un enfant 
sont enroles. Les trois membres du trio sont genotypes et seul 1'enfant est phenotype. Un 
test TDT, comme le test FBAT, est ensuite applique. 
Plusieurs auteurs ont propose des methodes de reechantillonnage pour corriger les 
valeurs p provenant de ces tests. La methode de Lazzeroni et Lange (1998) traite un bloc 
d'haplotypes a la fois, mais la methode peut etre appliquee aisement aux marqueurs 
individuellement. Pour chaque parent, un de ses deux haplotypes est transmis a l'enfant 
avec une probabilite lA. Le test TDT est alors calcule pour chaque bloc d'haplotypes a 
partir des genotypes simules et des phenotypes observes. Des approches similaires ont 
ete implantees dans les logiciels MENDEL (Lange et al., 2005), PLINK (Purcell et al., 
2007) et Haploview (Barrett, 2005). 
Cette approche requiert le genotypage des deux parents. En effet, il faut connaitre les 
genotypes parentaux pour savoir quel allele n'a pas ete transmis a l'enfant. Cela rend 
l'approche inutilisable dans les etudes qui contiennent de nombreux parents non 
genotypes. 
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4.8 Simulation des etudes famiHales 
Le logiciel Merlin (Abecasis, 2002) a ete concu pour effectuer des analyses de liaison 
sur des donnees familiales. Merlin peut generer des genotypes qui respectent les 
frequences de recombinaison et les frequences alleliques originales, les patrons de 
genotypes manquants et de facon grossiere le desequilibre de liaison. 
Merlin pourrait etre utilise pour generer des haplotypes qui seraient ensuite utilises par 
FBAT. Par contre, la complexity algorithmique de Merlin (en terme de temps de calcul 
et de memoire) est exponentielle par rapport au nombre de non-fondateurs dans une 
famille. (Un fondateur est defini comme etant un individu pour lequel les deux parents 
sont inconnus.) De facon pratique, sur un ordinateur possedant 1,5 Go de memoire vive, 
Merlin peut traiter une famille de 10 a 12 membres en un temps raisonnable. Pour des 
families plus grosses, il est possible de repartir ses membres en plusieurs sous-families 
afin de respecter les contraintes de temps de calcul et de memoire. Par contre, les 
haplotypes ainsi simules risquent de ne pas correspondre tout a fait a la realite et il est 
difficile d'estimer l'impact de cette repartition. 
Nous ne connaissons pas d'autres methodes de simulation d'etudes familiales qui 
s'appliquent aux tests d'association. Les methodes actuelles ne s'appliquent qu'aux tests 
de liaison: SOLAR (Almasy & Blangero, 1998) simule un seul marqueur parfaitement 
informatif mais dont les frequences alleliques ne refletent pas les frequences alleliques 
originales, alors que SIBPAL (S.A.G.E., 2006) permute la proportion de partage d'alleles 
identical by descent pour un seul marqueur. Dans les deux cas, un seul marqueur est 
simule a la fois: le LD entre marqueurs n'est pas simule. 
4.9 Sommaire des methodes existantes 
En resume, les methodes existantes de correction pour tests genetiques multiples ne sont 
pas prometteuses: elles sont soit peu puissantes, soit inapplicables a notre probleme. 
• La correction de Bonferroni risque d'etre peu puissante car elle ne tient pas 
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compte des correlations entre les tests. 
• La simulation d'etudes cas-temoins ne tient pas compte de l'heritabilite du 
phenotype et n'est done pas applicable aux etudes familiales. De plus, elle 
suppose une variabilite dans les valeurs phenotypiques qui n'est pas 
necessairement presente dans les etudes familiales. 
• La simulation d'etudes de trios requiert le genotypage des parents. 
• La simulation des etudes familiales est limitee: elle ne supporte pas les families 
de grande taille et elle ne modelise que grossierement le desequilibre de liaison. 
L'impact de ces limites est difficile a evaluer. 
Notons fmalement que certains chercheurs ont tente de determiner un nombre effectif de 
tests qui tiendrait compte de la correlation entre les tests. II suffirait ensuite d'appliquer 
la correction de Bonferroni en multipliant les valeurs p observees par ce nombre effectif 
plutot que par le nombre total de tests. Nyholt (2004) a ainsi propose de calculer le 
nombre effectif de tests en fonction de la variance des valeurs propres de la matrice de 
correlation entre SNPs. Par contre, Salyakina et al. (2005) ont demontre theoriquement 
et experimentalement que cette correction n'est pas fiable: elle est liberate lorsque le LD 
augmente et conservatrice lorsque les SNPs sont regroupes en blocs d'haplotypes. 
II est done necessaire de developper une methode qui controle fortement le FWER de 
tests multiples d'association genomique familiale et qui offre une bonne puissance tout 
en supportant de grandes families, des parents non genotypes et un LD fin. 
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Chapitre 5: Methode proposee 
La methode que nous proposons vise a respecter autant que possible les caracteristiques 
des donnees reelles afin qu'elle soit fiable et puissante. Elle est basee sur le 
reechantillonnage {resampling; Westfall & Young, 1993). 
Dans ce chapitre nous presentons d'abord les methodes de reechantillonnage. Nous 
decrivons ensuite la methode proposee. Nous examinons ses caracteristiques afm de 
nous assurer qu'elle resoud le probleme pose au chapitre precedent. 
5.1 Methodes de reechantillonnage 
Les methodes de reechantillonnage calculent une valeur p en n'utilisant que les donnees 
disponibles, sans les comparer a une distribution theorique. Elles y arrivent en 
construisant plusieurs echantillons a partir des donnees originales. Ces echantillons 
peuvent etre crees avec remise (bootstrap) ou sans remise (permutation). La statistique 
de test est d'abord calculee sur les donnees originales (i.e. sans modification). La 
statistique de test est ensuite calculee sur chaque echantillon. La valeur p empirique est 
la proportion d'echantillons qui ont produit une statistique de test aussi extreme ou plus 
extreme que la statistique de test originale. 
Les methodes de reechantillonnage sont utilisees dans deux contextes: pour tester une 
seule hypothese ou pour en tester plusieurs. Lorsqu'une seule hypothese est testee, le 
reechantillonnage permet de calculer une valeur p sans faire de suppositions sur la 
distribution des donnees, ce qui donne des tests moins liberaux ou plus puissarits que les 
tests parametriques lorsque leurs suppositions ne sont pas respectees (Westfall & 
Young, 1993, p. 13; Seda et al., 2008). Lorsque plusieurs hypotheses sont testees, le 
reechantillonnage permet de calculer une valeur p qui tient compte de tous les tests qui 
ont ete effectues en incorporant la correlation entre les tests, ce qui le rend en general 
plus puissant que les methodes de correction qui ne considerent que le nombre de tests 
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effectues. 
Afin d'etre fiables, les methodes de reechantillonnage doivent posseder deux proprietes 
(Hall & Wilson, 1991): 
1. le reechantillonnage doit se faire sous l'hypothese nulle; 
2. la statistique de test utilisee doit etre pivotale. 
La premiere condition est directement liee a la definition d'une valeur p, soit la 
probabilite d'observer un resultat aussi extreme ou plus extreme lorsque l'hypothese 
nulle est vraie. Les donnees doivent done etre simulees comme si l'hypothese nulle etait 
vraie. Concernant la deuxieme condition, une statistique de test est pivotale lorsqu'elle 
ne depend pas des parametres de la distribution dont proviennent les donnees etudiees 
lorsque l'hypothese nulle est vraie. Par exemple, la statistique de test bien connue 
T=(Y — n)l{sl4n) est pivotale car elle est distribute selon une loi normale de 
moyenne 0 et de variance 1, peu importe la distribution ayant genere Y (grace au 
theoreme de la limite centrale); en particulier, T ne depend ni de la moyenne ni de la 
variance de la distribution ayant genere Y. 
Dans le contexte d'hypotheses multiples, une troisieme condition doit etre satisfaite afin 
de controler fortement le FWER (Westfall & Young, 1993, p. 43; Ge et al., 2003, p. 12): 
3. les valeurs p non corrigees doivent posseder la propriete de pivot du sous-
ensemble (subset pivotality). 
Cette troisieme condition permet d'effectuer les simulations en supposant toutes les 
hypotheses nulles vraies. Lorsque cette condition n'est pas respectee, la methode ne 
controle que faiblement le FWER. La propriete de pivot du sous-ensemble est definie 
comme suit. Soit m le nombre de tests. Une distribution de valeurs p non corrigees (Pi, 
P2, ..., Pm) possede la propriete de pivot du sous-ensemble si pour tous les sous-
ensembles K de {1, 2, ..., m}, la distribution conjointe de [Pj I i ^K] est la meme peu 
importe que toutes les hypotheses nulles soient vraies ou seulement les K. En d'autres 
termes, les valeurs p du sous-ensemble considere ne dependent pas de la veracite 
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d'hypotheses qui ne font pas partie du sous-ensemble considere. 
Trois sources d'erreurs peuvent fausser les resultats produits par une methode de 
reechantillonnage: 
1. l'erreur de simulation; 
2. l'erreur due a l'utilisation d'un generateur de nombres pseudo-aleatoires; 
3. l'erreur due a l'utilisation des donnees collectees pour generer les echantillons. 
L'erreur de simulation represente le fait que la valeur p est estimee a partir d'un nombre 
fini d'echantillons et n'est done pas tout a fait egale a la valeur p reelle. Cette erreur 
diminue au fur et a mesure que le nombre de simulations augmente. Nous quantifions 
cette erreur a la prochaine sous-section (Calcul de l'erreur standard). 
Idealement, nous devrions utiliser un generateur de nombres parfaitement aleatoires. En 
pratique, nous utilisons un generateur de nombres pseudo-aleatoires, ce qui cause une 
erreur. L'erreur peut etre reduite en utilisant un generateur qui possede de bonnes 
proprietes. Nous examinons les proprietes d'un bon generateur a la section 6.5.1 et 
decrivons les generateurs utilises dans notre implantation. 
Nous generons les echantillons a partir des donnees collectees plutot que des donnees de 
toute la population. Les echantillons generes ressemblent done aux donnees collectees 
plutot qu'a la population, ce qui pourrait limiter l'inference a la population. Par contre, 
l'impact de cette source d'erreur diminue lorsque la taille de l'ensemble de donnees 
augmente. Au chapitre 7 nous decrivons la cohorte etudiee. 
En resume, l'impact des trois sources d'erreurs peut etre diminue en effectuant un 
nombre eleve de simulations, en utilisant un bon generateur de nombres pseudo-
aleatoires et en utilisant un jeu de donnees de taille adequate. 
5.1.1 Calcul de l'erreur standard 
Les valeurs p rapportees par une methode de simulation approximent la valeur p reelle. 
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Plus le nombre de simulations augmente, plus l'approximation devient precise. Les 
resultats des simulations suivent une distribution binomiale: le resultat d'une simulation 
peut etre plus extreme ou egal au resultat original (succes) ou moins extreme (insucces). 
Soit q une valeur p empirique calculee a partir de N simulations. Son erreur standard 
peut etre calculee de facon asymptotique lorsque le nombre de succes est superieur ou 
egal a 5 et que le nombre d'insucces est egalement superieur ou egal a 5, grace au 
theoreme de la limite centrale (Ostle et al., 1996; Westfall & Young, 1993): 
„=^(*i£fll) (5.1) 
Un intervalle de confiance a 95% peut etre construit (Westfall & Young, 1993, p. 41): 
ci=[q-l,96-se;q + l,96-se] (5.2) 
Lorsque l'approximation normale n'est pas valide, l'intervalle de confiance doit etre 
calcule par des methodes numeriques (Ott, 1991, pp. 49-50). La librairie binom de 
l'environnement statistique R offre plusieurs facons de calculer l'intervalle de confiance. 
Rappelons qu'un intervalle de confiance a x% signifie qu'a long terme, x% des 
intervalles de confiance contiendront la valeur reelle (Ostle et al., 1996, p. 188). 
L'intervalle de confiance peut etre utile pour savoir si suffisamment de simulations ont 
ete effectuees. Ainsi, si apres un certain nombre de simulations l'intervalle de confiance 
comprend le seuil de significativite a, les simulations devraient se poursuivre. Par 
contre, si l'intervalle de confiance ne comprend pas a, les simulations peuvent cesser 
(Westfall & Young, 1993, p. 117). Selon Ott (1991, p. 191) un resultat ne devrait etre 
declare significatif que lorsque la borne superieure de l'intervalle de confiance d'une 
valeur p empirique est inferieure a a. 
5.2 Description de la methode 
Nous aimerions developper une methode qui se rapproche de la methode de simulation 
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des etudes cas-controles, decrite a la section 4.6. Nous ne pouvons cependant pas 
simplement permuter les phenotypes: l'heritabilite serait perdue et la methode ne serait 
pas applicable aux etudes conventionnelles de trios. Nous ne pouvons pas non plus 
permuter les haplotypes entre les individus: une des lois de Mendel stipule qu'un 
individu recoit, a chaque locus, un allele de chacun de ses parents. Nous pouvons par 
contre simuler les haplotypes de telle facon que leurs proprietes originates2 soient 
conservees et que tous les genotypes respectent les lois de Mendel. Les principales 
proprietes que nous voulons respecter sont le desequilibre de liaison entre les SNPs , les 
frequences alleliques et les patrons de genotypes manquants. 
Conceptuellement, la methode que nous proposons procede selon les etapes decrites a la 
figure 5.1. 
1. Calculer l'association entre les genotypes et phenotypes observes 
2. Phaser les genotypes observes 
3. Calculer le desequilibre de liaison entre toutes les paires de SNPs 
4. REPETERTVfois: 
5. Simuler deux haplotypes par fondateur 
6. Transmettre les haplotypes des fondateurs a leurs descendants 
7. Calculer l'association entre les genotypes simules et les phenotypes 
originaux 
8. Calculer les valeurs p corrigees 
9. Declarer statistiquement significatives les associations pour lesquelles la 
valeur p corrigee est plus petite ou egale au seuil a pre-etabli 
Figure 5.1: Methode de correction pour tests multiples proposee 
A l'etape 2, il est necessaire de phaser les genotypes observes afin de calculer le LD 
entre les SNPs (etape 3). Aux etapes 5 et 6, les genotypes sont generes sans tenir compte 
des phenotypes. Ainsi, a chaque simulation, l'hypothese nulle « il n'y a pas d'association 
entre les phenotypes et les marqueurs » est vraie. 
Afin que notre simulation soit valide, nous testons la meme hypothese nulle aux etapes 1 
et 7 et nous utilisons les memes parametres, en particulier le modele genetique et le 
2 Nous utilisons les adjectifs « observe » et« original » pour decrire les donnees reelles: soit les 
phenotypes et les genotypes mesures chez les sujets de notre population d'etude, soit les resultats 
provenant de l'association entre les genotypes reels et les phenotypes reels. 
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nombre minimum de families requis pour effectuer le test. 
A chaque simulation, nous conservons la meilleure valeur p parmi tous les tests 
effectues. 
A l'etape 8, la valeur p corrigee (ou « ajustee ») pour un test est obtenue en divisant le 
nombre de simulations ayant rapporte une meilleure statistique de test FBAT que celle 
observee a ce test par le nombre de simulations (TV). 
On peut considerer que la methode en est une de bootstrap, car les genotypes a chaque 
locus sont generes avec remise a partir du bassin d'alleles de la cohorte etudiee. 
A l'etape 6, les haplotypes simules des fondateurs sont transmis a leurs descendants. La 
methode de gene-dropping (MacCluer, 1986; Tremblay et al., 2003; Jung, 2006) est tout 
indiquee pour realiser cette transmission. Dans sa formulation originale, le gene-
dropping considere un locus a la fois. Elle travaille sur une structure familiale connue 
mais n'utilise pas les donnees phenotypiques. Elle simule la transmission des alleles d'un 
gene des parents aux enfants selon les lois mendeliennes. Pour un locus autosomique, 
elle assigne deux alleles a chaque fondateur en tenant compte des frequences alleliques 
specifiees. Ensuite, les fondateurs transmettent un allele a chacun de leurs enfants; 
chaque allele d'un fondateur a une probabilite Vi d'etre transmis a chacun de ses enfants. 
La transmission a un enfant est independante de la transmission a un autre enfant et la 
transmission provenant d'un parent est independante de la transmission provenant de 
l'autre parent. Lorsqu'un enfant a recu ses deux alleles, il peut a son tour les transmettre 
a ses propres enfants. 
Le gene-dropping suppose qu'il n'y a aucune force exterieure qui agit au locus en 
question: principalement, l'accouplement est aleatoire, il n'y a pas de pression selective 
et il n'y a pas de mutation. En d'autres termes, le gene-dropping suppose que le locus est 
en equilibre de Hardy-Weinberg. 
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5.3 Controle fort de FWER 
Nous avons affirme a la section 4.2 que nous desirions controler fortement le taux 
d'erreur au sein de la famille de tests (FWER), c'est-a-dire la probabilite de rejeter au 
moins une hypothese nulle vraie, peu importe le sous-ensemble d'hypotheses nulles 
vraies. Pour qu'une methode de reechantillonnage controle fortement le FWER, nous 
avons note a la section 5.1 qu'elle doit respecter trois conditions: les simulations 
devaient se faire sous l'hypothese nulle, le test de base doit etre pivotal et les valeurs p 
originales doivent posseder la propriete de pivot du sous-ensemble. 
La premiere condition (simuler sous l'hypothese nulle) est respectee par construction: les 
genotypes sont assignes aux fondateurs puis transmis a leurs descendants sans prendre 
en compte les phenotypes des individus. II n'y a done aucune association dans les 
donnees simulees, comme le veut l'hypothese nulle. 
La statistique de test rapportee par FBAT ( Z = Ul4V) est approximativement 
distribute selon une loi normale de moyenne 0 et de variance 1 (section 3.1). En d'autres 
termes, la moyenne et la variance de la distribution observee n'influencent pas la 
distribution de la statistique de test, lorsque le nombre d'observations est suffisamment 
grand (theoreme de la limite centrale). La condition de pivot est done satisfaite. 
Dans le cas de tests d'association entre SNPs et phenotypes, la condition de pivot du 
sous-ensemble est egalement satisfaite: la valeur du test FBAT a un SNP ne depend que 
de ce SNP et du phenotype. Ainsi, le fait que l'hypothese nulle concernant un autre SNP 
soit vraie ou fausse ne change rien a la valeur p du test FBAT a ce SNP. 
Notre methode respecte les trois conditions stipulees par Westfall et Young (1993) et 
devrait done etre fiable. Nous le verifions de facon experimentale a la section 6.5.4. 
5.4 Caracteristiques 
Voici les principales caracteristiques de la methode proposee: 
• Supporte les families de grande taille. Certains logiciels qui traitent les families 
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sont de complexity exponentielle par rapport au nombre de non-fondateurs dans 
la famille. En pratique, ces logiciels debordent de la memoire vive disponible ou 
necessitent un temps de calcul deraisonnable lorsque la famille compte plus 
d'une dizaine d'individus. Or, certaines families de notre population d'etude sont 
beaucoup plus grosses. En comparaison, tous les algorithmes utilises par la 
methode proposee sont de complexity lineaire par rapport au nombre d'individus 
par famille. 
• Ne requiert pas le genotypage des parents. Certains logiciels qui implantent le 
test de desequilibre de transmission {transmission disequilibrium test, TDT) 
requierent que les parents soient genotypes, alors que beaucoup de parents de 
notre population d'etude ne sont pas genotypes. L'exclusion de ces sujets 
entrainerait une perte de puissance des tests. La methode de reechantillonnage 
proposee evite ce probleme en ne transmettant pas aux enfants des genotypes 
parentaux reels mais plutot en assignant d'abord aux fondateurs des haplotypes 
simules qui respectent les principales caracteristiques des genotypes originaux 
puis en transmettant ces haplotypes aux enfants. 
• Respecte les frequences alleliques originales. Lors de la simulation des 
haplotypes parentaux, nous respectons les frequences alleliques originales car la 
puissance d'un test d'association depend ce cette frequence: la puissance est tres 
faible pour une frequence proche de 0 (Wacholder et al., 2004). Ainsi, si la 
frequence simulee est plus elevee que la frequence originale, la correction est 
conservatrice (les simulations produisent plus facilement de bonnes valeurs p 
que les tests originaux). A l'inverse, si la frequence simulee est plus faible que la 
frequence observee, la correction est liberate. En respectant les frequences 
originales, la correction est liable. De plus, il n'est pas necessaire d'etablir un 
seuil arbitraire en deca duquel le test n'est pas effectue, contrairement a d'autres 
methodes de correction. 
• Respecte le desequilibre de liaison original. Le desequilibre de liaison reel est 
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estime a partir des haplotypes (reconstraits) de nos sujets. Les haplotypes des 
fondateurs sont simules en respectant le LD original ce qui permet a notre 
methode d'etre fiable. Elle serait conservatrice si elle supposait que le LD etait 
nul entre tous les marqueurs mais serait liberate si elle « ajoutait» du LD 
inexistant. Lorsque deux SNPs sont correles (i.e. en LD), leurs resultats 
d'association sont egalement correles. A l'extreme, lorsque deux SNPs sont en 
parfait LD (r2 = 1), ce ne sont pas deux tests statistiques differents qui sont 
effectues, mais bien le meme test deux fois: il faut done corriger pour un test et 
non pour deux. Les simulations permettent de tenir compte de tout le spectre de 
LD possible, sans fixer de seuil arbitraire. 
• S'applique a tous les tests d'association genomique familiale. Notre methode est 
generate et n'est pas basee sur un test d'association genomique familiale 
particulier. Elle peut done etre utilisee pour corriger les valeurs p de tous les tests 
d'association genomique familiale. En comparaison, certaines methodes sont 
propres a un test d'association particulier, par exemple le TDT. 
• Respecte I'heritabilite des phenotypes. Nous avons montre que le fait de ne pas 
respecter I'heritabilite des phenotypes pouvait produire des tests liberaux ou 
conservateurs. La methode proposee respecte I'heritabilite en gardant intacts les 
phenotypes et en simulant plutot les genotypes. 
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Chapitre 6: Aspects de genie logiciel 
Nous avons developpe un logiciel qui implante la methode proposee. Nous avons 
egalement concu et implante une base de donnees relationnelle afin de conserver les 
experiences et les resultats qui seront decrits au chapitre suivant. Les principales 
activites de genie logiciel que nous avons menees sont: la conception du logiciel, son 
implantation et sa validation. 
Quatre criteres ont guide le developpement du logiciel. Premierement, le developpement 
doit etre rapide: ainsi, si les experiences montrent que la methode proposee n'est pas 
valide ou peu puissante, on pourra proposer une autre methode. Deuxiemement, 
l'execution du logiciel doit etre assez rapide afin d'obtenir des valeurs p empiriques 
precises dans un delai raisonnable. Troisiemement, les experiences doivent etre 
facilement reperables et on doit pouvoir facilement comparer les resultats entre 
experiences et entre methodes de correction pour tests multiples. Finalement, le logiciel 
doit etre liable afin que les chercheurs qui l'utilisent aient confiance dans les resultats 
rapportes. Les sections suivantes montrent comment nous avons tente de satisfaire les 
quatre criteres. 
6.1 Developpement rapide 
Afin d'accelerer le developpement du logiciel, nous avons cherche un langage de 
programmation qui possede un niveau d'abstraction eleve et une librairie riche. Nous 
avons ensuite cherche et integre des librairies et des logiciels tiers pour implanter 
certaines des etapes de la methode. Un probleme important que nous avons eu a 
resoudre est celui de l'interoperabilite des difKrentes composantes, du aux differences 
dans les langages de programmation et dans la facon de communiquer des composantes. 
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6.1.1 Programmation en Python 
L'implantation de la correction pour tests multiples s'est faite en Python3, un langage de 
haut niveau type dynamiquement. Python possede plusieurs qualites qui le rendent tres 
approprie pour le developpement de notre logiciel. 
D'abord, le langage offre une programmation dans un niveau d'abstraction eleve, rendant 
le code compact et facile a comprendre. Par exemple, Python possede un ramasse-
miettes, supporte les parametres par defaut et par mots-clefs et offre de facon native des 
structures de donnees complexes comme des listes, des ensembles et des tables de 
dispersement. La meme syntaxe permet d'iterer aisement sur une liste, un ensemble ou 
sur les lignes d'un fichier. 
Ensuite, Python possede une librairie tres etendue, entre autres un moteur d'expressions 
regulieres, une interface aux ressources du systeme (pour demarrer un processus, 
changer de repertoire, etc.) et des interfaces aux principaux systemes de gestion de bases 
de donnees. 
Ces qualites font de Python un langage tres approprie pour integrer des composantes 
tiers. Les sections suivantes decrivent les composantes qui ont ete integrees. 
6.1.2 fastPHASE 
Nous avons retenu le logiciel fastPHASE4de Scheet et Stephens (2006) pour phaser les 
genotypes observes (figure 5.1, page 36, etape 2). Ce logiciel prend en entree les 
genotypes observes et produit en sortie la paire d'haplotypes la plus probable pour 
chaque sujet genotype. 
Le logiciel modelise le desequilibre de liaison par un modele de Markov cache (hidden 
Markov model, HMM). Les auteurs partent de l'observation que les haplotypes des 
individus ont tendance a se regrouper en partitions (clusters) sur de courtes regions 




cause de la recombinaison. lis permettent done aux haplotypes observes de changer de 
partition d'un locus a un autre. Le logiciel suppose que les marqueurs sont en equilibre 
de Hardy-Weinberg. 
Cette methode est capable de modeliser autant un changement progressif du LD qu'un 
changement abrupt. Aussi, les estimes faits a partir de plusieurs points de depart sont 
combines, ce qui evite de produire des haplotypes a partir d'un optimum local. 
D'autres logiciels et d'autres methodes sont disponibles pour phaser les genotypes. 
fastPHASE a ete choisi parce que, parmi les logiciels capables de phaser precisement 
plusieurs centaines de SNPs chez des centaines de sujets, il est le plus rapide. Scheet et 
Stephens (2006) rapportent avoir phase plus de 3 000 individus a pres de 300 000 SNPs 
en 4 jours (processeur Intel Xeon cadence a 3 GHz, 8 Go de RAM). 
Notons que fastPHASE a ete concu pour etre utilise dans des etudes de type cas-temoins. 
Son application a une etude familiale n'a pas ete evaluee. Par contre, les logiciels qui 
phasent les genotypes dans des families ne peuvent pas traiter de grandes families ni un 
grand nombre de marqueurs. 
6.1.3 HapSim 
Les haplotypes que nous assignons aux fondateurs (figure 5.1, etape 5) sont generes par 
la librairie HapSim5 (Montana, 2005) utilisable a partir du logiciel statistique R6 (R 
Development Core Team, 2006). 
HapSim modelise un haplotype comme une variable aleatoire multivariee qui possede 
des distributions marginales connues (i.e. les frequences alleliques) et des coefficients de 
correlation connus (i.e. le LD entre chaque paire de SNPs). Pour chaque fondateur, deux 
vecteurs aleatoires sont simules de la distribution multivariee normale dont le vecteur de 
la moyenne est (0, ..., 0). Ces vecteurs reels sont ensuite transformes en vecteurs 




Montana (2005) demontre experimentalement la grande ressemblance entre les 
proprietes des donnees simulees et celles des donnees originales. Lorsque la taille de 
l'echantillon simule depasse la centaine d'haplotypes, la difference entre le LD des 
haplotypes simules et celui des haplotypes fournis au logiciel devient tres faible, alors 
que la difference entre les frequences alleliques simulees et observees devient presque 
nulle. 
La limite principale de cette approche est que seule la correlation entre des paires de 
SNPs est modelisee; la correlation d'ordre plus eleve, par exemple entre des triplets de 
SNPs, n'est pas modelisee. Aussi, HapSim ne traite que les marqueurs bi-alleliques. 
Notre implantation est done presentement limitee a ces marqueurs. 
6.1.4 Merlin 
Le logiciel Merlin1 (Abecasis, 2002) a ete retenu pour effectuer le gene-dropping (figure 
5.1, etape 6). A la methode de gene-dropping originale, Merlin ajoute la possibilite de 
transmettre les alleles de plusieurs genes. Le logiciel prend en entree les frequences 
alleliques, les patrons de genotypes manquants et les frequences de recombinaison entre 
les marqueurs et produit en sortie deux haplotypes par individu. Le logiciel genere 
d'abord les haplotypes des fondateurs. Puis, a chaque marqueur, l'allele transmis a un 
enfant depend de la frequence de recombinaison 6 entre le marqueur precedent et le 
marqueur courant: la probabilite de choisir l'allele du meme haplotype est 1—6 alors 
que la probabilite de choisir l'allele de l'autre haplotype est 6 . 
Nous avons modifie Merlin afin qu'il assigne aux fondateurs les haplotypes que nous 
avons simules plutot que de les generer lui-meme. Nous avons ajoute la possibilite de 
produire des fichiers dans un format directement importable par FBAT, afin d'eviter une 
etape de conversion de fichiers qui peut etre couteuse en terme de temps d'acces au 
disque. Aussi, nous avons ajoute l'option d'afficher les individus que Merlin considere 




reintegration des logiciels et librairies tiers pose plusieurs problemes. Premierement, des 
quatre logiciels utilises (FBAT, fastPHASE, HapSim et Merlin), le code source de 
seulement deux d'entre eux est disponible; seul un executable est fourni pour FBAT et 
fastPHASE. Les deux logiciels dont le code source est disponible ne sont pas implantes 
dans le meme langage de programmation: Merlin est implante en C++ et HapSim en R. 
Nous avons done integre les logiciels par execution de processus externes. Notre 
programme fournit les donnees aux logiciels de trois facons: par fichiers, par le flot 
d'entree standard et par des parametres de la ligne de commande. Notre programme lit 
les fichiers de resultats produits par les logiciels tiers et extrait les valeurs d'interet. 
Un probleme que nous avons du surmonter est que les formats d'entree et de sortie de 
deux logiciels (FBAT et fastPHASE) ne sont pas completement specifies. Nous avons 
done du faire plusieurs essais pour tenter d'inferer les formats, ce qui a mene a des 
surprises. Par exemple, F ^ r t e r m i n e anormalement et sans explications (segmentation 
fault) lorsqu'un des parametres qu'on lui passe (le nom du fichier de phenotypes) 
depasse 255 caracteres. Aussi, le format de sortie de FBAT varie selon que le test FBAT 
a ete effectue ou non (un SNP n'est pas teste si trop peu de families sont informatives a 
ce SNP) et selon le type de test (multi-allelique ou bi-allelique). L'analyse des resultats 
de FBAT s'en trouve compliquee. De plus, lorsque le logiciel lit sur l'entree standard le 
signal de fin de fichier (EOF), il part en boucle infinie en emettant continuellement le 
meme symbole, plutot que de quitter comme e'est la norme sous Linux. Si la sortie de 
FBAT est redirigee vers un fichier de sortie, le disque se remplit tres rapidement. 
II faut aussi comprendre les parametres a passer aux logiciels et identifier les resultats 
pertinents. Par exemple, fastPHASE produit deux ensembles d'haplotypes, la seule 
difference residant dans le type de taux d'erreur que chaque ensemble minimise. Quant a 
FBAT, on doit comprendre la difference entre les deux hypotheses nulles, la 
transformation phenotypique la plus appropriee a apporter, les modeles genetiques, 
l'effet du nombre minimum de families informatives, etc. 
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6.1.6 Fichier de configuration 
Plusieurs informations doivent etre transmises a notre programme: le nom des 
phenotypes, les chemins d'acces des fichiers qui contiennent les valeurs des phenotypes, 
les regions chromosomiques a analyser, le type d'analyse d'association a executer et les 
parametres a lui passer, etc. Nous avons decide de fournir ces informations dans un 
fichier de configuration qui respecte la syntaxe Python. Notre programme importe ce 
fichier de la meme maniere qu'une librairie Python quelconque (enonce import). 
L'analyse lexicale et syntaxique est faite par l'interpreteur Python. Ainsi, nous n'avons 
pas a programmer une librairie d'analyse de fichiers de configuration, ce qui 
demanderait du temps et risquerait d'introduire des erreurs. De plus, tous les 
programmes que nous avons developpes se servent du meme fichier de configuration, ce 
qui evite des incoherences potentielles. Un extrait de fichier de configuration est 
presente a la figure 6.1. 
import libpl 




identificateur de 1'experience (tableau 6 
region (s) chromosomique(s) a analyser 
'1' : [(3926, 3984)]} 
chr2bounds = 
N = 10000 
C = 50 
phenotypes = 




separation des grands blocs (section 6.2. 
nombre de permutations 
nombre de permutations par tache 




meilleure valeur p observee a chaque phenotype 








# options de 
sim dbuser = 
sim dbhost = 
sim dbport = 








modes FBAT ('m', 'b') 
modeles genetiques ('a', 'd', 'g', 'r') 
tester l'hypothese nulle H02? 
effacer les fichiers de resultats FBAT? 
nombre minimum de families informatives 
nombre de meilleures valeurs p a stocker 








.1: Exemple de fichier de configuration 
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6.2 Execution rapide 
La methode proposee est exigeante en terme de temps de calcul. La complexite de la 
methode est cubique par rapport au nombre de marqueurs etudies simultanement 
(section 6.4.1). Afm d'accelerer l'execution des experiences, nous avons opte pour un 
calcul distribue et nous avons scinde les chromosomes en grands blocs. 
Pour permettre un calcul distribue, nous avons divise les experiences en taches 
independantes qui peuvent etre executees simultanement. La communication se fait via 
une base de donnees relationnelle. 
Nous avons acces a huit serveurs de calcul, equipes de deux processeurs Intel P4 Xeon 
cadences a 2,4 GHz et de 1,5 Go de memoire vive. Nous avons aussi acces a un serveur 
de base de donnees executant le systeme de gestion de bases de donnees (SGDB) 
relationnel PostgreSQL. Tous les serveurs roulent un noyau Linux 2.4. 
6.2.1 Division en taches independantes 
Les N simulations effectuees sont completement independantes les unes des autres. De 
plus, les chromosomes sont independants les uns des autres car le desequilibre de liaison 
et la liaison se limitent a des regions rapprochees d'un meme chromosome. II y a done 
un parallelisme de haut niveau a exploiter. 
Nous avons divise le travail en taches. Une tache est definie comme un tuple 
(simulations, chromosome, region) qui represente tous les calculs devant etre effectues 
sur une region d'un chromosome pour un certain nombre de simulations. En d'autres 
termes, une tache peut comprendre plusieurs simulations et tous les phenotypes d'une 
experience sont traites dans la meme tache. Ces deux elements ameliorent la 
performance. Premierement, lorsque le nombre de tests a effectuer au cours d'une 
simulation est faible, il est avantageux d'augmenter le nombre de simulations par tache 
afm de limiter le temps de communication entre le noeud de calcul et la base de 
donnees. Deuxiemement, l'etape la plus gourmande en temps de calcul (la simulation 
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des haplotypes) ne depend pas des phenotypes. En traitant tous les phenotypes dans une 
meme tache, on simule les haplotypes une seule fois puis on teste plusieurs phenotypes. 
6.2.2 Approche client-serveur 
Nous avons adopte un modele client-serveur, dans lequel le logiciel de correction pour 
tests multiples demande a un maitre une tache a executer. Un systeme de gestion de 
bases de donnees (SGBD) a ete choisi pour jouer le role de maitre aim de minimiser la 
quantite de logiciel a developper, d'obtenir une fiabilite et une securite elevees et de 
gerer la concurrence. 
Avant de debuter une experience, on la divise en taches qui sont inserees dans la base de 
donnees. D'autres informations sont associees a la tache: une graine aleatoire pour 
HapSim et une autre pour Merlin ainsi que les temps de debut et de fin de la tache, afin 
de determiner ulterieurement le temps de calcul et le temps ecoule d'une experience. 
Lorsqu'un serveur demarre ou lorsqu'il vient de terminer une tache, il fait une requete a 
la base de donnees afin d'obtenir une tache; si une tache est disponible, il met a jour 
l'attribut de temps initial de la tache. Sinon, le serveur arrete. Ces operations se font dans 
le cadre d'un enonce SELECT FOR UPDATE afin d'eviter des problemes de 
concurrence. Le serveur insere, pour chaque simulation et chaque phenotype, le meilleur 
resultat FBAT dans la base de donnees. Lorsque la tache est terminee, le serveur met a 
jour l'attribut du temps final de la tache. 
Notons que le serveur de base de donnees represente un point unique de defaillance: s'il 
tombe en panne, les clients ne peuvent plus travailler. 
6.2.3 Division d'un chromosome en grands blocs 
En pratique, les serveurs de calcul manquent de memoire lorsqu'ils traitent environ 1000 
SNPs. Puisque pour certains chromosomes nous avons de 1'information sur plus de 4500 
SNPs, nous avons divise les chromosomes en grands blocs. Puisque chaque bloc est 
traite independamment, le LD entre deux blocs ne peut etre pris en compte: nous avons 
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done interet de trouver des endroits qui montrent peu de LD. Les blocs ont ete delimites 
en fonction de deux criteres: d'une part, le taux de recombinaison doit etre eleve entre 
deux blocs (ce qui implique en general un faible LD); d'autre part, un bloc doit contenir 
au maximum 600 SNPs. Cette division a produit entre un et 11 blocs par chromosomes 
(135 blocs pour les 22 autosomes, soit environ 400 SNPs par bloc en moyenne). 
6.3 Conservation des experiences 
En plus de permettre un calcul distribue, la base de donnees sert egalement a gerer les 
experiences et les resultats. Cette gestion vise deux buts: d'abord de pouvoir facilement 
repeter une experience si le besoin s'en fait sentir; ensuite de pourvoir facilement 
comparer les experiences entre elles ou les methodes de correction entre elles. Nous 
avons concu quelques tables, presentees au tableau 6.1. La gestion des experiences se 
fait par les tables simulation et task. De facon pratique, le champ description de la table 
simulation pointe au repertoire du test FBAT original; ce repertoire contient les fichiers 
de configuration necessaires pour refaire l'experience. Les experiences decrites au 
chapitre 7 correspondent chacune a un tuple de la table simulation. 
6.4 Implantation 
La figure 6.2 presente les etapes pour calculer la valeur p empirique de la meilleure 
association d'une experience. Avant de debuter ces etapes, l'usager doit avoir prepare le 
fichier de configuration, decrit a la section 6.1.6. 
D'abord, les experiences sont divisees en taches qui sont inserees dans la base de 
donnees (ligne 1). Ensuite, les genotypes sont phases par le logiciel fastPHASE (ligne 
2). Ces etapes sont executees une seule fois par experience. Les etapes 3 a 13 sont 
executees un grand nombre de fois et sont parallelisables. Tant qu'une tache est 
disponible (lignes 4 et 5), un noeud de calcul calcule le desequilibre de liaison (ligne 6), 
puis, pour chaque simulation, simule les haplotypes des fondateurs par HapSim (ligne 
8), transmet les alleles des fondateurs a leurs descendants (ligne 9), calcule les 
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associations entre tous les SNPs et tous les phenotypes (ligne 11) et insere le meilleur 
resultat FBAT de chaque phenotype dans la base de donnees (ligne 12). Une fois les 
simulations terminees, le noeud de calcul indique dans la base de donnees que la tache 
est terminee. Finalement, une fois toutes les taches terminees, il est possible de calculer 
la valeur p empirique (ligne 14). 



























Identificateur unique de 1'experience 
Description textuelle de l'experience 
Identificateur de l'experience (id de simulation) 
Chromosome (1-22) 
Indice de la lere simulation a effectuer 
Nombre de simulations a effectuer 
Indice du premier SNP a traiter 
Indice du dernier SNP a traiter 
lere graine aleatoire a fournir a Merlin 
Graine aleatoire a fournir a HapSim 
Nom du serveur sur lequel la tache a ete demarree 
Temps du debut de la tache 
Temps de completion de la tache 
Identificateur du processus qui execute la tache 
Identificateur de l'experience (id de simulation) 
Chromosome (1-22) 
Nom du marqueur 
Identificateur du phenotype 
Replicat 
Valeur p 
bounds simid Identificateur de l'experience (id de simulation) 
chromosome Chromosome (1-22) 
bound Indice du SNP qui termine un grand bloc 
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1. Diviser l'experience en taches et les inserer dans la base de donnees 
2. Phaser les genotypes (fastPHASE) 
3. REPETER indefiniment 
4. Obtenir de la base de donnees une tache t 
5. SI il n'y a plus de tache a effectuer ALORS quitter 
6. Calculer le LD 
7. POUR CHAQUE simulation s 
8. Simuler les haplotypes des fondateurs (HapSim) 
9. Transmettre les alleles des fondateurs a leurs descendants (Merlin) 
10. POUR CHAQUE phenotype p 
11. Calculer les associations (FBAT) 
12. Inserer le meilleur resultat de FBAT dans la base de donnees 
13. Marquer la tache / comme etant terminee 
14. Calculer la valeur p empirique 
Figure 6.2: Execution d'une experience 
Les fonctionnalites sont implantees par cinq programmes Python, enumeres au tableau 
6.2. La correspondance entre le programme Python et les etapes de la figure 6.2 est 
indiquee a la fin du champ « responsabilites ». 
Tableau 6.2: Logiciels utilises pour la correction 
Logiciel Responsabilites 
pl-fill.py Divise l'experience en taches et genere les enonces SQL pour 
inserer les taches dans la base de donnees (ligne 1) 
pl-init.py Execute fastPHASE, extrait les patrons de genotypes manquants 
des donnees originales et divise les chromosomes en blocs 
(ligne 2) 
assoc-simulation.py Demande une tache, execute HapSim, Merlin et FBAT puis 
insere les resultats dans la base de donnees (lignes 3 a 13) 
pi-remote-starter.py Demarre et arrete assoc-simulation.py a distance 
sim-analysis.py Extrait les resultats et rapporte les valeurs p corrigees (ligne 14) 
La plupart des fonctions et classes ont ete regroupees au sein d'une librairie nommee 




























Figure 6.3: Diagramme des principales classes 
La classe GeneticSimulation est responsable d'executer des taches; sa methode 
principale est run_all_tasks. 
La classe Task represente une tache. Ses principaux attributs sont simid qui identifie une 
experience, chrom, snpjnin et snpjnax qui identifient une region chromosomique a 
analyser et base et replicates qui indiquent les simulations a effectuer. 
La classe GeneticTest represente le test genetique de base. C'est une classe abstraite de 
laquelle derive FbatTest. D'autres tests d'association peuvent etre ajoutes au logiciel en 
derivant de GeneticTest. Trois methodes sont appelees avant que le test ne soit execute: 
prepareO est appelee avant que la premiere tache ne soit obtenue (c'est le bon endroit 
pour verifier que les librairies et executables necessaires au test genetique existent), 
preparel avant la premiere simulation de chaque tache et prepare2 avant chaque 
simulation. La methode run execute une simulation sur tous les marqueurs et un 
phenotype. Finalement, post est appelee apres chaque simulation. Un exemple de 





« creer» 1 

















Les etapes errtre prepare2 
et set_done(False) sont 
executees une fois par 
simulation 
^ 
Figure 6.4: Diagramme de sequence d'une simulation 
6.4.1 Complexity algorithmique 
Examinons comment le temps d'execution de l'implantation presentee a la figure 6.2 
varie en fonction des parametres d'entree. Dans ce qui suit, notons TV le nombre de 
simulations, n le nombre de sujets,/le nombre de fondateurs, m le nombre maximal de 
marqueurs dans un grand bloc, b le nombre de grands blocs, M le nombre de marqueurs 
au total, P le nombre de phenotypes et K le nombre de partitions utilisees par 
fastPHASE. 
La complexity de fastPHASE (ligne 1) est 0{nK2 M) (Scheet & Stephens, 2006). En 
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particulier, l'algorithme est lineaire par rapport au nombre de sujets et au nombre de 
marqueurs. En pratique, K est une constante choisie entre 5 et 20. 
Le calcul du LD (ligne 6) est de complexite 0(m2n) (voir equations 2.2 et 2.4, section 
2.3). 
HapSim (ligne 8) fait appel a la fonction R mvrnorm pour calculer les valeurs propres et 
les vecteurs propres de la matrice de correlation entre les marqueurs et pour generer des 
vecteurs aleatoires. Le calcul des valeurs propres et vecteurs propres se fait par la 
librairie Fortran EISPACK (Bowdler et al., 1968; Martin et al., 1968) dont la complexite 
est 0(m3). La generation des vecteurs aleatoires se fait par deux multiplications 
matricielles: la premiere multiplication entre deux matrices de m rangees et m colonnes 
et la seconde entre une matrice de m rangees et m colonnes et une autre de m rangees et 
n colonnes. La multiplication matricielle est implantee par la fonction DGEMM de la 
librairie BLAS. La complexite de DGEMM pour une matrice de A rangees et B colonnes 
et une autre de B rangees et C colonnes est O(ABC) La complexite des deux 
multiplications est 0{rnJrm2n). La complexite de HapSim est done 0(m3+m2n). 
Le gene-dropping (ligne 9) est tres efficace, autant en terme de temps de calcul que de 
memoire: au total, 2(n-J)m transmissions sont effectuees. La complexite est 0{mn), 
done lineaire par rapport au nombre de marqueurs et au nombre de sujets etudies. 
La complexite de FBAT (ligne 11) est de O(mn) (voir section 3.1). 
Lorsqu'une tache couvre toutes les simulations pour un bloc, la ligne 6 est executee b 
fois, les lignes 8 et 9 bN fois et la ligne 11 bNP fois. La complexite de l'algorithme en 
son entier est done O (nK2 M+brn N+bm2nN+ bmnNP). 
En pratique, le temps de calcul du aux second et troisieme termes est de loin superieur 
aux premier et quatrieme termes, de sorte que la complexite est Oibrn N+bm2nN). 
Pour ce qui est de la complexite en terme de memoire vive, la generation des haplotypes 
demande de conserver une matrice de taille m par m et une autre de taille m par n. La 
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complexity en terme de memoire est done 0{m2+mn). 
6.4.2 Limites 
Notre approche est presentement limitee aux marqueurs bi-alleliques du fait de 
l'utilisation du logiciel HapSim. En pratique cette limitation a peu de consequences 
puisque la plupart des etudes d'association se font sur des SNPs. 
Le serveur de base de donnees represente un point unique de defaillance: s'il tombe en 
panne, les clients ne peuvent plus travailler. Toutefois, aucune information n'est perdue. 
6.5 Fiabilite 
Le logiciel developpe repose en partie sur des logiciels et des librairies externes. Nous 
avons done valide les logiciels externes et les modifications que nous avons apportees a 
ces logiciels. 
Pressman (1997) definit la validation comme etant l'ensemble des activites visant a 
s'assurer que le logiciel repond aux requis du client. Voici les principales validations qui 
ont ete effectuees: 
1. s'assurer que les haplotypes simules par HapSim respectent les frequences 
alleliques et le desequilibre de liaison des genotypes originaux; 
2. s'assurer que les genotypes simules par la version de Merlin modifiee respectent 
la transmission mendelienne, les frequences alleliques originales, les fractions de 
recombinaison, le LD et les patrons de genotypes manquants; 
3. s'assurer que la methode est fiable (i.e. ni liberate, ni conservatrice). 
Dans les deux premiers cas, il s'agit de valider un logiciel developpe par un tiers, alors 
que dans le dernier cas, il s'agit de valider la methode comme un tout. 
Avant d'examiner les validations effectuees, une menace importante a la validite des 
resultats est la qualite des generateurs de nombres pseudo-aleatoires utilises. Nous 
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examinons done dans la prochaine section les qualites d'un bon generateur et presentons 
les generateurs utilises. 
6.5.1 Generation de nombres pseudo-aleatoires 
Trois des logiciels utilises (HapSim, Merlin et fastPHASE) utilisent un generateur de 
nombres pseudo-aleatoires (pseudo-random number generator, PRNG). Westfall et 
Young (1993, p. 18) insistent sur l'importance d'utiliser un PRNG qui se rapproche 
autant que possible d'un generateur de nombres aleatoires ideal afin que les simulations 
ne soient pas biaisees. Hellekalek (1998) a liste les proprietes que les nombres generes 
par un bon PRNG devaient posseder. Les principales sont: une distribution uniforme, 
une absence de correlation, une reproductibilite et une periode tres grande par rapport a 
la taille de la sequence generee. Nous examinons dans cette section la qualite des PRNG 
utilises. 
Examinons d'abord HapSim et Merlin. L'environnement statistique R (2.1.1) et le 
logiciel Merlin (1.0.1) utilisent le PRNG Mersenne Twister recemment developpe par 
Matsumoto et Nishimura (1998). II possede une periode de 219937 - 1 et une 
equidistribution dans 623 dimensions avec une precision de 32 bits ou encore dans 
19937 dimensions avec une precision de 1 bit. Rappelons que la periode d'un PRNG est 
la taille de la plus grande sequence qui peut etre generee avant que la sequence ne se 
repete. Quant a elle, l'equidistribution de dimension k peut etre definie de plusieurs 
facons. Une definition basee sur la cryptographie est la suivante: la connaissance des m 
premiers nombres ne donne strictement aucune information sur le prochain nombre, si 
m < k (Matsumoto & Nishimura, 1998). 
Le PRNG a passe avec succes la batterie de tests Diehard de Marsaglia et la batterie de 
tests Load et Ultimate Load de Wegenkittl (Matsumoto & Nishimura, 1998). De plus, le 
generateur n'utilise que 624 entiers de memoire pour stacker son etat et sa vitesse est 
comparable aux PRNG couramment utilises. Par exemple, il est pratiquement aussi 
rapide que la fonction rand de la librairie C mais sa periode de 219937 - 1 se compare 
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avantageusement a la periode de 2 ] de rand. En conclusion, le PRNG Mersenne Twister 
possede d'excellentes proprietes. 
Nous associons a chaque tache deux graines d'initialisation du PRNG, une pour HapSim, 
l'autre pour Merlin: nous voulons que toutes les simulations de genotypes demarrent 
d'une graine differente, sinon elles produiront des resultats identiques. Les taches 
peuvent ensuite etre executees sur un seul ou plusieurs ordinateurs. Cette approche de 
construction d'un PRNG parallele pour simulations a ete proposee par Hellekalek (1998) 
sous le nom splitting technique. C'est l'approche preconisee par Entacher et al. (1998). 
Quant a lui, fastPHASE appelle la function drand48 de la librairie C stdlib.h. Cette 
fonction implante un generateur congruentiel lineaire {linear congruential generator, 
LCG) de periode 248. Un LCG implante la fonction de recurrence: 
X„+i = (aX„ + c) mod m 
La qualite du LCG depend des parametres a, c et m. Les LCG souffrent de plusieurs 
problemes: la periode est restreinte, l'equidistribution est faible et les bits les moins 
significatifs sont moins aleatoires que les bits les plus significatifs. La fonction est 
appelee a deux endroits par fastPHASE: pour initialiser les parametres du modele de 
Markov et pour estimer les haplotypes les plus probables des individus. Selon les 
auteurs, la faiblesse du PRNG devrait avoir peu d'impact sur la qualite de la solution 
(Scheet & Stephens, communication personnelle). 
6.5.2 Validation des haplotypes simules par HapSim 
Nous avons execute HapSim sur des haplotypes constitues de 49 SNPs du chromosome 
2 afin de generer 100 groupes de 100 haplotypes chacun. Le but est de s'assurer que les 
frequences alleliques et le LD des haplotypes simules ressemblent a ceux des haplotypes 
fournis en entree. Nous avons utilise les donnees qui seront decrites au chapitre 7. Nous 



































Figure 6.5: Le LD des haplotypes simulespar HapSim respecte le LD original 
Le LD original est etiquette « ref » (en haut a droite). Les cases « sim 75 », « sim 76 » et 
« sim 77 » correspondent a trois des 100 groupes generes. La metrique r2 est utilisee. 
Elle varie de 0 (aucun LD, montre en pale) a 1 (LD total, montre en fonce). Dans une 
case, l'abscisse et l'ordonnee representent les SNPs en ordre croissant de position sur le 
chromosome. 
La correlation entre les frequences alleliques originales et simulees calculee par le 
coefficient de correlation de Pearson varie entre 98,6% et 99,1% pour les trois groupes. 
La plus grande difference pour un SNP donne est de 10% (frequence simulee de 21% 
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contre frequence originale de 31%). Lorsqu'on augmente le nombre d'haplotypes 
generes a 1000, la precision augmente: la correlation varie entre 99,8% et 99,9% et la 
plus grande difference est de 3,8%. On conclut que les frequences alleliques observees 
et simulees sont tres semblables. 
La figure 6.5 compare le LD entre les haplotypes observes et les haplotypes simules, 
pour les trois memes simulations. On constate une tres grande concordance entre le LD 
observe et le LD simule. En particulier, la region de tres grand LD (SNPs 38 a 48) est 
bien conservee. On peut done s'attendre a ce que nos tests ne soient pas indument 
conservateurs a cause des SNPs qui sont en LD. 
La validation de la librairie HapSim nous a permis de decouvrir une erreur dans la 
fonction haplosim. Lorsqu'une option qui vaut par defaut FAUX est mise a VRAI, une 
boucle de la fonction execute toujours une seule iteration, plutot qu'un certain nombre. 
L'erreur a ete rapportee au developpeur de HapSim. 
6.5.3 Validation de Merlin 
Le tableau 6.3 presente les tests que nous avons menes pour valider la version modifiee 
de Merlin. 
Nous voulons d'abord nous assurer que les alleles simules qu'on retrouve chez les 
enfants proviennent de leurs parents. Une erreur mendelienne indiquerait une erreur 
dans le mecanisme de gene-dropping de Merlin. On s'assure done, apres l'execution de 
Merlin, pour chaque enfant et chaque marqueur, que l'allele identifie comme provenant 
d'un parent se retrouve bel et bien dans le genotype de ce parent. L'examen des 
chromosomes 1 et 22 et de genotypes simules (voir prochain paragraphe) n'a revele 
aucune erreur. 
Pour les distances genetiques, nous avons simule 1000 families nucleaires comprenant 
deux parents et huit enfants et une carte de 100 marqueurs, espaces les uns des autres 
d'une distance comprise entre 0,1 et 5 cM tiree aleatoirement selon une distribution 
uniforme. Un grand nombre de families a ete simule car le nombre prevu de 
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recombinaisons entre deux marqueurs est relativement faible. La correlation de Pearson 
entre les distances genetiques originales et les frequences de recombinaison simulees a 
ete calculee pour les 99 paires de marqueurs adjacents. Cette correlation est de 98,7%, 
ce qui indique que les genotypes simules par Merlin respectent de tres pres les distances 
genetiques qui lui sont fournies. 
Tableau 6.3: Tests de Merlin 
Propriete testee Mesure 
Transmission Nombre d'alleles d'enfants qui ne proviennent pas d'un parent 
mendelienne (i.e. nombre d'erreurs mendeliennes) 
Distances genetiques Correlation de Pearson entre distances genetiques originales et 
simules 
Patrons de genotypes Nombre de genotypes manquants pour lesquels un genotype 
manquants non-manquant a ete simule et nombre de genotypes non-
manquants pour lesquels un genotype manquant a ete simule 
Haplotypes des Pour les fondateurs, nombre de genotypes simules differents 
fondateurs des genotypes originaux 
LD Correlation de Pearson entre LD original et simule 
Frequences alleliques Correlation de Pearson entre frequences alleliques originales et 
simulees 
Pour les patrons de genotypes manquants, nous avons utilise les donnees originales des 
chromosomes 1 et 22 et avons effectue une simulation. Tous les genotypes originaux qui 
etaient manquants le sont egalement dans les donnees simulees, et a l'inverse aucun 
genotype original present n'est manquant dans les donnees simulees. Merlin respecte 
done les patrons de genotypes manquants. 
Nous voulons aussi que Merlin respecte les haplotypes assignes aux fondateurs, e'est-a-
dire qu'il ne modifie pas leurs genotypes. La comparaison montre que tous les genotypes 
des fondateurs du chromosome 22 sont identiques avant et apres une simulation, sous 
reserve que le genotype du fondateur etait connu dans les donnees originales (rappelons 
que nous assignons des haplotypes a tous les fondateurs afin qu'ils les transmettent a 
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lews descendants lors du gene-dropping, mais que pour le test FBAT seuls les 
fondateurs genotypes doivent avoir des genotypes simules, les autres doivent avoir des 
genotypes manquants). 
Deux mesures du LD ont ete comparees: D' et r2. Les SNPs du chromosome 22 ont ete 
compares. Ce chromosome a ete choisi parce qu'il est tres court. La comparaison se fait 
entre les haplotypes produits par HapSim (fournis a Merlin) et ceux que Merlin produit. 
Le LD est calcule entre un SNP et les cinq SNPs qui le suivent. La correlation de 
Pearson est de 90,0% pour D' et de 99,9% pour r2. Cette difference peut s'expliquer par 
le fait que D' est tres instable pour de faibles frequences alleliques. Nous considerons 
que Merlin respecte le LD des donnees d'entree. 
Finalement, la comparaison entre les frequences alleliques originales et simulees s'est 
faite sur les chromosomes 1 et 22. La correlation de Pearson est de 97,9% pour le 
chromosome 1 et de 98,0% pour le chromosome 22, ce qui indique que les frequences 
alleliques sont respectees. 
En somme, les genotypes simules par Merlin respectent les proprietes fournies en entree. 
La prochaine section examine la methode en son entier. 
6.5.4 Validation du controle de FWER 
La methode proposee a ete validee par simulations. Les genotypes observes du 
chromosome 22 ont ete utilises et des phenotypes ont ete simules sans tenir compte des 
genotypes, mais selon une certaine heritabilite. Ainsi, il n'y a aucune association entre 
les genotypes observes et les phenotypes simules. Pour chaque simulation de phenotype, 
FBAT est execute, la meilleure association est conservee puis ajustee a l'aide de la 
presente methode de correction pour tests multiples. Puisque l 'hypothese nulle conjointe 
est vraie (i.e. aucun SNP n'est associe au phenotype), nous nous attendons a ce que les 
valeurs p corrigees proviennent de la distribution uniforme entre 0 et 1 (section 4.1). 
De facon plus formelle, la procedure suivante est executee (inspiree de Westfall & 
Young, 1993, pp. 38-39). 
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1. REPETERZ) fois 
2. Simuler un phenotype dont 20% de la variance est expliquee par un effet 
genetique, 20% par un effet polygenique, 20% par un effet familial et 40% 
est aleatoire. Le phenotype est simule sans tenir compte des genotypes. 
3. Executer la methode de correction pour tests multiples proposee (section 
5.2) sur le phenotype simule et les genotypes originaux, en executant N 
replicats; conserver la meilleure valeur p corrigee. 
Figure 6.6: Validation du controle de FWER 
Le chromosome 22 a ete choisi car c'est celui qui contient le moins de SNPs (seulement 
328), ce qui nous permet de faire D = 4000 repetitions de N = 1000 simulations chacune. 
Cela represente tout de meme 1,3 milliard de tests FBAT. Le choix de D = AN respecte 
une suggestion de Westfall et Young. La simulation du phenotype est realisee grace au 
logiciel SIBSIM (Franke et al., 2006), qui permet de specifier le pourcentage de variance 
du phenotype qui est explique par differentes causes. La distribution des D = 4000 
valeurs p corrigees est presentee a la figure 6.7. Chaque valeur p corrigee est mise en 
relation avec une valeur p attendue: lorsque n nombres sont tires de facon independante 
d'une distribution uniforme entre 0 et 1, la valeur attendue du fme plus petit nombre est 
il(n+\), pour i allant de 1 a n. Puisque les Z) = 4000 repetitions sont faites sous 
l'hypothese nulle et que chaque repetition est independante des autres, les valeurs p 
corrigees par une methode fiable devraient suivre cette distribution. On constate que les 
valeurs p corrigees par la methode proposee suivent de tres pres les valeurs p attendues. 
D'ailleurs un test de Kolmogorov-Smirnov (hypothese nulle: les valeurs p proviennent 
d'une distribution uniforme entre 0 et 1) rapporte une valeur p de 0,7: il n'y a aucune 
raison de croire que notre methode n'est pas fiable. En particulier, le tableau 6.4 montre 
que la proportion de valeurs p plus petites ou egales a q est tres proche de q pour de 
petites valeurs q. Par exemple, exactement 1% des valeurs p corrigees sont plus petites 
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Figure 6.8: Distribution des valeurs p rapportees par la correction de Bonferroni 
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Tableau 6.4: Proportion de valeurs p inferieures ou egales a un seuil nominal 
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Figure 6.9: Echelle logarithmique afin de mettre Vemphase sur lesfaibles valeursp 
A l'oppose, la correction de Bonferroni est extremement conservatrice. Par exemple, 
seulement 0,5% des valeurs p corrigees sont plus petites ou egales a 10% (tableau 6.4). 
Les figures 6.8 et 6.9 montrent la distribution des valeurs p corrigees par Bonferroni. 
Les valeurs p sont tres loin de la droite attendue. La figure 6.8 donne l'impression que 
les valeurs p rejoignent la droite attendue pour de faibles valeurs p mais une echelle 
logarithmique (figure 6.9) montre que ce n'est pas le cas: aucune valeur p corrigee n'est 
inferieure a 0,01 alors qu'on devrait obtenir quelques valeurs p corrigees inferieures a 
0,001, meme en l'absence d'association. Ces resultats sont tres limites: ils ont ete 
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produits sur une structure genealogique particuliere, une distribution phenotypique 
particuliere et des genotypes particuliers. Tout de meme, ils nous amenent a penser que 
dans certaines situations la methode proposee pourrait etre beaucoup plus puissante que 
la correction de Bonferroni. 
6.5.5 Sommaire des validations 
Les validations que nous avons effectuees sont satisfaisantes: HapSim et Merlin 
respectent les proprietes des donnees genetiques qui leur sont fournies, alors que la 
methode proposee controle adequatement l'erreur de type I. Ces validations nous 
donnent confiance que les valeurs p rapportees par notre methode sont fiables. Par 
contre, les validations ne sont en aucun cas exhaustives et n'impliquent pas que le 
logiciel ne contient pas de defauts (Pressman, 1997). En particulier, une seule validation 
a ete effectuee sur la methode en son entier. D'autres validations augmenteraient notre 
confiance ou permettraient de decouvrir des defauts. II serait interessant de tester 
d'autres structures familiales, d'autres distributions de phenotypes et un nombre de 
marqueurs plus grand ou plus petit. 
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Chapitre 7: Experiences et res u I tats 
Nous debutons cette section par une description de la population etudiee. Nous 
decrivons le phenotypage et le genotypage effectues sur cette population et les 
parametres que nous devons specifier pour executer les tests FBAT. Puis, nous 
decrivons huit experiences que nous avons menees afm de trouver des associations 
statistiquement significatives apres correction pour tests multiples et de comparer la 
methode proposee a la correction de Bonferroni dans plusieurs contextes. Nous 
presentons ensuite les resultats que nous avons obtenus: les valeurs p observees et les 
valeurs p corrigees par notre methode et par la correction de Bonferroni. Nous 
commentons ces resultats et, finalement, nous presentons les ressources informatiques 
necessaires a l'execution des experiences. 
7.1 Population etudiee 
Nous etudions l'hypertension dans la population canadienne-francaise du Saguenay-Lac-
Saint-Jean. 
Pres de 900 individus, repartis dans pres de 120 families, ont ete precedemment recrutes 
(Hamet et al., 2005). Le principal critere d'inclusion des families dans l'etude etait la 
presence de deux membres hypertendus et dyslipidemiques au sein d'une fratrie. Aussi 
les deux parents des individus recrutes doivent etre nes au Saguenay-Lac-Saint-Jean. 
Le nombre de sujets recrutes varie beaucoup d'une famille a l'autre. Si on inclut les 
parents qui n'ont pas ete recrutes mais dont la presence est necessaire pour etablir les 
liens genealogiques entre les sujets recrutes, la taille des families varie de 3 a 96 
individus (mediane: 7) et le nombre de generations varie de 2 a 4. En fait, l'examen 
d'une partie des donnees genealogiques du projet BALSAC de l'Universite du Quebec a 
Chicoutimi (Bouchard, 2006) nous montre que la plupart des 120 families sont reliees 
les unes aux autres par au moins un de leurs membres. On pourrait done considerer que 
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ces individus proviennent d'une seule grande famille de plus de 40 000 membres. Par 
contre, la plupart des logiciels genetiques disponibles ne permettent pas de traiter des 
families de cette taille ou ne tirent pas parti de toute reformation. Certains logiciels, 
comme Merlin, sont meme limites a une douzaine d'individus par famille. 
7.1.1 Phenotypage 
Un tres grand nombre de phenotypes ont ete mesures chez les individus: pression 
arterielle, mesures anthropometriques (grandeur, poids, circonference de la taille, 
epaisseur des plis cutanes et circonferences des extremites), cholesterol (HDL, LDL et 
total) et certains marqueurs biologiques. De plus, environ 300 individus se sont soumis a 
un phenotypage etendu sur deux jours, dans lequel la pression arterielle a ete mesuree 
des dizaines de fois a la suite de differents stimuli. Hamet et al. (2005) decrit le 
phenotypage de maniere plus detaillee. 
De nombreux phenotypes d'obesite ont ete mesures car « l'obesite, de facon generale, est 
en effet associee a une augmentation du risque d'hypertension arterielle » (Oppert, 
2003). 
Afin de ne pas alourdir le reste du texte, nous utilisons les abreviations et acronymes 
presentes au tableau 7.1. Les phenotypes sont classes par ordre alphabetique. Des 
references sont fournies afin de permettre au lecteur d'en connaitre davantage. 
Tableau 7.1: Abreviations et acronymes des phenotypes etudies 
Phenotype Abrev. References 
Cholesterol CHOL 
Circonference distale de la cuisse CDIST 
Circonference du bras BRAS 
Circonference mediale de la cuisse CMED 
Circonference proximale de la cuisse CPROX 
Epaisseur du pli cutane au biceps BICEPS 
Epaisseur du pli cutane au triceps TRICEPS 
NCEP, 2002 
Pausova et al, 2000 
Pausova et al., 2000 
Pausova et al., 2000 
Pausova et al., 2000 
Pausova et al, 2000 
Pausova et al, 2000 
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Phenotype Abrev. References 
Epaisseur du pli cutane subscapulaire 




Hypertension et obesite 
Indice de masse corporelle 
Lipoproteines de basse densite 
Lipoproteines de haute densite 
Obesite 
Pourcentage de gras corporel 
(bioimpedance) 
Pourcentage de gras corporel (plis cutanes) 
Pression diastolique 
Pression systolique 
Proteine C reactive (logarithme) 



















Pausova et al., 2000 
Pausova et al., 2000 
NCEP, 2002 
Pausova et al., 2005 





Pausova et al., 2000 
Pausova et al., 2000 
National Institutes of Health8 
National Institutes of Health9 




468 sujets, provenant de 76 families, ont ete genotypes par la puce Xba 50k de la 
compagnie Affymetrix11. Cette puce contient environ 58 000 SNPs repartis sur les 22 
autosomes et le chromosome X. Peu de trios pere-mere-enfant ont ete genotypes: seuls 
16 sujets genotypes ont deux parents genotypes. La plus grande famille, qui compte 96 
membres, a 49 membres genotypes. Par ailleurs, la totalite des 300 sujets pour lesquels 
un phenotypage complet a ete effectue ont ete genotypes. 
8 http://www.nlm.nih.gov/medlineplus/ency/article/003398.htm 





Nous avons concu huit experiences afin de comparer notre methode de correction a la 
correction de Bonferroni dans plusieurs contextes. Nous avons fait varier les parametres 
suivants: 
1. Le nombre de SNPs etudies simultanement: entre 5 et 57 000. 
2. Le nombre de phenotypes etudies simultanement: entre 1 et 16. 
3. La distribution des phenotypes: binomiale ou normale. 
4. La presence ou non de liaison entre les SNPs et les phenotypes. 












Hypertension avec obesite 
Phenotypes anthropometriques 
Proteine C reactive 
Genes candidats de CRP 
Gene FATP6 et syndrome metabolique 
Cardiopathie coronarienne 





Hoi et H02 
H02 
Hoi et H02 






m, b: a, d, g, r 
m, b: a, d, g, r 
m\ a 











La colonne H0 contient l'hypothese nulle testee: « pas d'association ni de liaison » (H0i) 
ou «pas d'association en presence de liaison » (H02) (section 3.5). H0i est testee par la 
commande jbat et H02 par fbat -e. La colonne Modeles indique le ou les modeles 
genetiques testes (section 3.3): additif, dominant, recessif ou genotypique, representes 
respectivement par les lettres a, d, r et g, et le ou les modes alleliques: un test par allele 
(bi-allelique, note b) ou un test par SNP (multi-allelique, note ni). La colonne N 
represente le nombre de simulations: l'augmenter retrecit l'intervalle de confiance sur la 
valeur p corrigee (section 5.1.1) au prix d'un temps de calcul proportionnellement plus 
long. 
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Le tableau 7.2 resume les huit experiences. On y retrouve les parametres fournis a FBAT 
pour chaque experience: l'hypothese nulle, les modeles et modes genetiques et le 
nombre de simulations. Les autres variables d'interet qui n'apparaissent pas dans ce 
tableau sont les phenotypes et covariables utilises, les SNPs testes et les groupes choisis. 
Dans toutes les experiences, le seuil de signficativite apres correction pour tests 
multiples a ete fixe a 0,05 et le nombre minimum de families informatives est de 5. 
7.2.1 Phenotypes heritables 
Cette experience teste l'association entre 16 phenotypes anthropometriques (BICEPS, 
BRAS, CDIST, CMED, CPROX, GRASB, GRASP, HAUT, IMC, SUPRA, TOUR, 
TRICEPS) et metaboliques (CHOL, HDL, LDL, TG) et les 22 autosomes, soit environ 
57 000 SNPs. Les phenotypes ont ete choisis en fonction des resultats de liaison tres 
prometteurs rapportes par Hamet et al. (2005, figure 5) et du fait qu'ils sont tres 
heritables (Hamet et al., 2005, tableau 1). 
Mille simulations ont ete effectuees. Bien que ce nombre puisse paraitre faible, il est 
tout de meme assez eleve pour que l'intervalle de confiance a 95% d'une valeur p 
corrigee de 0,03 soit [0,019; 0,041]; en d'autres termes, 1'intervalle de confiance n'inclut 
pas le seuil de 0,05. Si on obtenait une telle valeur p corrigee, on pourrait conclure 
qu'elle est inferieure a 0,05 et declarer l'association statistiquement significative. 
Notons que cette correction pour tests multiples risque d'etre tres severe pour cette 
experience, en raison du grand nombre de SNPs (57 000) et de phenotypes (16) testes. II 
est possible de diminuer le nombre de SNPs testes et, possiblement, obtenir de 
meilleures valeurs p corrigees. On peut choisir les SNPs les plus prometteurs selon la 
statistique de test PBAT (Van Steen et al., 2005), se limiter a une region liee au 
phenotype (Roeder et al., 2006) ou se limter a des genes candidats (Barroso et al., 2003). 
Dans les trois cas, il s'agit d'utiliser une information statistiquement independante du test 
d'association afin de se limiter aux SNPs ayant une probability d'association a priori 
elevee. Les experiences suivantes se basent toutes sur cette idee. 
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7.2.2 Hypertension avec obesite 
Pausova et al. (2005) ont etudie l'hypertension chez des families obeses et non-obeses du 
Saguenay-Lac-Saint-Jean. Les families etudiees sont les memes que celles decrites au 
debut de ce chapitre. Une famille est declaree obese si au moins 70% de ses membres 
ont un indice de masse corporelle (IMC) d'au moins 27 kg/m2. L'analyse de liaison chez 
toutes les families a permis de detecter des liaisons de significativite modeste sur le 
chromosome 1 pres de 40 cM pour HT et HTOB (LOD scores respectifs de 1,9 et 2,3). 
Or, l'etude separee des families obeses a permis de detecter une liaison de significativite 
beaucoup plus forte au meme endroit pour HT, OB et HTOB (LOD scores respectifs de 
2,9, 3,3 et 3,5). De plus, selon Pausova et al. (2005), au moins trois etudes 
independantes ont rapporte des liaisons significatives ou suggestives entre des 
phenotypes d'obesite ou d'hypertension et cette region. Finalement, cette region contient 
plusieurs genes candidats. Ces resultats nous amenent a penser qu'une analyse 
d'association sur les phenotypes HT, OB et HTOB et les SNPs de cette region pourrait 
rapporter des associations significatives. 
Les phenotypes HT et HTOB sont binaires. Le phenotype HT est VRAI si le sujet a recu 
un diagnostique medical d'hypertension, FAUX sinon. Le phenotype HTOB est VRAI si 
HT est vrai et si 1'IMC du sujet est superieur ou egal a 27, FAUX sinon. Lorsque nous 
n'avons pas toute 1'information phenotypique pour un sujet, nous lui assignons une 
valeur manquante. 
La region du chromosome 1 comprise entre 20 et 60 cM, soit 20 cM en aval et 20 cM en 
amont du pic rapporte par Pausova et al. (2005), est etudiee. Elle comprend 191 SNPs. 
7.2.3 Phenotypes anthropometriques 
Hamet et al. (2005) ont rapporte plusieurs liaisons statistiquement significatives entre un 
grand nombre de phenotypes anthropometriques et metaboliques et la region du 
chromosome 1 comprise entre 160 et 240 cM. L'interet de cette region reside dans la 
significativite des liaisons observees (un des LOD scores atteint 4, alors que Lander et 
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Kruglyak (1994) recommandent d'utiliser un seuil de 3,3 pour declarer une liaison 
statistiquement significative) et dans le grand nombre de signaux suggestifs ou 
significatifs au meme endroit. 
L'experience porte sur les cinq phenotypes ayant fourni les meilleurs LOD scores dans 
la region (CDIST, CPROX, GRASP, SUPRA et TRICEPS) et les 1637 SNPs de la 
region. 
7.2.4 Proteine C reactive 
La proteine C reactive (C-reactive protein, CRP) est un marqueur d'inflammation 
produit par le foie. Ridker et al. (2000) ont constate que le taux sanguin de la CRP predit 
en partie le risque de maladies cardiovasculaires chez les femmes post-menopausees, 
meme chez celles dont le niveau de LDL est juge adequat. Dans une etude portant sur 
plus de 6000 hommes et femmes, Danesh et al. (2004) ont trouve qu'un niveau plus 
eleve de CRP est associe a un risque accru de maladies cardiovasculaires. lis ont 
demontre via une meta-analyse de 22 etudes que la CRP est un predicteur modere de 
maladies cardiovasculaires. Selon Tremblay (2007), la CRP pourrait egalement etre un 
predicteur precoce de l'hypertension. 
Une analyse de liaison dans deux populations independantes, soit un echantillon de 500 
families d'Europe de l'Ouest et notre echantillon de families canadiennes-francaises, a 
demontre l'existence d'une liaison entre les marqueurs microsatellites se situant entre 
125 et 140 cM du chromosome 10 et la CRP (Broeckel et al., 2007). Dans les families 
d'Europe de l'Ouest, l'analyse de liaison rapporte un LOD score de 3,15. 
En consequence, une experience a ete mise au point afin de determiner si un des 680 
SNPs de la region 120-160 cM du chromosome 10 est associe a la CRP. Seules les 
valeurs de CRP inferieures ou egales a 5 ont ete incluses car les valeurs elevees de CRP 
refletent une inflammation aigue plutot que chronique (Tremblay, 2007). Puisqu'une 
liaison a ete detectee entre la CRP et cette region, nous avons teste l'hypothese nulle H02 
(« pas d'association en presence de liaison »). 
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7.2.5 Genes candidats de CRP 
L'etude de Broeckel et al. (2007) a permis de generer une liste de genes candidats de la 
CRP, en plus de recenser les genes deja supposes moduler la CRP. En plus de la liaison 
sur le chromosome 10, des liaisons moins significatives ont ete detectees sur les 
chromosomes 2 (LOD score de 2,5 chez les hommes) et 5 (LOD score de 2,2). Les 
principaux genes de ces regions de liaison sont les suivants: 
• Chromosome 2: TGFA, ILIA, IL1B, IL1R1, IL1R2 et IL18R1 
• Chromosome 5: TGFB1, IL3, IL4, IL5, IL9, IL13, CSF2 et CD14 
• Chromosome 10: ADAM8, PRLHR et ADRB1 
Broeckel et al. (2007) ont egalement recense dans la litterature les principaux genes 
candidats de CRP: ce sont les genes CRP, IL6, TLR4 et ILL 
Nous avons cherche les SNPs qui se trouvent a l'interieur des 21 genes et qui sont 
presents sur la puce Xba. Nous avons identifie 26 SNPs dans 7 genes: TGFA (10 SNPs), 
IL1R1 (1), IL1R2 (3), IL18R1 (3), IL9 (1), PRLHR (6) et IL6 (2). Le faible nombre de 
SNPs testes a permis d'executer 100 000 simulations. 
7.2.6 Gene FATP6 et syndrome metabolique 
Plusieurs etudes impliquent le gene FATP6 (aussi connu sous le nom SLC27A6) dans 
les maladies cardiovasculaires reliees aux lipides (Gimeno et al., 2003). Ce gene, situe 
sur le chromosome 5, code pour une proteine de 620 acides amines. 
Une experience a ete conduite afin de determiner si un des 5 SNPs de la puce Xba qui se 
trouvent dans le gene est associe a un des phenotypes impliques dans le syndrome 
metabolique12: DBP, GL, HDL, SBP et TG. 
12 http://www.theses.ulaval.ca/2004/22151/22151 .html 
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7.2.7 Cardiopathie coronarienne 
Une etude recente portant sur un echantillon independant de la population canadienne-
fran9aise du Saguenay-Lac-Saint-Jean a demontre une liaison et des associations 
statistiquement significatives entre des genes candidats de la cardiopathie coronarienne 
et des phenotypes intermediaries (Pare et al, 2007). En particulier, la region lp36.22 (de 
8,9 Mb a 11,8 Mb sur le chromosome 1) est liee au HDL (LOD score de 2,52, valeur p 
empirique corrigee pour tous les tests de liaison < 0,05). 
Ces resultats sont particulierement interessants car ils ont ete obtenus chez la population 
du Saguenay-Lac-Saint-Jean: souvent, des differences entre populations font en sorte 
que des associations trouvees dans une population ne sont pas repliquees dans une autre 
population (voir par exemple Serena et al., 2004). Nous avons done etudie l'association 
entre les 14 SNPs de la region de liaison lp36.22 et le HDL. 
7.2.8 Gras corporel par plis cutanes 
En reexaminant la region de liaison du chromosome 1 identifiee par Hamet et al. (2005), 
il ressort que les cinq phenotypes de pli cutane (BICEPS, GRASP, SUBSCA, SUPRA, 
et TRICEPS) presentent des pics de liaison avec marqueurs microsatellites qui varient 
en terme de significativite statistique mais qui sont tous situes pratiquement au meme 
endroit (fgure 7.1). De plus l'analyse de liaison effectuee sur les SNPs revele que, parmi 
les 5 phenotypes de pli cutane, seul GRASP presente un LOD score de plus de 3,0 au 
meme endroit que le pic des microsatellites (figure 7.2). 
Une experience a ete effectuee afin de determiner si un SNP pres du pic est associe a 
GRASP. Les 59 SNPs distants de moins de 1 cM du pic de liaison des SNPs ont ete 
retenus. Le choix de 1 cM est arbitraire mais se veut un compromis entre, d'une part, les 
chances d'inclure le SNP associe au phenotype et, d'autre part, le fait que plus le nombre 
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Figure 7.2: Liaison entre GRASP et les SNPs 
76 
7.3 Resultats 
Les resultats des experiences sont rapportes au tableau 7.3. II y a un bloc par experience. 
A l'interieur d'un bloc, chaque ligne represente un phenotype. Les phenotypes sont 
classes en fonction de leur meilleure valeur p observee, du meilleur resultat au pire. La 
colonne p0bs, represente la valeur p de la meilleure association pour ce phenotype, sinii et 
bonfi represented la valeur p corrigee de la meilleure association lorsqu'on considere 
chaque phenotype separement (selon notre methode et selon la correction de Bonferroni, 
respectivement) alors que simn et bonfn represented la valeur p corrigee de la meilleure 
association lorsqu'on considere tous les phenotypes simultanement. Formellement, simi 
est la probabilite d'observer un resultat FBAT aussi extreme lorsqu'aucun SNP n'est 
associe au phenotype considere, alors que sim„ est la probabilite d'observer un resultat 
FBAT aussi extreme lorsqu'aucun SNP n'est associe a aucun des phenotypes etudies. 
Nous presentons simi et simn parce que le choix de la famille de tests est subjectif 
(Westfall & Young, 1993, p. 21). 










































sim„ bonfi bonf„ 
0,45 1 1 
0,64 1 1 
0,91 1 1 
0,91 1 1 





















































































































































Ces resultats sont interessants a plus d'un egard. D'abord, nous avons trouve une 
association statistiquement significative apres correction pour tests multiples 
(experience 7.2.8). Ensuite, les corrections par simulation sont en general beaucoup 
moins severes que les corrections par Bonferroni. Aussi, le test FBAT applique a nos 
donnees manque de puissance. Finalement, sept des huit experiences n'ont pas fourni de 
resultats statistiquement significatifs apres correction pour tests multiples. Reprenons 
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ces decouvertes une a une. 
7.3.1 Association statistiquement significative 
Pour l'experience 7.2.8, le SNP le plus fortement associe est rsl0494966 (p0bs = 0,0037), 
situe sur le chromosome 1 a 212 068 043 pb selon la version 127 de la base de donnees 
dbSNP (identificateur Affymetrix 1648544). Seules 3710 des 100 000 simulations ont 
produit une association de meilleure valeur p que celle observee. La valeur p corrigee est 
done de 0,037. L'erreur standard est de 0,0006. L'intervalle de confiance a 95% est 
[0,036; 0,038]. L'association entre le SNP rsl0494966 et le pourcentage de gras 
corporel calcule a partir des plis cutanes est significative apres correction pour tests 
multiples. En comparaison, la valeur p corrigee par la methode de Bonferroni est 0,22. 
Knapp et Becker (2004) ont demontre que des erreurs de genotypage memes rares 
pouvaient avoir un grand impact dans les tests d'association genomique familiale bases 
sur les haplotypes (test HS-TDT). Pour un taux d'erreur aussi faible que 1%, jusqu'a 
57% des hypotheses nulles vraies sont rejetees pour un taux nominal a de 5%. Le test 
HS-TDT peut done etre extremement liberal en cas d'erreurs de genotypage. Le test 
TDT original (implante dans FBAT) souffre du meme probleme. Dans le contexte 
d'etudes cas-temoins, Moskvina et al. (2006) ont demontre que des taux d'erreurs de 
genotypage differents chez les cas et les temoins pouvaient augmenter la probabilite de 
rejeter une hypothese nulle vraie. Quatre verifications ont done ete menees afin de 
s'assurer que l'association entre rs 10494966 et GRASP n'est pas due a des erreurs. 
Premierement, un faible taux de genotypage a ce SNP pourrait indiquer un nombre eleve 
d'erreurs de genotypage ou encore un genotypage selectif (Affymetrix, 2006). Ce taux 
represente la proportion des individus genotypes qui ont ete « appeles » par l'algorithme 
de genotypage pour ce SNP (pour les autres individus, l'algorithme ne peut determiner 
leur genotype a ce SNP). Or, ce taux est 99,6%, ce qui est tres eleve lorsqu'on le 
compare au seuil minimum de 95% generalement utilise dans les etudes d'association 
(Diabetes Genetics Initiative et al., 2007; Sladek et al., 2007). 
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Deuxiemement, un SNP qui n'est pas en equilibre de Hardy-Weinberg peut egalement 
indiquer des erreurs de genotypage ou encore que le SNP se situe dans une zone de 
variability du nombre de copies {copy number variation, CNV; Redon et al., 2006). 
Dans le cas particulier des puces d'Affymetrix, ralgorithme de genotypage a de la 
difficulte a identifier correctement les genotypes heterozygotes dans les CNV: dans ce 
cas, l'algorithme rapporte des valeurs manquantes ou des genotypes homozygotes 
(Affymetrix, 2006). Un test exact des proportions d'Hardy-Weinberg (hypothese nulle: 
le marqueur est en equilibre d'Hardy-Weinberg) rapporte une valeur p de 0,79: il n'y a 
done aucune raison de penser que le SNP n'est pas en equilibre de Hardy-Weinberg. Les 
seuils minima generalement utilises varient de 10"6 a 10"3. 
Troisiemement, une frequence de l'allele mineur tres faible pourrait fournir des valeurs p 
tres bonnes uniquement parce que l'approximation asymptotique utilisee par FBAT ̂ powx 
calculer la valeur p ne serait pas valide. Notons qu'on se protege partiellement de cette 
possibility d'erreur en imposant dans tous nos tests un nombre minimal de 5 families 
informatives, faute de quoi le test n'est pas effectue. La frequence de l'allele mineur est 
de 9,9%, ce qui est superieur au seuil minimum de 1% generalement utilise pour exclure 
un SNP d'un test d'association. 
Finalement, la commande allfreq appelee a partir du logiciel SOLAR tente de detecter 
les erreurs de genotypage en s'assurant que les genotypes des membres d'une famille 
respectent les lois de Mendel, e'est-a-dire que chaque individu recoit un allele de son 
pere et un allele de sa mere. Cette commande peut tirer profit de rinformation contenue 
dans une famille etendue et ainsi detecter davantage d'erreurs que si elle se concentrait 
sur chaque famille nucleaire separement. Or, la commande allfreq ne rapporte aucune 
erreur de genotypage pour rs 10494966. 
En resume, les quatre verifications menees indiquent que l'association entre le SNP 
rs 10494966 et GRASP n'est pas due a une erreur de genotypage. A l'instar de Lazzeroni 
et Lange (1998, p. 69), nous concluons que le SNP rs 10494966 est soit directement 
responsable de la valeur du pourcentage de gras corporel chez les individus de la 
80 
population etudiee, soit en LD avec un gene qui module le pourcentage de gras 
corporel. 
Le SNP rs 10494966 se trouve a l'interieur d'un intron du gene putatif Hs.368496. Le 
gene connu le plus proche est PROX1, situe entre 212 228 483 et 212 276 389 pb, soit a 
160 kb du SNP. Plusieurs etudes impliquent PROX1 dans le cancer13. 
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Figure 7.3: Contexte genomique de rsi0494966 
Les elements genomiques d'interet du chromosome 1 entre les positions 212 061 000 et 
212 071 939 paires de bases. Le diagramme a ete produit par le fureteur genomique de 
l'Universite de Californie a Santa Cruz (http://genome.ucsc.edu). La 5eme rangee 
represente le gene putatif Hs.368496 et montre que le SNP rsl0494966 se trouve dans 
l'intron du gene putatif, i.e. dans une region non codante. 
13 Ces informations proviennent de la version 36.2 du genome humain de NCBI. 
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Le fait que le SNP ne se retrouve pas dans un gene connu n'invalide pas l'association 
trouvee. En effet, il est possible qu'un polymorphisme se situant a l'exterieur d'une 
region codante de l'ADN ait un effet physiologique. Les regions non codantes 
representent pres de 99% du genome des humains (International Human Genome 
Sequencing Consortium, 2004). Selon des estimations conservatrices, au moins 60% des 
regions non codantes sont transcrites en ARN. II est de plus en plus evident que cet 
ARN non codant joue un role biologique important. Par exemple, les ARN non-codants 
Xist et Tsix controlent l'inactivation du chromosome X chez les mammiferes. D'autres 
ARN non-codants ont ete associes aux syndromes de Prader-Willi et d'Angelman 
(Mattick & Makunin, 2006). D'ailleurs, des etudes recentes ont mis en evidence des 
associations significatives entre des maladies et des SNPs se situant dans des regions 
non codantes: une des associations rapportee par Diabetes Genetics Initiative et al. 
(2007) se trouve dans un bloc de LD pour lequel on ne connait aucun gene, alors qu'une 
des associations de Mailer et al. (2006) se trouve dans une region non codante d'un gene, 
ce qui les amene a conclure que « des alleles ayant un effet substantiel sur une maladie 
repandue peuvent etre trouves a l'exterieur des genes candidats et a l'exterieur des 
regions codantes. » 
7.3.2 Simulations plus puissantes que Bonferroni 
Dans toutes les experiences, les corrections par simulations ne sont pas plus severes que 
les corrections de Bonferroni; dans la plupart des experiences, elles sont beaucoup 
moins severes. Par exemple, pour l'experience 7.2.1, la valeur p corrigee par Bonferroni 
correspondant a une valeur p observee de 9,1 X 10~5 est de 1 lorsqu'on considere 57 000 
SNPs et un seul phenotype. En comparaison, notre meilleure valeur p corrigee est de 
0,03: dans ce cas, la correction de Bonferroni est 33 fois plus severe que notre 
correction. 
Notre methode de correction est moins severe independamment du nombre de SNPs et 
du nombre de phenotypes etudies simultanement (tableau 7.4), du type de phenotype 
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etudie (l'experience 7.2.2 examinait deux phenotypes binaires) et de la presence ou non 
de liaison entre les SNPs et les phenotypes. Lorsqu'on considere chaque phenotype 
separement, les corrections par simulations sont entre 1,3 et 33 fois moins severes. 
Lorsqu'on considere les phenotypes collectivement, les corrections sont jusqu'a 7 fois 
moins severes. 



















































La colonne SNPs indique le nombre de SNPs testes dans l'experience, Phenos indique le 
nombre de phenotypes testes, ratioi est le rapport entre bonf] et simj (voir le tableau 7.3) 
et ratio,, est le rapport entre bonfn et simn. 
7.3.3 Faible puissance 
Pour l'experience 7.2.1, les meilleures valeurs p observees varient de 9,1 X10"5 
(SUPRA) a 1,0X 10~3 (GRASB). 867 074 tests FBAT ont ete effectues. 
Les meilleures valeurs p observees semblent anormalement elevees. En effet, meme en 
l'absence d'association, une proportion d'environ 9,lXl0~5 des 867 074 tests, soit 79 
tests, devraient rapporter une valeur p observee inferieure ou egale a 9,lXl0~5, en 
supposant les tests independants. S'il y avait des associations, cette proportion devrait 
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etre encore plus elevee. Le fait qu'une seule valeur p observee soit inferieure ou egale a 
9,1 X 10~5 suggere que le test FBAT applique a nos donnees n'est pas puissant. 
La figure 7.4 presente les 867 074 valeurs p observees en fonction des valeurs p 
attendues en absence d'association. La meilleure valeur p observee, 9,1 X 10~5, se situe 
a la gauche du diagramme. La ligne diagonale represente la distribution attendue des 
valeurs p. Les echelles du diagramme sont logarithmiques afm de mettre l'emphase sur 
les petites valeurs p. Le fait que la courbe observee se situe au-dessus de la courbe 
theorique indique que le test FBAT applique a nos donnees est nettement conservateur. 
Ces resultats conservateurs pourraient s'expliquer par le fait que l'experience 7.2.1 a 
teste l'hypothese H02 («pas d'association en presence de liaison»), qui est plus 
conservatrice que l'hypothese Hm (« pas d'association ni de liaison »). 
-6 -5 -4 -3 -2 -1 0 
Iog10(valeur p attendue) 
Figure 7.4: Distribution des 867 074 valeurs p observees de l'experience 7.2.1 
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7.3.4 Necessite de guider la recherche 
Pour l'experience 7.2.1, lorsqu'on considere les phenotypes individuellement, la 
meilleure association pour SUPRA (sinii = 0,03) est significative a un seuil de 0,05. Par 
contre, lorsqu'on considere les phenotypes collectivement (sim„), aucune association 
n'est significative pour un seuil de 0,05: la meilleure association de SUPRA correspond 
a une valeur p ajustee de 0,45. Pour 11 des 16 phenotypes, la meilleure association 
correspond a une valeur p ajustee de 1: lorsqu'aucune association n'existe entre les 
phenotypes et les genotypes etudies, au moins un test FBAT rapportera une valeur p 
meilleure que toutes celles observees pour ces phenotypes. 
Ces resultats sont decevants, surtout lorsqu'on considere que les phenotypes etudies ont 
deja demontre des signaux de liaison tres forts en plusieurs endroits, notamment sur le 
chromosome 1, et qu'ils sont tres heritables. En particulier, HAUT est un phenotype 
extremement heritable (correlation familiale calculee par FCOR comprise entre 0,56 et 
0,68 chez les hommes et entre 0,46 et 0,47 chez les femmes; Hamet et al., 2005). Or, la 
meilleure association pour HAUT rapporte une valeur p observee de 8,1 X 10~4, ce qui 
n'est pas significatif (sinii = 0,94, simm = 1). 
Le meme phenomene se produit a l'experience 7.2.2: lorsqu'on corrige uniquement pour 
le nombre de SNPs, la meilleure valeur p corrigee est 0,04 (done significative), alors que 
lorsqu'on corrige egalement pour le nombre de phenotypes, l'association n'est pas 
significative (sim„ = 0,12). En d'autres termes, a la question « quelle est la probabilite 
d'obtenir une statistique FBAT au moins aussi bonne que la meilleure statistique FBAT 
observee lorsqu'il n'existe aucune association entre les 191 SNPs et les trois 
phenotypes? », la reponse est 0,12. Aucune hypothese nulle ne peut done etre rejetee a 
un seuil de significativite de 0,05. 
En tout, sur 8 experiences, 4 produisent au moins une association significative lorsqu'on 
considere chaque phenotype individuellement, mais seulement une est significative 
lorsque tous les tests sont pris en compte simultanement. 
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II est a noter que des valeurs p observees plus grandes ne resultent pas necessairement 
en des valeurs p corrigees plus grandes. Par exemple, dans l'experience 7.2.1, la 
meilleure valeur p observee pour le LDL (4,4X1CT4) est plus petite que celle pour 
CPROX (4,6 X 10~4) mais les valeurs p ajustees sont respectivement 0,70 et 0,53. Cela 
signifie qu'il est plus rare d'obtenir une valeur p de 4,6xl0~4 pour CPROX que 
d'obtenir une valeur p de 4,4xl0~4 pour le LDL, lorsqu'aucun SNP n'est associe aux 
phenotypes. Une distribution differente des valeurs phenotypiques et un nombre 
different de sujets phenotypes sont deux explications possibles de ce phenomene. En 
effet, dans beaucoup de tests statistiques, des donnees asymetriques donnent de 
meilleures valeurs p que des donnees symetriques. Aussi, lorsque le nombre 
d'observations est faible, la puissance des tests statistiques est faible (Ostle et al , 1996). 
Deux hypotheses nulles ont ete testees durant l'experience 7.2.4. Les meilleures valeurs 
p observees sont de 0,0002 pour H0i (« pas d'association ni de liaison ») et 0,002 pour 
H02 («pas d'association en presence de liaison»), soit un ordre de grandeur de 
difference. Or, les valeurs p corrigees se ressemblent: 0,17 et 0,10, respectivement. Cela 
indique que, pour cette experience, il est plus facile d'obtenir une valeur p de 0,0002 
pour Hoi qu'une valeur p de 0,002 pour H02, en absence d'association. Cette constatation 
est importante car, habituellement, une valeur p de 0,0002 est interpretee comme etant 
une preuve plus forte contre l'hypothese nulle qu'une valeur p de 0,002. 
Dans l'experience 7.2.3, on constate que les deux phenotypes pour lesquels les valeurs p 
observees sont les meilleures, soit SUPAR et CDIST, sont egalement les deux meilleurs 
phenotypes lorsque tout le genome est analyse (experience 7.2.1). Les meilleures valeurs 
p observees sont moins bonnes lorsque seule une region du chromosome 1 est analysee; 
par contre, moins de marqueurs sont analyses et la correction est moins severe. Malgre 
tout, les associations ne sont pas significatives. 
Les resultats que nous avons obtenus montrent qu'il est benefique de guider la recherche 
afm de reduire la severite de la correction. En effet, ce n'est que lorsque nous nous 
sommes limites a une courte region autour d'un pic de liaison que nous avons obtenu 
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une association statistiquement significative apres correction pour tests multiples. Pour 
que les valeurs p corrigees soient valides, les informations utilisees pour guider la 
recherche et les tests d'association doivent etre statistiquement independants les uns des 
autres. Nous nous sommes servis des resultats d'analyses de liaison, effectuees sur notre 
echantillon ou sur d'autres echantillons, et des resultats d'analyses d'association 
provenant d'autres etudes. 
7.4 Temps de calcul et memoire 
Nous concluons ce chapitre par la presentation des temps de calcul et l'utilisation de la 
memoire vive. 
Le temps de calcul est proportionnel au nombre de simulations effectuees et varie de 
facon cubique par rapport au nombre de SNPs analyses. 
Les regions qui contiennent peu de SNPs ont pu etre analysees rapidement. Par exemple, 
l'experience 7.2.2, qui etudiait 191 SNPs et pour laquelle 1000 simulations ont ete 
effectuees, n'a necessite que 8 minutes grace a l'utilisation de 16 processeurs. 
L'experience 7.2.8 (59 SNPs et 100 000 simulations) n'a necessite qu'un peu plus de 3 
heures sur 17 processeurs. 
En revanche, l'experience 7.2.1 (57 000 SNPs et 1000 simulations) a necessite 57 heures 
de calcul sur 16 processeurs, soit 912 heures mono-processeur. II est toutefois bon de 
remarquer que meme un nombre de simulations qui peut paraitre faible (par exemple 
1000 simulations) peut etre adequat: si l'intervalle de confiance a 95% de la valeur p 
corrigee ne contient pas le seuil nominal fixe, il est inutile d'executer davantage de 
simulations. Par exemple, l'intervalle de confiance a 95% d'une valeur p corrigee a partir 
de 1000 simulations de 0,03 est [0,019; 0,041]. 
L'etape la plus gourmande en memoire et en temps de calcul est la generation des 
haplotypes des fondateurs. Nous avons divise les chromosomes en grands blocs afin de 
pouvoir utiliser l'architecture existante (soit des serveurs equipes de 1,5 Go de memoire 
vive). Les autres etapes ne demandent que quelques dizaines de Mo chacune. 
87 
Chapitre 8: Discussion 
Dans ce chapitre nous rappelons les experiences effectuees, comparons la methode 
proposee a la correction de Bonferroni, soulignons l'association statistiquement 
significative que nous avons decouverte grace a notre methode, resumons les principales 
proprietes de notre methode, suggerons une methode de reechantillonnage alternative et 
discutons des menaces a la validite interne et externe. 
8.1 Rappel des experiences 
Huit experiences ont ete menees pour tenter de detecter des associations statistiquement 
significatives chez la population etudiee et pour comparer la methode proposee a la 
correction de Bonferroni. Les experiences ont ete choisies afin de comparer les deux 
methodes dans plusieurs contextes. Nous avons etudie l'impact des facteurs suivants: 
1. le nombre de SNPs etudies simultanement; 
2. le nombre de phenotypes etudies simultanement; 
3. la distribution des phenotypes; 
4. la presence ou l'absence de liaison entre les SNPs et les phenotypes. 
Les experiences ont aussi ete choisies afin d'avoir une chance a priori elevee de detecter 
des associations significatives. Nous nous sommes bases sur la litterature pour choisir 
des regions et des phenotypes qui ont ete rapportes comme etant lies, associes ou 
potentiellement associes. Ainsi, nous avons etudie 16 phenotypes hautement heritables 
sur les 22 autosomes (Hamet et al., 2005), l'obesite associee a l'hypertension sur le 
chromosome 1 (Pausova et al., 2005), les phenotypes anthropometriques sur le 
chromosome 1 (Hamet et al., 2005), la proteine C reactive sur le chromosome 10 et dans 
des genes candidats (Broeckel et al., 2007), le syndrome metabolique et le gene FATP6 
(Gimeno et al., 2003), le HDL et le chromosome 1 (Pare et al., 2007) et le gras corporel 
sur le chromosome 1 (Hamet et al., 2005). 
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8.2 Comparaison avec la correction de Bonferroni 
Pour toutes les experiences, les valeurs p corrigees par la methode proposee sont 
inferieures ou egales aux valeurs p corrigees par la methode de Bonferroni. 
La difference est parfois tres elevee: pour l'experience qui teste l'association entre les 22 
autosomes et 16 phenotypes, la meilleure valeur p non corrigee, soit 9,lXlO~5 pour 
SUPRA, correspond a une valeur p corrigee de 0,03 selon notre methode, 
comparativement a 1 selon Bonferroni. Dans ce cas precis, notre methode est 30 fois 
moins severe que la correction de Bonferroni. 
Nous avons fait varier le nombre de marqueurs de cinq a 57 000, c'est-a-dire un rapport 
de quatre ordres de grandeur. Lorsqu'on examine chaque phenotype separement, le 
rapport entre les valeurs p corrigees par Bonferroni et celles corrigees par notre methode 
est le plus grand pour l'experience qui contient le plus de marqueurs (voir tableau 7.4, 
colonne ratioi). Lorsqu'on examine tous les phenotypes ensemble (colonne ratio„), la 
plus grande difference est obtenue pour les experiences qui etudient 59 et 191 
marqueurs. II ne semble pas y avoir de relation simple entre le nombre de marqueurs et 
le rapport de puissance entre notre methode et la correction de Bonferroni. Par contre, 
theoriquement, plus le LD est grand, plus notre methode devrait se demarquer. L'arrivee 
recente des puces de genotypage de 1 million de SNPs pourrait permettre de verifier 
cette theorie car le LD est beaucoup plus grand dans ces puces que dans la puce utilisee. 
8.3 Association statistiquement significative 
Notre methode a permis de detecter une association statistiquement significative entre 
le SNP rsl0494966 et le phenotype GRASP (pCOrriSee = 0,037). Cette association a ete 
jugee non significative par la correction de Bonferroni (pcorrigee = 0,22) et aurait done 
ete manquee si notre methode n'avaitpas ete developpee. 
Cette association a ete examinee afin de s'assurer qu'elle n'est pas le fruit d'une erreur de 
genotypage. Quatre verifications ont ete effectuees. Elles ont toutes fourni des reponses 
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satisfaisantes: le taux de genotypage de rs 10494966 est de 99,6%; le test d'equilibre 
d'Hardy-Weinberg rapporte une valeur p de 0,79; la frequence de l'allele mineur est de 
9,9%; aucune erreur n'a ete detectee par la commande allfreq de SOLAR. Tous ces tests 
suggerent que l'association n'est pas due a une erreur de genotypage. 
Le SNP rsl0494966 se trouve dans un intron du gene putatif Hs.368496 et est distant de 
160 kb du gene PROX1 implique dans le cancer. Cette association est particulierement 
interessante du fait qu'elle se trouve a moins de 1 cM du pic de liaison de GRASP trouve 
grace aux microsatellites dans le meme echantillon (Hamet et al., 2005). Le meme signal 
est detecte par l'analyse de liaison par SNPs, ce qui donne confiance que le pic de liaison 
n'est pas du a une erreur de genotypage. 
8.4 Approche novatrice 
Nous avons developpe une approche de correction pour tests multiples dans les etudes 
d'association genomique familiale qui est tres generate. Notre approche permet d'etudier 
simultanement un grand nombre de marqueurs, de phenotypes, de modeles genetiques et 
de sous-groupes d'individus. La valeur p corrigee tient compte de tous les tests qui sont 
effectues. La methode peut etre appliquee a n'importe quel test d'association familiale 
entre des genotypes et des phenotypes. Nous avons choisi le test FBAT comme test 
d'association de base, mais d'autres tests statistiques peuvent etre integres a notre 
approche. 
A notre connaissance, nous proposons la premiere methode empirique de correction 
pour tests multiples dans les etudes d'association genomique familiale qui s 'applique a 
des donnees aussi generales. Des methodes empiriques simples, par exemple permuter 
librement les genotypes entre les individus ou encore permuter librement les 
phenotypes, ne seraient pas valides, soit parce que les lois mendeliennes seraient violees, 
soit parce que l'heritabilite ne serait pas conservee dans les simulations. 
La methode proposee est plus puissante que la correction de Bonferroni car elle tient 
compte des diverses correlations qui existent entre les tests qui sont effectues, entre 
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autres la correlation entre les marqueurs. 
Notre approche respecte les trois conditions posees par Westfall et Young (1993) pour 
garantir la fiabilite du reechantillonnage. Une validation experimentale a d'ailleurs 
montre que la methode controle adequatement le FWER. La methode proposee n'est 
done pas liberate, contrairement a des methodes plus simples inspirees des tests 
d'association cas-controle. Nous pouvons nous fier aux valeurs p corrigees qui sont 
rapportees, et les interpreter comme etant la probabilite d'observer un aussi bon resultat 
lorsqu'aucun SNP n'est associe aux phenotypes etudies. Les valeurs p rapportees par les 
methodes liberates ne possedent pas cette propriete et sont done de peu d'utilite. 
Les methodes de correction pour tests multiples actuelles basees sur les trios ou les 
families ne permettent pas de traiter des families etendues dans lesquelles plusieurs 
parents ne sont pas genotypes. A notre connaissance, seule la methode proposee permet 
de traiter de telles families. Cette propriete n'est pas superflue: une des families de la 
population etudiee comprend a elle seule 96 individus dont 47 n'ont pas ete genotypes. 
Notre approche est pratique et se prete a une automatisation poussee: une experience a 
ete realisee dans laquelle 1000 simulations ont ete appliquees a un ensemble de plus de 
57 000 marqueurs et a 16 phenotypes, soit pres de un milliard de tests FBAT. 
Afin de diminuer le temps ecoule entre le debut et la fin d'une experience, nous avons 
implante un calcul distribue. Nous avons utilise avec succes jusqu'a 17 processeurs a la 
fois. Puisqu'il existe un parallelisme de haut niveau que nous avons su exploiter, les 
operations de communication sont beaucoup plus rapides que les operations de calcul 
(en particulier la simulation d'haplotypes). Ainsi, l'utilisation de P processeurs reduit le 
temps de calcul par un facteur proche de P (acceleration quasi-lineaire). 
De plus, nous avons implante une gestion des experiences aim, d'une part, conserver une 
trace des experiences effectuees et les repeter au besoin et, d'autre part, conserver les 
resultats des experiences et pouvoir facilement comparer les experiences entre elles ou 
comparer la methode proposee a la correction de Bonferroni. 
91 
8.5 Simuler les genotypes ou les phenotypes? 
Notre approche precede en simulant des genotypes qui respectent plusieurs proprietes 
des genotypes originaux (en particulier le LD et les frequences alleliques) puis en testant 
l'association entre les genotypes simules et les phenotypes originaux. 
Une autre approche envisageable est de tester l'association entre des phenotypes simules 
et les genotypes originaux. II faut alors faire attention de conserver l'heritabilite: si ce 
n'est pas le cas, la correction peut ne pas etre liable, tel que nous l'avons decrit a la 
section 4.6. On pourrait conserver l'heritabilite en permutant les phenotypes au sein de la 
famille, c'est-a-dire en defendant l'echange entre deux individus qui ne proviennent pas 
de la meme famille. Par contre, il pourrait y avoir peu de variabilite dans les petites 
families. 
8.6 Menaces a la validite 
Nous avons affirme que la methode proposee controle adequatement le FWER. Nous 
avons egalement declare une association statistiquement significative. Quelles erreurs 
d'experimentation auraient pu causer ces resultats (validite interne) ou quels facteurs 
pourraient empecher d'appliquer ces resultats a une population plus large (validite 
externe)? 
8.6.1 Erreurs dans les logiciels 
Les resultats obtenus dependent du logiciel que nous avons developpe et des logiciels 
tiers qui ont ete integres. Des erreurs dans les logiciels pourraient produire les resultats 
rapportes. Nous avons tente de diminuer cette probabilite de deux facons: 
1. Des generateurs de nombre pseudo-aleatoires de bonne qualite ont ete utilises 
afin de diminuer l'erreur due a l'utilisation d'un generateur de nombres pseudo-
aleatoires. 
2. Le logiciel developpe et deux logiciels integres ont ete valides. Les logiciels se 
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sont comportes de maniere attendue. La validation du logiciel developpe est 
toutefois limitee: un seul jeu de donnees a ete utilise. 
8.6.2 Violation des suppositions 
Les principales suppositions de la methode sont les suivantes: 
1. Suffisamment de families informatives sont fournies a FBAT pour que le 
theoreme de la limite centrale s'applique (equation 3.3). 
2. Les families fournies a FBAT (hypothese nulle H02) sont faiblement apparentees. 
3. Les individus fournis hfastPHASE sont faiblement apparentes. 
4. Les informations utilisees pour guider la recherche sont statistiquement 
independantes des tests d'association effectues. 
Concernant le nombre de families informatives, nous avons exclu des analyses les 
marqueurs pour lesquels moins de 5 families etaient informatives. Ce nombre est plus 
faible que les 10 families recommandees par Laird (2006). 
Pour que la statistique Z calculee a l'equation 3.3 soit valide, les scores des individus 
doivent etre independants. Dans le cas de l'hypothese nulle « pas d'association ni de 
liaison » (H0i), les scores des individus sont effectivement independants. Par contre, 
dans le cas de l'hypothese nulle « pas d'association en presence de liaison » (H02), les 
scores des individus sont correles a cause de la liaison. FBAT tient compte de cette 
correlation au sein des families en ajustant la variance de S dans l'equation 3.3. Par 
contre, FBAT no, fait aucun ajustement entre les families. Or, nous savons que la plupart 
des families de l'etude sont reliees a divers degres. Cette correlation viole la supposition 
du test H02. Nous n'avons pas etudie l'impact de cette correlation. 
Le logiciel fas (PHASE, utilise pour phaser les genotypes des individus afin de calculer le 
LD entre les marqueurs, suppose que les individus sont faiblement apparentes, ce qui 
n'est pas le cas dans la presente etude. Les haplotypes inferes pourraient ne pas etre les 
haplotypes les plus probables des individus. Nous n'avons pas etudie l'impact de cette 
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correlation. Par contre, la validation de la methode en son entier a montre qu'elle 
controle adequatement le FWER, ce qui porte a croire que l'utilisation defastPHASE n'a 
pas un impact negatif significatif. 
8.6.3 Facteurs de confusion 
Un facteur de confusion est une variable qui est associee autant a la variable 
independante (le genotype) qu'a la variable dependante (le phenotype)14. Les principaux 
facteurs de confusion generalement etudies (l'age, le sexe, les habitudes de vie, etc.) ne 
sont pas a priori associes aux genotypes et ne sont done pas considered dans cette 
section. Par contre, les erreurs de genotypage peuvent etre associees a la fois au 
phenotype et au genotype, par exemple lorsque les individus ayant des phenotypes 
similaires sont genotypes sur une meme plaque. L'effet des erreurs de genotypage sur les 
resultats peuvent etre enormes, comme l'ont demontre Knapp et Becker (2004) et 
Moskvina et al. (2006). 
Nous avons mene quatre verifications sur les genotypes du SNP associe: elles montrent 
que l'association rapportee n'est vraisemblablement pas due a une erreur de genotypage. 
8.6.4 Generalisabilite 
Les criteres d'inclusion des sujets de l'etude, principalement la presence de deux 
membres hypertendus et dyslipidemiques au sein d'une fratrie, signifient que la 
population etudiee est en moins bonne sante que la population generate de la meme 
region. L'association trouvee pourrait done etre moins forte dans la population generale. 
Les individus de la population etudiee ont ete recrutes a Chicoutimi et a Montreal et tous 
leurs parents sont nes au Saguenay-Lac-Saint-Jean. Un bagage genetique different ou un 
environnement different pourraient faire en sorte que cette association ne soit pas 
presente dans d'autres populations ou qu'elle ne soit pas aussi forte. 
14 http://www.educ.necker.fr/cours/poly/biostatistique/Les_facteurs_de_confusion.htm 
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Chapitre 9: Conclusion 
Nous avons invente et implante une methode novatrice de correction pour tests multiples 
d'association genomique familiale entre des marqueurs genetiques et des phenotypes. La 
methode controle fortement le taux d'erreur au sein de la famille de tests. 
La methode est basee sur le reechantillonnage des genotypes. A chaque simulation, des 
genotypes sont simules et testes pour l'association avec les phenotypes originaux. Les 
genotypes des fondateurs sont simules en respectant les principales caracteristiques des 
genotypes originaux, soit les frequences alleliques, les patrons de genotypes manquants 
et le desequilibre de liaison. Puis, les genotypes des fondateurs sont transmis a leurs 
descendants par gene-dropping. Les phenotypes ne sont jamais modifies. 
La methode developpee s'applique aux etudes familiales dans lesquelles les families 
peuvent etre de taille arbitraire. Tous les patrons de genotypes manquants sont 
supportes, en particulier la situation dans laquelle les parents ne sont pas genotypes. 
Aucune variabilite phenotypique n'est necessaire. La methode supporte tout test 
d'association genomique familiale. A notre connaissance, nous proposons la premiere 
methode empirique de correction pour tests multiples dans les etudes d'association 
genomique familiale qui s'applique a des donnees aussi generates. 
Huit experiences ont ete effectuees sur les donnees provenant de pres de 900 sujets du 
Saguenay-Lac-Saint-Jean repartis en pres de 120 families. Ces donnees incluent un 
phenotypage etendu et, pour 468 d'entre eux, un genotypage de 58 000 SNPs par la puce 
Xba d'Affymetrix. Dans chaque experience, la meilleure valeur p du test FBAT obtenue 
sur les donnees originales a ete corrigee par la methode proposee et par la correction de 
Bonferroni. 
Dans toutes les experiences, les valeurs p corrigees par la methode proposee sont 
inferieures ou egales aux valeurs p corrigees par Bonferroni. La difference est parfois 
tres grande: dans une experience portant sur les 22 autosomes, la meilleure valeur p 
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corrigee est de 0,03 selon notre methode, comparativement a 1 selon la correction de 
Bonferroni, lorsqu'on considere chaque phenotype separement. 
Une association statistiquement significative apres correction pour tests multiples a ete 
detectee par notre methode. Le SNP rs 10494966 est associe au pourcentage de gras 
corporel calcule a partir des plis cutanes (pCOrrigee = 0,037). En comparaison, la valeur p 
corrigee par Bonferroni est 0,22: cette association aurait ete manquee si nous n'avions 
pas invente et implante la methode proposee. 
Le SNP rs 10494966 est situe sur le chromosome 1 dans un intron du gene putatif Hs. 
368496 et a 160 kb du gene connu le plus proche, PROX1. Quatre verifications ont 
montre que l'association n'est pas due a une erreur de genotypage. Cette association 
demontre que notre approche peut detecter des associations statistiquement 
significatives meme lorsque de nombreux tests d'association sont effectues. 
Plusieurs validations ont ete effectuees afm de s'assurer que la methode proposee corrige 
correctement le taux d'erreur au sein de la famille de tests. Une validation faite sur 
Z) = 4000 repetitions de N = 1000 simulations d'un chromosome de 328 marqueurs a 
permis de constater que la methode est fiable. En comparaison, la correction de 
Bonferroni corrige trop fortement les valeurs p et s'avere conservatrice. 
Plusieurs avenues restent a explorer: une methode de simulations alternative est 
envisageable, des validations plus poussees permettraient d'augmenter notre confiance 
dans la methode et dans le logiciel et un autre test d'association de base pourrait etre plus 
puissant. 
Premierement, nous avons reechantillonne les genotypes tout en gardant les phenotypes 
originaux. Une alternative est de garder les genotypes originaux et de reechantillonner 
les phenotypes. II faut toutefois s'assurer que les phenotypes simules conservent 
l'heritabilite des phenotypes originaux. 
Deuxiemement, une validation plus poussee de la methode serait la bienvenue et nous 
donnerait davantage confiance dans ses resultats. En particulier, la validation effectuee a 
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ete faite sur une seule structure genealogique, un seul groupe de genotypes, une seule 
simulation de phenotypes et une seule taille d'echantillon. II serait important de faire 
varier ces parametres et s'assurer que la methode corrige adequatement le taux d'erreur 
au sein de la famille de tests dans une large gamme de conditions experimentales. 
Finalement, le test FBAT applique aux donnees utilisees dans les experiences semble 
manquer de puissance. Un autre test d'association genomique familiale pourrait etre plus 
puissant, done produire plus de resultats d'association positifs. II serait interessant de 
trouver dans la litterature un tel test, ou meme d'en developper un, puis d'incorporer ce 
test a notre methode. 
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