Abstract. The computational complexity of the partition problem, which concerns the partitioning of a set of n vectors in d-space into p parts so as to maximize an objective function which is convex on the sum of vectors in each part, is determined by the number of vertices of the corresponding p-partition polytope defined to be the convex hull in (d × p)-space of all solutions.
Partition Polytopes and Partition Problems
The partition problem concerns the partitioning of a set A of n vectors in d-space into p parts so as to maximize an objective function which is convex on the sum of vectors in each part. More precisely, with each p-partition of A, namely, an ordered given now a convex functional c: R d× p −→ R, the problem is to find a p-partition π maximizing the objective value c(A π ) over all p-partitions of A. Such partition problems arise in a variety of areas ranging from economics to symbolic computation-see [3] , [4] , [6] , and references therein.
The problem can be reduced to maximizing the same objective over the p-partition polytope P p A of A defined to be the convex hull in R d× p of all p n matrices A π associated with p-partitions,
there will always be an optimal solution which is a vertex of P p A , so the problem can be solved by picking the best such vertex. When the convex functional c is presented by an evaluation oracle, it is necessary in worst case to query the oracle on every vertex. Thus, the complexity of the partition problem is intimately related to the vertex complexity v p,d (n) of partition polytopes, defined to be the maximal number of vertices of P p A for any set A of n points in d-space.
In [2] it was shown that if A π is a vertex, then π is separable, that is, any two distinct parts can be separated by a hyperplane. The number of separable partitions was completely determined in [1] and shown to be (n d( p 2 ) ) for every fixed p ≥ 2 and d ≥ 3. This implies an upper bound on v p,d (n) which was exploited in [4] to provide an efficient procedure for solving the more general class of shaped partition problems, where partitions are restricted to being those π whose shape (|π 1 |, . . . , |π p |) lies in a prescribed (but arbitrary) set of shapes of n.
However, as recently shown in [5] , the maximal number of vertices of P 
In the next section we define the Momentope M p d (n) which is a special type of partition polytope. We prove, in Theorem 2.3, a lower bound on the number of vertices of M p d (n), from which Theorem 1.1 above follows at once. In Section 3 we discuss some related problems on low degree realizability of Davenport-Schinzel sequences. We conclude with some further properties of Momentopes in Section 4. Theorem 1.1 and the results of [5] imply that (n αdp ) ≤ v p,d (n) ≤ O(n βdp ) holds with β = 1 and any α < 1 2 for all sufficiently large d. It remains a challenging problem to tighten the gap α < β between the constants in these lower and upper bounds further.
Momentopes, the Complexity of Vector Partitioning, and Davenport-Schinzel Sequences OF3
Momentopes and the Lower Bound
Throughout, e i stands for the ith standard unit vector in Euclidean real space. The tensor product of an ordered pair u, v of vectors is the matrix u ⊗ v whose (i, j)th entry is u i v j . The inner product of two matrices U, V of the same dimensions is U, V :
) of a finite set T of real numbers is defined to be the p-partition polytope
P p µ d (T ) of the image µ d (T ) of T on the d-moment curve. The ( p, d)-Momentope of T = {1, 2, . . . , n} is denoted by M p d (n).
From now on we concentrate on the Momentope
} can be identified with {1, . . . , n}, from now a p-partition π will always mean a p-partition of {1, . . . , n}. We identify π with the function π : {1, . . . , n} −→ {1, . . . , p} defined by π( j) = i for all j ∈ π i and with the sequence π = [π(1), . . . , π(n)] over {1, . . . , p}, and shall move freely among these various representations of π . We denote the d × p matrix associated with π by
For instance, the Momentope M 
Thus, for all 1 ≤ i = k ≤ p and all j ∈ π i we have 
. , n} and let i := π( j) and k :=π( j).
We then have the inequality
which is strict if i = k. Sinceπ = π, the inequality is indeed strict for some j ∈ {1, . . . , n} hence 
It follows that C, · is uniquely maximized over
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We now show that π is d-realizable. Define the following polynomials of degree d − 1 = 2k:
Each f i flips its sign at each of its 2k rational roots; for i = 1 these are the points
, whereas for i = 2, . . . , p these are the points
Inspecting now the sign of the leading term of f i , which is positive for i = 1 and negative otherwise, it follows from the construction of π that, for each i = 1, . . . , p, we have that 1, 2, 3, 3, 1, 1, 1, 1, 2, 2, 3, 3, 3, 3, 3, 3, 1, 2, 2, 2, 2, 3, 3, 3, 1, 1]; and the polynomials providing a 7-realization of π are
The f i (t) are plotted in Fig. 1 which shows that their domination pattern agrees with π , and hence demonstrates that the 7 × 3 matrix M 
Which Davenport-Schinzel Sequences Are Realizable?
We say that the sequence π = [π (1) 
