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I An Expert Opinion I 
BtU[ WATfRS CHANGING THE WAY 
SCIENCE IS DONE 
U ntil about the middle of the Last century, science was really 
founded on two major premises. One was work in the Laboratory, 
referred to as experiment, the other was work on discovering 
the underlying principles, theory. With the development of 
electronic computers in the 1950s, scientists began to realize 
there was actually a third mode of investigating the world around 
us: computational modeling. 
Computational modeling means taking the mathematical 
equations that describe the phenomena we're interested in and then 
using the computer to solve those mathematical equations because 
there is no other way to solve them. But as models became more 
accurate they became more sophisticated and more computationally 
intense. To address this problem, some University of ILlinois professors 
sent an unsolicited proposal to the National Science Foundation 
(NSF) regarding the need for supercomputer power; NSF responded 
by establishing five supercomputer centers in 1985 of which 
NCSA was one. 
As the world has changed in the Last two decades, so has 
science and engineering. The fidelity of the models researchers use 
is increasing, which means they're able to predict what is going 
to happen in the real world with greater accuracy and greater 
precision. But this requires yet more computing resources. Blue 
Waters, the sustained petascale computing system to be built 
and deployed in 2011 by the University of Illinois, its National 
Center for Supercomputing Applications, IBM, and our partners in 
the Great Lakes Consortium for Petascale Computation, will provide 
those resources. 
Through the years we've Learned that scientists and engineers 
are more interested in the sustained performance of a system, the 
performance Level that the machine will achieve when running their 
codes, than the peak performance number which tells the theoretical 
maximum performance of the machine. With Blue Waters, scientists 
and engineers will have sustained petascale performance-the 
capability to process one quadrillion calculations per second-
affording them additional accuracy to describe the phenomena 
in which they're interested. Thus Blue Waters is going to make it 
possible to do science on scales not seen before as researchers solve 
problems that couldn't be solved previously. 
What type of problems? 
Blue Waters ultimately is going to Lead to far more accurate 
predictions in severe weather events such as tornadoes and hurricanes. 
Other uses for Blue Waters could be designing new materials with 
specific properties, plastics for example. Pharmaceutical design is 
another use, as are better predictions with many other aspects of 
health and medicine. Astrophysics questions Like what happens 
inside a star at the end of its Life may be answered. We also expect 
Blue Waters to be used by several of our industrial partners to tackle 
problems they consider to be critical to their competitiveness in 
this age of globalization, such as designing more Lightweight, safer 
airplanes or improving communication technologies. 
Blue Waters will be the type of system that researchers go to 
when they have a problem that doesn't fit anywhere else. It will be 
the system for problems that require solutions in a very short period 
of time, or can't ever be solved on a researcher's computing system 
in the Lab or even on a regional computing environment. 
Blue Waters is going to be one of the Leading research 
instruments of the coming decade, opening ever more phenomena 
to researchers' interest and exploration. 
Thorn Dunn;ng, o;rector NCSA 
Rob Penn;ngton, Deputy o;rector NCSA 
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University of Illinois, NCSA, 
IBM, and partners to build 
first sustained-petascale 
supercomputer 
Extending more than 50 years of supercomputing 
leadership, the University of Illinois at 
Urbana-Champaign and NCSA will be home to the 
world's first sustained-petascale computational 
system dedicated to open scientific research. To 
be called Blue Waters, this computer is supported 
by the National Science Foundation and will 
come online in 2011. Recognizing the promise 
of petascale computing, the state of Illinois and 
the University of Illinois have pledged additional 
support so that researchers can fully exploit Blue 
Waters' unique capabilities. This support will 
include construction of a new facility to house 
the system. 
Blue Waters will sustain performance of 1 to 
2 petaflops on many applications that are crucial 
to researchers-not on benchmarks, on real-world 
codes scientists and engineers use every day to 
simulate things like the weather, the stars, and 
new medicines. That's more than 1 quadrillion 
calculations per second. 
In addition to raw computing power, the 
Blue Waters project also will include support 
for application development, system software 
enhancements, interactions with business 
and industry, and educational programs. This 
comprehensive approach will ensure that users 
across the country will be able to use Blue Waters 
to its fullest potential. 
To create a broad range of achievements, 
Blue Waters will require an intense, years-long 
collaboration among Illinois, NCSA, IBM, and 
the dozens of universities, colleges, research 
laboratories, and institutes that have formed the 
Great Lakes Consortium for Petascale Computation. 
This partnership is dedicated to encouraging 
the widespread and effective use of petascale 
computing to advance scientific discovery and 
the state-of-the-art in engineering, to increasing 
regional and national competitiveness, and to 
training tomorrow's computational researchers 
and educators. 
Principal investigators on the Blue Waters 
project are: NCSA's Thorn Dunning and Rob 
Pennington, the University of Illinois' Wen-mei 
Hwu and Marc Snir, and Louisiana State University's 
Ed Seidel. 
With the National Science Foundation's fu 
sustained-petascale computer system. call d Blue 
Waters. the high-performance computing corpmunity 
embraces on new challenges. Access' Barbara Jewett 
discussed some of the hardware and software rssues 
with the University of Illinois at Urbana-Champaign's 
Wen-mei Hwu. professor of electrical and computer 
engineering. and Marc Snir. director of the Illinois 
Informatics Institute and former head of the 
university's computer science department. 
Q: A report, Dr. Snir, that you co-edited a few years ago on the future of 
supercomputing in the United States [Getting Up to Speed: The Future of 
Supercomputing, National Academies Press], indicated the country was falling 
behind in supercomputing. With the Blue Waters award, do you feel like we are 
now getting back to where we need to be? 
SNIR: It certainly is an improvement. The part that is still weak is that there has been 
no significant investment in research on supercomputing technologies, and that is 
really the main thing we emphasized-you get continuous improvement in computer 
technology when you have continuous research. 
Q: The committee that wrote that report felt that the federal agencies who rely on 
-supercomputing should be responsible for accelerating the advances. Do you 
/ feel that will start happening? 
SNIR: Supercomputing is important to science, and supercomputing is important to 
national security. The two go hand in hand, they're using the same machines, a Lot 
of times the same software, oftentimes the same applications. Both science and 
national security are national priorities, and high-end supercomputers are funded 
by public funds. But I think we have yet to figure out exactly how to manage the 
supercomputing enterprise. The kind of problem we were asking ourselves when 
we wrote this report is how you should think of supercomputers. Should you think 
of them as unique systems such as a Large telescope or a weapon system that 
has no commercial market and is developed to unique specifications? Or should 
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the U.S. expect the companies to develop supercomputers, with 
government just buying whatever they are doing to win the 
marketplace? The answer is probably somewhere in the middle: It 
is important for supercomputing platforms to Leverage the huge 
investments in commercial IT, but the government needs to fund 
unique technologies needed for high-end supercomputing. What 
became clear to us when working on the Blue Waters project is 
that there is a big investment in hardware-coming from DARPA's 
high productivity computing systems program. Investments in 
software companies, they are very few and very small. Probably 
there are two or three companies trying to develop software for 
high-performance computing. That's still a weakness. 
Q: Let's talk about the software for a petascale machine. What is 
the biggest challenge? 
SNIR: Scalability is first and foremost. You want to run and be able 
to Leverage hundreds of thousands of processors. Wen-mei can 
explain it even better than I. Technology now is evolving in the 
direction where we can get an increasing number of cores on a 
chip, and therefore an increasing number of parallel processors 
in the machine. To be able to increase the performance over the 
coming years, the answer has to be that we will increase the 
Level of parallelism one uses. And that really affects everything-
applications that have to find algorithms that can use a higher 
Level of parallelism, the run times, the operating systems, the 
services, the file systems. Everything has to run not on thousands, 
not on tens of thousands of processors, but on hundreds of 
thousands of cores. I expect to see millions before I retire. It's 
a problem. 
Q: So, Dr. Hwu, how are we going to get these processors 
to run? 
HWU: Each chip will have so many cores, and there are some varying states 
of technology demands. Such as, the compilers have to be able 
to manage all these cores on the chip, and the run-times need to 
coordinate all these chips, and there's a huge reliability challenge. 
Whenever you have so many parts in a machine, essentially some 
part of the machine will be failing all the time. So we need to have 
mechanisms that allow running the machine with some failed 
parts and being able to maintain the machine without taking 
the whole system down. Also, applications developers will need 
to be able to see what the performance is Like when they proof 
the software and they need to see it to understand the behavior 
of that software on the system. We have people in the electrical 
and computer engineering department, in the computer science 
department, and at NCSA who have a Lot of experience working 
on various parts of this problem, and we all came together and 
worked on it. 
Q: What other expertise will your respective departments 
contribute to this project? 
HWU: One of the aspects of this machine is that we are going to build 
this massive interconnect. Marc actually has a Lot of experience 
building this kind of machine, although probably on a smaller 
scale, when he was working at IBM. And people that make up 
the electrical and computer engineering department (ECE) have 
a Lot of experience building this kind of machine. Another aspect 
of this reliability facet that we talked about is that Ravi Iyer 
with ECE has more than 20 years experience working with IBM 
measuring their mainframe failure rate and their component 
versus systems reliability. I personally focus much more on the 
microprocessors. I have worked with numerous companies on 
various microprocessors, and one of the things I specialize in 
is how do you actually build these microprocessors so that the 
compilers can use the parallel execution resources on that chip. 
SNIR: We have a Lot of experience at Illinois on developing parallel 
run-times, programming Languages, and software for high 
performance. The computer science department has been involved 
in parallel applications, and Large scale applications, assisting 
in developing the NAMD code just a few years ago. [Editor's 
note: NAMD is a molecular dynamics simulation code designed 
for high-performance simulation of Large biomolecular systems 
(millions of atoms). It was developed through a collaboration 
of Illinois' Theoretical and Computational Biophysics Group and 
Parallel Programming Laboratory.] We've done a Lot of work on 
multicore systems. We certainly have a strong applications team 
on our campus whose efforts I think we can use, as well as 
all sorts of professors and graduate students as 'we are one of 
the few places that teach scientific computing and teach high-
performance computing. So we have the breadth. 
Q: We talked that in an ideal world the software and the 
applications would be quite far along before starting on the 
hardware. Does that bring another level of complication to 
the project? 
SNIR: Yes. It's a process. You have to analyze your applications, you 
have to test them on smaller systems, you have to make sure they 
run flawlessly. There is a Lot of work to be done. The academic 
departments and NCSA are already working together, and we'LL 
work collaboratively with IBM, but there is going to be a Lot of 
work in the broader community. As much as IBM has the wealth of 
technology, they cannot provide everything you need to run this 
system. As much as you want everything to run on this system, 
true, you want compatibility and portability to other hardware, 
especially the Track 2 platforms. [Track 2 machines are extremely 
powerful, but their performance is under a petaflop. They are 
part of NSF's initiative to greatly increase the availability of 
computing resources to U.S. researchers.] 
HWU: Four years is actually very short for building this machine. The 
reason it is short is in order to achieve the performance target, 
we need to use technology which will take a good deal of time 
to mature and get into production mode. With microprocessors 
today, it takes at Least four years from design to completion. A 
benefit of working with the design team right from the beginning, 
we can make the design more suitable for the system. What this 
means is that we do need to work with other Track 2 systems in 
order to jumpstart some applications. All of these things will have 
to take place in the next couple of years. 
SNIR: One thing you have to keep in mind is we were in discussions 
when we were working on the proposal, and we have worked with 
IBM on other projects. We are now clearly increasing the Level of 
activity, but this is not a fundamentally new endeavor. 
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Q: Is there a particular application that will be focused 
on first? 
SNIR: NSF or committees nominated by NSF will select the applications 
that are going to get significant [attention initially]. There are 
numerous areas that have leveraged supercomputing for years 
and which we know hunger for more supercomputer power. 
Q: NCSA typically puts on the floor mature, or relatively 
mature, technology. People in your position tend to 
branch off in various directions that are based on 
research interests. How do we go about reconciling those 
two attitudes? 
HWU: You're right that the academic departments tend to work more 
on research interests than a specific installation. There are, 
however, enough research challenges in this project since many 
technology components are still several years out, thus it is 
very different from the previous deployment projects that NCSA 
has been used to. And that is part of the reason why everybody 
involved in this project will need to come together and join 
forces and really combine our expertise to make this work. 
SNIR: When you install this kind of machine, it is always one of a kind. 
You really need to practice balance: balance between using 
that which is prototype, that which is solid and practiced, and 
that which is a new real-world solution for a problem that you 
deal with because there is no such machine before. You will 
need in some cases to have new things, which in some cases 
may fail and in some cases may succeed. All of us have had 
the experience of working with industry. I and many others 
on the team have had experience working with DOE labs on 
their one-of-a-kind machines. You do your best, but in my 
opinion you do it very carefully by managing risks. And the 
way you do this is by carefully categorizing what must run 
in order to have a machine that is of any use, and that, to 
the greatest possible extent, is product quality technology 
developed by IBM. 
NCSA is a leader in providing high-performance computing 
resources to researchers, and we have a good percentage of 
the high-performance computing community here at Illinois, so 
what you do can also change how business is done at the very 
high end. NCSA should take advantage of that. You have a lever 
to influence how high-performance computing is done. Buying 
the machine and getting it to run is really only the first step, 
because what is really needed is for NCSA, for us collectively, to 
really become leaders in driving the complete system of high-
performance computing. 
Q: A process Like this changes the state of affairs for everybody. 
What are some of the likely candidates for those disruptive 
moments we are going to encounter? 
SNIR: They are likely to be while working on new programs, new 
programming languages, and new programming models. The 
big impediment to these changes is: "Will my program run 
everywhere? Am I willing to invest in order to write my program 
in languages that will not be supported everywhere?" But if it 
is supported by several of the topmost machines in academia 
they will probably make that investment, so we'll need to work 
with the Track 2 teams. 
Q: What are we far along on that will be a benefit to us as we 
move through the coming years? 
HWU: From a hardware point of view, part of the reason we selected 
IBM as our partner is that IBM has a long history of engineering 
Large-scale, reliable systems. So that's a very good start. IBM is 
also a huge technology company in the sense that it has access 
to things, and their experience with managing new technology 
and managing the more sophisticated technology to achieve 
some of the goals really will give us a Leg up in this process. 
That's probably the best part in my mind as I look to the future 
as to what is going to be a big help. 
SNIR: The great thing is that we are partnering with a company 
that has a Lot of technology depth and has been building 
these kinds of machines for more than 10 years. Technology 
changes and never seems to stop, especially when it 
comes to the scale of these things, but the best things do 
constantly change. 
Petascale Computing 
Resource Allocations 
solicitation 
The National Science Foundation recently released a 
solicitation to identify groups who plan to use Blue Waters 
for ground-breaking science and engineering research, have 
the need for a unique resource Like Blue Waters, and are Likely 
to be ready to use Blue Waters effectively when it comes 
online in 2011. To fully exploit the machine's capability of 
delivering sustained performance in excess of one petaflop may 
require extensive revision for some science and engineering 
applications. 
NCSA has established a Blue Waters Consulting Office 
to provide assistance to prospective users of the Blue 
Waters system to enable them to port and optimize their 
applications for this extraordinary resource. The consulting 
staff have expertise in application porting and optimization, 
multicore technology, approaches to scalability and fault 
tolerance, compilers, debugging and performance tools, I/0, 
visualization, algorithms, Libraries, and code development 
environments. Contact them at bwconsult@ncsa.uiuc.edu. 
Those groups who successfully respond to the solicitation will 
be granted a pre-allocation of Blue Waters resources and a 
small amount of funding to support travel costs. 
More information about Blue Waters and the solicitation can 
be found at: www.ncsa.uiuc.edu/BlueWaters 
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by Trish Barker 
Researchers describe how the power of 
Blue Waters will advance their fields. 
One of the model problems specified by the National Science Foundation in its solicitation for a sustained-petascale computing system 
was a very Large protein simulation using NAMD, the molecular dynamics code developed by the team of University of Illinois researcher 
Klaus Schulten. Schulten was one of more than 20 scientists with whom NCSA collaborated in developing the proposal for Blue Waters the 
center's winning response to that petascale solicitation. 
As Leader of the Theoretical and Computational Biophysics Group at the University of Illinois, Klaus Schulten has pioneered the 
development of tools and techniques that he collectively refers to as a "computational microscope." The analogy is apt; just as Light 
microscopes gave scientists the first glimpse of cells, today Schulten and others use computational methods to obtain an even more fine-
grained Look at the basics of Life. 
"We know the physical structure of the molecular machinery in cells, and we can now apply the Laws of physics and our knowledge 
of chemistry to describe how these structures and materials evolve in biological functions," Schulten says. "This microscope gives us an 
unprecedented view of the details that happen in Living cells and make Life possible." 
Researchers Like Schulten typically begin with information obtained from X-ray crystallography, which can reveal the structure of the 
biomolecules within cells. But while crystallography provides a static view, the "computational microscope" Lets Schulten observe how these 
biomolecules behave. 
"We can put them in the environment in which they are found in 
the living cell. .. and just let them move and see what they do when 
they are out of the confinement under which they are observed," 
he says. 
Using a football game as an analogy, Schulten says that 
in crystallography the players are just standing in a line. The 
computational microscope shows how they play. 
More computer power, more detail 
As computers have become more powerful, Schulten and other 
researchers have been able to observe biomolecular processes in 
greater and greater detail. Twenty years ago, it was a triumph to 
simulate part of the cell wall with the correct physical properties, a 
simulation that involved tens of thousands of atoms. 
"It was a very important result, because the lipids that make 
the walls of cells are disordered. There's no way of capturing their 
exact composition in some kind of other microscopy, but we could 
describe it," Schulten says. 
Later, a simulation of about 100,000 atoms could describe 
proteins in the cell walls. "We could see, for example, a water 
channel that permits water to go through bacterial membranes," 
Schulten explains. 
Today's high-performance computers enable scientists to 
simulate systems of several million atoms. Schulten and his team, for 
example, were the first researchers to simulate an entire lifeform-
the satellite tobacco mosaic virus. Even for such a tiny form of life, 
the simulation involved 1 million atoms. 
Simulations continue to grow in size as researchers seek to 
understand more complex processes in greater detail. 
"The key processes of proteins and other biomolecules in cells 
are actually team sports," Schulten says. "If you want to understand 
how life comes about, how it organizes itself, then we need to 
understand how teams of molecules work together. And that means 
we simulate 10 proteins at a time, 50 proteins at a time." 
The impact of Blue Waters 
Blue Waters, which will be capable of sustained performance of 
a petaflop or more when it comes online in 2011, is squarely aimed 
at addressing this need for increased computing power to enable 
greater scientific insight. 
Schulten anticipates gaining a 50 times speedup in his NAMD 
code thanks to the few hundred thousand cores offered by Blue 
Waters. 
"We will use that increase in two ways. On one side we want to 
use it to compute structures that are more and more like the entire 
biological cell," he says. So while current computers allow scientists 
to describe how proteins sculpt the interior membrane of a cell, they 
can't show how the structures within cells are formed. "The factor 
of 50 will give us an increase that will be about one-tenth the size 
of the cell that we are going to describe." 
The increased power will also allow Schulten to look at 
biomolecular processes for longer time scales. His team has just 
recently been able to simulate processes for about 10 microseconds, 
but even that achievement is too short a window, since many 
processes in living cells take a full millisecond. 
"This is a big goal for the field-the holy grail-to be able to 
simulate a millisecond," Schulten says. Blue Waters could bring that 
holy grail within reach, enabling the simulation of many "almost a 
universal class of processes" that occur in a millisecond. 
Cosmologists are always clamoring for more computing power, and 
with good reason-the object of their study is the universe, and 
it simply doesn't get any bigger than that. Cosmologists seek to 
understand how our vast expanding universe sparked into existence 
and unspooled, how the Big Bang gave birth to particles and gases 
that coalesced into stars, planets, galaxies ... and everything else. 
According to Princeton's Jeremiah Ostriker, the combination of 
recent advances in the cosmological model and in simulation codes, 
a growing influx of data from ground- and space-based observation, 
and petascale computing could make it possible to computationally 
construct a model universe. 
"The goal is to see if you can simulate the universe. Can you 
compute it and can you make comparisons to observed data?" he 
explains. 
The first simulations of the universe were done in a volume 
of 32 x 32 x 32. "You can barely make out a face in that!" 
Ostriker says. "Now we're up to 2,048 x 2,048 x 2,048. And that's 
a gigantic improvement. But still it's pathetic compared to the 
real universe." 
"Right now, we can either simulate one or two galaxies well, 
or we can do many galaxies poorly," he says. Petascale simulations 
could provide detailed images of many galaxies for comparison with 
observational data. 
"With this extra horsepower, we should be able to make a huge 
stride forward," he says. "Needless to say, we're all drooling. It's a 
very exciting prospect for us." 
For astrophysicist Paul Woodward, petascale computing could bring 
a solution to a problem that just a few years ago was considered 
impossible. 
"The Large problem I'm working on now has to do with what 
goes on inside the central region of a star near the end of its Life," 
he says. Woodward explains that in the center of the dying star, 
hotter gases are rising and cooler gases are descending. At the 
bottom of the central region, nuclear fusion is occurring and helium 
is burning and forming carbon; at the top is unburned hydrogen. If 
some of the unburned hydrogen could be pulled down to the shell of 
burning helium by the moving gas, it would set off multiple reactions 
affecting which heavy elements the star ultimately would produce. 
"The problem is that the motions of this material are fast but 
not too fast, about Mach 1/30th," he says. That means that it takes 
about 20 times as many time steps to simulate the same amount of 
fluid motion as can be more quickly modeled for other problems. 
"It costs 20 times as much to do the calculation," Woodward 
says. And calculating the reactions that occur when the hydrogen 
hits the helium shell is computationally expensive "because you have 
to follow all the reaction productions and make sure you know where 
they went and what they turned into, and then where that went, and 
so forth." 
Petascale computing is "just the kind of development that we 
need to make it possible at a reasonable cost to do simulations like 
this," Woodward says. "If you go to the petascale level you can do 
the whole Layer for a Long time. 
"It could simulate an hour of the whole star, of that whole shell, 
doing its thing at very high resolution, so that I should hope to get 
the answer kind of right. And it's affordable. And I'll just be able to 
solve it! That's kind of a neat thing." 
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UI . f you want to have the biggest impact on the overall educat10n 
scene, affecting the undergraduate content courses-in the sciences, 
in computer science, in technology, and in mathematics-is the 
way to accomplish that," says Bob Panoff, executive director of 
Shodor, a non-profit research and education organization dedicated 
to the advancement of science and math education through the 
use of computational modeling and simulation technologies. 
Shodor is a member of the Great Lakes Consortium for Petascale 
Computation (GLCPC), a group of colleges, universities, national 
research Laboratories, and other educational institutions that have 
joined together to facilitate the widespread and effective use of 
petascale computing to address frontier research questions in 
science, technology, engineering, and mathematics. 
"The consortium education plan focuses on the substantial 
transformation of the undergraduate experience to include not 
only computational thinking but the computational thinking 
that Leads to the ability to work with petascale technologies," 
explains Panoff. Providing education in petascale computing and 
technologies is a key component of the Blue Waters petascale 
computing project. 
Undergraduates the linchpin 
Investing in undergraduate education is the best way to improve 
both pre-college and graduate education, he says. For example, 
consider K-12 teachers. "Where did these teachers acquire the 
content knowledge they are going to bring to the K-12 classroom? At 
the undergraduate Level," he maintains. "Typically, if a K-12 teacher 
has a master's degree that degree is in methodology or advanced 
practice. But the content knowledge most teachers have is the 
content knowledge they acquired while they were undergraduates." 
In addition, notes Panoff, the entry-Level technology positions 
in computer companies tend to be filled by those with an 
undergraduate degree. 
The undergraduate effort will focus on partnerships with the 
National Computational Science Institute (NCSI), TeraGrid, and 
the Computational Science Education Reference Desk (CSERD), 
a pathway portal of the National Science Digital Library. These 
partnerships, says Panoff, will Lead to the development of effective 
computational modules that will provide the foundation for 
multiscale modeling and petascale computing. Faculty workshops 
and internships for undergraduate students will provide hands-on 
experience as Blue Waters is brought in-Line. 
Emphasizing undergraduate education also impacts future 
graduate students, he says. At the graduate Level students are 
specializing in or extending what they've done, but their interest 
in and their sustained desire to pursue something at the graduate 
Level is affected by their undergraduate experience. The current 
generation of undergraduate students will be the first generation 
exposed to petascale computing in graduate school. 
Virtual graduate education 
The Virtual School for Computational Science and Engineering 
will provide a unique venue for students to Learn petascale computing 
for science and engineering says Sharon Glatzer, a University of 
Michigan (UM) professor of chemical engineering, material science, 
and other subjects. Co-founded by Glatzer and NCSA director Thorn 
Dunning, the vitual school, is also part of the Blue Waters project. 
The UM is also a GLCPC member. 
"All major research universities have efforts in computational 
science and engineering research as well as instruction," says Glatzer, 
"And these efforts are growing as simulation-based engineering 
and science becomes more and more prominent and the use of 
computational tools becomes a critical supplement to theoretical 
and experimental approaches, which it already is in many fields. 
"One of the complications in teaching computational science 
is that computer science departments typically focus on algorithms 
and hardware that computer scientists need to know, while in 
'domain' science and engineering departments, Like physics, 
chemical engineering, or aerospace engineering, computational 
science courses focus on applications of simulation to those 
disciplines," Glatzer explains. "Many aspects of the nuts and bolts 
of computational science then fall between the cracks, and as a 
result, it is not easy for today's students to Learn all they need 
to know to become tomorrow's innovators in high-performance 
scientific computing." 
The goal of the virtual school is to fill those gaps, especially 
in petascale computing where there is not critical mass at any 
one institution. "For many of our most important scientific 
applications, petascale computing will force us to rethink how we 
structure our codes to take full advantage of the architecture of 
these new machines," she says. "The virtual school will develop 
new curricula, modules, and courses to help students Learn the nuts 
and bolts of petascale computing-based computational science and 
engineering." 
Glatzer says the virtual school will eventually encompass 
both undergraduate and graduate study, but will initially focus on 
graduate courses and graduate education. The first Virtual School 
summer school will be held this August, and the first online curricula 
and course offerings will be in the spring of 2009. 
"''m very excited about it," she says. "It's completely new, and 
it's the first time that a group of schools across a multi-state region 
have come together and Leveraged their expertise to prepare the 
next generation of scientists and engineers to harness the power of 
petascale computing for discovery and innovation. This educational 
component of Blue Waters will be critical to our ability to exploit 
this new technology to its fullest potential." 
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B ig changes mean teamwork. And Blue Waters is the definition 
of big-dramatically increasing the computational power available 
to America's researchers, fundamentally altering a host of 
supercomputing technologies, requiring new and enhanced software 
to make the most of those technologies, and obliging us to work 
with a wide variety of applications and codes from scientists to make 
sure that they scale to Blue Water's unprecedented size. 
The Blue Waters petascale computing system will be a national 
asset, and it will have a nationwide team of collaborators backing 
it. The Great Lakes Consortium for Petascale Computation is a 
partnership among colleges and universities, national research 
laboratories, and other educational institutions. Led by NCSA 
and the University of Illinois, the consortium will be based on 
coordinated multi-institutional efforts. These projects will advance 
computational and computer science, engineering, technology 
research, and education. 
Early projects by members of the consortium will get underway 
immediately. Adolfy Hoisie and his team at Los Alamos National 
Laboratory, for example, will work on performance modeling of 
scientific applications on Blue Waters. 
Meanwhile, Louisiana State University's Center for Computation 
and Technology will help create a new generation of those 
applications, working with consortium partners and prospective 
users to build advanced tools that will make it easier for researchers 
to solve petascale science and engineering problems. The Cactus 
Computational Toolkit and the Eclipse open development platform 
will be at the center of their efforts. Cactus is used to create modular, 
collaborative high-performance computing applications that scale 
up to the Largest systems available. Eclipse is focused on building 
software tools and Libraries. The team will extend and combine these 
tools to help scientists and engineers take maximum advantage of 
Blue Waters and other petascale machines that will follow it. 
"Systems of Blue Waters' scale have never been built before, let 
alone used for the solution of complex problems. Advanced projects 
require not only petascale computing, networks, and data, but also 
groups of scientists, engineers, mathematicians, and computer 
scientists who can develop the complex software applications," says 
Ed Seidel, director of the Center for Computation and Technology. 
North Carolina's Renaissance Computing Institute will concentrate 
on performance monitoring and analysis on Blue Waters. 
"RENCI's role in Blue Waters will be to find the best ways to 
predict, monitor and evaluate performance and respond to problems 
before they become severe," said RENCI Interim Director Alan 
Blatecky. "It is critical to understand performance and reliability 
issues on any high performance system, but especially on Blue Waters 
because there has never been a system of this scale before." 
Other related projects, including those Led by consortium 
partners at Shodor and the University of Michigan, will focus on 
educating the next generation of researchers. Members will work 
together on new undergraduate and graduate courses that integrate 
petascale computing into disciplines other than computer science 
or engineering. 
Collaborators say the benefit and appeal of the entire enterprise 
is simple, really. The Great Lakes Consortium and the Blue Waters 
project allow them to partner with the world's best computational 
and discipline scientists, putting them squarely in the center of the 
scientific revolution being driven by advanced computing that will 
change the world. 
For more information: http:/ jwww.greatlakesconsortium.org 
The Great Lakes Consortium for 
Petascale Computation includes: 
• Argonne National Laboratory 
• Chicago State University 
• Fermi National Accelerator Laboratory 
• Illinois Math and Science Academy 
Illinois Wesleyan University 
Indiana University 
Iowa State University 
Krell Institute, Inc. 
Los Alamos National Laboratory 
Louisiana State University 
Michigan State University 
• Northwestern University 
Parkland College 
Pennsylvania State University 
• Purdue University 
The Ohio State University 
Shiloh Community Unit School District #1 
• Shodor Foundation 
• SURA (Association of more than 60 universities 
in the southeastern United States) 
University of Chicago 
• University of Illinois at Chicago 
University of Illinois at Urbana-Champaign 
University of Iowa 
University of Michigan 
• University of Minnesota 
University of North Carolina, Chapel Hill 
Renaissance Computing Institute 
• University of Wisconsin, Madison 
Wayne City High School 
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An Expert Opinion 
Strong community engagement strengthens 
cybersecurity research and development 
I nfrastructures around the world-from power grids to financial 
services to scientific research grids to emergency systems-are 
dependent on cyberinfrastructure, which itself is an increasingly 
intricate network of interdependent systems. As this infrastructure 
become more complex and critical to our everyday lives, so grows 
the risk from attackers whose motives range from illicit profits 
to terrorism. And the rate at which we increasingly depend on 
cyberinfrastructure is exceeded only by the rapid emergence of new 
threats, to which sites and their administrators must constantly 
adapt while maintaining the delicate balance between security 
and usability. 
Previously, infrastructure could be isolated for protection, but 
the interconnections that now bring us cyberinfrastructure with 
greater capabilities increasingly bring that same cyberinfrastructure 
into the open. One of NCSA's great strengths as an open national 
computing resource has always been our recognition that the 
productivity of our broad spectrum of users, from K-12 educators 
to academic researchers to government and industrial partners, 
depends on our accessibility. That level of openness, however, 
requires heightened vigilance against intrusions and attacks. 
Trustworthy, adaptive cybersecurity in an open environment 
relies on a continual, close interaction between researchers, 
developers, and users. It's an enormous challenge-one that NCSA, 
with our rich history of both successfully defending our own systems 
against attacks and continually perfecting new investigative and 
preventive security tools and techniques, has confronted successfully 
for twenty years. Initial cybersecurity efforts at NCSA were focused 
on protecting our own world-class computational resources, which 
serve the nation's science and engineering communities. These 
efforts expanded to performing basic cybersecurity research in 
collaboration with researchers at the University of Illinois and across 
the globe and to developing and deploying security systems such as 
MyProxy, used at over 300 sites worldwide to enable scientific grid 
users to securely manage their online credentials. 
Drawing on NCSA's long history of experience with incident 
response, security researchers at NCSA are developing Palantir, 
a secure cyberenvironment intended to facilitate collaborative 
investigations between law enforcement and IT professionals into 
large-scale, multi-institutional cyberattacks. Palantir is a prime 
example of the kind of innovation made possible by the National 
Center for Advanced Secure Systems Research (NCASSR). Funded by 
the Office of Naval Research, NCASSR explores, builds, and delivers 
technologies for the protection of Department of Defense and other 
government and critical infrastructure systems. NCASSR-supported 
exploratory research and development projects have sparked 
additional external funding and development opportunities as well 
as successful deployment and adoption by users ranging from the 
defense sector to state law enforcement to the utilities industry. 
Throughout our history NCSA has worked closely with numerous 
research communities to provide the technology to help them conduct 
scientific investigations in fields from astronomy and atmospheric 
science to environmental and structural engineering. We continue 
this tradition with our involvement the Ocean Observatories 
Initiative, where we are engaged with project partners to provide 
safe, reliable cyberinfrastructure for environmental observatories. 
Recently, we have expanded our scope to include assisting law 
enforcement with the challenges of digital investigations in the 
increasingly complex domain of cyberspace. Under two different 
projects funded from within the Department of Justice, NCSA has 
embarked to bring its technical expertise to bring the same level 
of technical expertise and innovation to law enforcement that we 
have historically provided to academic researchers. The first project, 
with the Federal Bureau of Investigation (FBI), is creating a unique 
hands-on training course, aimed at cyber crime investigation 
experts, to teach advanced skills of leading complex, multi-system 
cyber-investigations. The second project, with the National Institute 
of Justice (NIJ), is aimed at law enforcement personnel, who may 
have only average technology skills but find themselves faced 
with complex cyber crimes during the course of their day-to-day 
activities. This tool will guide these personnel through the process 
of making a diagnosis of complex cyber crimes and taking the crucial 
first steps in the field before experts can be engaged. 
It is NCSA's continuing mission to support our nation's 
scientists and engineers in their pursuits, and security is an 
increasingly critical component of that mission. By leveraging the 
complementary strengths and solving the common challenges of 
the range of communities we support-from academia to industry 
to law enforcement and government-we will continue to provide 
common, interoperable solutions, while at the same time developing 
broadly applicable security solutions that increase the reliability of 
our national cyberinfrastructures. 
Randy Butler and Von Welch 
Co-Directors 
NCSA Cybersecurity Directorate 
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W hat do you do if you have a problem to solve, but it will take 
you almost a month to get the results on your desktop computer? 
Would you simply give up and move on to a new problem? Or would 
you have enough faith in what you were doing to slog slowly along, 
getting a fraction of the data each day? 
Slogging slowly along was the path Julieta Frank was on 
until she discovered NCSA. Frank, a doctoral student in agricultural 
economics at the University of Illinois, is researching a method to 
measure Liquidity costs in agricultural futures markets. She set her 
program to run knowing that each day's worth of data she had would 
take a day to run on the desktop computer in her office. And she had 
a month's worth of data for two commodities. 
Then a fellow student told her about NCSA. "This has been 
so helpful to me," said Frank. "It still takes me a day to run my 
program, but at the end of the day I have the calculations for a 
commodity all of the days of the month, not just one." 
The problem 
For her doctoral dissertation, under the direction of Professor 
Philip Garcia, Frank investigates the cost of Liquidating a position 
in the futures market. Price movement is a risk to be managed, she 
says. An important factor in trading contracts is the cost of not 
having enough buyers or sellers, which could cause undesired price 
movements. 
"If you go to the market and you want to sell or buy futures 
contracts but you don't have a buyer or seller, then you have to modify 
your price. But that modification is hard to estimate, it is something 
you have to extract from the price of the actual transaction. That 
_y B a r_b_a r a J e w e t t 
price modification then becomes a cost of establishing or Liquidating 
your position," Frank explains. "That is the whole challenge of this 
research, how to estimate that cost." 
While there has been some study of liquidity costs in financial 
markets, very Little has been done in the agriculture area; that work 
is older and doesn't reflect the current state of the commodities 
markets. The challenge in her work, says Frank, comes from the 
Lack of data needed to perform the estimation. "In agricultural 
commodities pit trading is still common," she says. "Traders yell 
out the bids and offers and those are not recorded. You only 
have the final transaction price to infer the bids and the offers 
and the costs." 
The process 
To overcome this problem, Frank and Garcia built on a Bayesian 
Markov Chain Monte Carlo (MCMC) algorithm, the Gibbs sampler, 
implemented by Joel Hasbrouck of New York University in 2004. 
After comparing their liquidity cost estimator with others that had 
been used in the past and finding that theirs was more accurate, 
they proceeded to the next step. The team gathered microstructure 
data at the Chicago Mercantile Exchange for each day of trading 
during a month for two commodities, Lean hogs and Live cattle. 
The microstructure data basically includes all transaction prices 
observed during a day, second by second. Then they fed the data 
into the estimator. 
Estimating Liquidity costs using their algorithm and data takes 
a considerable amount of time, and even Longer when data for many 
days are used, explains Frank. "I was using the computer in my 
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office. I would start the program and it would run the problem, but 
it would take all day. And that was to process one day's worth of 
data for one commodity. If I needed to make a change, I had to start 
the waiting process all over. Then I learned about NCSA. I called and 
the people were so helpful. The staff modified our Matlab program 
so it would run on the NCSA machines and assisted me in getting 
the information transferred from my office onto the machines." 
By utilizing the computing and data analysis resources of 
NCSA, Frank says she was able to include both simulated and actual 
market data for lean hogs and live cattle in her analysis. She f!Jund 
a consistent pattern of behavior between the real prices and prices 
generated. She was also able to describe how liquidity costs change 
over time during the life of the futures contracts. 
The significance 
Estimates of liquidity costs are of interest to both exchanges 
and market participants. For instance, the team's findings might help 
an exchange develop strategies for developing new products as well 
as regulating existing products. For market participants, estimates 
of liquidity costs in different markets and exchanges are useful in 
making operational decisions, such as, when to buy or sell. Frank 
designed the estimator to be used by the various futures market 
participants. "The results of the research could be used to assist 
in developing marketing strategies for producers and other market 
participants," she says. 
She presented her research at the 2007 NCCC-134 conference 
and has submitted a paper for publication. She is ramping up for 
the final phase of her project, which introduces volume into the 
variables and then attempts to measure how prices change when a 
trader purchases or sells a large quantity of futures contracts. And 
she will once again turn to NCSA for assistance in managing her 
large data sets. 
This work is partially funded by the Office for Futures and Options Research 
in the Department of Agricultural & Consumer Economics at the University of 
Illinois at Urbana-Champaign. 
Team members: Julieta Frank 
Philip Garcia 
More information: www.farmdoc.uiuc.edu/nccc134 
www.ace.uiuc.edu/ofor 
www.ace.uiuc.edu 
Access Online: www. ncsa. ui uc.edu/News/Stories/ commodities 
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LSST receives $30 million ------------------------~~ 
The Large Synoptic Survey Telescope (LSST) Project recently 
received two major gifts: $20 million from the Charles Simonyi 
Fund for Arts and Sciences and $10 million from Microsoft founder 
Bill Gates. These gifts enable the construction of LSST's three 
large mirrors; these mirrors take over five years to manufacture. 
The first stages of production for the two largest mirrors are now 
beginning at the Mirror Laboratory at the University of Arizona 
in Tucson. Other key elements of the LSST system will also be 
aided by these commitments. 
Under development since 2000, the LSST is a public-
private partnership that leverages advances in large telescope 
design, imaging detectors, and computing to engage everyone 
in a journey of cosmic discovery. Proposed for "first light" in 
2014, the 8.4-meter LSST will survey the entire visible sky 
deeply in multiple colors every week with its three-billion 
pixel digital camera, probing the mysteries of dark matter and 
dark energy, and opening a movie-like window on objects that 
change or move. 
The Large Synoptic Survey Telescope will produce colossal 
quantities of digital imagery, recording several terabytes of 
data per night of viewing. It is estimated that the telescope 
will generate 15 terabytes of raw data and more than 100 
terabytes of processed data every night. Moving, analyzing, 
and storing data on such a scale is a significant technological 
challenge in its own right. A multi-institutional team-with 
members from the Stanford Linear Accelerator Center, the 
University of Washington, Princeton University, NASA, and the 
NCSA, along with experts from the LSST organization itself-is 
currently crafting the data-handling software needed for such 
an enormous task. NCSA is leading the middleware development 
for the LSST Data Management system and will host the LSST 
Archive Center. 
The most recent team benchmark, Data Challenge 2, 
concluded in February. DC2 was a successful end-to-end exercise 
of the nightly processing "pipeline," starting from observation 
images, detecting light sources within the images, and matching 
these against a catalog of known objects-both stationary 
objects, such stars and galaxies, and moving objects such as 
asteroids, whose expected position must be calculated for the 
time the image was taken. The software framework developed for 
and tested in DC2 is a substantial component of the computing 
infrastructure expected to be used through the lifetime of the 
LSST project. 
For further information about LSST visit: www.lsst.org 
NCSA researchers 
cited for best paper at 
bioinformatics conference ------------------------~/ 
A paper co-authored by NCSA researchers Gloria Rendon 
and Eric Jakobsson (with Jeffrey L. Tilson of the Renaissance 
Computing Institute and Mao-Feng Ger of the University of 
Illinois) earned the best application research paper award 
at the IEEE Bioinformatics and Bioengineering conference 
in October 2007. The paper describes a user-friendly suite 
of biologically-oriented and grid-enabled workflows for 
high-throughput domain analysis of protein sequences. This 
environment, called MotifNetwork, is available online through 
the TeraGrid Bioportal at www.tgbioportal.org. 
NCSA releases new 
online course system, 
updated MPI tutorial ------------------------~/ 
NCSA has released a new Web-based training environment, 
called CI-Tutor. CI-Tutor replaces NCSA's previous Web-based 
training environment, WebCT-H PC, which was based on the 
WebCT course management environment. 
CI-Tutor currently offers 10 courses covering high-
performance computing topics such as code debugging, 
MPI, scientific visualization, and performance tuning. There 
are no restrictions on who can take a course-anyone can 
create a login to access the available courses. To browse 
the course catalog, go to www.ncsa.uiuc.edu/Userinfo/ 
Training/CI-Tutor/. To create a login and take a course, go to 
http:/ /ci-tutor.ncsa.uiuc.edu/login.php. 
In addition to the new learning environment provided by 
CI-Tutor, a revised version of the popular tutorial"Introduction 
to MPI," originally released in 2000, is available. This revised 
tutorial includes additional programming exercises and 
updated content. The revised version was developed through 
the National Science Foundations's Engaging People in 
Cyberinfrastructure subaward led by the Ohio Supercomputer 
Center (OSC). Domain experts at OSC, Boston University, 
University of Kentucky, and NCSA who contributed to the 
first version also contributed to the revision. There have 
been approximately 19,500 student logins created for the 
"Introduction to MPI tutorial" since its initial release. 
Browser course catalog: 
www.ncsa.ui uc.edu/Userlnfo/Trai ning/CI-Tutor I 
Login and take a course: 
http:/ /ci-tutor.ncsa.uiuc.eduflogin.php 
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Illinois advanced computing institute 
launches first three projects --------------------------~/ 
Three diverse efforts will be the inaugural projects of the new 
Institute for Advanced Computing Applications and Technologies 
at the University of Illinois at Urbana-Champaign. The Institute 
transfers advances from the computer science and engineering 
research at NCSA to the Larger scientific, engineering, and arts, 
humanities and social science communities in order to speed 
progress across all of these frontiers. 
The Institute is organized around five broad themes: Advanced 
Information Systems, Computing and Creativity, Data-intensive 
Applications and Technologies, Simulation of Natural and 
Engineered Systems, and the Center for Petascale Computing. 
For more information about the Institute, see: 
www. iacat. uiuc. edu 
Next-Generation Acceleration 
Systems for Advanced Science and 
Engineering Applications 
led by Wen-mei Hwu (Electrical and Computer 
Engineering/Coordinated Science Laboratory) 
This project will develop application algorithms, 
programming tools, and software artifacts for seamless 
deployment of next-generation accelerators-including 
graphics processing units and field-programmable 
gate arrays-in science and engineering applications. 
The mission is to empower science and engineering 
researchers by enabling their applications to run 100 
times faster and at much Lower cost than traditional 
parallel processing techniques. Researchers will work on 
new algorithms and programming styles for taking full 
advantage of acceleration technologies in molecular 
dynamics and quantum chemistry, cosmology, and 
biomedical imaging. 
Synergistic Research on 
Parallel Programming for 
Petascale Applications 
led by Duane Johnson (Materials Science 
and Engineering) and Laxmikant Kale 
(Computer Science) 
Effectively harnessing the power of supercomputers (Like 
the sustained-petascale Blue Waters system scheduled 
to come online at the University of Illinois in 2011) 
will require the coordinated development of petascale 
parallel programming tools and petascale applications. 
This project will combine potentially petascale 
applications-including codes for astrophysical 
(FLASH) and biomolecular (NAMD) simulation and 
for determining the electronic-structure of materials 
(QMCpack and MECCA)-with needed computer science 
research. Efforts will focus on adaptive runtime 
systems that automate dynamic Load balancing and 
fault tolerance, enhancement of parallel programming 
abstractions, best-practice software engineering to 
petascale applications via refactoring tools, productive 
programming environments that integrate performance 
analysis and debugging tools, and automatically 
tuned Libraries. 
Cultural Informatics 
led by Michael Ross 
(Krannert Center for the Performing Arts) 
The project will apply information science and 
technology to the creation and comprehension 
of human experience, to the understanding and 
expression of the human condition, and to the 
revelation and communication of human values 
and meaning. This may include the creation of new 
aesthetic works, public engagement, formal and 
informal education, the performing arts, museum and 
other exhibition venues, and design strategies that 
affect society. 
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User Higbligbts-.... 
A tug-of-war suggests a new 
paradigm in DNA replication 
Error-free DNA replication is central to the integrity of our 
genome. Therefore, it is of considerable interest to study 
the action of the proteins known as polymerases that 
replicate DNA. 
Through computer simulations of the dynamics of a 
polymerase DNA complex at atomic resolution carried 
out on NCSA's Tungsten, Ravindra Venkatramani and Ravi 
Radhakrishnan of the University of Pennsylvania suggest that 
an intriguing dynamical coupling between the cooperative 
motion of polymerase and DNA atoms may play a significant 
role in aiding and abetting the chemical reaction (chemical 
step) that leads to nucleotide incorporation during DNA 
replication. They also suggest that the coupling is disrupted 
to varying extents in a context-specific fashion, that is, 
when the inserted nucleotide is not complementary to the 
template base (mispair) or when the template base in the 
DNA is oxidatively damaged. 
The emerging paradigm from their studies is that the 
dynamical coupling can represent a possible additional 
molecular mechanism in the polymerase to achieve error 
control during DNA replication. As a direct consequence 
of the dynamical coupling, their calculations show 
that the rate of the chemical step is dependent on the 
applied force on the DNA (template) strand and that the 
force-dependence is also context-specific, which provides 
a direct route to validating their paradigm through 
single-molecule experiments. 
Their work was recently published in Physical Review Letters. 
FLUENT model of the stream function (kgfs) of laminar flow around an ellipse at a Reynolds number ol4.8. 
Flow around ellipses at 
low Reynolds numbers 
David Stack and Hector R. Bravo of the University of 
Wisconsin Milwaukee examined the slow flow of fluids 
around cylindrical objects. Combinations of cylinder 
speed, cylinder diameter, fluid density, and fluid viscosity 
can be characterized by a parameter known as the 
Reynolds number. 
In the cases that Stack and Bravo investigated, the flow 
was laminar; that is, it was so slow that there wasn't any 
turbulence. In the slowest cases, the fluid gently parted to 
let the object pass through, then closed up again behind 
it. In the somewhat faster cases, the flow created smoothly 
swirling eddies immediately behind the object. 
Using computers at their campus, Stack and Bravo modeled 
the flow as if it were made up of very small fluid particles 
called cellular automata that bounce off each other and 
the cylindrical object according to simple collision rules. 
For comparison purposes, they also modeled the flow at 
NCSA using the FLUENT software program. The cylinder and 
the surrounding flow were divided into a grid made up of 
thousands of elements at which FLUENT solved differential 
equations to predict the shape of the flow. 
For Reynolds numbers greater than 1, Stack and Bravo 
found a linear relationship between the shape of the 
elliptical cylinder and the speed at which the flow would 
begin to form eddies. That is, for rounder cylinders, the 
flow was able to move faster before forming eddies. The 
cellular automata model showed a tendency for the eddies 
to form and disappear. The FLUENT model didn't have this 
characteristic, but it did show fluctuations in the speed 
of the flow downstream of the object. As the flow speed 
increased, the eddies were stretched Longer, as has been 
observed experimentally. 
Stack and Bravo's research will be published in the journal 
of Applied Mathematical Modeling. 



