ABSTRACT One important problem in radiation therapy for cancer treatment is the selection of the set of beam angles radiation will be delivered from. A primary goal of this problem is to find a beam angle configuration (BAC) that leads to a clinically acceptable treatment plan. Further, this process must be done within clinically acceptable times. Since the problem of selecting beam angles in radiation therapy is known to be extremely hard-to-solve as well as time-consuming, both exact algorithms and populationbased heuristics might not be suitable to solve this problem. In this paper, we compare three matheuristic methods based on local search algorithms, namely, steepest descent (SD), next descent (ND), and tabu search (TS) to approximately solve the beam angle optimisation problem (BAO). Although the SD algorithm is able to find locally optimal BACs for the BAO problem, it takes too long before convergence. For this reason, we try the ND algorithm as it has been shown to converge quickly to good quality solutions, although no (local) optimality guarantee is given. Finally, the well-known tabu search is also applied to the BAO problem in order to evaluate its performance. A prostate case which considers two organs at risk, namely the rectum and the bladder is considered in this paper. Results show that the ND finds solutions as good as the ones found by the SD algorithm. TS outperforms both the SD and the ND algorithms. Convergence curves for the all three algorithms are studied.
I. INTRODUCTION
Intensity modulated radiation therapy (IMRT) is one of the most common techniques in radiation therapy for cancer treatment. Unfortunately, the IMRT planning problem is an extremely complex optimisation problem. Because of that, it is usually divided into three sequential sub-problems, namely, beam angle optimisation (BAO), fluence map optimisation (FMO) and multi-leaf collimator sequencing. In the BAO problem, we aim to find the optimal BAC, i.e. the BAC that leads to the optimal treatment plan. To find this optimal treatment plan, the optimal fluence map that gives a high quality dose distribution to the organs, given a predefined BAC needs to be computed (FMO problem). Finally, a sequencing problem needs to be solved to control the movement of the multi-leaf collimator leaves during delivery of the optimised fluence [1] .
This sequential approach implies that the quality of the solution obtained at each step depends to a possibly large extent on the solution obtained in the previous steps and, therefore, the BAO problem will have a considerable impact on the fluence map obtained when solving the FMO problem using a specific BAC [2] . The goal in the BAO problem is to find the beam angle configuration (BAC) that optimises the treatment plan delivered to a patient. In spite of the importance of the BAO problem for the IMRT planning process, only little attention has been paid to this problem. This is, in part, because the BAO problem is, from a mathematical point of view, much harder to solve than other problems in IMRT planning. Further, treatment planners rely on their experience to choose BACs that are good enough to produce clinically acceptable treatment plans. Figure 1 shows the traditional ''try-and-error'' process followed by treatment planners in clinical practice.
As we can see, treatment planners try an initial BAC based on their experience and judgement. If the initial BAC cannot produce a clinically acceptable treatment plan, then the expert propose a new BAC to be tested. This process is repeated until a clinically acceptable treatment plan is produced. Depending on the particular case and the treatment planner experience, this process can take very long. Unfortunately, as pointed out previously in the literature, manual selection may lead to suboptimal treatment plans [3] - [6] .
To measure the quality of a BAC, we need to solve the associated FMO, that is, we solve the FMO problem for each evaluated BAC. Computing the optimal fluence map for a BAC is a time-consuming process. Further, one practical constraint when solving the BAO problem is that we need to obtain results within clinically acceptable times. In our experience, ''clinically acceptable times'' are around 12 hours (i.e. running algorithms over night) so treatment planners can decide among alternative treatment plans during the day after patients images have been obtained. Thus, we need to find efficient strategies that produce good quality treatment plans within these time limits, i.e. not too many BACs can be evaluated during the optimisation process. For this reason, sophisticated (meta-)heuristic algorithms such as populationbased algorithms might not be suitable to solve this problem.
In the aim of making the process above less ''plannerdependent'', different strategies such as genetic algorithm [7] , particle swarm optimisation [8] , neural network [9] , ant colony systems [10] and differential evolution [11] , have been proposed to (approximately) solve this problem. Most of these strategies combine heuristic methods and mathematical programming such that the heuristic methods seek for promising BACs while mathematical programming is used to solve the associated FMO problem for each evaluated BAC. Authors of the approaches above claim that their methods are able to find improved BACs when compared to manually selected ones.
Local search strategies have also been applied to the BAO problem. Das et al. [12] , present a simple local search strategy based on a ''beam picker'' that selects one beam angle at a time from the current BAC and replaces it by a beam angle from a set of beam angle candidates. In [13] a hybrid implementation of simulated annealing and a gradient descent method is presented. While the gradient descent method is used to quickly find a local optimal solution, simulated annealing is used to get the algorithm out of locally optimal solutions and to search in different parts of the solution set. Because they consider a linear objective function, they can obtain the gradient information using linear programming duality theory to refine BACs selection at each iteration [14] , [13] . Aleman et al. [15] implement two different approaches to solve the BAO problem: simulated annealing and add/drop algorithms. Results show that the neighbourhood choice can be important in order to improve the performance of a particular algorithm implementation. A hybrid framework combining local search and other optimisation methods such as simulated annealing, genetic algorithms, nested partitions, to solve the single objective BAO problem is presented in [16] . Their framework consists of two sequential phases. During the first phase, either a heuristic or an exact method is used to quickly find a good feasible BAC. During the second phase the BAC obtained during the previous phase is used to warm-start a local search algorithm. More recently, an adaptive Pareto local search method to the multi-objective version of the BAO problem has been proposed [17] .
In this paper, three local search algorithms, namely steepest descent, next descent and tabu search that (approximately) solve the BAO problem are compared. A first contribution of this paper is to present a tabu search algorithm applied to the BAO problem as, to the best of our knowledge, there is no tabu search algorithm reported in the literature solving this problem. Moreover, as explained in previous paragraphs, sophisticated algorithms tend to be extremely time-consuming and, therefore, it is diffucult to apply them in clinicl practice. Thus, a second contribution of this paper is to show the performance of very simple local search algorithms that might be applied in clinical practice as they provide solutions within acceptable times. We then compare these three local search algorithms within the same framework in terms of the obtained objective function values and the number of iterations they need, in average, before convergence. We use a similar framework as in [2] . In this framework, while the local search algorithms are used to seek for promising BACs, an interior point algorithm, called Ipopt [18] , is used to find the best possible treatment plan that can be delivered using such BACs. We need to mention at this point that the steepest descent algorithm is the same as the one implemented in the first phase in [2] .
II. BEAM ANGLE SELECTION
In this paper we focus on the problem of selecting the appropriate beam angles that lead to a clinically acceptable dose distribution [19] . We mathematically model the BAO problem as in [2] .
Let K be the set of all possible beam angles around the patient. In this work we consider K = kπ 36 : k = 0, 1, 2, . . . , 71 . Other angular resolutions can also be used. Let A ∈ P N (K ) be a BAC where P N (K ) is the set of all N -element subsets of K , with N > 0 the a priori determined number of angles. We denote the i-th angle of A by A i for i = 1, . . . , N . The BAO problem seeks to find a BAC A which minimises some objective function h :
Usually, the BAO problem is modelled as a mixed integer (or binary) optimisation problem [3] , [20] - [22] and, for most choices of h, BAO is a non-convex problem with possibly many local optima [3] , [5] , [23] , [24] . See, for instance, Figure 2 . Since the feasible set for the BAO problem has |K | N elements, it is simply not possible to evaluate all feasible BACs. As mentioned in Section I, in this paper we aim to efficiently explore the set of feasible BACs by means of local search methods.
To evaluate the quality of a BAC we need to solve the associated FMO problem. We can model the FMO problem as follows [2] : Let z be a function that maps a fluence map x ∈ X (A ) into R * + := {v ∈ R : v ≥ 0} ∪ {∞}, where fluence map x ∈ R n is a non-negative vector with each component x i representing the length of time that a patient is exposed to sub-beam (or beamlet) i and where n is the total number of beamlets summed over all possible beam angles. The set X (A ) is the set of all feasible solutions of the FMO problem when BAC A is considered. Thus, solving the FMO problem will consist on finding the best fluence map that can be delivered for given BAC A that minimises the value of function z. We note that only beamlets x i that belong to a beam angle in A are allowed to be greater than zero. Before presenting the optimisation model we consider in this paper, we need to introduce some concepts and notation regarding the IMRT planning problem. Again, we use the same notation as in [2] In IMRT, each organ is discretised into small subvolumes called voxels. Thus, the radiation dose deposited into each voxel j, denoted by d r j , of the tumour and each organ at risk (OAR) by fluence map x, is calculated using
where r ∈ R = O 1 , . . . , O Q , T is an element of the index set of regions, with the tumour indexed by r = T and the organs at risk and normal tissue indexed by r = O q with q = 1, . . . , Q. m r is the total number of voxels in region r, j corresponds to a specific voxel in region r, d r ∈ R m r is a dose vector and its elements d r j give the total dose delivered to voxel j in region r by the fluence map x ∈ X (A ). Here, dose deposition matrix A r ∈ R m r ×n is a given matrix where A r ji 0 defines the rate at which radiation dose along beamlet i is deposited into voxel j in region r.
Based on the dose distribution in (1), both physical (dosevolume) and biological (dose-response) models have been proposed (see [1] for a survey). In this paper, a model based on the well-known generalised equivalent uniform dose (gEUD) is considered. The mathematical expression for gEUD is
where a r is a region-dependent parameter and d r j (which depends on x) is as given in Equation (1). The r superscript denotes the associated region r. For the tumour, we put a r < 0, whereas for OARs we choose a r > 1.
Originally proposed in [25] the gEUD can be defined as the biologically equivalent dose that, if delivered uniformly, would lead to the same response as the actual non-uniform dose distribution [25] . Several research articles have been devoted to the study of gEUD-based models in IMRT planning. Most of them highlight the ability of gEUD-based models to obtain better OAR sparing while keeping the same or even better tumour coverage [26] - [29] .
In this paper, a FMO model also known as the logistic model [29] , [30] is used as the objective function for the underlying FMO problem. The logistic function has been widely studied in the literature [2] , [29] , [31] , [32] . Thus, the FMO problem considered in this paper is
where
Parameters eud T 0 and eud O q 0 correspond to the prescribed gEUD values for tumour and OARs, respectively, and VOLUME 6, 2018 ν O q > 0 is a user-defined parameter that indicates the importance of the q-th OAR. As pointed out by [2] , if well posed, this problem is a convex optimisation problem and, thus, optimal fluence maps can be obtained using mathematical programming techniques. Then, the BAO problem is
As mentioned at the beginning of this section, the BAO problem has been shown to be non-convex and highly nonlinear. As an example of this, Figure 2 shows a surface plot for the logistic function in Equation (5) for all possible BACs that consider two beam angles. As we can see, the surface presents several combinations of beams where locally optimal solutions can be found. Clearly, as more beam angles are added, the problem becomes much harder to solve. Also, we can note that worst values are obtained when both angles within the BAC are the same (or they are too close one to each other). Opposite angles, i.e. with a difference around 180 • , also obtains high values. We will discuss this point in the conclusion section of this study.
III. LOCAL SEARCH ALGORITHMS
As mentioned before in this paper, three local search algorithms are implemented, namely steepest descent, next descent and tabu search. Local search algorithms need a neighbourhood N to be defined by means of a neighbourhood movement. We define the same neighbourhood movement (N 1 ) for the steepest descent and the next descent algorithms. A second movement (N 2 ) is also defined for the tabu search algorithm. This is because both the next descent and the steepest descent need a deterministic neighbourhood definition while the tabu search needs a stochastic one. The first neighbourhood is defined by a five-degree-move in one of the beam angles of the BAC (see Figure 3) . Mathematically, neighbourhood N 1 (A ), i.e. the neighbourhood of BAC A when performing either the steepest descent or the next descent algorithm, is as follows [2] : Similarly, we slightly modify N 1 to obtain the neighbourhood for the tabu search algorithm, N 2 (A ).
Although in this paper we only consider coplanar angles, non-coplanar angles might be considered by changing the neighbourhood definition N (see [24] , [33] , [34] ).
All the local search algorithms implemented in this paper needs an initial BAC to start with. The initial BAC can be either randomly generated or provided by the treatment planner. In this paper, two sets of initial BACs are generated for our experiments. The first set (A) is a set of 14 BACS for which beam angles are equispaced. BACs in this set corresponds to those commonly used in clinical practice. The second set of initial BACs (B) consists of BACs for which beam angles have been selected randomly. All BACs evaluated in our experiments consists of 5 beam angles.
We need to point out that for the SD algorithm only one run per initial BAC is needed, as it is a deterministic algorithm. Unlike the SD algorithm, the ND and the TS algorithms are stochastic ones. Thus, we need to run these algorithms several times for each initial BAC. We decide to try each algorithm 10 times per initial BAC. Results reported in Section IV correspond to the average of these 10 runs.
It is important to note that, because the locally optimal solutions obtained by the local search algorithms are at least as good as the corresponding initial BAC, treatment plans provided by the treatment planners can be considered as upper bounds of the algorithms proposed in this paper [2] .
A. STEEPEST DESCENT ALGORITHM
The steepest descent algorithm starts with an initial BAC (A 0 ) that can be either randomly generated or provided by the treatment planner (lines 2 and 3 in Algorithm 1). This initial BAC is labelled as the current BAC, A (line 4 in Algorithm 1). For this current BAC, its entire neighbourhood N 1 (A ) is generated (line 7 in Algorithm 1), and the neighbour with the best objective function value is chosen (A , line 8 in Algorithm 1). We then compare our current solution A to its best neighbour A (line 9 to 13 in Algorithm 1). If BAC A is better than the current BAC A , then the algorithm moves on BAC A and repeats lines 7 to 13 in Algorithm 1. If BAC A is not better than the current BAC A , then the algorithm stops and A is returned as the locally optimal BAC of A 0 (lines 14-15 in Algorithm 1). Although we might start with randomly generated initial BACs, as the Algorithm 1 shows, the steepest descent algorithm is inherently a deterministic algorithm in the sense that, given an initial BAC, A 0 , it always converges to the same local optima, A * . Since it evaluates the entire neighbourhood of the current solution at each iteration, sometimes it can take too long to converge. Because one mandatory requirement in radiation therapy is to provide good quality treatment plans within clinically acceptable times, algorithms such as the steepest descent might not be suitable in clinical practice. Thus, we also include in this paper a local search algorithm, namely next descent, that aims to converge faster than the steepest descent, without any major impairment on the solution quality. We explain the main differences between the SD and the ND algorithms below.
B. NEXT DESCENT ALGORITHM
Algorithm 2 shows the next descent method. This algorithm is, basically, a variation of the SD algorithm presented before. The main difference between these two algorithms is that while in the SD algorithm the entire neighbourhood of the current solution, A , is always generated (lines 6 to 14 in Algorithm 1), in the ND algorithm this is not necessarily true. This is because the algorithm moves on to the first neighbour that is better than the current solution (lines 7 to 18 in Algorithm 2) and, thus, it might not always choose ''the best'' neighbour in N 1 (A ), as the SD does. The algorithm stops once the entire neighbourhood of the current solution A has been generated and no neighbour results in a better BAC. Unlike the SD algorithm, the ND is not deterministic as it chooses the next neighbour BAC A to be generated in a random way. This is why several runs must be performed to evaluate the algorithm performance.
C. TABU SEARCH ALGORITHM
Unlike the algorithms described in the previous sections, tabu search is a local search technique guided by the use of adaptive or flexible memory structures [35] . Further, as the ND algorithm, the TS algorithm is not deterministic. Moreover, as mentioned at the beginning of this section, neighbourhood N 1 is no longer valid and, thus, we use N 2 instead.
Although tabu search has been applied to several other combinatorial optimisation problems (see for instance [35] - [39] and [40] ), to the best of our knowledge, it has not yet been applied to the BAO problem.
As for the SD and the ND, the tabu search algorithm also starts with an initial BAC for which its objective function value is computed (line 2 in Algorithm 3). Then, the defined neighbourhood is generated, and the associated FMO problems are solved (line 9 in Algorithm 3). Since the neighbourhood N 2 has a stochastic component, it is no possible to generate the ''entire'' neighbourhood of a BAC A (as we did in the steepest descent algorithm). Thus, we need to define a neighbourhood size, ns, which indicates the number of BAC that are allowed to be part of N 2 (A ). In this paper we decide to keep ns = 10, so the all three local search implemented here work with the same number of neighbours. Moreover, tabu search implements a list, called tabu list (line 4 in Algorithm 3), that aims to avoid cycles during the search as well as increase the diversity of the search. Each time a neighbourhood is generated, the tuple of beam angles that produced the movement is marked as tabu. Once we have solved the FMO problem for all BACs within the neighbourhood of current BAC A , they are ranked and the one with the best objective function value is chosen as the current BAC for the next iteration, just as we did in the SD. However, if the best neighbour was generated from a tabu movement it should be discarded, and the next best neighbour of the list should be chosen (lines 11 to 14 in Algorithm 3). There is one exception to this rule: if the best neighbour is within the tabu list but its objective function value is better than the best objective function found so far by the algorithm, then the so called aspiration criterion is invoked and the neighbour is set as the new current BAC. In case the algorithm cannot make any improvement after a pre-defined number of iterations, a diversification mechanism is used to get out from low-quality neighbourhoods and ''jump'' to regions of the search space (lines 21 and 22 in Algorithm 3). The diversification mechanism implemented here is a restart method, which set the current BAC to a randomly generated BAC without losing the best solution found so far.
As Algorithm 3 shows, tabu search requires the following parameters
• maxIterAllowed: Total number of iterations the algorithm shall perform.
• diversBound: Total number of iteration without improvements on the best solution before diversification criterion (restart method) is applied.
• tabuListSize: Size of tabuList. This means, the number of iterations for which a specific movement remains banned.
• NeighbourhoodSize: Number of BACs in the neighbourhood. We apply the all three algorithms described in this section on a prostate case. Details on this case and the obtained results are presented in the next section.
IV. COMPUTATIONAL EXPERIMENTS
A clinical prostate case obtained from the CERR package [41] has been considered in this study. Figure 5 shows a transversal view of this case.
Boundaries of the target volume (tumour + margin in green), rectum (in light blue) and bladder (in yellow) are highlighted as the regions of interest in this study. We label the rectum and the bladder as organs at risk (OARs). Note that boundaries of the tumour and the bladder are overlapped which makes the problem a very complex one. Although not as overlapped as the bladder, some voxels from the rectum are also overlapped with the tumour boundaries. We point out the fact that, although overlapped, a voxel cannot belong to more than one region. Table 1 shows the desired gEUD values (eud r 0 column) for the tumour and the OARs as well as the corresponding values for parameters a r and ν r . Values for these parameters are similar to the ones used in [2] and [29] . The total number of voxels is about 56, 000. The number of decision variables (beamlets) depends on the BAC and ranges between 320 and 380. The number of beam angles N considered in a BAC is equal to 5. The dose deposition matrix A r is given for each BAC. We consider 72 beam angles, all of which are on the same plane. As we mentioned before, we use IPOPT as the solver for all non-linear optimisation problems. Since the steepest descent algorithm is deterministic, we run it only once per initial BAC. For the next descent algorithm and the tabu search algorithm, results show the average value obtained after 10 runs per initial BAC. For the TS, parameters are as follows: maxIterAllowed is set to 400. The diversBound parameter is set to 5, the tabuListSize is set to 7, and the NeighbourhoodSize is set to 10 (just as in the ND and the SD algorithms). Table 2 shows a comparison among tabu search, the steepest descent and the next descent algorithm we implement in this study w.r.t. their objective function value h(), starting from the set A (equispaced initial BACs). We mark, in bold, the best algorithm for each instance. Column BAC represents the initial BAC within the corresponding set of initial BACs (either A or B). Columns TS h(A * ) , SD h(A * ) and ND h(A * ) corresponds to the objective function values obtained by the tabu search, the steepest descent and the next decent algorithms, respectively. As we can see the tabu search algorithm implemented here shows, in average, a much better performance than both, the next descent and the steepest descent algorithms (positive values means cost savings). At first glance, this is at a cost of larger execution times. Further, tabu search finds out solutions that are, in average, 1.49% cheaper w.r.t. their objective function value when compared to the steepest descent algorithm and 1.47% when compared to the results obtained by the next descent algorithm. Notably, the next descent algorithm is very competitive w.r.t. the steepest descent even though it performs fewer objective function evaluations. Table 3 shows a comparison among the three algorithms we implement in this study w.r.t. both the number of function evaluations and the CPU time each algorithm needs before convergence, starting from initial BACs in the set A (equispaced BACs). Columns TS evals , SD evals and ND evals corresponds to the number of function evaluations the tabu search, the steepest descent and the next decent algorithms perform, respectively, before convergence. Columns TS time , SD time and ND time corresponds to the CPU time the tabu search, the steepest descent and the next decent algorithms need, respectively. Convergence times are discussed later in this section. Again, we mark in bold the fastest algorithm for each instance. Figures 6a, 6b and 6c respectively) considered in this study and a comparison among the convergence curves for these algorithms 6d.
As expected, the next descent algorithm results to be the fastest algorithm among the three local search strategies implemented here. Indeed, there is only one instance for which the steepest descent algorithm is faster than the next descent algorithm. However, for this instance, the next descent algorithm is better when we look at its objective function value. Tables 4 and 5 summarises the results obtained when starting from the set of random initial BACs. Observations made on the set of equispaced initial BACs still valid here, that is, the Tabu Search exhibits a better performance in terms of its objective function value, while the next descent algorithm is the fastest one. Again, differences between the next descent algorithm and the steepest descent algorithm w.r.t. objective function value are negligible.
We need to point out that, for the set of random initial BACs, tabu search does not obtain the best objective function for all initial BACs. In fact, there are two instances for which both the steepest descent and the next descent algorithms perform slightly better than tabu search. Similarly, when we look at the number of functions evaluations performed for each algorithm, we note that the steepest descent is faster than the next descent algorithm for two out of the 15 initial BACs. Next descent obtains better function evaluations for these two initial BACs, though.
We now focus on the convergence of each implemented algorithm. Figures 6a, 6b and 6c show the convergence for the TS, the SD and the ND algorithms, respectively. As we can see, the TS algorithm is the one that evaluates the largest number of BACs (around 400), while the SD and the ND algorithms only evaluates around 100 and 60 respectively. Further, as we can note in Figure 6a , the TS quickly converge to its best solution and no more improvements are made after ≈ 80 objective function evaluations (around ≈ 960 secs). This behaviour is repeated for the vast majority of the instances. Thus, if we restrict the TS algorithm to ≤ 100 objective function evaluations (≈ 1200 secs), it would become quite competitive not only in terms of the objective function value but also in terms of the time required by the algorithm to converge to goods quality solutions. Figure 6d shows how the three algorithms implemented here converges for one particular instance. It is interesting to note that although the SD and the ND algorithms make good progress during first iterations, the TS improvements are bigger and lead to better results overall. This is particularly true when we look the curves after 40 evaluations where both the SD and the ND algorithms make very small improvements while the TS shows an important convergence rate.
V. CONCLUSIONS AND FUTURE WORK
In this paper the beam angle selection problem is solved using three local search methods, namely the steepest descent, the next-descent and the tabu search algorithms. While the local search algorithms are used to move through different BACs, an exact algorithm called interior point method is used to produce optimal treatment plans for each evaluated BAC.
We considered a well-known objective function based on the gEUD and apply the implemented algorithms on a prostate case obtained from CERR database. Results show that the tabu search algorithm greatly improves the results obtained by both the steepest descent and the next-descent algorithms. Further, when we look at the convergence curves we realise that even if restricted in terms of time/iterations, Tabu search still outperforms both algorithms as it obtains better objective function values. Moreover, based on the results in this paper, we can say that the next descent algorithm consistently outperforms the steepest descent one. This is because it obtains pretty much same objective function values in a fraction of the time the steepest descent algorithm needs to converge.
Future work is two fold. On the one hand, we expect to include some ad-hoc rules such as geometrical constraints in neighbourhood definition. We hope this kind of constraints help us to better guide our local search. On the other hand, we intend to extend the TS proposed in this paper to the multi-objective BAO problem (MO-BAO). Moving on the MO-BAO problem means many more FMO problems to be solved and, consequently, many more optimisation problems to be solved. Thus, we need to explore different strategies that allow us to speed up our methods to meet clinically acceptable times.
Positive initial results reported in this paper should motivate more experiments using more clinical data as well as considering types of cancer different from the prostate case studied in this paper.
