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SPLS  framework  which  tests  model
reliability  by  ﬁtting  it  to  several  data
splits.
Framework  was  applied  to  brain
anatomy and  individual  items  of the
MMSE  score.
The  adequate  number  of  voxels  and
clinical items  was  selected  automati-
cally.
SPLS  found  two  associative  effects
between sparse  brain voxels  and
MMSE  items.
Projection  deﬂation  provided  better
results than  a classical  PLS  deﬂation.
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Background:  Supervised  classiﬁcation  machine  learning  algorithms  may  have  limitations  when  study-
ing  brain  diseases  with  heterogeneous  populations,  as  the labels  might  be unreliable.  More  exploratory
approaches,  such  as Sparse  Partial  Least  Squares  (SPLS),  may  provide  insights  into  the  brain’s  mecha-
nisms  by ﬁnding  relationships  between  neuroimaging  and  clinical/demographic  data.  The  identiﬁcation
of  these  relationships  has  the  potential  to improve  the  current  understanding  of  disease  mechanisms,
reﬁne  clinical  assessment  tools,  and  stratify  patients.  SPLS ﬁnds  multivariate  associative  effects  in the
data  by computing  pairs  of  sparse  weight  vectors,  where  each  pair  is used  to remove  its  corresponding
associative  effect  from  the data  by matrix  deﬂation,  before  computing  additional  pairs.artial Least Squares
euroimaging
ini-Mental State Examination
ementia
New  method:  We  propose  a  novel  SPLS  framework  which  selects  the  adequate  number  of  voxels  and
clinical  variables  to  describe  each  associative  effect,  and  tests  their reliability  by  ﬁtting  the  model  to
different  splits  of the  data.  As  a proof  of concept,  the  approach  was  applied  to  ﬁnd associations  between
grey  matter  probability  maps  and  individual  items  of the  Mini-Mental  State  Examination  (MMSE)  in a
clinical  sample  with  various  degrees  of dementia.
Results: The  framework  found  two statistically  signiﬁcant  associative  effects between  subsets  of  brain
voxels  and  subsets  of  the  questions/tasks.
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Comparison  with  existing  methods:  SPLS  was compared  with  its  non-sparse  version  (PLS).  The  use  of
projection  deﬂation  versus  a classical  PLS  deﬂation  was  also  tested  in  both  PLS  and  SPLS.
Conclusions:  SPLS  outperformed  PLS,  ﬁnding  statistically  signiﬁcant  effects  and  providing  higher  correla-
tion  values  in hold-out  data.  Moreover,  projection  deﬂation  provided  better  results.
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. Introduction
Pattern recognition algorithms have been successfully applied
o analyse neuroimaging data for a variety of applications, including
he study of neurological and psychiatric diseases. However, so far,
ost of these studies have focused on supervised binary classiﬁ-
ation problems, i.e. they summarise the clinical assessment into a
ingle measure (e.g. diagnostic classiﬁcation) and the output of the
odels is limited to a probability value and, in most cases, a binary
ecision (e.g. healthy/patient) (Ecker et al., 2010; Mourão-Miranda
t al., 2005; Nouretdinov et al., 2011; Orrù et al., 2012; Rao et al.,
011; Klöppel et al., 2008). This may  present itself as a limitation
hen applying machine learning techniques to study brain diseases
hose underlying disease process is not yet completely understood
nd, therefore, might have an unreliable categorical classiﬁcation.
More exploratory machine learning approaches, such as Partial
east Squares (PLS), may  provide useful insights into the brain’s
echanisms by ﬁnding relationships between different measures
i.e. views) from the same subjects, more speciﬁcally, between neu-
oimaging and clinical/demographic data in a clinical population.
y identifying these relationships, one can improve the current
nderstanding of disease mechanisms. PLS identiﬁes a projection
r latent space containing the relevant information in both views,
t does this by ﬁnding pairs of weight vectors which maximise the
ovariance between the projections of the two views. By studying
his latent space, one can learn about the underlying relationship
etween clinical information and brain measures. PLS was ﬁrst
ntroduced to neuroimaging by McIntosh et al., who  used PLS to
ompare encoding and recognition of faces using PET data as one
iew, and the reaction time of the subjects during a face matching
nd recognition task as the other view (McIntosh et al., 1996). Since
hen, it has been applied to neuroimaging data to investigate emo-
ional processing (Keightley et al., 2003), memory (Nyberg et al.,
996; Della-Maggiore et al., 2000), and personality (Keightley et al.,
003). PLS can also be used in a regression framework, i.e. to pre-
ict one view from the other. In this context, PLS has been applied
o predict the effects of nicotine on behaviour using data from a
MRI task (Giessing et al., 2007), and to analyse the relationship
etween the shapes of sub-cortical regions using features derived
rom structural MRI  scans (Rao et al., 2008). The technique has also
een applied to clinical studies, e.g. to study amyloid deposition
n patients with Alzheimer’s disease using PET images (Price et al.,
004), and to study the relationships between neuropsychologi-
al tests and MRI  volume measures in schizophrenia (Nestor et al.,
002). For an extensive review of the applications of PLS, please
efer to the paper by Krishnan et al. (2011).
One limitation of these PLS applications is that in high dimen-
ional datasets the interpretability of the models is very difﬁcult,
ue to the fact that PLS outputs pairs of non-sparse weight vectors,
hich means that all the features in both views will be used
or the model. In order to overcome this issue and to remove
oisy features, a variant of PLS called Sparse PLS (SPLS) has been
roposed. SPLS selects a subset of important features to be used in
he model, which greatly facilitates interpretability. The number
f features that are included in the model is controlled by a pair of
parsity hyper-parameters (one for each view). Sparse methods are
specially appealing when using high dimensional data, such as
rain scans, due to the fact that they automatically select the mosthed  by Elsevier  B.V.  This  is an  open  access  article under  the  CC  BY  license
(http://creativecommons.org/licenses/by/4.0/).
relevant voxels for the model. SPLS provides sparse weight vector
pairs, where each pair can be seen as a component describing a
multivariate associative “effect” in the data. After the algorithm
computes a weight vector pair, this is used to deﬂate the data matri-
ces, i.e. to remove the effect explained by these vectors from the
data. The process is then repeated to ﬁnd the next associative effect.
Some of the earlier applications of SPLS have been in the genetics
ﬁeld, e.g. Lê Cao et al. (2008) and Parkhomenko et al. (2009). These
studies proposed SPLS algorithms that are relatively fast, however,
the weight computation might not be very stable when the spar-
sity hyper-parameters are very strict, i.e. very sparse solutions are
enforced. Witten et al. (2009) and Witten and Tibshirani (2009)
proposed a SPLS algorithm that is slower than the previously men-
tioned approaches, but avoids this instability (this will be further
explained in Section 2.3.1).
While the use of SPLS in neuroimaging is not as extensive as
in genetics, there are a few such examples in the literature, e.g.
to investigate associations between genetics and fMRI (Le Floch
et al., 2012; Lin et al., 2014), structural MRI  ROIs and clinical
scores (Labus et al., 2015), and structural MRI  and Diffusion Ten-
sor Imaging (DTI) (Avants et al., 2010). A closely related method,
Sparse Canonical Correlation Analysis (SCCA), has been applied by
Avants et al. to investigate correlations between structural MRI
data (grey matter) and clinical variables coming from the Philadel-
phia Brief Assessment of Cognition (PBAC) (Avants et al., 2014). The
PBAC test contains 20 variables grouped into 5 psychometric sub-
scales, which test different cognitive and behavioral/comportment
deﬁcits. The authors ﬁtted 5 models, each one with the MRI  scans
as one view and the clinical variables of a speciﬁc sub-scale as the
other view. The results showed that SCCA was  able to ﬁnd rela-
tionships between psychometric batteries and grey matter density,
claiming to be the ﬁrst study to have done it (Avants et al., 2014).
Despite the interesting results obtained so far with SPLS and
SCCA models, these methods can be computationally demanding
when applied to high dimensional data. In order to reduce com-
putational time, previous studies have applied different strategies,
including: ﬁxing the level of sparsity instead of ﬁnding the opti-
mal  level (Avants et al., 2010); using sparsity only in one view
(Avants et al., 2014); applying a univariate dimensionally reduc-
tion step prior to SPLS (Le Floch et al., 2012); or summarizing the
neuroimaging information into brain regions (instead of perform-
ing the analysis voxel-wise) (Le Floch et al., 2012; Labus et al., 2015).
These strategies rely on a priori assumptions regarding data struc-
ture and sparsity levels, which might not align well with the true
underlying associative effects. In addition, previously proposed
SPLS/SCCA algorithms use deﬂation methods which are inherited
from non-sparse methods (PLS or CCA), but might be inappropriate
when used with sparse methods.
The use of sparsity in both views is still an issue in SPLS/SCCA
models, especially when the statistical signiﬁcance of the asso-
ciative effects is tested using permutation tests. If no a priori
sparsity assumptions are made, the computational time necessary
to optimise the sparsity hyper-parameters using a regular nested
cross-validation may  be too large. In order to make the method
computationally feasible, and to check how reliable is the weight
vector computation, we  propose a new framework which uses mul-
tiple hold-out datasets. This framework also applies a different
deﬂation strategy to the ones normally used with SPLS, and allows
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or each associative effect to have different levels of sparsity on
ach view.
By studying the effects described by the SPLS weight vector
airs, one can understand the relationships between patterns of
rain anatomy and clinical variables in speciﬁc patient popula-
ions (e.g. dementia). In addition, by projecting the data onto these
eights (latent space), one can try to stratify the patients in a
ess rigid way, and to help reﬁne current clinical assessment tools.
espite our previous application of SPLS to study sparse asso-
iations between brain scans and clinical/demographic variables
Monteiro et al., 2015), the use of sparsity on the clinical scores is
till often overlooked. Moreover, the clinical scores used are usu-
lly summary results of clinical exams. Some of these exams have
everal questions/tasks covering different areas of cognition, e.g.
he Mini-Mental State Examination (MMSE), which is often used
n patients with dementia. In some cases, it might be useful to
tudy not how different clinical/demographic variables are asso-
iated with the brain, but how the questions/tasks from a speciﬁc
linical exam associate with the brain. Such studies might help to
eﬁne the current clinical exams, which can be achieved by ﬁnding
hich questions/tasks are associated with changes in brain struc-
ure. However, it is also a more challenging problem, since the data
ncoded in individual questions/tasks is noisier than a summarised
linical exam score.
In this paper, we applied the proposed SPLS framework to a
ementia dataset containing structural MRI  data as one view, and
he scores for each individual MMSE  question/task as the other
iew. As far as we are aware, this is the ﬁrst study to do so. Spar-
ity was applied to both views and no a priori information about
he structure of the data was provided to the model, which distin-
uishes the present work from previous studies (Avants et al., 2014;
in et al., 2014). The lack of a priori assumptions allows the model to
reely look for associations in the data without being constricted by
re-deﬁned brain regions or sub-scales of clinical test scores. This
s especially important when the condition being studied still lacks
trong evidence to make assumptions regarding behaviour and its
elationship with brain structure.
Finally, the performance of both PLS and SPLS was compared
sing the proposed framework, and two deﬂation strategies were
ompared in their ability to generate statistically signiﬁcant weight
ector pairs, and how well they generalise for unseen data.
. Materials and methods
.1. PLS
Let us consider a matrix containing neuroimaging information
 ∈ Rn×p and a matrix containing clinical information Y ∈ Rn×q,
here n is the number of samples, p is the number of voxels and q
s the number of clinical variables. PLS computes a pair of weight
ectors u and v, such that the covariance between the projections
f X and Y onto these weight vectors is maximised (Wegelin, 2000):
maximise‖u‖2=‖v‖2=1 Cov(Xu, Yv)
= maximise‖u‖2=‖v‖2=1 uXYv
(1)
The solution of the problem expressed in Eq. (1) is obtained by
he rank-1 approximation of XY performed using Singular Value
ecomposition (SVD) (Lê Cao et al., 2008).
After the ﬁrst weight vector pair is computed, the effectescribed by these vectors is removed from the data by matrix
eﬂation, and the process is repeated in order to compute addi-
ional weight vector pairs. A brief description of some deﬂation
ethods will be presented in Section 2.3.3.nce Methods 271 (2016) 182–194
2.2. SPLS
In order to understand SPLS, it is important to introduce an older
method called Canonical Correlation Analysis (CCA) (Hotelling,
1936), which ﬁnds u, v such that the correlation between the pro-
jections X and Y onto these weight vectors is maximised (Corr(Xu,
Yv)):
maximiseu,v uXYv
subject to
uXXu  1, vYYv  1
(2)
Witten et al. proposed a sparse version of CCA, which works by
adding l1-norm constraints to the CCA optimisation problem:
maximiseu,v uXYv
subject to
uXXu  1, vYYv  1, ‖u‖1  cu, ‖v‖1  cv
(3)
However, due to the high dimensionality of the data, the matri-
ces XX and YY were substituted by identity matrices, which leads
to the following optimisation problem (Witten et al., 2009):
maximiseu,v uXYv
subject to
‖u‖22  1, ‖v‖22  1, ‖u‖1  cu, ‖v‖1  cv
(4)
where cu and cv are the regularisation hyper-parameters that con-
trol the l1-norm (‖·‖1) constraints of u and v, respectively. The
l1-norm constraints impose sparsity, which means that the lower
the values of cu and cv are, the stronger the l1 constraint on the cor-
responding view is. However, this type of constraint can only select
up to n features if p > n, moreover, it will remove features which are
relevant for the model, but correlated with other features which are
already included. This issue is addressed by the addition of l2-norm
constraints (Zou and Hastie, 2005). In order for both l1-norm and l2-
norm constraints to be active, the values of the hyper-parameters
must be 1  cu 
√
p and 1  cv 
√
q (Witten et al., 2009).
This method is referred to as “diagonal penalised CCA” in the
original paper (Witten et al., 2009). However, what is being max-
imised is no longer the correlation between the projections, but the
covariance, which makes this problem equivalent to SPLS.
The weight vectors u and v have the same length as the number
of features in the corresponding view, i.e. u ∈ Rp×1 and v ∈ Rq×1.
They represent the latent space found by SPLS, capturing multi-
variate associative effects between the two  views. Since sparsity
constraints are applied to the model, several entries of u and v will
be equal to zero. By looking at the paired vectors, one can identify
the features in each view related with each associative effect. In
summary, each weight vector pair u and v captures a multivariate
associative effect between both views, in the present paper, it will
capture an association between a subset of voxels in brain scans
and a subset of individual items in a clinical exam (MMSE).
2.2.1. SPLS algorithm
The problem expressed in Eq. (4) is solved by the following
algorithm (Witten et al., 2009):1 Let C ← XY
2 Initialise v to have ‖v‖2 = 1
3 Repeat until convergence:
(a) Update u:
roscience Methods 271 (2016) 182–194 185
4
w

x
o
P
i
e
s

i
C

d
a
a
p
s
r
o
h
2
h
d
t
2
o
t
(
i
w
f
T
b
r
b
t
o
m
o
t

w
w
c
t
an approach which uses hold-out datasets {X*, Y*}.
The statistical evaluation step is summarised in Fig. 2, which
starts by training a model with all the train/test data using the opti-
mal  hyper-parameters selected in the previous step (Section 2.3.1),J.M. Monteiro et al. / Journal of Neu
i. u ← Cv
ii. u ← S(u,u)‖S(u,u)‖2 , where u = 0 if this results in ‖u‖1 cu;
otherwise, u is set to be a positive constant such that
‖u‖1 = cu.
(b) Update v:
i. v ← Cu
ii. v ← S(v,v)‖S(v,v)‖2 , where v = 0 if this results in ‖v‖1  cv;
otherwise, v is set to be a positive constant such that
‖v‖1 = cv.
 Deﬂate C
here S(·, ·) is the soft-thresholding operator deﬁned as S(a,
) = sgn(a)(|a| − )+, where  > 0 is a constant and x+ is equal to
 if x > 0 and x = 0 if x  0 (Witten et al., 2009). The initialisation
f v in step 2 can be done in several ways (Witten et al., 2009;
arkhomenko et al., 2009; Waaijenborg et al., 2008), in this study,
t was done by taking the ﬁrst component of the SVD of C (Witten
t al., 2009). u and v have to be set so that the l1-norm con-
traints are obeyed. This is done by iteratively searching for u and
v, such that ‖u‖1 ≈ cu and ‖v‖1 ≈ cv.
In other SPLS algorithms, the sparsity is set by adjusting 
nstead of the l1-norm constraints (Parkhomenko et al., 2009; Lê
ao et al., 2008). This will make the algorithms faster, since u and
v do not have to be searched iteratively. However, by setting 
irectly, there are situations in which this value might be too high
nd all the entries of u or v will be set to zero, i.e. no variables
re included in the model. The exact value of  for which this hap-
ens is dataset dependent. On the other hand, by using cu or cv to
et ‖·‖1 = 1, there is a guarantee that at least one entry of the cor-
esponding weight vector will be different than zero (i.e. at least
ne variable is included), making the range of the regularisation
yper-parameters easier to deﬁne.
.3. Learning and validation framework
The proposed framework is divided into three main parts:
yper-parameter optimisation, statistical evaluation, and matrix
eﬂation. These will be addressed in Sections 2.3.1–2.3.3, respec-
ively.
.3.1. Hyper-parameter optimisation
Several studies have used k-fold cross-validation to select the
ptimal model hyper-parameters using the correlation between
he projections of the data onto the weight vectors as a metric
Parkhomenko et al., 2009). Since the number of samples available
n neuroimaging datasets is usually small, the natural tendency
ould be to use more folds with a lower number of samples per
old, which increases the variance of the cross-validation results.
o overcome this issue, the proposed framework uses an approach
ased on random subsampling of the data.
The proposed framework starts by removing 10% of the data
andomly and keeping it as a hold-out dataset (Fig. 1), which will
e used later for the statistical evaluation (Section 2.3.2). Then, the
rain/test dataset is randomly split 100 times into a training set (80%
f the data) and a testing set (20% of the data). For each split, the
odel is trained on the training set, the testing data are projected
nto the resulting weight vector pair, and the correlation between
he projections of the two views is computed:
k = |Corr(Xku(−k), Ykv(−k))| (5)
here Xk and Yk denote the testing sets; and u(−k) and v(−k) are the
eight vectors computed using the training data.
The average correlation of K splits (where K = 100) for a spe-
iﬁc hyper-parameter combination (cu, cv) is then computed using
he arithmetic mean: cu,cv = 1K
∑K
k=1k. This procedure is repeatedFig. 1. Hyper-parameter optimisation framework.
for several hyper-parameter combinations spanning the full hyper-
parameter range, and the combination with the highest average
correlation is selected, i.e. a grid-search is performed. The selected
hyper-parameter combination will then be used to train the models
in the statistical evaluation step (Section 2.3.2).
By doing this random subsampling procedure, we are increas-
ing both the number of correlation values (k) used to compute
the average correlation ( ¯cu,cv ), and the size of the testing datasets,
which should make the estimation of the average correlation per
hyper-parameter combination ( ¯cu,cv ) more stable. Please note that
the same random splits are performed for each hyper-parameter
combination. Also, the grid-search is performed using 40 equidis-
tant points in 1  cu 
√
p and 1  cv 
√
q, which makes a total
of 1600 hyper-parameter combinations. The plots showing the
average absolute correlation for different hyper-parameter values
(hyper-parameter space) are provided in the supplementary mate-
rial of this paper.
2.3.2. Statistical evaluation
When testing the statistical signiﬁcance of an associative effect
using a permutation test with a nested cross-validation framework,
one has to re-train the model for every permutation, including the
hyper-parameter optimisation step. Unfortunately, when dealing
with very high-dimensional data, such as whole-brain images, this
can be computationally prohibitive. In order to assess the statis-
tical signiﬁcance of the weight vector pairs without performing a
hyper-parameter optimisation for each permutation, we proposeFig. 2. Permutation framework.
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he hold-out data are projected onto these vectors and the absolute
orrelation between the projections is computed:
 = |Corr(X∗u, Y∗v)| (6)
here u and v are the weight vectors obtained by training the model
ith the train/test dataset.
During the permutation, the order of the samples in one of the
iews is permuted while leaving the other view untouched, this will
estroy the relationship between the two views. The model is then
rained again with the permuted data and the absolute correlation
etween the projections is computed:
b = |Corr(X∗ub, Y∗vb)| (7)
here ub and vb are the weight vectors obtained by training the
odel with the permuted train/test dataset for permutation b. The
rocess is then repeated B times (re-training the model with the
ermuted dataset, and projecting the hold-out data onto the com-
uted weight vectors).
Finally, the statistical signiﬁcance of the weight vector pair is
ested using the following null-hypothesis, Hs: “There is no rela-
ionship between the two views, therefore the correlation obtained
ith the original data is not different from the correlation obtained
ith the permuted data”. If the probability of obtaining a correla-
ion as large (or larger) than the original one is very low, i.e. p-value
s very low, then we can reject the null-hypothesis and conclude
hat the found associative effect is statistically signiﬁcant.
The p-value is calculated in the following way:
 = 1 +
∑B
b=11b
B + 1 (8)
here B is the number of permutations,  is the correlation
btained when training the models using the non-permuted data,
nd b is the correlation obtained when training the models using
he permuted dataset during permutation b. The addition of 1 in
he nominator and denominator of Eq. (8) is equivalent to includ-
ng  in the permutations. This will guarantee that p > 0 and that
 minimum number of permutations will have to be performed in
rder to obtain a low enough p-value.
Due to the small sample sizes usually associated with neu-
oimaging datasets, the p-value may  be estimated using a small
old-out dataset, which can lead to high variance in the results,
epending on how the data were split. In order to make the model
stimation more robust, the proposed framework uses several
old-out datasets. After the p-value is obtained, the process goes
ack to the beginning (Section 2.3.1) and is repeated 9 times, which
eans that in the end 10 p-values are obtained: one for each ran-
om split of the hold-out dataset. A criteria is then necessary to
etermine if there are any statistically signiﬁcant effects in the
ata that are being ﬁtted by SPLS, this can be done by using the
oncept of the omnibus hypothesis.  The omnibus hypothesis was
reviously proposed for mass-univariate statistical tests, where a
tatistical test is performed on each voxel j in region R, in order
o test a null-hypothesis Hj. In this case, the combined hypothe-
is HR over all the voxels is the following: “All the hypothesis Hj
re true”. This is known as the omnibus hypothesis and, as one can
ee, will be rejected if any of the Hj hypothesis is rejected (Holmes,
994; Nichols and Holmes, 2001). In the present work, we propose
he use of this concept to evaluate groups of random splits of the
ata. In this case, the omnibus hypothesis Homni is: “All the null-
ypothesis Hs are true”. In other words, if any of the 10 p-values
obtained using the 10 random splits of the data) is statistically
igniﬁcant, then, the omnibus hypothesis will be rejected. All the
-values should be corrected for multiple comparisons by perform-
ng a Bonferroni correction, i.e. in order to have a family-wise error
ate of 0.05:  ˛ = 0.05/10 = 0.005. Therefore, the omnibus hypothesis
ill be rejected if any of the 10 splits has p  0.005.nce Methods 271 (2016) 182–194
Finally the statistically signiﬁcant weight vector pair with the
lowest p will be selected to be used for matrix deﬂation (Sec-
tion 2.3.3). In case several weight vector pairs have the same
p-value, the one with the highest hold-out correlation (Eq. (6)) is
selected.
2.3.3. Matrix deﬂation
If the omnibus hypothesis is rejected (Section 2.3.2), then the
effect found by SPLS is statistically signiﬁcant and needs to be
removed from the data, in order to look for potential additional
effects. This is done by matrix deﬂation, removing the effect
described by the weight vector pair h before computing the next
pair (h + 1). Witten et al. described the following deﬂation method
(Witten et al., 2009):
dh = uh Chvh
Ch+1 ← Ch − dhuh vh
(9)
This type of deﬂation is known as Hotelling’s deﬂation, which is
used in several algorithms, including Principal Component Anal-
ysis (PCA) (Mackey, 2008). However, as noted by Mackey (2008),
PCA extracts the leading eigenvectors of a variance matrix. When
a sparse version of PCA is used (SPCA), this extracts pseudo-
eigenvectors, which do not have the same properties as regular
eigenvectors. Thus, the orthogonality property of the Hotelling’s
deﬂation does not hold. When SPLS is used in neuroimaging with
non-orthogonal weight vector pairs, it can lead to cases where these
will express the same effect, instead of ﬁnding new effects after
each deﬂation (Monteiro et al., 2014). In order to avoid this, the
proposed framework uses a different deﬂation method, which tries
to force the orthogonality of the weight vector pairs. This method
removes the covariance explained by uh and vh from X and Y, by
projecting the data matrices onto the space spanned by the corre-
sponding weight vector, and subtracting this from the data:
Xh+1 ← Xh(Ix − uhuh ) = Xh − (Xhuh)uh
Yh+1 ← Yh(Iy − vhvh ) = Yh − (Yhvh)vh
(10)
This method has been previously described for SPCA as “projection
deﬂation” (Mackey, 2008). Another disadvantage of the Hotelling’s
deﬂation is that it is applied to the covariance matrix and not to the
individual data matrices, which would make it incompatible with
the current framework.
Finally, there is a deﬂation step which has been used in SPLS (Lê
Cao et al., 2008, 2009), but is inherited from PLS (Wegelin, 2000):
h = Xh
uh
u
h
uh
, ωh = Yh
vh
v
h
vh
ah = Xh
h


h h
, bh = Yh
ωh
ω
h
ωh
Xh+1 ← Xh − hah
Yh+1 ← Yh − ωhbh
(11)
This deﬂation approach was  compared with the projection deﬂa-
tion approach used in the proposed framework.
The SPLS results were also compared with the results acquired
by applying the same framework with PLS. Please note that in this
case there are no hyper-parameters to optimise, thus, the step
described in Section 2.3.1 is not performed.
2.4. Projection onto the SPLS latent spaceThe data can be projected onto the statistically signiﬁcant
weight vectors from both image and clinical views: h = Xuh ,
ωh = Yvh. As previously mentioned, these weight vectors represent
the SPLS latent space. The projection of the data onto this space
roscience Methods 271 (2016) 182–194 187
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Table 1
PLS p-values computed with 10 000 permutations. All p-values are rounded to 4
decimal places.
PLS (u, v) pair
Split PLS deﬂation Proj. deﬂation
1 2 3 2 3
1 0.0690 0.0193 0.8619 0.4635 0.9853
2  0.2825 0.0655 0.0422 0.0323 0.3175
3  0.0120 0.2718 0.0173 0.4599 0.0609
4  0.0902 0.4255 0.4968 0.0742 0.4836
5  0.0924 0.9607 0.9855 0.9152 0.2106
6  0.0844 0.3984 0.1593 0.3412 0.5270
7  0.0866 0.1860 0.7745 0.9767 0.8342
8  0.0894 0.0479 0.1417 0.3052 0.6869
9  0.1233 0.1396 0.3932 0.3170 0.5775
Since PLS was not able to reject the omnibus hypothesis, no
weight vectors are presented in this section. For comparative pur-
poses, the average of the weight vectors for the ﬁrst effect can be
seen in Appendix B.1.
Table 2
SPLS p-values computed with 10 000 permutations (statistically signiﬁcant results
are  shown in bold). All p-values are rounded to 4 decimal places.
SPLS (u, v) pair
Split PLS deﬂation Proj. deﬂation
1 2 3 2 3
1 0.0007 0.2476 0.3754 0.0376 0.0583
2  0.0068 0.2365 0.3585 0.0041 0.1769
3  0.0002 0.6051 0.0460 0.5298 0.5029
4  0.0002 0.9637 0.2013 0.0509 0.2841
5  0.0001 0.5711 0.9273 0.0012 0.3978
6  0.0005 0.6613 0.1107 0.0782 0.3267
7  0.0001 0.6073 0.3526 0.0256 0.0066J.M. Monteiro et al. / Journal of Neu
ay  bring insights about their structure, which can potentially be
sed for patient stratiﬁcation.
.5. Dataset
The data used in the preparation of this article were obtained
rom the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
atabase (adni.loni.usc.edu). The ADNI was launched in 2003 as a
ublic-private partnership, led by Principal Investigator Michael
. Weiner, MD.  The primary goal of ADNI has been to test
hether serial Magnetic Resonance Imaging (MRI), Positron Emis-
ion Tomography (PET), other biological markers, and clinical
nd neuropsychological assessment can be combined to measure
he progression of mild cognitive impairment (MCI) and early
lzheimer’s disease (AD). For up-to-date information, see www.
dni-info.org.
SPLS was applied to investigate the association between the grey
atter maps and the individual scores of the questions/tasks of the
MSE, which is a quite widely used exam that is performed on
atients with dementia (Folstein et al., 1975). The dataset consisted
f a subset of 592 unique subjects from the ADNI: 309 males (aver-
ge age 74.68 ± 7.36) and 283 females (average age 72.18 ± 7.50).
hese subjects were clinically labeled as being either healthy, suf-
ering from MCI, or suffering from AD. The T1 weighted MRI  scans
ere segmented into grey matter probability maps using SPM12,
ormalised using DARTEL, converted to MNI  space with voxel size
f 2 mm × 2 mm × 2 mm  and smoothed with a Gaussian ﬁlter with
 mm FWHM.  A mask was then generated, this selected voxels
hich had an average probability of being grey matter equal or
igher than 10% for the whole dataset. This resulted in 168 130
oxels per subject being used.
Each question/task of the MMSE  was coded in the following
ay: the subjects were given a score of 1 if the answer was cor-
ect, or the task was performed correctly; and a score of 2 if the
nswer was wrong, or the task was not performed correctly. The
xam is conducted by a clinician and is divided into ﬁve categories,
ach containing different questions/tasks, which test ﬁve different
ognitive domains (Folstein et al., 1975):
Orientation (questions 1 to 10) — These are related with temporal
and spatial orientation.
Registration (questions 11 to 13) — The clinician names three
objects and asks the patient to repeat all three. There is an extra
question (13.a) in which the clinician writes down the number of
trials that the subject had to take.
Attention and Calculation (questions 14 to 18) — The subject is
asked to spell the word “world” backwards (i.e. “D”, “L”, “R”, “O”,
“W”). A score is attributed for each letter, and the subject is only
given a good score if the letter is in the correct order.
Recall (questions 19 to 21) — The subject is asked to name the
three objects named before (questions 11 to 13).
Language (questions 22 to 30) — These questions/tasks involve
recognising and naming objects (e.g. naming a watch and a pen-
cil), repeating a sentence, understanding verbal commands (e.g.
“take a paper with the right hand”, “fold it in half”, “put it on the
ﬂoor”), reading, writing, and drawing.
For a detailed list of the questions/tasks, please refer to Appendix
. All the features in both views (image and clinical) were mean-
entered and normalised to have standard deviation equal to 1.
. Results.1. Statistical signiﬁcance testing
Table 1 shows the p-values obtained by using PLS with the pro-
osed framework, as we can see, the omnibus hypothesis Homni10  0.0224 0.0289 0.1805 0.9831 0.7565
Rej. Homni No No No No No
(Section 2.3.2) could not be rejected, i.e. p > 0.005 for all the splits.
Although the proposed framework would stop as soon as a statis-
tically signiﬁcant weight vector pair could not be found, i.e. in the
ﬁrst associative effect for the considered dataset, the algorithm was
run until 3 associative effects were found, in order to assess how
the different deﬂation methods behave with PLS and SPLS.
The p-values obtained with SPLS can be seen in Table 2. In this
case, Homni was  rejected twice: for the ﬁrst and second associative
effects using projection deﬂation. No statistically signiﬁcant results
were obtained when using a PLS deﬂation.
3.2. Generalisability of the weight vectors
Fig. 3 shows the average absolute correlation on the 10 hold-out
datasets obtained with both PLS and SPLS, using the two types of
deﬂation. The average absolute correlation on the hold-out datasets
exhibits a consistent downward trend, and seems to be higher when
PLS deﬂation is applied with PLS. However, when SPLS is used, pro-
jection deﬂation seems to perform better, exhibiting higher average
correlation values on the hold-out datasets, and having smaller
standard deviation (which is reﬂected by the smaller error bars).
3.3. Weight vectors or associative effects
3.3.1. PLS8  0.0016 0.9777 0.4515 0.0405 0.1126
9  0.0004 0.0713 0.4301 0.0002 0.0692
10  0.0001 0.1618 0.1817 0.2745 0.4399
Rej. Homni Yes No No Yes No
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.3.2. SPLS
Unlike PLS, SPLS found statistically signiﬁcant sparse weight
ectors, representing associative effects between clinical (Fig. 4)
nd image views (Fig. 5). This section will only present the sta-
istically signiﬁcant weight vectors, which were obtained using
rojection deﬂation. For comparative purposes, the averages of
he weight vectors for the second effect using PLS deﬂation and
rojection deﬂation are presented in Appendix B.2.
.3.2.1. First associative effect. As previously mentioned, each
eight vector pair represents a multivariate associative effect
etween the two views (brain voxels and clinical variables), i.e. the
linical weight vector will show a subset of clinical variables asso-
iated with a subset of brain voxels displayed in the image weight
ector. Fig. 4(a) shows the ﬁrst clinical weight vector. It is possible
o see that only 15 out of 31 clinical variables were selected. These
elonged mainly to the “Orientation”, “Attention and Calculation”,
nd “Recall” domains. One variable was selected in the “Language”
omain. The weight vector corresponding to the ﬁrst image weight
ector can be seen in Fig. 5(a). As we can see, the weight map  is
ig. 4. (a) First clinical weight vector; (b) Second clinical weight vectors. The sign
f  the second weight vector was inverted for visualisation only (in order to be
onsistent with the ﬁrst weight vector pair).n on the hold-out datasets.
very sparse and the regions found have been previously associated
with memory (e.g. hippocampus and amygdala) (Jack et al., 2000).
Using the Automated Anatomical Labeling (AAL) atlas (Tzourio-
Mazoyer et al., 2002), it is possible to summarise the image weight
vectors by ranking the regions of the atlas by their average absolute
weight value. The average was used to take into account the differ-
ent atlas region sizes, i.e. the larger the fraction of voxels equal to
zero in a region is, the lower the average absolute weight in that
region will be. Table 3 shows the top 10 regions for the ﬁrst image
weight vector. For the complete list of regions, please refer to the
supplementary material of the paper.
3.3.2.2. Second associative effect. The second clinical weight vec-
tor was not as sparse as the previous one (Fig. 4(b)): 28 out of
31 variables were selected. The magnitudes of the weights for
the “Recall” domain are substantially smaller than on the previ-
ous weight vector pair, while the absolute values of the weights
on the “Registration”, “Attention and Calculation”, and “Language”
domains are greater. The voxels found by the second image weight
vector (Fig. 5(b) and (d)) were less localised than the ones in the ﬁrst
image weight vector, these were present mostly in the temporal
lobes, hippocampus, and amygdala. The second associative effect
seems to capture an association between all domains of the MMSE
score and mainly temporal regions in the left brain hemisphere.
The top 10 regions for the second image weight vector can be
seen in Table 4. For the complete list of regions, please refer to the
supplementary material of the paper.
Please note that most voxels in Fig. 5(a) and (b) have positive
weights, while most signs of the corresponding clinical weight
vector have negative weights (Fig. 4(a) and (b)). This means that
both effects follow the same tendency: high grey matter density
(high image weights) are associated with generally low values in
Table 3
Top 10 atlas regions for the ﬁrst image weight vector.
Atlas region # voxels found
Amygdala L 98
Amygdala R 90
Hippocampus R 175
Hippocampus L 152
ParaHippocampal R 92
ParaHippocampal L 44
Lingual L 9
Precuneus L 2
Precuneus R 1
Temporal Pole Sup L 1
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Fig. 5. (a) First image weight vector; (b) Second image weight vector; (c) 3D visualisation of the features selected for the ﬁrst image weight vector; (d) 3D visualisation of the
features selected for the second image weight vector. Red regions denote positive weights and blue regions denote negative weights (very small region on the second weight
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he  references to colour in this ﬁgure legend, the reader is referred to the web versi
he clinical questions/tasks (i.e. the task was performed correctly,
ection 2.5), and vice versa.
.4. Projection onto the SPLS latent spaceAll the available data were projected onto the weight vector
airs computed using SPLS, in order to bring insights about struc-
ure in the data, and to potentially stratify patients (Section 2.4).
able 4
op 10 atlas regions for the second weight vector.
Atlas region # voxels found
Amygdala L 36
Temporal Inf L 292
Hippocampus L 88
Amygdala R 11
ParaHippocampal L 53
Fusiform L 78
Temporal Inf R 64
Hippocampus R 22
Occipital Inf L 12
Temporal Mid  L 76y (in order to be consistent with the ﬁrst weight vector pair). (For interpretation of
this article.)
Since PLS was  not able to ﬁnd statistically signiﬁcant weight vector
pairs, the projections for this method will not be presented.
Fig. 6(a) shows the projection of the data onto both SPLS image
weight vectors, while Fig. 6(b) shows the projection of the data
onto both SPLS clinical weight vectors. Each point represents the
projection of one subject’s data onto the subspace deﬁned by the
weight vector pair, where its color is given based on the clinical
diagnosis. The horizontal axes (1 and ω1) correspond to the
projections onto the ﬁrst weight vector, and the vertical axes (2
and ω2) correspond to the projections onto the second vector.
As we can see, there are no deﬁned clusters, however, there
seems to be a continuous distribution of subjects from lower to
higher degrees of neurodegeneration.
4. Discussion
Our results show that the proposed SPLS framework was  able
to detect two  statistically signiﬁcant associative effects between
grey matter maps and individual questions/tasks of the MMSE
score when using sparsity constraints on both views. To the best
of our knowledge, this has not been previously shown. These
results are particularly interesting as the information encoded
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n the individual question/task level is very noisy, however, it
lso expresses more subtle effects in the data when compared
ith a summarised ﬁnal exam score. The ﬁrst effect captured an
ssociation mainly between the “Orientation”, “Attention and Cal-
ulation” and the “Recall” domains on the clinical view, and brain
egions such as the amygdala and hippocampus. While the second
ffect captured an association between most clinical variables, and
egions mainly on the left brain hemisphere, including temporal
egions. These results were achieved by imposing sparsity in both
iews, and without using any a priori assumption regarding data
tructure, which might be useful when it is not possible to have
ne. Moreover, the projection of the subjects onto the latent SPLS
pace showed a consistent distribution of the subjects from lower
o higher degrees of neurodegeneration.
Projection deﬂation has shown to provide more reliable weight
ectors when compared with the commonly used PLS deﬂation
ethod. When comparing the different deﬂation approaches, the
esults showed that only by using projection deﬂation it was pos-
ible to ﬁnd a second statistically signiﬁcant associative effect with
PLS. Moreover, projection deﬂation provided a higher average cor-
elation on the hold-out datasets, i.e. the model generalises better
or unseen data.
The proposed framework was also tested with PLS. Our results
howed that SPLS performed better than PLS, not only by being
ble to ﬁnd statistically signiﬁcant associative effects, but also by
mproving the interpretability of the weight vector pairs due to
heir sparsity, and by generalising better for unseen data (which
an be demonstrated by an increase in average correlation obtained
n hold-out datasets).
.1. Multiple hold-out framework
In the present study, we proposed a SPLS framework which uses
ultiple random splits for the hold-out dataset. By performing a
igniﬁcance test on each random split, the framework checks how
eliable the weight vector computation is to data perturbations,
aking it more robust than approaches based on a single split.
The estimation of the sparsity levels for both views without priori assumptions allows for greater ﬂexibility when trying to
nd the best model to describe a particular associative effect in the
ata. Moreover, these levels are not ﬁxed for every weight vector
air, which means that each associative effect will be described by(b) Projection of the clinical data onto the clinical weights.
the right level of sparsity in each view, i.e. the proposed approach
will ﬁnd the necessary number of voxels and clinical variables to
describe each associative effect.
One of the main advantages of the proposed framework
when compared with a more widespread nested cross-validation
approach is its computational speed. Nested cross-validation con-
sists in performing a two  level cross-validation, where, for each
training fold, an inner cross-validation procedure is performed for
every hyper-parameter combination, in order to select the opti-
mal  hyper-parameter combination to be applied in the outer fold.
This is a quite computationally intensive procedure, since hyper-
parameter selection will have to be repeated for each permutation
during the statistical evaluation. Even if nested cross-validation
were to be applied to this problem with a small number of folds
(5 inner folds and 5 outer folds) and permutations (1000), it
would require 40 045 005 SPLS computations, whereas the pro-
posed framework with 100 subsamples (which should provide a
more stable hyper-parameter selection) and 10 000 permutations,
computed SPLS 1 700 010 times, which corresponds to approxi-
mately 4% of the number of computations that would have been
necessary with a nested cross-validation framework. For the details
of how these values are calculated, please refer to Appendix C.
Witten et al. proposed a hyper-parameter optimisation pro-
cedure based on permutations where, for each hyper-parameter
combination, the p-value of the correlation using all the data was
computed and the combination with the lowest p was selected
(Witten and Tibshirani, 2009). This method will choose the hyper-
parameters for which the distance between the true correlation
and the null distribution of the correlations is the largest, however,
this might not be the same hyper-parameters that maximise the
correlation of the projections using testing data, which is what the
proposed subsampling approach will try to achieve (Section 2.3.1).
Moreover, the permutation based method may require a very large
amount of permutations in order to enable correction for multiple
comparisons.
4.2. Previous SPLS/SCCA applications to structural MRI  and
clinical scoresTo our knowledge, using SPLS to study the effects in the brain by
imposing sparsity on both voxels and individual questions/tasks of
a cognitive exam has not been done before.
roscie
m
l
b
T
p
t
2
a
o
a
s
v
a
t
i
4
s
t
v
c
t
f
4
S
h
e
B
t
v
d
w
f
i
w
t
4
(
t
f
d
t
r
m
w
t
n
t
v
T
d
M
r
a
a
GJ.M. Monteiro et al. / Journal of Neu
The investigation of multivariate associations between gray
atter probability maps and clinical scores at the question/task
evel allows for greater ﬂexibility, making the model unconstricted
y pre-deﬁned brain regions or sub-scales of clinical test scores.
his may  lead to the discovery of new associations that were not
reviously described in the literature.
Avants et al. have previously performed an analysis using struc-
ural brain images and the results of a clinical exam (Avants et al.,
014). However, the authors analysed each one of the domains sep-
rately without imposing sparsity on the clinical view (sparsity was
nly applied on the image view), whereas this experiment takes
ll questions from the MMSE  at the same time with sparsity con-
traints on both views. This allows the model to exclude clinical
ariables which are not relevant when explaining the covariance
ssociated with each effect. Moreover, Avants et al. also restricted
heir study to the ﬁrst weight vector pair and used a different clin-
cal exam (PBAC).
.3. Statistical signiﬁcance testing
SPLS with projection deﬂation was able to ﬁnd two  statistically
igniﬁcant associative effects in the data, while PLS was  not able
o ﬁnd any. This result may  be related to the fact that SPLS pro-
ided a higher average hold-out correlation (Fig. 3). The sparsity
onstraints used by SPLS allow the method to exclude noisy fea-
ures, which will result in a model with a better ability to generalise
or unseen data.
.4. Comparison between deﬂation approaches
Projection deﬂation performed much better when applied to
PLS than the commonly used PLS deﬂation, being able to provide
igher values of average correlation on the hold-out dataset (Fig. 3).
The role of the deﬂation step is to remove the associative effect
xpressed in the current weight vector pair from the data matrices.
oth PLS and SPLS capture the strongest effect in the data with
he ﬁrst weight vector pair, after the covariance explained by this
ector pair is removed, the signal-to-noise ratio in the data will
ecrease. This property allows the effects to be ranked, since each
eight vector pair will explain more covariance in the data than the
ollowing ones. Our results suggest that using deﬂation strategies
nherited from non-sparse methods might not be the best approach
hen dealing with sparse methods, these algorithms should have
heir own appropriate deﬂation steps.
.4.1. Multivariate associative effects
The ﬁrst SPLS clinical weight vector is particularly interesting
Fig. 4(a)). The domains with the most prominent contribution to
he weight vector were consistent with what it would be expected
rom a population with AD patients. All the questions in the “Recall”
omain were chosen, while none of the questions in the “Registra-
ion” domain were selected. This suggests that whether patients
emember words that were recently presented to them explains
ore covariance in the data than whether they repeat the words
hen they are ﬁrst presented (which is reﬂected by the “Registra-
ion” domain). This was expected, since the inability to remember
ew information is one of the earliest and most prominent symp-
oms of AD (Galton et al., 2001). The regions associated with these
ariables, displayed by the image weight vector (Fig. 5(a), (c), and
able 3), have been previously described as being associated with
ementia (Jack et al., 2000; Chan et al., 2001; Galton et al., 2001).
oreover, Table 3 and Fig. 5(c) show that there is symmetry in theegions selected (e.g. hippocampus, parahippocampal gyrus, and
mygdala), which is consistent with the symmetric brain region
trophy that has been described in the literature (Chan et al., 2001;
alton et al., 2001).nce Methods 271 (2016) 182–194 191
Another interesting result is that only the last three vari-
ables (out of ﬁve) in the “Attention and Calculation” domain were
selected, and with increasing absolute weight. During this part of
the MMSE, the subject is trying to spell the word “world” back-
wards, each variable corresponds to whether the subject replied
with the correct letter or not. The results seem to suggest that there
might be some effect during this task that is dependent on the order
of the letters.
Please note that unlike previous studies (Avants et al., 2014;
Lin et al., 2014), no a priori assumptions regarding the structure of
the data are used. The exclusion of virtually two entire domains
(“Registration” and “Language”) was purely data-driven. Also, no
information regarding brain structure was  provided to the algo-
rithm, e.g. region information based on a brain atlas.
For the second weight vector pair, it is interesting to see that
most of the top regions are in the left side of the brain. Previous
studies comparing AD with Semantic Dementia (SD), found that SD
is characterised by a greater atrophy of structures on the left side of
the brain (compared with the corresponding structures on the right
side), particularly, the temporal lobe, parahippocampal gyrus, and
fusiform gyrus (Chan et al., 2001; Galton et al., 2001). Patients with
SD exhibit impairment of semantic memory, e.g. patients have dif-
ﬁculties with word meaning (Chan et al., 2001). SPLS selected these
regions when the questions/tasks from the “Language” domain
were included in the model (Fig. 4(b)), which suggests that the sec-
ond weight vector pair is picking up effects primarily related with
semantics, while the ﬁrst is picking up effects primarily related with
memory.
4.5. Projection onto the SPLS latent space
The projection of the subjects’ data onto the SPLS weight vec-
tors (Fig. 6) shows that, although there are no deﬁned clusters, the
subjects seem to form a continuous distribution from healthier sub-
jects, to progressively worse cases of neurodegeneration. It is also
interesting to note that on the projections of the subjects onto the
two clinical weight vectors (Fig. 6(b)), the second clinical weight
vector does not seem to separate subjects based on diagnosis as well
as the ﬁrst, which suggests that the effect detected is less directly
associated with the clinical labels.
4.6. Limitations and future work
Despite the promising results that were obtained with this
framework, one of its possible limitations is the fact that the sta-
tistical evaluation step, using 10 different splits of the data with
a Bonferroni correction for multiple comparisons, is rather strict,
which might lead to some false negative results. Therefore, the
framework may  require large amounts of data in order to detect
statistically signiﬁcant associative effects, which may not be easily
available. Nevertheless, the proposed framework should provide
more reliable results, by evaluating multiple splits of the data.
In future work, it would be interesting to apply this framework
to data in which clinical categories have shown to have limitations,
such as, psychiatric data (Insel et al., 2010). In these cases, the use of
SPLS to ﬁnd associative effects between brain images and individual
exam questions/tasks may  provide valuable information that could
help with patient stratiﬁcation.
5. ConclusionsOur results represent a proof of concept that the proposed
exploratory SPLS framework is able to ﬁnd meaningful multivari-
ate associations between the individual items from the MMSE  score
and a subset of relevant brain voxels from grey matter maps. The
1 roscience Methods 271 (2016) 182–194
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Table A1
MMSE  questions/tasks.
Domain Question/task
Orientation
1. What is today’s date?
2.  What year is it?
3. What month is it?
4. What day of the week is today?
5. What season is it?
6. What is the name of this hospital?
7.  What ﬂoor are we on?
8. What town or city are we in?
9. What county (district) are we in?
10. What state are we in?
Registration
11. Name object (ball)
12. Name object (ﬂag)
13. Name object (tree)
13a. Number of trials
Att. & calc.
14. D
15. L
16. R
17. O
18. W
Recall
19. Recall Ball
20. Recall Flag
21. Recall Tree
Language
22. Show a wrist watch and ask “What is this?”
23. Show a pencil and ask “What is this?”
24. Repeat a sentence
25. Takes paper in right hand
26. Folds paper in half
27. Puts paper on ﬂoor
28. Read and obey a command (“Close your eyes”)
29. Write a sentence
30. Copy design
Fig. A1. Mean of clinical weight vector using PLS.92 J.M. Monteiro et al. / Journal of Neu
rojection deﬂation method has shown to provide statistically sig-
iﬁcant results in the second weight vector pair (which was not
bserved when using the classic PLS deﬂation method), by trying
o enforce orthogonality between the sparse weight vector pairs.
n addition, by ﬁtting the model to different splits of the data, we
ere able to obtain robust models and signiﬁcance tests for SPLS.
inally, the different projections of the subjects onto the SPLS latent
pace showed that no deﬁned clusters could be found, however, the
ubjects seemed to form a continuous distribution from healthier
ubjects, to progressively worse cases of neurodegeneration.
cknowledgements
The authors would like to acknowledge Prof. John Ashburner for
is insightful comments to the original manuscript.
João M.  Monteiro was supported by a PhD studentship awarded
y Fundac¸ ão para a Ciência e a Tecnologia (SFRH/BD/88345/2012).
Janaina Mourão-Miranda and Anil Rao were supported by the
ellcome Trust under grant no. WT102845/Z/13/Z.
Data collection and sharing for this project was funded by
he Alzheimer’s Disease Neuroimaging Initiative (ADNI) (National
nstitutes of Health Grant U01 AG024904) and DOD ADNI (Depart-
ent of Defense award number W81XWH-12-2-0012). ADNI is
unded by the National Institute on Aging, the National Institute
f Biomedical Imaging and Bioengineering, and through generous
ontributions from the following: AbbVie, Alzheimer’s Associa-
ion; Alzheimer’s Drug Discovery Foundation; Araclon Biotech;
ioClinica Inc.; Biogen; Bristol-Myers Squibb Company; CereSpir
nc.; Eisai Inc.; Elan Pharmaceuticals Inc.; Eli Lilly and Company;
uroImmun; F. Hoffmann-La Roche Ltd. and its afﬁliated com-
any Genentech Inc.; Fujirebio; GE Healthcare; IXICO Ltd.; Janssen
lzheimer Immunotherapy Research & Development, LLC.; Johnson
 Johnson Pharmaceutical Research & Development LLC.; Lumos-
ty; Lundbeck; Merck & Co. Inc.; Meso Scale Diagnostics, LLC.;
euroRx Research; Neurotrack Technologies; Novartis Pharma-
euticals Corporation; Pﬁzer Inc.; Piramal Imaging; Servier; Takeda
harmaceutical Company; and Transition Therapeutics. The Cana-
ian Institutes of Health Research is providing funds to support
DNI clinical sites in Canada. Private sector contributions are facil-
tated by the Foundation for the National Institutes of Health (www.
nih.org). The grantee organization is the Northern California Insti-
ute for Research and Education, and the study is coordinated by
he Alzheimer’s Disease Cooperative Study at the University of
alifornia, San Diego. ADNI data are disseminated by the Laboratory
or Neuro Imaging at the University of Southern California.
ppendix A. Mini-Mental State Examination
Table A1 gives a brief description of the questions/tasks per-
ormed during the MMSE  (Folstein et al., 1975).
ppendix B. Weight vectors or associative effects
.1. PLS
The average of the clinical weight vectors is presented in Fig. A1,
nd the corresponding image weight vector can be seen in Fig. A2.
s expected, these are not sparse, all the available clinical vari-
bles and image voxels are included in the model. As one can see,
he weights are higher in the hippocampus and amygdala regions.
owever, since these are weights and not p-values (as the ones
btained in an mass-univariate statistical test), they cannot be
hresholded. Fig. A2. Mean of image weight vectors using PLS.
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Fig. A3. (a) Mean of second clinical weight vectors using SPLS with projection deﬂa-
t
w
B
v
f
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o
cion; (b) Mean of second clinical weight vectors using SPLS with PLS deﬂation. The
eights vectors in (b) were forced to have a consistent direction before averaging.
.2. SPLS with PLS deﬂation
This section shows the results obtained for the second weight
ector pair when the common PLS deﬂation (Eq. (11)) was per-
ormed, instead of the projection deﬂation (Eq. (10)).Fig. A3(b) shows the mean clinical weight vector obtained using
 PLS deﬂation. The weight vectors are less reliable than the ones
btained with SPLS using projection deﬂation (Fig. A3(a)), which
an be observed by the larger standard deviation bars. Also, the
Fig. A4. (a) Mean of second image weight vectors using SPLS with projection deﬂatnce Methods 271 (2016) 182–194 193
weight vectors in Fig. A3(b) had to be forced to have a consistent
direction before averaging, i.e. the direction of the weight vectors
ﬂipped from one split to another, which was not observed when
using projection deﬂation (the direction was consistent). If this was
not done, the standard deviation bars for the PLS deﬂation would
be even larger. Thus, it is interesting to see that the non-statistical
signiﬁcance of the weight vectors is consistent with their lack of
reliability.
The mean second image weight vector computed using the
projection deﬂation is shown in Fig. A4(a), this appears to be
sparser than the one obtained when using SPLS with a PLS deﬂation
(Fig. A4(b)).
Appendix C. Number of SPLS computations
In order to statistically evaluate one weight vector pair, the num-
ber of times SPLS has to be performed in a nested cross-validation
is given by:
NSPLS = (ko(npki) + ko) + B(ko(npki) + ko) (C.1)
where ko is the number of outer folds, ki is the number of inner
folds, np is the number of hyper-parameter combinations, and B is
the number of permutations.
The proposed framework requires a number of SPLS computa-
tions given by:
NSPLS = S(Knp + 1) + SB (C.2)
where S is the number of hold-out splits, and K is the number of
subsample splits.
Appendix D. Supplementary dataSupplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.jneumeth.2016.
06.011.
ion; (b) Mean of second image weight vectors using SPLS with PLS deﬂation.
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