Mixing of a passive scalar in statistically homogeneous, isotropic, and stationary turbulence with a mean scalar gradient is investigated via direct numerical simulation, for Taylor-scale Reynolds numbers, R , from 28 to 185. Multiple independent simulations are performed to get confidence intervals, and local regression smoothing is used to further reduce statistical fluctuations. The scalar fluctuation field, (x,t), is initially zero, and develops to a statistically stationary state after about four eddy turnover times. Quantities investigated include the dissipation of scalar flux, which is found to be significant; probability density functions ͑pdfs͒ and joint-pdfs of the scalar, its derivatives, scalar dissipation, and mechanical dissipation; and conditional expectations of scalar mixing, ٌ 2 . A linear model for scalar mixing jointly conditioned on the scalar and v-velocity is developed, and reproduces the data quite well. Also considered is scalar mixing jointly conditioned on the scalar and scalar dissipation. Terms appearing in the balance equation for the pdf of are examined. From a solution of the scalar pdf equation two sufficient conditions arise for the scalar pdf to be Gaussian. These are shown to be well satisfied for moderate values of the scalar, and approximately so for large fluctuations. Many correlations are also presented, including (v,), which changes during the evolution of the scalar from a value of unity when initialized to the stationary value of 0
I. INTRODUCTION
Direct numerical simulation ͑DNS͒ has recently become an accessible approach for investigating complex phenomena in simple turbulent flows. Although simulated Reynolds numbers remain lower than those found in most practical applications, continued increases in computer power have made it possible to simulate many laboratory flows, such as grid turbulence or shear flow, at similar Reynolds numbers to those investigated experimentally. This opens up many opportunities for DNS to investigate quantities currently difficult or impossible to measure experimentally. In this study we consider turbulent transport and mixing in the presence of a mean scalar gradient.
In 1952 Corrsin 1 predicted that, in stationary isotropic turbulence with a uniform mean velocity in one direction, an imposed cross-stream mean temperature gradient maintains itself. Several grid turbulence experiments were then reported confirming this prediction, where a mean temperature gradient was produced by differentially heating the turbulence producing grid. [2] [3] [4] However, the evolution of the scalar variance, ͗ 2 ͘, was unclear since differentially heating the grid produces a cross-stream gradient in ͗ 2 ͘. Warhaft and Lumley 5 and Sirivat and Warhaft 6 introduced different methods of producing a mean temperature gradient in grid turbulence with better results. They found that ͗ 2 ͘ increases linearly with downstream distance, as predicted theoretically by Sullivan 7 and Durbin. 8 Homogeneous shear flow experiments have also been performed with a mean temperature gradient. 9 , 10 Kerr 11, 12 reported DNS results for a passive scalar in isotropic turbulence without a mean gradient, but a similar report for the scalar with a mean gradient has not yet been published. ͑A passive scalar is one that has no effect on the velocity field.͒ The DNS results of Ruetsch and Maxey 13, 14 consider only the small-scale vorticity and passive scalar structures for the first several eddy turnover times (T E ) where the scalar field is still evolving and not statistically stationary. Pumir 15 also reports on a passive scalar DNS study with a mean gradient, but with a primary focus on the probability density functions ͑pdfs͒ of the scalar gradients. In the present study direct numerical simulations are used to investigate a passive scalar in statistically homogeneous, isotropic, and stationary turbulence, with a mean scalar gradient in the y-direction. The purpose of this work is to consider a number of important questions left unanswered by experimental and DNS studies in the literature, with a motivation of later contrasting this passive scalar flow to one with reaction.
Recently it has been realized that the local isotropy central to Kolmogorov theory 16 and long understood for velocities does not appear to hold for a passive scalar. Sreenivasan states that ''statistical isotropy is not 'natural' or 'obvious' for the small-scale scalar field in a shear flow''. 17 This is evident in the persistent skewness of the scalar derivative in the direction of the mean gradient ͑henceforth ‫.)‪y‬ץ/ץ‬ Holzer and Siggia 18 performed a number of large, statistically stationary simulations of turbulence with a passive scalar and found a persistent skewness of ‫‪y‬ץ/ץ‬ at all Péclet numbers ͑up to Peϭ2700͒. Their results are for synthetic turbulence ͑two dimensional ͑2-D͒ and with forcing͒. They observed a ramp-cliff type of structure in the Eulerian scalar field, which was shown by Sreenivasan et al. 19 to explain the skewness in the scalar derivative. This same structure was observed in the grid turbulence experiments of Tong and Warhaft 20 and in the atmospheric measurements of PhongAnant et al. 21 Holzer and Siggia 18 show that this structure derives from the large scale organization of the scalar field, with large regions of fluid of relatively constant value being joined by steep ramps. Their conclusions have been generally confirmed at low Reynolds numbers by the DNS results of Pumir. 15 These results are all evidence that the passive scalar field is different from that which is predicted by the hypothesis of local isotropy and the Kolmogorov first similarity hypothesis. 16, 17 Kolmogorov's 1962 small scale intermittency extension to his original theory 22 inspired a number of local isotropy studies which found among other things that the pdf of the scalar derivative had ''stretched-exponential'' tails. But in 1989 the Chicago Rayleigh-Bénard convection experiment 23 ignited interest in the tails of the scalar pdf itself by showing that they could be exponential as well. It was proposed that there exists a universal threshold Rayleigh number (Raϳ4ϫ10 7 ) across which the tails of the scalar pdf change from Gaussian to exponential. Jayesh and Warhaft 24 find this same transition at an integral-scale Reynolds number (Re l ) of about 70 in their grid turbulence experiments with a mean scalar gradient. Hence the terminology ''soft turbulence'' for turbulence below this critical Reynolds number ͑or Ra͒ where the scalar fluctuations are Gaussian, and ''hard turbulence'' for higher Reynolds number turbulence where the fluctuations are exponential.
Theoretical results were advanced by Pumir et al. 25 in the form of a very general one-dimensional ͑1-D͒ phenomenological model predicting exponential tails in the presence of a mean gradient. Kerstein 26 has shown that the linear-eddy model also yields scalar pdfs with exponential tails when there is a mean scalar gradient.
Several other experiments with mean scalar gradients have been done with mixed results. Thoroddsen and Van Atta 27 investigated stably stratified grid turbulence and found Gaussian scalar pdfs even when the scalar was passive. However, their maximum value of R is 41, which according to Jayesh and Warhaft 24 is too small for exponential behavior. But that is not true of the turbulent shear flow results of Tavoularis and Corrsin. 9 They also observed Gaussian scalar pdfs in spite of R being greater than 200.
Published DNS results on this topic have been minimal until recently, with all but one study observing only Gaussian pdfs. Kerr 11 performed stationary simulations for values of R ranging from 9 to 83, and observed Gaussian pdfs; both the velocity and the scalar were forced. Eswaran and Pope 28 also performed stationary simulations with a forced velocity field and values of R from 28 to 51, but they allow the scalar field to evolve from a double-delta pdf initial condition. They find that the evolving scalar pdf tends to a Gaussian. However, the first authors to formally address the case of a mean scalar gradient were Jaberi et al. 29 who made a more comprehensive study of the scalar pdf tails and found that the long-time scalar pdf ͑at R ϭ58) is not necessarily Gaussian or exponential, but rather is sensitive to several factors. If any forcing or a mean scalar gradient is present, then non-Gaussian behavior is not sustained for any initial conditions. Otherwise the scalar pdf is very sensitive to the initial conditions. The scalar pdf is of interest not only for its own sake, but also because pdf methods are finding increased use for problems of turbulent mixing and reaction. 30, 31 An emphasis of this study is the determination of statistics appearing in equations such as the scalar pdf transport equation. In this equation the conditional expectations ͗v͉ϭ͘ and ͗⑀ ͉ϭ͘ need to be modeled. ͑The conditional expectation ͗v͉ϭ͘, for example, is the expectation of v given that ϭ, where v is the y-component of velocity and is the scalar value; ⑀ is the scalar dissipation.͒ The grid turbulence experiments of Jayesh and Warhaft 24 and the DNS simulations of Eswaran and Pope 28 without a mean scalar gradient examine these conditional quantities for decaying turbulence. The paper by Miller et al. 32 gives some DNS results for the stationary case, but our results are the most comprehensive to date for stationary turbulence with a mean scalar gradient.
A great advantage of pdf methods is their closed-form, exact treatment of reaction and convection; however, mixing needs to be modeled. Almost all currently employed models for scalar mixing require information on the coupling between the turbulence time scale and the scalar dissipation time scale for closure. 33 One such relation is the mechanicalto-thermal time scale ratio, r. Another such relation is the scalar dissipation rate, which is a key quantity in the modeling of both inert and reactive turbulent scalar fields. 34 This coupling is examined in this paper via pdfs, joint pdfs, and conditional expectations of the turbulent and scalar dissipation.
These issues are investigated via DNS on grids ranging from 32 3 to 256 3 , yielding values of R from 28 to 185 ͑the Prandtl number is 0.7), a much larger range than has been considered before in three-dimensions. The largest velocity scales are forced to maintain stationarity. Multiple independent simulations ͑MIS͒ are performed for all but the largest grid size so that confidence intervals can be calculated. The large grid sizes and MIS are made possible by using from 16 to 64 processors in parallel on the IBM SP2 supercomputer.
The organization of the paper is as follows. In the following section the DNS algorithm and turbulent flow simulated are briefly described. In Sec. III some relevant statistics and the smoothing method are reviewed. Section IV describes and discusses the results, with comparison to experiment, and final conclusions and research directions are given in Sec. V.
II. METHOD
The DNS algorithm used is a fully parallelized version of the pseudo-spectral method of Rogallo. 35 In detail, the method used is almost identical to that used by Eswaran and Pope, 28 Yeung and Pope, 36 and Lee and Pope. 37 However, a completely new code has been written for distributedmemory message-passing architectures such as the IBM SP2. This is the same algorithm ͑without the particle tracking͒ as Yeung developed independently using MPL ͑IBM's Message Passing Library͒. 38 We use MPI ͑Message Passing Interface Standard͒.
The full Navier-Stokes and scalar equations are solved without modeling on a three-dimensional grid. The grid is a cube with sides of length 2 in physical space. In wave number space the grid represents the integer wave numbers
where n i ϭ0,1,2, . . . ,N/2 for iϭ1,2,3. The pseudo-spectral method advances the solution in time in wave number space; however, the nonlinear products in the convection terms are formed in physical space, requiring discrete fast Fourier transforms ͑FFTs͒ to transform the fields back and forth between physical space and wave number space. The use of a Fourier representation imposes periodic boundary conditions in all three directions, and assures homogeneous fields. The aliasing errors incurred in the FFTs are almost completely removed by phase shifting and truncation techniques. 35 The truncation results in a maximum significant wave number, k max , of ͱ2Nk 0 /3.
The time-stepping scheme is an explicit second-order Runge-Kutta method. Time-stepping errors are small as long as the Courant number, defined as
is not greater than 1.0 ͑where u, v, and w are the three fluctuating velocities, ⌬t is the time step, and ⌬x is the grid spacing͒. 39 All the simulations in this study use the Courant number Cϭ0. 8 . Table I The largest Reynolds number flow that can be accurately simulated for any grid size has been determined to be that for which the highest wave number k max у1.0, where is the Kolmogorov length scale, the smallest length scale of the flow. 39 As can be seen in Table I , these simulations all have
The velocity field is stochastically forced by adding acceleration increments to the largest scales only, such that continuity is satisfied and on average dissipation equals the artificial production. This results in the Reynolds number remaining relatively constant throughout each simulation. Only the wave numbers inside a sphere of radius K F are forced ͑excluding the origin͒. This forcing introduces a forcing Reynolds number and time scale into the simulation that can be varied to give a flow of the desired Reynolds number and large scale size ͑integral length scale l). This forcing scheme is the same one used by Yeung and Pope, 36 a refinement of that developed and tested by Eswaran and Pope. 39 In these works it is shown that the resulting velocity fields are stationary and isotropic, to a good approximation.
The physically analogous turbulent flow is ''grid turbulence'' with one exception: grid turbulence is decaying ͑tur-bulent kinetic energy decreases downstream from the turbulence producing grid͒, whereas in our simulations the velocity fields are statistically stationary.
The scalar fluctuation equation ͑see Eq. ͑24͒͒ is solved for the evolution of the passive scalar fluctuation, which is initially set to zero. No scalar forcing is necessary since the mean scalar gradient gives rise to a nonzero production term in the scalar variance evolution equation ͑see Eq. ͑15͒͒. The initial mean scalar gradient is maintained because, for homogeneous turbulence, its evolution equation is
ͪϭ0.
͑3͒
For each simulation, the velocity field is initalized and allowed to evolve until it reaches stationarity ͑at least 4 eddy turnover times͒ so the effects of its initial condition are minimal. Then the scalar is introduced. After the scalar field is deemed to have reached stationarity, the simulation is carried on for 2 to 25 eddy turnover times, over which time interval statistics are averaged in time as well as in space.
The time required to compute 1 eddy turnover time on 1 SP2 processor is 0.019 hours for 32 3 , and 0.37 hours for 64 3 . For 128 3 split over 4 processors, the time required is 2.3 hours for each processor ͑a sum total of 9.2 hours͒; 256 3 split over 32 processors requires 12.8 hours each (410 hours total͒.
III. STATISTICS
Since turbulence is a stochastic process, each DNS simulation is by nature a stochastic simulation in that the results are random variables which depend on the initial condition. In addition, randomness enters the simulation through the stochastic forcing of the velocity field. Hence the idea of using MIS, which involves performing several statistically identical simulations with randomly different initial conditions. Using the IBM SP2 supercomputer, individual processors each perform one simulation, each with identical run parameters; the only differences between the simulations are the stochastic forcing and the initial fields, which are randomly specified according to the same distribution. Output from all the processors or simulations can then be combined to form means and confidence intervals.
In addition, for the larger simulations it becomes necessary to split up each simulation via domain-decomposition over several processors, both for memory and CPU time constraints. All this is very efficiently accomplished in parallel using MPI.
The use of MIS allows confidence intervals to be determined for every quantity desired, and they appear in many of the figures in this paper. Confidence intervals of 90% were chosen: for a random variable X, the confidence interval ͓a,b͔ is such that Prob͓aрXрb͔ϭ0.90. This is very useful for determining statistical significance. For instance, if two quantities are being compared and one lies inside the confidence interval of the other, then statistically the difference is not significant. The difference is only significant if there is no overlap between the two confidence intervals.
Let n be the number of simulations. Then for some variable y i from the ith simulation, the first two statistical moments, the sample mean and variance, are
To form the confidence interval the Student-t distribution is used because the true variance is unknown; the calculatedvariance is the sample variance. The Student-t distribution is a function of the number of degrees of freedom of the system, which here is the number of simulations. For an interval ͓a,b͔ of the random variable X with Prob͓aрXрb͔ ϭ 1Ϫ␣ and n simulations, the Student-t confidence interval is
͑6͒
The values of the coefficients used are t 0.05,3 ϭ2.3534 and t 0.05,15 ϭ1.7530.
In a histogram formed from the data, the largest statistical fluctuations are in the tails, which are formed by a few very rare events. A similar situation occurs for conditional expectations at their extremes ͑i.e., for the largest fluctuations of the random variable conditioned on͒. Since these quantities are central to this study, a smoothing technique is employed to further minimize the statistical fluctuations of the results.
The data are processed as follows. Individual histograms are output for each simulation ͑with time-averaging only within each respective simulation͒. Each histogram is then smoothed using a local regression procedure to be described. The smoothed histograms from each simulation are then combined to form smoothed means and confidence intervals. The sole difference between the processing of the smoothed results and the normal MIS results is the smoothing step.
The smoothing is accomplished via a local regression method developed by Ruppert. 40 Given a function yϭ f (x) to be smoothed in the interval ͓a,b͔ and then evaluated at the point x 0 ͓a,b͔, a local regression smoother fits a low-order polynomial in the independent variable x locally at x 0 , and then takes the estimate of f (x 0 ) from the fitted polynomial at x 0 . Local regression smoothers automatically avoid biases common to kernel smoothers. These biases can occur at the boundary of the predictor space since there the kernel neigh- 
borhood is asymmetric; they can occur in the interior as well if the data are nonuniform or has substantial curvature. 41 As well as avoiding bias, the local regression method of Ruppert automatically adjusts to the data itself, so that the width of the neighborhood of x 0 considered ͑bandwidth, or number of points for evenly spaced data͒ is continuously variable. The support is thereby kept small in the center of the pdfs where the variability of the data is small, and increased in the tails where the variability is large. Figure 1 gives an example of smoothing for the pdf of ‫‪y‬ץ/ץ‬ from the 64 3 run. In Fig. 1͑a͒ the original data and the resulting smoothed curve are shown for 1 of the 16 simulations. Figure 1͑b͒ shows the confidence intervals obtained from all 16 simulations. In the center of the pdf the smoothed confidence interval curves fall on top of the unsmoothed curves, but in the tails the smoothed intervals are more uniform and a bit smaller. The sharp peak of this pdf is slightly rounded since the curvature is very high there, but otherwise the smoothing does not degrade the results in the center where the accuracy of the unsmoothed pdf is already good, and in the tails the smoothed result shows much less fluctuation with values that appear reasonable.
IV. RESULTS

A. Energy spectrum function
We begin the results discussion with the energy spectrum function to establish the validity of these simulations. Figure 2 shows the energy spectrum functions from the four simulations with a Ϫ5/3 Kolmogorov scaling, compared with the experimental data of Comte-Bellot and Corrsin. 42 The forcing of the large scales does significantly distort the DNS spectra at low wave numbers when compared with the experimental data; however, they approach a Ϫ5/3 scaling region, and the high wave number portions of the spectra match the experimental data very well. Since we are more interested in quantities which scale with the high wave number or dissipation range, the low wave number distortion is allowable. However, in the following discussions of the evolution of scalar variance and scalar flux the influence of the forcing must be remembered.
B. Evolution of the scalar field
The focus of this study is on the behavior of the scalar field; we begin with the lower-order moments. The mean of the scalar field is zero. The variance evolves from a zero initial value to a statistically stationary value after some period of time, as predicted by Corrsin.
1
The convection-diffusion equation for a passive scalar is
where ⌫ is the molecular diffusivity. After Reynolds decomposing the scalar and velocity into mean and fluctuating parts ϭ͗͘ϩ, ͑8͒
with the conditions
the evolution equation for the scalar variance becomes ‫ץ‬ ‫ץ‬t
͑12͒
For homogeneous fields with the additional conditions
we get the scalar variance evolution equation for our study
where vϭu 2 and the scalar dissipation is defined as
indicates that for the scalar variance to be stationary, gradient production must be balanced by molecular dissipation. Gradient production for the scalar variance comes from the scalar flux working against the mean gradient ␤; therefore, the scalar flux dynamics are important when considering the evolution of the scalar variance.
The scalar flux evolution equation is
For homogeneous fields with the same conditions as above we get the scalar flux evolution equation for our study ‫ץ‬ ‫ץ‬t
where yϭx 2 . The terms on the right-hand side are production, pressure-scrambling, and dissipation. The dissipation term is often neglected on the grounds that it is zero if local isotropy prevails, as is hypothesized at high Reynolds number. 6 We will examine this claim in more detail later. Figure 3 shows the evolution of the nondimensionalized scalar variance, scalar flux and its correlation coefficient for each of the simulations (*ϵ/(␤L ⑀ ), the normalized scalar fluctuation; for velocity we have v*ϵv/vЈ). Time is nondimensionalized by the eddy turnover time, and is set to zero at the time when the scalar fluctuations are initialized to zero. The solid line is the mean value and the dotted lines denote the limits of the 90% confidence intervals for the scalar variance. The mean value and confidence interval printed in each figure is the temporal average value for the stationary portion of each simulation ͑see Table I for the starting time, T s , of the stationary portion of each simulation͒.
The only appropriate quantity available to normalize the scalar fluctuation is the mean scalar gradient, ␤. Hence an additional length scale is needed from the turbulence, and L ⑀ ϵuЈ 3 /⑀ seems appropriate ͑see Table I͒ . However, this normalization incurs a Reynolds number dependence. One could also use the integral length scale, l, to normalize. Table II gives the stationary values of the scalar variance and the scalar flux normalized using both L ⑀ and l.
We see that in each simulation the scalar variance undergoes an initial transient for 3 to 4 eddy turnover times where it is growing, shortly after which it reaches stationarity. Once stationary, however, there is still a considerable amount of fluctuation. As a stochastic process some fluctuation is expected; however, the large extent of these fluctuations is most likely due to large fluctuations in the velocity scales from the forcing, which in turn affect the large scalar scales.
The evolution of the scalar flux in the same figures is qualitatively very similar to that of the scalar variance with both achieving stationarity at about the same time. Table III lists the stationary values for all the Reynolds stresses and scalar fluxes for these simulations.
The time scale for the evolution of the scalar variance and scalar flux is seen to be independent of Reynolds number; however, we have found it to be sensitive to l. As the Reynolds number increases l decreases ͑due to the forcing method employed͒ and the time to stationarity increases. This is one of the main reasons for decreasing K F to 2 for the 256 3 run ͑a smaller forcing radius will result in a larger l).
C. Dissipation of scalar flux
It has been assumed that the dissipation term in the scalar flux evolution equation is negligible in flows with Reynolds numbers of this size or larger. 6 The destruction of scalar flux must then come from the pressure-scrambling term. To investigate this further, Fig. 4 shows the ratio of the mean dissipation term to the mean production term in the scalar flux evolution equation ͑Eq. ͑18͒͒ for the stationary portions of the four runs. The pressure-scrambling term, which in the steady-state equals the difference between production and dissipation, was not calculated.
It can be seen that the ratio of dissipation to production does indeed decrease towards zero as Reynolds number increases; however, it is not negligible at these Reynolds numbers. The dependence with R is approximately represented by a power law with exponent Ϫ0.77, which corresponds to the curve in the figure. Extrapolating from this data, for the dissipation to be less than 5% of the production, an R of 350 would be required.
This decrease in importance of dissipation is also seen in the decrease of the correlation coefficient 4 in Table IV .
D. Mechanical-to-thermal time scale ratio
An often considered time scale ratio is the mechanical dissipation to thermal ͑or scalar͒ dissipation ratio, usually denoted by r
which relates the large-scale time scales of the velocity and scalar fields. Although it has been suggested that this ratio be taken as a universal constant for modeling purposes, 43 there is now considerable evidence to show that it does not take on a universal value, 5,44,45 including our results. Figure 5 shows the evolution of r for the first 10 eddy turnover times in each of the four runs. Note that r reaches stationarity after 2 or 3 eddy turnover times, which is before the scalar variance and scalar flux reach stationarity ͑see Fig.  3͒ . ͑The large bump in the r value for R ϭ185 is due to a large surge in the forcing energy input. Since there is only one simulation for this case, that fluctuation is not averaged out.͒ Evidently there is a statistically significant increase in r with Reynolds number, which lends further support to the belief that r is flow dependent. The kinetic energy, k, is of course directly affected by the artificial forcing, and so the values of r obtained here may also be influenced by the forcing. However, they are well within the range of values reported by other researchers. Sirivat and Warhaft 6 
E. Dissipation and the scalar dissipation rate
The scalar dissipation rate is a key quantity in the modeling of both inert and reactive turbulent scalar fields. 34 Almost all currently employed models for scalar mixing, rang- ing from simple moment closures to full pdf closures, require information concerning the coupling between the turbulence time scale and the scalar dissipation time scale for closure. 33 The mechanical-to-thermal time scale ratio gives one such relationship between the turbulence and the scalar, and as just seen it varies widely according to the flow under consideration. The scalar dissipation rate is another such relation, and is defined by
In this section we present a number of statistics involving the turbulent dissipation and the scalar dissipation ͑which by inference includes the scalar dissipation rate͒.
Turbulent dissipation
Turbulent dissipation is defined, according to the turbulent kinetic energy equation, as
͑21͒
A related quantity, often called the ''pseudo-dissipation,'' is
Pseudo-dissipation is easier to calculate and hence is often used in application, since in homogeneous turbulence mean dissipation equals mean pseudo-dissipation. However, as seen in Yeung and Pope, 36 other statistics of these two quantities are quite different, and for that reason both are presented in this paper.
Dissipation can also be calculated from the spectrum; however, to construct the pdf and conditional expectations of dissipation a local ͑in space͒ evaluation of dissipation is required. Hence Eqs. ͑21͒ and ͑22͒ are used to find the dissipation at each grid point.
The stationary moments of the pdfs of dissipation and pseudo-dissipation are given in Tables V and VI. Figure 6 shows the pdfs of ln(⑀/⑀Ј) for R ϭ28 and 84, with confidence intervals. ͑The confidence intervals for the largest values of the independent variable are of zero size because there was only one simulation which had a value for that bin.͒ The pdfs of ⑀ p /⑀ p Ј are shown in Fig. 7 to emphasize the stretchedexponential nature of the tails ͑the pdfs of ln(⑀ p /⑀ p Ј) are very similar to the pdfs of ln(⑀/⑀Ј)). All show the same Reynolds number dependence; as Reynolds number increases, the range of the standardized variable increases and the pdf tail lifts ͑or becomes stronger stretched exponential͒. The stretched-exponential nature of the scalar gradient pdf tails ͑seen in Sec. IV H.͒ suggests that the dissipation pdf might be stretched exponential as well. Holzer and Siggia 18 find that for large X the dissipation pdf is approximated by a stretched exponential of the form
where ␣ 1 and ␣ 2 are parameters, and C is a constant. This expression also fits our data well ͑see Figs. 7 and 8͒, and serves to quantify the dissipation pdfs. The parameters for these and other fits are shown in Tables VII-IX. The lifting of the pdf tail is clearly seen in the decrease of ␣ 2 as Reynolds number increases, a phenomenon which occurs for both the turbulent and the scalar dissipation. ͑Note: For the stretched-exponential fits the function plotted is CX* Ϫ1/2 exp(Ϫ␣ 1 X* ␣ 2 ), where X*ϭXϪX mp , X mp being the most probable value of X-where P͓X͔ is peaked.͒
Scalar dissipation
The stationary moments of the scalar dissipation pdfs are given in Table X. Figure 8 shows the pdfs of ln(⑀ /⑀ Ј) for R ϭ28 and 84. At the smallest Reynolds number the pdf tail of scalar dissipation is lifted higher than either of the turbulent dissipation pdf tails ͑see Tables VII-IX͒. For the larger Reynolds numbers, ␣ 2 for ⑀ p is similar to the value for ⑀ ; however, the value of ␣ 2 for ⑀ is larger. In summary, all We are now prepared to consider how scalar dissipation is correlated to the mechanical turbulent dissipation and pseudo-dissipation. We examine the joint pdfs and correlation coefficients to begin to answer this question.
Joint pdf contour plots of ln(⑀ /⑀ Ј) vs ln(⑀/⑀Ј) are shown in Fig. 9 . ͑Note that the contour levels have exponential spacing.͒ It is evident that the contours for both Reynolds numbers differ from the ellipses of joint-lognormal random variables, and have a small but significant positive correlation.
For the dependence of the scalar dissipation on pseudodissipation the standardized joint pdf is shown in Fig. 10 ͑the joint pdfs of ⑀ vs ⑀ and ⑀ vs ⑀ p are almost identical͒. This figure shows that the mechanical dissipation is inhibited by large values of scalar dissipation ͑and vice versa to a lesser degree͒, since the contours are concave and have sharp points at near zero scalar dissipation. This inhibition may be increasing slightly with Reynolds number, while the actual correlation as given in Table XI is decreasing. Now that we have examined the correlation between scalar and mechanical dissipation via joint pdfs, we conclude with an examination of the conditional expectation ͗⑀ ͉⑀͘. Figure 11 gives the conditional expected value of scalar dissipation given the full mechanical dissipation. Results for three Reynolds numbers are shown because there is some Reynolds number dependence. The behavior at each Reynolds number is similar, but not identical. Each plot begins with an approximately linear departure from zero, increasing to a maximum with little statistical variability, after which the values quickly gain considerable variability. Figure 12 gives similar results for the conditional expected scalar dissipation given the mechanical pseudodissipation; however, the behavior has some distinct differences. For one, the conditional expected value has a steeper slope near zero and levels off much quicker ͑at a smaller mechanical dissipation value͒, after which it begins to decrease before scattering out. This phenomenon becomes more apparent as Reynolds number increases. Also, the maximum value attained is only about one-half the maximum value in Fig. 11 for the full mechanical dissipation.
F. Modeled quantities in pdf evolution equations
The pdf approach is finding more and more use for practical computations of turbulence, especially for turbulent combustion. It has the great advantage of being able to treat the convection and reaction processes exactly; models based on the assumption of gradient diffusion are not needed, and treatment of arbitrarily complex finite-rate reactions is possible. The ability to treat convection and reaction exactly alleviates many of the difficulties encountered in the Reynolds-stress approach; however, the pdf method is not without its own set of unclosed terms which need to be modeled.
Conditional scalar dissipation and velocity
One such pdf evolution equation, which applies to this study, is the scalar pdf equation. This equation in an Eulerian frame is derived as follows. We begin again with the convection-diffusion equation for a passive scalar, Eq. ͑7͒. Reynolds decomposing the scalar and velocity into mean and fluctuating parts with the previously given conditions, Eqs. ͑10͒, ͑13͒-͑14͒, gives the scalar fluctuation equation
͑For this equation, the gradients of the scalar flux in x and z are zero by symmetry, and the gradient of the scalar flux in y is neglected on the assumption that v and are jointly homogeneous.͒ From this equation we can infer the governing equation for the pdf of the scalar. 34 Assuming homogeneity and stationarity of the pdf gives
where ͗a͉͘ signifies ͗a͉(x,t)ϭ͘ for any quantity a.
An explicit solution to this equation can be found. Integrating once we obtain
͑26͒
As tends to infinity, each term on the right hand side of Eq. ͑26͒ tends to zero, so that the integration constant C 1 is zero.
Integrating again we obtain
͑27͒
This is the general solution for the homogeneous, stationary scalar pdf, f (). The constant C is determined by the normalization condition ͐ Ϫϱ ϱ f ()dϭ1. This equation is in the form of the result of Pope and Ching, 46 and hence we know two sufficient conditions for this pdf to be Gaussian:
͑29͒ Figure 13 shows the nondimensionalized scalar dissipation conditioned on the scalar for one Reynolds number, typical of all the simulations. We see that for the large center portion the curve is nearly constant as required in the first condition above, Eq. ͑28͒, and at the correct value. However, for large it seems to droop down towards zero ͑although there is substantial statistical uncertainty in these tails͒.
In the experiments of Jayesh and Warhaft 24 with decaying grid turbulence and exponential scalar pdf tails, a rounded V-shape is seen for the conditional scalar dissipation, persisting as the Reynolds number decays and similar in shape to that found by Eswaran and Pope 28 in their DNS simulations without a mean scalar gradient, after the initial transient. In those DNS simulations the scalar field was initialized as a double-delta pdf, and decayed to a Gaussian.
Miller et al. 32 have proposed and demonstrated that the shape of the conditional scalar dissipation depends on the shape of the scalar pdf. If the scalar pdf has Gaussian tails, then the conditional scalar dissipation has a flat shape, independent of , as seen in our analysis. For exponential tails, the conditional scalar dissipation has a sharp V-shape. This is reminiscent of the results of Sahay and O'Brien, 47 who predicted similar shape dependencies based on a model for ͗v͉͘. Since, as will be seen, the scalar pdf tails in this study are at least quite close to Gaussian, the nearly flat shapes observed here for the conditional scalar dissipation agrees both with the above theories and with our analysis, at least for moderate values of .
In examining these conditional quantities it is helpful to consider the appropriate correlation coefficients as well. As expected, the correlation 10 ͑see Table IV͒ between the scalar dissipation and the scalar variance is very small for all Reynolds numbers. However, considering the entire -range of the figures ͑and the drooping of the tails͒ it is questionable how accurate the first condition, Eq. ͑28͒, is in general for this flow.
The normalized conditional v-velocity is shown in Fig.  14 . In contrast to the conditional scalar dissipation, the confidence intervals are very small for this quantity. There is a clear almost linear dependence on the scalar, with a slope of Ϫ1, corresponding to the second condition, Eq. ͑29͒. The results for this quantity from the other simulations are very similar with a slope of minus one as well. The appropriate correlation coefficient in Table IV, 8 , is in the range ͓Ϫ0.60,Ϫ0.46͔ and becoming smaller with Reynolds number.
Although the center portion of the stationary scalar pdf should be very close to Gaussian based on these results, the state of this pdf's tails is still in question. This question is examined in some detail later in this paper; we only consider it very briefly here. Figure 15 details the evolution of the scalar pdf for R ϭ84, characteristic of all of the simulations. ͑These transient curves and those following are not smoothed.͒ It begins as a delta function at zero ͑not shown͒ and then very quickly becomes Gaussian. Hence all the curves shown, each normalized by its respective scalar variance value, are Gaussian to a good approximation. ͑Although the confidence intervals are not shown in these figures for clarity, the Gaussian curve is inside the confidence interval of almost every point in each pdf.͒ Moments for the stationary scalar pdfs are given in Table XII. If one considers the transient shapes of the conditional scalar dissipation, shown in Fig. 16 , one sees a shape similar to the stationary shape ͑Fig. 13͒, rising in value as the scalar dissipation increases in response to the scalar variance. The qualitative behavior or shape begins as a bit concave downward, but soon assumes the stationary shape. The associated transient correlation coefficients at these times are shown in Table XIII . They are fairly constant at a small negative value very close to the stationary value.
The transient shapes of the conditional v-velocity are shown in Fig. 17 . Here we see a change in behavior as the scalar evolves. Since the v-velocity variance is already stationary when the scalar is introduced, the ratio of v-velocity variance to scalar variance changes as the scalar evolves, thereby affecting the slope. There is also an increased range in the conditional v-velocity when the scalar variance is small. This shows that the furthest excursions of the scalar early on are more closely correlated to the largest v-velocity fluctuations, which is mirrored in the transient correlation coefficient values ͑see Table XIII͒. From Eq. ͑24͒, at time dt immediately after the scalar is initialized, ϭϪv␤dt, hence and v are perfectly correlated.
Scalar mixing
For the stationary case, an alternative form of the scalar pdf equation is
The scalar mixing term ٌ͗ 2 ͉͘ in this equation needs modeling, and is of much interest. 34 In the case of the velocityscalar composition equation, the corresponding term to be modeled is
This leads to the fundamental question ''What does scalar mixing depend on?'' Figure 18 shows the dependence of ٌ 2 on the scalar value for two of the simulations. Both show a linear relationship with a slope of minus one. Figure  19 shows a similar linear relationship with v-velocity; however, here there is a Reynolds number dependence. The slope for R ϭ28 is about 0.33, and for R ϭ52 it is about 0.23. ͑The remaining simulations have slopes of 0.15 for R ϭ84, and 0.083 for R ϭ185.͒ Figure 20 shows contours of the dependence of ٌ 2 on both the scalar and v-velocity, overlayed with the straight contour lines given by the model to be described. There is a large center planar region in the plot shaped like an ellipse and oriented at an angle to both axes, falling off to exponential spikes at the edges of the accessed (,v) space.
A model for these data can be formulated as
where Ј is the scalar rms value, vЈ is the v-velocity rms value, and is a zero-mean random variable uncorrelated with v and . Now let ⌽ϵ/Ј and Vϵv/vЈ, so that Eq. ͑32͒ can be written as
Multiply by ⌽ and take the mean for
Now multiply Eq. ͑33͒ by V and take the mean to get
.
͑35͒
Equations ͑34͒ and ͑35͒ can be solved for the coefficients a and b; these are shown in Table XIV Checking the accuracy of our linear model, Eq. ͑32͒ with the above coefficients, we find slopes of 0.359 and 0.232 for Run 32.3 and Run 64.3, respectively, which is very close to the actual values. ͑Note: The mean of Eq. ͑32͒ conditioned on velocity is (a v ϩb)V.͒ The comparison in Fig. 20 of the linear model with the jointly conditioned data is quite good in the large center region of both plots. ͑Recently Fox has obtained good results as well for a velocity-conditioned IEM ͑VCIEM͒ model for Eq. ͑31͒.
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͒ Figure 21 shows ٌ 2 jointly conditioned on the scalar and the scalar dissipation. In Fig. 21͑a͒ it appears like the contours would be straight lines on a log scale. To check this Fig. 21͑b͒ gives the results for R ϭ84 ͑which are qualitatively identical to the results for R ϭ28 in Fig. 21͑a͒͒ on a log scale, plotting only the negative half-plane of , where Ͻ0 and ٌ 2 Ͼ0. However, the contours are straight ͑with a slope of minus 1͒ for only for a small region near zero.
The evolution of the expectations of scalar mixing conditioned on the scalar and v-velocity are shown in Figs. 22 and 23. The behavior does not change when conditioned on velocity; however, when conditioned on the scalar we see a slope change since the normalization uses the stationary values of scalar dissipation and rms. If each curve is normalized by its respective value of ⑀ and Ј, then the curves are incident on each other.
G. Tails of the scalar pdf
We saw in the previous section that the scalar pdf is very close to a Gaussian, although its tails remain in question. Recently many have been investigating scalar pdf tails. Among these, Jayesh and Warhaft 24 found that the pdf of the scalar ͑temperature͒ fluctuations has pronounced exponential tails for values of Re l greater than about 70, but below this critical value the pdf is close to Gaussian. The Reynolds numbers of our simulations include values both above and below this critical value.
Our first simulation is for Re l ϭ46 (R ϭ28), so by the above hypothesis the scalar pdf should have Gaussian tails. Figure 24 shows all the scalar pdfs compared to Gaussian curves on a log scale to emphasize the tails. The result for Re l ϭ46 is also shown in a Q-Q plot in Fig. 25 , where the departure of the curve from the diagonal shows the departure of the pdf from a Gaussian. ͑The coordinates for this Q-Q plot are (x,y), such that Prob͓Ͻx͔ ϭ Prob͓gϽy ͔, where the cumulative distribution functions for the scalar and for a Gaussian are F (x)ϭProb͓Ͻx͔ and F g (y)ϭProb͓gϽy ͔.͒ Even though the pdf appears slightly asymmetric, it is close to the Gaussian, and the Gaussian curve is everywhere inside the confidence intervals ͑not shown in the figure for clarity͒. Therefore, on statistical grounds one cannot say that this scalar pdf is non-Gaussian.
One observes that the center portions of the pdfs are very close to the Gaussian curves, but both ͑positive and negative͒ tails seem to droop down at their extremes. If we examine two pdfs of the turbulent velocity field ͑see Fig. 26͒ we see that they are perfectly symmetric and very close to the Gaussian one might expect them to be, but their tails also droop.
In order to investigate the effects of numerical resolution on the tails of the pdf, a simulation at this same Reynolds number was performed with twice as fine a grid, 64 3 , giving a value of k max Ͼ2. All the results were essentially identical.
Hence we can conclude that the 32 3 grid is sufficient to completely resolve this Reynolds number turbulent flow, and that a value of k max of 1.1 or higher, as seen in this case, gives satisfactory resolution of the pdf tails ͑as expected 39 
͒.
Our 64 3 simulation is for Re l ϭ110 (R ϭ52). From Fig.  24 it is evident that only minimal differences exist between this scalar pdf and that for Re l ϭ46; the Gaussian curve falls within the confidence intervals for both. A slight raising of the tails is echoed in the increase of the kurtosis from 2.9 for the Re l of 46 to 3.0 here. This is the value for a Gaussian; the stretched-exponential pdfs seen in Jayesh and Warhaft 24 at similar Reynolds numbers have kurtosis values around 4.
Our 128 3 simulation is for Re l ϭ243 (R ϭ84). The scalar pdf shown has a kurtosis of 2.9, ͑the same as for Re l ϭ46), and it still includes the Gaussian curve inside much of its confidence intervals. The lower value of kurtosis appears to be accounted for by the asymmetric dropping in the negative tail. This is statistical error, which is more of a problem for the two largest simulations in this study. These simulations also exhibit more pronounced drooping of the pdf tails.
The largest simulation is for Re l ϭ1092 (R ϭ185). Here the ''stationary'' portion of the run is not very stationary on the large scale, due to large fluctuations from the forcing, only one simulation, and a short duration of slightly less than 2 eddy turnover times ͑see Fig. 3͑d͒͒ . Hence the statistical error is high. However, the scalar pdf is still quite close to a Gaussian, with a kurtosis of 3.2.
As was seen earlier, the conditional expectations ͗v͉ϭ͘ and ͗⑀ ͉ϭ͘ confirm the overall Gaussian behavior seen here in the scalar pdfs, if allowance is made for some departure at the ends of the tails where statistical error is the highest.
These results are in contrast to the exponential pdfs found by Jayesh and Warhaft 24 for the same Reynolds numbers, but there are a number of possible reasons for this difference. It has been suggested ͑Tong,
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͒ that this may be a result of the limited number of large eddies ͑integral scales͒ present in our DNS simulations, usually being around 5 or 6 ͑see Table I͒ . They found that 8 integral scales across the tunnel width was not always sufficient to get exponential tails. It should also be remembered that the turbulence investigated by Jayesh and Warhaft 24 is decaying grid turbulence which will have different spectra than our simulations. ͑The Reynolds number does not fully characterize isotropic turbulence.͒ However, our results are in agreement with the recent study by Jaberi et al., 29 which found that the long-time scalar pdf ͑at R ϭ58) is not necessarily Gaussian or exponential, but rather is sensitive to several factors. If forcing or a mean scalar gradient is present, then non-Gaussian behavior is not sustained. This study extends their result, and shows that for forced simulations with a mean scalar gradient, the scalar pdf is essentially Gaussian up to R ϭ185.
H. Derivatives of the scalar
In contrast to the previous section, there is no shortage of experimental and DNS data for the first derivatives of the scalar, especially for ‫.‪y‬ץ/ץ‬ Holzer and Siggia 18 did a number of large, high Péclet number, stationary 2-D simulations of turbulence with a passive scalar and found that the skewness in the scalar derivative persisted throughout. This skewness was also observed at low Reynolds number in the threedimensional ͑3-D͒ DNS results of Pumir. 15 We find a persistent skewness in ‫‪y‬ץ/ץ‬ as well. Figure  27 shows the pdfs of the scalar derivatives ‫‪x‬ץ/ץ‬ and ‫‪z‬ץ/ץ‬ for R ϭ52, and Fig. 28 shows ‫‪y‬ץ/ץ‬ for all four simulations. The tails of these pdfs are of stretchedexponential form, and skewness is only seen in ‫.‪y‬ץ/ץ‬ ͑Be- cause of the symmetries in the problem, the pdfs of ‫‪x‬ץ/ץ‬ and ‫‪z‬ץ/ץ‬ are symmetric, apart from statistical variability.͒
The skewness is in the positive tails; if ␤ were negative then it would appear in the negative tails. Since the skewness is of order 1 in each case there is evidently no local isotropy of the scalar, in fact, the skewness is essentially constant with Reynolds number. Figure 29͑a͒ shows the dependence of the skewness on Reynolds number, along with the results of Tong and Warhaft, 20 Holzer and Siggia, 18 and Pumir, 15 and Fig. 29͑b͒ shows the kurtosis. Another measure of local isotropy is the ratio of the mean squared gradients of the velocity and the scalar in different directions. In Fig. 30͑a͒ the u-velocity field shows signs of being locally isotropic for each Reynolds number studied ͑up through the second-moments at least͒; however, that is not the case for the scalar field. In Fig. 30͑b͒ there are small but clear differences between the scalar gradient ‫‪y‬ץ/ץ‬ and ‫‪x‬ץ/ץ‬ or ‫,‪z‬ץ/ץ‬ which is due to the mean scalar gradient in the y-direction. Hence local isotropy does not hold for these scalar fields, and the situation does not change as Reynolds number increases ͑over the range studied͒.
The reason for the skewness in the scalar derivative has been shown to be the organization of the scalar in physical space. A number of researchers have observed a ramp-cliff structure in the scalar fluctuation field, which for the total scalar field ͑mean plus fluctuation͒ corresponds to cliffs separating large areas of well-mixed fluid ͑i.e., near constant scalar value͒. 21, 19, 18 We find a similar structure in our results, although the effect is not pronounced. We examine a few contour plots of the scalar fluctuation here to show the orientations of the largest gradients. Figure 31 shows contours of the scalar in the constant-z plane passing through the region of maximum scalar gradient magnitude for R ϭ28. Here the one cliff or steep gradient region is close to being aligned with y. ͑Note that the contour levels have constant spacing.͒ Figure 32 shows similar scalar contours for R ϭ52. Here there are several high gradient regions, with all except one having its gradients aligned roughly parallel to y. As the Reynolds number increases the large gradient regions become more distinct. Figure 33 shows the corresponding field in a constant-x plane for R ϭ84, and Fig. 34 for R ϭ185. Each case shows a definite preference for the highest gradients to be parallel to y, and since these four data sets were chosen at random from the stationary portions of the four simulations ͑i.e., the last time step͒, it is likely that this effect persists throughout.
V. CONCLUSIONS
In the present study direct numerical simulations are used to investigate mixing of a passive scalar in statistically homogeneous, isotropic, and stationary turbulence, with a mean scalar gradient in the y-direction. The range of R 's investigated is 28 to 185. Multiple independent simulations are performed for all but the largest simulation to get confidence intervals, and local regression smoothing is used to further reduce statistical fluctuations.
After initialization of the scalar at zero, the scalar variance and scalar flux evolve to a stationary state in about 4 eddy turnover times. Contrary to former assumptions, the dissipation term in the scalar flux evolution equation is not negligible at these Reynolds numbers. Although it certainly does decrease with R ͑as R Ϫ0.77 ), the ratio of dissipation to production ranges from 0.4 to 0.1 for our simulations. Extrapolating from this data, for the dissipation to be less than 5% of the production, a value of R of 350 would be required. This should be checked as higher Reynolds number DNS simulations become possible. The scalar variance and other large-scale quantities show considerable fluctuation in our simulations, due in large part to the forcing method. It would be very desirable for better forcing algorithms to be developed and employed for examining these quantities, algorithms that realistically simulate the largest scales of the energy spectrum.
Mechanical-to-thermal time scale ratios range from 1.8 to 3.0, increasing with Reynolds number. The scalar dissipation conditioned on the mechanical dissipation shows some Reynolds number dependence. It begins by increasing linearly away from a non-zero value at zero, rising to a maximum with little variability. After the maximum it becomes scattered. When conditioned on the pseudo-dissipation the maximum value is reached more quickly, and a gradual decrease towards zero at very high values of the mechanical pseudo-dissipation is evident. The pdfs of turbulent and scalar dissipation are all successfully fit to stretched exponentials, which quantitatively show the lifting of the pdf tail as Reynolds number increases.
The evolution equation for the pdf of the scalar in our study is derived and solved. From this solution two sufficient conditions arise for the scalar pdf to be Gaussian. They are:
͗⑀ ͉͘ϭ͗⑀ ͘ and ͗v͉͘ϭϪ/(␤͗⑀ ͘). We find that these conditions are well satisfied in the center of these conditional expectations ͑for /Ј ͓Ϫ3,3͔); however, at the extremes ͗⑀ ͉͘ is not constant. It droops down towards zero, corresponding to the drooping also seen in the scalar pdf tails. Scalar mixing, ٌ 2 , is seen to depend on the scalar, on the log of the scalar dissipation, and on v-velocity. A linear model for scalar mixing jointly conditioned on the scalar and v-velocity is developed, and it reproduces the data quite well.
In considering the evolution of these conditional expectations, only ͗v͉͘ changes behavior as it evolves. Since the v-velocity variance is initially much larger than the scalar variance, the correlation (v,) evolves from a value of unity when initialized to the stationary value of 0.5-0.6. The tails of the scalar pdf are found to be Gaussian, or at least very nearly so, at all the Reynolds numbers examined, which is in agreement with the DNS results of Jaberi et al. 29 However, the grid turbulence experiments of Jayesh and Warhaft 24 at similar Reynolds numbers gave exponential tails. One possible explanation for this difference comes from Jaberi et al., 29 who noted that the presence of a mean scalar gradient was sufficient to prevent the formation of exponential tails in their DNS simulations at R ϭ58. Obviously this topic still has questions left unanswered.
We find a persistent skewness of the scalar derivative in the mean scalar gradient direction as expected, comparable to that observed by Holzer and Siggia, 18 Pumir, 15 and Tong and Warhaft. 20 An absence of local isotropy of the scalar is also evident in the mean squared gradients. No change with Reynolds number is seen.
A quick look at the organization of the scalar in physical space confirms what others have observed. 18, 15 In regions of maximum scalar gradient, the steepest gradients are roughly parallel to the mean scalar gradient direction.
