where k(φ i ) = x i β is a smooth link function, and x i is a variable vector for the ith observation; the full conditional posteriors for β and α in the Rician and the NC-χ case with logarithmic links are clearly of this form. The general expressions of the gradient and Hessian in [1] for the model class in Equation (3) show that it is sufficient for our MCMC algorithm to compute the first and second derivatives with respect to (w.r.t.) µ and φ, respectively, for each of the individual observation. The log-likelihood for one observation y of a non-central χ variable can be written as [2] 
where I L−1 (·) is the modified Bessel function of the first kind of order L − 1. Let z = yµ φ and
Then,
1) Derivatives w.r.t. to µ::
2) Derivatives w.r.t. to φ::
We will here investigate the capability of the Rician and Gaussian regression models to accurately detect the signal in Rician data. Note that the opposite experiment of simulating Gaussian data and assessing the performance of the Rician model is not possible since the negative values obtainable under the Gaussian have zero probability in the Rician distribution. Since many models for fMRI, DWI and QTI data can all be written as Rician regression models, we are here interested in assessing the performance on the general Rician regression model, regardless of its specific application in neuroimaging. We have nevertheless chosen to present the results as if the data came from an fMRI experiment. The reason for this is that fMRI data are familiar to many readers, and it also makes it possible to illustrate signal detection visually as activity localization in brain images. We could alternatively have visualized the results as diffusion data, but this is more complex and would require a DWI simulator.
The data are simulated from a model that mimic the results from a real fMRI experiment with a simple block paradigm. The real fMRI data had a spatial resolution of 1.6 x 1.6 x 1.8 mm 3 , and the noise variance and the variance for the activation parameter was manipulated in the simulated datasets to obtain a pre-specified level of activation and SNR. The noise variance experimentally controls the SNR levels, while the variance for the activation parameter is adjusted to accommodate one of four chosen t-ratios (0, 3, 5 and 7) for each of the voxels on our selected slice of the brain.
The prior distributions on the parameters in the Rician and Gaussian model are carefully chosen to carry the same information in both models. Specifically, we choose unit information priors (see Section 3.2), such that the priors only carry the information from a single observation in each of the models. We simulate 100 datasets for each SNR level. The first row with graphs in Figure 1 shows the four activated regions in the data generating process in the form of "t-ratios" (parameter value/standard deviation). The second row of graphs show that all four activation regions are correctly localized with our Rician model in a large majority of the simulated datasets, while the third row shows that the Gaussian model completely misses all of the activated regions when SNR=1, and has a high failure rate when SNR=2.
