The integrand of J is of course to be taken as + oo if either X Q or X λ is zero but not both. As such it is well defined and nonnegative a.e. (μ) and so 0 ^ J ^ oo. By Schwarz's inequality, 0 £ H ^ 1. We remark that μ could have been chosen in (1.2) and (1.3) as any measure dominating both μ 0 and μ l9
We now define the functionals H (Hellinger [6] , see also [9] and [10] and J (Jeffreys [8] , see also [5] ).
(1.2) H=
(1.3) J -J(X 0 -
The integrand of J is of course to be taken as + oo if either X Q or X λ is zero but not both. As such it is well defined and nonnegative a.e. (μ) and so 0 ^ J ^ oo. By Schwarz's inequality, 0 £ H ^ 1. We remark that μ could have been chosen in (1.2) and (1. It follows from the lemma that if J < co then H > 0. The converse of this assertion is not true in general but is true if the measures μ Q and μ t are Gaussian. This is all that remains to prove the dichotomy theorem.
We shall now construct the general Gaussian measure. This paragraph is included in order to introduce notation and follows [2, p. 72 ], If I is any set we take Ω to be the set of all real functions, X, on I and & to be the smallest σ-field on which each coordinate X(t), t e I is measurable. If p is any real function on I x / for which the
, n, j = 1, , n, has determinant I p* I ^ 0 for each finite set π = {t 19 , tJ c I, n = 1,2, , then p is called nonnegative definite. Given such a function p and a real function m on J we may define a Gaussian measure μ = /^(^o, m) as follows. If &(π) is the σ-field generated by X(t),teπ, then we define μ on generating sets of &(π) by a lf , X(ί n ) ^ a n } = [' ... f"* p*(x l9 ..., .τji^ ..
J -oo J -co
where p~ is the Gaussian density,
This defines ^ in a consistent way on each &(π).
There is a unique extension of μ to a measure on & which is called the Gaussian measure with covariance p and mean m.
Suppose now that μ i9 i -0, 1, are two Gaussian measures on (Ω, &).
We define μ π { to be the restriction of μ { to ^(TΓ), i = 0, 1, and Xf = dμϊ/dμ, i = 0, 1. It is easily checked that X>, π c J o is a martingale net and by a theorem of Helms [7] , Xf -> Xi, i = 0, 1, in L'(μ). We denote for each πcl, π finite,
Using Jensen's inequality for conditional expectations, see [13] , it is not difficult to prove that for
Using the martingale convergence theorem we easily obtain with 7Γ running through all (finite) subsets of /,
Assuming for a moment that p 0 and p λ are strictly positive-definite, i.e., I pi I > 0, I pi I > 0, for all ircJ, we may evaluate -ff(π) and J(π). Let m~ = mj -m? and
)m*, m") .
Using (1.7) we shall show that if H > 0 then / < co / As remarked before this will complete the proof of the dichotomy theorem.
Define the quantities and so by (1.12) and (1.18), Returning now to the case when p Q and p x are not both strictly positive-definite we may argue as follows. If there is a finite set π for which exactly one of \ p%\ and | pi \ vanishes then μ 0 1 μ x in a trivial way. In the opposite case we can choose a maximal set I o cz I with the property that p Q and p x are strictly positive-definite on I Q x J o . The proof above shows that either μ 0 _L μ 1 The referee observed that we may take p~p 0 in the theorem. This simplifying observation follows easily from the fact that -is an equivalence relation. REMARK. The theorem becomes false if one drops the assumption of bounded second derivatives as the case
shows. Here one can detect the presence of the jump in the derivative of ^o by techniques similar to those used by Baxter [1] for jumps at zero. Here μ 0 1 μ x although ^0(0+) = p[(Q+) and p t e P, i -0, 1. It should be possible to eliminate the positivity condition, however.
Using the continuity of p { it can be shown that it is enough to consider equi-spaced partitions π in evaluating H(π). The determinants involved are then estimated by using the following theorem of H. O. Pollak and the author [11] .
THEOREM. If pe P has a uniformly bounded second derivative and is positive then
Here π n -{0, 1/n, 2/n, , 1} is the regular partition of / into n intervals. As usual a n b n if a n -0(6 % ) and b n -0(α % ).
One can prove more general theorems using these techniques but for simplicity of statement we have presented the results in this way. It is hoped that further techniques will be developed for estimating the determinants | p* n | which will settle the dichotomy question in more general cases.
