The problem of finding completely positive matrices with equal cp-rank and rank is considered. We give some easy-to-check sufficient conditions on the entries of a doubly nonnegative matrix for it to be completely positive with equal cp-rank and rank. An algorithm is also presented to show its efficiency.
Introduction
An n×n real matrix A is called completely positive (CP) if there is some entrywise nonnegative matrix B ∈ R m×n such that A can be factorized as A = B T B. The minimum m is called the cp-rank of A and is denoted by cp-rank (A). Completely positive matrices were used to deal with configuration problems in combinatorics [9] , and were also employed in statistics [8] . Shashua and Hazan applied completely positive factorization method to cluster data sets in computer vision [14] . Recent results (up to 2003) on completely positive matrices are presented in the book by Berman and Shaked-Monderer [2] . The latest results on CP matrices are about their geometric interpretation by cone theory and are closely related to mathematical programming [1, 3, 4, 6] .
Let R be the set of real numbers, and R + be the set of nonnegative real numbers. An n × n entrywise nonnegative matrix is called doubly nonnegative (DN) if it is also positive semi-definite (PSD). As usual, we denote P SD n the set of PSD matrices of order n, DN n the set of DN matrices of order n ≥ 1, and CP n the set of CP matrices of order n ≥ 1.
A CP matrix is obviously a DN matrix, but the converse is not necessarily true in general. Among many sufficient conditions for a DN matrix to be CP, we mention the one by Kaykobad using diagonally dominance. A diagonally dominant matrix A = [a ij ] satisfies the condition |a ii | ≥ j =i |a ij | for all i. Kaykobad [10] proved that a diagonally dominant DN matrix is indeed a CP matrix with cp-rank ≤ number of nonzero entries above the diagonal + number of strictly diagonally dominant rows.
Proof: Let A = [a ij ]. Since G(A) is a cycle, by relabeling if necessary, we can assume that the nonzero entries of A above the diagonal are exactly a i,i+1 for i = 1, . . . , n. (Here we adopt the convention that n + 1 is 1 for any subscript.) Now suppose that A ∈ CP n and so A = Using the fact that G(A) is a cycle and n ≥ 4, we deduce that S 1 ∩ S 2 , S 2 ∩ S 3 , . . . , S n−1 ∩ S n , S n ∩ S 1 are pair-wise disjoint nonempty sets. It follows that cp-rank (A) = r ≥ |S 1 ∪· · ·∪S n | ≥ |S 1 ∩S 2 |+· · ·+|S n−1 ∩S n |+|S n ∩S 1 | ≥ n. Moreover, (S i−1 ∩ S i ) ∪ (S i ∩ S i+1 ) = S i because S i ∩ S j = ∅ if j = i − 1, i + 1. Now for nonzero off-diagonal entries
Consequently, the conclusion follows from the computation below:
Note that Proposition 1.1 does not hold for n < 4: A CP matrix A of order 3 with G(A) as a triangle can have cp-rank (A) = 2 or even 1. For example, if A = J is an all-ones matrix of order 3, then A is CP with cp-rank (A) = 1. A necessary and sufficient condition for a DN matrix to be CP is given in [15] , where a geometric description of CP n using convex cone theory is given. However, this necessary and sufficient condition is not convenient to be employed for determining whether a DN matrix of order greater than 4 is CP or not. Therefore, there is a need to search for other (easy-to-check) conditions.
For any A ∈ CP n , it is known that rank(A) ≤ cp-rank (A). Generally the cp-rank of a CP matrix can be very larger than its rank. It is interesting to determine when the equality holds. This problem was first put forward by N. Shaked-Monderer ( [12] , [13] ) . She also proved that a nonnegative matrix generated by a Soules matrix is CP with cp-rank equal to the rank [13] . Note that a Soules matrix S ∈ R n×n is an orthogonal matrix whose first column is positive, and that SDS T ≥ 0 for each nonnegative diagonal matrix
Another example for the equality cp-rank(A) = rank(A) is when the graph associated with A is a cycle [?] .
Obviously, for a diagonal CP matrix A, we have rank(A) = cp-rank(A). However, no characterization is known (yet) for a general case.
The reason for us to consider this case is that this is an extreme case for a DN matrix to be CP when the geometric explanation can be applied. Specifically, this is equivalent to the following geometric problem:
Given a set of vectors V = {v 1 , . . . , v n } in vector space R r . When can V be rotated into the positive orthant of R r if the angle between any pair of vectors in V is smaller than or equal to π/2?
Up to the best of our knowledge, this is still an open problem in geometry. So it deserves us to investigate it. The characterization of a CP matrix without the restriction on its cp-rank is surely more complicate than this situation. But it can also be reformulated into a geometric problem where the rotation shall be replaced by a transformation between two different vector spaces with different dimensions. Though the transformation between these the two vector spaces with different dimensions still possesses the orthogonality (it is isometric), the difficulty of the problem in this situation lies in that we even have no idea at all about the dimension of the space of the image of this transformation (there are some results concerning the upper bound of the dimensions of this image space).
We denote by CP (n, r) the set consisting of all n × n CP matrices A with cp-rank(A) = rank(A) = r, and DN(n, r) the set of all n × n DN matrices with rank(A) = r, P SD(n, r) the set of n × n PSD (positive semidefinite) matrices with rank(A) = r. Note that all these three sets are empty when r > n and consist of only zero matrix when r = 0. Thus we always assume throughout the paper that 0 < r ≤ n.
It is obvious that CP (n, r) ⊆ DN(n, r) ⊆ P SD(n, r) for all n and r. There are a number of known sufficient conditions for a DN matrix to be CP with equal cp-rank and rank. Most of them are based on small order, low rank, or special zero pattern. For example, it is shown that a Soules matrix A is always in CP (n, r), where A is defined as the form A = RDR T where R ∈ R n×n is an orthogonal matrix and
It is obvious that CP (n, 0) = DN(n, 0), CP (n, 1) = DN(n, 1) because the outer product of two vectors is nonnegative if and only if both vectors can be set to be entrywise nonnegative. The equality CP (n, 2) = DN(n, 2) was first observed and proved by Gray and Wilson [8] . An alternative to see this result is that vectors in R 2 with nonnegative pairwise inner products can be simultaneously rotated to the first quadrant (see Corollary 2.4).
For r ≥ 3, the equality CP (n, r) = DN(n, r) does not hold for general n (see Example 1.2). However, we have CP (3, 3) = DN (3, 3) . A proof of this result can be found in [2, page 140] . So far we have CP (n, r) = DN(n, r) for 0 ≤ r ≤ n ≤ 3.
On the other hand, if A ∈ DN(n, r) and G(A), the associated graph of A, is a tree, then A ∈ CP (n, r) [5] . The next example shows that the conditions of small order, low rank, and special zero pattern are essential for having equal cp-rank and rank. Therefore, for bigger order, higher rank, or arbitrary zero pattern, it needs additional condition for a DN matrix to be CP with equal cp-rank and rank.
Geometric Approach
In this section, we give a sufficient condition on the entries of a doubly nonnegative matrix A of rank r for A to be completely positive with cp-rank equals r. The proof is based on the following consequence of Cauchy-Schwarz inequality:
where z 1 , . . . , z k are real numbers. Let e be the vector in R r with all entries equal to 1, and ·, · be the standard inner product in R n where n is any positive integer, and · be the Euclidean norm of a vector. The next lemma shows that any vector with a small angle with e also has nonnegative entries.
Lemma 2.1: Let z ∈ R r be such that z, e ≥ r−1 r z e . Then z ∈ R r + .
Proof: Without loss of generality, we assume z = [z 1 , z 2 , . . . , z r ] T where z 1 ≥ z 2 ≥ · · · ≥ z r . Then the hypothesis is
and so
. Now suppose to the contrary that there exists 1
It follows from the inequality above that
Combining with the hypothesis, we have
Because of z k+1 < 0 and z 1 +z 2 +· · ·+z r ≥ 0, it follows that r−1−k = 0 and r−1−r+k = 0, i.e., k = 1 and r = 2. Consequently, we have z 1 ≥ 0 > z 2 , and so z 1 z 2 < 0. On the other hand, the hypothesis gives z 1 + z 2 ≥ z 
Lemma 2.3: Given vectors β i ∈ R r . If there exists a nonzero vector x ∈ R r such that
for all i then there exists an orthogonal matrix Q such that Qβ i ≥ 0, i.e., Qβ i is a nonnegative vector.
Proof: Case 1: x is a positive multiple of e, i.e., x = x √ r e. Then take Q to be the identity matrix I, and we have
Case 2: x is not a positive multiple of e.
And so
Finally, in both cases, we have
and so Qβ i ≥ 0 by Lemma 2.1.
Proof: Since A is a positive semidefinite matrix of rank 2, we have A = B T B for some
. Moreover A is nonnegative, and so v
2 to be the angle bisector of the largest angle among all pairs of vectors. Then
v i x for all i. By Lemma 2.3, there exists orthogonal Q such that Qv i ≥ 0.
Theorem 2.5: Let A = [a ij ] ∈ P SD(n, r), and denote R i the i-th row sum of A. If
for all i then A ∈ CP (n, r).
Proof: Since A is a positive semidefinite matrix of rank r, A = B T B where B = [β 1 , β 2 , . . . , β n ] and β i ∈ R r . Note that β i = Be i where e i is the i-th column of the n × n identity matrix. Take x = β 1 + β 2 + · · · + β n = Be 1 + Be 2 + · · · + Be n = B(e 1 + · · · + e n ) = Be. Now
Hence, by hypothesis,
By Lemma 2.3, there exists an r × r orthogonal matrix Q such that Qβ i ≥ 0, and so QB is an r × n nonnegative matrix. Consequently,
On the other hand, r = rank(A) ≤ cp-rank(A), so we have cp-rank(A) = r. Corollary 2.6: Let A ∈ P SD(n, 3). If 3R
The next two examples show how to use this sufficient condition to determine a given DN matrix of rank 3 to be CP with cp-rank being 3. It is easy to check that A ∈ DN(4, 3) . Using the result of Maxfield and Minc [11] that any 4 × 4 DN matrix is CP (whose cp-rank is less than or equal to 4), we know that A is CP, but we don't know its exact cp-rank. However, by Corollary 2.6, we know that A ∈ CP (4, 3). Then A ∈ DN(5, 3) by simple calculations on A's eigen-system. But the result of Maxifeld and Minc [11] cannot be applied. By Corollary 2.6, it can be easily checked that the sufficient condition is satisfied and so A ∈ CP (5, 3).
Remark 2.9: Unfortunately, the sufficient condition in Theoem 2.5 is far from necessary.
For example, the diagonal matrix 100 0 0 1 ∈ DN(2, 2) = CP (2, 2) but it fails the condition in Theorem 2.4.
Nonnegative Equivalent Matrices
In this section, we first introduce nonnegative equivalent matrices, which are a special kind of doubly nonnegative matrices. We then show that a nonnegative equivalent DN matrix with rank three must be CP with its cp-rank equal to its rank. Before we come to our main points, let us first state an already known result (see e.g. [15] ), by which we get the uniqueness of the minimal CP factorization for a matrix A ∈ CP (n, r) in the sense of unitary transformation. Here by minimal CP factorization we mean the factorization A = B T B where B ∈ R m×n + with m = cp-rank(A). The following lemma is actually a special case of Lemma 2.1 of [15] . We present here an alternative proof to this result in our situation.
where B, C ∈ R r×n and r = rank(A). Then there exists an orthogonal matrix Q ∈ R m×m such that C = QB.
Proof: It is obvious that rank(A) = rank(B) = rank(C) = r. Now from the equality
Here the r ×r matrix BB T is invertible due to the fact rank(BB T ) = rank(B) = r. Thus we have B = QC if we denote Q = (BB T ) −1 BC T . It suffices to prove that Q is an orthogonal matrix. In fact, we have
where I r is the identity matrix of order r. . We take
, and A = 
Then there exists an orthogonal matrix Q ∈ R n×n such that
n×r . Then A = B T B ∈ DN(r, r). But DN(r, r) = CP (r, r) for r ≤ 4 by Lemma 3.2, so there is a nonnegative r × r matrix C 1 such that A = C T 1 C 1 (see e.g. [11] ). Now we let C T = [C We call an r × n (r = rank(B) ≤ n) matrix B a Non-Negative eQuivalent (abbr. nnq) if there is a nonsingular submatrix B 1 ∈ R r×r such that B −1 1 B ≥ 0. An n × n symmetric matrix A with rank(A) = r is called nnq if A has an r × n nnq submatrix. (ii) We may assume that the submatrix
is nonsingular and satisfies condition P ≡ B The argument in the proof of Theorem 3.5 implies a method for constructing CP factorizations of a matrix A in CP (n, 3) or CP (n, 4) when A satisfies the hypothesis. We will present an algorithm for such a factorization in this special case.
For a given matrix A ∈ DN(n, r), a symmetric rank factorization, or briefly, a SR factorization of A, is a factorization A = BB T , where B ∈ R n×r , r = rank(B) = rank(A). B is accordingly called a SR-factor of A. The following lemma shows that if A ∈ DN(n, r) has a nnq SR-factor, then all the SR-factors of A are nnq. This lemma will be used to show that the nnq condition is not necessary for a matrix A ∈ DN(n, r) to be CP.
Lemma 3.6: Let A = B
T B = C T C with B, C ∈ R r×n , r = rank(A) . Then B is nnq if and only if C is nnq.
Suppose that B is nnq. Then we may assume without loss of generality that
is an invertible submatrix of B that satisfies B −1 1 B ≥ 0. We want to prove that C is also nnq. Denote C 1 = [c 1 , c 2 , . . . , c r ] ∈ R r×r . By Lemma 3.1 there exists an 3 × 3 orthogonal matrix Q such that C = QB. Thus C 1 = QB 1 , which implies that C 1 is also invertible. Moreover, we have
Thus C is also nnq. Conversely, if C is nnq, then we can also prove that B is nnq by the same argument.
The following example shows that the nnq condition for a matrix A ∈ DN(n, 3) to be in CP (n, 3) is not necessary. Step 1. Use Cholesky decomposition to A to get matrix
Step 2. If B ≥ 0, we are done. otherwise, we denote B = [b 1 , b 2 , . . . , b n ]. go to the next step.
Step
If d(i, j, k) = 0, then go to the next step.
Step 4. Calculate the matrix
Step 5. Find an orthogonal matrix where Q 1 is an orthogonal matrix of order 3, and r ii = β i , r ij = β i , β j , ∀i, j ∈ {1, 2, 3}. Thus R ∈ R 3×3 is obviously a nonnegative upper triangle matrix. Now we take Q = Q Denote by C A the convex cone generated by the columns of matrix A, Extr(C) for the set of all extreme rays of a cone C, and denote c M ≡ |Extr(C M )| for any matrix M . It is shown in [15] that c A = c B where A = B T B. The following theorem deals with the cases when the number of extreme rays of cone generated by the columns of A equals the rank (and the CP-rank) of A. 
where
. It follows that r = cp-rank(A) ≤ m, a contradiction. Consequently we have m = r. (2). Let A ∈ DN(n, r), m ≤ 4, and denote E ≡ Extr(C A ). We may assume w.l.o.g. that E = {α 1 , . . . , α m } where α j is the jth column of A. Now we denote
n×m . By the definition of E there exists a nonnegative matrix W ∈ R m×n + such that A = A 1 W . Now we write A 1 in block form
where A 11 ∈ R m×m , then A has the blocking form Given a matrix A ∈ CP (n, 3), we have |Extr(C A )| ≥ 3 by Lemma 3.10. But A may not be a nnq matrix. However, if we have |Extr(C A )| = 3 , then A must be nnq (and thus CP). Specifically, we have Theorem 3.11: Let A ∈ DN(n, 3) with |Extr(C A )| = 3. Then A ∈ CP (n, 3) if and only if A is nnq.
Proof: We write A = Gram(α 1 , α 2 , . . . , α n ) ∈ DN(n, 3) where α j ∈ R 3 . Then the theorem states that when the cone C A has three extreme rays, we have A ∈ CP (n, 3) if and only if there exists a 3×3 nonsingular principal submatrix of A, denoted by A 11 , such that A −1 11 A 1 ≥ 0 where A 1 is the 3 × n submatrix of A consisting of the three rows of A corresponding to those of A 11 's. For convenience, we may assume that all diagonal elements of A are positive since otherwise A can be reduced to a lower order. Furthermore, we can assume that all the diagonal elements of A are ones since otherwise we can substitute A by D −1/2 AD −1/2 which has the same CP property with A in our interest.
For the necessary, we assume that A ∈ CP (n, 3). Write A as A = B T B with B = [α 1 , α 2 , . . . , α n ] ∈ R 3×n , rank(B) = 3. Denote Γ = {α 1 , α 2 , . . . , α n } ⊂ R 3 + . Then there exists an orthogonal matrix Q of order three such that Qα 1 , Qα 2 , . . . , Qα n ∈ R 3 + . Denote β j = Qα j , ∀j = 1, 2, ..., n. Then we have A = Gram(β 1 , . . . , β n ). Since cp-rank(A) = rank(A) = 3, we know that A must be an interior point in the cone CP (n, 3). Now we denote C A = conv {β 1 , β 2 , . . . , β n }. It follows from Lemma 3.4 that cp-rank(A) is exactly the maximal number of conically independent vectors (called con-rank ) among Γ . Note that a set of vectors Γ is called conically dependent if there exists a vector α j in Γ such that α j can be represented as a nonnegative linear combination, and called conically independent if Γ is not conically dependent. Since |Extr(C A )| = 3, there exist three conically independent vectors, say, α 1 , α 2 , α 3 ∈ Γ, such that any other vector in Γ can be expressed as a nonnegative linear combination of {α 1 , α 2 , α 3 }. In fact, the three vectors α 1 , α 2 , α 3 are also linearly independent.
For each j ∈ {1, 2, ..., n}, there exists a nonnegative optimal solution (x 0 , y 0 , z 0 ) to minimize the function
with f j (x 0 , y 0 , z 0 ) = min f j (x, y, z) = 0. Since the minimization of function f is equivalent to that of function F j (x, y, z) ≡ f j (x, y, z) 2 , i.e., min x,y,z≥0
F j (x, y, z) = α j − xα 1 − yα 2 − zα 3 , α j − xα 1 − yα 2 − zα 3
By taking the gradient of F (notice that α i , α j = a ij and a ii = 1 for all i, j ∈ {1, 2, ..., n}) to be zero, we get for some positive integers i, j, k (1 ≤ i < j < k ≤ n), i.e., A 11 is a submatrix of A whose columns and rows are both indexed by {i, j, k} (here and afterwards we abuse MATLAB notations when the matrix indexing is concerned) . We may assume w.l.o.g. that A 11 = A(1 : 3, 1 : 3) such that rank(A 11 ) = 3 and A −1 11 A 1 ≥ 0 where A 1 = A(1 : 3, :). We need to prove that matrix A is a CP matrix with cp-rank(A) = rank(A) = 3.
For this purpose, we write A into the following blocking form:
Then A and A = B T B which implies that A ∈ CP (n, 3). The proof is completed. Theorem 3.11 can be used to determine when a matrix A ∈ DN(n, 3) is in CP (n, 3) when the cone C A has three extreme rays. The following example illustrates the effectiveness of Theorem 3.11. 
Thus we once again confirm that A ∈ CP (5, 3) by Theorem 3.11.
The characterization of CP (n, 3) is not over as we can see from Example 3.8 that the condition in Theorem 3.11 cannot be removed. However, there are some cases for A ∈ CP (n, 3) when C A has more than three extreme rays. Actually we can find an arbitrary number of extreme rays for C A . For example, in Example 3.8, there are five extreme rays in C A .
