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Abstract
In an l-facial coloring, any two different vertices that lie on the same face and are at distance at
most l on that face receive distinct colors. The concept of facial colorings extends the well-known
concept of cyclic colorings. We prove that
⌊
18l
5
⌋
+ 2 colors suffice for an l-facial coloring of a plane
graph. For l = 2, 3 and 4, the upper bounds of 8, 12 and 15 colors are shown. We conjecture that
each plane graph has an l-facial coloring with at most 3l + 1 colors. Our results on facial colorings
are used to decrease to 16 the upper bound on the number of colors needed for 1-diagonal colorings
of plane quadrangulations.
© 2004 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we introduce an extension of cyclic colorings of plane graphs which we
call facial colorings. A cyclic coloring of a plane graph is a coloring of its vertices such that
any two distinct vertices incident with the same face receive distinct colors. The number of
colors used has clearly to be at least the size∆ of the largest face (measured as the number
of its vertices) of a plane graph. Hence any upper bounds have always to be restricted to
plane graphs with bounded maximum face sizes (we survey known results later).
Two vertices u and v are l-facially adjacent if there exists a facial segment of length
(measured as its number of edges) at most l between them, i.e., they lie on the same face
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and are at distance at most l on that face. In an l-facial coloring, we demand that any two
different l-facially adjacent vertices receive distinct colors. If ∆ ≤ 2l + 1, any cyclic
coloring is an l-facial coloring, and moreover if a plane graph is 2-connected, any l-facial
coloring is a cyclic coloring (note that each plane graph can be changed to a 2-connected
graph only by adding some edges without increasing its cyclic chromatic number). The
bounds for the l-facial colorings do not restrict to plane graphs with bounded maximum
face sizes but they hold for all plane graphs regardless of their maximum face sizes. Hence
the concept of facial colorings may be viewed as an extension of the concept of cyclic
colorings (which restricts to a plane graph with bounded face sizes) to all plane graphs. In
addition, our results on the 2-facial colorings are used to prove a better upper bound in the
case of 1-diagonal colorings of plane quadrangulations.
We survey results on cyclic colorings in this paragraph: the best known lower bound
 32∆ for cyclic colorings is also conjectured to be the best possible; see a well-known
monograph [12, p. 37] on graph coloring problems by Jensen and Toft. Ore and Plummer
proved the first upper bound of 2∆ for the problem in [13]. Borodin slightly improved the
bound to 2∆ −3 for∆ ≥ 8 in [3]. Significant progress has been made recently: Borodin,
Sanders and Zhao managed to prove the bound of  95∆ in [5] and the currently best
known general bound  53∆ is due to Sanders and Zhao [16]. Better results are known
for graphs with small maximum face sizes, i.e., for small values of ∆. Let fc(∆) be
the minimum number of colors needed in a cyclic coloring of every plane graph with
maximum face size at most ∆. The case of cyclic colorings of plane triangulations, i.e.,
∆ = 3, is equivalent to the famous Four Color Theorem which was proved in [1] (see
also [15] for a recent refinement of its proof). Hence fc(3) = 4. The case of ∆ = 4 is
Ringel’s problem. The problem was solved and it was shown that fc(4) = 6 by Borodin
in [2, 4]. The values of fc for ∆ = 3 and ∆ = 4 are the only ones which are currently
known exactly. The upper bounds fc(5) ≤ 8 and fc(6) ≤ 10 were proved in [5] and
fc(7) ≤ 12 in [3]. The lower bound 7 ≤ fc(5) is known. There is a related conjecture by
Plummer and Toft [14] on cyclic colorings of 3-connected plane graphs which has been
recently proved for graphs with large maximum face sizes [7, 8, 11] by Enomoto, Hornˇa´k
and Jendrol’.
We define an l-facial coloring in a formal way and state its basic properties in Section 2.
Notation related to plane graphs used in this paper is also introduced in Section 2. Again,
let f f (l) be the minimum number of colors needed in l-facial colorings of all plane graph.
It clearly holds that fc(2l + 1) ≤ f f (l). We do not know a single value of l for which the
inequality can be shown to be strict. We extend all the results for cyclic colorings except
for those of [16] to facial colorings: a structural result of [5] is used to get an upper bound
f f (l) ≤
⌊
18
5 l
⌋
+ 2 in Section 3 (Theorem 4.1; see Corollary 5.1 for l ≤ 4). This bound
corresponds to the bound on fc from [5]. Better results can be obtained for small values
of l. Since 1-facial colorings coincide with usual colorings of plane graphs, the case l = 1
is also equivalent to the Four Color Theorem. Hence f f (1) = 4. The bound f f (2) ≤ 8 is
proved in Section 4; this matches the corresponding best known bound fc(5) ≤ 8 for the
cyclic coloring. The bounds f f (3) ≤ 12 and f f (4) ≤ 15 are proved in Section 5. Both
these bounds match the corresponding best known bounds fc(7) ≤ 12 and fc(9) ≤ 15 for
the cyclic coloring.
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The obtained results are applied to the 1-diagonal colorings of plane quadrangulations.
A 1-diagonal coloring of plane triangulations was studied (in a dual form) in [6]. The
concept was generalized to a d-diagonal coloring of plane graphs in [10]. Two vertices
u and v are d-diagonally adjacent if there exists a set S of at most d edges such that
the removal of the edges of S makes u and v to be incident with the same face. In the
d-diagonal coloring, any two vertices which are d-diagonally adjacent have to receive
distinct colors. A 0-diagonal coloring is clearly a cyclic coloring. A d-diagonal coloring of
plane quadrangulations was first studied in [9]; Hornˇa´k and Jendrol’ proved in [9] that 21
colors are always sufficient to 1-diagonal color a plane quadrangulation. Sanders and Zhao
improved this upper bound to 19 in [17]. Related results on diagonal colorings of plane
graphs with small maximum face sizes can be found in [18]. We decrease the upper bound
on the number of colors needed for a 1-diagonal coloring of plane quadrangulations to 16.
The lower bound of 11 can be found in [17].
2. Basic properties
Throughout the paper, we write V (G), E(G) and F(G) for the vertex set, the edge set
and the face set of a plane graph G, respectively. A vertex v is a k-vertex if its degree is
k; similarly, a k-face is a face of size k. We write ≤ k (≥k) for integers smaller or equal
(greater or equal) to k; e.g., a ≤ 4-vertex is a vertex of degree at most 4. A vertex v is
a ( f1, . . . , fd )-vertex if it is a d-vertex and the faces incident with v have sizes (in either
a clockwise or anti-clockwise order around v) f1, . . . , fd . In addition, we use ∗ in this
notation in the same meaning as ≥1 to emphasize that there is no restriction on the size of
that particular face imposed, e.g., a (4,≥5, ∗)-vertex is a 3-vertex incident with a 4-face
and a face of size at least 5.
A facial segment, or a facial subwalk, is a sequence of vertices in the order obtained
when traversing a part of the boundary of a face. Some facial segments in plane graphs
which are not 2-connected may contain some vertices several times. A facial segment con-
taining each vertex at most once is a facial path. The length of a facial segment is the
number of its edges. Two distinct vertices u and v are l-facially adjacent if they are end-
vertices of a facial segment of length of at most l (1-facially adjacent vertices are precisely
neighboring ones). In an l-facial coloring, any two l-facially adjacent vertices receive dis-
tinct colors. The l-facial degree of a vertex v is the number degl(v) of distinct vertices
which are l-facially adjacent to v. An (l, k)-minimal graph is a plane graph with the small-
est number of vertices (and among such graphs with the smallest number of edges) which
has no l-facial coloring using at most k colors. An l-facial coloring using k colors is called
an (l, k)-coloring for brevity.
Several basic lemmas on l-facial colorings are stated in what follows. Each of
Lemmas 2.2–2.6 has a counterpart for cyclic colorings [3]. The proofs are straightforward
extensions of the corresponding proofs from [3] and hence they are omitted. The only
exception is Lemma 2.2 which turned out to be surprisingly more difficult to prove than its
counterpart, and hence we provide its proof.
Lemma 2.1. Let v be a ( f1, . . . , fd )-vertex and l ≥ 1 an integer. The l-facial degree of v
is at most
(∑d
i=1 min{ fi , 2l + 1}
)
− 2d.
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Proof. The number of the l-facial neighbors of v among vertices incident with an fi -face
is min{ fi −1, 2l}. Then, the bound of the lemma follows by summing up these expressions
and decreasing the sum by 1 for each neighbor of v because it is counted twice in the
sum. (Even this sum is only an upper bound on the l-facial degree because some l-facial
neighbors of v may be counted in it several times.) 
Lemma 2.2. Each (l, k)-minimal graph (for k ≥ 3l + 1) is 2-connected.
Proof. Let G be an (l, k)-minimal graph. G is clearly connected. Assume that G is not
2-connected. Let G1 be one of the end-blocks of G, v the corresponding cut-vertex and G2
the rest of G (including v). Let v−l , . . . , v−1, v, v1, . . . , vl be a facial segment of G1 and
w−l , . . . , w−1, v,w1, . . . , wl a facial segment of G2 such that v−1, v,w−1 and v1, v,w1
are facial segments of G. It might happen that some vertices of v−l , . . . , v−1, v, v1, . . . , vl
or some vertices of w−l , . . . , w−1, v,w1, . . . , wl are actually the same (in particular, if the
length of the boundary of the corresponding outer face is smaller than 2l + 1).
Both G1 and G2 have an (l, k)-coloring due to the minimality of G; let c1 be an (l, k)-
coloring of G1 and c2 an (l, k)-coloring of G2. Assume that c1 and c2 use completely
different colors. Let V − = {v−1, . . . , v−l }, V + = {v1, . . . , vl }, W− = {w−1, . . . , w−l }
and W+ = {w1, . . . , wl}. The sets V − and V + need not be disjoint; similarly, the sets
W− and W+. We consider all the four sets to be multisets, e.g., if a single vertex appears
k times among v−l , . . . , v−1, v1, . . . , vl , then we pretend that there are k vertices colored
with its color in V − ∪ V + even if it is the only vertex of V − ∪ V + with the particular
color.
Some colors used by c1 and c2 will be identified. First, we identify the colors c1(v) and
c2(v). For each 1 ≤ i ≤ l, if the vertex v−i 	= v is the only vertex in V − ∪ V + colored
with the color c1(v−i ) and wi−l−1 	= v is the only vertex in W− ∪ W+ colored with the
color c2(wi−l−1), then we identify the colors c1(v−i ) and c2(wi−l−1). We now argue that
if we identify the colors for the pair of vertices v−i and wi−l−1, then the vertices v−i and
wi−l−1 are not l-facially adjacent. First note that v−i /∈ V +: otherwise, v−i is contained
both in V − and V + and it does not satisfy the condition for the colors being identified.
Similarly, wi−l−1 /∈ W+. Therefore, the shortest facial segment between v−i and wi−l−1
is the segment v−i , . . . , v−1, v,w−1, . . . , wi−l−1. Since the length of this segment is l +1,
the vertices v−i and wi−l−1 are not l-facially adjacent. We proceed in the same manner,
for all the pairs of vertices vi and wl−i+1.
Next, we proceed as follows. If there is a color γ such that it is used by c1 to color some
vertices of G1 and no vertex of {v} ∪ V − ∪ V + is colored with the color γ , we identify
the color γ with any color used by c2 and not by c1 (if there is any). Similarly, we identify
colors used by c2 which are not used to color the vertices {v} ∪ W− ∪ W+ with colors
used by c1 and not by c2. These rules are applied until any such colors exist. The obtained
coloring is clearly an l-coloring. It uses at most k colors unless more than k colors are used
on the vertices of the multiset U := {v} ∪ V − ∪ V + ∪ W− ∪ W+. Note that the size of U
is 4l + 1.
We prove that at most k colors are used by the final coloring to color the vertices of U .
This will assure that at most k colors are used by the final coloring at all and thus the final
coloring is an (l, k)-coloring contradicting that G is (l, k)-minimal. Let k(x) for x ∈ U be
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the number of vertices of U having the same color as x (recall that U is a multiset).
The number of colors used by the coloring on the vertices of U is equal to
∑
x∈U (1/k(x)).
The following inequality will be proven:
∑
x∈U
1
k(x)
≤ 3l + 1.
If the colors of v−i and wi−l−1 were not identified, then either k(v−i ) ≥ 2 or
k(wi−l−1) ≥ 2 (note that one of these inequalities also holds if v−i or wi−l−1 coincide
with v) and hence:
1
k(v−i )
+ 1
k(wi−l−1)
≤ 3
2
.
If the colors were identified, then k(v−i ) = k(wi−l−1) ≥ 2 and this gives the above
inequality with the right hand side equal to 1. The same inequalities hold for the pairs
of vertices vi and wl−i+1. Thus, the sum of the inverse values of the two corresponding
vertices for each i ∈ {−l, . . . ,−1, 1, . . . , l} is at most 3/2. Hence the whole sum is
bounded as follows:
∑
x∈V −∪V +∪W −∪W +
1
k(x)
≤ 3
2
· 2l ≤ 3l.
This immediately implies the following which finishes the whole proof:
∑
x∈U
1
k(x)
≤ 3l + 1 ≤ k. 
Lemma 2.3. No (l, k)-minimal graph (for k ≥ 2l + 1) contains a separating cycle of
length at most 2l + 1.
Lemma 2.4. No (l, k)-minimal graph contains an edge separating an f1-face and an f2-
face with f1 + f2 ≤ 2l + 3.
Lemma 2.5. No (l, k)-minimal graph contains a vertex with the l-facial degree at most
k − 1.
Lemma 2.6. No (l, k)-minimal graph (for l ≥ 2 and 3l + 1 ≤ k) contains an edge uv
separating two ≥ 4-faces such that u and v are ≥3-vertices, the l-facial degree of u is at
most k and the l-facial degree of v is at most k + 1.
3. The bound for the general case
We first state a structural theorem whose proof can be found in [5, Theorem 3.1].
Theorem 3.1 in [5] states that each plane graph with maximum face size ∆ ≥ 8 contains
a vertex which is cyclically adjacent to at most
⌊
9
5∆

⌋
− 1 vertices (two vertices are
cyclically adjacent if they are incident with the same face). The proof of Theorem 3.1
in [5] is actually a proof of the following structural result:
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Theorem 3.1. Each connected plane graph contains at least one of the following
configurations:
1. a ≤2-face.
2. a 1-vertex.
3. a (≤15, ∗)-vertex.
4. a (3,≤10, ∗)-vertex, a (4,≤7, ∗)-vertex or a (5,≤6, ∗)-vertex.
5. a 4-vertex which is of one of the following types: a (3,≤4, ∗,≤4)-vertex, a
(3,≤4,≤4, ∗)-vertex, a (3, 3, 5, ∗)-vertex or a (3, 5, 3, ∗)-vertex.
6. a (3, 3, 3, 3, ∗)-vertex.
7. a k-face (k ≥ 16) with a facial path of length at least
⌈
k−11
5
⌉
formed by 2-vertices.
Theorem 3.1 can be used to bound minimum l-facial degrees:
Corollary 3.1. Let l ≥ 5 be a fixed integer. Each plane graph without loops and parallel
edges contains a vertex of the l-facial degree at most
⌊
18l
5
⌋
+ 1.
Proof. Let G be a plane graph and l ≥ 5 a fixed integer. Assume G is connected. The
proof is based on a careful examination of the configurations described in Theorem 3.1:
1. This is forbidden by the assertion of the statement.
2. If G contains a 1-vertex v, then the l-facial degree of v is at most 2l.
3. If G contains a (≤15, ∗)-vertex v, then the l-facial degree of v is at most 15 + 2l −
3 = 2l + 12 ≤  18l5  + 1 (if l ≥ 7). If l = 5 or l = 6, respectively, degl(v) is at most
4l − 2, i.e. 18 or 22, respectively, which is at most
⌊
18l
5
⌋
+ 1.
4. If v is a (3,≤10, ∗)-vertex, a (4,≤7, ∗)-vertex or a (5,≤6, ∗)-vertex, then the l-facial
degree of v is at most 13 + 2l + 1 − 6 = 2l + 8 ≤
⌊
18l
5
⌋
+ 1.
5. If v is a (3,≤4, ∗,≤4)-vertex or a (3,≤4,≤4, ∗)-vertex, then v has the l-facial
degree at most 3 + 4 + 4 + 2l + 1 − 8 = 2l + 4 ≤
⌊
18l
5
⌋
+ 1. If v is a
(3, 5, 3, ∗)-vertex or a (3, 3, 5, ∗)-vertex, then the l-facial degree of v is at most
3 + 3 + 5 + 2l + 1 − 8 = 2l + 4 ≤
⌊
18l
5
⌋
+ 1.
6. If v is a (3, 3, 3, 3, ∗)-vertex, then it has the l-facial degree at most 3 + 3 + 3 + 3 +
2l + 1 − 10 = 2l + 3 ≤
⌊
18l
5
⌋
+ 1.
7. If G contains a k-face (k ≥ 16) with a facial path of length at least
⌈
k−11
5
⌉
formed
by 2-vertices, then we proceed as follows. Let v be any of 2-vertices of the facial
path. If k ≤ 2l, then the l-facial degree of v is at most:
k + (2l + 1) − 3 −
⌈
k − 11
5
⌉
= 2l − 2 +
⌊
4k + 11
5
⌋
≤
2l − 2 +
⌊
8l + 11
5
⌋
≤
⌊
18l
5
⌋
+ 1.
If k ≥ 2l + 1, then the facial path has length at least
⌈
2l
5
⌉
− 2. Hence the l-facial
degree of v is at most 2(2l + 1) − 3 − (
⌈
2l
5
⌉
− 2) =
⌊
18l
5
⌋
+ 1. 
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Theorem 3.1 provides also upper bounds of 5, 9, 12 and 15, on minimum 1-facial,
2-facial, 3-facial and 4-facial degree, respectively, of plane graphs. We did not state these
bounds explicitly because we do not need them. The proofs of these bounds are essentially
the same as the proof of Corollary 3.1.
We use the obtained upper bound on the minimum l-facial degree to get a bound on the
number of colors needed for an l-facial coloring of a plane graph:
Theorem 3.2. Each plane graph has an (l,
⌊
18l
5
⌋
+ 2)-coloring for any l ≥ 5.
Proof. Let G be a (l,
⌊
18l
5
⌋
+ 2)-minimal graph. Since G contains neither a loop nor a
pair of parallel edges, G contains a vertex of the l-facial degree at most
⌊
18l
5
⌋
+ 1 by
Corollary 3.1, which is impossible due to Lemma 2.5. 
4. The bound for 2-facial coloring
We first prove two lemmas on the structure of (2, 8)-minimal graphs:
Lemma 4.1. Let G be a (2, 8)-minimal graph and let x and y be two adjacent vertices of
G. Then the following holds.
(a) deg2(x) + deg2(y) ≥ 18.
(b) If deg2(x) ≤ 10 and deg2(y) ≤ 10, then one of the faces incident with the edge xy
is a ≤5-face.
Proof. By Lemmas 2.1 and 2.2, G is 2-connected and with minimum degree at least 3.
Thus, the minimum 2-facial degree is at least 8. Let f1 and f2 be the two faces incident
with xy and Pi = xi xyyi the facial segment of fi for i = 1, 2.
In the proof of both the cases (a) and (b), we construct from the graph G a smaller
graph G′. By the minimality of G, the graph G′ has a (2, 8)-facial coloring. Afterwards,
we modify this coloring to a (2, 8)-coloring of G yielding a contradiction.
(a) Suppose that the claim is false. Since each vertex has its 2-facial degree at least 8,
we may assume that d2(x) = 8 and d2(y) ∈ {8, 9}.
Let first both f1 and f2 be ≥4-faces. By Lemma 2.3, the vertices x, y, x1, x2, y1
and y2 are pairwise distinct (note that if there is a non-separating triangle x1xx2 or
y1yy2, then the 2-facial degree of x or y is less than 8). Moreover, the vertices x1 and
y2 are at distance at least 3. Otherwise, we obtain either a separating cycle of length
≤5 or one of the vertices x and y is a 3-vertex incident with a 3-face and its 2-facial
degree is less than 8.
Let G′ be the graph obtained from G by contraction of the path x1xyy2 to a single
vertex z and c a (2, 8)-coloring of G′. We extend c to a (2, 8)-coloring of G: the
vertices of V (G)\{x, y, x1, y2} preserve their colors, and the vertices x1 and y2 are
colored with the color of the vertex z (this is possible because these two vertices
are not 2-facially adjacent). By the assumption, there is at least one available color
for y (recall that deg2(y) ≤ 9) and at least two available colors for x (recall that
deg2(x) ≤ 8). So, we can easily obtain a (2, 8)-coloring of G.
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Suppose now that f1 or f2 is a triangle, say f1. Then, by Lemma 2.4, f2 is
a ≥5-face. Since both the vertices x and y have 2-facial degrees at least 8, they
are ≥4-vertices. If x1 and x2 are 2-facially adjacent, then either they are joined
by an edge or they have another common neighbor different from x . Since x has
degree at least 4 (its 2-facial degree is at least 8), in both the cases, there is a
separating cycle of length at most 4, which is impossible due to Lemma 2.3. So,
we may assume that x1 and x2 are not 2-facially adjacent. The contraction of the
path x1xx2 to a single vertex z yields the graph G′, which has a (2, 8)-coloring c
due to minimality of G. Again, we use this coloring to obtain a (2, 8)-coloring of G:
the vertices of V (G)\{x, x1, x2} preserve their colors, and the vertices x1 and x2 are
colored with the color of the vertex z in G′. Finally, we color x (recall again that
deg2(x) ≤ 8).(b) Suppose the claim is false. Then, the sizes of both the faces f1 and f2 are at least 6.
Suppose first that deg2(x) ≤ 9. The vertices x1 and y1 are not 2-facially adjacent,
otherwise there is a separating ≤5-cycle, which is impossible by Lemma 2.3.
Similarly, x2 and y2 are not 2-facially adjacent. Now, we create a graph G′: add to
G the edges x1y1 and x2y2 and contract them to the vertices z1 and z2, respectively.
The (2, 8)-coloring c of G′, which exists due to the minimality of G, is used to get
a (2, 8)-coloring of G. Let the colors of all the vertices except for x, y, x1, y1, x2, y2
be the same; we color x1, y1 with the color of z1 and x2, y2 with the color of z2.
Since deg2(y) ≤ 10 and deg2(x) ≤ 9, one available color for y and two available
colors for x are left. Now, one can easily extend c to y and x .
Suppose now that deg2(x) = 10. By the symmetry, it is possible to assume
deg2(y) = 10. Note that the degrees of both x and y have to be at least 4 in G.
Hence, one can easily show that no two vertices from x1, x2, y1, y2 are 2-facially
adjacent (unless G contains a separating ≤5-cycle, which is impossible due to
Lemma 2.3). The graph G′ is obtained by contracting all the edges of the paths P1
and P2 into a single vertex z. We extend the (2, 8)-coloring c of G′, which exists
due to the minimality of G, to a (2, 8)-coloring of G. All the non-contracted vertices
preserve their colors and the vertices x1, x2, y1 and y2 are colored with the color
c(z). There are two available colors for x and y and so a (2, 8)-coloring of G can be
obtained. 
Lemma 4.2. Let G be a (2, 8)-minimal graph and abc a path in G comprised of three
3-vertices. Then, b is a (5, 5, 5)-vertex.
Proof. Suppose the lemma is false. Without loss of generality, the graph G is 2-connected.
Let f be the face incident with edges ab and bc. By Lemma 2.1 and Lemma 4.1(a), f is a
≥5-face.
Suppose first that f is a 5-face. Let f = abcde and let f ′ be the other face incident
with the edge ab. Assume that f ′ is a ≥6-face. By Lemma 4.1(a), the vertices a, b, c
are (5,≥5,≥5)-vertices and the (usual) degrees of the vertices d and e are at least 3.
Let a′, b′, c′, respectively, be the neighbors of a, b, c, respectively, which are not incident
with the face f . Note that no two vertices from a′, b′, d are 2-facially adjacent due to
Lemma 2.3.
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Fig. 1. Three basic configurations of Lemma 4.4. The 3-vertices are depicted as triangles and the 4-vertices as
squares. The numbers placed in the faces represent their sizes.
We obtain the graph G′ from G by contracting the connected subgraph of G induced
by the vertex set {a, b, c, d, a′, b′} to a single vertex x . By the minimality of G, the graph
G′ has a (2, 8)-coloring. We obtain a (2, 8)-coloring of G from it: all the non-contracted
vertices preserve their colors. The vertices a′, b′ and d are colored with the color of the
vertex x . Then, we color the vertices c, a, b one by one (in this order) with available colors
(each time there is at least one available color). Due to symmetry, we may conclude that if
f is a 5-face, then b is a (5, 5, 5)-vertex.
Suppose now that f is a ≥6-face. The vertex b is a (5, 5,≥6)-vertex due to
Lemma 4.1(b). Hence, a and c are (5,≥5,≥6)-vertices due to Lemma 2.6. Let d be the
other neighbor of c incident with f and bcehg the other face (i.e., not f ) incident with
the edge bc. By Lemma 2.3, all the vertices a, b, c, d, e, h and g are mutually distinct.
Moreover, no two vertices from a, d, h are 2-facially adjacent. Contract the connected
subgraph of G + bh induced by the vertex set {a, b, c, d, h} to a single vertex x ; let G′
be the obtained graph. By the minimality of G, the graph G′ has a (2, 8)-coloring. Now,
we extend this coloring to G. All the non-contracted vertices preserve their colors. The
vertices a, d and h are colored with the color of x and then the vertices b and c are colored
with available colors. 
The proofs of the following two lemmas are the same as their counterparts for
Lemmas 5.5 and 5.6 in [5].
Lemma 4.3. No (2, 8)-minimal graph contains a (3,≥5, 3,≥5)-vertex.
Lemma 4.4. No (2, 8)-minimal graph contains any of the following configurations (cf.
Fig. 1):
1. 5-faces abwyv, bcxzw and abcut such that the vertices a and c are 3-vertices and
the following holds:
deg2(w) ≤ 11 ∨ (deg2(w) ≤ 12 ∧ (deg2(y) ≤ 9 ∨ deg2(x) ≤ 10)),
2. a 5-face xybua and a 3-face xys such that x is a 4-vertex, a is a 3-vertex, b is a
(4, 5,≥5)-vertex, and either y is a 4-vertex or a is a (4, 5,≥5)-vertex,
3. a 5-face vabxc such that the vertices a and b are 3-vertices, x is a 4-vertex, c is a
(4, 5,≥5)-vertex and ybx is a subwalk of the boundary of a ≥5-face.
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We alter the proof of Theorem 5.1 of [5] to the case of facial colorings:
Theorem 4.1. Each plane graph has a 2-facial coloring using at most 8 colors.
Proof. The proof is based on the discharging method; the initial charge c0 follows:
• The charge of a k-vertex v is c0(v) := 6 − k.
• The charge of a k-face f is c0( f ) := 6 − 2k.
It is easy to verify (using Euler’s formula) that the sum of the initial charges assigned to
the vertices and the faces of a graph is 12.
The charge is distributed by the following rules (in Rules R2–R10, we assume that
x1x2x3x4x5 is a facial 5-path of a face f ; in particular f is a ≥5-face):
R1: Each ≤5-vertex sends 1/2 to each incident 4-face.
R2: If x2 is a (4,≥5,≥5)-vertex, then it sends 5/4 to f .
R3: If x1 or x3 is of degree ≥4 and x2 is a (5, 5, 5)-vertex adjacent to two (5, 5,≥5)-
vertices, then x2 sends 5/4 to f .
R4: If both the vertices x1 and x3 are (5, 5,≥5)-vertices and the vertex x2 is a (5, 5, 5)-
vertex, then x2 sends 1/2 to f .
R5: If x2 is a 3-vertex and none of Rules R2, R3 and R4 is applied, then x2 sends 1 to f .
R6: If x2 is a 4-vertex and x1x2 or x2x3 is incident with a 3-face, then x2 sends 3/4 to f .
R7: If x2 is a 4-vertex and Rule R6 is not applied, then x2 sends 1/2 to f .
R8: If x2 is a 5-vertex and each of x1x2, x2x3 is incident with a 3-face, then x2 sends 1/2
to f .
R9: If x2 is a 5-vertex and Rule R8 is not applied, then x2 sends 1/4 to f .
R10: If x1 and x4 are (5, 5,≥5)-vertices and x2 and x3 are (5, 5, 5)-vertices, then f
receives 1/4 from the 5-face adjacent to f incident with x2x3.
Now, we prove that for every x ∈ V (G) ∪ F(G), the final charge c∗(x) is non-positive.
We consider several cases to do so:
Case that x is a vertex of G. If x is a 3-vertex, it is not incident with a 3-face due to
Lemmas 2.1 and 2.5. If x is incident with a 4-face, then the other two faces incident with
it are ≥5-faces due to Lemma 2.4. Hence by Rule R2 x sends 5/4 to each of the ≥5-faces
and by Rule R1 it sends 1/2 to the 4-face. We infer c∗(x) = 0.
Suppose now that x is a (≥5,≥5,≥5)-vertex. If x is adjacent to three 3-vertices, then x
is a (5, 5, 5)-vertex due to Lemma 4.2. But then Configuration 1 of Lemma 4.4 is present
in the graph (x being the vertex b of the configuration), which is impossible. If x is adjacent
to exactly two 3-vertices, then x is a (5, 5, 5)-vertex due to Lemma 4.2; it sends out 5/4
by Rule R3 to each of the two faces incident with its neighbor which is ≥4-vertex and it
sends out 1/2 to the remaining 5-face. Hence c∗(x) = 0. If x is adjacent to at most one
3-vertex, then it sends out 1 to each of the incident faces by Rule R5. Hence c∗(x) = 0
as well.
If x is a 4-vertex, then x is incident with at most one 3-face by Lemmas 2.4, 4.1 and 4.3.
If x is incident with a 3-face, then it sends out twice 3/4 by Rule R6 and once 1/2 either
by Rule R1 or by Rule R7. In both the cases, c∗(x) = 0 as desired.
If x is a 5-vertex, then it cannot be incident to more than two 3-faces by Lemma 2.4. If
it is incident to two 3-faces, then it is a (≥5, 3,≥5, 3,≥5)-vertex and it sends out once 1/2
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by Rule R8 and twice 1/4 by Rule R9. Otherwise, x is incident with at least four ≥4-faces,
and it sends out altogether 1 to all them by Rules R1 and R9. In all the cases c∗(x) = 0.
If x is a ≥6-vertex, it neither sends nor receives any charge and thus c∗(x) ≤ 0.
Case that x is a face of G. If x is a 3-face or a 4-face, it is easy to see that c∗(x) ≤ 0 (no
rule applies to a 3-face and the only rule which applies to a 4-face is Rule R1).
We first deal with x being a ≥6-face. Vertices of any facial path uvw of x may send at
most 3 (in total) to x : by Lemma 4.2, at least one of them is a ≥4-vertex and so it sends
at most 3/4 to x . If the total contribution is bigger than 3, then other two vertices are 3-
vertices each sending 5/4 to x . But in such a case v sends at most 1/2 to x (Rule R6 cannot
apply) because of Lemmas 2.1 and 2.5 used to u and w. Hence the total contribution is at
most 3 also in this case. From this, it immediately follows that c∗(x) ≤ 2−2r +3 r3 ≤ 0,
where r is the size of x .
The remaining case is x being a 5-face x1x2x3x4x5. Let S ⊆ {x1, . . . , x5} consist of
those vertices which are (5,≥5,≥5)-vertices. If a vertex xi is a 3-vertex, then its unique
neighbor not incident with x is denoted by x ′i . As to the possible content of S, the following
cases have to be considered:
Subcase S = {x1, x2, x3, x4, x5}. By Lemma 4.2, all the vertices xi are (5, 5, 5)-vertices.
Hence charge is sent to x only by Rules R4 and R10 and so c∗(x) ≤ −4 + 52 + 54 ≤ 0.
Subcase S = {x1, x2, x3, x4}. Both the vertices x2 and x3 are (5, 5, 5)-vertices by
Lemma 4.2 and each of them sends 1/2 to x by Rule R4. By Rule R10, x receives 1/4.
If c∗(x) > 0, then each of x1 and x4 has to send 5/4 to x by Rule R3 and x5 the charge
of 1/2 by Rule R7. This implies that x1 and x4 are (5, 5, 5)-vertices and x5 is a 4-vertex.
But this is Configuration 1 of Lemma 4.4 with w = x5 and y = x1 (deg2(x5) ≤ 12 and
deg2(x1) ≤ 9); note that x ′4 is a 3-vertex, otherwise Rule R3 does not apply to x4.
Subcase S = {x1, x2, x3}. By Lemma 4.2, x2 is a (5, 5, 5)-vertex (thus Rule R4 applies to
it). Each of x1 and x3 sends at most 5/4 to x . Neither x4 nor x5 is a 3-vertex incident with
a ≤4-face due to Lemma 4.1. Hence both of them are ≥4-vertices and they send at most
1/2 to x each. Thus c∗(x) ≤ −4 + 104 + 32 .
Subcase S = {x2, x4, x5}. As in the previous case, it is possible to conclude that both x1
and x3 are ≥4-vertices and all the faces incident with x are ≥5-faces. The vertex x2 sends
1 to x by Rule R5.
Assume that the vertices x1 and x5 send together to x more than 3/2. Then, x1 is a
4-vertex sending 1/2 to x by Rule R7 and x5 is a 3-vertex sending 5/4 to x by Rule R3.
The latter implies that x ′5 is a 3-vertex. Configuration 1 of Lemma 4.4 may be seen in
the graph with b = x5, w = x1, y = x2 and c = x ′5 (note that deg2(x1) ≤ 12 and
deg2(x2) ≤ 9), which is impossible.
The symmetric argument yields that the vertices x3 and x4 send together at most 3/2 to
x . Hence, c∗(x) ≤ −4 + 1 + 2 · 32 = 0.
Subcase S = {x4, x5}. By Lemma 4.1, both x1 and x3 are ≥4-vertices. If the vertices x4
and x5 together send more than 9/4 to x , then Rule R3 applies to both of them and they
send 10/4 to x . Hence x ′4 and x ′5 are 3-vertices and x4 and x5 are (5, 5, 5)-vertices by
Lemma 4.2. Then x sends to the other face incident with the edge x4x5 charge of 1/4 by
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Rule R10. It is possible to conclude that charge sent to x by the vertices x4 and x5 minus
the possible charge sent out by the face x itself is at most 9/4.
We first deal with the case that x2 is a 3-vertex. In such a case, x2 is a (4, 5,≥5)-vertex
because x2 /∈ S and it sends 5/4 to x by Rule R2. If x1 is a 4-vertex, then Configuration 3
of Lemma 4.4 with x = x1, a = x4, b = x5 and c = x2 is present in the graph, which is
impossible. Similarly, x3 is not a 4-vertex. Since both x1 and x3 are ≥5-vertices, each of
them sends to x at most 1/2. Hence c∗(x) ≤ −4 + (9/4) + (5/4) + 2 · (1/2) = 0.
The remaining case is x2 being a ≥4-vertex. Each of the vertices x1, x2 and x3 sends
to x at most 3/4. If all of them send 3/4, then Rule R6 applies to all of them and x2 is a
(3, 5, 3,≥5)-vertex, which is impossible by Lemma 4.3. Hence these three vertices send
x the charge at most 2 in total. If neither x4 nor x5 sends 5/4 to x , then the total charge
received by x is at most 4. If c∗(x) > 0, then it is possible to assume that x4 sends 5/4
to x (using Rule R3), two vertices of x1, x2 and x3 send 3/4 to x (using Rule R6) and the
remaining one sends 1/2 to x (using Rule R7 or Rule R8). Hence, x ′4 is a 3-vertex and x4
is a (5, 5, 5)-vertex by Lemma 4.2.
If x3 sends 3/4, then it has to be by Rule R6. This implies that x3 is a 4-vertex, the
edge x2x3 is incident with a 3-face and deg2(x3) ≤ 10. On the other hand, if x3 contributes
1/2, then it is sent by Rule R7. This implies that x3 is a 4-vertex and deg2(x3) ≤ 12.
Moreover, in such a case Rule R6 has to apply to both x1 and x2 (and hence they both are
4-vertices). This implies that the edge x1x2 is incident with a 3-face and deg2(x1) ≤ 10
and deg2(x2) ≤ 10. In either of the cases, Configuration 1 of Lemma 4.4 with x = x1,
w = x3 and b = x4 is present in the graph, which is impossible.
Subcase S = {x1, x3}. The vertex x2 is a ≥4-vertex and so it sends at most 1/2 to x . Each
of x1 and x3 sends 1 to x by Rule R5. The vertices x4 and x5 are also ≥4-vertices by
Lemma 4.1 and each of them sends at most 3/4 to x . Hence c∗(x) ≤ −4 + (1/2)+ 2 · 1 +
2 · (3/4) = 0.
Subcase S = {x2}. The vertex x2 sends 1 to x by Rule R5. Both x1 and x3 are ≥4-
vertices by Lemma 4.1. If no vertex incident with x is a (4, 5,≥5)-vertex, then c∗(x) ≤
−4 + 1 + 4 · (3/4) = 0. Otherwise, either x4 or x5 is a (4, 5,≥5)-vertex (they cannot be
both due to Lemma 4.1). Assume x5 is the (4, 5,≥5)-vertex. Then x5 sends 5/4 to x by
Rule R2 and x1 at most 1/2.
If c∗(x) > 0, then the vertices x3 and x4 send together 5/4 to x . This implies that x3
and x4 are 4-vertices and the edge x3x4 is incident with a 3-face. Configuration 2 with
a = x2, b = x5, x = x3 and y = x4 of Lemma 4.4 can be seen present in the graph, which
is impossible.
Subcase S = ∅. If any of the vertices incident with x sends to it more than 3/4, then
that vertex must be a (4, 5,≥5)-vertex which sends 5/4 to x by Rule R2. There are no
two such adjacent vertices by Lemma 4.1 and hence x is incident with at most two such
vertices. If x is incident with no such vertex, then c∗(x) ≤ −4 + 5 · (3/4) < 0. Assume
that x is incident with exactly one (4, 5,≥5)-vertex sending 5/4 to x , x2 is this vertex
and x2x3 is incident with a 4-face. The vertex x3 sends at most 1/2 to x (otherwise, x3
is a (3, 5, 4, ∗)-vertex, which is impossible by Lemma 4.1 used to the edge x2x3). Hence
c∗(x) ≤ −4 + 3 · (3/4) + (5/4) + (1/2) = 0.
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The case which remains is that the face x is incident with two (4, 5,≥5)-vertices.
Suppose that x1 and x3 are these two vertices. Then x2 may send at most 1/2 to x . If x4
or x5 sends 3/4 to x (and hence it is a 4-vertex), then we obtain a copy of Configuration 2
with {a, b} = {x1, x3} in the graph. Thus c∗(x) ≤ −4 + 2 · (5/4) + 3 · (1/2) = 0. 
5. The bounds for 3-facial and 4-facial colorings
We first restate Lemmas 2.5 and 2.6 for 3-vertices:
Lemma 5.1. Let v be an ( f1, f2, f3)-vertex of an (l, k)-minimal graph G. Let si =
min{2l + 1, fi } for i = 1, 2, 3. Then, s1 + s2 + s3 ≥ k + 6.
Lemma 5.2. Let v1 and v2 be two adjacent 3-vertices of an (l, k)-minimal graph G;
let v1 be an ( f1, f2, f3)-vertex and v2 an ( f1, f2, f4)-vertex. Let si = min{2l + 1, fi }
for i = 1, 2, 3, 4. Suppose that f1 ≥ 4 and f2 ≥ 4. If s1 + s2 + s3 ≤ k + 6, then
s2 + s3 + s4 ≥ k + 8.
We can now state and prove the main theorem of this section:
Theorem 5.1. Each plane graph has a 3-facial coloring using at most 12 colors and a
4-facial coloring using 15 colors.
Proof. Assume that the claim of the theorem is false. Let l ∈ {3, 4} be a fixed integer and
G an (l, 3l +3)-minimal graph. The minimum degree of G is at least 3 by Lemma 2.5. The
proof is an application of the discharging method. The initial charge c0 is the following:
• The charge of a k-vertex v is c0(v) := 4 − k.• The charge of a k-face f is c0( f ) := 4 − k.
It can be verified (using Euler’s formula) that the total charge of the vertices and faces is
equal to 8. The charge is distributed using the next two rules:
R1: A 3-face sends 1/3 to each incident face.
R2: A 3-vertex v sends 0, 0, 1/5 and 1/3, respectively, to each incident face of size 3,
4, 5 and 6, respectively. The remaining positive charge of v is equally distributed
between other incident faces.
Let c∗ be the final charge. We prove for the sake of contradiction that c∗(x) ≤ 0 for all
x ∈ V (G) ∪ F(G). Several cases are distinguished:
Case A. Let v ∈ V (G). If v is a ≥4-vertex, no rule can be applied to it and thus c∗(v) ≤ 0.
If v is a 3-vertex, then it is either incident with three 6-faces or a ≥7-face (Lemma 5.1) and
it sends out all its charge by Rule R2.
Case B. Let f ∈ F(G). Let r be the size of f . We consider two subcases.
Case B.1. r ≤ 2l. The face f is not incident with a 3-face due to Lemma 2.4 and hence it
receives no charge by Rule R1. If r = 3, the face f sends all its charge out by Rule R1 and
it receives no charge by Rule R2; hence c∗( f ) = 0. If r = 4, f neither sends nor receives
any charge; so c∗( f ) = 0. If r = 5 or r = 6, then each incident vertex sends to f at most
1/5 or 1/3 by Rule R2, respectively. Thus c∗( f ) ≤ −1 + 5 · (1/5) = 0 if r = 5 and
c∗( f ) ≤ −2 + 6 · (1/3) = 0 if r = 6.
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Suppose now that 6 < r ≤ 2l. In this case, l = 4 and r = 7 or r = 8. If r = 7, then f
could receive from an incident vertex v more than 1/3 only if v is incident with a ≤5-face.
Due to Lemma 5.1, f is incident with neither a (≤5,≤6, r)-vertex nor a (≤4, r, ∗)-vertex
(recall r = 7). Hence no vertex v sends more than 2/5 to f and if v sends 2/5 to f , then
v is a (5,≥7, r)-vertex. By parity argument, f can receive 2/5 from at most six vertices.
Thus, c∗( f ) ≤ −3 + 6 · (2/5) + (1/3) < 0. If r = 8, then each vertex sends to f at most
1/2, and so c∗( f ) ≤ 4 − r + r · (1/2) ≤ 0.
Case B.2. r ≥ 2l + 1. If 1/3 is sent to f through an edge xy by Rule R1, we pretend that
this charge was sent to f through the vertices x and y (through each of them charge of
1/6). If r is an odd number, then there is a ≥4-vertex incident with the face f or a 3-vertex
incident with f which is a (≥6,≥6, r)-vertex. Assume the opposite in order to see this, i.e.,
that each vertex incident with f is a (≤5, ∗, r)-vertex. Then there is a (≤5,≤5, r)-vertex v
incident with f (recall that r is odd). The l-facial degree of v is at most 2l+11−6 = 2l+5,
contradicting minimality of G by Lemma 2.5. Let x0 be such a vertex, i.e., a 4-vertex or a
(≥6,≥6, r)-vertex. Note that x0 must exist only if r is odd. If x0 is a 4-vertex, then it sends
no charge to f by Rule R2. Hence the face f receives through x0 charge of at most 1/3 by
Rule R1. In the case that x0 is a (≥6,≥6, r)-vertex, then no charge is sent from x0 to f by
Rule R1 and charge sent by Rule R2 is also at most 1/3.
Case B.2.1. l = 3. By Lemma 5.1, no 3-vertex is incident with a 3-face. Indeed, if a
3-vertex v is incident with a 3-face, then the sum s1 + s2 + s3 from the statement of
Lemma 5.1 would be at most 3 + 2(2l + 1) = 17 but it should be at least 3l + 9 = 18.
Thus each vertex sends to f charge by at most one of the Rules R1 and R2. There is no
(5, 5, r)-vertex because the sum s1 + s2 + s3 from Lemma 5.1 for such a vertex could be
at most 5 + 5 + min{r, 2l + 1} = 17. Thus, any vertex sends at most 1/2 to f . In addition,
a vertex sends 1/2 if and only if it is a (4, r, ∗)-vertex.
We prove that charge sent to f together by any three vertices, which are consecutive on
the boundary of f , is at most 4/3. In order to do so, consider three consecutive vertices
u, v and w. If one of them is not a 3-vertex, then the ≥4-vertex sends at most 1/3 to f
and the remaining two vertices at most 1/2. Hence, the total contribution is at most 4/3.
Assume next that all u, v and w are 3-vertices. By Lemma 5.2, there are no two consecutive
(4, r, ∗)-vertices on the boundary of f . So, if two vertices of u, v and w send to f charge of
1/2, then these two vertices are u and w. In that case, v is either a 4-vertex or a (≥6,≥6, r)-
vertex (again using Lemma 5.2). In either of the cases, v sends at most 1/3 to f and the
three vertices altogether send to f at most 4/3. The last case is that at most one of the
vertices u, v and w sends 1/2 to f . Then, the other two vertices may send each at most 2/5
to f . So, f receives at most (13/10) < (4/3) in total.
Using the fact that any three consecutive vertices send charge at most 4/3 to f , we
prove that the final charge is non-positive. If r = 7, split vertices of f different from x0
into two parts formed by three consecutive ones. Each of these parts sends to f at most
4/3. We infer that c∗(v) ≤ −3 + (4/3) · 2 + (1/3) = 0. If r ≥ 8, proceed as follows: each
three consecutive vertices send charge at most 4/3 to f . The sum of charges sent by all the
r triples of three consecutive vertices is at most (4/3)r but a charge sent by each vertex of
the boundary of f is included three times in the sum. Hence, the vertices send charge at
most (4/3) · (r/3) to f and c∗( f ) ≤ 4 − r + (4/3) · (r/3) ≤ 0.
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Case B.2.2. l = 4. Any ≥4-vertex can send to f charge of at most 1/3 (only Rule
R1 may apply). Observe that no 3-vertex is a (3, 3, r)-vertex because otherwise the sum
s1 + s2 + s3 = 3+3+min{r, 2l +1} = 15 from the statement of Lemma 5.1 would exceed
(3l + 3) + 6 = 21. Hence, any 3-vertex can send to f charge of at most (1/2) + (1/6) by
the Rules R1 and R2.
Let u, v, w and z be any four consecutive vertices on the boundary of f . We claim that
these four vertices send to f altogether charge of at most 7/3. If at least one of u, v,w and
z is a ≥4-vertex, then f receives from them charge at most 3 · ((1/2) + (1/6)) + (1/3) ≤
(7/3). So, assume that all of them are 3-vertices.
A contribution bigger than 7/3 can be obtained only if at least three of these four
vertices contribute 1/6 to f by R1. By Lemma 5.2, there are no three consecutive (3, r, ∗)-
vertices. So, we may assume that u, w and z contribute (1/2) + (1/6). In that case, v is a
(≥6,≥6,≥6)-vertex (Lemma 5.2 applied to u and w), so v sends 1/3 to f . The charge at
most 7/3 is sent to f in total.
We now show that the final charge of the face f is non-positive. In the case that r = 9,
we split vertices of f different from x0 to two quadruples of consecutive vertices and apply
the fact that each four vertices send to f altogether charge of at most 7/3. We obtain that
c∗( f ) ≤ −5 + (7/3) · 2 + (1/3) = 0. If r ≥ 10, similarly to the Case B.2.1, we consider
the sum of charge sent to f by all the r quadruples of consecutive vertices. This sum is
at most (7/3)r but the charge sent by each vertex incident with f is counted four times.
Therefore, c∗( f ) ≤ 4 − r + (7/3) · (r/4) ≤ 0. 
Theorems 4.1 and 5.1 extend Theorem 3.2 to small values of l:
Corollary 5.1. Let l ≥ 1 be a fixed integer. Each plane graph has an l-facial coloring
using at most
⌊
18l
5
⌋
+ 2 colors.
6. 1-Diagonal coloring of quadrangulations
Recall that we demand in a 1-diagonal coloring that any two vertices incident with the
same face or with the pair of neighboring faces (i.e., faces sharing an edge) have distinct
colors. We use Theorem 4.1 to improve the upper bound on the number of colors needed
for 1-diagonal colorings of plane quadrangulations:
Theorem 6.1. Each plane quadrangulation has a 1-diagonal coloring with at most 16
colors.
Proof. Let Q be a plane quadrangulation. Clearly, Q is a bipartite graph. In particular,
the vertices of Q can be partitioned to two independent sets V1 and V2. We form plane
graphs G1 and G2: the vertex set of Gi is Vi , i ∈ {1, 2}, and two vertices are joined by
an edge in Gi if and only if they are incident with the same face of Q (cf. Fig. 2). Which
vertices of V1 (or V2) have to get distinct colors in a 1-diagonal coloring of Q? The pairs
of vertices which are incident with the same face (i.e., adjacent in Gi ) and the pairs of
vertices incident with neighboring faces (i.e., those connected by facial segments of length
2 in Gi ). We may conclude that two vertices in V1 (V2, respectively) have to be colored in Q
by different colors if and only if they are 2-facially adjacent in G1 (G2, respectively). Both
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Fig. 2. Construction of graphs G1 and G2 described in the proof of Theorem 6.1.
Table 1
Summary of known results for cyclic and facial colorings
l 1 2 3 4 5 6 7 8 9 10
∆ = 2l + 1 3 5 7 9 11 13 15 17 19 21
Upper bound on f f (l) 4 8 12 15 20 23 27 30 34 38
Upper bound on fc(∆) 4 8 12 15 19 22 25 29 32 35
Lower bound 4 7 10 13 16 19 22 25 28 31
G1 and G2 have 2-facial colorings using at most 8 colors due to Theorem 4.1. Let c1 be
such a coloring of G1 and c2 of G2; assume that c1 and c2 use completely different colors.
Let c be a coloring of Q such that c = ci (v) for i such that v ∈ Vi . The coloring c (using
at most 16 colors) is clearly a 1-diagonal coloring of Q. 
7. Open problems
We discuss the relation between the concept of cyclic colorings and its extension facial
colorings and pose several problems in this section. Recall that f f (l) is the minimum
number of colors needed for an l-facial coloring of every plane graph and fc(∆) is
the minimum number of colors needed for a cyclic coloring of every plane graph with
maximum face size at most∆. Our upper bounds on f f (l), the best known upper bounds
on fc(2l + 1) and the best known lower bound  32∆ for 1 ≤ l ≤ 10 can be found in
Table 1 (recall that fc(2l +1) ≤ f f (l)). We match the bound fc(∆) ≤
⌊
9∆
5
⌋
by proving
f f (l) ≤
⌊
18l
5
⌋
+ 2. The bound fc(∆) ≤
⌈
5∆
3
⌉
from [16] bids the following problem:
Does the inequality f f (l) ≤
⌈
10l+5
3
⌉
hold for all l ≥ 1? However, it would be more
interesting to bring some light into the relation between the two studied concepts (cyclic
and facial colorings). We do not know a single example of a graph for which the concept
of facial colorings would be more general (in sense it requires more colors):
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Problem 1. Is the number of colors needed for l-facial colorings of plane graphs equal to
the number of colors needed for cyclic colorings of plane graphs with maximum face size
at most 2l + 1 for each l ≥ 1, i.e., is it true that f f (l) = fc(2l + 1) for all l ≥ 1?
Ore and Plummer [12, 13] conjectured that fc(∆) =
⌊
3
2∆

⌋
. We state a counterpart
of this famous conjecture for facial colorings:
Conjecture 7.1. Every plane graph has an l-facial coloring with at most 3l + 1 colors for
each l ≥ 0, i.e., f f (l) = 3l + 1 for all l ≥ 0.
This conjecture implies the conjecture of Ore and Plummer for all odd values of ∆.
The equality in Conjecture 7.1 is known only when l = 0 or l = 1. The first case is
trivial and the latter case is equivalent to the Four Color Theorem. The equality in the case
of l = 2 ( f f (2) = 7) would have several interesting corollaries. Besides improving the
upper bound for the cyclic colorings of plane graphs with maximum face size at most 5
(and hence finding the value of fc(5)) and decreasing the upper bound on the number of
colors needed for 1-diagonal colorings of plane quadrangulations to 14 (from 16 proved in
Theorem 6.1), it would also prove Wegner’s conjecture [12, Problem 2.18] on 2-distance
colorings (i.e., colorings of squares of graphs) restricted to plane cubic graphs because
2-distance colorings (colorings of the square) of a plane cubic graph are precisely their
2-facial colorings. Due to its interest, we state this as a separate conjecture:
Conjecture 7.2. Each plane graph has a 2-facial coloring with 7 colors.
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