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Abstract We consider commutator-free exponential integrators as put for-
ward in [Alverman, A., Fehske, H.: High-order commutator-free exponential
time-propagation of driven quantum systems. J. Comput. Phys. 230, 5930–
5956 (2011)]. For parabolic problems, it is important for the well-definedness
that such an integrator satisfies a positivity condition such that essentially it
only proceeds forward in time. We prove that this requirement implies maxi-
mal convergence order of four for real coefficients, which has been conjectured
earlier by other authors.
Keywords Parabolic evolution equations · Commutator-free exponential
integrators · Real coefficients · Order barrier
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1 Introduction
Commutator-free exponential integrators are effective methods for the numer-
ical solution of non-autonomous evolution equations of the form
u′(t) = A(t)u(t), u(t0) = u0, t ∈ [t0, T ], (1)
This work has been supported in part by the Austrian Science Fund (FWF) under grant
P30819-N32 and the Vienna Science and Technology Fund (WWTF) under grant MA14-002.
Harald Hofsta¨tter
Universita¨t Wien, Institut fu¨r Mathematik
Oskar-Morgenstern-Platz 1, A-1090 Wien, Austria
E-mail: hofi@harald-hofstaetter.at
Othmar Koch
Universita¨t Wien, Institut fu¨r Mathematik
Oskar-Morgenstern-Platz 1, A-1090 Wien, Austria
E-mail: othmar@othmar-koch.org
2 Harald Hofsta¨tter, Othmar Koch
where A(t) ∈ Cd×d, usually with large dimension d, see [1,2,7,8]. These meth-
ods compute approximations {un} to the solution of (1) on a grid {tn = t0+nτ}
with step-size τ as
un+1 = e
τBJ(tn,τ) · · · eτB1(tn,τ)un, n = 0, 1, . . . . (2)
Here,
Bj(tn, τ) =
K∑
k=1
aj,kA(tn + ckτ), j = 1, . . . , J (3)
with coefficients aj,k, ck ∈ R, j = 1, . . . , J, k = 1, . . . ,K chosen in such a way,
that the exponential integrator has a certain convergence order p ≥ 1,
‖un − u(tn)‖ = O(τ
p).
Usually the nodes ck are chosen as the nodes of a quadrature formula of
order p. It is assumed that the matrix exponentials applied to some vector,
eτBj(tn,τ)v, can be evaluated efficiently. For large problems, this is commonly
realized by Krylov methods like the Lanczos iteration, see for instance [20,21],
or polynomial or rational approximations [18].
The numerical solution of large linear systems of the type (1) has been
extensively studied in the literature. Attention has recently focussed on
commutator-free methods (2), see for instance [9]. Earlier mathematical work
has centered around the construction of commutator-free methods to supple-
ment classical Magnus integrators based on commutators. Commutator-free
methods are convenient to evaluate without storing excessive intermediate re-
sults, where the optimal balance between computational effort and accuracy is
sought. Already in [9], the coefficients for high-order commutator-free meth-
ods were derived based on nonlinear optimization of the free parameters in
the order conditions to minimize local error constants. With this objective,
methods of orders 4–8 were constructed in [1].
Alternative approaches to the construction of favorable integrators based
on the evaluation of exponentials rely on the Magnus expansion [16,17]. In
[6] the algebraic framework underlying a systematic construction of classical
Magnus integrators is discussed. Yet another interesting approach was applied
to the Schro¨dinger equation in [3,4], where all the computations are performed
in the Lie algebra. This leads to the derivation of exponential integrators in [4].
Unconventional schemes similar to (2) but containing in addition commutators
have been proposed in [7]. Note that commutator-free methods were already
considered in the context of Lie group methods for nonlinear problems on man-
ifolds for example in [11,12,19]. Our analysis applies to the class of methods
(2), a possible extension to other Lie group methods is not considered here,
but may be a topic for future research.
For A(t) with purely imaginary eigenvalues it does not matter whether
some of the coefficients aj,k in (3) are negative. This holds for A(t) anti-
hermitian (i.e., for 1iA(t) hermitian), which usually is the case if (1) is a (space-
discretized) Schro¨dinger equation, see [1,2].
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On the other hand, for A(t) with negative real eigenvalues of large modulus,
which, e.g., is the case if (1) is a spatially semi-discretized sectorial operator
associated with a parabolic equation, poor stability is to be expected if some
of the coefficients aj,k are negative. More specifically, the analysis given in
[8] shows that commutator-free exponential integrators applied to evolution
equations of parabolic type are well-defined and stable only if their coefficients
satisfy the positivity condition
bj =
K∑
k=1
aj,k > 0, j = 1, . . . , J. (4)
In all examples of schemes given in [1,2,7,8], which involve real coefficients
only and are of order higher than four, this condition is not satisfied. In [8] it
is conjectured that no such schemes exist. However, no proof is given there. It
is the purpose of this paper to give such a proof1.
2 Main Result
Theorem 1 If p ≥ 5, then no commutator-free exponential integrator (2), (3)
of convergence order p involving only real coefficients aj,k exists which satisfies
the positivity condition (4).
Proof It is sufficient to consider only problems of the special form
u′(t) = (A0 + tA1)u(t), u(0) = u0, (5)
where A0, A1 ∈ C
d×d. For such problems we have
Bj(tn, τ) = bj(A0 + tnA1) + τyjA1 with yj =
K∑
k=1
aj,kck, j = 1, . . . , J,
(6)
1 Note that the situation is similar to that encountered for exponential splitting methods.
For this class of time integrators, no methods of order greater than two exist with only pos-
itive real coefficients. This was first shown in [22], see also [13]. The ensuing instability can
be avoided by splitting with complex coefficients [14], see also [10]. Splitting methods of high
order with complex coefficients have been constructed for example in [5]. Similarly, for ex-
ponential commutator-free Magnus-type methods, stable high-order schemes with complex
coefficients have been derived in [7]. Moreover, unconventional schemes involving addition-
ally evaluation of some commutators are introduced there which are stable for parabolic
problems. An error analysis of high-order commutator-free exponential integrators applied
to semi-discretizations of parabolic problems is given in [8].
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and order conditions for the numerical solution to be of convergence order at
least p = 5 are given by
J∑
j=1
bj = 1, (7)
J∑
j=1
yj =
1
2
, (8)
J∑
j=1
b̂jyj =
1
3
,
J∑
j=1
(
b̂2j +
1
12
b2j
)
yj =
1
4
,
J∑
j=1
(
b̂3j +
1
4
b̂jb
2
j
)
yj =
1
5
, (9)
J∑
j=1
(
ŷ2j +
1
12
y2j
)
bj =
1
20
, (10)
where
b̂j =
j∑
k=1
bk −
1
2
bj and ŷj =
j∑
k=1
yk −
1
2
yj , j = 1, . . . , J.
A proof of these order conditions is given in Appendix A. We will show that the
system consisting of equations (7), (8), (9), (10) has no solution with bj ∈ R>0
positive and yj ∈ R arbitrary (j = 1, . . . , J). It is clear that these equations
have no solution for J = 1, we thus assume J ≥ 2. We will treat (8) and (9) as
linear equations and (10) as a quadratic equation in the variables yj and with
coefficients depending on the parameters bj subject to the constraint (7).
We define vectors
y = (y1 . . . , yJ)
T , e = (1, . . . , 1)T , d =
(
b̂31 +
1
4
b̂1b
2
1, . . . , b̂
3
J +
1
4
b̂Jb
2
J
)T
in RJ and matrices
L =


1
2
1 12 0
1 1
. . .
...
...
. . . 1
2
1 1 · · · 1 12


, D = diag(b1, . . . , bJ), S = L
TDL+
1
12
D
in RJ×J . Then equations (8), (9), (10) can be written as
eT y =
1
2
, dT y =
1
5
, yTSy =
1
20
, (11)
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respectively. For the remainder of the proof we will assume that bj > 0, j =
1, . . . , J . We will show that under this assumption the system of equations
(11) has no solution y ∈ RJ . It is easily seen that for bj > 0, S is symmetric
positive definite and thus the equation yTSy = 120 defines a bounded quadric
(a “hyper-ellipsoid”) in RJ . Furthermore, a straightforward calculation shows
that {e, d} is linearly independent for bj > 0 and J ≥ 2, since in this case
d1 6= d2. From Lemma 1 in Appendix B it follows that the intersection of
the two hyperplanes given by the equations eT y = 12 and d
T y = 15 does not
intersect the quadric defined by yTSy = 120 if and only if
cTΓ−1c >
1
20
, (12)
where c = (12 ,
1
5 )
T and Γ denotes the Gram matrix
Γ =
(
eTS−1e eTS−1d
eTS−1d dTS−1d
)
.
Condition (12) is equivalent to
(2e− 5d)TS−1(2e− 5d)− 5 detΓ > 0, (13)
which is equivalent to(
(e− d)TS−1(2e− 5d)
)2
+
(
9− 5(e− d)TS−1(e− d)
)
detΓ
(e − d)TS−1(e − d)
> 0. (14)
Indeed the left-hand-sides of (13) and (14) are equal, which is readily verified
by a straightforward calculation. In (14) the denominator is positive because S
and thus S−1 is positive definite. Clearly also the first term of the numerator is
positive as is the Gram determinant detΓ for J ≥ 2. Note that the positivity
of these terms does not depend on the constraint (7).
We will now show that
(σ3e− d)TS−1(σ3e− d) <
9
5
σ5, where σ =
J∑
j=1
bj , (15)
from which (14) follows for σ = 1 (i.e., if (7) is satisfied), which will conclude
the proof of the theorem. We proceed using induction on the number J of
exponentials.
Base case. For J = 1 we have
σ = b1, d =
b31
4
, S =
b1
3
, S−1 =
3
b1
,
such that
(σ3e− d)TS−1(σ3e− d) =
(
b31 −
b31
4
)2
·
3
b1
=
27
16
b51 <
9
5
σ5.
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Inductive step J → J + 1. Objects with a tilde belong to the (J + 1)-case,
those without a tilde to the J-case such that
σ˜ = σ + bJ+1, e˜ =
(
e
1
)
, d˜ =
(
d
dJ+1
)
, etc.
Applying
(
A u
uT δ
)
−1
=


(A−
1
δ
uuT )−1
−1
δ − uTA−1u
A−1u
−1
δ − uTA−1u
uTA−1
1
δ − uTA−1u


(see [15, eq. (7.7.5)]) and the Sherman-Morrison formula
(A+ uvT )−1 = A−1 −
1
1 + vTA−1u
A−1uvTA−1
(see [15, §0.7.4)]) to
S˜ =


S + bJ+1ee
T 1
2
bJ+1e
1
2
bJ+1e
T 1
3
bJ+1


we obtain
S˜−1 =


S−1 −
bJ+1
4 + bJ+1eTS−1e
S−1eeTS−1
−6
4 + bJ+1eTS−1e
S−1e
−6
4 + bJ+1eTS−1e
eTS−1
12
bJ+1
·
1 + bJ+1e
TS−1e
4 + bJ+1eTS−1e

 .
It follows
(σ˜3e˜− d˜)T S˜−1(σ˜3e˜ − d˜) = (σ˜3e− d)TS−1(σ˜3e− d)
+
bJ+1
4 + bJ+1eTS−1e
(
−
(
eTS−1(σ˜3e− d)
)2
− 12
σ˜3 − dJ+1
bJ+1
eTS−1(σ˜3e− d)
+12
(σ˜3 − dJ+1)
2
b2J+1
(1 + bJ+1e
TS−1e)
)
. (16)
Substituting
σ˜3 = σ3 + b3J+1 + 3b
2
J+1(σ˜ − bJ+1) + 3bJ+1(σ˜ − bJ+1)
2
in the first term (σ˜3e− d)TS−1(σ˜3e − d) only, and
dJ+1 = σ˜
3 −
3
2
σ˜2bJ+1 + σ˜b
2
J+1 −
1
4
b3J+1
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(which follows by substituting b̂J+1 = σ˜−
1
2bJ+1 in dJ+1 = b̂
3
J+1+
1
4 b̂J+1b
2
J+1)
in the other terms we obtain (to be verified using a computer algebra system,
see Appendix C)
(σ˜3e˜− d˜)T S˜−1(σ˜3e˜ − d˜) = (σ3e− d)TS−1(σ3e− d) (17)
+
bJ+1
4
(
7b4J+1 − 36b
3
J+1σ˜ + 72b
2
J+1σ˜
2 − 72bJ+1σ˜
3 + 36σ˜4
)
−
bJ+1
4 + bJ+1eTSe
((
σ˜ − bJ+1)
3e− d
)T
S−1e−
1
2
(
5b2J+1 − 12bJ+1σ˜ + 6σ˜
2
))2
.
Disregarding the last term (which is negative) and using the inductive assump-
tion (σ3e− d)TS−1(σ3e− d) < 95σ
5 = 95 (σ˜ − bJ+1)
5 we obtain
(σ˜3e˜− d˜)T S˜−1(σ˜3e˜− d˜)
<
9
5
(σ˜ − bJ+1)
5
+
bJ+1
4
(
7b4J+1 − 36b
3
J+1σ˜ + 72b
2
J+1σ˜
2 − 72bJ+1σ˜
3 + 36σ˜4
)
=
9
5
σ˜5 −
1
2
b5J+1 <
9
5
σ˜5,
which completes the inductive step for the proof of (15). 
Remark: Note that the theorem also covers the situation where (some) aj,k ∈
C, but bj , yj ∈ R.
A Proof of the order conditions (7)–(10)
For the global error to have order p = 5 it is required that the local error have convergence
order p + 1 = 6. If, without restriction of generality, we consider only the first integration
step for the special problem (5), this condition for the local error is written as
eτbJA0+τ
2yJA1 · · · eτb1A0+τ
2y1A1u0 = u(τ) + O(τ
6). (18)
A Taylor expansion of the left-hand side leads to (let k = (k1, . . . , km), |k| =
∑m
l=1 kl)
eτbJA0+τ
2yJA1 · · · eτb1A0+τ
2y1A1u0 = c
(J)
∅
u0+
∑
k=(k1 ,...km)
m≥1,kl∈{0,1},|k|+m≤5
τ |k|+mc
(J)
k1...km
Ak1 · · ·Akmu0+O(τ
6).
Here for J = 1 we have (note that already a subset of coefficients suffices to derive the order
conditions (7)–(10)),
c
(1)
∅
= 1, c
(1)
0 = b1, c
(1)
1 = y1, c
(1)
01 =
1
2
b1y1, c
(1)
11 =
1
2
y21 ,
c
(1)
001 =
1
6
b21y1, c
(1)
011 =
1
6
b1y
2
1 , c
(1)
0001 =
1
24
b31y1,
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and for J ≥ 2 the coefficients can be computed recursively,
c
(J)
∅
= c
(J−1)
∅
, c
(J)
0 = c
(J−1)
0 + bJc
(J−1)
∅
, c
(J)
1 = c
(J−1)
1 + yJc
(J−1)
∅
,
c
(J)
01 = c
(J−1)
01 + bJc
(J−1)
1 +
1
2
bJyJc
(J−1)
∅
, c
(J)
11 = c
(J−1)
11 + yJc
(J−1)
1 +
1
2
y2Jc
(J−1)
∅
,
c
(J)
001 = c
(J−1)
001 + bJc
(J−1)
01 +
1
2
b2Jc
(J−1)
1 +
1
6
b2JyJc
(J−1)
∅
,
c
(J)
011 = c
(J−1)
011 + bJc
(J−1)
11 +
1
2
bJyJc
(J−1)
1 +
1
6
bJy
2
Jc
(J−1)
∅
,
c
(J)
0001 = c
(J−1)
0001 + bJc
(J−1)
001 +
1
2
b2Jc
(J−1)
01 +
1
6
b3Jc
(J−1)
1 +
1
24
b3JyJc
(J−1)
∅
.
An inductive argument involving straightforward but laborious calculations gives
c
(J)
∅
= 1, c
(J)
0 =
J∑
j=1
bj , c
(J)
1 =
J∑
j=1
yj , c
(J)
01 = c
(J)
0 c
(J)
1 −
J∑
j=1
b̂jyj , c
(J)
11 =
1
2
(c
(J)
1 )
2,
c
(J)
001 = c
(J)
0 c
(J)
01 −
1
2
(c
(J)
0 )
2c
(J)
1 −
1
2
J∑
j=1
(̂
b2j +
1
12
b2j
)
yj , c
(J)
011 =
1
2
J∑
j=1
(
ŷ2j +
1
12
y2j
)
bj ,
c
(J)
0001 = c
(J)
0 c
(J)
001 −
1
2
(c
(J)
0 )
2c
(J)
01 +
1
6
(c
(J)
0 )
3c
(J)
1 −
1
6
J∑
j=1
(
b̂3j +
1
4
b̂jb
2
j
)
yj . (19)
Repeated differentiation of the differential equation (5) yields
u(0) = u0, u
′(0) = A0u0, u
′′(0) = (A1 + A
2
0)u0, u
′′′(0) = (A0A1 + 2A1A0 + A
3
0)u0,
u(4)(0) = (3A21 + A
2
0A1 + 2A0A1A0 + A1A
2
0 +A
4
0)u0,
u(5)(0) = (3A0A
2
1 + 4A1A0A1 + 8A
2
1A0 + A
3
0A1 + 2A
2
0A1A0 + 3A0A1A
2
0 + 4A1A
3
0 + A
5
0)u0.
Thus for the Taylor expansion of the right-hand side of (18) we obtain
u(τ) =
5∑
q=0
τq
q!
u(q)(0) +O(τ6) = s∅u0+
∑
k=(k1,...km)
m≥1,kl∈{0,1},|k|+m≤5
τ |k|+msk1...kmAk1 · · ·Akmu0 + O(τ
6)
with coefficients (only those corresponding to the subset of coefficients as in (19))
s∅ =
1
0!
= 1, s0 =
1
1!
= 1, s1 =
1
2!
=
1
2
, s01 =
1
3!
=
1
6
, s11 =
3
4!
=
1
8
,
s001 =
1
4!
=
1
24
, s011 =
3
5!
=
1
40
, s0001 =
1
5!
=
1
120
. (20)
Equating corresponding coefficients in (19) and (20) leads to the order conditions (7)–(10).
B A geometric lemma
Lemma 1 Let {a1, . . . , am} be a linearly independent set of vectors in Rn and S ∈ Rn×n
symmetric positive definite. Further let c = (γ1, . . . , γm)T ∈ Rm and δ ∈ R. Then the
intersection I of the m hyperplanes in Rn given by the equations aT1 x = γ1, . . . , a
T
mx = γm
intersects the hyper-ellipsoid Q given by the equation xTSx = δ if and only if it holds
cTΓ−1c ≤ δ, (21)
where Γ = (aTi S
−1aj)mi,j=1 denotes the Gram matrix of the vectors a1, . . . , am with respect
to the scalar product xTS−1y.
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Proof First we consider the special case S = In (identity matrix), whereQ is a hyper-sphere.
In this case I intersects Q if and only if the point x∗ ∈ I of minimal norm satisfies
‖x∗‖
2 = xT∗ x∗ ≤ δ. (22)
It is easy to see that this point x∗ lies in the linear subspace of Rn spanned by a1, . . . am
(the normal vectors to the given hyperplanes), i.e., there exists b = (β1, . . . , βm)T ∈ Rm
such that
x∗ = β1a1 + · · ·+ βmam = Ab,
where A = [a1 · · · am] ∈ Rn×m. Because x∗ ∈ I it holds
Γb = ATAb = AT x∗ = c,
and thus
xT∗ x∗ = b
TATAb = bTΓb = cTΓ−1c,
which shows that (22) is equivalent to (21). This completes the proof for the special case
S = In.
For the general case, the symmetric positive definite matrix S can be written as
S = XΛXT
with Λ = diag(λ1, . . . , λn), where λj > 0 are the eigenvalues of S, and X orthogonal.
We define a˜j = Λ−1/2XT aj , j = 1, . . . , m. Then under the transformation of variables
x˜ = Λ1/2XT x, the equation a˜Tj x˜ = γj is equivalent to a
T
j x = γj and x˜
T x˜ = δ is equivalent
to xTSx = δ. For these transformed equations the special case from above is applicable.
Using A˜ = [a˜1 · · · a˜m] = Λ−1/2XTA with A = [a1 · · · am] it follows that for the trans-
formed equations the corresponding Gram matrix satisfies Γ˜ = A˜T A˜ = ATXΛ−1XTA =
ATS−1A = Γ as claimed. 
C Maple code for checking (16)=(17)
Here, the Maple identifiers s, s1, bb, dd eSe, eSd, dSd correspond to σ, σ˜, bJ+1, dJ+1,
eTS−1e, eTS−1d, dTS−1d, respectively.
> expr3 := s1^6*eSe-2*s1^3*eSd+dSd+bb*(-(eSe*s1^3-eSd)^2
-(12*(s1^3-dd))*(eSe*s1^3-eSd)/bb
+12*(s1^3-dd)^2*(bb*eSe+1)/bb^2)/(bb*eSe+4):
> expr4 := s^6*eSe-2*s^3*eSd+dSd
+(1/4)*bb*(7*bb^4-36*bb^3*s1+72*bb^2*s1^2
-72*bb*s1^3+36*s1^4)-bb*((s1-bb)^3*eSe-eSd
-1/2*(5*bb^2-12*bb*s1+6*s1^2))^2/(bb*eSe+4):
> simplify( subs(dd = s1^3-(3/2)*s1^2*bb+s1*bb^2-(1/4)*bb^3, expr3)
-subs(s = s1-bb, expr4));
0
References
1. Alverman, A., Fehske, H.: High-order commutator-free exponential time-propagation of
driven quantum systems. J. Comput. Phys. 230, 5930–5956 (2011)
2. Alverman, A., Fehske, H., Littlewood, P.: Numerical time propagation of quantum sys-
tems in radiation fields. New J. Phys. 14, 105,008 (2012)
3. Bader, P., Iserles, A., Kropielnicka, K., Singh, P.: Effective approximation for the linear
time-dependent Schro¨dinger equation. Found. Comput. Math. 14, 689–720 (2014)
10 Harald Hofsta¨tter, Othmar Koch
4. Bader, P., Iserles, A., Kropielnicka, K., Singh, P.: Efficient methods for linear
Schro¨dinger equation in the semiclassical regime with time-dependent potential. Proc.
R. Soc. A 472, 20150,733 (2016)
5. Blanes, S., Casas, F., Chartier, P., Murua, A.: Optimized high-order splitting methods
for some classes of parabolic equations. Math. Comp. 82, 1559–1576 (2013)
6. Blanes, S., Casas, F., Oteo, J., Ros, J.: The Magnus expansion and some of its applica-
tions. Phys. Rep. 470, 151–238 (2008)
7. Blanes, S., Casas, F., Thalhammer, M.: High-order commutator-free quasi–Magnus inte-
grators for non-autonomous linear evolution equations. Comput. Phys. Commun. 220,
243–262 (2017)
8. Blanes, S., Casas, F., Thalhammer, M.: Convergence analysis of high-order commutator-
free quasi-Magnus exponential integrators for nonautonomous linear evolution equations
of parabolic type. IMA J. Numer. Anal. 38, 743–778 (2018)
9. Blanes, S., Moan, P.: Fourth- and sixth-order commutator-free Magnus integrators for
linear and non-linear dynamical systems. Appl. Numer. Math. 56, 1519–1537 (2005)
10. Castella, F., Chartier, P., Descombes, S., Vilmart, G.: Splitting methods with complex
times for parabolic equations. BIT Numer. Math. 49, 487–508 (2009)
11. Celledoni, E.: Eulerian and semi-Lagrangian schemes based on commutator-free expo-
nential integrators. In: Group Theory and Numerical Analysis, CRM Proceedings &
Lecture Notes, vol. 39, pp. 77–90 (2005)
12. Celledoni, E., Marthinsen, A., Owren, B.: Commutator-free Lie-group methods. Future
Gen. Comput. Syst. 19(3), 341–352 (2003)
13. Goldman, D., Kaper, T.: nth-order operator splitting schemes and nonreversible sys-
tems. SIAM J. Numer. Anal. 33(1), 349–367 (1996)
14. Hansen, E., Ostermann, A.: High order splitting methods for analytic semigroups exist.
BIT Numer. Math. 49, 527–542 (2009)
15. Horn, R., Johnson, C.: Matrix Analysis. Cambridge Univ. Press, Cambridge (1985)
16. Iserles, A., Nørsett, S.: On the solution of linear differential equations on Lie groups.
Phil. Trans. R. Soc. Lond. A 357, 983–1019 (1999)
17. Magnus, W.: On the exponential solution of differential equations for a linear operator.
Comm. Pure Appl. Math. 7, 649–673 (1954)
18. Moler, C., Van Loan, C.: Nineteen dubious ways to compute the exponential of a matrix,
twenty-five years later. SIAM Rev. 45(1), 3–000 (2003)
19. Owren, B.: Order conditions for commutator-free Lie group methods. J. Phys. A: Math.
Gen. 39, 5585–5599 (2006)
20. Park, T., Light, J.: Unitary quantum time evolution by iterative Lanczos reduction. J.
Chem. Phys. 85, 5870–5876 (1986)
21. Saad, Y.: Analysis of some Krylov subspace approximations to the matrix exponential
operator. SIAM J. Numer. Anal. 29(1), 209–228 (1992)
22. Sheng, Q.: Solving linear partial differential equations by exponential splittings. IMA
J. Numer. Anal. 9(2), 199–212 (1989)
