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1 ΕΙΣΑΓΩΓΗ
1.1 Τεχνολογία OFDM
To OFDM είναι μια τεχνική μετάδοσης που χρησιμοποιεί πολλά φέροντα και που 
απολαμβάνει ολοένα και αυξανόμενη αποδοχή, μιας και έχει υιοθετηθεί σε πολλές 
εφαρμογές όπως το Digital Audio Broadcasting πρότυπο (DAB) [1] και το Digital 
Video Broadcasting-Terrestrial (DVB-T) [2], και τα δύο υλοποιημένα στην Ευρώπη.
To OFDM προσφέρει υψηλούς ρυθμούς μετάδοσης, καταπολεμώντας συγχρόνως τα 
φαινόμενα της διασυμβολικής παρεμβολής του ασύρματου καναλιού και προσφέροντας 
αυξημένη χρήση του διαθέσιμου εύρους ζώνης.
To OFDM χωρίζει το διαθέσιμο εύρος ζώνης σε υποφέροντα (που από εδώ και στο 
εξής θα ονομάζονται με την αγγλική τους ορολογία δηλ. subcarriers) και διαμορφώνει 
κάθε subcarrier με ένα σύμβολο δεδομένων. Αυτό έχει σαν αποτέλεσμα την μετάδοση 
ενός μπλοκ συμβόλων με καθένα σύμβολο σε διαφορετική συχνότητα. Παρόλα αυτά, 
αντίθετα με τα ισχύοντα στην πολυπλεξία διαίρεσης συχνότητας (FDM), τα subcarri­
ers είναι πολύ κοντά τοποθετημένα στην συχνότητα (στην πραγματικότητα το φάσμα 
τους επικαλύπτεται) αλλά καταφέρνουν να μην αλληλοπαρεμβάλλονται, μιας και είναι 
ορθογώνια μεταξύ τους [3]-[6]. Μια λύση χαμηλής πολυπλοκότητας που εξασφαλίζει την 
ορθογωνιότητα είναι η χρήση των αρμονικών του Διακριτού Μετασχηματισμού Fourier 
(που από εδώ και στο εξής θα συμβολίζεται σαν DFT) ως subcarriers [7].
Για την προστασία από τα φαινόμενα την πολυδιαδρομικής διάδοσης (multi-path propa­
gation) του ασύρματου καναλιού έχει εισαχθεί η ιδέα του guard interval. Η πολυδιαδρομική 
διάδοση συμβαίνει όταν ο δέκτης λαμβάνει πολλές εκδοχές του μεταδιδόμενου σήματος, 
με καθεμιά να έχει διαφορετική χρονική καθυστέρηση. Αν η καθυστέρηση είναι μικρή 
σε σχέση με την περίοδο του μπλοκ, τότε η χρήση του guard interval διορθώνει το 
φαινόμενο αυτό. Αν η καθυστέρηση είναι μεγαλύτερη, τότε προκύπτει διασυμβολική 
παρεμβολή (Inter-Block Interference (ΙΒΙ)), κατά την οποία σύμβολα από διαφορετικά 
μπλοκ παρουσιάζονται στον δέκτη ταυτόχρονα.
Εφαρμογές που έχουν υιοθετήσει το OFDM είναι το DAB και το DVB-T, που καθιερώθηκαν 
από τον οργανισμό ETSI το 1995 και 1997 αντίστοιχα. To DVB-T πρότυπο έχει την 
δυνατότητα παράδοσης υψηλής ευκρίνειας βίντεο σε ρυθμούς που φθάνουν τα 20Mbps.
Σε ενσύρματες εφαρμογές, το OFDM έχει εφαρμοσθεί στο Asynchronous Digital Sub­
scriber Line (ADSL). Τέλος, για ασύρματα δίκτυα σε εσωτερικά περιβάλλοντα το
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OFDM έχει υιοθετηθεί στο wLAN πρότυπο με ονομασία Hyperlan 2 το 1999.
Για ιστορικούς λόγους, πρέπει να αναφερθεί ότι η OFDM τεχνική μετάδοσης εφευρέθηκε 
από τον Robert Chang το 1966 και έγινε πατέντα το 1970 [8].
1.2 Σκοπός της Διπλωματικής Εργασίας
Ένα από τα κύρια προβλήματα που αντιμετωπίζει το OFDM είναι η ευαισθησία του 
σε τυχόν σφάλμα φέρουσας (που από εδώ και στο εξής θα συμβολίζεται σαν CFO 
από τα αρχικά της αγγλικής του ονομασίας Carrier Frequency Offset). Αυτό το σφάλμα 
προκύπτει λόγω ατελείων στους τοπικούς ταλαντωτές του πομπού και του δέκτη και έχει 
σαν αποτέλεσμα τα subcarriers να μην είναι πλέον ορθογώνια μεταξύ τους [9], [10], κάτι 
που επιφέρει δραστική πτώση της απόδοσης του συστήματος. Έχει αποδειχθεί ότι για 
την διατήρηση του SNR σε επίπεδα άνω των 20 dB σε ένα σύστημα OFDM, το CFO 
πρέπει να είναι μικρότερο από το 4% της απόστασης μεταξύ δύο subcarriers [11], [12], 
κάτι που επιφέρει πολύ αυστηρές προδιαγραφές για τον τοπικό ταλαντωτή του δέκτη. 
Μιας και αυτοί οι δέκτες συνιστούν τα κινητά τερματικά πρέπει να κατασκευαστούν 
στο ελάχιστο δυνατό κόστος, με αποτέλεσμα η διόρθωση του CFO να μην συμφέρει να 
γίνεται τοπικά.
Σκοπός της διπλωματικής εργασίας είναι η πλήρης κατανόηση της επίδρασης του CFO 
στο λαμβανόμενο σήμα, καθώς και η λεπτομερής ανάλυση των τεχνικών που έχουν 
προταθεί για εκτίμηση του σε συστήματα OFDM. Το κύριο ενδιαφέρον μας έγκυται 
σε μεθόδους τυφλής εκτίμησης, που δεν απαιτούν καθόλου (ή απαιτούν πολύ μικρό 
αριθμό από) γνωστά μεταδιδόμενα σύμβολα (pilot bits). Τελικός σκοπός μας είναι 
η σύγκριση των υπάρχοντων τεχνικών μέσα από εκτενής προσομοιώσεις αλλά και η 
ανάπτυξη καινούριων τεχνικών εκτίμησης του CFO.
1.3 Οργάνωση της Διπλωματικής Εργασίας
Αρχικά θα παρουσιαστεί το μοντέλο του συστήματος μας μαζί με όλες τις προαναφερόμενες 
σημαντικές ιδιότητες και παραμέτρους του OFDM. Η δομή του πομπού και του δέκτη θα 
σχεδιαστεί και το κανάλι θα ληφθεί πλήρως υπ’ όψιν. Στη συνέχεια θα παραθέσουμε μια 
θεωρητική ανάλυση του προβλήματος, ώστε να εξάγουμε την δομή του λαμβανόμενου 
σήματος όταν υπάρχει CFO. Η διασυμβολική παρεμβολή, σαν αποτέλεσμα της απώλειας 
της ορθογωνιότητας μεταξύ των subcarriers, θα ποσοτικοποιηθεί. Μετά από αυτό, θα
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συνεχίσουμε με τις διάφορες λύσεις που έχουν δοθεί στο πρόβλημα και θα παρουσιάσουμε 
προσομοιώσεις που τις συγκρίνουν. Οι διάφοροι αλγόριθμοι που έχουν ανπτυχθεί για 
εκτίμηση του CFO μπορούν να χωριστούν σε τρεις κατηγορίες : data aided, που κάνει 
χρήση συμβόλων "εκπαίδευσης" (training symbols) εμφωλευμένων μέσα στο μεταδιδόμενο 
σήμα, non data aided, και βασιζόμενων στο cyclic prefix, που εκμεταλλεύεται την ύπαρξη 
κάποιων συγκεκριμένων συμβόλων στο μεταδιδόμενο σήμα. Τελικά, στο παράρτημα 
Α θα υπολογιστεί ο λόγος σήματος προς θόρυβο που χρησιμοποιείται για σωστές 
προσομοιώσεις και στο παράρτημα Β θα παρατεθεί ο κώδικας του MATLAB.
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2.1 OFDM Πομποδέκτης
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2.2 Ανάλυση Συστήματος
Οι σημαντικές παράμετροι του συστήματος που πρέπει να τονισθούν είναι:
ϊ) Τ3 είναι η περίοδος των συμβόλων δεδομένων
ii) Ν είναι ο αριθμός των subcarriers
iii) Τ = NTS είναι η περίοδος ενός OFDM συμβόλου
iv) fs = γ είναι το διαθέσιμο εύρος ζώνης
ν) Df = -jf = j^jT = γ είναι το μεσοδιάστημα των subcarriers που από 
εδώ και στο εξής θα αναφέρεται μα την αγγλική του ορολογία σαν 
subcarrier spacing.
Ας εξετάσουμε την δομή του λαμβανόμενου σήματος στην παρουσία CFO και καναλιού. 
Τα χρονικά δείγματα στην έξοδο της υπομονάδας IDFT αποτελούν τον Αντίστροφο 
Μετασχηματισμό Fourier (που θα συμβολίζεται σαν IDFT) των συμβόλων δεδομένων. 
Δηλαδή,
όπου ά^η) είναι το ι δείγμα του η μεταδιδόμενου μπλοκ. Έπειτα, για λόγους που 
εξηγούνται στην επόμενη παράγραφο, τα τελευταία D δείγματα αντιγράφονται στην 
αρχή του μπλοκ (περίπτωση που ονομάζονται cyclic prefix) ή D μηδενικά συνενώνονται 
στο τέλος του (περίπτωση που ονομάζονται zero padding), ώστε να σχηματίσουν το 
διακριτού χρόνου OFDM μεταδιδόμενο μπλοκ μήκους Ν + D — Κ. Σε μορφή πινάκων 
αυτό μπορεί να γραφεί ως
όπου FH είναι η μήτρα του IDFT, είναι οι τελευταίες D γραμμές του FH, d{n) = 
['do(n) ■ ■ ■ dN-i(n)]T και S(n) = \S0(n)... SN-i{n)]T.
Παρόλα αυτά, το προς μετάδοση σήμα πρέπει να είναι μια αναλογική κυματομορφή. Γι 
αυτό, το μπλοκ περνάει από ένα μετατροπέα DAC που δίνει το συνεχούς χρόνου σήμα 
βασικής ζώνης
Η μεταβλητή η υποδηλώνει το τρέχον μπλοκ και η ι το τρέχον δείγμα. Είναι εύκολα 
αντιληπτό ότι το φ(ΐ — ηΚΊ\ — iTa) είναι ένα παράθυρο διάρκειας Ts στο χρονικό 
διάστημα που το τρέχον δείγμα μεταδίδεται.
πι=0
ρ(*) = ΣΣ  ^η)φ{ί — nKTs — iTs) όπου
φ(ί) =
1, 0 < t < Ts
0, διαφορετικά
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To p(t) περνά από τον τοπικό ταλαντωτή ώστε να προκόψει το τελικό προς μετάδοση 
σήμα
x(t) = ej2nfMt)
Λόγω της πολυδιαδρομικής διάδοσης πολλά αντίγραφα του x(t) θα φθάσουν στο δέκτη, 
καθένα πολλαπλασιασμένο με ένα συντελεστή hq και καθυστερημένο κατά ένα παράγοντα 
qTs, όπου το q υποδηλώνει διαδρομή. Εδώ έχει γίνει η παραδοχή ότι η καθυστέρηση 
είναι ακέραιο πολλαπλάσιο της περιόδου Ts. Σε πρακτικά συστήματα, το Ts είναι 
εξαιρετικά μικρό οδηγώντας σε αρκετά ακριβείς προσεγγίσεις του παράγοντα καθυστέρησης. 
Από τα παραπάνω έχουμε ότι το λαμβανόμενο σήμα y(t), αφού περάσει από ένα 
ζωνοπερατό φίλτρο ώστε να κοπούν οι ανεπιθύμητες συνιστώσες θορύβου σε γειτονικές 
συχνότητες, έχει την μορφή
L—1 _
y{t) = Σ - ιτ*)
9=0
όπου L είναι ο αριθμός των διαφορετικών διαδρομών. Αναλύοντας το y(t) έχουμε
y{t) = Σ hq^2l,ic(t~qTa)p{t - qTs) 
q=ο
= Σ hq^}cte-j2vhT3qp{t - qTs)
9=0
= Σ hqe-j2*fcT‘qp(t - qTs)
9=0
L-1
= e?2"!* Σ M* - qTs)
9=0
όπου hq = hqe~i2'nicTaq. Περνώντας το λαμβανόμενο σήμα από τον τοπικό ταλαντωτή 
του δέκτη, προκύπτει το ενδιάμεσης συχνότητας σήμα
r(t) = e-i2ir{fc+d']ty(t)
= e~j2lTdft Σ hqp(t - qTs)
9=0
όπου df είναι το CFO σε Hz. Παίρνωντας το I δείγμα του τη μπλοκ από το r(t) 
(υποθέτοντας ιδανική συχνότητα δειγματοληψίας Ts) έχουμε
r{{mK + ΐ)ΤΒ) = e~j2^mK+l)T‘ Σ hqp((mK + / - q)Ts)
9=0
Διπλωματική Εργασία: Νίκος Ζαρόκωστας 2005 9
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:37:43 EET - 137.108.70.7
2 ΜΟΝΤΕΛΟ ΣΥΣΤΗΜΑΤΟΣ
Ας συγκεντρωθούμε στον εκθετικό μιγαδικό όρο e-J2irdf(mK+l)T<>Μ Τότε
e-j2TTdjTs(mK+l) _ e~j2ndfjf(mK+l)
_ e-^Tf^mK+v>
— e~j^-t(™K+l)
όπου f είναι το κανονικοποιημένο CFO (δηλ. CFO διαιρεμένο με το subcarrier spacing). 
Επομένως, τα λαμβανόμενα δείγματα έχουν την μορφή
r((mK + l)Ts) = e-^«mK+l) ]Γ hqp((mK + I - q)Ts)
Q=0
L—1 oo K — 1
= e-i%«mK+" ΣΚΣΣ *(η)Φ(((τη - n)K + (l - i) - q)T.)
<7=0 n=0 i=0
L—l oo K-1
= e~3^i(mK+l) ΣΚΣΣ di(n)S((m - n)K + (l - i) - q)
<7=0 n=0 i=0
όπου δ(η)
1, όταν η — 0 
0, διαφορετικά
Σαν αποτέλεσμα το r((mK + l)Ts) = 0 όταν (to — η)Κ + (/ — i) — q ^ 0. Για τα 
m, η, I, i, q ισχύει
0 < τη, η < οο
0 < l,i < Κ - 1
0 < q < L - 1
Ας δούμε πότε (to — η)Κ + (/ — i) — q — 0. Θα εξετάσουμε τις μοναδικές 4 περιπτώσεις 
για το η:
η> m+1 :
η < τη — 2 :
η = πι : 
η — πι — 1 :
Σε αυτή την περίπτωση το (to — η)Κ + (I — i) — q είναι αρνητικό και ο 
μόνος τρόπος να φθάσει το μηδέν είναι το (Ζ — ί) να πάρει την πιο θετική 
τιμή του, που είναι Κ — 1. Τότε, (to — η)Κ + (Ζ — ί) — q < —Κ + Κ — 1 — q 
και ο μόνος τρόπος γι αυτό να γίνει μηδέν είναι q = — 1, κάτι αδύνατο 
αφού 0 < q < L — 1.
Τώρα το (τη — η)Κ + (Ζ — i) — q είναι θετικό και ο μόνος τρόπος γι αυτό να 
φθάσει το μηδέν είναι το Ζ — i να πάρει την πιο αρνητική του τιμή, που είναι 
—Κ + 1. Τότε, (τη — η)Κ + (I — i) — q > 2Κ — Κ + 1 — q και ο μόνος τρόπος 
γι αυτό να γίνει μηδέν είναι q — Κ + 1, κάτι που πάλι εναντιώνεται στην 
υπόθεσή μας.
Στην περίπτωση αυτή (τη — η)Κ + (Ζ — i) — q — 0 if i = Ζ — q.
Στην περίπτωση αυτή (τη — η)Κ + (I — ί) — q = 0 if i — Ζ + (Κ — q).
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Από τα παραπάνω μπορούμε να ξαναγράψουμε την εξίσωση των λαμβανόμενων δειγμάτων 
σαν
L—1 οο Κ — 1
r((mK + l)Ta) = Κ Σ Σ di(n)S((m - η)Κ + (I - i) - q)
<7=0 π=0 2=0
- e~3^dmK+i) hq[di^q(m) + di+(*_,)(m - 1)] για 1 = 0,...,Κ -
9—0
μιας και μόνο αυτοί οι δύο όροι συνεισφέρουν μη μηδενικές τιμές στο r((mK + Z)TS) 
δείγμα. Το μιγαδικό εκθετικό μπορεί να γραφεί σε μορφή πινάκων σαν
/ e~^ \
-ίφ(τηΚ)
0-]φ(Κ-1)
με φ = Αναλύοντας το e έχουμε
2π d/
27Γ , ΛΤΠ
= ~NdsT 
=
= 2ndfTs.
Στην πράξη είναι κοινό να θεωρείται το Ts = 1 έτσι ώστε το κανονικοποιημένο sub- 
carrier spacing να είναι Df — -h. Αν αυτό ισχύει, τότε το φ = 2πά{ αντιπροσωπεύει το 
CFO σε rad/sec.
Η υπόλοιπη εξίσωση μπορεί να γραφεί σε μορφή πινάκων σαν
' h0 Ν 1 do(m) λ f hL. 1 ... /i! N ' do(m-l) λ
hi-1 : + hL-1 ;
y hi-1 ... h0 ) y dK-i(m) ) Ns\ J y dK-i(m- 1) ,
Η d(m) Hibi d(m—1)
Συνοψίζοντας, το τη λαμβανόμενο μπλοκ έχει την ακόλουθη δομή
r(m) = e-^mK)E{Hd{m) + HIBId(m - 1)} (1)
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2.3 Επιπτώσεις Καναλιού
Σε αυτή την παράγραφο θα εξετάσουμε τις επιπτώσεις του ασύρματου καναλιού στο 
λαμβανόμενο διάνυσμα. Από τα αποτελέσματα της εξίσωσης (1) καταλαβαίνουμε ότι 
το προηγούμενο OFDM block d(m — 1) προστίθεται καταστροφικά στο τρέχον μπλοκ 
block d(m). Αγνοώντας τους όρους που προκύπουν από την παρουσία του CFO στην 
εξίσωση (1), τα ακόλουθα ισχύουν
( r0(m) ^ 1 ho f hL-1 · . h, >
rD-\{m) — d(m) + hL-1
V νκ-^τη) ^ \ hL-1 · ■ ho ι \ /
d(m — 1)
H=Toeplitz Hjbi =upper triangular
( a0(m) N 1 bo(m — 1) ^
: + 0i,_2(m - 1)
: 0
v aK-i{m) t l : /
Λόγω της δομής του ΗΙΒΙ,τα τελευταία L — 1 δείγματα του d(m — 1) προστίθενται στα 
πρώτα L — 1 δείγματα του d{m),
S(m) S(m-l)
4 ■L-l
Γι αυτό το λόγο η χρήση του cyclic prefix ή του zero padding είναι απαραίτητη και το 
μήκος του D πρέπει πάντα να είναι μεγαλύτερο από το L — 1 (όπου L είναι η τάξη 
του καναλιού). Τώρα θα εξετάσουμε με ποιο τρόπο κάθε μια από τις δύο τεχνικές 
εξελείφει την διασυμβολική παρεμβολή.
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2.4 Cyclic Prefix
Ας εξετάσουμε αρχικά την ιδέα του CP στην περίπτωση απουσίας CFO. Λόγω της δομής 
του Ηιβι τα μόνα κατεστραμένα δείγματα του λαμβανόμενου μπλοκ είναι (το πολύ) τα 
πρώτα D. Στην περίπτωση του CP, αυτά τα δείγματα δεν λαμβάνονται υπ’ όψιν από 
τον δέκτη, δηλ.
< π ► 4 Ηιβι 4
Τότε, ο Η από δομή Toeplitz αποκτά δομή κυκλική, αφού οι πρώτες D γραμμές του 
Η απορρίπτονται και μόνο οι υπόλοιπες παραμένουν χρήσιμες. 'Οπως βλέπουμε στο 
παραπάνω σχήμα, όπου παρουσιάζεται ένα παράδειγμα με 3 συντελεστές καναλιού, οι 
συντελεστές h2 και h{ στην αρχή της 4 γραμμής μπορούν να μετακινηθούν στο τέλος της, 
μιας και τα δείγματα που συνιστούν το CP είναι αντίγραφα των τελευταίων δειγμάτων 
του αρχικού μπλοκ. Αυτή η ιδέα γενικεύεται με όλους τους συντελεστές που βρίσκονται 
στις πρώτες D στήλες του Η.
Επομένως ο Η γίνεται κυκλικός πίνακας:
^ h0 hi_ι ... h\ ^
Hl-i '· hL~ ι
\ hL-i ■■■ h0 ι
c
με N γραμμές και N στήλες.
ho
hi ho
h2 hi ho
h2 hi ho
k hi ho
hs hi ho
hi hi ho
h2 hi ho
4
A
A
A
A
Διπλωματική Εργασία: Νίκος Ζαρόκωατας 2005 13
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:37:43 EET - 137.108.70.7
2 ΜΟΝΤΕΛΟΣΥΣΤΗΜΑΤΟΣ
Σαν αποτέλεσμα, όταν το CP απορρίπτεται από τον δέκτη ακυρώνεται η επίδραση της 
διασυμβολικής παρεμβολής και το λαμβανόμενο σήμα έχει την ακόλουθη μορφή
r(n) — Cd(n)
όπου d(n) είναι ο IDFT των συμβόλων δεδομένων. Έτσι
r(n) = CFH S(n)
με FH τη μήτρα του IDFT.
Χρησιμοποιώντας την ιδιότητα ότι κάθε κυκλικός πίνακας μπορεί να διαγωνοποιηθεί 
με πολλαπλασιασμό από αριστερά και δεξιά με τις μήτρες του FFT και IFFT αντίστοιχα
[13], έχουμε
FCFh =
CFh = FhD
Η άνω ιδιότητα μπορεί να εφαρμοστεί στο λαμβανόμενο σήμα, δίνοντας τη τελική δομή 
του όταν το CP απορρίπτεται. Έχουμε
r(n) = FHDS(n)
με τον D να έχει στην κύρια διαγώνιο τον μετασχηματισμό Fourier των συντελεστών 
του καναλιού.
Η ιδιότητα ενός κυκλικού πίνακα καναλιού C στο πεδίο του χρόνου ή ισοδύναμα ενός 
διαγώνιου πίνακα καναλιού D στο πεδίο της συχνότητας έχει εξαιρετική σημασία στις 
τηλεπικοινωνίες, μιας και απλοποιεί τη μοντελοποίηση του καναλιού, καθώς και τις 
τεχνικές εκτίμησής του.
Στην περίπτωση παρουσίας CFO, απορρίπτοντας τα πρώτα D δείγματα του λαμβανόμενου 
μπλοκ σημαίνει ότι οι πρώτες D γραμμές του Ε πρέπει επίσης να απορριφθούν. Οι 
εναπομείναντες γραμμές του Ε συνιστούν ένα διαγώνιο πίνακα με πρώτο στοιχείο το 
βΓ3φ1> και τελευταίο το β~3φ<·Ν+°~1Κ Είναι εύκολα αντιληπτό ότι ο όρος e~3<t>D αποτελεί 
κοινό παράγοντα και επομένως μπορεί να βγει έξω από τον πίνακα. Παρόλα αυτά ο 
πίνακας καναλιού μπορεί ακόμα να θεωρείται κυκλικός, μιας και η παρουσία του Ε 
δεν επιδρά στην αλλαγή θέσης των συντελεστών hy και h2 στο παραπάνω παράδειγμα. 
Επομένως στη περίπτωση παρουσίας CFO έχουμε
r(n) = e~j,KmK+D)EFHDS(n)
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2.5 Zero Padding
'Οταν χρησιμοποιείται η τεχνική ΖΡ [13] δεν αντιγράφουμε τα τελευταία D δείγματα του 
μπλοκ στην αρχή. Αντί αυτού, τοποθετούμε στο τέλος του D μηδενικά. Στην περίπτωση 
απουσίας CFO, αυτό καταλήγει στην ακόλουθη σχέση
^ /ίο 
h-L-l
y flL-1
^ “UV”V IIL-1 ...
hB- 1
ho )
* do(m) ^
dN-X(m) +
0
1 ·: } \
dN-i(m - 1) 
0
όπου οι όροι του ΗΙΒΙ πολλαπλασιάζονται με μηδενικά, εξαλείφοντας την διασυμβολική 
παρεμβολή. Τα τελευταία D μηδενικά του d{m) θα διαγράφουν τις τελευταίες D στήλες 
του Η. Επομένως
( ^ \
r(m) =
hL-l
V
d(m)
Hl-i ■ ■ · ho
hi,-1 )
v"
Ho
όπου o Ho έχει N + D γραμμές και N στήλες. Οι πρώτες Ν γραμμές συνιστούν 
ένα Toeplitz πίνακα και οι τελευταίες D γραμμές έναν άνω τριγωνικό. Σε αυτήν 
την περίπτωση για να έχουμε ένα κυκλικό πίνακα καναλιού στο πεδίο του χρόνου, 
προσθέτουμε τα τελευταία D δείγματα του λαμβανόμενου μπλοκ στα πρώτα Ν, δηλαδή
( h0
hL-l
\
\ ( do{m) Ν /
\ +
Ο7
^ dN-i(m) j V
( hL.ι ... hx \ do(m) ^
hL- — Cd(m)
) \ dN-i(m) >
ή ισοδύναμα FHDS(m).
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Στην περίπτωση παρουσίας CFO όμως, έχουμε από την (1)
( h0
( ρ-ίφο
r(m) -]φΚτη
\
0-j,t>(N+D-1)
hL-1
= e
~ u u: η
g—j<t>Km I EHAd(m) 
l EBHBd(m)
1
d(m)
hL-1 )
όπου E, Eb είναι τα άνω αριστερά ΝχΝ και κάτω δεξιά DxD μπλοκ του αρχικού Ε 
αντίστοιχα και ΗΑ, ΗΒ είναι οι πρώτες Ν και τελευταίες D γραμμές του Η0 αντίστοιχα.
Αν τώρα προσθέσουμε τα τελευταία D δείγματα του r(m), δηλ. τα EBHBd(m), στα 
πρώτα Ν, δηλ. στα EHAd(m), πρέπει να επεκτείνουμε το EBHBd(m) με Ν — D 
μηδενικά έτσι ώστε οι δύο όροι να αποκτήσουν το ίδιο μέγεθος Ν. Επεκτείνοντας με 
μηδενικά το EBHBd(m) είναι ισοδύναμο με το να επεκτείνουμε με μηδενικά το ΗΒ 
και να κάνουμε τον ΕΒ διαγώνιο διάστασης Ν. Μιας και αυτά τα Ν — D τελευταία 
διαγώνια στοιχεία του ΕΒ πολλαπλασιάζονται με τα τελευταία Ν — D μηδενικά του 
Ηβ, μπορούν να έχουν οποιαδήποτε τιμή. Δεν βλάπτει την γενικότητα να θεωρήσουμε 
ότι είναι τα e~^{N+D)... β-^2Ν-χ\
Τότε
r(m) - e~j'pKm{EHAd(nn) + EBHBd(m))
όπου τα ΕΒ, ΗΒ έχουν τροποποιηθεί κατάλληλα όπως προαναφέρθηκε. Όμως, ΕΒ = 
ζ~ΝΕ, κάτι που δίνει
r(m) = e~^K,nE{HA + z~NHB)d{m)
Από τα παραπάνω καταλαβαίνουμε ότι στην περίπτωση παρουσίας CFO, η ΖΡ τεχνική 
δεν δίνει κυκλικό πίνακα καναλιού στο πεδίο του χρόνου.
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3 ΕΠΙΠΤΩΣΕΙΣ ΣΦΑΛΜΑΤΟΣ ΦΕΡΟΥΣΑΣ
3.1 Λιασυμβολική Παρεμβολή
Σε αυτή την παράγραφο θα εξετάσουμε τις επιδράσεις του CFO και θα εξάγουμε 
συμπεράσματα σχετικά με το είδος της διαταραχής που το CFO προκαλεί στα μεταδιδόμενα 
σύμβολα.
Ας ξεκινήσουμε την ανάλυσή μας με το να κατανοήσουμε τι συμβαίνει στο πεδίο της 
συχνότητας ενός OFDM συμβόλου όταν υπάρχει CFO.
Έχουμε ήδη δει ότι το σήμα βασικής ζώνης στο πεδίο του χρόνου έχει την ακόλουθη 
μορφή
ΟΟ Ν — 1
p(t) = Σ Σ Μη)Φ(t ~ nNTs ~ iT.)
71=0 7=0
αν το CP απορριφθεί. Η παραπάνω έκφραση αντιπροσωπεύει όλα τα μπλοκ, μιας και 
το η τρέχει από 0 εως οο. Για να απομονώσουμε το μπλοκ τη πολλαπλασιάζουμε το 
p(t) με ένα παράθυρο μήκους NTS = Τ. Επομένως,
οο Ν — 1
pm(t) = Σ Σ άί(η)φ(ί -ηΤ - iTs)w{t - τηΤ)
n=0 ί=0
όπου
Καθορίζοντας
w(t) =
1, 0 <t<T
0, διαφορετικά
Ν-1
Zn(t) = Σ di{n)(j>(t - iTs)
i=0
μπορούμε να ξαναγράψουμε το pm(t) σαν
ΟΟ
Pm(t) = Σ Ζη(* ~ nT)W(t ~ mT)
n=0 
οο
= (Σ Zn(t ~ nT))w(t - mT)
τι—0 
οο
= Σ zm(t — nT)w(t — mT)
71=0
Αν P{jw) είναι ο μετασχηματισμός Fourier του p(t), τότε
ΟΟ
P(jw) = Ρ{Σ zrn{t - ηΤ)} * F{w(t - mT)}
77=0
με * να υποδηλώνει την πράξη της συνέλιξης.
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Το Σ£°=0 zm(t — ηΤ) είναι ένα περιοδικό σήμα με περίοδο Τ. Έιναι γνωστό ότι κάθε 
περιοδικό σήμα έχει μετασχηματισμό Fourier συναρτήσεις δέλτα που εμφανίζονται σε 
ακέραια πολλαπλάσια του αντιστρόφου της περιόδου, δηλ. kj, με k — 0,1... [31] 
Επομένως,
0° 0C
F{£z(i-nT)} = £«*(/--)
n=0 η=0 1
F{w(t)} είναι μια συνάρτηση sine μιας και το w(t) είναι ένα ορθογώνιο παράθυρο. 
Επειδή το μήκος αυτού του παραθύρου είναι Τ η συνάρτηση sine θα μηδενίζεται σε 
ακέραια πολλαπλάσια του ψ.
Συνελίσσοντας τους δύο μετασχηματισμούς Fourier έχουμε συναρτήσεις sine τοποθετημένες 
σε ακέραια πολλαπλάσια του ψ — —ψ- με τους μηδενισμούς τους στα ίδια πολλαπλάσια. 
Σαν αποτέλεσμα το φάσμα ενός OFDM μπλοκ θα αποτελείται από συναρτήσεις sine 
όπως φαίνεται στο ακόλουθο σχήμα
Orthogonality
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Υποθέτωντας ιδανικό ρυθμό δειγματοληψίας δεν έχουμε διασυμβολική παρεμβολή, μιας 
και όταν λαμβάνεται το δείγμα στο subcarrier ί (* στην κορυφή των sines), όλα τα 
υπόλοιπα subcarriers συνεισφέρουν με μηδενικά (λόγω των περασμάτων από το μηδέν 
των συναρτήσεων sine στα ακέραια πολλαπλάσια του λ).
Στην περίπτωση παρουσίας CFO, το λαμβανόμενο σήμα είναι
r(t) = ε~]2πά{1ρ(ί)
αγνοώντας το κανάλι. Χρησιμοποιώντας τις ιδιότητες του μετασχηματισμού Fourier 
γνωρίζουμε ότι το φάσμα του r(t) θα είναι το ίδιο με αυτό του p(t), με τη μόνη διαφορά 
ότι θα είναι ολισθημένο δεξιά κατά 2ndf Hz. Τα λαμβανόμενα δείγματα θα είναι 
επίσης ολισθημένα (* στην επόμενη εικόνα).
Orthogonality
Όπως υποδεικνύει το σχήμα, στην παρουσία CFO υπάρχει διασυμβολική παρεμβολή, 
μιας και τα υπόλοιπα subcarriers δεν συνεισφέρουν με μηδέν όταν λαμβάνεται το ι 
δείγμα. Επομένως, το CFO είχε σαν αποτέλεσμα την απώλεια της ορθογωνιότητας
[14],[15].
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3.2 Ποσοτικοηοιώντας την Διασυμβολική Παρεμβολή
Αφού οπτικοποιήσαμε την ύπαρξη CFO, αυτό που τώρα θέλουμε είναι να ποσοτικοποιήσουμε 
την διασυμβολική παρεμβολή και να την χειριστούμε χρησιμοποιώντας άλγεβρα. Αγνοώντας 
το κανάλι και υποθέτοντας ότι δεν υπάρχει μηχανισμός διόρθωσης του CFO, έχουμε 
ήδη δει ότι το λαμβανόμενο σήμα είναι της μορφής
r(t) = e-i^pit)
Ν-1
= e-j2*dft Σ di{m)<t>(t - mNTs - iTs)
»=0
αν συγκεντρωθούμε μόνο στα σύμβολα δεδομένων του μπλοκ τη. Μετά από ιδανική 
δειγματοληψία έχουμε
r((mN + n)Ts) = e~^dfnT· Σ di(m)0((n - i)Ts)
i=0
= e~j^ntdn{m)
= rn(m)
μιας και για i φ η, φ((η — i)Ts) = 0. Το επόμενο βήμα είναι να αποδιαμορφώσουμε τα 
λαμβανόμενα σύμβολα με το να εφαρμόσουμε σε αυτά DFT, μιας και είχαν υποβληθεί 
σε IDFT στον πομπό.
Rk(m) - Σ rn{m)e~J^kn
η=0
- Σ dn(m)e-j%n<e-j%kn
η=0
= Σ dn(m)e-j^k+e)n
n=0
Αντικαθιστώντας στην άνω σχέση ότι το dn(m) είναι ο IDFT των συμβόλων δεδομένων 
Si{m) έχουμε
Rk(m) = ΣΗ
n=0 ^ t=0 
ι Ν-ΙΝ-1
= ^ Σ Σ Si(m)eP^(i-k-^n
ly η—0 ι=0
i=0 n=0
Το δεύτερο άθροισμα αντιπροσωπεύει μια γεωμετρική σειρά. Επομένως
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1 TV—1
Rk{m) = — Σ Si (τη)
i=0 
TV-1
Σ *%(m)
i=0 
j TV—1
TV
1
A
l _
1 _ eJ £(»-*-£) 
1 _ gj2n(i-k-e)
1 J'7f(i-k-t)eJ N
χ gjir(i—k—t)g—jn(i—k—e) _ ejir(i-k-t)ejir(i-k-e)
Ν Σ ^^{m) pJ^(i-k-t)p-j^(i-k-t) _ pjjjii-k-^pjjjii-k-i)eJ N\ ’eJ n '
X -N-l _eJ7r(i—fc—c) JeJ7r(i—fc—c) _ g-jMi-fc-c)]
A ^ ^C772·) £) fc—c) _ e-j±(i-k-t)j
1
A
— Σ 5l(m)e·' at
2=0
.j^i^i-fc-O sin (ττ(« — fe — e)) 
sin(f(*- fc-e))
απομονώντας από το άθροισμα τον k όρο έχουμε
TV-1
Rk{m) = ^Sk{m)e jnl
sin(7re[ 1 " 1 sin (π(ΐ - k - c))
sin(fe) Ai=^fc sin (* (i - k - e))
(1)
(2)
όπου ο πρώτος όρος αντιπροσωπεύει την επιθυμητή συνιστώσα και ο δεύτερος την 
διασυμβολική παρεμβολή (ή απώλεια της ορθογωνιότητας). Επομένως όλα τα subcar­
riers υπόκεινται στον ίδιο βαθμό εξασθένισης πλάτους και στρέξης φάσης, που δίνεται 
από
1 sin(Tre) ·π^ 
Asin(^e)
1
A
TV-1 
η=0
ένας παράγοντας γνωστός σαν Common Phase Error [16] [17].
Μια άλλη ενδιαφέρουσα παρατήρηση είναι ότι όταν το e είναι ακέραιος (δηλ. το CFO 
είναι ένα πολλαπλάσιο του subcarrier spacing) δεν προκύπτει διασυμβολική παρεμβολή, 
μιας και ο δεύτερος όρος στην (2) εξαφανίζεται. Στην περίπτωση αυτή όμως, αποδιαμορφώνεται 
το λάθος subcarrier (δηλ. Rk(m) = jjSk+e) όπως φαίνεται από την (1).
Για πληρότητα της ανάλυσής μας δείχνουμε ότι για ιδανικό τοπικό ταλαντωτή, δηλ. για 
e = 0 έχουμε
Rk(m) 1 V <7 (mXs811 (*(«-*)) -irf-k)*^ 
Ν h jsin (*(»-*))
_ej* (i fc nsr
i=0 
l TV —1
Sfc(m)
Σ Si(m)N5(i - ky*(i~k)^r
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4.1 Virtual Carriers
Στο κεφάλαιο αυτό θα εξετάσουμε τις προτεινόμενες τεχνικές διόρθωσης του CFO, 
ξεκινώντας με τυφλές τεχνικές που δεν απαιτούν γνώση των μεταδιδόμενων συμβόλων 
ούτε του καναλιού.
Ο πρώτος αλγόριθμος που θα παρουσιαστεί προτείνει την χρήση των virtual carri­
ers. Virtual carriers αποκαλούνται τα subcarriers που δεν μεταφέρουν πληροφορία. 
Μπορούμε να τα σκεφτούμε σαν subcarriers που διαμορφώθηκαν με το σύμβολο μηδέν. 
Θα αναλύσουμε αυτήν την μέθοδο και για την τεχνική CP και για την ΖΡ.
Ας υποθέσουμε ότι Ν είναι τα διαθέσιμα subcarriers και Ρ είναι αυτά που μεταφέρουν 
πληροφορία, αφήνοντας Ν—Ρ σαν virtual. Όπως έχουμε ήδη δει από την ανάλυση στην 
παράγραφο 2.4, το λαμβανόμενο σήμα στην περίπτωση του CP θα έχει την ακόλουθη 
μορφή
Y(k) = e-],l,{mK+D)EFDS(k)
όπου S(k) είναι τα σύμβολα δεδομένων, D ο διαγώνιος πίνακας καναλιού (διαγώνιος 
μιας και το cyclic prefix έχει απορριφθεί), F είναι η μήτρα του IDFT και Ε είναι ο CFO 
διαγώνιος πίνακας. Όμως στην περίπτωση αυτή επειδή τα τελευταία Ν — Ρ σύμβολα 
του S(k) είναι μηδέν μπορούμε να ξαναγράψουμε την άνω σχέση σαν
Y{k) = e~^mK+D^EFPDpSp(k)
όπου Sp είναι τα μη μηδενικά σύμβολα και FP είναι οι πρώτες Ρ στήλες του F.
Η ιδέα αυτής της λύσης [18] είναι ότι οι στήλες του F είναι ορθοκανονικές, δηλ.
<~ /*! fj -> --
1, i — 3 
0, i φ j
όπου fi είναι η i στήλη του F. Επομένως το ορθογώνιο συμπλήρωμα του FP είναι 
γνωστό a priori και αποτελείται από τις τελευταίες Ν—Ρ στήλες του F, δηλ. [/Ρ+1 ... /λγ]. 
Αυτό σημαίνει ότι αν Ζ —> Ε τότε fp+iZ~1Y(k) — 0 μιας και
f$+iZ~lY{k) = e~j^mK+D) f^Z-'EFpDpSpik)
= e~i<t>(jnK+D) fp+iFP DpSp(k) = 0, i = l,...,N-P 
o
Επομένως ψάχνουμε το Z~l έτσι ώστε Ζ~ΧΥ spans{Fp}, ή ισοδύναμα Ζ-1 Υ _L (fp+\... fN).
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Η παρατήρηση αυτή μας οδηγεί στην συνάρτηση κόστους
%) = Σ \\ίϊ„ζ-'γ\\* (ΐ)
i=l
με Ζ = diag(l, ζ, ζ2... ζΝ~ι), ζ = e~3<t> και Υ ένας πίνακας με Κ λαμβανόμενα 
διανύσματα σαν στήλες. Ο αλγόριθμος αποτιμά το πολυώνυμο Ρ(ζ) για όλες τις δυνατές 
τιμές του φ € [0 2π] και εκτιμά το CFO σαν τη φάση της ρίζας του Ρ(ζ) που βρίσκεται 
πάνω στον μοναδιαίο κΰκλο.
Η συνάρτηση κόστους είναι ένα πολυώνυμο του ζ μιας και
Ρ{ζ) = Σ IIfwZ-'YW2
ι=1
τ=1
- if fP+iz-1??HzfP+i
2=1
To (i,j) στοιχείο του πίνακα Ζ~1ΫΫΗΖ είναι a(i,j)zj~l με α(ι, j) να είναι το (i,j) 
στοιχείο του πίνακα ΫΫΗ. Επομένως, ο Ζ~1ΫΫΗΖ έχει το ζ-1 στην διαγώνιο —1, ζ° 
στην κύρια διαγώνιο, ζ1 στη διαγώνιο 1 κτλ. Σαν αποτέλεσμα, ο πίνακας Ζ~ιΫΫΗΖ 
μπορεί να γραφεί σαν άθροισμα υποπινάκων, με κάθε υποπίνακα να έχει στην j 
διαγώνιο την j διαγώνιο του Ζ~ΪΫΫΗΖ, αντιπροσωπεύοντας τον j συντελεστή του 
πολυωνύμου.
Το άνω σενάριο είναι ιδανικό, μιας και ο θόρυβος δεν έχει ληφθεί υπ’ όψιν. Στην 
παρουσία θορύβου το λαμβανόμενο σήμα γίνεται
Y(k) = e-i*[mK+D)EFDS(k) + W(k)
= Y(k) + W(k)
όπου W(k) είναι μιγαδικός Προσθετικός Λευκός Γκαουσσιανός Θόρυβος (AWGN) με 
μέση τιμή 0 και διασπορά σ2.
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Στην περίπτωση αυτή οι Liu και Tureli προτείνουν την εκτίμηση του CFO σαν την φάση 
της πιο κοντινής στον μοναδιαίο κύκλο ρίζας. Παρόλα αυτά η λύση αυτή δεν είναι 
σωστή. Η συνάρτηση κόστους μπορεί να γραφεί σαν
ρ(ζ) = Σ \\fp+iz~ly\\2
i=1
= Σ < fbiZ-'Y, f?+iz~'Y >
t=l
= Σ fp+lz~1YYHz/P+t
i=1
= Σ:f?„z-'[ZY(k)Y*(k)]zfp„
i=l k=0
= * Σ Σ Y(k)YH(k)}zfP+l (2)
i=l n k-0
To T T(k)YH(k) αποτελεί προσέγγιση της μήτρας συνδιασποράς του λαμβανόμενου
διανύσματος Y(k). Μάλιστα,
E{Y(k)YH(k)}
E{[Y{k) + W{k)}[Y{k) + W{k)]H}
E{[Y(k) + W{k)}[YH(k) + WH{k)}}
E{Y{k)YH{k) + Y(k)WH{k) + W(k)YH{k) + W(k)WH(k)} 
E{Y(k)YH(k) + W(k)WH(k)}
μιας και θόρυβος και πληροφορία είναι στατιστικώς ανεξάρτητα.
1 κ-ι _
- E{Y{k)YH(k)} + E{W{k)WH{k)}
Κ k-0
= Vtnk)YH(k)+^i
^ k=0
- ΣΫΫΗ + σ2Ικ
κ-ι
κ Σ Y(k)YH(k)k=0
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Αντικαθιστώντας στην (2) έχουμε
Ρ(ζ) = ΚΣ f*„Z-'[±K£Y{k)YmZfp«
ί=ι Λ fc=0
= ^ Σ + ^i\zfP+t
i=ι Κ
= Σ /^+^·1[?^ + ^σ2/]Ζ/Ρ+ί
2=1
= Σί f^+iZ-1YYHZfP+i + fp+iZ~1Ka2IZfp+i 
2=1
= if fp+iZ~lYYH Ζ fp+t + Ασ2
2=1
- P(z) + (A - Ρ)Κσ2
Αν φ είναι το πραγματικό CFO και ζ = e-·^ τότε Ρ(ζ) = 0 αφήνοντας Ρ(ζ) = 
(Ν — Ρ)Κσ2. Επομένως, μιας και το Ρ(ζ) είναι μη αρνητικό (σαν άθροισμα μη 
αρνητικών ποσοτήτων στην (1)) το CFO πρέπει να εκτιμηθεί σαν τη φάση εκείνου 
του ζ για το οποίο το Ρ(ζ) παρουσιάζει ελάχιστο και όχι τη φάση της ρίζας του Ρ(ζ) 
όπως προτείνεται από τους συγγραφείς του [18].
Μια άλλη λύση που επίσης χρησιμοποιεί την ιδέα των virtual carriers είναι αυτή που 
προτάθηκε από τον Chen [19], που κάνει χρήση του εκτιμητή μέγιστης πιθανοφάνειας. 
Έστω x{k) — DS(k). Τότε το λαμβανόμενο διάνυσμα γίνεται
y(k) = EFx(k) + w(k)
— EFPXp(k) Τ- wP(k)
Η συνάρτηση πυκνότητας πιθανότητας του λαμβανόμενου διανύσματος με παραμέτρους 
τα φ και x(k) είναι
Ε{φ, x(k))
1
Fe ο■\(y(k)-EFx(k))H(y(k)-EFx(k))
(πσ2)Ν
Επομένως, η εκτίμηση μέγιστης πιθανοφάνειας των φ και x(k) είναι
(φ,χ(Ε)) — arg max Σ,(φ, χ)
φ,Χ
— arg min(y(k) — EFx(k))H(y(k) — EFx(k))
φ,χ
— arg min |\y(k) — EFx(k)| |2
φ,χ
= arg min β(φ, x{k)) 
φ,χ
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Το άνω πρόβλημα ελαχιστοποίησης λύνεται σε δύο βήματα. Στο πρώτο βήμα υποθέτουμε 
δεδομένο φ και βρίσκουμε το χ που ελαχιστοποιεί την β(φ, χ) (μηδενίζοντας την παραγωγό). 
Αντικαθιστώντας το x(k) στην Ξ(φ, x{k)) προκύπτει μια συνάρτηση κόστους ίδιας μορφής 
με αυτή που πρότειναν οι Tureli και Liu.
Η ισοδυναμία των δύο αλγορίθμων δικαιολογείται από την ορθογωνιότητα των vir­
tual carriers και των subcarriers που μεταφέρουν πληροφορία. Έστω FP οι πρώτες Ρ 
στήλες του F και FN_P οι τελευταίες Ν — Ρ στήλες του F. Τότε FP _L FN_P. Στον 
πρώτο αλγόριθμο ψάχνουμε το Ζ έτσι ώστε Z~lx{k) = Fd(k) G span{F}, που είναι 
ισοδύναμο με το να ψάξουμε το Ζ έτσι ώστε Z~1x(k) ± span{FN_P} (μιας και ο 
υπόχωρος Fn-P είναι γνωστός a priori).
Στον αλγόριθμο μέγιστης πιθανοφάνειας θέλουμε να ελαχιστοποιήσουμε την απόσταση 
μεταξύ του λαμβανόμενου διανύσματος y(k) και το διανύσματος EFPxP[k) G span{EFP} 
(χωρίς γνώση του Ε). Από την Αρχή της Ορθογωνιότητας γνωρίζουμε ότι ο καλύτερος 
αντιπρόσωπος για το xP(k) είναι η προβολή του y(k) στον υπόχωρο span{EFP} 
με το σφάλμα προβολής να είναι 5(ψ, x(k)). Επομένως, θέλουμε να διαλέξουμε το 
φ —> Ζ ώστε να δημιουργήσουμε έναν υπόχωρο span{ZFP}, για τον οποίο το σφάλμα 
προβολής να είναι ελάχιστο. Σαν αποτέλεσμα, ψάχνουμε πάλι το Ζ έτσι ώστε η 5(ψ,χ) 
να ελαχιστοποιείται στον span{ZFP} ή ισοδύναμα κάθετη στον span{ZFN^P} (ξανά 
γνωστός εκ των προταίρων).
Στο σημείο αυτό θα παρουσιάσουμε τις προσομοιώσεις των δύο αλγορίθμων και μια 
τρίτη, που είναι η διόρθωση που έγινε στον εκτιμητή των Tureli και Liu στην περίπτωση 
παρουσίας θορύβου. Στα σχήματα που ακολουθούν, παρουσιάζεται το μέσο τετραγωνικό 
σφάλμα (MSE)tou κάθε εκτιμητή σαν συνάρτηση του σηματοθορυβικού λόγου (SNR), 
για διάφορους αριθμούς διαθέσιμων παρατηρήσεων, μετά από 100 Monte Carlo προσομοιώσεις. 
Υποθέσαμε 32 subcarriers συνολικά και 12 virtual. To CFO είναι 75% του subcarrier 
spacing.
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ML Variance
SNRdB
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HEU Variance
Είναι ξεκάθαρο από τα αποτελέσματα ότι η διόρθωση που κάναμε στον αλγόριθμο 
των Tureli και Liu εμφανίζει καλύτερη συμπεριφορά από αυτή των άλλων δύο. Ο 
εκτιμητής μας είναι περίπου μια τάξη μεγέθους πιο ακριβής. Για του λόγου το αληθές, 
παρουσιάζουμε γραφική παράσταση που δείχνει το MSE του αλγορίθμου των Tureli- 
Liu και του προτεινόμενου αλγορίθμου όταν 20 παρατηρήσεις είναι διαθέσιμες.
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Τώρα θα υποθέσουμε χρήση της τεχνικής ΖΡ. Από όσο γνωρίζουμε, αυτή είναι η 
πρώτη φορά που το ΖΡ εφαρμόζεται μαζί με τους αλγορίθμους που προηγούμενα 
περιγράφτηκαν. Στην περίπτωση αυτή ψάχνουμε τον Ζ~ι έτσι ώστε
\ ( Ϋο \
V
(Ζ°
Z-(N+D-1) \ Ϋν+D- 1 )
\ I Ϋο \
V
ί ζ°
V
( ζ~Ν
V
/ Ζ°
V
/ Ζ~Ν
\
r-{N-1)
-(JV-1)
Υν-1
z-(N+D~D ) V ΫΝ+ο_! ) 
\ ( ΫΟ \
/ V Υν~1 )
\ ί ΫΝ \
-(W+D-D j y YN+D1 j
\ ( Ϋο \
<N-1)
7 V Yn-' 7
/ ΫΝ \
-(2N-1)
Yn+d-i
0
V 0
( Z-'YA 
\ z~NZ~lYB
(Ζ-Ύα + z~nZ~1Yb) ± [fp+!
όπου YA είναι τα πρώτα N δείγματα και ΥΒ τα τελευταία Ν.
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Τώρα η συνάρτηση κόστους γίνεται
Σ \\ίϊ+ι(Ζ-ιΥΑ + ζ-ΝΖ-ιΥΒ)\? =
ι=1
Σ fp+i(Z lYA + ζ-ΝΖ~ιΥΒ){Υ“Ζ + ζΝΥβ Z)fp+i =
i=l
Σ Ιρ+ι(ζ~1γΑΥΑ Ζ + ζνΖ~1ΥαΥ£Ζ + ζ-ΝΖ-γΥΒΥ”Ζ + Z~lYBYg Z)fP+i =
i=l
Σ Ιρ+ιΖ~1ΥαΥα ZjP+l +
ι=1
fp+izNΖ~1ΥΑΥβ ZfP+i + f”+iz-NZ-'YBY”ZfP+l + f”+iZ-lYBY“ZfP+i
που είναι πολυώνυμο του 2, σαν άθροισμα πολυωνύμων του c.
Σε αυτό το σημείο θα παρουσιάσουμε τα αποτελέσματα προσομοίωσης που συγκρίνει 
το CP και το ΖΡ, στην περίπτωση του προτεινόμενου αλγορίθμου όταν 20 λαμβανόμενα 
διανύσματα είναι διαθέσιμα.
CPvsZP
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4.2 Training Symbols
Μια δεύτερη προσέγγιση στη διόρθωση του CFO είναι η χρήση training symbols. Τα 
training symbols είναι σύμβολα γνωστά στο πομπό και στο δέκτη που διαμορφώνονται 
σε επίσης γνωστά subcarriers. Ο δέκτης εκμεταλλεύεται αυτή την πληροφορία ώστε να 
εκτιμήσει το CFO.
Ο πρώτος αλγόριθμος που προτάθηκε ήταν αυτός του Moose το 1994 [21]. Ο Moose 
πρότεινε την επανάληψη της εκπομπής του κάθε μπλοκ και την σύγκριση των φάσεων 
των subcarriers μεταξύ διαδοχικών μπλοκ, μιας και στην περίπτωση αυτή το σφάλμα 
φέρουσας δεν μπορεί παρά να οφείλεται στο CFO.
Η δομή του λαμβανόμενου μπλοκ παραμένει ίδια με αυτή που έχουμε ήδη δει, όμως 
η διαφορά αυτής της προσέγγισης είναι ότι η εκτίμηση του CFO γίνεται μετά την 
αποδιαμόρφωση.
Έστω rn το λαμβανόμενο μπλοκ μήκους 2Ν. Τότε
r„ = EFDS
1 2JV-1
= 4 Σ
iV fc=0
Η παρατήρηση κλειδί είναι ότι rn+N = ej2irern. Αποδιαμορφώνοντας τα πρώτα Ν 
σύμβολα έχουμε
Rik = Σ rne~j%kn
71=0
Αποδιαμορφώνοντας τα δεύτερα έχουμε
2ΛΤ-1
R2k = Σ rne~^kn
η=Ν
= Nfrn+Ne-^kn
η=0
=
n=0
= ej2™Rlk
Με την παρουσία θορύβου έχουμε ότι τα δύο διαδοχικά αποδιαμορφωμένα μπλοκ θα 
δίνονται από
Yik = Rik + wlk
Y2k = R2k + W2 k
Διπλωματική Εργασία: Νίκος Ζαρόκωστας 2005 33
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:37:43 EET - 137.108.70.7
4 ΔΙΟΡΘΩΣΗ ΣΦΑΛΜΑΤΟΣ ΦΕΡΟΥΣΑΣ
Το γινόμενο YikY^k δίνει
YlfeY2*fc - (Rik + Wlk)(e^Rlk + W2ky 
= (Rik + Wlk)(e-*™R'lk + W;k)
= RlkR*lke~^ + RlkW;k + WlkR\ke~^ + WlkW*k 
= pifc||2e~J'2ir£ + R,kW;k + WlkR\ke-»™ + WlkW*k
Εφαρμόζοντας στο YikYZ μέσο όρο έχουμε
E{YlkY2\} = ^{||/έ^||2β-^} +
= e-*™E{\\Rlk\\2}
μιας και τα διαφορετικά δείγματα θορύβου είναι στατιστικώς ανεξάρτητα. Προσεγγίζοντας 
το μέσο όρο με την αριθμητική μέση τιμή έχουμε
E{YikY2\} = e~j2*eE{\\Rik\\2} —
Ν-1
= e-^ΣΐΜ2
■ίν fc=0Σk=0
Ν-1 N—l
Σ ΥιχΥ*
k=0
= β-*"Σ,\Μ
fc=0
Επομένως, E{YlkY^k} είναι μια μιγαδική μεταβλητή με φάση —2πε. Σαν αποτέλεσμα, 
ο αλγόριθμος εκτιμά το CFO σαν
ι Ν—Ι
έ
2yr Jt=ο
Παρόλα αυτά, ο αλγόριθμος έχει τον περιορισμό | < e < \ λόγω της μορφής της tan-1, 
καθώς
1
2π *:=0
1 -If— —- tan 1 { 
2π 1 Re{E^YlkY2*k} }
και όσο e —> |, το e μπορεί λόγω θορύβου και ασυνέχειας της αντίστροφης εφαπτομένης 
να μεταπηδήσει στο —
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Σε αυτό το σημείο θα παρουσιάσουμε τα αποτελέσματα της προσομοίωσης που αποδεικνΰουν 
την αποδεκτή συμπεριφορά του αλγορίθμου. Έχουμε υποθέσει 32 subcarriers και 
διάφορα CFO. Για e = \ επιβεβαιώνουμε την αναμενόμενη λάθος συμπεριφορά.
Moose Estimator
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Moose Variance
Άλλες λύσεις που ανήκουν σε αυτήν την κατηγορία είναι η [22] και [23].
Στην [22] οι συγγραφείς χρησιμοποιούν την δομή του OFDM πακέτου που έχει καθιερωθεί 
από τον οργανισμό προτυποποίησης ΠΕΕΕ 802.11 για OFDM ασύρματα τοπικά δίκτυα, 
ώστε να διορθώσουν το CFO με χρήση του εκτιμητή μέγιστης πιθανοφάνειας.
Στο [23] οι συγγραφείς κατασκευάζουν την εκτίμηση ελάχιστων τετραγώνων των λαμβανόμενων 
συμβόλων.
Διπλωματική Εργασία: Νίκος Ζαρόκωστας 2005 36
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:37:43 EET - 137.108.70.7
4 ΔΙΟΡΘΩΣΗ ΣΦΑΛΜΑΤΟΣ ΦΕΡΟΥΣΑΣ
4.3 Cyclic Prefix
To cyclic prefix είναι to πλεόνασμα που εμφωλεύεται στο μεταδιδόμενο μπλοκ για 
να εξαληφθεί η διασυμβολική παρεμβολή εξαιτίας της πολυδιαδρομικής διάδοσης. 
Έχουμε ήδη δει ότι μετά την διαμόρφωση των συμβόλων δεδομένων με χρήση του 
IDFT, τα τελευταία D σύμβολα αντιγράφονται στην αρχή του μεταδιδόμενου μπλοκ. 
Αυτά τα D σύμβολα συνιστούν το cyclic prefix, ένα υποχρεωτικό πλεόνασμα που μπορεί 
να χρησιμοποιηθεί στην εκτίμηση του CFO.
Οι Beek και Sandel [21], [22], [23] επεξεργάστηκαν την άνω ιδέα και πρότειναν τον 
εξής εκτιμητή
1 ο-ι
i = Ζ7Γ k=ο
Η ανάλυση γα εξαγωγή του άνω εκτιμητή είναι παρόμοια με αυτή του Moose, δηλ. 
πρώτα παίρνουμε το rkr*k+N, έπειτα βρίσκουμε το E{rkr*k+N} και μιας και ο θόρυβος 
με την πληροφορία είναι στατιστικώς ανεξάρτητα προσεγγίζουμε το μέσο όρο με την 
αριθμητική μέση τιμή.
Παρόλα αυτά, στην δημοσίευσή τους χρησιμοποιούν ένα απλοποιημένο μοντέλο για 
το λαμβανόμενο διάνυσμα, με στοιχεία rk,
τ\ - eJ^€ksk+wk
αγνοώντας το κανάλι.
Το κανάλι στην περίπτωση που το CP δεν απορρίπτεται όχι μόνο δεν εμφανίζεται 
σαν ένας διαγώνιος πίνακας, αλλά δεν εξαλείφεται και η διασυμβολική παρεμβολή. 
Επιπλέον όταν οι μιγαδικοί συντελεστές του καναλιού πολλαπλασιάζονται με τα μεταδιδόμενα 
σύμβολα τότε
rk = ej^tkhksk + wk
Σ rkrk+N = e ]2πί Σ \\Sk\\2hkhk+N 
fc=0 fc=0
όπου γενικά hkhk+N είναι μια μιγαδική μεταβλητή που συνεισφέρει στη συνολική φάση 
του εκτιμητή.
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Στο σημείο αυτό θα παρουσιάσουμε τα αποτελέσματα δυο προσομοιώσεων, μιας χωρίς 
κανάλι και μιας δεύτερης λαμβάνοντας υπ’ όψιν το κανάλι και την διασυμβολική παρεμβολή 
όπως αυτή αναλύθηκε στην παράγραφο 2.2. Για κάθε προσομοίωση παρατίθενται οι 
εκτιμήσεις και το μέσο τετραγωνικό σφάλμα συναρτήσει του σηματοθορυβικού λόγου. 
Αναμένουμε η δεύτερη προσομοίωση να δώσει χειρότερα αποτελέσματα από την πρώτη.
Στην περίπτωση απουσίας καναλιού (και διασυμβολικής παρεμβολής) έχουμε
CP Estimator
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CP Variance
Στην περίπτωση που το κανάλι και η διασυμβολική παρεμβολή λαμβάνονται υπ’ όψιν 
ε'χουμε
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CP Estimator
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CP Variance
Από τις γραφικές παραστάσεις του μέσου τετραγωνικού σφάλματος είναι φανερό ότι 
στην περίπτωση που το κανάλι ληφθεί υπ’ όψιν έχουμε μια αναμενόμενη μείωση της 
απόδοσης του προτεινόμενου αλγορίθμου.
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4.4 Υπερ-δειγματοληψία
Άλλη μια ενδιαφέρουσα μέθοδος που μπορεί να χαρακτηριστεί τυφλή είναι αυτή της 
υπερ-δειγματοληψίας [24]. Ας υποθέσουμε ότι έχουμε δύο ομάδες συμβόλων προς 
μετάδοση, μία με σύμβολα προερχόμενα από τις χρονικές στιγμές nTs και η άλλη από 
τις nTs + Τότε μετά τον IDFT έχουμε
άχ(ή) = -L ν' Ske>%kn
VN to
d2(n) = -^= V Ske>^n+^ = -J= Y'iSke·*1
1 ^ VNto " ^to ’
που σε μορφή πινάκων γράφεται σαν
di = FS 
d2 = FPS
όπου Ρ = diag( 1 ... eJ< « * ).
Επομένως, στην περίπτωση παρουσίας καναλιού και CFO, οι δύο λαμβανόμενες ομάδες 
συμβόλων θα δίνονται από
1 Ν-1
Χ\(η) = —7= Σ DkSke3 ^k+t)n + ζι{η) 
V Ν k=0
χ2(η) =
ν Ν k=0
ή ισοδύναμα
χα = EFDS 
χ2 = ej?EFPDS
Έχοντας αυτά τα δύο διανύσματα για κάθε μεταδιδόμενο μπλοκ, ο Chen προτείνει τη 
δημιουργία των
2/ι - FHPHXl
y2 = e~j2 ΡΗFhΕηχ2
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Σε περίπτωση απουσίας θορύβου ο αλγόριθμος ψάχνει το φ € [0 2π] έτσι ώστε τα y\ 
και y2 να γίνουν όμοια. Στην περίπτωση παρουσίας θορύβου ο Chen υπολογίζει την 
πυκνότητα πιθανότητας σαν
L^S) = 1 Γ-Λΐ Wxi-EFS^+^-e^^EFPSlf ]
(πσ2)*
όπου S — DS και βρίσκει το όρισμα που μεγιστοποιεί την Σ(φ. S) ή ισοδύναμα 
ελαχιστοποιεί τον εκθέτη. Δηλαδή
όπου
arg min 5(ψ, S)
φ,3
5(ψ, S) = (Xi - EFS)h(xi - EFS) + {χ2 - e>* EFPS)H(x2 - A EFPS)
Υποθέτωντας δεδομένο φ, αν μηδενίσουμε την παραγωγό προκύπτει §μι{Φ) και αντικαθιστώντας 
πίσω στην 3(φ, S) έχουμε
s^,SmLW) = ^(υΛΦ) - ν2(Φ))Η(υΛΦ) - υ2(Φ))
Επομένως, στην περίπτωση παρουσίας θορύβου ο αλγόριθμος ελαχιστοποιεί την απόσταση 
μεταξύ των y} και y2, δηλ.
min(yi - y2)"(i/i - ϊ/2)
Φ
Στο σημείο αυτό θα παρουσιάσουμε τα αποτελέσματα της προσομοίωσης. Έχουμε 
υποθέσει 32 subcarriers και CFO ίσο με 0.25 φορές το subcarrier spacing, δηλ. 0.25|| = 
0.0491. Οι επόμενες γραφικές παραστάσεις δείχνουν τις εκτιμήσεις και το μέσο τετραγωνικό 
σφάλμα για διάφορους αριθμούς διαθέσιμων παρατηρήσεων. Είναι εύκολα αντιληπτό 
ότι όσο ο αριθμός των διαθέσιμων παρατηρήσεων αυξάνει, τόσο πιο ακριβής γίνεται ο 
εκτιμητής.
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Results
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Variance
SNRdB
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Εδώ θα υπολογίσουμε to SNR για το cyclic prefix και για το zero padding, έτσι ώστε 
να χρησιμοποιηθεί σωστά στις προσομοιώσεις. Είναι γνωστό ότι το SNR δίνεται από
SNR = φ- 
Ν0
όπου Eb είναι η μέση ισχύς που απαιτείται για την μετάδοση ενός συμβόλου και Ν0 
είναι η μέση ισχύς ενός δείγματος θορύβου.
Έστω d = [dι... dK}T το προς μετάδοση μπλοκ. Τότε η μέση συνολική μεταδιδόμενη 
ισχύς είναι
Ρ = |2}
i=l
=
i= 1
= E{dHd)
= E{trace(dH d)}
— E{trace(ddH)}
Στην περίπτωση του CP, το d δίνεται από
dcp = F$p
FH
S
όπου S = [si... sN\T. Τότε, η μέση συνολική ισχύς που απαιτείται για την μετάδοση 
ολόκληρου του μπλοκ είναι
Pop — E{trace(ddH)}
= E{trace( ^ j SSH ( FCP F ))}
= trace{^F^E{SSH}{FCP F ))
= tra^ Fpn j ( FCP F ))
= trace^Ix)
= N + D
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Στην περίπτωση του zero padding, το d δίνεται από
Τότε,
ΡΖρ = Ε {trace(ddH)}
= trace(( ^ j ( F 0 ))
= trace(Iiv)
= N
Επομένως, διαιρώντας την συνολική μέση ισχύς με τον αριθμό των subcarriers που 
ματαφέρουν πληροφορία, δηλ. Ν, έχουμε
SNRcp 
SNRZP
για cyclic prefix και zero padding αντίστοιχα.
1 +
Τώρα ας εξετάσουμε το SNR στην περίπτωση των virtual carriers. Τώρα S = [si... sp 0 ... 0]Τ, 
και
dcp
dzp
( FCPP
{ FPH
(sA
I :
\ sp ) 
(sA
\ SP )
όπου Fcpv και A ειναι οι πρώτες p στήλες του F[iP και FH αντίστοιχα.
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Επομένως, για την τεχνική cyclic prefix ισχύει
Pcp = trace( ( F'fP„· j ( Fcr, Fr )) 
({'FCF’ F’)( i*)1= trace
= trace(FCpvFcPp +Ip) 
- p + trace(FCppFcpp) 
= P + trace(FcPpFCPp) 
DP
P +
N
και για την zero padding
ZP (F- »)>
/ FH
= trace( I ^
= trace(FpFp) 
= trace(FpFp) 
= P
Διαιρώντας με P, τον αριθμό των subcarriers που μεταφέρουν πληροφορία, προκύπτει
D
SNRcp = 
SNRzp =
1 + - 1 ' ΛΓ
1
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phi
SNRdB= 
var =
all; close all; clc;
32;
20;
5;
1;
B/N;
(2*pi) *Df;
0. 75; 
e *Dw;
[0: 5: 30]; SNR = 
( 1 + CP/N). /SNR/2;
%Number of subcarriers 
%Number of data streams 
%CP length
%Bandwidth (normalized in order the spacing
%Subcarrier spacing in Hz
%Subcarier spacing in rad/s
%CFO in percent of subcarrier spacing
%CFO in rad
10. · (SNRdB/10);
%Divide by 2 due to complex noise
===SETUP PARAMETERS
to be 2*pi/N)
%-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
%====*===*=====”====■===■ = “===*==== = ====“============= = ==========™====“=SETUP VECTORS
F = conj(dftmtx(N))/sqrt(N);*IDFT Matrix F = F_uIF_v 
F_u = F (: , 1: P); F_v = F(:, P+1: end);
h * [0.555 0.16 0.141 0.316] + i* [0.214 0.636 0.29 -0. 114]; %Channel coefficients
D = diag(fft(h, N)); %Channel matrix. Diagonal due to FCF'=D where C circulant and F,F’ orthonormal 
D_u = D( 1: P, 1: P);
E = diag( exp(-i*phi*[0:N-l]),0 );%CFO Matrix
%-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
%================================““===='*===============*==“=========a!==!CREATE DATA
[analog_in, Fs, bits] = wavreadf 'in' );
decimal-in = round(128*analog_in+127); %from [-1:1] to [0: 255] 
binary—in = zeros( 1, 8*length(decimal_in) );
for j = 1: length(decimal—in)% from decimal to binary form
binary—in( (j-l)*8+l : (j-l)*8+8 ) = decimal2binary(decimal—in(j));
end
polar—in = binary2polar(binary—in); % from binary to polar form
y = zeros(N, ceil(length(polar—in)/P));
for j=l: ceil(length(polar—in)/P) % for every block of data
y (: , j) = exp(-i*phi*(N+2*CP)*(j-1)) * E * F * D * [ polar_in((j-1)*P + 1 : (j-l)*P+P) zeros(l.N-P)
end
]
tic
M = 100; %Number of Monte Carlo runs
K = [20]; %Number of available observat
Music—results 
Music—MSE 
ML_results 
ML—MSE 
Heu_results 
Heu_MSE
zeros(length(K), length(va 
zeros(size(Music—results) 
zeros(size(Music—results) 
zeros)size(Music—results) 
zeros(size(Music—results) 
zeros(size(Music—results)
ions 
r) ); 
);
);
);
);
);
■EVALUATE ALGORITHMS WITH NOISE
for k“l:length(K)
for v=l:length(var)
Music—estimates = zeros(lfM);
ML_estimates = zeros (1, M);
Heu_estimates = zeros(1, M);
γ = y + ( sqrt(var(v))*randn(size(y)) + i*sqrt(var(v))‘randn(size(y))
(k-1)‘length(var)+v 
for m=l:M
Yb = Y(: , l+(m-l)*K(k): m*K(k) );
YY - Yb*Yb';
%-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------
Coeff = zeros(1, 2*N-1); 
for 3— (N-l): N-l
Cj = diag(diag(YY, j), j);
Coeff(2*N-(j + N)) = t race(F_v'* C j * F_v);
end
r = roots (Coeff );
mag = abs(r);
pha = angle (r);
dif = mag-1;
dif(find(dif>0))=-1000;
[val, pos] = max(dif);
music—phi_est = pha(pos);
); %Add noise
•MUSIC
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Music—estimates(m) - music—phi_est;
%-----------------------------------------------------------------------------------------------------------------------------------------------------------------------ML
W * F_v*F_v';
Coeffl * zeros (1, 2*N-1); 
for j--(N-l):N-l
Cj = diag ( diag (VV, j), j);
Coeff1(2*N-(j+N)) - trace(Yb' *C j*Yb);
end
r2 - roots(Coeffl);
raag2 = abs(r2);
pha2 - angle(r2);
dif = mag2-l;
dif(find(dif>0)) —1000;
[val, pos] = max(dif); 
ML_phi_est = pha2(pos);
ML_estimates(m) = ML_phi_est;
%----------------------------------------------------------------------------------------------------------------------------------------------------------------------- HEURISTIC
angles™ [0: 1000]*0. 25*pi/1000;
Cost—function-zeros(1, length(angles));
Cost-Function = real( Coeff(end:-1:1)*exp(-i*[-(N-l):(N-l)]'‘angles) );
[val, pos] = min(Cost_Function);
Heu_phi_est = angles(pos);
%------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
Heu—estimates(m) = Heu_phi_est;
end
Music—results(k, v) = mean! (Music—estimates));
ML—results ( k, v) = mean! (ML—estimates ) );
Heu_results(k, v) = mean) (Heu_estimates) );
Music—MSE(k, v) = meant (((Music—estimates)+phi). · 2)); %+ because music estimates -phi 
ML_MSE ( k, v) = mean( ( ( (Misestimates ) -phi ). · 2 ) );
Heu_MSE(k, v) = mean( (( (Heu_ estimates )-phi ). · 2 ) );
end
end time=toc; disp('Simulation time™'); time/60
t--------------------------------------------------------------------------------------
^B=S===SXXa=SS==B3SXS==S=3SB=S==ESSB======2=S==333=CS33S=S=SS=SXXSSS=SpIGURES
figure(1)
plot (SNRdB, Music— results (1, : ), SNRdB, Music—results (2, : ), SNRdB, Music—results ( 3, : ), SNRdB, Music— results ( 4,
title('MUSIC Estimator');
legend( 'K-l', 'K-20', 'K=40', 'K-80', 4);
Xlabel('SNRdB') 
ylabel('Estimates')
figure(2)
plot (SNRdB, ML_results( 1, : ), SNRdB, ML_result s ( 2, : ), SNRdB, ML_results ( 3, : ), SNRdB, ML_results ( 4. : ) );
title('ML Estimator');
legend( 'K-l', 'K-20', 'K=40', 'K-80', 4);
xlabel('SNRdB')
ylabel('Estimates')
figure(3)
plot (SNRdB, Heu_results (1, : ), SNRdB, Heu_results (2, : ), SNRdB, Heu_results ( 3, : ), SNRdB, Heu_results ( 4, : ) );
title('HEU Estimator');
legend( 'K-l', 'K-20', 'K™40', 'K=80', 4);
xlabel('SNRdB')
ylabel('Estimates')
figure(4)
plot (SNRdB, Music—MSE (1, : ), SNRdB, Music_MSE(2, : ), SNRdB, Music_MSE(3, : ), SNRdB, Music_MSE(4, : ) );
title('MUSIC Variance');
legend( 'K-l', 'K-20', 'K=40', 'K-80', 4);
xlabel('SNRdB')
ylabel('MSE')
figure(5)
plot ( SNRdB, ML—MSE (1, : ), SNRdB, ML—MSE ( 2, : ), SNRdB, ML—MSE ( 3, : ), SNRdB, ML—MSE ( 4, : ) ); 
title('ML Variance');
legend( 'K-l', 'K-20', 'K=40', 'K=80', 4); 
xlabel('SNRdB') 
ylabel('MSE')
figure(6)
plot (SNRdB, Heu_MSE (1, : ), SNRdB, Heu_MSE(2, : ), SNRdB, Heu_MSE(3, : ), SNRdB, Heu_MSE(4, : ) ); 
title('HEU Variance');
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legend( 'K=l\ 'K=20', 'K=40', 'K=80', 4); 
χlabel('SNRdB') 
ylabel('MSE')
%-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
return
%=============='======================================================mRETRIEVE DATA
phl_est = Music_results (end, end); Z =
diag(exp(i*(phi_est) * [0: N-l] ), 0 ); DS = N*F'*Z*y; Ds = DS(1:P, :); s 
= (D_u· -1)*Ds ; binary_out = polar2binary( s(:) ); decimal_out * 
zeros(1, length(binary_out)/8); for i = 1:length(decimal_out)
deciraal_out(i) = binary2decimal( binary_out(l + (i-l)*8:(i-l)*8 + 8) ); 
end analog_out = (decimal_out-127)/128; 
wavwrite (analog_out, Fs, bits, 'out. wav' );
VIRTUAL CARRIERS ZP CODE
%clear all; close all;
N = 32;
P = 20;
ZP = 5;
L =4;
B =1;
Df = B/N;
Dw = ( 2*pi ) *Df;
e =0. 75;
phi = e*Dw;
SNRdB= [0:5:30];
clc;
================================================SETUP PARAMETERS
%Number of subcarriers 
%Number of data streams 
% ZP length 
%Channel length
%Bandwidth (normalized in order the spacing to be 2pi/N)
%Subcarrier spacing in Hz
%Subcarier spacing in rad/s
%CFO in percent of subcarrier spacing
%CF0 in rad
SNR = 10. · (SNRdB/10);
var = (1). /SNR/2; %Divide by 2 due to complex noise
%-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
F = conj(dftmtx(N))/sqrt(N); %IDFT Matrix F = F_u|F_v 
F_v = F(: , P+1: end);
h = [0.555 0.16 0.141 0.316] + i* [0.214 0.636 0.29 -0. 114 ]; %Channel coefficients
H = toeplitz([h zeros( 1, N+ZP-L) ], [ h (1) zeros (1, N-l)]); % The channel's toeplitz matrix
E - diag( exp( i*phi* [0: N+ZP-1] ), 0 ); %CFO Matrix
%================================================================= ====CREATE DATA
S = sign(rand(P, 8000)-0. 5);
S = [S; zerosIN-P, 8000)];
%============================================:==m===“==========-=-m==TRANSMIT data
y = E*H*F*S;% the exponential factor can be neglected because the algorithm uses yy'
%========»=====================«============================*====«====evaluate algorithms with noise
tic M = 100;
K - [20];
Heu_results = zeros(length(K), length(var));
Heu—MSE = zeros(size(Heu_results));
angles = [0: 1000]*0.25*pi/1000;
evaluation-vectors = exp(i*[-(N-l): (N-l)]'‘angles);
for k=l: length(K)
for v=l:length(var)
Heu_estimates = zeros(l, M);
Y = y + ( sqrt(var(v))*randn(size(y)) + i*sqrt(var(v))*randn(size(y)) ); 
(k-1)‘length(var)+v
for m=l:M
%------------------------------------------------------------------------------------------------------------------------------ BLOCKS
Yb = [ Y(: , 1+(m-1)*K(k): m*K(k)) ; zeros(N-ZP, K(k)) ] ;
YA = Yb( 1: N, : );
YB = Yb(N+1: end, : );
%------------------------------------------------------------------------------------------------------------------------------ CORRELATIONS
YAA = YA*YA';
YAB = YA*YB';
YBA = YB*YA';
YBB = YB*YB';
%---------------------------------------------------------------------------------------------------------------------------------------------
%-----------------------------------------------------------------------------------------------------------------------------------------------------------------------Calculation of the polynomial coefficients
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Coeffl - zeros (1, 2*N-1); Coeff2 = zeros (1, 2*N-1); Coeff3 ” zeros (1, 2*N-1); Coeff4 * zeros (1, 2*N-1); 
for j=-(N-1):N-l
Cjl * diag(diag(YAA, j), j);
Coeffl( j+N) = trace(F_v'*C jl*F_v);
Cj2 - diag(diag(YAB, j), j);
Coeff2(j+N) = trace(P_v'*Cj2*F_v);
Cj3 - diag(diag(YBA, j), j);
Coeff3(j+N) = trace(F_v'*Cj3*F_v);
Cj4 - diag(diag(YBB, j), J);
Coeff4(j+N) = trace(F_v'*Cj4*F_v);
end
%----------------------------------------------------------------------------------------------------------------------------------------------------------------------- HEURISTIC
Cost—function=zeros(1, length(angles));
Cost-Function * real( ( Coeffl + Coeff4 ) * evaluation-vectors + ...
( Coeff2 * evaluation—vectors ) . * exp(l*angles*N) + ...
( Coeff3 * evaluation—vectors ) . * exp(-i*angles*N) );
[val, pos] = rain (Cost—Function);
Heu_phi_est = angles(pos);
Heu_estimates(ra) = Heu_phi_est;
end
Heu_results( k, v) = mean! (Heu_estimates) );
Heu_MSE(k.v) - mean! (( (Heu_estimates )-phi ). · 2 ) );
end
end tirae~toc; disp('Simulation time*'); time/60
%-------------------------------------------------------------------
Διπλωματική Εργασία: Νίκος Ζαρόκωστας 2005 55
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:37:43 EET - 137.108.70.7
7 ΠΑΡΑΡΤΗΜΑ B
TRAINING SYMBOLS CODE
clear all; close all;
Dw
SNRdB= 
SNR = 
var
32;
5;
1;
B/N;
(2*pi) *Df;
[0: 5: 30];
10. · (SNRdB/10);
(1+CP/N)./SNR/2;
clc;
: = = = r8S= = == = = SB = = ==3SaSta = Z = 3SSC3& = = = = =S3S = = = = = = S^7UP PARAMETERS 
%Number of subcarriers 
%Length of CP
%Bandwidth (normalized in order the spacing to be 2pi/N) 
%Subcarrier spacing in Hz 
%Subcarier spacing in rad/s
33333333333S3S3BS33333333a3333S38B333333S3333333SS3S33333333S3333Ba5£TUP VECTORS
= conj(dftmtx(N))/sqrt(N);
= [0.555 0.16 0.141 0. 316] + i* [0.214 0.636 0.29 -0. 114]; %Channel coefficients 
= diag(f ft (h, N)); %Channel matrix. Diagonal due to FCF'=D where C circulant and F, F' orthonormal
-CREATE DATA
sign( rand( 1, N)-0. 5 ) ';
-EVALUATE ALGORITHM
M = 100;
e = [0. 2: 0. 1: 0. 5];
results = zeros! length(e ), length(var) ); 
var_of_estimates = zeros(size(results));
for k=l:length(e) 
phi = e(k)*Dw;
E = diag( exp(-i*phi*[0: N-l] ), 0 ); 
for v=l:length(var)
estimates = zeros! 1, M); 
for j=l:M
:TRANSMIT DATA 
Y1 = E*F*D*S + (sqrt(var(v))*randn(N, 1)+i*sqrt(var(v))*randn(N, 1));
Y2 = exp(-i*phi*N)*E*F*D*S + (sqrt(var(v))*randn(N, 1) + i*sqrt(var(v))*randn(N, 1));
%-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
—“—«DEMODULATE DATA
R1 = F ' *Y1;
R2 = F ' * Y2;
ESTIMATION
est “ (1/(2*pi)) * angle(sum(Rl. *conj(R2)));
estimates! ]) = est;
end
results(k, v) = mean(estimates);
var_of_estiraates(k, v) = mean((estimates-e(k)). · 2);
end
end
%-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
figure(1)
plot (SNRdB, resulted, : ), SNRdB, results(2, : ), SNRdB, results(3, : ), SNRdB, results(4, : ) ); 
title('Moose Estimator');
legend( 'e-0. 2', 'e=0. 3', 'e*0. 4', 'e = 0. 5', 4); 
xlabel('SNRdB')
ylabel{'Estimates') 
figure(2)
plot (SNRdB, var_of_estimates (1, : ), SNRdB, var_of_estimates ( 2, : ), SNRdB, var_of_estimates ( 3, : ), SNRdB, var_of_estimates ( 4, : )); 
title('Moose Variance');
legend( 'e“0. 2 ', 'e-0. 3 ', 'e=0. 4 ', 'e-0. 5 ', 4 ); 
xlabel('SNRdB') 
ylabel('MSE')
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CYCLIC PREFIX CODE (WITHOUT CHANNEL)
clear all; close all; clc;
%-----------------------------------------------------------------
κ = 32; %Number of data subcarriei
D - 5; %Number of cyclic prefix
Ν = K+D; %Number of subcarriers
L = 4; %Channel length
Df = 1/K; %Subcarrier spacing
Dw ■= 2*pi*Df;
e - 0. 2;
phi = e*Dw;
SNRdB = [0: 5: 30];
SNR = 10. ' ( SNRdB/20 ); 
var = (1+D/K)./SNR/2;
%--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
F = conj(dftmtx(K))/sqrt(K);
Fcp = [F( (K-D+l): K, : ) ; FI;
h = [0.555 0.16 0.141 0.316] + i* [0. 214 0.636 0.29 -0.114];
LC * toeplitz( [h zeros(l.N-L) zeros (1, L-l) ] , [h(l) zeros (1, N-l) ] );
H = LC(1:N, :); Hibi= [LC(N+1: N+L-l, : ) ; zeros (N-( L-l), N)];
H - diag(ones (1, N), 0 );
Hibi=zeros(size(Hibi));
E = diag(exp(i*phi*[0:N-l]),0 );
%--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
M = 200;
results = zeros(1, length( var)); 
var_of—estimates = zeros(size(results));
for v=l:length(var)
estimates = zeros(l,M); 
for j=l: M
51 = sign(rand(l, K)-0. 5);
52 = sign(rand(l, K)-0. 5);
Y = E*(H*Fcp*S2' + Hibi*Fcp*Sl') + (sqrt(var(v))*randn(N, 1)+i*sqrt(var(v))*randn(N, 1)); 
gamma = sum( Y( 1: D). *con j (Y(N-D + l: N) ) ); 
estimates(j) = -angle(gamma)/(2*pi);
end
results(v) = mean!estimates);
var_of_estimates(v) = mean((estimates-e). · 2);
end
%--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
figure(1)
plot(SNRdB, results) 
title('CP Estimator') 
xlabel('SNRdB') 
ylabel('Estimates')
figure(2)
plot(SNRdB, var_of_estimates) 
title('CP Variance') 
xlabel('SNRdB') 
ylabel('MSE')
CYCLIC PREFIX CODE (WITH CHANNEL)
clear
%---------
K =
D =
N »
L = 
Df * 
Dw = 
e = 
phi ■ 
SNRdB 
SNR 
var
%---------
F
Fcp = 
h
all; close all; clc;
32;
5;
K+D;
4;
1/K;
2*pi*Df; 
0. 2;
%Number of data subcarriers 
fcNumber of cyclic prefix 
%Number of subcarriers 
%Channel length 
%Subcarrier spacing
e*Dw;
= [0: 5: 30];
= 10. * (SNRdB/20); 
= (1 + D/N). /SNR/2;
conj(dftmtx(K))/sqrt(K);
[F( (K-D+l): K, : ) ; F];
[0.555 0.16 0.141 0. 316] + i* [0. 214 0.636 0.29 -0.114];
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LC = toeplitz( [h zeros(l.N-L) zeros (1, L-l) ] , [ h (1) zeros (1, N-l) ] );
H = LC ( 1: N, : );
Hibi= [LC (N+1: H+L-l, : ) ; zeros (N-(L-l), N)];
E = diag(exp( i*phi* [0: N-l] ), 0 );
%---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
M = 200;
results = zeros (1, length(var ) ); 
var_of_estimates = zeros(size(results));
for v=l:length(var)
estimates = zeros (1, M); 
for j=l: M
51 = sign( rand( 1, K)-0. 5 );
52 = sign(rand(l, K)-0. 5);
Y = E*(H*Fcp*S2' + Hibi*Fcp*Sl') + (sqrt(var(v))*randn(N,1) + i*sqrt(var(v))*randn(N, 1)); 
gamma = sum( Y( 1: D). *conj (Y(N-D+l: N) ) ); 
estimates(j) = -angle(gamma)/(2*pi);
end
results(v) = mean(estimates);
var_of_estimates(v) = mean((estimates-e). · 2);
end
%---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
figure(1)
plot (SNRdB, results) 
title('CP Estimator') 
xlabel('SNRdB') 
ylabel('Estimates')
figure(2)
plot(SNRdB, var_of_estimates) 
title('CP Variance') 
xlabel('SNRdB') 
ylabel('MSE')
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OVERSAMPLING CODE
clear all; close all;
N = 32;
D =5;
B =1;
Df = B/N;
Dw = ( 2*pi ) *Df;
e =0. 25;
phi = e*Dw;
SNRdB= [0:5:30];
SNR = 10. ' ( SNRdB/20 ); 
var = (1+D/N). /SNR/2;
clc;
:================================================SETUP PARAMETERS
%Number of subcarriers 
%Length of CP
%Bandwidth (normalized in order the spacing to be 2pi/N)
%Subcarrier spacing in Hz
%Subcarier spacing in rad/s
%CFO in percent of subcarrier spacing
%CFO in rad
%Divide by 2 due to complex noise
%
%============================== = = = -===========—= ============= = = ==*=“-SETUP VECTORS
F = conj(dftmtx(N))/sqrt(N); %IDFT Matrix F = F_uIF_v
h = [0.555 0.16 0.141 0. 316] + i* [0.214 0.636 0.29 -0. 114]; %Channel coefficients
D = diag(fft(h, N)); %Channel matrix. Diagonal due to FCF'=D where C circulant and F, F ’ orthonormal
E = diag(exp(i*pi/N* [0: N-l] ), 0);
P = diag(exp( i*phi* [0: N-l] )f 0); %CFO Matrix 
W1 = F *E'*F';
W2 = F *E*F';
%=====================================================================CREATE DATA
d = sign( rand(N, 8000 )-0. 5 );
%----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
si = P*F*D*d;
s2 = exp(i*phi/2)*P*F*E*D*d;
M = 100;
K = [1 20 40 80];
results = zeros(length(K), length(var)); 
MSE = zeros(size(results ) );
angles = [0:1000]*0.l*pi/1000;
tic
for k=l: length(K)
for v=l:length(var)
estimates = zeros( 1, M);
xl = si + ( sqrt(var(v))‘randn(N, 8000) + i*sqrt(var(v))*randn(N, 8000) ); 
x2 = s2 + ( sqrt(var(v))‘randn(N, 8000) + i*sqrt(var(v))‘randn(N, 8000) );
(k-1)* length(var)tv 
for m=l: M
%--------------------------------------------------------------------------Isolate the current block
bl = xl(:, l+(m-l)*K(k): m*K(k)); 
b2 = x2(: , l+(m-l)*K(k): m*K(k) );
%--------------------------------
Coeffl = zeros (1, 2*N-1);
Coeff2 = zeros) 1, 2*N-1); 
for j--(N-l): N-l
Clj = diag (diag (Wl, j ), j );
C2j = diag(diag(W2, ]), ]);
Coeffl(j+N) = trace(bl'*C1j*b2);
Coeff2(j+N) = trace(b2'*C2j*bl);
end
Cost_Function = real) trace(bl'*bl) + trace(b2'*b2). . .
- [( Coeffl*exp(i*[(N-l):-1:-(N-l)]'‘angles) ). *(exp(-i*angles/2))] ...
- [( Coef f2*exp( i* [ (N-l):-1: - (N-l)]' ‘angles ) ). * (exp( i*angles/2 ) ) ] ); 
[val, pos] = min(Cost_Function);
estimates(m) = angles(pos);
end
results(k, v) = mean(estimates );
MSE(krv) = mean! (estimates - phi).· 2);
end
end time=toc; disp('Time passed'); time/60
%----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
figure(1)
plot (SNRdB, results (1, : ), SNRdB, results(2, : ). SNRdB, results(3, : ), SNRdB, results(4, : ) )
legend) 'K-1', 'K-20', 'K=40', 'K=80', 4);
title('Results')
xlabel('SNRdB')
ylabel('Estimates')
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figure(2)
plot (SNRdB, MSB (1, : ), SNRdB, MSE(2, : ), SNRdB, MSE(3, : ), SNRdB, MSE(4, : ) )
legend( 'K=»l', 'K-20', 'K=40', 'K=80', 4);
title('Variance')
xlabel('SNRdB')
ylabel('MSE')
ΠΑΝΕΠΙΣΤΗΜΙΟ 
ΘΕΣΣΑΛΙΑΣ
004000074824
Διπλωματική Εργασία: Νίκος Ζαρόκωστας 2005 60
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 10:37:43 EET - 137.108.70.7
