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Abstract 
A covariance matrix of asset returns plays an important role in modern portfolio anal- 
ysis and risk management. Despite the recent interests in improving the estimation of 
a return covariance matrix, there remain many areas for further investigation. This 
thesis studies several issues related to obtaining a better estimation of the covari- 
ance matrix for the returns of a reasonably large number of stocks for portfolio risk 
management. 
The thesis consists of five essays. The first essay, Chapter 3, provides a compre- 
hensive analysis of both old and new covariance estimation methods and the standard 
comparison criteria. We use empirical data to compare their performances. We also 
examine the standard comparisons and find they provide limited information regard- 
ing the abilities of the covariance estimators in predicting portfolio variances. It 
therefore suggests that we need more powerful comparison criteria to assess covari- 
ance estimators. 
The second and third essays, Chapter 4 and 5, are concerned with the alterna- 
tive appraisal methods of return covariance estimators for portfolio risk management 
purposes. Chapter 4 introduces a portfolio distance measure based on eigen decom- 
position (eigen-distance) to compare two covariance estimators in terms of the most 
different portfolio variances they predict. The eigen-distance measures the ratio of 
the two extreme variance predictions under one covariance estimator for the portfolios 
that are constructed to have the same variances under the other covariance estimator. 
We show that the eigen-distance can be used to assess a risk measurement system as 
a whole, where any kind of the portfolios may need to be considered. Our simulation 
results show that it is a powerful measure to distinguish two covariance estimators 
even in small samples. 
Chapter 5 proposes a0 measure to distinguish two similar estimated covariance 
matrices from the observed covariance matrix. 0 is constructed based on the essential 
xi 
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difference of the two similar covariance matrices: the two extreme portfolios that are 
predicted to have the most different variances under these two matrices. We show 
that 0 is very useful in evaluating refinements to covariance estimators, particularly a 
modest refinement, where the refined covariance matrix is close to the original matrix. 
The last two essays, Chapter 6 and 7, are concerned with improving the best 
covariance estimators within the literature. Chapter 6 explores alternative Bayesian 
shrinkage methods that directly shrink the eigenvalues (and in one case the principal 
eigenvector) of the sample covariance matrix. We use simulations to compare the per- 
formance of these shrinkage estimators with the two best existing estimators, namely, 
the Ledoit and Wolf (2003a) estimator and the Jagannathan and Ma (2003) estimator 
using both RMSE and eigen-distance criteria. We find that our shrinkage estimators 
consistently out-perform the Ledoit and Wolf estimator. They also out-perform the 
Jagannathan and Ma estimator except in one case where they are not much worse off 
either. 
Finally, Chapter 7 extends the analysis of Chapter 6, which is under an unchanging 
multivariate normal world, to consider implications of both fat-tails and time varia- 
tion. We use a multivariate normal inverse Gaussian (MNIG) distribution to model 
the log returns of stock prices. This family of distributions has proven to fit the heavy 
tails observed in financial time series extremely well. For the time varying situation, 
we use a tractable mean reverting Ornstein- Uhlenbeck (OU) process to develop a new 
model to measure an interesting and economically motivated time varying structure 
where the risks remain unchanged but stocks migrate among different risk categories 
during their life circles. We find that our shrinkage methods are also useful in both 
situations and become even more important in the time varying case. 
Chapter 1 
Introduction 
Many modern financial applications such as portfolio construction (Markowitz (1952)) 
and risk management, require estimates of the covariance matrix of asset returns. 
The finance literature in the past paid less attention to the estimation of covariance 
than expected returns and variance. This lack of attention is due to two factors. 
First, there was limited computing technology to practically handle large amount 
of cross-sectional information for covariance estimation. ' Second, it was generally 
believed that in a mean-variance optimization process, compared to expected returns, 
covariance is more stable and causes fewer problems; hence it is less important to 
have good estimations for it. Recently, with development in both optimization and 
computational technologies and renewed interests in portfolio risk management, there 
has been increasing attention on covariance estimations. 
lFor a portfolio with n assets, there are n(n- 1)/2 pairs of covariances. The number of covariances 
increases very rapidly as the number of securities in the portfolio rises towards any realistic level, 
which poses a serious problem for a limited computing technology. As an example, for a portfolio 
with 100 stocks, we need to estimate 100 returns and 100 variances but 4,950 covariances. 
I 
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This thesis studies several issues related to obtaining a better estimation of the 
covariance matrix for the returns of a reasonably large number of stocks for portfolio 
risk management. To set the stage for our analysis, we first conduct a comprehensive 
examination of the existing covariance estimation methods and standard comparison 
criteria. Next, as part of exploring the best way to estimate a return covariance 
matrix, we propose robust alternative appraisal criteria that can be applied to measure 
a risk system as a whole, where the risk of any portfolio may need to be considered. 
Finally, we explore the improvements on the best covariance estimation methods 
within the literature. 
1.1 The scope of the thesis 
The thesis consists of five essays. The first essay is an empirical study on comparing 
the covariance estimation methods. We contribute to the literature by providing 
an up-to-date analysis of both old and new estimation methods (altogether eleven 
methods'). We compare these methods using the conventional comparison criteria, 
i. e., in terms of both their abilities to produce accurate pair-wise estimated covariance 
(the Root Mean Square Error (RMSE) measure) and the volatility of the minimum 
2 These eleven estimation methods are the sample historical method, the single-index covariance 
estimator, the single-index model with Blume-adjusted betas estimator, the single-index model with 
Vasicek-adjusted betas estimator, the multi-index industry factor estimator, the multi-index princi- 
pal components factor estimator, and the over- all mean estimator, the RiskMetrics exponentially 
weighted moving average method, the Ledoit and Wolf (2003a) Bayesian shrinkage method, the 
Jagannathan and Ma (2003) estimator, and the random matrix filtering method. 
3 
variance portfolios (the MVP test)- 3 
While we find some consistent results from both the RMSE and MVP test that 
confirm with the existing literature such as the sample historical covariance matrix 
estimator under-performs most covariance estimators, we find these two comparisons 
in general give different results as they measure different things. The RMSE is a 
statistical measure and does not provide any implications regarding the use of the 
estimated covariances. While the MVP test has an economic implication, it provides 
only limited information on the ability of the covariance estimators in predicting 
portfolio variances as it is based on only one special portfolio. This shows that we 
need to find a more powerful measure to compare the performance of alternative 
covariance estimators. For portfolio risk management purposes, we want a more 
robust assessment criterion where the risks of any portfolios can be measured. This 
leads to the second part of our thesis, where we propose robust new measures to 
compare the alternative estimates of the return covariance matrix. 
Given a variety of alternative covariance estimation methods, a key question is how 
to best choose among them. We know that a superior return covariance estimator is 
based on both the quality of the estimator and the measurement criteria (Makridakis 
et al. (1982,1993,2000)). Using comparison criteria that do not fit the purpose 
of the use of a covariance matrix may produce very misleading results. However, 
'See for example, Elton and Gruber (1973), Elton, Gruber and Urich (1978), Chan, Karceski and 
Lakonishok (1999), Ledoit and Wolf (2003a), Jagannathan and Ma (2003), and Elton, Gruber and 
Spitzer (2006). 
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the existing studies have not paid enough attention to the comparison criteria. We 
believe that as part of exploring the best way to estimate a return covariance matrix. 
it is necessary to consider a better appraisal method. 
The second essay is therefore motivated by the need to search for a robust measure 
which not only produces consistent statistical and economic comparison results but 
also is suitable for portfolio risk management. We are particularly interested in the 
maximum errors of a risk system. More specifically, we want to know how far the 
portfolio variances estimated under one covariance estimator could differ from the 
variances predicted under another covariance estimator. 
In Chapter 4, we introduce a portfolio-distance measure based on eigen decom- 
position (eigen-distance) to compare two covariance matrices in terms of the biggest 
differences between the portfolio variances they predict. More specifically, we mea- 
sure that if we construct portfolios to have the same variances under one covariance 
matrix, how differently these portfolios will be under the second covariance matrix. 
Our eigen-distance equals the log ratio of the two most extreme portfolio variance 
predictions under the second covariance matrix. It therefore measures the biggest 
difference of the two covariance matrices in terms of predicting the variances of these 
portfolios. Geometrically, this eigen-distance can also be viewed as simply the differ- 
ence of two matrices in terms of their most different length of all directions under the 
same coordinate system. 
5 
We show that our eigen-distance is suitable for applying to a risk measurement 
system as a whole, where any kind of the portfolios may need to be considered. It can 
be applied equally well to both the absolute variances of portfolios and the variances 
of their tracking errors against a benchmark. We prove that this new measure is a 
proper measure of distance. In addition, we use simulations to show that it is very 
powerful to distinguish two covariance estimators even in small samples. In summary, 
our eigen-distance is an operational and powerful new measure that can be applied 
to evaluate empirical covariance matrices of large portfolios. 
The third essay is concerned with an appropriate measure to evaluate refinements 
to the covariance estimators. More specifically, we want to find a suitable method 
to compare a refined covariance matrix and the original covariance matrix when we 
have the observed covariance matrix. We are particularly interested in a modest 
refinement, where the refined covariance estimator is relatively close to the original 
one. We want to find out if the refinement makes the estimated covariance matrix 
closer to the observed covariance matrix than the original covariance matrix. 
In Chapter 5, we introduce a new 0 measure to assess which one of two similar 
covariance matrices is closer to an observed covariance matrix. 0 is designed to mea- 
sure how much the two covariance matrices differ and whether one matrix is a clear 
improvement of the other. It is based on the performance of the two extreme portfo- 
lios that are predicted to have the most different variances under the two estimated 
6 
covariance matrices, which is the essential difference of the two matrices. We find that 
the 0 measure is more powerful than both the RMSE and eigen-distance measures in 
differentiating two similar covariance matrices. 
Having considered the more robust alternative criteria to evaluate the covariance 
estimation methods, the third part of the thesis is concerned with improving the best 
covariance estimators within the literature. A number of recent studies have found 
that the Ledoit and Wolf (2003a) estimator, which shrinks the sample covariance ma- 
trix towards a structured single-index covariance estimator, and the Jagannathan and 
Ma (2003) estimator, which takes an equally-weighted average of the sample covari- 
ance matrix and the single-index covariance estimator, work better than many other 
covariance estimators. ' We are interested in alternative covariance estimation meth- 
ods that can out-perform these covariance estimators for portfolio risk management 
purposes. 
In Chapter 6, we explore some Bayesian shrinkage estimators based on directly 
shrinking the eigenvalues (and in one case the principal eigenvector as well) of the sam- 
ple covariance matrix. Daniel and Kass (2001) review the empirical Bayesian shrink- 
age estimators proposed in recent years. Several authors have focused on shrinking 
the eigenvalues to improve the sample covariance matrix. This is because the eigen- 
values of the sample covariance matrix tend to be more dispersed than the eigenvalues 
of the population covariance matrix. Therefore an intuitively appealing approach is 
'See for example, Ledoit and Wolf (2003a, 2003b, 2004), Jagannathan and "Ma (2003). 
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to shrink the sample eigenvalues towards some central value. We impose minimum 
structures for the eigenvalues and adjust the sample eigenvalues of two successive 
sample covariance matrices in a way similar to the Blume (1971) adjustment on the 
estimated betas in the single-index model. This is inspired by the similar behavior of 
the sample eigenvalues and the estimated betas in that high eigenvalues (estimated 
betas) tend to have positive estimation errors and low eigenvalues (estimated betas) 
tend to have negative estimation errors. 
We use simulations to compare the performance of our shrinkage covariance esti- 
mators with the two best existing covariance estimators using both the RMSE and 
eigen-distance criteria, and find that we have succeed to a considerable extent. Our 
estimators not only consistently beat the Ledoit and Wolf estimator, they also out- 
perform the Jagannathan and Ma estimator by a considerable amount in most cir- 
curnstances except in one case, where they are not much worse than the Jagannathan 
and Ma estimator either. 
So far our simulations have been based on the assumption of an unchanging mul- 
tivariate normal world. The final essay of the thesis extends the analysis of Chapter 
6 to explore the implications of both fat tails and time variation. More specifically, in 
the first extension, we use a multivariate normal inverse Gaussian (MNIG) distribu- 
tion to model the log returns of stock prices. This family of distributions has proven 
to fit the heavy tails observed in financial time series extremely well. 
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The second extension considers a more interesting and economically motivated 
time varying covariance structure where the general market risk characteristics are 
constant while stocks migrate among different risk categories during their life cycles. 
It is not obvious what kind of a multivariate GARCH model would be necessary 
to have this set of properties, therefore we develop a different kind of model. This 
original model employs a tractable mean reverting Ornstein- Uhlenbeck (OU) process 
to model a multivariate factor model where the factor loadings change over time while 
the factors remain constant. This gives us a time varying covariance structure where 
the cross-section of risk characteristics tends not to change but the identities of stocks 
do. 
We study how the relative performance of various covariance estimators is affected 
by these more realistic covariance structures and what types of methods become 
more important under these circumstances. We find that our eigenvalue shrinkage 
estimators (and the shrinkage on the principal eigenvector) are still very useful in 
both situations, and become even more important in the time varying case. The time 
varying covariance structure raises many issues that need to be explored further. Our 
work in this essay has explored and contributed to the understanding of how things 
change in the time varying situation. 
9 
1.2 The organization of the thesis 
Following the introduction, the rest of the thesis is organized in the following ivay. 
Chapter 2 reviews the literature on the covariance estimation methods and the stan- 
dard comparison criteria. Chapter 3 conducts a comprehensive empirical analysis 
of both old and new methods of estimating the return covariance matrix using the 
standard comparison criteria. We examine the limitations of these comparisons and 
find that for portfolio risk management purposes, we need more robust comparison 
criteria which we can use to assess the risk of any portfolios to compare two covariance 
estimators. In Chapter 4, we introduce a robust portfolio distance measure based on 
eigen decomposition (eigen-distance) to compare two covariance matrices in terms of 
the most different portfolio variances they can predict. We show that eigen-distance 
is a powerful measure that can be used to assess the risk of any portfolios and can be 
easily applied to compare the alternative estimates of the covariance matrix for the 
returns of a reasonably large number of stocks. Chapter 5 introduces a0 measure 
to evaluate a modest refinement on a covariance estimator. We show that 0 is very 
useful to differentiate two similar covariance matrices from an observed covariance 
matrix. In Chapter 6, we explore alternative Bayesian shrinkage methods based on 
directly shrinking the eigenvalues (and principal eigenvector) to improve on the best 
covariance estimators within the literature. We use simulations to investigate their 
relative performance under a constant covariance structure and find our shrinkage 
10 
methods consistently out-perform the alternative estimators. Chapter 7 extends the 
analysis of Chapter 6 to consider the implications of both fat-tails and time varia- 
tion on the relative performance of the various covariance estimators. We find that 
our shrinkage methods are still helpful under both circumstances if not more impor- 
tant. We also explore how things change in the time varying situation and propose 
an original tractable time varying covariance structure where stocks migrate among 
risk categories during their life cycles. Finally, Chapter 8 concludes and describes 
potential future research. 
Chapter 2 
Literature review 
Estimation of the covariance matrix of asset returns plays an important role in both 
the theory and practice of modern portfolio analysis and financial risk management. 
Markowitz's (1952) mean-variance portfolio optimization theory shows that we can 
construct optimal portfolios if accurate estimation of expected returns, variance and 
covariance of every asset could be obtained. Following the work of Markowitz, nu- 
merous studies have been searching for methods that can provide the best estimates 
of the inputs required for this mean-variance analysis. More recently, DeMiguel, Gar- 
lappi and Uppal (2005) find that for many asset allocation problems, the large error 
in estimating moments of asset returns may overwhelm the gains from optimization. 
Therefore, while there has been considerable progress in the design of optimal port- 
folios, more energy needs to be devoted to improving the estimation of parameters 
for the moments of asset returns. 
11 
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This chapter provides a brief review of the literature on estimating a return co- 
variance matrix' and on comparing alternative covariance estimators. 
2.1 Literature on estimating a covariance matrix 
The literature on estimating a return covariance matrix is quite extensive. We focus 
our review on methods that use mostly historical stock return data but limited stock 
fundamental information such as the industry classifications in the estimation process. 
This means that we do not consider the more elaborate factor models such as those 
by Rosenberg (1974) or Roll and Ross (1980), which require a substantial amount of 
non-price data. 
The traditional methods of estimating an empirical return covariance matrix can 
be broadly classified into three general types: the sample historical model, index (fac- 
tor) models and average models. ' Lately with the development in optimization and 
computational technologies, methods with more complex techniques are proposed. 
2.1.1 Sample historical covariance matrix 
Although the sample covariance matrix based on historical return data contains some 
useful information about future covariances, many studies find that it contains a lot 
'A lot of studies estimate the correlation coefficient instead of the covariance of the stock returns. 
A correlation coefficient is closely related to covariance: pij O"J ; and it also has a nice prop- aiaj , 
erty that 1pij I<I which provides convenience in analysis. There is some difference in estimating 
correlation and covariance. This thesis focuses on the estimation of covariances. 
'See Elton, Gruber, Brown and Goetzmann (2007). 
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of noise and under-performs other methods as a forecast for the future covariance 
matrix. ' The main problem with the sample covariance matrix is that it requires too 
many parameters for estimation. More specifically, if we have N stocks in a portfolio, 
we need to estimate 
N(N-1) 
pairs of covariances for the covariance matrix. When the 2 
number of stocks (N) is of the same order as, or larger than, the number of historical 
returns per stock (T), the covariance matrix contains a lot of estimation errors. 4 
This problem is tackled from a number of aspects. One method is to impose some 
structure on the covariance matrix to reduce the estimation parameters. Although 
this introduces some specification errors in the estimation process, it could improve 
the overall performance of the estimated covariance matrix. Another method is to 
use high frequency data to increase the observations for estimation. Studies have 
found that using high frequency data often incurs other problems related to market 
microstructure. In addition, as portfolios are usually managed on a relatively long- 
term basis (as compared to stocks which may be traded on a more frequent minute 
or even second basis), we cannot rely on using high frequency data to improve the 
estimation of a covariance matrix for portfolio management purposes. 
'See for example, Elton and Gruber (1973), Elton, Gruber and Urich (1978) and Eun and Resnick 
(1984). 
4 Pafka and Kondor (2004) refer this as the problem of the curse of the dMensions. 
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2.1.2 Index models 
The most well known structural model is the Sharpe's single-index model (Sharpe 
(1963)), which assumes that stocks move together only because of their common 
responses to the market index. Empirical studies have found that the single-index 
covariance estimator outperforms the sample historical correlation matrix. ' This 
indicates that a large part of the observed covariance structure between securities, 
not captured by the single-index model, represents random noise with respect to 
forecasting. 
The use of the single-index model requires estimates of the beta for each stock 
included in a portfolio. Beta measures the sensitivity of a stock's return to the return 
of the market. Studies find that betas in the estimation period tend to be closer to one 
(which is the market beta) than the estimates obtained using the ordinary least square 
(OLS) from the historical data (Blume (1971,1975), Levy (1971)). As the single-index 
model is only as good as the estimates of betas, a number of techniques have been 
proposed to adjust betas' regression tendency. The two best known techniques are 
the Blume's (1971) linear regression adjustment and the Vasicek's (1973) Bayesian 
adjustment. 
Blume (1971) regresses the estimated betas obtained from one historical period 
on the estimated betas obtained from a prior period and uses this regression to adjust 
5 See for example, Colien and Pogue (1967), Elton and Gruber (1973), and Elton, Gruber, Brown 
-iann (2007). and Goetzn 
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betas for the estimation period. Vasicek (1973) on the other hand suggests that rather 
than adjusting all stocks with the same amount towards the average, the estimated 
betas should be adjusted according to the size of their uncertainty. Hence if there is a 
greater sampling error of a beta, there should be a greater adjustment on it to reflect 
the fact that the particular beta has a greater chance of having large differences from 
the average. Empirical evidence shows that both adjustments improve the estimation 
of a covariance matrix (Elton, Gruber and Urich (1978), Klemkosky and Martin 
(1975)). The evidence on the choice between the Blume and Vasicek adjustment is 
mixed, but the Vasicek adjustment seems to work slightly better. 
As the sample historical covariance matrix can be regarded as obtained from a 
full factor model, while the single-index model estimator is from a one-factor model, 
the intuition is that a better estimator can be found between these two extreme 
models. Empirical evidence suggests that there are common influences beyond the 
market effect. The multi-index models attempt to capture the non-market factors 
that cause stocks to move together. The additional factors that have been suggested 
include the industry factors (King (1966)), the macroeconomic factors (Chen, Ross 
and Roll (1986)), the stock fundamental factors (Fama and French (1993)), and the 
statistical factors (principal components factors). Connor (1995) compares the ex- 
planatory power of using different types of factors for the U. S. equity returns. He 
finds that, the statistical and fundamental factor models substantially outperform the 
16 
macroeconomic factor model, with fundamental factor model slightly outperforming 
the statistical factor model. 
The disadvantage of multi-index models is that there is no consensus on either the 
nature or the number of the non-market factors (Connor and Korajczyk (1993)). This 
does not mean that none of the multi-index models may work well, but means that 
we do not know which model works well for a particular circumstance in advance. 
Studies have found that although adding more indices leads to a better explanation 
of the historical correlation matrix, it leads both to a poorer prediction of the future 
correlation matrix and to a lower return at specified risk levels for the out-of-sample 
efficient portfolios. This shows that adding extra-market indices picks up random 
noises rather than information in forecasting covariances. 
2.1.3 Shrinkage models 
Ledoit and Wolf (2003a) introduce a shrinkage method as an alternative way to 
impose a factor structure, which avoids specifying the number and nature of factors 
beyond the market factor. They take a weighted average of the sample covariance 
matrix and a single-index model estimator (as there is strong consensus regarding the 
market factor), and use the weight assigned to the single-index model estimator to 
control how much structure to impose. The authors find that the combined covariance 
estimator performs better than either estimator itself and other traditional estimators. 
In their subsequent study, Ledoit and Wolf (2003b) find that using a combination of 
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the sample covariance matrix with the constant-correlation model estimator produces 
even better results. 
The approach that Ledoit and Wolf (2003a) have used is well-known in statistics 
as shrinkage. ' The central idea of the original James and Stein (1961) shrinkage tech- 
nique is a trade-off between estimation errors and specification errors. As the sample 
historical covariance matrix is asymptotically unbiased but has a lot of estimation 
errors, and the single-index model estimator has relatively few estimation errors but 
tends to have large specification errors, a successful estimator will find a compromise 
between the sample covariance matrix and the highly structured single-index model 
estimator. 
The problem with the traditional covariance shrinkage estimators is that they 
usually break down when the number of stocks in the portfolio is large because their 
loss functions involve the inverse of the covariance matrix. Ledoit and Wolf (2003a, 
2004) address this problem by solving the optimal shrinkage intensity from a quadratic 
loss function based on the Frobenius norm, which is a quadratic distance measure of 
the estimated covariance matrix to the observed covariance matrix and does not 
involve the inverse of the covariance matrix. They show that this estimator has 
smaller risk and is better conditioned even when the dimension of the covariance 
matrix is large compared to the sample size. 
6The shrinkage method has been used earlier in finance but on an ad hoc basis. For example, 
Blume (1971) and Vasicek (1973) adjustments on the betas are also shrinkage methods. 
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The Ledoit and Wolf (2003a) prove that their estimator is consistent, but this is 
a large sample property and may not be very useful as the large T is not realistic in 
practice. Other researchers have published works where the simpler weighted average 
estimator outperforms the Ledoit and Wolf estimator. ' For example, Jagannathan 
and Ma (2003) find that an equally- weighted average of the sample covariance matrix 
and a single-index model estimator performs as well as the more complicated Ledoit 
and Wolf's estimator. 
Daniels and Kass (2001) provide an extensive review of the empirical Bayesian 
shrinkage estimators (where the empirical data determine the amount of shrinkage) 
proposed in recent years. They classify these methods into two general approaches. 
The first approach involves shrinking the unstructured estimator (the sample covari- 
ance matrix) towards a structured estimator (also called a prior or a shrinkage target) 
and the second approach involves shrinking the eigenvalues of the sample covariance 
matrix. 
The distribution of a sample covariance matrix S of the covariance matrix E 
of a multivariate normal population can be described by a Wishart distribution as 
ll"(E, n), where S= E/n and n is the degree of freedom. The eigenvalues of 
the sample covariance matrix S tend to be much more dispersed than the eigenvalues 
of the population covariance matrix E, and the excess dispersion equals the error of 
7 See for example, Jagannathan and Ma (2003), Bengtsson and Holst (2002), Disatnik and Ben- 
ninga (2005). 
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the sample covariance matrix. On average, the small eigenvalues are found to be 
too small and the large eigenvalues too large. Therefore an intuitively appealing ap- 
proach to improve the sample covariance matrix is to shrink the sample eigenvalues 
towards some central value (Muirhead (1987)). A number of studies have focused on 
the eigenvalue estimation problem. 8 Yazici (1996) uses a simple method to adjust the 
eigenvalues of two successive sample covariance matrices assuming constant eigenvec- 
tors and finds that the adjusted covariance matrix not only produces more accurate 
covariance estimates but also leads to better estimates for portfolio risk. 9 
2.1.4 Average models 
Average models are another type of structural models that are designed to improve 
the estimation of the sample covariance matrix. They assume that the historical data 
provide better information regarding the average relationships among stocks in the 
portfolio than the individual pair-wise ones, as there are too much sampling variations 
for the latter to be significant. " The overall mean model is the most aggregate form of 
the average models, which assumes that all future covariances (correlations) between 
stocks equal the average of the historical pair-wise covariances (correlations). It is 
found to outperform most alternative covariance estimation methods. " Unlike the 
8See for example Stein (1977), Haff (1980,1991) and Dey and Srinivasan (1985). 
9A similar eigenvalue adjustment is shown in Chapter 4. 
1OThe most commonly assumed average relationship is the constant correlation coefficient (see for 
example the studies by Elton and Gruber). However, there are also studies that assume constant 
covariance (see for example Chan, Karceski and Lakonishok (1999)). 
"See for example, Elton and Gruber (1973), Elton, Gruber and Urich (1978), Chan, Karceski and 
Lakonishok (1999) and Elton, Gruber and Spitzer (2006). 
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index models, the more disaggregate average models that form groups based on some 
homogeneous characteristics of the stocks in the portfolio, are found to be able to 
improve the estimation power of the covariance matrix (Elton and Gruber (1973), 
Eun and Resnick (1992) and Elton, Gruber and Spitzer (2006)). 
2.1.5 Time varying models 
As market conditions change over time, the covariance structure of returns changes as 
well. A conventional method to characterize the time-varying covariance structure of 
returns is to employ a multivariate GARCH model. 12 The major problem with these 
models is that they require a large number of parameters to be estimated hence are 
computationally feasible for only a small number of stocks. As we are interested in 
estimating the return covariance matrix for a reasonably large amount of stocks, these 
models are not very helpful. As a result, we focus mostly on the constant covariance 
models. In the last essay of the thesis, we use a tractable mean reverting Ornstein- 
Uhlenbeck (OU) process to develop an alternative time varying model which has an 
economically motivated time varying covariance structure. 
The RiskMetrics' exponentially weighted moving average method is also capable 
of capturing the dynamic feature of a covariance structure. The RiskMetrics model 
(1996) 13 estimates variances and covariances by assigning more weight to recent stock 
12 Kroner and Ng (1998) provide a comprehensive review of the multivariate CARCH type models. 
See for example, Bollerslev, Engle and Wooldridge (1988), Ng, Engle and Rothschild (1992), Engle 
and Kroner (1995), Ledoit, Santa-Clara and Wolf (2003). 
13ffiskNletrics is a systein to assess the Value-at-Risk (VaR), or the maximum amount of potential 
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returns. It assumes that more distant historical information is less relevant than 
recent information for forecasting future stock relationships. An attractive feature 
of the RiskMetrics's model is that it can be written in a recursive form which can 
be used as a basis for making periodic updates of volatility forecasts. The key of 
the RiskMetrics model is to specify the optimal value of the decay factor., or the 
weights given to the more recent events. The smaller the decay factor, the bigger is 
the relative weight given to the recent events as compared to the more distant events. 
RiskMetrics model uses an average decay factor of 0.94 for daily volatility and 0.97 
for monthly volatility. 
14 
2.1.6 Random matrix theory models 
More recently, Laloux et al (2000) and Plerou et al (2001) use the random matrix 
theory (RMT) to separate the noise and information in a sample covariance matrix. 
Random matrix theory (RMT) studies the asymptotic behavior of the eigenvalues 
and eigenvectors of random matrices when their dimensions increase without bound. 
It is first developed in the context of complex quantum systems where the precise 
nature of the interactions between subunits is unknown. Laloux, Cizeau, Potters and 
Bouchaud (1999) find that nearly 94% of the eigenvalues of the correlation matrix 
loss due to the exposure of market risk. It uses an exponentially weighted moving average (EWMA) 
model to estimate variance and covariance in the process of forecasting the change of the value for 
a portfolio over a given time horizon. 
14 According to the RiskMetrics' published technical document in 1996, these optimal decav factors 
are determined from individual variance forecasts across the 450 time series that the Risk-Metrics 
processes at that time. Further details can be found in Risk-Metrics (1996) by Longerstaey and 
Spencer (1996). 
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of the S&P500 stocks returns (based on daily data during 1991-1996) agree with 
the RMT prediction, which suggests a considerable degree of the sample correlation 
matrix is random. Only a few eigenvectors (which have eigenvalues larger than the 
RMT-predicted upper edge eigenvalue of the random part of the correlation matrix) 
are found to contain information about groups of correlated firms and useful for the 
construction of optimal portfolios. Laloux et al. (2000), Plerou et al. (2001) and 
Rosenow et al. (2000) find that if prior to optimization, one filters out the lower part 
of the eigenvalue spectrum of the correlation matrix that contains mostly noise, then 
the filtered correlation matrix provides a much better prediction of future correlation 
than the sample correlation matrix, and the risk level of the optimized portfolios 
could also be improved. 
2.2 Literature on comparing covariance estimators 
In this section, we first review the statistical and economic evaluation criteria that 
have been used in the literature to compare alternative covariance estimators. We 
then review the specifications of the comparisons, particularly the NIT ratio used in 
the previous studies. 
2.2.1 Comparison criteria 
Elton and Gruber (1973) suggest that both statistical and economic criteria should be 
used to compare the accuracy of alternative covariance estimation techniques. Since 
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then most subsequent studies have followed this dual comparison approach. " 
Most existing studies that compare the performance of covariance estimators have 
used similar evaluation methods. The statistical criteria measure the ability of dif- 
ferent covariance estimators to estimate accurate pair-wise covariances. The popular 
statistical measures include root mean square error (RMSE), and other forms from 
the same family such as mean square error (MSE) and mean absolute error (MAE). 
The economic criteria measure the ability of covariance estimators in producing ef- 
ficient out-of-sample portfolios. There are a few methods proposed to establish the 
economic significance of different covariance estimators. We review the Cohen and 
Pogue (1967)'s method of comparing the positions of efficient frontiers, the Elton 
and Gruber (1973)'s method of studying risk-return relationships over different risk 
levels, and the Chan, Karceski and Lakonishok (1999)'s method of comparing the 
performance of the minimum variance portfolios. 
Statistical criteria 
Mean square error (MSE) measures the average of the squared difference of the es- 
timated and actual values. A smaller MSE indicates a smaller estimation deviation 
from the actual observation. Root mean square error (RMSE), which is the positive 
value of the square root of MSE, is an even better measure because RNISE has the 
'5For example, Elton, Gruber and Urich (1978) use the same methods to compare the performance 
of different beta adjustment techniques. Eun and Resnick (1992) use the mean square error (NISE) to 
compare the correlation estimation abilities of the multi-index models associated with the arbitrage 
pricing theory (APT) and the disaggregate mean models. 
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same unit as the measured subject, and therefore is easier to interpret. 
The problem with MSE (and RMSE) measure is that it measures the average 
pair-wise covariance estimation errors. By breaking the covariance matrix to the 
element-by-element level estimates, the information contained in the structure of the 
covariance matrix is lost. As a result, it is purely a statistical measure and does not 
provide any implications regarding the use of the estimation of the covariance matrix. 
Comparison over full range of risks 
Cohen and Pogue (1967) compare the performances of different covariance struc- 
tures by comparing the locations of the mean-variance efficient frontiers constructed 
according to these different covariance estimators. Subsequently, Elton and Gruber 
(1973) compare the risk and return relationships of portfolios on the different efficient 
frontiers over a number of pre-specified risk levels. 
Both methods test the economic significance of a covariance matrix under the 
Markowitz (1952) framework. Unfortunately these methods involve too many com- 
parisons at different risk and return levels, and do not provide a straightforward 
assessment of alternative covariance estimators. In addition, since they compare ef- 
ficient portfolios over the full range of risks, they require information on expected 
returns hence their results depend on the properties of those expected returns. As 
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studies have found that the mean-variance optimization is very sensitive to the es- 
timated returns 16 , using expected returns effectively 
dilutes the importance of the 
covariance estimation in the portfolio selection process. 
Comparison of the minimum variance portfolio 
Chan, Karceski and Lakonishok (1999) use the performance of the minimum vari- 
ance portfolio (MVP) to compare alternative covariance estimators. The MVP is 
constructed by minimizing the portfolio variance without the constraint on the target 
level of returns. It is the only portfolio on the efficient frontier whose weights do not 
depend on expected returns. 17 Comparing the performance of the MVPs therefore 
helps to focus on the effect of the estimation of covariances than expected returns. 
This method has been followed by many subsequent studies. 18 
More specifically, Chan, Karceski and Lakonishok (1999) use the optimized weights 
to calculate the buy-and-hold returns of the MVPs for a period of time following a 
16 See for example, Michaud (1989), Best and Grauer (1991), Chopra and Ziemba (1993), Winston 
(1993), Chan, Karceski and Lakonishok (1999). 
"More specifically 
rnin,, w'Ew 
s. t. w'l =I 
(2.2.1) 
where w,,, p are the weights of the minimum variance portfolio. 
The optimized weights of a global 
minimum variance portfolio equal the following 
WMVP - 
E-11 
(2.2.2) 
IIE-11 
where 1 is a column vector of ones, and E is the NxN return variance and covariance matrix. 
"See for example, Moskowitz (2003), Jagannathan and Ala (2003) and Basak, Jagannathan and 
Ma (2004). 
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portfolio re-balancing and repeat the estimation and the optimization procedures at 
the end of this period for a number of years. They then use the resulting time-series 
of the monthly returns to characterize the performance of the optimized portfolios 
based on different covariance estimators. 
The problem with the minimum variance portfolio is that it provides very limited 
information regarding the performance of covariance matrix estimators as it is based 
on only one special portfolio. One contribution of this thesis is to find more infor- 
mative evaluation criteria that can be used to assess the risk system as a whole, in 
which the risk of any kind of the portfolios may need to be measured. 
Many studies also impose no-short-sale restrictions and upper-bound constraints 
on the amount of any security in the portfolio when they study the performance of the 
MVPs. Jagannathan and Ma (2003) find that such constraints can improve the per- 
formance of the sample covariance matrix as in such circumstances the mean-variance 
optimization implicitly applies some shrinkage on the extreme sample covariance esti- 
mates toward the mean. Throughout the thesis, we do not impose these restrictions as 
we are interested in the maximum errors of covariance matrix estimators in predicting 
portfolio variances. 
2.2.2 NIT ratio 
Recently, Pafka and Kondor (2003,2004) use a simulation-based approach to system- 
atically compare the relative performance of different correlation matrix estimators 
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for portfolio selection and risk management. They study different values of the num- 
ber of stocks N and length of the time series T and find that the ratio NIT is an 
important factor that influences the relative performance of alternative correlation 
estimation methods. 
Most existing studies use empirical data to compare the performance of covariance 
estimators. As empirical data are often limited, many of them use monthly stock 
return data to estimate a covariance matrix for a much larger number of stocks. As 
a result, their NIT ratios are typically greater than I. " This explains why many 
studies have found that the simpler methods such as the single-index model and the 
overall mean model produce better covariance estimations than the sample covariance 
matrix because there is a great benefit in reducing the estimation errors in the sample 
covariance matrix. This ratio is also important in our study when we interpret the 
results. 
19For example, Cohen and Pogue (1967) use 10 annual return data to estimate the covariance 
matrices of 75 and 150 stocks; Elton and Gruber (1973) use 60 monthly return observations to 
estimate the covariance matrix of 76 stocks; Eun and Resnick (1992) use 84 monthly return data to 
estimate the covariance matrix of 140 stocks; Chan, Karceski and Lakonishok (1999ý use 60 monthly 
return observations for 250 stocks; Ledoit and Wolf (2003a) use 120 monthly return data for 1000 
stocks; and Jagannathan and Ma (2003) use 60 monthly return data to estimate the covariance 
matrix of 500 stocks. 
Chapter 3 
An empirical analysis of covariance 
0 
estimation accuracy: old and new 
models 
3.1 Introduction 
As we have reviewed in the previous chapter, the early methods of estimating a 
covariance matrix can be broadly grouped into the following three categories: the 
sample historical covariance matrix, index models and average models. The relative 
performance of these different estimation methods has been well studied. ' The general 
consensus of these studies are that the sample historical covariance matrix provides 
the worst covariance prediction; the multi-index covariance estimators provide less 
accurate covariance predictions than the single-index covariance estimators; and the 
'See for example Elton and Gruber (1973), Elton, Gruber and Urich (1978), Eun and Resnick 
(1992), Chan, Karceski and Lakonishok (1999), and Elton, Gruber, Brown and Goetzmann (2007). 
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average covariance estimators provide the best covariance prediction among all the 
alternatives. In other words, the more complicated covariance estimators in general 
fail to consistently out-perform the simpler ones. 
With the advancement in both optimization and computational technologies, a 
number of technically sophisticated covariance estimation methods have been devel- 
oped. There are a few papers that study these new methods separately and find 
they perform better than the traditional ones. ' However, there is no study that has 
compared these different new methods. 
This motivates us to conduct a comprehensive examination of both old and new 
covariance estimation methods. An analysis of these methods together using the 
same dataset may provide fresh evidence regarding the relative performance of these 
methods. This study is intended to contribute to the literature on comparing the 
covariance estimation for portfolio optimization by providing an analysis of the up- 
to-date estimation methods. 
Using empirical weekly stock return data, we study the estimation accuracy of 
eleven covariance estimators 3 for the returns of 78 NYSE 100 index component com- 
panies. We compare these estimators by using the most commonly used criteria in 
2 See for example, Ledoit and Wolf (2003a, 2003b), Jagannathan and Nla (2003), Pafka and 
Konnor (2004). 
3 These estimators include the sample historical covariance matrix, the single-index unadjusted- 
beta estimator, the single-index Blume-adjusted-beta estimator, the single-index Vasicek-adjusted- 
beta estimator, the multi-index industry factor estimator, the multi-index principal components 
factor estimator, and the overall mean estimator, the RiskMetrics exponentially weighted moving 
average method, the Ledoit and Wolf (2003a) Bayesian shrinkage method, the Jagannathan and Nla 
(2003) simple average method, and the random matrix filtering method. 
30 
the existing research, namely the root mean square error of pair-wise covariance es- 
timations (RMSE) and the volatility of the minimum variance portfolios (MVP). so 
that our results are comparable to the findings in the existing literature. 
While we have some consistent results from both the RMSE and MVP test, we find 
these two comparisons in general give different results and the results under the MVP 
differ systematically from those obtained under the RMSE. More specifically, methods 
based on very simple structures (such as the single-index estimators and the overall 
mean estimator) tend to do much worse for the MVP test than the RMSE measure. 
Methods imposing a richer (but still simplified) structure and adjusting for noises 
(such as the multi-index estimators, the Ledoit and Wolf estimator, the Jagannathan 
and Ma estimator and the random matrix filtering estimator), do better under the 
MVP test. 
The RMSE is a statistical measure and does not provide any implications regarding 
the use of the estimated covariance matrix, while the MVP provides only limited 
information on the ability of the covariance estimators in predicting portfolio variances 
as it is based on only one special portfolio. This shows that we need to find a more 
powerful measure to compare the performance of alternative covariance estimators. 
In Chapter 4, we will propose a robust measure which is not only more powerful 
than the MVP as it can measure the risks of any portfolios, but also has a sound 
interpretation on both statistical and economic grounds and can be used as a single 
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measure to compare different covariance estimators. This helps to eliminate the 
problem of having different results when two measures are used separately. 
The rest of this chapter is organized as follows: Section 3.2 reviews both the 
traditional and contemporary covariance estimation methods; Section 3.3 reviews the 
comparison criteria commonly used to assess the effectiveness of alternative covariance 
estimators; Section 3.4 describes the data used in this empirical study; Section 3.5 
presents the empirical findings; and Section 3.6 concludes. 
3.2 Description of covariance estimators 
In this section we describe the eleven covariance estimation methods that we compare 
in the study. Seven of these methods appear earlier in the literature and have been 
studied more extensively. ' The other four methods are relatively new. 5 Having 
reviewed most of these methods in the literature review, we concentrate on providing 
the details of how they are implemented. 
3.2.1 Sample historical covariance matrix 
The sample historical covariance matrix is obtained using the asset returns over a 
historical sample period. The pair-wise covariance o-ij for stock i and j is estimated 
'The seven old methods are the sample historical covariance matrix, the single-index covari- 
ance estimator, the single-index model with Blume-adjusted betas estimator, the single-index model 
with Vasicek-adjusted betas estimator, the multi-index industry factor estimator, the multi-index 
principal components factor estimator, and the overall mean estimator. 
5 The four new inethods are the RiskMetrics exponentially weighted moving average method, the 
Ledoit and Wolf (2003a) Bayesian shrinkage method, the Jagannathan and Ma (2003) estin-lator, 
arid the random matrix filtering method. 
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as 
E [Iý-, t -E (Ri) ] [Rj, t -E (Rj) ] 
where A indicates the estimate, Ri, t and Rj, t are the returns of two stocks i and j 
at time t, and E(Rj) and E(Rj) are the average return of stock i and j over a time 
period T where tE [1, T]. 
The sample historical covariance matrix is seldom used to estimate the future 
covarlance as it is found to contain too much estimation noises, but it is often in- 
cluded in the comparison studies as a benchmark to evaluate the effectiveness of other 
covariance estimators. 
3.2.2 Single-index unadjusted beta estimator 
Index models are developed to explain why stocks move together and to ease the 
problem of large estimation parameters for the sample covariance matrix. The most 
well known index model is the single-index model (Sharpe (1963)), which assumes 
that stocks move together only because of their common responses to an aggregate 
market index. Specifically, we have 
Esingle-index 
'-- BQmB+ E (3.2.2) 
where B is aNxI vector of the stock betas Oi (z E [1, N])., N is the number of 
stocks. Q,,, is the variance of market returns. Oi measures the sensitivity of stock's 
return Ri, t to the market return R, -,,, t and is estimated using ordinary least square 
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(OLS) regression of the sample stock returns over the market returns. ' E is aNx ýV 
diagonal matrix of the idiosyncratic risks. 
3.2.3 Single-index Blume-adjusted beta estimator 
Blume (1971) suggests a simple linear regression adjustment to adjust the beta's 
regression tendency towards their grand mean. This method consists of regressing 
the betas from one historical period on the betas from a prior period and then using 
this regression to adjust the betas for the estimation period. More specifically, the 
unadjusted beta estimate obtained from the second period (02) is regressed on the 
unadjusted beta estimate obtained from the first period (01) 
02, 
i =a+ bl3l, i + ci (3.2-3) 
where i denotes the stock in the sample. Assuming the relationship of betas between 
two adjacent periods is the same, the unadjusted beta estimate from the second period 
(02) is substituted into this regression equation as the independent variable to obtain 
an estimate of the beta for the third period 
OB,,,,,. 
OBluine, 
i= a+ b02, i 
6 The single-index model assumes that 
Ri, t = ai + OiRm, t + ei, t 
E[eiej] = O(i A 
E[ei(R, - f? m)] =0 
(3.2.4) 
where Ri, t and R,, t are returns for stock i and the market index at time t respectively, and ei't is the 
residual return that is not explained by the stock's response to the market return. A is estImated 
using OLS and equals 3, - 
'Ori2p 
- 
[(Rit 
-f? it)(R, t -f? -01 
yT 
'n _ t=, 
(R, 
t -f?, t)2 
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Blume (1971) technique measures the relationship between betas over two periods 
and results in an extrapolation of the trend of betas in the two observed periods. Un- 
less there is a reason to suspect such a continuous drift in betas, this is an undesirable 
property. 
3.2.4 Single-index Vasicek-adjusted beta estimator 
If we define the average beta across the sample stocks in the historical period as ý, 
then the Vasicek (1973) procedure involves taking a weighted average of ý and the 
historical beta Oi for security i. The adjusted beta for security i equals: 
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OVasicek, 
i 2 13 
(3.2.5) 
07 2+ u2 (7 
2+a 
Oi 
where aý' is the variance of the distribution of the historical estimates of beta over 
sample stocks. a,,, is a measure of uncertainty associated with the measurement of 
the individual security beta (0j) and it is the square of the standard error of the beta 
estimate for security i for the historical period prior to the period that the beta is 
estimated. 
7 
Equation (3.2.5) shows that the bigger the uncertainty a 
2. 
about the estimate of , 3, 
Oi, the bigger will be the Vasicek's adjustment, as indicated by a smaller weight of 
or 2 
placed on the beta's historical estimate Oi. 
Assuming that, the relationship between Rij and R,, t is described by a stationary bivariate 
normal distribution, the standard error in the measurement of beta for a security is measured as 
uý3, = o,,. i/um (Elton, Gruber, Brown and Goetzmann (2007)). 
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3.2.5 Multi-index industry factor estimator 
Conventional wisdom suggests that stocks belonging to the same industry group are 
more related because they tend to be affected by same common events. King (1966) 
finds that stocks have a strong industry association even after the removal of market 
index influences. 
We review a relatively simple multi-index industry factor model where the returns 
of each security are assumed to be affected by the market index and an index for the 
industry to which the company belongs. Furthermore, each industry index is assumed 
to be uncorrelated with the market and with all other industry indices. ' We have 
Rg, t = ag + bgRm, t + Resg, t (3.2-6) 
Ri, t = ai +, 3iRm, t + -ýjResgj + Ei, t (3.2-7) 
where Rg, t is the index return for the industry group g (g E [1, M], M is the number 
of industry groups). Resg, t is the industry residual return that is not explained by 
the market index and Ei, t is the stock residual return that is not explained by the 
market index and the industry index. The covariance matrix is obtained as: 
Emulti-industry 
'-- B mB'+ 
f 2ind I+E (3.2-8) 
where B is aNxI vector of Oj, Q, is the variance of market returns. Y is aNxM 
'To avoid the multi- c olli neari ty problem, we run our multi-index industry model in two stages: 
first, the returns of different industry groups are regressed over the market index return; secondl-,, 
the individual stock returns are regressed over both the market index and the residuals from the 
first regression. 
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matrix of industry factor loadings, and Oind is the variance matrix of the industry 
indices. ' E is aNxN diagonal matrix of idiosyncratic risks. 
3.2.6 Multi-index principal components estimator 
The principal components are extracted from the sample data (Jackson (1991)). Com- 
pared to other types of multi-factor models that use macroeconomic or stock funda- 
mental factors, the advantage of using principal components (PC) is that these PC 
are orthogonal to each other and ranked according to their ability to best explain the 
historical correlation matrix. We have 
Rit - ai + bliRpcit + 
b2iRpc2t +... + bpiRpcpt + eit (3.2.9) 
where Rpcit, 
Rpc2t 
i ... Rvcpt are the return indices of the principal components and 
bl I b2, ... bp are the corresponding 
factor loadings. p is the number of principal compo- 
nents included in the model. The covariance matrix of the above principal components 
model is calculated as: 
E, 
-,,,, Iti-pc = 
BQpCB'+ E (3.2.10) 
where B is aNxp matrix with each column representing the loadings of stocks on 
a principal Component factor, and QpC is apxp diagonal matrix with the diagonal 
elements equal the variance of each principal components. E is aNxN diagonal 
matrix of idiosyncratic risks. 
9Since we assume the industry indices are orthogonal to each other, Rnd contains only diagonal 
elements that equal the variance of the industrly indices. 
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Connor and Korajczyk (1993) find between one to six factors for the NYSE and 
AMEX stock returns over 1967-1991. We choose to use five factors for our study. 10 
3.2.7 Overall mean estimator 
The overall mean model is first introduced by Elton and Gruber (1973). It predicts 
the future stock correlations all equal the average of historical pair-wise correlations, 
that is 
Ecorrelation 
pij 
-fiij 
where pi, j is equal to the average historical pair-wise correlations pi, j 
(3.2.11) 
2 
n(n-1) 
Elton and Gruber (1973) find that the overall mean model, despite of its over 
simplifying nature, performs surprisingly well compared to the sample historical cor- 
relation matrix and single index correlation estimator. 
3.2.8 RiskMetrics estimator 
The RiskMetrics method adjusts return series so that the latest observations carry 
the highest weight in the volatility estimation, so 
(1) (2) 
... 
(N) 
rt rt rt 
... ... 
Ar (N) 
vTA-r(') t-1 
I 
R 
1-AT (3.2.12) 
A 
(2) 
\v VAT-1 t-T1 AT- I T- 1) t-(T-1) -\/AT 
1r 
"'We also use a simple scree test to justifýl the choice of five PC factors for our sample data in 
Appendix B. 
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where AE (0,1] is the optimal decay factor, rt denotes the return from day (t - 1) to 
t, and R is aTxN matrix of adjusted returns. T is the length of time-series, and 
N is the number of stocks in the portfolio. The covariance between stock i and I is 
calculated as: 
&2 
T 
A` T 
ij =E _1 
(ri, t - fi)(rj, t - fj) =RR (3.2.13) 
t=l 
j: T 
1 At t= 
An attractive feature of this estimator is that it can be written in a recursive form, 
that is 
2 AU2 , T?, i ,t+IIt:::: -- ij, tlt-l + (1 - A)ri, trj, t (3.2.14) 
Equation (3.2.14) is convenient to use to periodically update the covariance forecasts. 
Based on its published technical document in 1996 (Longerstaey and Spencer (1996)), 
RiskMetrics model uses an average decay factor of 0.94 for daily volatility and 0.97 
for monthly volatility. 
3.2.9 Ledoit and Wolf Bayesian shrinkage estimator 
Ledoit and Wolf (2003a) propose to take a weighted average of the historical covari- 
ance matrix and the single-index covariance estimator to obtain an optimal trade-off 
of the estimation errors and specification errors in the two estimators. That is, 
Y-shrinkage &*Esingle-index + (I - 6z*) 
1: historical (3.2.15) 
where 6* is the estimated optimal weight for combining the single-index covariance 
estimator and the sample historical covariance matrix. Ledoit and Wolf (2003a) 
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derive &* by solving a quadratic loss function based on the Frobenius norm. or 
013single 
-index 
+ (I - COIýhistorical _ 
C112 (ce s ij + a) h ij _ 07, j) 
2. 
where 
sij, hij and aij are the entries of the single-index covariance matrix7 the sample his- 
torical covariance matrix and the observed covariance matrix respectively. " 
3.2.10 Jagannathan and Ma simple average estimator 
Jagannathan and Ma (2003) estimator takes a simple average of the sample historical 
covariance matrix and the single-index covariance estimator. That is, 
2 
I: 
single-index 
+2I: historical (3.2.16) 
"More specifically, 
6z max [0, min[ -, Ifl T 
NN 
7r AsyVar[výThjj] 
i=l j=l 
NN 
AsyCov[VTsii, VThij] 
i=l j=lj5ýýi 
NN 
T(hij 
- sij) 
2 
i=l j=l 
where ft denotes the sum of asymptotic variances of the entries of the sample covariance matrix 
scaled by v"T-, ý denotes the sum of the asymptotic covariances of the entries of the single-index 
covariance matrix with the entries of the sample covariance matrix scaled by VIT, and ý measures 
the inis-specification of the (population) shrinkage target. Further details can be found in Ledoit 
and Wolf (2003a, 2003b, 2004). 
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3.2.11 Random matrix filtering estimator 
For aTxN return matrix (where N is the number of stocks and T is the length of 
time series), when N oc, T --+ oc and Q= TIN > 1, the random matrix theory 
(RMT) predicts the density of the eigenvalues of the correlation matrix Ccorri PC (A) - 
equals (Laloux, Cizeau and Potters (2000)) 
PC (A) 
Q Vl-(I\+ -A)(/\ A-) (3.2.17) 
27r A 
A± I+2 (3.2.18) 
Q ViQ 
where A± are the minimum and maximum eigenvalues of the correlation matrix and 
A+ > Aj > A- 
Laloux et al. (2000) suggest to improve the correlation matrix by filtering out 
the noises in the matrix by adjusting its eigenvalues. The eigenvalue matrix of the 
historical correlation matrix, A, " is filtered to contain only eigenvalues that are 
larger than the maximum eigenvalue A+ predicted by RMT. The eigenvalues that 
are smaller than the maximum eigenvalue A+ are replaced by an average of all the 
smaller eigenvalues to preserve the trace of the correlation matrix. The idea is that 
since the eigen-states corresponding to the nome band are not expected to contain 
real information, one should not distinguish the different eigenvalues and eigenvectors 
12Using eigen-decomposition, we can obtain the eigenvalues A and eigenvectors T of the historical 
covariance inatrix Fihistorical, as Ehistorical = TAT'. 
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in this sector. So 
Afiltered "-- 
An 
Ak 
A 
0 A 
(3.2.19) 
where An > ... > Ak > A+- ý is the average of residuals so that the trace of the 
matrix is preserved, i. e., Tý(A)-Tr(Afjjtered)- 
The RMT filtered correlation matrix is obtained as: 
IýRMT-f 
iltered "-- TAfilteredT' 
where T is the eigenvector of the historical covariance matrix : 
ýhi, 
torical- 
3.3 Description of performance measures 
(3.2.20) 
In this section, we describe the two comparison criteria we use to compare the eleven 
covariance estimators. These two criteria, namely the root mean square error (R. MSE) 
of the pair-wise covariance estimations and the risk analysis of the minimum variance 
portfolios (MVP), have been used most often in the related literature. 
3.3.1 Root mean square error 
We use the root mean square error to compare the pair-wise estimation accuracy of 
covariances. The root mean square error (RMSE) has the same unit as the measured 
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subject therefore is easier to interpret. A smaller RMSE indicates a smaller estimation 
deviation from the actual observation. 
RMSE is defined as 
NN 
RMSE 
N(N - 1) 1: E (6i, j _, 7i, j 
i=l j=llj: Ai 
where N(N - 1)/2 is the number of the pair-wise covariances for aNxN covariance 
matrix; &i, j and aij are the pair-wise estimated and the actual covariances respec- 
tively. 
3.3.2 MVP test 
We follow Chan, Karceski and Laknoishok (1999) to examine the volatility of the min- 
imum variance portfolios constructed according to the covariance estimators. There 
are however two differences in the way we conduct the analysis. Firstly., we form a 
global minimum variance portfolio using each estimated covariance matrix, without 
imposing any restrictions on portfolio weights. Using the weights of the minimum 
variance portfolio, we calculate and record the out-of-sample returns of the mini- 
mum variance portfolios. The resulting time-series of the returns then allow us to 
evaluate the volatility of the minimum variance portfolios. Secondly, unlike Chan, 
Karceski and Laknoishok (1999) which re-balance portfolios every year to get the 
return time-series, we assume the portfolio holding period is the same as that of 
the return observations. That is, we assume the minimum variance portfolios are 
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buy-and-hold for the entire 3 years of the out-of-sample period. 
3.4 D at a 
3.4.1 Stock returns 
We use Datastream's Wednesday to Wednesday weekly dividend-adjusted stock prices 
for the NYSE US 100 index constituent companies (as of 11 May 2006) from 06 
January 1988 to 25 December 1996. To be consistent with most studies, we try to 
avoid periods with extreme events happening in the market because the data is usually 
distorted during these periods. Our sample data avoids the 1987 major market crash 
and 1998 financial crisis. 
We use the NYSE US 100 index stocks because these are large stocks and are more 
likely to be included in actual portfolios. These stocks represent a large percentage of 
the market, hence together they form a portfolio that is closer to the market portfolio 
than using the same number of other stocks. 78 out of the 100 index constituent 
stocks have the full history for the period of our study. The detailed descriptions of 
these stocks are included in Appendix A. " 
13 Note that 22 of the 100 component stocks are excluded from the sample because thev do not 
have the complete return data for the entire period that we study. We compared the summary 
statistics of these 22 stocks and the stocks included in the sample for a period of 10.11.2004 to 
09.11.2005 when all stocks have complete return data (not reported). We find that oil average the 
risks of the excluded stocks are not very different from the stocks of the same industries that are 
included in our sample. Although we select the stocks from the index components constructed later 
than the period we study, this selection bias affects more on the average returns rather than the 
cm-ariýinces tliýit we are concerned with. Therefore, excluding these 22 stocks should not affect the 
ovenill conclusions of our study. 
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Most traditional covariance studies usually use monthly data (Elton, Gruber. 
Brown and Goetzmann (2007)). Using monthly data makes our time-serie obser- 
vations fairly small when compared to the size of our portfolio, which may result in 
a lot of noise in the sample covariance matrix. Using daily or intra-day higher fre- 
quency data increases the number of time-serie observations, but recent studies find 
that the cost related to confounding microstructure issues can be large. Weekly data 
therefore seems to be a good compromise and has been used in a number of recent 
studies (Moskowitz (2003), Elton, Gruber and Spitzer (2006)). 
The reason to use Wednesday to Wednesday closing prices is due to the existing 
evidence of high auto correlations using Friday to Friday and low auto correlations 
using Monday to Monday prices (Chordia and Swaminathan (2000)). Wednesday 
seems a natural compromise (again) and it is also used in Moskowitz (2003). 
To be consistent with the existing literature, we calculate stock returns as the 
natural logarithm of prices: 
Rweekly : -- ln(Pt+, /Pt) (3.4.1) 
Throughout the thesis, we use returns in weekly and percentage terms, i. e., 0.0003 
means 0.0003% per week. We can easily transform these weekly returns and volatili- 
ties into annualized terms if needed as 
Rannualized 
: -- 
Rweeklyx 52 (3.4.2) 
SD(R)annualized ----z SD(R) u, cckly 
X vý-5-2 (3.4-3) 
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3.4.2 Indices returns 
We use the S&P 500 as the proxy for the market index. S&P 500 also has industry 
return indices for the ten industry sectors to classify stocks, namely Basic materials, 
Consumer (Cyclical), Consumer (Non-Cyclical), Energy, Financial, Healthcare. In- 
dustrial, Technology, Telecommunications and Utilities. Unfortunately, the S&P 500 
industry index data is available only since January 1995, which is after our sample 
period starts. 
We therefore construct our own industry indices using the S&P 500 industry 
classification information. Our industry indices equal the average return of the sample 
stocks that belong to the same industry groups. That is 
1n 
RGi, 
t 
n 
Ri, t (3.4.4) 
where stock i is one of the n stocks that belong to the industry group Gi, Ri is the 
stock i's return and RGi is the industry index return for the industry group Gi. 
3.4.3 Sub-sample period 
Following most studies in this area (Elton, Gruber and Urich (1978), Chan, Karceski 
and Lakonishok (1999)), we divide the nine years into three three-year sub-periods: 
01.1988-12.1990,01.1991-12.1993 and 01.1994-12.1996. The first sub-period return 
data is used to generate the initial covariance estimation-, the information from the 
46 
second sub-period is then used to adjust this initial estimation; and the third sub- 
period is used as the out-of-sample to evaluate the accuracy of the estimation. For 
methods that do not require a second-period adjustment., this process is reduced 
into two: the second sub-period is used to generate the estimation, which is then 
compared to the out-of-sample. Our NIT ratio is less than 0.5 (78/157), which Is 
quite low compared to most related studies which usually have a NIT ratio of at least 
1. 
Most studies (for example Elton, Gruber and Urich (1978)) use a five-year sub- 
period. We choose a three-year sub-period because: first, unlike previous studies 
that use monthly returns, we use weekly return data. Hence a three-year sub-period 
gives us enough observations to generate a reasonably good sample covariance matrix. 
Secondly, in our study there are no restrictions on portfolio construction, which makes 
our results more pertinent to active portfolio management. Since the holding period 
by an active manager is on average shorter than that of a typical long-term fund 
manager, three-year seems to be reasonable. 
3.5 Empirical Results 
3.5.1 Descriptive statistics 
To set the stage for our analysis, we first calculate the basic descriptive statistics for 
the sample stocks used in the study. Table 3.1 reports the average sample weeklY 
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Table 3.1: Sample return, volatility, covariance and correlation This table 
reports the summary statistics of the 78 sample stock returns for the three sub- 
sample period of 01.1988-12.1990,01.1991-12.1993 and 01-1994-12.1996, as well as for 
the entire period of study of 01.1988-12.1996. The returns are reported in percentage 
terms, for example, 0.0030 means 0.0030%. The first sub-sample is used to form the 
estimation, the second sub-sample is used to adjust the initial estimation and the 
third sub-sample is used as the out-of-sample realization to evaluate the estimation 
performance. 
Sample period Mean Stclev Covariance Correlation 
Ist sub-sample 1988-1990 0.2359 3.7114 4.6420 0.3545 
2nd sub-sample 1991-1993 0.3332 3.7078 3.4136 0.2465 
3rd sub-sample 1994-1996 0.3418 3.2110 2.2380 0.2251 
Combined 1988-1996 0.3037 3.5672 3.4181 0.2747 
stock returns, variances, covariances and correlations of the three sub-periods as well 
as the entire sample period of our study. 
We find that all three sub-periods are not significantly different from each other 
and that of the entire combined period. However, we find that over the latter part of 
the three sub-periods, the stocks tend to have higher returns, lower volatilities and 
lower correlations with other stocks. As a result, if we use the prior sub-sample to 
predict the later sub-sample, we may find that the predicted variances and covariances 
are above the out-of-sample values. 
We report the summary statistics of the variables employed in the covariance 
estimators in Appendix B. 
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Table 3.2: Average estimated variances and covariances This table reports the 
average and the cross-sectional standard deviation of the estimated variances and 
pair-wise covariances of eleven covariance estimators. The predictions are made for 
the period of 01.1994 to 12.1996, using the weekly returns information from 01.1988 
to 12.1993. The variances and covariance of the realized weekly returns from 01.1994 
to 12.1996 are also reported as the out-of-sample values for comparison purposes. Av- 
erage estimated variance and covariance give some indication of the overall predicted 
pair-wise relationships. 
Average variance 
mean std 
Average covariance 
mean std 
out-of-sample 11-0950 7.2088 2.2380 1.6550 
Historical 14.9680 10.0830 3.4136 2.4388 
Single Unadjusted 14.9680 10.0830 2.5598 1.3960 
Single Blume 15-5680 10.1750 3.1810 1.4977 
Single Vasicek 14-5820 9.0179 2.5377 0.0694 
Multi Industry 14.9680 10-0830 2.9803 2.1787 
Multi PC 14-9680 10-0830 3.4843 2.5241 
Overall Mean 14.9680 10-0830 3.3844 1.4415 
RiskMetrics 14.7910 9.8961 3.2995 2.3844 
Ledoit & Wolf 14-9680 10-0830 3.3954 2.0546 
Jagannathan & Ma 14.9680 10.0830 2.9867 1.8159 
Random Matrix 14-6880 9.0187 3.4147 2.2632 
3.5.2 Average estimated covariance 
Table 3.2 reports the average of the estimated variances and pair-wise covariances and 
the corresponding cross-sectional standard deviations for the different estimators. ýN, 'e 
can see that the average estimated variances and covariances are bigger than those 
of the out-of-sample values. 
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For the average of the variances, there are only small differences among the esti- 
mations of the different estimators except for the single-index Blume- adj usted-bet a 
estimator, which has the biggest average variance estimate. When we check the es- 
timated betas (reported in Appendix B), we find that the estimated betas are on 
average bigger in the second sub-period than those in the first sub-period and the 
out-of-sample period. The Blume (1971) adjustment method picks up the extrapola- 
tion trend of the estimated betas from the first sub-period to the second sub-period, 
where in fact there is no such an increasing trend. As a result, the single-index Blume 
estimator predicts higher betas and variances. 
In terms of the average estimated covariance, we find that the single-index unad- 
justed beta estimator and the single-index Vasicek adjusted beta estimator have closer 
average covariance predictions to the out-of-sample values than the other estimators. 
Although the above results give some information regarding the variance and 
covariance predictions by the different estimators, the average estimate value is a 
very rough measure because the over-estimation and under-estimation cancel out in 
the averaging process. A better measure of the estimation errors is the RTAISE. which 
penalizes errors of estimations in both directions. 
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Table 3.3: RMSE results This table reports the root mean square error of the pair- 
wise estimated covariances obtained from the eleven covariance estimators with the 
corresponding out-of-sample values. The covariance predictions are based on weekly 
returns from 01.1988 to 12.1993, and compared with the out-of-sample covariances 
from 01.1994 to 12.1996. The estimation estimators are sorted in order of the worst 
to the best performance. 
RMSE 
Multi PC 2.4184 
Historical 2.3105 
RiskMetrics 2.2193 
Random Matrix 2.2086 
Ledoit & Wolf 2.0686 
Overall Mean 2.0501 
Multi Industry 1.9004 
Single Blume 1.8802 
Jagannathan & Ma 1.7719 
Single Vasicek 1.6563 
Single Unadjusted 1.6143 
3.5.3 RMSE 
Table 3.3 reports the RMSE of the estimated pair-wise covariances against their out- 
of-sample realized values. " The estimation methods are sorted in the order of the 
worst to the best in terms of RMSE performance. 
We find that the sample historical covariance matrix performs rather badly and 
under-performs almost all other covariance estimators. In addition, we find that in 
general the simpler estimators perform better than the more complicated estimators. 
"Although not reported here, we find that the results of the RNISE for the estin-iated correlations 
agree mostly although not entirely with those for the covariances. This indicates that there are some 
slight differences on the reLitive performance of the estimators depending on xhether the estimation 
is inade for covariance or correlation. 
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For example, the top four methods include all three single-index estimators. and the 
Jagannathan and Ma estimator out-performs the more complicated Ledoit and Wolf 
estimator. 
We also find that the multi-index industry estimator performs better than the 
multi-index PC estimator. This shows that general industry factors are better than 
the sample-specific principal components factors in predicting pair-wise covariances. 
We suspect that the under- performance we find for the Ledoit and Wolf estimator 
and the random matrix filtering estimator may be related to the low ratio of number 
of stocks to the time series observations (NIT) in our sample. In Ledoit and Wolf 
(2003a), their NIT ratio is over 8, whereas in our study the ratio is less than 0.5. 
In addition, Pafka and Kondor (2003) find that noise has the effect suggested by the 
random matrix theory (RMT) for relatively large values of NIT. In other words, the 
random matrix filtering estimator may be more useful when we have a larger portfolio 
with few sample observations. 
3.5.4 MVP test 
Table 3.4 reports the means and standard deviations of the minimum variance port- 
folios (MVPs) constructed using different covariance estimators. We are interested 
in the standard deviations of these portfolios, which represent the risk an investor is 
exposed to over the out-of-sample period. The average returns are also reported but 
thev are for descriptive purposes only. 
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Table 3.4: MVP test results This table reports the average weekly performance of 
the minimum variance portfolios that are constructed based on alternative covariance 
estimators. Given the optimal portfolio weights constructed using the information 
from 01.1988 to 12.1993, we record the weekly returns of the minimum variance port- 
folios in the out-of-sample 3-year periods from 01.1994 to 12.1996 and calculate the 
average mean and volatility of the time-series of returns. The covariance estimators 
are ranked in the order of the highest to the lowest volatility of the MVP. 
mean std 
Overall Mean 0.0060 1.8096 
Historical 0.1739 1.6649 
RiskMetrics 0.1718 1.6368 
Single Blume 0.0527 1.5160 
Single Unadjusted 0.0849 1.4342 
multi PC 0.0881 1.4062 
Ledoit & Wolf 0.1426 1.4059 
Single Vasicek 0.2098 1.3375 
Random Matrix 0.1503 1.3193 
Multi 1ndustry 0.2185 1.3179 
Jagannathan & Ma 0.1405 1.2738 
We find that the relative performances of different estimators based on the MVP 
test differ systematically from those obtained under the RMSE criterion. More specif- 
ically, the performances of the simpler estimators on average decrease, while the per- 
formances of more complicated methods improve dramatically. For example, two 
single-index estimators (the single-index Blume estimator and the single-index unad- 
justed estimator) that are among the top performers under the RMSE perform rather 
badlY under the MVP test. On the other hand, the three best estimators under NIVP 
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(the Jagannathan and Ma estimator, the multi-index industry estimator and the ran- 
dom matrix filtering estimator), are all new methods that impose a richer structure 
in different ways. This shows that the best diversified portfolios require additional 
information that is not available in a single-index model. 
There are some findings consistent with those of the RMSE. For example, the 
sample historical covariance matrix under-performs most of the other models; the 
Jagannathan and Ma estimator out-performs the Ledoit and Wolf estimator; and 
the multi-index industry estimator out-performs the sample specific multi-index PC 
estimator. 
3.5.5 Summary 
To summarize, although we have some similar results from the RMSE and MVP test, 
these two comparisons in general give different results as they measure different things. 
Overall, we find that methods based on very simple structures (such as the single- 
index estimators and the overall mean estimator) tend to do much worse under the 
MVP test than the RMSE measure. Methods imposing a richer (but still simplified) 
structure and adjusting for noises (such as the multi-index estimators, the Ledoit and 
Wolf estimator, the Jagannathan and Ala estimator and the random matrix filtering 
estimator), do better under the MVP test. 
More importantly. the difference of our results from the previous studies may be 
related to our rehitively low A'IT ratio compared to those in the other studies. Given 
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that we are using empirical data, we cannot examine the sampling variation of these 
results. In order to better assess the performances of the estimators. we will need a 
simulation method to help us better understand their sampling properties. 
3.6 Conclusion 
In this chapter, we review both old and new covariance estimation methods and 
empirically compare the performance of eleven covariance estimators using two com- 
parison criteria commonly used in the related literature, namely the RMSE and the 
MVP test. We find that the methods imposing a richer structure and adjusting for 
noises do better under the MVP test. However, given that the MVP only measures 
the performance of one single portfolio, we want a more robust assessment where any 
portfolios can be measured. In addition, we want to explore the sampling variations 
of the results in a controlled way. This leads to our next chapter, where we pro- 
pose a more robust portfolio-based eigen distance measure to compare two estimated 
covariance matrices. 
Chapter 4 
Risk model appraisal: a new 
portfolio-based eigen-distance 
measure 
4.1 Introduction 
It is well known that the ranking of covariance estimators should depend on both 
the quality of the estimators and the measurement criteria (Makridakis et al. (1982, 
1993,2000)). Depending on the use of a covariance matrix and the purpose of the 
comparison, the differences of covariance matrix estimators may be different. Using 
comparison criteria that do not fit the purpose of the comparison of covariance matrix 
estimators may produce very misleading results. Therefore, as part of exploring the 
best way to estimate covariance matrices, it is necessary to first consider the best way 
to appraise such estimates. 
55 
56 
Furthermore, as we have discussed earlier, the minimum variance portfolio test 
provides very limited information regarding the ability of a covariance estimator in 
predicting portfolio variances as it only measures the performance of one special 
portfolio. As a covariance matrix is increasingly used in portfolio risk management. 
we need a new criterion that can be used to measure the risks of any kind of portfolios. 
This chapter is motivated by the need to search for such a suitable appraisal criterion. 
In this chapter, we propose a new portfolio distance measure based on eigen 
decomposition (eigen-distance) to compare different covariance estimators in terms of 
how far the portfolio risks estimated by two covariance matrices can differ from each 
other. We prove that this new measure is a proper measure of distance. We show 
that this innovative criterion is robust and particularly suitable for applying to a risk 
measurement system as a whole, where any portfolio may need to be considered. It 
is operational and can be easily applied to evaluate empirical covariance matrices of 
large portfolios. It can also be applied equally well to both the absolute variances of 
portfolios and the variances of their tracking errors against a benchmark. 
We use simulations to study the sampling properties of the proposed criterion. To 
run our simulation, we have to choose a true covariance structure to simulate from. 
We construct this true covariance matrix by taking a historical covariance matrix 
and adjusting its eigenvalues to reduce the sampling variation (which we discuss 
later in Section 4.3-1). This is a well-known statistical technique to improve the 
sample covariance matrix, which we will discuss in more details in Chapter 6. This 
kind of adjusted covariance matrix is found to have most empirical properties of 
financial returns and at the same time contains considerably less amount of noises 
than the covariance matrices estimated using other methods (Yazici (1996)). We 
simulate the stock returns by decomposing this true covariance matrix using a N- 
variate normal model. These N factors are defined to be orthogonal and multivariate 
normally distributed with zero means and variances equal the eigenvalues of the true 
covariance matrix. The factor loadings are defined as the corresponding eigenvectors. 
We then use the simulated return data to construct the estimated covariance matrices 
according to different covariance matrix estimators and compare these matrices with 
both the true covariance matrix and an ex-post sample from the true covariance 
matrix. As there are only sampling errors in the simulation world and the true 
covariance matrix structure is exactly known, we can study precisely the performance 
of this criterion in assessing various covariance estimators and the significance of these 
results. Our objective is to examine whether the comparison results obtained using 
our proposed criterion are consistent. 
The rest of this chapter is organized as the following. In Section 4.2 we derive 
our new portfolio-based eigen-distance measure. ýVe first introduce the notion of an 
eigen-portfolio and show how the eigenvector and eigenvalue are related to a conven- 
tional portfolio and portfolio return variance. We then show how our portfolio-based 
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eigen-distance is designed to measure the biggest differences between the portfolio 
risk predictions under two covariance matrices. We also present the statistical and 
economic interpretations of this distance measure. Section 4.3 describes the simula- 
tion experiment and our covariance decomposition method. Section 4.4 reports the 
simulation results, which we use to study the sampling properties of the new eigen- 
distance criterion. We also compare these properties with those of the RNISE criteria. 
Section 4.5 concludes. 
4.2 A new portfolio-based eigen-distance measure 
Suppose there are N assets in a portfolio and we want to compare two covariance 
matrices V, andV2-' In this section we introduce a new approach in the form of a 
distance measure, d 
(V,, V2) to compare the performance of two covariance matrices 
on both statistical and economic grounds. 
We first make two important assumptions regarding the covariance structure and 
the portfolios of interest. 
Assumption 4.2.1. Both covanance matrices are non-singular (stnctly positive def- 
inite) 
'Our proposed eigen-distance can be used to measure the difference of an,,, two covariance matri- 
ces. We illustrýitc the comparison between two estimated covariance matrices. But the comparison 
could also be between a estimated covariance matrix and a true or ex-post realized covariance matrix. 
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This assumption allows us to do eigen decomposition without any problem and ob- 
tain a finite distance measure. It also makes sure that all eigenvalues of the covariance 
matrices are strictly positive. 
Assumption 4.2.2. There Zs no restriction on portfolio wezghts, 1. e., they are not 
constrained to be non-negatZve or bounded. 
The no restriction on weights assumption simplifies the derivation of analytical 
results. More importantly, it is necessary for a system to adequately measure the 
tracking error variance relative to a benchmark. If we use x and b to represent the 
portfolio and benchmark weights respectively, the difference of the portfolio weights 
from the benchmark equals z=x-b (E Zi = 0) and the variance of the portfolio 
tracking error (TE) equals Var(TE) = z'Vz (suppose V is the return covariance 
matrix of stocks in the portfolio). In order for the sum of the weights differences E Zi 
to be zero, there must be short positions in the portfolio unless x=b. This shows 
that we need to have short positions in the portfolio to measure the tracking error. 
We need to allow short positions in order to calculate the variance of the portfolio 
tracking error. 
4.2.1 Eigen- portfolios and eigenvalue variances 
As our eigen-distance measure uses the eigenvectors and eigenvalues of a covariance 
matrix, we first estAlish a link between them and traditionally defined portfolios and 
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portfolio return variances. We show that an eigen-portfolio, which is a portfolio with 
weights equal to an eigenvector, has its return variance equal to the corresponding 
eigenvalue. 
The words eigenvalues and eigenvectors are derived from the word eigen in Ger- 
man, which means characterZshc. In geometric terms, eigenvectors define the or- 
thogonal. directions in space and eigenvalues define the scaling on these orthogonal 
directions. A symmetric and non-singular matrix can be completely characterized by 
a unique set of non-zero eigenvectors and their corresponding eigenvalues. 
The eigen decomposition theorem decomposes a matrix into matrices composed 
of its eigenvectors and eigenvalues. For any symmetric matrix V (i. e. any covariance 
matrix), we can apply the eigen decomposition theorem and obtain the following: 
TAT' (4.2.1) 
where A is aNxN eigenvalue matrix with eigenvalues A, (n E [1, N]) on the diagonal. 
T is aNxN eigenvector matrix with each column representing a corresponding 
eigenvector t, where T= 
[t 
11 t2 i----, 
tN ] and T'T = 1.1 is an identity matrix. 
Equation (4-2-1) can be rearranged and written as the following: 
VVT =A (4.2.2) 
If we define an eigen-portfolio as the portfolio with weights equal to an eigenvector 
t, Equation (4-2-2) shows that this eigen-portfolio has return variance equal to its 
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corresponding eigenvalue A., and is independent of any other eigen- portfolios t, (m G 
[1, N], m =ý n) - 
The only problem we seem to have here is the interpretation of eigenvalues as 
mea. sures of portfolio risk. Since the eigenvectors do not sum up to I (E t'i =I 
but E tj :ý 1), we cannot interpret the eigenvalues as the variance of the percent- 
age returns obtained by holding a portfolio. ' In principle, we could always convert 
the eigenvalue to a risk measure (standard deviation (SD)) by simply applying the 
following 
A 
SD of % Return 
A (4.2-3) (E ti )2 
In practice, though, we will instead just consider directly the variance (or SD) of the 
dollar returns on portfolios normalized so that their squared holdings sum to 1. 
We show in the following that this normalization works very well for interpreting 
the first eigenvalue as the variance of the market portfolio. The first eigen-portfolio 
can be regarded as close to the market portfolio (Brown(1989)). As its loadings are 
relatively equally weighted and E t2 = 1, this gives an average loading of tj =I i VNY 
and the summation of the loadings as E tj = v'W. If we normalize A to be A/N,, 
then E ti' = iv, the average loading equals tj = ý'ý and the summation of the loadings yN 
equals E tj = 1. For example, as we show in Table 4.1 later, A for the first eigen- 
portfolio equals 405.4 per week. Given that we have N = 78 stocks, this translates 
21f W(, measure tj in dollar units, the variance is in the square of dollar units, not in the square 
of percentages that are used more often. 
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to a reasonable annual standard deviation of 16.4% (= ýr! 
ý0,75W,, 4 
xý52) for the market 
factor. However, for more general eigen-portfolios, this interpretation becomes less 
useful as the loadings on stocks are no longer equally weighted. 
4.2.2 Eigen-distance comparison of two covariance matrices 
Definition 4.2.1. We define the portfolio-based eigen-distance, d(V1 i V2) , as the 
natural logarZthm of the maximum ratio of the vartances of any two portfolZos, x and 
y, under the two covarZance matrices V, andV2: 
maxx x'vix d(V 
11 
V2) :: -- 109 
xI IV2X (4.2.4) 
min 
Y vly Y Y'V2Y 
where x and y define the two extreme ezgen-poTtfolzos which are predicted to have the 
most different return variances under two covariance matrices V, andV2, such that 
x has more rZsk under covarZance matrix V, (thanV2); and y has more rZsk under 
V2 (than VI). ' 
Definition 4.2.2. We also define a new covariance matrix V, which will be useful 
in our analysis, asý 
V= (TAl 212 -'! 
)'V2 (T, A-l) (4.2.5) 
where T, and A, are the eZgenvector matrix and ezgenvalue matrix of the covariance 
matrix V, respectively. This gives the covarzance matrix under V2 of portfolios that 
'NVc use small letters x and y to denote the portfolios, and bold letters x and y to denote the 
weights of these two portfolios. 
'Throughout the derivation, we demonstrate the eigen decomposition on the covariance matrix 
V1. The results iire the same if we do the eigen decomposition on the covariance matrix V2- WC 
show in the proof that which way to start the decomposition does not affect the eigen-distance. 
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are Mdependent and with unit varZance under V1. We will call this the V1 tO V2 
distortion matrix, as it is I when V, : -- V2- 
Theorem 4.2.1. The eigen-distance, d (V1 i 
V2) 
, can be calculated as: 
d(Vl 
i 
V2) = 109 
Amax ( 
Amin 
) 
(4.2.6) 
where Ama., and Ami,, are the largest and smallest ezgenvalues of our dzstortion matrzx 
V. The larger the d (V,, V2), the larger is the difference between the two covariance 
matrtces V, andV2, and vice versa. 
Proof of Theorem 4.2.1. 
If we do a complete eigen-decomposition on the covariance matrix V1, we have 
V, = TjAjLTj (4.2-7) 
(TiA-1-2 V, (4.2.8) (TIA, 21 
where I is aNxN identity matrix. 
Equation (4.2.8) shows that if we carefully adjust the coordinate system of the 
the covariance matrix V1, we can have the same unit length (1) on every orthogo- 
This also means that eigen- portfolios defined by nal direction defined by 
(TjAj 2 
2 (TiAl-1) 
are expected to be orthogonal and have unit return variances under the 
estimated covariance matrix V, . As we want to 
find the largest prediction difference 
under two covariance matrices, these eigen-portfolios form a natural basis for exam- 
ining the second covariance matrixV2- We can find out how these portfolios perform 
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underV2, and we want to find the two portfolios for which the predicted variances 
are as different as possible under the two covariance matrices. 
Equation (4.2.5) defines the new covariance matrix V underV2 of the scaled 
eigen- portfolios which are orthogonal and have unit variance under V1. To find the 
portfolio with the largest possible variance underV2 that has unit variance under 
V1, we would solve the following problem: 
max xVx S-t. xIx 
x 
which is equivalent to finding the eigenvalues and eigenvectors of V, since the first 
order condition of the above problem is simply (V - AI)x = 0. 
1f we do the eigen-decom position on V and find its largest and smallest eigenvalues 
of A ..... and A,,, i,, then these two eigenvalues represent the most extreme portfolio 
variances underV2 relative to those under V1, as indicated in Equation (4.2.6). 
Finally, we prove that our portfolio-based eigen-distance d (V,, V2) satisfies all 
four required conditions as a proper distance function. It is important to note that 
if one matrix is a scalar multiple of the other so V, = W2, then d(V,, V2)= 0. To 
strictly satisfy the requirements of a distance norm we should therefore only regard 
V, andV2 as equivalent if no such scalar exists. It is a proper distance norm for 
correlation matrices, or matrices which are normalized in any way, for example, scaled 
to provide the same variance for all equally weighted portfolios. The detailed proof 
is shown in Appendix C. 
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This completes the proof of Theorem 4.2.1. 
Corollary 4.2.1. In terms of the original assets, the two eigen-portfolios x and y 
that have the most different return variances under two covariance matrices VjL and 
V2, have weights equal to the following: 
2 (TiA-11 ) tmax (4.2.9) 
y 
(TIA, 2 1) tmin (4.2.10) 
x Zs predicted to have unit varzance under V, but the largest variance Amax under 
V2; and y ZS predicted to have unit variance under V, but the smallest varZance A j, 
underV2- t, a., and t,,, in are the correspondmy eigenvectors of the largest eigenvalue 
(A, n,, ) and the smallest eigenvalue 
(Amin) Of V- 
Corollary 4.2.1. provides a useful guide to identify two extreme portfolios that 
have the most different return variances under two covariance matrices. 
4.2.3 Interpretation 
We know that in geometry, eigenvectors define the orthogonal directions in space and 
eigenvalues measure the length on these orthogonal directions. A complete eigen de- 
composition on covariance matrix V1, as shown by Equation (4.2.8), indicates that 
-1), in the eigen-space defined by the adjusted eigenvectors 
( TlAl 2 the covariance 
rnýitrix V, ha-s unit length in all orthogonal directions. V can be viewed as a trans- 
formed covýiriiince matrixV2 under the same adjusted eigen space, where V, has 
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the unit length for all coordinates. Under this new eigen space, V2 has the largest 
and smallest lengths, A,,,,,, and A,, i,,, of all orthogonal directions and x and y show 
the corresponding coordinates. Therefore, in addition to measure the biggest differ- 
ences of one covariance matrix from the other in terms of the most different portfolio 
variance predictions under the two covariance matrices, our proposed eigen-distance 
d (V,, V2) can also be viewed as a simple measure of the geometric difference of 
two matrices in terms of their most different lengths of all directions under the same 
coordinate system. 
Having explained its interpretation, our proposed eigen-distance d 
(V,, V2) can be 
used as a single measure that has a sound statistical and economic basis to compare 
two covariance matrices. This will eliminate the problem of having different results 
when the statistical and economic tests are used separately. 
We have mentioned earlier that our eigen-distance can be used to measure the 
difference of any two covariance matrices. If we measure the difference between one 
estimated covariance matrix and the actual ex-post covariance matrix, then the larger 
the eigen-distance, the more different is the estimated covariance matrix from the 
actual covariance matrix. Naturally, if we compare the eigen-distances of different 
estimated covariance matrices to the actual covariance matrix, then the estimated 
covariance matrices with smaller eigen-distances are closer to the actual covariance 
matrix, and vice versa. 
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In summary, the eigen-distance measure that we have introduced has the follow- 
ing desirable properties. It provides more information than does the MVP test. It 
can assess the risk systems as a whole where any portfolio (not only any absolute 
portfolios but also any tracking error portfolios) can be measured. It has the nice 
interpretation of the maximum error possible in measuring portfolio risks. Using it 
as a single measure, we can eliminate the potential conflicting results when the two 
measures (i. e., RMSE and MVP) are conducted separately. It therefore provides more 
useful information than these most commonly used comparison criteria in the exist- 
ing literature. Finally, it is operational and can be easily applied to portfolios with a 
reasonably large number of stocks. 
This eigen-distance measure also has its limitations. As we have shown that since 
the weights of the portfolio do not sum up to I (but the square of the weights sum 
up to 1), we cannot interpret the portfolio variance as the variance of the percentage 
returns obtained by holding a portfolio. In addition, technically the eigen-distance 
is a proper distance measure for the correlation matrices and normalized covariance 
matrices. It regards two covariance matrices as close even though they may differ 
substantially in scale. Theoretically, it could be problematic but empirically, this 
would not be much of a problem since almost all covariance estimators give similar 
estimations. 
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4.3 Simulations 
To examine the performance of our proposed portfolio-based eigen-distýince., we need 
to study its sampling properties. We employ a simulation method to do so as it 
appears to be difficult to obtain the results we are interested in analytically. Our 
objective is to examine whether the results obtained using various samples from ýi 
dataset of known statistical properties are consistent. 
It is important to choose appropriate parameters so that the simulation results 
can represent as many properties of the empirical data as possible. On the other 
hand, the historical covariance matrix contains errors that need to be adjusted for. 
Therefore our desired simulation world is based on historical returns but at the same 
time makes variance adjustments for the effects of sampling variation. We use an 
adjusted empirical covariance matrix as the tr-ae covariance matrix. This adjusted 
empirical covariance matrix is constructed by adjusting the eigenvalues of two covarl- 
ance matrices assuming eigenvectors are stable. 
We then simulate artificial returns by decomposing this true covariance matrix 
using a N-variate factor model and use the simulated return data to construct esti- 
mated covariance matrices according to different covariance estimators. We compare 
these estimated covariance matrices with both the true covariance matrix and an 
ex-post sample of the true covariance matrix and analyze the comparison results. 
In the remaining of this section, we first describe how we obtain our assumed true 
69 
covariance matrix. We then show how to decompose this true covariance matrix to 
generate the artificial return data. 
4.3.1 Specifying a true covariance structure 
To run our simulation, we have to choose a true covariance matrix to simulate from. 
We construct this true covariance matrix by taking a historical covariance matrix and 
adjusting its eigenvalues to reduce the sampling variation. Yazici (1996) finds this 
kind of adjusted covariance matrix has most empirical properties of financial returns 
and at the same time contains considerably less amount of noises than the covariance 
matrices estimated using other methods. 
The empirical data used to construct the historical sample covariance matrix in- 
clude two three-year successive sub-sample periods of 01-1988-12.1990 and 01.1991- 
12.1993, for 78 NYSE 100 Composite Index component stocks. We first work out 
the sample covariance matrices for the two sub-sample periods as C, andC2 - We 
decompose C, to find its eigenvalues A, and eigenvectors TI: 
C, = TjAjTj (4.3.1) 
Assuming the eigenvectors are stable, 5 we adjust the eigenvalue matrix A, over 
the second sub-sample period as the following: 
T'lC2T, -A (4.3.2) 
5We have checked the Pearson Rank Correlation of the two eigenvalue series from the adjacent 
covariance imitrices is 99.46/X, which indicates that, the principal components are remarkably stable. 
i. e., , ve can assume that the eigenvectors are stable. 
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This process can also be regarded as calculating the variance of the eigen-portfolios 
in the second sub-sample period. As eigen- portfolios are orthogonal to each other, A 
should be a diagonal matrix. ' We therefore construct a new matrix A* by keeping the 
diagonals and discarding the off-diagonals of A. We call A* the adjusted eigenvalue 
matrix and it has the following form: 
A, 0 ... 0 
0 A2 ... 0 A 
00... An 
Finally, the adjusted covariance matrix Ct,,,,., which we regard as the true covari- 
ance matrix, is obtained as: 
Ctrue= T, A*Tl (4.3.3) 
The method we use here belongs to a family of well-known statistical techniques to 
improve the estimation of a sample covariance matrix called the eigenvalue shnnkage 
method. We will discuss and develop this kind of covariance estimator in more detail 
in Chapter 6. 
Table 4.1 reports the ten largest and ten smallest unadjusted and adjusted eigen- 
values, the percentage return variances they explain, and the percentage adjustment 
both in terms of the eigenvalues and their explained return variances. We can see that 
unadjusted eigenvalues have a much larger dispersion than the adjusted eigenvalues. 
'We hax, e tested the off-diagonal values of A using the Fisher Z transformation and t-t(, st and 
found they iii-c all statistically insignificant from zeros. Hence these off-diagonals represent noises 
and discarding them should not affect the properties of A. 
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Table 4.1: Summary of unadjusted and adjusted eigenvalues This table 
presents the unadjusted and adjusted eigenvalues., the percentage of return variances 
explained by the eigenvalues and the percentage adjustment of the adjusted over un- 
adjusted eigenvalues. Panel A presents the results of the 10 largest eigenvalues and 
Panel B reports those of the 10 smallest eigenvalues. The sample periods used are 
from 01.1988 to 12.1990 and from 01.1991 to 12.1993. 
Eigenvalues %variance explained 
rank unadjusted adjusted %adjustment unadjusted adjusted %adjustment 
Panel A. largest 10 eigenvalues 
1 405.4100 297.3300 -26-6600 34.4220 25.4660 -26-0170 
2 96.8630 64.2630 -33-6560 8.2242 5.5041 -33.0740 
3 56.9780 48.4580 -14-9520 4.8377 4.1505 -14.2070 
4 44.6890 34-5400 -22.7100 3.7943 2.9584 -22-0330 
5 37-6400 29.3040 -22.1470 3.1958 2.5099 -21.4640 
6 33.3040 21-8340 -34.4410 2.8277 1.8701 -33-8660 
7 31.0160 38.4170 23.8610 2.6334 3.2904 24.9470 
8 28.6600 15.4400 -46.1280 2.4334 1.3224 -45-6550 
9 25-6810 16.8300 -34.4660 2.1805 1.4415 -33-8910 
10 23.7990 21.4250 -9.9749 2.0207 1.8351 -9-1854 
Panel B. smallest 10 eigenvalues 
69 0.9521 6.7048 604.2000 0.0808 0.5743 610-3700 
70 0.9066 4.5512 401.9800 0.0770 0.3898 406.3800 
71 0.8223 6.4967 690-1100 0.0698 0.5564 697-0400 
72 0.7884 4.1293 423.7600 0.0669 0.3537 428.3500 
73 0.6446 4.7490 636.7900 0.0547 0.4068 643.2500 
74 0.6081 5.0082 723.6200 0.0516 0.4290 730-8400 
75 0.5580 3.8979 598.5400 0.0474 0.3339 604.6700 
76 0.5030 4.6845 831.2400 0.0427 0.4012 839.4000 
77 0.4414 4.3779 891.7600 0.0375 0.3750 900.4600 
78 0.3794 6.1770 1528-0000 0.0322 0.5291 1542,2000 
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unadjusted and adjusted log eigenvalues 
0 10 20 30 40 50 60 70 80 
rank of eigenvalues 
Figure 4.1: Unadjusted and adjusted log eigenvalues This figure plots the log 
values of the unadjusted and corresponding adjusted eigenvalues. The unadjusted 
eigenvalues are sorted from the largest to the smallest. The horizontal axis is the 
rank of the eigenvalues and the vertical axis is the log value of the eigenvalues. 
The adjustment basically pulls the large eigenvalues and small eigenvalues towards 
each other. If we expect the population of all eigenvalues to have the same distribu- 
tion, then the adjustment shows that bigger eigenvalues have positive measurement 
errors and smaller eigenvalues have negative measurement errors. Figure 4.1 plots 
the 78 unadjusted and adjusted log eigenvalues and visually confirms the effect of the 
adjustment. 
The third colunin in Table 4.1 (percentage adjustment in terms of the change in 
the eigenvalues) also shows that smaller eigenvalues are adjusted upwards by bigger 
amounts than those of the larger eigenvalues that are adjusted downwards. The av- 
erage downwards adjustment for the ten largest eigenvalues is about 20% while the 
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average upwards adjustment for the ten smallest eigenvalues is over 700%. Similar re- 
sults are also observed in column six in Table 4.1 for the percentage adjustment of the 
explained variances. This amount of adjustments indicates the size of sampling vari- 
ation in the unadjusted sample covariance matrix, which is undesirable for predicting 
the future covariance matrix. By adjusting the sample covariance matrices through 
their eigenvalues, we remove some large and potentially dangerous biases. We expect 
the adjusted covariance matrix to be closer to the correct covariance structure. 
4.3.2 Simulating returns from a true covariance matrix 
To simulate returns that satisfy the properties of the assumed true covariance matrix 
Ctrue 
i we need to find the return matrix' R such that R'R =Ctrue -It is important 
to emphasize that the choice of R is not unique. There are different methods to 
decompose Ct,,,,. that will result in different R's 8. We use a simple N-variate factor 
model to decompose the covariance matrix. These N factors are defined to be orthog- 
onal and multivariate normally distributed with zero expected returns and variances 
equal to the eigenvalues of the tT-ue covariance matrix Ctruie. The loadings for the 
'R can also be regarded as a factor loading matrix, if we generate returns as r= R'u, where 
u- N(O, 1). In this case, E[rr'] = R'E[uu']R = RIR = R'R. 
8Two most popular methods for decomposing a covariance matrix are the Cholesky decomposition 
and the singular value decomposition (SVD). One important difference between the two is that the 
Cholesky algorithm fails to provide a decomposition when the covariance matrix is not positive 
definite, while we can always find the SVD of a matrix. A non-positive definite covariance matrix 
corresponds to a situat, ion where at least one of the risk factors is redundant, meaning that we can 
reproduce the redundant risk factor as a linear combination of other risk factors. 
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factors are defined as the corresponding eigenvectors. So for any k th factor, 
fk ocN(O, A*), k=l,... N k (4-3.4) 
where A* is the k 
th 
eigenvalue of Ct,,,,,. The loading for the 0 factor on each stock k 
il bk, i, equals 
bk, i : -- ti, k (4.3-5) 
whereti, k corresponds to the element of the i" row and k th column of the eigenvector 
matrix. The return of stock i, ri, equals 
N 
ri 
E ti, kfk 
k=l 
(4-3-6) 
Since we have assumed that the covariance matrix is non-singular, all its eigenval- 
ues and eigenvectors are distinct and linearly independent. Our factorizing method 
makes sure that all factors are orthogonal to each other and all returns are explained 
by the N factors. The factor structure also makes it easier to separate the sources of 
returns. 
We simulate T time series observations for each stock, so we have aTxN return 
matrix' R, which equals 
R= (T1F)' (4-3-7) 
where F is aNxT matrix containing the time series of returns for the A' factors, and 
9The return matrix R is forined to be consistent with its previous definition as aTxN matrix. 
Table 4-2: Descriptive statistics of empirical sample and simulation returns 
This table reports the mean, standard deviation, average covariance and correlation 
of the two empirical sample periods that we use to construct our true covariance 
matrix as well as a snapshot of the average of a 1,000 simulations of three different 
time-series horizons with 200,600 and 1,000 weeks observations respectively. 
Mean Stclev Covariance Correlation 
Sub-samplel 0.2359 3.7114 4.6420 0.3545 
Sub-sample2 0.3332 3.7078 3.4136 0.2465 
Entire sample 0.2847 3.7204 4.0146 0.2972 
Simulation T200 -0.0133 3.7833 3.3172 0.2312 
Simulation T600 -0-0122 3.7897 3.3574 0.2338 
Simulation TIOOO -0.0074 3.7917 3.3526 0.2334 
T, is aNxN eigenvector matrix containing the factor loadings for the N factors: 
fl'i fl, T tl, l tl, N 
f2 f2,1 f2, T t2,1 t2, N 
F [tli t21 
... I 
tNI 
LfNJ 
VNJ fN, Tj LtN, l tN, Nj 
We can verify that the simulated returns have the same expected covariance struc- 
ture as that of the tT-ae covariance matrix Ctruei aS 
cov(R) = R'R = T, FF'T, = T, A*Tl= 
Ctrue (4-3-8) 
As for the market return, we simulate it as an equally weighted average of the 
simulated returns of the stocks in the sample. 
Table 4.2 reports the summary statistics of our simulated data as well as those 
of the empirical samples that we use to construct our true covariance matrix. We 
can see that the standard deviations, covariances and correlations of the s1mulated 
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returns over different lengths of time series are consistent and close to those of the 
empirical samples. The average simulated returns are however different from the 
empirical samples and are close to zeros. This is because we assume the returns are 
generated from the factors with zero mean returns. 
4.4 Sampling properties of the new measure 
In this section, we present the simulation evidence of the performance of our proposed 
portfolio-based eigen-distance. We compare it with the RXISE measure in terms of 
its ability to select a superior covariance estimator. " We use three covariance esti- 
mators, namely the sample historical covariance matrix, the single-index unadjusted 
covariance estimator and the single-index Blume adjusted betas covariance estimator, 
to provide a simple but powerful illustration on the relative performance of our eigen- 
distance measure over the RMSE. These three estimators are selected because our 
empirical studies in Chapter 3 find that the sample historical covariance matrix per- 
forms badly under both the RMSE and MVP test, while the single-index estimators 
perform much worse under the MVP test than the RMSE. 
"As our eigen-distance measure is designed to be more powerful than the MVP test, we basically 
replace the MVP test with the eigen-distance measure and compare its results with the RNTSE. 
Table 4-3: D-ue versus average estimated covariances This table presents the 
average and standard deviation of the simulated covariances of three covariance es- 
timators over 100 times simulations, when the lengths of the estimation window (T) 
are 200,600 and 1,000 weeks respectively. The results of those of the true covariance 
matrix and the ex-post covariance matrix are also reported. The difference between 
the true covariance matrix and the ex-post covariance matrix is that the true covari- 
ance matrix does not contain any noise while the ex-post covariance matrix contains 
noises due to the finite-length of the time-series. 
T= 
Average 
200 
Stdev 
T= 
Average 
600 
Stdev 
T=11000 
Average Stdev 
true 3.3580 1.6333 3.3580 1.6333 3.3580 1.6333 
ex-post 3.3172 1.9211 3.3574 1.7303 3.3526 1.6921 
Historical (H) 3.2864 1.9071 3.3833 1.7439 3.3734 1.7020 
Single-index (S) 3.4309 1.5355 3.5284 1.4783 3.5184 1.4595 
Single-Blume (B) 3.4320 1.2950 3.5288 1.3884 3.5186 1.4062 
4.4.1 Simulation results 
Table 4.3 reports the mean and the standard deviation of the pair-wise covariances" 
(average of 100 simulations) of the three covariance estimators and an ex-post sample 
of the true covariance matrix, as well as those of the true covariance matrix. 
We find that the difference between the average covariances estimated using the 
single-index estimator and the single-index Blume estimator is not as big as we find 
in the empirical studies in Chapter 3. This shows that the Blume adjustment works 
better in the simulation experiment as there is no spurious trend in the estimated 
betas for the Blume method to pick up during the beta adjustment process. 
"NVC do not compare the variance estimation performance because all three covariance estimators 
produce the same estimated variances. The results of the estimated correlation coefficients are 
similar to those of the estimated covariances, therefore for the brevity of reporting, they are not 
reported either. 
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Table 4.4 reports the eigen-distance and RMSE results of the three covariance 
estimators in terms of the comparison with both the true covariance matrix and an 
ex-post sample of the true covariance matrix, averaged over 100 simulations. Also 
reported are the pair-wise differences of the eigen-distance and RMSE results for the 
three estimators. The t-statistics of these differences are reported and the significance 
is indicated at a 95 percent confidence level. 
We can see that our eigen-distance is a consistent and powerful measure to differ- 
entiate the sample covariance matrix and the single index estimators, even in small 
samples. For example, the difference of the sample covariance matrix and the single 
index unadjusted estimator (H-S) has a t-statistic of 55.5 when they are compared 
against the true covariance matrix with T=200 weeks. 
The eigen-distance is also more powerful than the RMSE. The t-statistics of the 
eigen-distance differences are always more significant than those of the corresponding 
RMSE differences. In addition, while the eigen-distance differences can differentiate 
two estimators with statistical significance, the RMSE differences cannot. For exam- 
ple, the t-statistic of the RMSE difference of (H-S) is 0.13 when compared against 
the true covariance matrix and T=200 weeks, while we have discussed earlier that 
the corresponding t-statistic for the eigen-distance difference is 55.5. 
Given that the amount of most empirical financial observations is often small 
(and the possibility of a structural change also makes the useful data for estimation 
so 
shorter even when we have a large amount of time series data), the power of the 
eigen-distance to choose a relatively superior covariance estimator with small aniount 
of data is particularly useful. 
However, we also find that the eigen-distance measure is not very well suited to 
differentiate two covariance estimators that are relatively close together. In this case, 
the single index estimator and the single index Blume estimator are not found to be 
statistically different. In other words, we need to find a more powerful measure to 
differentiate these covariance estimators. We study such a measure in Chapter 5. 
In terms of the sampling properties of the relative performance of the different 
covariance estimators, we find the performance of the sample historical covariance 
matrix increases with the time series observations more than the other two single- 
index estimators, under both the RMSE and eigen-distance measures. For example, 
the eigen-distances against the true covariance matrix for the historical estimator 
decrease from 2.8355 to 1.1097 when T increases from 200 to 1000, while the corre- 
sponding values for the single-index estimator (B) decrease from 2.2907 to 2.2503. In 
addition, when T: ----200, the differences of both the RMSE results and eigen-distance 
results show that the single-index estimator performs better than the sample histor- 
ical covariance matrix (for example under RTNISE (H-B)=0.0007). But the opposite 
is true when the time series observations increase to 600 weeks and 1.000 weeks ((H- 
B)=-0.2906 and -0-3884). This shows that when the covariance structure is constant, 
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the more data we have (or the smaller the NIT ratio, as N is fixed to 78 in this case), 
the better the sample historical covariance matrix estimates the covariance matrix. 
However, when the data is limited (or NIT is large), there are benefits to use simpler 
single-index estimators. 
Finally, we find that although the absolute values of both the eigen-distance and 
RMSE of the estimators are bigger when they are compared to the ex-post covariance 
matrix than when they are compared to the true covariance matrix, their pair-wise 
differences are smaller. For example, the eigen-distances of H with the true covariance 
matrix and with the ex-post covariance matrix when T=200 equal 2.8355 and 4.1608 
respectively; and those of S equal 2.2907 and 3.6823. The corresponding differences 
between H and S however, equal 0.5448 and 0.4785. This indicates that due to the 
sampling variation in the ex-post covariance matrix, it makes the estimation more 
difficult to all estimators, which leads to relatively smaller differences among their 
performances. 
4.4.2 Robustness check with increasing lengths of estimation 
window 
In this section, we check the robustness of the performance of the eigen-distance and 
RAISE with different lengths of the estimation window. ý, N, e plot in Figure 4.2 the pair- 
wise differences of the eigen-distance and RMSE of the three covariance estimators 
when the time series observations in the sample increase from 100 weeks to 1,000 
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weeks, and we examine the comparisons with both the true covariance matrix and 
the ex-post covariance matrix. 
We can see from Figure 4.2 that the patterns of the pair-wise differences of the 
eigen-distance results are similar to those of the RMSE results. All three pair-wise 
differences are positive when the time series observations are small and negative when 
the time series observations are large. The differences decrease monotonically, indi- 
cating that the performance of the historical covariance matrix improves more than 
the single-index estimators do when the length of the estimation window increases. 
We find that while the patterns of the results obtained under the RMSE and eigen- 
distance measure are similar, the cross over points where the relative performance of 
the sample covariance matrix and the single index estimators reverses are different. 
For the eigen-distance measure, this happens when T=300 weeks. While for the 
RMSE, it happens around T=200 weeks. 
We also find that the differences of the RMSE and eigen-distance between the 
single-index estimator and the single-index Blume estimator are close to zero, and do 
not vary much with different lengths of the estimation window. 
In addition, we find that the pair-wise differences of both RMSE and eigen-distance 
are smaller when the RMSE and eigen-distance are measured against the ex-post 
covariance matrix than against the true covariance matrix itself. This is shown by 
the smaller ranges of plots of the Figure B and D as compared to the Figure A and 
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Figure 4.2: Differences of eigen-distance and RMSE with increasing esti- 
mation windows This figure shows the differences of the eigen-distance and RMSE 
results of three covariance estimators when the estimation windows increase from 100 
weeks to 1,000 weeks. Figure A and B (C and D) plot the eigen-distance (RMSE) re- 
sults when compared with the true covariance matrix and with the ex-post covariance 
inatrix respectively. (H - S) represents the difference between the sample historical 
covaruance matrix and the single-index covariance estimator, (H - B) represents the 
difference between the sample historical covariance matrix and the single-index model 
with Blume -, idj usted betas covariance estimator, and (S - B) represents the difference 
between the single-index estimator and the single-index model with Blume adjusted 
betas estimator. The horizontal axis is the length of the estimation window in weeks 
and the vertical axis is the differences of the RNISE or eigen-distance results. 
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C. 
In summary, the simulation results show that our proposed new eigen-distance 
measure is robust and powerful to distinguish covariance estimators, especially when 
the amount of sample time series observations is small. This is very helpful as in 
practice the time series data available for forecasting is usually limited. 
4.5 Conclusion 
In this chapter, we propose a portfolio distance measure based on eigen-decomposition 
to compare two covariance estimators in terms of the biggest differences of the port- 
folio variances they predict. We show that this innovative eigen-distance measure is 
more useful than the MVP test and is suitable for applying to a risk measurement 
system as a whole, where any kind of portfolios may need to be measured. Our 
simulation results show that it is a robust and powerful measure to distinguish two 
covariance estimators even in small samples, which is very useful for the empirical 
comparison of covariance estimators in practice. 
However, the eigen-distance measure is not very well suited to choose refinements 
to a particular estimation method. This is the main topic of the next chapter. 
Chapter 5 
new measure to assess 
refinements to risk models 
5.1 Introduction 
In Chapter 4, we have proposed a portfolio-based eigen-distance measure to compare 
two covariance matrices based on the biggest differences of the portfolio variances they 
predict. Our simulation results confirm that it is a useful distance measure. However, 
it is not suitable to differentiate refinements to a particular covariance estimator. 
This chapter introduces a new measure, 0., to determine which one out of two esti- 
mated covariance matrices is closer to the observed covariance matrix. It is important 
in refining a covariance estimator that we know whether the refinement works. More 
specifically. we can find out if the refined covariance matrix is closer to the observed 
covariance matrix than is the original covariance matrix. 0 is designed to measure 
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how much two estimated covariance matrices differ and whether one is a clear im- 
provement of the other. 
We are particularly interested in a modest refinement, which results in a similar 
covariance estimator to the original one. We want to find out if the refinement is able 
to lead to a big improvement on the estimation of a covariance matrix in terms of 
predicting the extreme portfolio variances. 
Suppose A is the original estimated covariance matrix and B is similar to A but 
incorporates a modest refinement (A and B are therefore relatively close together). 
To differentiate A and B from the observed covariance matrix C, we focus on the 
performance of the x and y portfolios that are predicted to have the most different 
variances under A and B, which is the essential difference of A and B. ' 
We prove that if A (B) captures the true covariance structure, then 0' (A, B) 
is expected to be close to 0 (1). However, if neither A nor B is close to the true 
covariance matrix, then OC(A, B) is less certain and may be biased although still 
appear useful under plausible simulation assumptions. 2 
1x is predicted to be riskier under A than B, and y is predicted to be safer under A than B 
(similar definitions of x and y as in Chapter 4). 
'The situation is similar to the specification problem in the OLS estimation. Suppose the true 
model for a stock return is 
r =a+ b1f, + 
b2 f2+ b3f3 +U (5.1.1) 
and we have two alternative factor models where 
TA =a+ bif, +u 
rB =a+ bif, + 
b2f2 +U 
We know that becwise of the specification problem the OLS estimation of b2 is biased unless f, and 
f2 are uncorrelated (Theil (1971), Giliberto (1985)). 
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The rest of this chapter is organized as the following. Section 5.2 defines the new 
0 measure and derives its analytical properties. Section 5.3 specifies the simulations. 
Section 5.4 reports the simulation results of O's sampling properties. Section 5.5 
concludes - 
5.2 Anew 0 measure 
Assumption 5.2.1. We assume stock returns are multivariate normal wZth zero 
means. 
This assumption makes sure that the returns of any portfolio are normally dis- 
tributed with zero means. The variances of these portfolios therefore have a chi-square 
distribution. 
Definition 5.2.1. We define 
Oc (A, B) = 
log 
(xAx) 
_ log 
(xCx) 
Y'Ay Y, cy (5.2.1) 
log 
(x'Ax) 
_ log 
(x'Bx) 
Y'Ay Y'By 
where A and B are two forecasts of the true covarzance matnx that are relahvely close 
to each other, and C is an observed ex-post sample from the true covanance matrix. 
x and y are two extreme poTtfolzos defined as: 
Arg max 
xAx (5.2.2) 
x x'Bx 
y= Arg min 
Y/Ay (5.2.3) 
y yBy 
,, ýo that. r has more risk under 
A than B, and y has more risk under B than A. 
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From Equations (5.2.2) and (5.2.3), we know that 
x'Ax x Bx 
y'Ay 
> 
y/By 
(0.2.4) 
We also assume that the ratio of the two extreme portfolios under the ex-post matrix 
C lies between those of the two forecasted covariance matrices, i. e., 
x'Ax > x'Cx x'Bx 
ylAy - y'Cy y'By 
Or, 
(5.2-5) 
log xI 
Ax 
> log xI 
Cx 
ý: log x/ 
Bx 
(5.2-6) 
(y 
Ay) - 
(Y 
Cy) 
(y 
By) 
since all portfolio variances are positive. We can see from Equation (5.2.6) that if A 
is close to C1 0' (A, B) will be close to zero, and if B is close to C, OC (A, B) will 
be close to one. This behavior receives at least some degree of confirmation from the 
following theorem. 
Theorem 5.2.1.0' (A, B) measures which one of A and B is preferred when we 
observe C. It has the following properties: 
I. If returns are zero means and multivari'ate normally drawn from A (so C is a 
random sample of A), then E[O'(A, B)] = 0; and 
If returns are --cro means and multivariate normally drawn 
from B (so C is a 
random sample of B), then E[Oc (A, B)] = 1. 
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Proof of Theorem 5.2.1. 
Equation (5.2.1) defines Oc (A, B) to measure the closeness from A to C. 1f we define 
a new measure OC (A, B) to measure the closeness from B to C. i. e., 
Oc (A, B) = 
then, 
log (X 1 
Cx) 
_ log 
(xBx) 
y Cy y'By 
x' Ax 
( 
x'Bx 
) 
y 
log 
( 
ýýA, -) - log y'By 
log (X 1 
Ax) 
-log 
(X 
1 
Cx) 
y Ay y Cy Oc (A, B) + Oc (AIB) = 
log 
(X'AX) 
-log 
(X 
1 
Bx) 
-+ 
y'Ay y By 
(x'Cx) 
_ log 
(xBx) 
log 
y /Cy Y/By 
(5.2-7) 
=I 
log (X 
1 
Ax) 
_ log 
(x 
1 
Bx) 
y Ay y By 
(5.2.8) 
Therefore when 0' (A, B) is equal to 0,0' (A, B) must be equal to 1. Equation 
(5.2.7) can also be written as the following: 
OC (A, B) 
log (Xcx) - log x'Bx y By 
(Y'CY) 
d(A, B) 
(5.2.9) 
where d(A, B) is the portfolio-based eigen-distance of A and B as we have defined in 
log 
( 
xAx log 
(xýBx). 
Chapter 4, i. e., d(A, B) = log miny y/Ay y'Ay y'By 
y'By 
) 
If we assume B captures the true covariance structure and C is a sample of B, then 
both A and B are fixed (so are the x and y portfolios), d(A, B) is a constant and only 
C is a variable. OC(A, B) is affected by the variables in the numerator in Equation 
(5.2.9): the difference of the two logarithm ratios of the portfolio variances, log Cx 
( xx"Bx) 
and log 
(Y'CY) 
- 
If we assume a multivariate normal model with zero means. for any y'By 
fixed vector x s. t. x'Bx >0 
X'cx 2 
x'Bx 
(5.2.10) 
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and similarly, for any fixed vector y s. t. y'By >0 
xyI 
cy 
ylBy 
An 
where n is the degree of freedom for the chi-squared distribution. n also equals the 
number of the weekly time-series observations of the portfolio returns (or the stock 
returns). 3 
We can derive that the expected return and standard deviation of the log chi- 
square distribution are 4 
E (log X2) log(n) n 
S (log X2) 
1 
, r(-- V 
(5.2.12) 
(5.2.13) 
Since log (x'cx) and log are from the same distribution determined by n, x'Bx y By 
(Y'CY) 
we have 
E [OC(A, B)] =0 (5.2.14) 
3This can be easily proved. Since returns of stocks are assumed to be multivariate normal with 
zero means, the return of any portfolio is also normally distributed with zero mean. The variance of 
the portfolio is therefore distributed as a chi-square distribution, and the degree of freedom equals 
the number of portfolio returns (Johnson and Kotz (1972)). Since x'Cx (y'Cy) is the variance of 
portfolio x (y), it follows a chi-squared distribution. 
4 The moment generating function of a log gamma distribution (X) is 
(et "9 x) =E (Xt) = 
F(a 
Except for very small sample sizes, we can use the digamma and trigamma functions to calculate the 
mean and the standard deviation (SD) of the log gamma distribution, which approximately equal 
E (log X) log o 
SD (log X) 
1 
- 
v7a --1 // 2 
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This proves Result 1. According to Equation (5.2.8), we also have 
E [Oc (A, B)] =1 (5.2.15) 
This proves Result 2. 
This completes the proof of Theorem 5.2. L. 
5.3 Simulations 
Theorem 5.2.1. does not provide any indication of the power of 0 to differentiate be- 
tween two covariance matrices. Furthermore, if neither A nor B is the true covariance 
structure, then the 0 measure may be biased. We will use simulations to illustrate 
these two issues. This section describes the specifications for our simulations. 
5.3.1 Specifying two covariance estimators 
We denote the forecasted covariance matrix obtained using the single-index model as 
A and the forecasted covariance matrix obtained using the single-index model with 
Blume adjusted betas as B. As a result, B is similar to A but incorporates some 
refinement - 
We consider two scenarios. The first scenario is to justify the theorem when one 
of A and B is close to the true covariance matrix. The second scenario explores the 
usefulness of 0 when both A and B are a long Nwiy from the true covariance matrix. 
ýV(l study if 0 can better distinguish these two covariance estimators than both the 
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eigen-distance and the RMSE do. 
5.3.2 One estimator captures the true covariance structure 
In this case, we assume that B captures the true covariance structure and C is a 
sample from B. We estimate A and B using the Wednesday to Wednesday weekly 
stock prices of the 78 NYSE US 100 Index component companies from 01.1988 to 
12.1993. The S&P 500 index for the corresponding period is used as the market index. 
The empirical data is divided into two equal length sub-sample periods: 01.1988- 
12.1990 and 01.1991-12.1993. 
C is constructed using the artificial returns generated from B according to the 
decomposition method introduced in Chapter 4. More specifically, we assume the 
returns follow a N-variate factor model, where the ith factor has zero mean and 
variance equal to the ith eigenvalue of the covariance matrix B. The factor loading of 
ith factor on individual stock J* equals the 3. th element of the ith eigenvector matrix 
of the covariance matrix B. We expect 0 to be statistically different from 0 but not 
statistically different from 1.5 
'The opposite is that if A captures the true covariance matrix, then OC (A, B) will be statistically 
close to 0 but different from 1. 
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5.3.3 Neither estimator is close to the true covariance struc- 
ture 
In the second simulation scenario, we assume that neither A nor B is close to the true 
covariance matrix. We assume the true covariance matrix contains a richer structure 
as defined in Chapter 4 (Section 4.3-1). In this case, all A, B and C are constructed 
using the artificial returns simulated from the true covariance matrix: A and B 
are constructed according to the single-index model and the single-index model with 
Blume adjusted betas, and C is a sample of the true covariance matrix. We expect 
0 to be less certain than it is in the first simulation scenario, and may be biased and 
unable to provide the correct signal. We show that 0 may still appear to be useful 
under plausible simulation assumptions. 
In both simulations, we assume the true covariance structure is constant. We vary 
the length of the time-series observations to check the robustness of the results. We 
consider 200,600 and 1000 weeks. We also increase the simulations to 1,000 times 
from 100 times used in Chapter 4 to obtain more significant results. 
5.4 Results 
Table 5.1 reports the average of 1000 simulations of the comparison results of A and B 
against a sample true covariance matrix C for 200,600 and 1000 weeks of time series 
observations respectively. We report four types of results: the RMSE differences, the 
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eigen-distance differences, 0 and the average beta adjustment (b) in the single-index 
model with Blume-adjusted betas. 6 
Panel A of Table 5.1 reports the results when one of the two covariance matrices, 
B, captures the true covariance matrix. The 10th (11th) column reports the statistical 
significance of 0 being different from 0 (1), or if C is significantly different from A 
(B). We find that 0 is statistically significantly different from 0 but not statistically 
significantly different from 1. This shows that C covariance matrix is significantly 
closer to B than to A. For example when T= 200,0 equals 0.9995 and t-statzstic 
against 0 equals 122.11 and t-statistic against 1 equals -0-06. We also find that 
the significance of the t-statistics increases since the standard errors reduce with 
increasing time-series observations. 
In addition, we find that compared to the differences of RMSE and eigen-distance, 
0 results are a lot more significant. For example, when T=200, the t-statistics for the 
differences of the RMSE and eigen-distance equal 30.55 and 21.10 respectively, while 
the t-stattstZc against 0 of 0 equals 122.11. 
6USing the notations in Chapter 3, we have ý3-2, i =a+b, 31, i + ci and OBIumej =a+ b/32, i- b 
measures the amount of unadjusted betas in the adjusted betas. The higher the b, the smaller the 
adjustment is, as the difference between the adjusted and unadjusted betas is smaller. 
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We also find that the average Blume adjustment on betas is fairly small (as b of 0.97 
is quite big), indicating a small difference in the adjusted and unadjusted betas, and 
close covariance estimators for the single-index model and the single-index model with 
the Blume-adjusted betas. Even so, our 0 measure is still able to clearly differentiate 
them, including in a small sample of time-series observations. For example when 
T=200, the average 0 equals 0.9995 with standard deviation equals 0.259 (=0.0082 x 
V-1,000). We know that the sample size of the time-series observations for forecasting 
purposes is usually small. The finding that 0 performs very well in small samples is 
particularly useful. 
Panel B reports the results when neither A nor B is close to a richer true covariance 
structure. Overall, we find that comparison results (0, eigen distance and RMSE) 
regarding the differences of A and B are less significant compared to those under 
Scenario I where B is assumed to capture the true covariance structure. For example, 
the t-statistics for 0 is 11-74 instead of 122-11 for T=200. 
When T=200,0 results still indicate that C is closer to B than to A, but they are 
less certain than those under Scenario 1. For example, the average 0 equals 0.8513 
and is statistically significantly different from both 0 (t-statistics against 0 equals 
11.74) and I (t-statishcs against 1 equals 2.05). 
When the size of sample time-series observations increases, we find that the aver- 
age 0 reduces and the results of its t-statistics against 0 and I reverse, which indicates 
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that C is getting closer to A than to B. More specifically, 0 reduces from 0.8513 to 
0.3075 and 0.2030 when T increases from 200 to 600 and 1000. The correspond- 
ing t-statistics against 0 decrease from 11.74 to 2.20 and 1.85, and the t-statistics 
against I increase from 2.05 to 4.95 and 7.26. These results seem to indicate that the 
Blume adjustment on betas does not work when the neither single-index covariance 
estimators are close to the true covariance matrix, especially when the sample size is 
big. 
In terms of the Blume adjustment on betas, we find that the adjustment is smaller 
when the sample size increases. More specifically, the average adjustments on betas 
for the three samples equal 0.84,0.94 and 0.96 respectively. 7 It shows that when 
the amount of time-series observations increases, there is less difference between A 
and B. Given that we also assume both A and B are a long way from the observed 
covariance matrix C, it is difficult to choose between these two covariance matrices. 
The 0 results may be biased and give the wrong signal. 
Table 5.2 reports the pair-wise eigen-distances of A, B and C, and d(A, B) as a 
fraction of d(A, Q and d(B, Q for both Scenario I and 2. We can see in Scenario 2 
(Panel B) that when the time-series observations increase, d(A, B) (the eigen-distance 
of the two estimated covariance matrices) reduces at a faster rate than both d(A. C) 
and d(B, Q (the eigen-distance of the estimated covariance matrices to the observed 
7 This is expected as the standard error of betýis decreases ýis time-series observations increase 
(Vasicek (1973)). 
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Table 5.2: Relative distances to the ex-post covariance matrix This table 
reports the average pair-wise eigen-distances of A, B and C over 1000 simulations, 
for time-series observations equal 200,600 and 1000 weeks respectively. The number 
in bracket represents the fraction of d(A, B) to d(A, C) and d(B, C) respectively. 
d(A, B) d(A, C) d(A, B) 
(d(A, 
C) d(B, C) 
( d(A, B) 
d(B, C) 
Panel A: Scenario 1. B close to C 
T=200 0.55 2.8335 (0.19) 2.8227 (0-19) 
T-600 0.55 1.4884 (0.37) 1.4558 (0.38) 
T=1,000 0.55 1.1672 (0.47) 1.1069 (0.49) 
Panel B: Scenario 2. neither A nor B close to C 
T=200 0.51 3.6832 (0.14) 3.6843 (0.14) 
T=600 0.20 2.6695 (0-08) 2.6700 (0.08) 
_T=11000 
0.14 2.4908 (0.06) 2.4910 (0.06) 
covariance matrix). As a result, the relative distances of both 
d(A, B) 
and 
d(A, B) 
reduce d(A, C) d(B, C) 
from 0.14 to 0.08 and 0.06. As we find that 0 does not work very well for T=600 and 
1000 in Scenario 2, we suspect that 0 only works for a certain range of the relative 
distance of d(A, B ) and 
d(A, B) 
. According to Table 5.2, it appears that 
d(A, B) 
or 
d(A, B) 
d(A, C) d(B, C) d(A, C) d(B, C) 
needs to be at leat, more than 0.15, in order for 0 to have significant and robust results. 
To summarize, we find that 0 is more powerful than the RMSE and eigen-distance 
measures to differentiate between two covariance matrices when they are relatively 
close together. However, if these matrices are a long way from the true covariance 
structure, the 0 measure (not surprisingly) may give unhelpful signals. 
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5.5 Conclusion 
The general problem we wish to address in this chapter is to differentiate between 
two similar alternative ways of estimating the covariance matrix when we observe a 
sample from the actual covariance matrix. We introduce a0 measure which is more 
powerful than both the RMSE and eigen-distance measures to differentiate these close 
covariance matrices. This 0 measure is very helpful in refining covariance estimators. 
Our simulation results show that the relative power of 0 depends on the sampling 
size as well as the relative closeness of the two matrices and their distances to the 
actual covariance matrix. For two reasonably close covariance matrices, 0 is useful 
even in small samples. When neither of the two covariance matrices is close to the 
true structure, the behavior of 0 becomes less certain (and it may be biased), but still 
appears useful under plausible simulation assumptions. 
Chapter 6 
Improving estimation of the 
00 
covariance matrix of stock returns 
6.1 Introduction 
We know that a large-scale sample covariance matrix based on historical data often 
contains large estimation errors as the amount of time series observations is often not 
big enough compared to the number of parameters required to estimate for the co- 
variance matrix. When we impose more structure on the covariance matrix to reduce 
the amount of parameter estimations (and hence the estimation errors), we also intro- 
duce specification errors as the structural assumptions are usually only approximately 
valid. 
As we have seen in Chapter 2, in recent years, several studies have concentrated on 
obtaining a trade-off between estimation errors and specification errors through linear 
combinations of the sample covariance matrix and the single-index model covariance 
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estimator (or a constant correlation estimator). ' These studies find that taking a 
weighted average of covariance estimators provides a better estimate of the covariance 
matrix than any single estimator. The question is what kind of weighting schemes 
we should apply to the estimators. We first briefly revisit some of the key papers. 
Ledoit and Wolf (2003a) suggest an empirical Bayesian shrinkage approach that 
involves solving a quadratic loss function based on the Frobenius norm to find the 
optimal weights on the sample covariance matrix and the single-index estimator. 
They find that the optimal weight on the single index estimator equals to &* -f (k) 
where h and show that it is a consistent estimator. 2 However, this large sample 
property is found not to be very useful as a large amount of time series observations 
in practice is not realistic. In addition, although the authors prove that ft, ý and ý 
are consistent, their ratio k could still be biased. 
Jagannthan and Ma (2003) examine whether a simple average of the single-index 
estimator and the sample covariance matrix would do equally well since the Ledoit 
and Wolf estimator is a particular weighted average of the two estimators. They find 
that the simple average works as well as the Ledoit and Wolf's shrinkage estimator. 
Recently, Disatnik and Berminga (2005) use empirical data to compare several 
shrinkage estimators and portfolios of estimators (simple average of a number of 
different covariance estimators) under the ex-post global minimum variance portfolio 
'See for cxýimple, Daniels and Kass (2001), Ledoit and Wolf (2003a, 2003b, 2004), Schafer and 
Strinimer (2005), Jagannathan and Ma (2003), Bengtsson and Holst (2002). 
2 See Chapter 3 for a brief review. For details, refer to Ledoit and Wolf (2003a). 
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criterion and find it is impossible to claim any one method to be better than the 
other. They conclude that there is no additional benefit for using more sophisticated 
shrinkage methods than a simpler portfolio of estimators. 
In this chapter, we are interested in improving the best available covariance estima- 
tors. We explore some alternative covariance estimators based on directly shrinking 
the eigenvalues of the sample covariance matrix. We use simulations to compare their 
performances with the Ledoit and Wolf (2003a) estimator and the Jagannathan and 
Ma (2003) estimator using the RMSE and the portfolio-based eigen-distance crite- 
ria. Contrary to the empirical studies, as the true covariance matrix structure is 
exactly known and we can control the amount of time series observations, we can 
compare more precisely the difference of various covariance estimators and the effect 
of different lengths of the sample period on the performance ranking of alternative 
estimators. 
We find that our shrinkage estimators consistently out-perform the Ledoit and 
Wolf (2003a) estimator. They also perform better than the Jagannathan and Ma 
estimator by reasonable amounts with only one exception when the amount of time- 
series data is relatively small, where the Jagannathan and Ma estimator performs 
better than our shrinkage methods. However, even in this case, our shrinkage methods 
are not a lot worse than the Jagannathan and Ma estimator. We also find that the 
choice of comparison criteria affects the relative ranking of the covariance estimators. 
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Our shrinkage methods rank more favorably under the RMSE criterion than under 
the eigen-distance measure, especially for small amount of time-series data. 
The remaining of the chapter is organized as the following. Section 6.2 describes 
our alternative shrinkage estimators Section 6.3 discusses the simulation results. 
Section 6.4 concludes. 
6.2 Improving a sample covariance matrix 
6.2.1 Eigenvalue shrinkage methods 
It is known that the distribution of a sample covariance matrix S of the covariance 
matrix E of a multivariate normal population can be described by a Wishart distribu- 
tion as S- W(E, n), where S= E/n and n is the degree of freedom. The eigenvalues 
of the sample covariance matrix S tend to be much more dispersed than the eigenval- 
ues of the population covariance matrix E, and the excess dispersion equals the error 
of the sample covariance matrix. In other words, the bigger eigenvalues are more 
likely to contain positive measurement errors and the smaller eigenvalues to contain 
negative measurement errors. 
An intuitively appealing approach to improve the sample covariance matrix is to 
shrink the sample eigenvalues towards some central value (Muirhead (1987)). Daniels 
and Kass (2001) provide an extensive review of the empirical Bayesian shrinkage 
estimators (where the empirical data determine the amount of shrinkage) proposed 
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in recent years. They classify these methods into two general approaches. The first 
approach involves shrinking the eigenvalues of the sample covariance matrix and the 
second approach involves shrinking the unstructured estimator (the sample covariance 
matrix) towards a structured estimator (also called a prior or a shrinkage target). The 
Ledoit and Wolf (2003a)'s shrinkage method falls into the second approach, which 
could also be regarded as a more complicated eigenvalue shrinkage method. 
6.2.2 Four simple eigenvalue shrinkage methods 
Several studies have used orthogonally invariant estimators of the form TA* (A) TT 
where T is the matrix of normalized eigenvectors, A is the vector of sample eigenval- 
ues, and A* dzag(A*l Ap*(ý)) , where each Aj* is a real-valued non-negative 3 
function. 3 
In this section, we describe four relatively simple eigenvalue shrinkage methods. 
Our proposed eigenvalue shrinkage methods impose minimum structure assumptions 
during the adjustment process, in order to reduce the potential specification errors 
introduced while trying to improve the sample eigenvalues. The four methods are 
described in the order of increasing technical complexity. 
The first method, Eigenvalue adjustment (V for short), assumes orthogonality 
of eigenvectors and uses the eigenvalues of one sample covariance matrix to adjust 
'Sce for example, Stein (1975), Haff (1980,1991) Dey and Srinivasan (1985), and Yang and 
Berger (1994). 
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the eigenvalues of a sample covariance matrix obtained from a prior sample period. 
This method is inspired by the Blume's (1971) linear adjustment on the estimates of 
betas of the single-index model, as the estimated sample eigenvalues behave like the 
estimated sample betas, in that the higher eigenvalues have positive measurement 
errors and the lower eigenvalues have negative measurement errors. This method 
has appeared earlier in the thesis to construct the true covariance matrix for our 
simulation in Chapter 4. More specifically, we first obtain two covariance matrices 
for two successive sample periods C, andC2- We calculate the eigenvalue matrix 
A, and eigenvector matrix T, of C, using eigen-decomposition C, = T, A, Tl. We 
then adjust the eigenvalues using T, 
C2T, 
=A and form a new diagonal eigenvalue 
matrix A* by keeping only the diagonal values of A. The adjusted covariance matrix 
is then constructed as 4 
Cv = T, A*Tl (6.2.1) 
Our second method, Smoothed-eigenvalues (SV for short), smoothes the adjusted 
eigenvalues A* produced by the Eigenvalue adjustment estimator using a cubic spline 
smoothing method, and uses the smoothed eigenvalue matrix A* to construct smoothed 
the covariance estimation. 
CSv -- T, A* T' smoothed I (6.2.2) 
We find that t he first few eigenvalues are always a lot larger than the remaining 
'For details refer to Chapter 4. 
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eigenvalues. ' We learn from random matrix theory that these eigenvalues are likely 
to contain real information regarding the structure of the covariance matrix. ýN, e 
therefore do not smooth them. As a smoothing rule, we spare the first five adjusted 
eigenvalues and smooth the remaining adjusted eigenvalues. We also specify the 
smoothing parameter to be 0.01 so that we have a relatively smoothed plot of the 
high order adjusted eigenvalues (not reported). 6 
The third method, Smoothed-log-eigenvalues (SVIog for short), is similar to the SV 
method except that we smooth the high order log-eigenvalues instead of the absolute 
eigenvalues themselves. The intension is to reduce the contribution from the noisy 
part of the covariance matrix. 
The fourth method, Eigenvalue adjustment with Blume- adjusted- eigenvector (TV 
for short), adjusts the first eigenvector (tl,, ) in addition to adjusting the eigenvalues. 
The adjusted covariance matrix is obtained as 
CTV= TTvA*T' TV (6.2.3) 
where TTV ': --:: 
[tl, 
BlumeJl, ii ... 
tl, N] and tl, i is the Ith (z E [2, N]) eigenvector of the 
eigenvector matrix T1. tl, Blume is the Blume-adjusted first eigenvector. As the first 
eigenvector is similar to the loadings on the market factor (or betas), and it is well 
'An example of this is illustrated by the results reported in Table 4.1 in Chapter 4. 
6 The cubic spline smoothing requires balancing two opposing criteria (1) the spline must come 
reasonably close to the data; and (2) the spline must also have low curvature. We use the 'matlab 
'r _Y, 
]2+(I_P), f 1XII12 
cubic spline smoothing where the smoothing spline minimizes p* 'I' ý' ý6 
[Xi dx, x" 
being the second derivatives of x. p is the smoothing parameter and determines the relative weight 
on the contradictory requirements. p is between 0 and 1: p=0 produces a least square straight line 
fit to the data, while p=I produces a cubic spline interpolant. 
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known that the Blume adjustment helps reduce the biases of betas in the single-index 
model, we apply a similar Blume adjustment on the first eigenvector. 
The reason for adjusting only the first eigenvector is that t1,1 is the only eigenvec- 
tor whose mean is clearly different from zero. Therefore, adjusting the elements of the 
first eigenvector towards their mean will have a different effect from adjusting the cor- 
responding eigenvalue. On the other hand, the higher order eigenvectors have means 
more close to zeros, in which case adjusting their elements towards zeros has the same 
effect as adjusting their corresponding eigenvalues. Since we have already adjusted 
the eigenvalues, we do not need to adjust the elements of high order eigenvectors. 
To carry out the Blume adjustment, we need to find the principal eigenvectors for 
two successive sample periods. If we define R,,,,, and b, as a scalar multiple of the 
market return and the stock betas, 7 we have R,,,,, Rltl, l and (Vj - A, I)tl, l = 0, 
therefore bi - 
cov(Rl, R,,, l) _ 
R, Rltl, l V'tl" 
var(R,,, ) tj 1 t" Vltl, l ,, 
R'Rltl, l 11 
tl,,, where R, and V, are the 
return matrix and the covariance matrix for the first sample period respectively. If 
we have the covariance matrix for the second sample period, V2, betas for the second 
sample period can be obtained using 
b2 
- t, 
V2tl, l 
- We then apply the standard 
1, lV2tl, 
l 
Blume adjustment method on the betas, i. e., 
b2, 
j =a+ bt,,, bl, j + ej (6.2.4) 
tl, Blumej =a+ bt,,, 
b2, j (6.2-5) 
'Because I but Y: t1ji : yý 1, therefore Rltl, l is not exactly the market return. 
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where 3 denotes the 3*th stock (j C [1, N]), and bt,,, indicates the amount of unadjusted 
eigenvector in the adjusted eigenvector. 
6.3 Results 
Table 6.1 - Table 6.6 report the average of 100 simulations 8 of the RMSE and eigen- 
distances (in Panel As) and the pair-wise differences of the covariance estimators 
(in Panel Bs) against the true covariance matrix and an ex-post sample of the true 
covariance matrix when the length of time-series observations equals 200,600 and 
1,000 weeks. 
First of all, we find that our four shrinkage methods consistently out-perform all 
other estimators in almost all reported cases with one exception under the eigen- 
distance measure for T=200 (Table 6.2) where they are found to slightly under- 
perform the Jagannathan and Ma estimator (JM) . 
Even so, they are not a lot worse 
than the JM estimator. When compared against the true covariance matrix, the 
difference between SV and JM is only about 14 percent (=(1.6849-1-6431)/(1.9861- 
1.6868)) of the difference between our shrinkage methods and the next best method 
(i. e., SV versus the Ledoit and Wolf estimator). 
'We can obtain more precise estimations of different covariance estimators as well as their dif- 
ferences by increasing the number of simulations. The reason that we do not use more simulations 
here is that we find the standard errors (hence the standard deviations) of both the RMSE and 
eigen-distance results for different estimators are very close. Therefore, we can compare estimators 
through their mean differences. The differences of estimators do not have similar standard errors, as 
some estimators (especially our four shrinkage estimators) are more highly correlated than others. 
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We find that although Ledoit and Wolf (2003a, 2004) show their optimal shrinkage 
intensity estimator is consistent, this asymptotic property turns out not to be very 
useful. The Ledoit and Wolf estimator only performs better than the Jagannathan 
and Ma estimator for quite large T, when it is also close to the historical matrix. 9 The 
Ledoit and Wolf estimator places more weight on the sample covariance matrix when 
the amount of time series observations increase. As the sample historical matrix per- 
forms better with more observations, the Ledoit and Wolf estimator performs better 
than the Jagannathan and Ma estimator, which always has a constant weight (50%) 
on the sample covariance matrix and relatively under-weights the sample historical 
covariance matrix. 
The Ledoit and Wolf estimator also consistently under-performs our four shrink- 
age estimators under both the RMSE and eigen-distance measure. This suggests 
that rather than using the asymptotic optimal weight proposed by the Ledoit and 
Wolf (2003a, 2003b, 2004), it would be better to find an alternative simple empirical 
estimation approach. 
Among our four shrinkage estimators, we find that smoothing log-eigenvalues 
(SVIog) on average does better than smoothing the eigenvalues themselves (SV). 
However, the overall usefulness of the smoothing techniques reduces with increasing 
9The average shrinkage intensity for the Ledoit and Wolf estimator, or the weight they assign 
to the single-index covariance estimator equal 0.20,0.08 and 0.05 for 200,600, and 1000 -, ý-eeks and 
their corresponding standard deviations equal 0.02,0.006 and 0.003. That is, when T=1,000 weeks, 
the Ledoit and Wolf estimator places 95% of weight on the sample historical covariance matrix. 
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time-series observations. More specifically, when T increases, both the SV and SVlog 
estimators are increasingly worse off than the V estimator, which does not smooth 
the eigenvalues. For example, the difference between the SV estimator and the V 
estimator, (SV - V), equals to -0-0019 (with t-statistic of -6.72) when T=200, but 
increases to 0.0058 (with t-statistic of 27.71) when T=1,000. 
In addition, we do not find evidence that the TV estimator consistently out- 
performs the V estimator. In other words, adjusting the principal eigenvector does 
not seem to add additional benefits if we are already adjusting the eigenvalues. This 
shows that eigenvalues have more influence on the stability of the covariance matrix 
than the eigenvectors, which probably explains why there are established methods of 
adjusting the eigenvalues rather than eigenvectors. It may also be that our method 
of adjustment is sub-optimal. " 
We calculate the pair-wise eigen-distance of two estimated covariance matrices 
(not reported) . If it is relatively small and the 
difference of the eigen-distances to 
the true or ex-post covariance matrix reported in Table 6.1 is also not statistically 
significant, we calculate the corresponding 0 results to see if we could find more 
significant differences of the two estimators that the eigen-distance measure has not 
identified. We find that there are two pairs of estimators that are relatively close 
together. The first pair is the SV estimator and the Jagannathan and Ma estimator 
'ONVe find thM average adjustment on the first eigenvector, bt,,, (as in Equation (6.2.5)), equals 
to 0.85,0.93 and 0.95 for T=200,600 and 1,000 weeks respectively. 
ill 
when T=200 and compared to the ex-post covariance matrix. We find that 0 for 
(SV-JM) equals to 0.9733 and t-statistics against 0 and I equal to 52.66 and -1.45 
respectively. It shows that in this case the JM estimator is significantly closer to 
the ex-post covariance matrix than is the SV estimator. The second pair is the 
TV estimator and the V estimator for all three reported lengths of the time-series 
observations. We find that these two estimators are too close together relative to 
either the true or ex-post covariance matrix and 0 is not able to provide any useful 
indications regarding their relative performance. 
We find not surprisingly that the RMSE and eigen-distance results of all estimators 
as well as the corresponding estimation errors decrease with the increasing amount 
of time-series observations. This shows that if the world is constant, all estimation 
methods are more precise with more observations. ln addition, we find that the 
rankings of estimators are different under the RMSE and eigen-distance when the 
sample time-series observations are small, but they become more consistent when the 
sample observations increase. This shows that the choice of comparison criteria affects 
the relative performance rankings of the covariance estimators for a small sample. 
To summarize, we find that our four eigenvalue shrinkage estimators consistently 
out-perform the best available estimators (the Ledoit and Wolf estimator and the 
Jagannathan and Ma estimator) by a considerable amount, under both the RMSE 
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and eigen-distance measure, except in one case. When T=200 and under the eigen- 
distance measure, the Jagannathan and Ma estimator only performs slightly better 
than our simpler shrinkage estimators. 
6.4 Conclusion 
In this chapter, we have attempted to improve on the best methods of estimating a 
covariance matrix within the literature and we have succeed to a considerable extent. 
We explore a few new estimators based on Bayesian shrinkage to the eigenvalues 
(and in one case to the principal eigenvector as well), and compare their performance 
with the Ledoit and Wolf estimator and the Jagannathan and Ma estimator using 
both the RMSE and eigen-distance criteria. We find that our proposed estimators 
consistently beat the Ledoit and Wolf estimator. They also beat the Jagannathan 
and Ma estimator by a reasonable amount except in one case, where they are not a 
lot worse off than the Jagannathan and Ma estimator. 
All our simulations until now have been based on the assumption of an unchanging 
multivariate normal world. In next chapter, we will explore the implications of both 
fat tails and time variation in stock returns. 
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Table 6.1: RMSE and RMSE differences (T=200 weeks) This table reports the 
100 times simulation results of the RMSE (Panel A) and RNISE differences (Panel 
B) of eight alternative covariance estimators, when compared against both the true 
covariance matrix and an ex-post sample of the true covariance matrix. The length 
of time-series observation is 200 weeks. Results in the two sections of Panel A are 
ranked separately according to the ascending orders of the performance of models. 
The smaller number means the estimator is better. Results in Panel B are reported 
in the fixed order. The short forms used are: H for the sample historical estimator, S 
for the single-index covariance estimator, LW for the Ledoit and Wolf estimator, JAI 
for the Jagannathan and Ma estimator, V for the Eigenvalue-adjustment estimator, 
SV for the Smoothed-eigenvalues estimator, SVlog for the smoothed-log-eigenvalues 
estimator, TV for the Blume- adj usted-first-eigenvector plus eigenvalue-adjustment 
estimator. * denotes statistical significance at a 95% confidence level. 
vs. true out-of-sample 
Panel A: RMSE 
mean se mean se 
S 1.0867 0.0108 S 1.5503 0.0164 
H 1.0800 0.0095 H 1.5489 0.0166 
LW 0.9542 0.0095 LW 1.4598 0.0181 
im 0.9209 0.0114 V 1.4439 0.0189 
V 0.9130 0.0094 SV 1.4427 0.0189 
SV 0.9111 0.0094 SvIog 1.4422 0.0189 
SVlog 0.9105 0.0094 im 1.4407 0.0173 
TV 0.9036 0.0114 TV 1.4259 0.0179 
Panel B: RMSE Differences 
mean se t-stats mean se t-stats 
S-H 0.0067 0.0042 (1.61) S-H 0.0014 0.0053 (0.26) 
LW -H -0.1258 0.0028 (-45.27*) LW -H -0-0891 0.0038 (-23.31*) 
LW -S -0.1325 0.0054 (-24.49*) LW -S -0-0905 0.0074 (-12.20*) 
JM -H -0.1591 0.0032 (-49.07*) JM -H -0.1082 0.0030 (-36.19*) 
JNI -S -0-1658 0.0023 (-71.94*) JM -S -0.1096 0.0029 (-37.30*) 
im - LW -0.0333 0.0045 (-7.45*) JM - LW -0-0191 0.0052 (-3.69*) 
*-H -0.1671 0.0073 (-22.87*) V-H -0.1050 0.0088 (-11.90*) 
*-S -0.1738 0.0091 (-19.20*) V-S -0-1064 0.0115 (-9.26*) 
*- LW -0.0412 0.0072 (-5-71*) V- LW -0-0159 0.0078 (-2.04*) 
V- im -0.0080 0.0088 (-0.90) V- JM 0.0032 0.0100 (0.32) 
SV -H -0.1690 0.0074 (-22.96*) SV -H -0-1063 0.0088 
(-12.02*) 
SV- S -0.1757 0.0091 (-19.32*) SV -S -0.1076 0.0115 (-9.37*) 
SV - LW -0.0432 0.0073 
(-5.94*) SV - LW -0.0171 0.0078 (-2.21*) 
SV - JNI -0.0099 0.0089 (-1.11) SV - JAI 0.0019 0.0101 
(0.19) 
SV -V -0.0019 0.0003 
(-6.72*) SV-V -0.0013 0.0003 (-4.42*) 
SVlog- H -0.1696 0.0074 (-23.04*) SVlog- H -0-1067 0.0088 (-12.10*) 
SVIog- S -0.1763 0.0091 (-19.42*) SVlog- S -0.1081 0.0115 (-9. -13*) 
SVIog- LNN' -0.0438 0.0073 (-6.02*) SvIog- LNN' -0.0176 0.0078 (-2.26*) 
SVIog- JNI -0.0105 0.0089 (-1.18) SvIog- J ýý 1 0.0015 0.0100 (0.15) 
SvIog- V -0.0025 0.0003 (-8.24*) SvIog- V -0-0017 0.0003 (-5.70*) 
SVlog- SN' -0.0006 0.0001 (-8.16*) SvIog- S\' -0.0004 0.0001 (-6.82*) 
TV -H -0.1764 0.0042 
(-41.54*) T\' -H -0.1230 0.0039 (-31.78*) 
TN' -S -0.1831 0.0050 
(-36.85*) TN' -S -0.1211 0.0054 (-23.14*) 
IFNI" - LW -0.0506 0.0049 
(-10.24*) T\'- LNN -0.0339 0.0047 (-7.2S') 
TV - JN1 -0.0173 0.0044 
(-3.95*) TV- JM -0-01-19 0.0037 (-4.01*) 
TV - N' -0.0094 
0.0092 (-1.02) T N, - N- -0-0180 0.0096 (-1.88) 
-TV -W V0075 'ý. 0093 -' ( 0.80) TN' - SN' -0-0168 0.0096 (-1.74) 
TV - SV109 -0.0069 
093 (-0-74) TN' - S\"Iog -0-0164 0.0096 (-1.70) 
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Table 6.2: Eigen-distance and eigen-distance differences (T=200 weeks) This 
table reports the 100 times simulation results of the eigen-distance (Panel A) and 
eigen-distance differences (Panel B) of eight alternative covariance estimators, when 
compared against both the true covariance matrix and an ex-post sample of the true 
covariance matrix. The length of time-series observation is 200 weeks. Results in the 
two sections of Panel A are ranked separately according to the ascending orders of 
the performance of models. Results in Panel B are reported in the fixed order. The 
short forms are the same as explained in Table 6.1. * denotes statistical significance 
at a 95% confidence level. 
vs. true out-of-sample 
Panel A: Eigen-distance 
mean se mean se 
H 2.8362 0.0093 H 4.1561 0.0137 
S 2.2948 0.0033 S 3.6952 0.0108 
LW 1.9861 0.0075 LW 3.5318 0.0127 
SVIog 1.6868 0.0070 V 3.2984 0.0104 
TV 1.6866 0.0060 TV 3.2964 0.0105 
V 1.6850 0.0064 SV 3.2958 0.0104 
SV 1.6849 0.0069 SVIog 3.2956 0.0104 
im 1.6431 0.0062 im 3.2778 0.0107 
Panel B: Eigen-distance Differences 
mean se t-stats mean se t-stats 
S-H -0.5415 0.0100 (-54.38*) S-H -0.4610 0.0140 (-32.82*) 
LW -H -0.8502 0.0090 (-94.12*) LW -H -0.6243 0.0090 (-69.43*) 
LW -S -0.3087 0.0075 (-41.15*) LW -S -0.1633 0.0121 (-13.54*) 
JM -H -1.1932 0.0100 (-119.28*) JM -H -0.8783 0.0100 (-88.20*) 
im -S -0.6517 0.0062 (-104.74*) JM -S -0.4174 0.0089 (-46.91*) 
im - LW -0.3430 0.0073 (-46.91*) JM - LW -0.2540 0.0063 (-40.37*) 
*-H -1.1514 0.0114 (-100.61*) V-H -0.8578 0.0141 (-60.87*) 
*-S -0.6099 0.0074 (-82.07*) V-S -0.3968 0.0091 (-43.75*) 
*- LW -0.3012 0.0095 (-31.74*) V- LW -0.2335 0.0115 (-20.37*) 
V- im 0.0418 0.0093 (4.48*) V- im 0.0206 0.0092 (2.24*) 
SV -H -1.1514 0.0117 (-98.49*) SV -H -0.8603 0.0140 
(-61.40*) 
SV -S -0.6099 0.0078 (-78.30*) SV -S -0.3994 0.0091 
(-44.02*) 
SV - LW -0.3012 0.0099 (-30.40*) SV - LW -0.2360 0.0117 
(-20.10*) 
SV - im 0.0418 0.0097 
(4.30*) SV - im 0.0180 0.0093 (1.94) 
SV -V 0.0000 0.0025 
(401) SV -V -0.0026 0.0022 (-1.16) 
SVIog- H -1.1494 0.0118 (-97.71*) SVIog- H -0.8605 0.0140 
(-61.36*) 
SVIog- S -0.6079 0.0078 (-77.52*) SVIog- S -0.3995 0.0091 
(-43.88*) 
SVIog- LW -0.2992 0.0099 (-30.09*) SVIog- LW -0.2362 0.0117 
(-20.12*) 
SVIog- JAI 0.0438 0.0098 (4.47*) SVIog- J ýý 1 0.0178 0.0093 (1.92) 
SVIog- V 0.0020 0.0026 (0.75) SVIog- V -0.0027 0.0022 (-1.25) 
SVIog- SV 0.0020 0.0004 (4.82*) SVIog- SV -0.0002 0.0003 (-0.74) 
TV -H -1.1496 0.0117 
(-98.00*) TV -H -0.8598 0.0140 (-61.32*) 
TV -S -0.6081 0.0069 
(-88.41*) TV -S -0.3988 0.0083 (--17.83*) 
TV - LW -0.2994 0.0097 
(-30.89*) TV - LW -0.2355 0.0112 (-20.97*) 
TV - JAI 0.0436 0.0084 
(5.19*) Tý'- JNI 0.0185 0.0089 (2.08*) 
TV - N7 0.0018 0.0059 
(0.30) TN- - N' -0.0020 0.0040 (-0.51) 
TV - SN' 0.0018 0.0065 
(0.28) TN' - SN- 0.0005 0.0047 (0.12) 
't'N' - SNI'log -0.0002 0.0066 
(-0.03) TV- SVIog 0.0007 0.0047 (0-16) 
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Table 6.3: RMSE and RMSE differences (T=600 weeks) This table reports the 
100 times simulation results of the RMSE (Panel A) and RMSE differences (Panel 
B) of eight alternative covariance estimators, when compared against both the true 
covariance matrix and an ex-post sample of the true covariance matrix. The length 
of time-series observation is 600 weeks. Results in the two sections of Panel A are 
ranked separately according to the ascending orders of the performance of models. 
Results in Panel B are reported in the fixed order. The short forms are the same as 
explained in Table 6.1. * denotes statistical significance at a 95% confidence level. 
Panel A: RMSE 
mean se mean se 
S 0.9149 0.0056 S 1.1025 0.0061 
im 0.6317 0.0062 im 0.8793 0.0062 
H 0.6274 0.0054 H 0.8733 0.0056 
LW 0.5982 0.0055 LW 0.8509 0.0058 
TV 0.5839 0.0065 TV 0.8437 0.0064 
SV 0.5778 0.0055 SV 0.8358 0.0064 
Svlog 0.5767 0.0055 Svlog 0.8351 0.0064 
V 0.5747 0.0055 V 0.8336 0.0064 
Panel B: RMSE Differences 
mean se t-stats mean se t-stats 
S-H 0.2875 0.0033 (87.57*) S-H 0.2292 0.0042 (54.97*) 
LW -H -0.0292 0.0015 (-19.58*) LW -H -0.0224 0.0014 (-15.72*) 
LW -S -0.3167 0.0039 (-80.54*) LW -S -0.2516 0.0043 (-59.08*) 
JM -H 0.0043 0.0024 (1.81) JM -H 0.0060 0.0026 (2.35*) 
im -S -0.2832 0.0018 (-156.76*) JM -S -0.2232 0.0021 (-108.88*) 
im - LW 0.0335 0.0030 (11.31*) JM - LW 0.0284 0.0027 (10.48*) 
*-H -0.0527 0.0035 (-14.88*) V-H -0.0397 0.0048 (-8.31 *) 
*-S -0.3402 0.0046 (-74-75*) V-S -0.2689 0.0064 (-41.96*) 
*- LW -0.0235 0.0036 (-6.56*) V- LW -0.0173 0.0045 (-3.81 *) 
V- im -0.0570 0.0042 (-13.57*) V- JM -0.0457 0.0056 (-8.21*) 
SV -H -0.0496 0.0036 (-13.86*) SV- H -0.0375 0.0048 
(-7.87*) 
SV -S -0.3371 0.0046 
(-73.85*) SV- S -0.2667 0.0064 (-41.85*) 
SV - LW -0.0204 0.0036 (-5.62*) SV - LW -0-0151 0.0045 
(-3-32*) 
SV - im -0.0539 0.0042 
(-12.73*) SV - JM -0.0435 0.0055 (-7.85*) 
Sv -V 0.0031 0.0002 
(12.53*) SV -V 0.0022 0.0003 (7.75*) 
SVlog- H -0.0507 0.0036 (-14.15*) SVlog- H -0.0382 0.0048 
(-8.02*) 
Svlog- S -0.3382 0.0046 (-74.13*) SVlog- S -0.2674 0.0064 
(-41.98*) 
SVlog- LN, ý' -0-0215 0.0036 (-5.90*) Svlog- LNN' -0.0158 0.0045 
(-3.. 18*) 
SVlog- JAI -0.0550 0.0042 (-13.00*) SvIog- J1\I -0.0442 0.0055 
(-7.98*) 
SVlog- V 0.0020 0.0003 (7.45*) SVlog- V 0.0015 0.0003 (5.13*) 
Sviog- SV -0.0011 0.0001 (-19.23*) Svlog- 
SV -0.0007 0.0000 (-16.88*) 
TV -H -0.0435 0.0027 
(-16.26*) TV -H -0.0296 0.0024 (-12.12*) 
TV -S -0.3310 0.0039 
(-84.29*) TV -S -0.2588 0.00-13 (-60.27*) 
TV - IAN- -0.0143 0.0028 
(-5.03*) TN'- LNN- -0.001-2 0.0025 (-2.92*) 
TV -J', % 1 -0.0478 0.0031 
(-15.51*) TV - JN 1 -0.0356 0.0029 (-12.11*) 
TV -V 0.0092 0.0047 
(1.97*) 'FN' - \' 0.0101 0.0055 (1.83) 
TV - SN' 0.0061 0.0047 
(1.30) T\' - SN' 0.0079 0.0055 (1-43) 
0072 0 0.0047 (1.54) TN'- SvIog 0.0086 0.0055 (1-56) . 
vs. true I out-of-sample 
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Table 6.4: Eigen-distance and eigen-distance differences (T=600 weeks) This 
table reports the 100 times simulation results of the eigen-distance (Panel A) and 
eigen-distance differences (Panel B) of eight alternative covariance estimators., when 
compared against both the true covariance matrix and an ex-post sample of the true 
covariance matrix. The length of time-series observation is 600 weeks. Results in the 
two sections of Panel A are ranked separately according to the ascending orders of 
the performance of models. Results in Panel B are reported in the fixed order. The 
short forms are the same as explained in Table 6.1. * denotes statistical significance 
at a 95% confidence level. 
vs. true out-of-sample 
Panel A: Eigen-distance 
mean se mean se 
S 2.2599 0.0020 S 2.6676 0.0065 
H 1.4596 0.0039 H 2.0838 0.0062 
LW 1.3032 0.0038 LW 1.9714 0.0059 
im 1.2263 0.0039 im 1.8691 0.0050 
SV 1.1533 0.0030 SV 1.8496 0.0048 
SVIog 1.1523 0.0031 SVIog 1.8488 0.0047 
TV 1.1456 0.0037 V 1.8440 0.0045 
V 1.1401 0.0031 TV 1.8431 0.0050 
Panel B: Eigen-distance Differences 
mean se t-stats mean se t-stats 
S-H 0.8003 0.0044 (182.62*) S-H 0.5839 0.0079 (73.67*) 
LW -H -0.1564 0.0018 (-87.20*) LW -H -0.1124 0.0017 (-64.70*) 
LW -S -0.9566 0.0042 (-228.58*) LW -S -0.6962 0.0078 (-89.10*) 
JM -H -0.2333 0.0052 (-44.74*) JM -H -0.2147 0.0059 (-36.31*) 
im -S -1.0336 0.0035 (-296.87*) JM -S -0.7986 0.0053 (-150.22*) 
im - LW -0.0769 0.0050 (-15.27*) JM - LW -0.1023 0.0056 (-18.19*) 
*-H -0.3195 0.0056 (-56.95*) V-H -0.2397 0.0075 (-32.02*) 
*-S -1.1198 0.0039 (-290.10*) V-S -0.8236 0.0073 (-112.35*) 
*- LW -0.1631 0.0053 (-30.93*) V- LW -0.1274 0.0071 (-17.87*) 
V- im -0.0862 0.0050 (-17.37*) V- JM -0.0250 0.0057 (-4.37*) 
SV -H -0.3063 0.0055 (-55.59*) SV -H -0.2342 0.0077 
(-30.61*) 
SV -S -1.1065 0.0035 (-314.12*) SV -S -0.8181 0.0074 
(-111.18*) 
SV - LW -0.1499 0.0052 (-28.85*) SV - LW -0.1218 0.0073 
(-16.75*) 
SV - JXI -0-0730 0.0047 
(-15.45*) SV - JM -0.0195 0.0059 (-3.30*) 
SV -V 0.0132 0.0018 
(7.44*) SV -V 0.0055 0.0016 (3.46*) 
SVIog- H -0.3073 0.0055 (-55.55*) SVlog- H -0.2350 0.0076 (-30.80*) 
SVIog- S -1.1076 0.0036 (-310.60*) SVIog- S -0.8189 0.0073 
(-111.47*) 
SVlog- LW -0.1509 0.0052 (-28.98*) SVlog- LW -0.1226 0.0072 
(-16.93*) 
SVIog- JNI -0.0740 0.0048 (-15.53*) SVIog- JNI -0.0203 0.0059 
(-3.44*) 
SVlog- V 0.0122 0.0018 (6.69*) SVIog- V 0.0047 0.0016 (2.96*) 
SVIog- SV -0.0010 0.0003 (-3.52*) SVIog- SV -0-0008 0.0002 
(-3.49*) 
TV -H -0.3140 0.0059 
(-52.97*) TV -H -0.2407 0.00715 (-32.17*) 
TV -S -1.1143 0.0044 
(-254.46*) TV -S -0.8245 0.0078 (-106.18*) 
TV - LW -0.1577 0.0057 
(-27.60*) TV - LW -0.1283 0.0071 (-18.00*) 
TV - JNI -0.0807 0.0054 
(-15.07*) TV - JNI -0.0260 0.0059 (-4.41*) 
TV -V 0.0055 0.0025 
(2.23*) TV - \' -0.0009 0.0023 (-0.40) 
TV - SV -0.0077 0.0028 
(-2.74*) TV - SN' -0.0065 0.0028 (-2.29*) 
TV - SVIog -0.0067 
0.0028 (-2.37*) TV - S\'I()g -0.0057 0.0028 (-2.01*) 
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Table 6.5: RMSE and RMSE differences (T=1000 weeks) This table reports 
the 100 times simulation results of the RMSE (Panel A) and RMSE differences (Panel 
B) of eight alternative covariance estimators, when compared against both the true 
covariance matrix and an ex-post sample of the true covariance matrix. The length 
of time-series observation is 1000 weeks. Results in the two sections of Panel A are 
ranked separately according to the ascending orders of the performance of models. 
Results in Panel B are reported in the fixed order. The short forms are the same as 
explained in Table 6.1. * denotes statistical significance at a 95% confidence level. 
vs. true out-of-sample 
Panel A: RMSE 
mean se mean se 
S 0.8756 0.0040 S 1.0024 0.0067 
im 0.5540 0.0046 im 0.7373 0.0070 
H 0.4857 0.0043 H 0.6869 0.0063 
LW 0.4728 0.0043 LW 0.6776 0.0065 
SV 0.4643 0.0044 SV 0.6743 0.0067 
SVIog 0.4631 0.0044 SVIog 0.6734 0.0067 
TV 0.4598 0.0045 V 0.6705 0.0067 
V 0.4585 0.0045 TV 0.6702 0.0067 
Panel B: RMSE Differences 
mean se t-stats mean se t-stats 
S-H 0.3899 0.0033 (117.68*) S-H 0.3154 0.0041 (76.33*) 
LW -H -0.0129 0.0009 (-15.10*) LW -H -0.0093 0.0009 (-10.49*) 
LW -S -0.4028 0.0037 (-110.09*) LW -S -0.3247 0.0046 (-71.37*) 
JM -H 0.0683 0.0025 (27.42*) JM -H 0.0504 0.0028 (18.17*) 
im -S -0.3216 0.0016 (-204.35*) JM -S -0.2651 0.0018 (-146.26*) 
im - LW 0.0812 0.0029 (28.20*) JM - LW 0.0597 0.0032 (18.79*) 
*-H -0.0272 0.0028 (-9.83*) V-H -0-0164 0.0034 (-4.77*) 
*-S -0.4171 0.0040 (-105.26*) V-S -0.3318 0.0056 (-59.49*) 
*- LW -0.0143 0.0029 (-5.00*) V- LW -0.0071 0.0035 (-2.04*) 
V- im -0.0955 0.0035 (-27.29*) V- JM -0.0668 0.0047 (-14.28*) 
SV- H -0.0214 0.0028 (-7.78*) SV -H -0.0126 0.0034 (-3.70*) 
SV -S -0.4113 0.0040 (-104.02*) SV- S -0.3281 0.0056 
(-59.00*) 
SV - LW -0.0085 0.0029 (-2.99*) SV - LW -0-0034 0.0035 
(-0.97) 
SV - im -0.0897 0.0035 
(-25.62*) SV - JM -0.0630 0.0047 (-13.53*) 
SV -V 0.0058 0.0002 (27.71*) SV -V 0.0037 0.0002 
(15.58*) 
SVlog- H -0.0226 0.0028 (-8.20*) SVlog- H -0-0135 0.0034 (-3.94*) 
SVIog- S -0.4125 0.0039 (-104.51*) SVIog- S -0.3289 0.0056 (-59.24*) 
SVlog- LNN' -0.0097 0.0029 (-3.39*) SVIog- LNN' -0.0042 0.0035 
(-1.21) 
SVlog- JM -0.0909 0.0035 (-26.01*) SVIog- JM -0.0639 0.0047 
(-13.73*) 
SVIog- V 0.0046 0.0002 (21.11*) SVIog- V 0.0029 0.0002 (12.07*) 
SVIog- SV -0.0012 0.0000 (-26.35*) SVIog- SV -0-0008 0.0000 
(-21.20*) 
TV -H -0.0259 0.0014 
(-19.16*) TV -H -0-0167 0.0013 (-12.70*) 
TV -S -0.4158 0.0032 
(-128.93*) TV -S -0.3321 0.0041 (-81.80*) 
TV - LNN' -0.0130 0.0017 
(-7.83*) TV - LNV -0-0074 0.001-1 (-4. -16*) 
TV - JIVI -0.0942 0.0024 
(-39.18*) TV -J '\ 1 -0.0671 0.0027 (-24.97*) 
TV -V 0.0013 0.0030 
(0.45) TV - N, -0-0003 0.0036 (409) 
TV - SN/' -0.0045 0.0030 
(-1.52) TV - SV -0.0040 0.0036 (-1.13) 
TV - SN'loto, -0.0033 0.0030 
(-1.11) TV - SvIog -0-0032 0.0036 (-0.90) 
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Table 6.6: Eigen-distance and eigen-distance differences (T=1000 weeks) 
This table reports the 100 times simulation results of the eigen-distance (Panel A) 
and eigen-distance differences (Panel B) of eight alternative covariance estimators, 
when compared against both the true covariance matrix and an ex-post sample of the 
true covariance matrix. The length of time-series observation is 1000 weeks. Results 
in the two sections of Panel A are ranked separately according to the ascending orders 
of the performance of models. Results in Panel B are reported in the fixed order. The 
short forms are the same as explained in Table 6.1. * denotes statistical significance 
at a 95% confidence level. 
vs. true out-of-sample 
Panel A: Eigen-distance 
mean se mean se 
S 2.2499 0.0015 S 2.4823 0.0056 
im 1.1461 0.0027 H 1.5629 0.0035 
H 1.1062 0.0030 im 1.5508 0.0042 
LW 1.0346 0.0028 LW 1.5114 0.0034 
SV 0.9504 0.0027 SV 1.4528 0.0038 
SVIog 0.9489 0.0027 SVIog 1.4521 0.0038 
V 0.9328 0.0024 V 1.4489 0.0039 
TV 0.9326 0.0024 TV 1.4476 0.0040 
Panel B: Eigen-distance Differences 
mean se t-stats mean se t-stats 
S-H 1.1437 0.0034 (331.77*) S-H 0.9194 0.0065 (141.22*) 
LW -H -0.0716 0.0009 (-81.36*) LW -H -0.0515 0.0010 (-53.57*) 
LW -S -1.2153 0.0032 (-376.11*) LW -S -0.9709 0.0064 (-151.48*) 
JM -H 0.0399 0.0040 (9.86*) JM-H -0.0121 0.0047 (-2.57*) 
im -S -1.1038 0.0027 (-405.64*) JM -S -0.9316 0.0047 (-198.26*) 
im - LW 0.1115 0.0038 (29.54*) JM - LW 0.0393 0.0044 (8.87*) 
*-H -0.1734 0.0038 (-45.38*) V-H -0.1140 0.0048 (-23.80*) 
*-S -1.3171 0.0029 (458.31 *) V-S -1.0334 0.0070 (-148.15*) 
*- LW -0.1018 0.0036 (-28.07*) V- LW -0.0625 0.0047 (-13.33*) 
V- im -0.2133 0.0036 (-58.74*) V- JM -0.1019 0.0052 (-19.73*) 
SV- H -0.1559 0.0041 (-38.31*) SV- H -0.1101 0.0048 (-22.93*) 
SV- S -1.2995 0.0033 (-397.72*) SV- S -1.0295 0.0069 
(-148.66*) 
SV - LW -0.0842 0.0039 
(-21.76*) SV - LW -0.0586 0.0047 (-12.37*) 
SV - im -0.1957 0.0038 
(-51.34*) SV - JM -0.0980 0.0053 (-18.51*) 
SV -V 0.0176 0.0016 
(10.93*) SV -V 0.0039 0.0016 (2.39*) 
SVIog- H -0.1574 0.0041 (-38.72*) SVlog- H -0.1108 0.0048 
(-23.10*) 
SVIog- S -1.3010 0.0033 (-397.11*) SVIog- S -1.0303 0.0069 
(-149.30*) 
SVlog- LW -0-0857 0.0039 (-22.20*) SVlog- LW -0.0594 0.0047 
(-12.56*) 
SVlog- JNI -0-1972 0.0038 (-51.88*) SVIog- JNI -0.0987 
0.0053 (-18.78*) 
SVIog- V 0.0160 0.0016 (9.83*) SVIog- V 0.0032 0.0016 (2.00*) 
SVIog- SV -0.0015 0.0003 
(-5-16*) SVIog- SV -0.0007 0.0002 (-3.4,4*) 
TV -H -0.1736 0.0040 
(-43.21*) TV -H -0.1153 0.0048 (-24.15*) 
TV -S -1.3173 0.0028 
(-462.27*) TV -S -1.0347 0.0069 (-149.40*) 
TV - LNN' -0.1020 0.0038 
(-26.84*) TV - LNN- -0.0638 0.0047 (-13.68*) 
TV - XM -0.2135 0.0037 
(-58.25*) 'F%' - JNI -0.1031 0.0052 (-19.99*) 
TV -V -0.0002 0.0012 
(-0.18) TN' - N, -0.0013 0.0012 (-1.01) 
, I, N, - SN" -0.0178 0.0021 
(-8.50*) TV - SV -0.0052 0.0020 (-2.57*) 
TV - SNIOZOI, -0.0163 
0.0021 (-7.73*) TN' - SVIog -0.0044 0.0020 (-2.26*) 
Chapter 7 
Extensions of simulation analysis 
to more realistic covariance 
structures 
7.1 Introduction 
So far our simulations have been based on the assumption of a constant covariance 
structure for stock returns following multivariate normal distributions. However, it is 
widely agreed now that in reality financial asset returns have fat-tailed distributions 
and their volatilities and correlations are time varying and often exhibit some long 
range dependence. ' 
This chapter extends our previous analysis by using more realistic assumptions for 
a return covariance structure to incorporate some of the properties observed in the 
'See for example, Campbell (1996), Ferson and Harvey (1991), Jagannathan and Waiilg (1996) 
and Campbell, Lettau, Malkiel and Xu (2001). 
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empirical covariance matrices. We consider two extensions. The first extension con- 
siders a covariance structure of the returns that have fat-tailed distributions, but we 
still assume that the covariance structure is constant. The second extension consid- 
ers a more interesting and economically motivated time-varying covariance structure 
where stocks migrate among different risk categories. We study how the relative per- 
formance of the various covariance estimators we have studied in Chapter 6 is affected 
by these more realistic covariance structures and what types of methods become more 
important under these circumstances. In both extensions, we find that our eigenvalue 
shrinkage estimators are still very useful if not become more important. 
For the covariance structure of returns with excess kurtosis (fat-tails) in the dis- 
tributions, we use a multivariate normal inverse Gaussian (MNIG) distribution to 
model the log-returns of asset prices. This family of distributions has proven to fit 
the heavy tails observed in financial time series extremely well. 
For the time-varying covariance structure, we use a mean-reverting Ornstein- 
Uhlenbeck (OU) process to model a particular time-varying covariance structure, 
where the cross section of risk characteristics tends not to change but the identities of 
stocks do. In other words, the general risk characteristics of the market remain sta- 
tionary even though the individual stocks migrate among risk classes. We assume the 
return generating factors are constant but the factor loadings follow a mean-reverting 
OU process. This is inspired by the findings that the estimated betas in the Sharpe 
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single-factor model exhibit a tendency to regress over time towards the grand mean 
of all betas (Blume (1971)). 
The rest of this chapter is organized as follows. Section 7.2 is the extension of the 
analysis when the true covariance structure of the returns contain excess Kurtosis. We 
review a particular multivariate normal inverse Gaussian (MNIG) distribution and 
show how we use it to construct our covariance structure. We then analyze the perfor- 
mance of different covariance estimators under this true covariance structure following 
the comparison methods we have used in Chapter 6. Section 7.3 extends the analysis 
to the time-varying covariance structure. We review a general Ornstein- Uhlenbeck 
(OU) process and specify a time-varying covariance structure for our numerical ex- 
periment. We then discuss the performance of the alternative covariance estimators 
under this time-varying covariance structure. Section 7.4 concludes. 
7.2 Extension to a covariance structure for returns 
with fat-tailed distributions 
7.2.1 Multivariate normal inverse Gaussian distribution 
The empirical returns of stocks are found to have fat-tailed distributions. ' There has 
been an increasing interest in using a normal inverse Gaussian (NIG) distribution to 
'For example, for the empirical data we have used in Chapter 3, we find that the average kurtosis 
of the 78 stocks equals 4.60,4.33 and 4.78 for the first sample period, second sample period and 
combined first and second sample periods respectively. The kurtosis for the normal distribution is 
3. Distributions that have kurtosis greater than 3 have fat tails. 
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model the heavy-tailed stock returns. A NIC distribution, NIG(oz, 0., p, J), is a closed 
form distribution that is completely specified by its four real valued parameters, 
which have natural interpretations in terms of shapes of the distribution. a controls 
the steepness of the density, and large values of a imply light tails and vice versa. 0 
is a vector skewness parameter, 6 is a scalar parameter and p is a vector translation 
parameter. The multivariate normal inverse Gaussian, MNIG(a, 0, y, 6, F), is the 
generalization of a multivariate Gaussian distribution with a NIG mixing distribution. 
r controls the degree of correlation between the heavy-tailed components. 3 
7.2.2 Specifications for MNIG simulations 
We follow the work by Oigard, Hanssen and Hansen (2004) to construct the stock 
returns, X, which are assumed to follow an MNIG (a, 0, p, 6, IF) distribution using 4 
x= tt+zro+ V/Z--rl/2y 
where Z, IC 
(62, OZ2 _ OTFO) where IG(X, ýb) denotes the inverse Gaussian (IG) 
distribution, and Y- N(O, 1). The mean vector and the covariance matrix of X are 
(7.2.1) 
obtained as 
E(X) =p 
6ro 
- 
(7.2.2) 
VOZ2 --OT]['o 
E= 6(a 2- oTipo)-112 Pp + (OZ2 - oT]p,, 3)-IrooTr] (7.2-3) 
3S(, e for example, B arndorff- Nielsen (1997a, 1997b), Barndorff-Nielsen and Shepliard (2001), 
Rydberg (1997), Eberlein and Keller (1995), Oigard, Hanssen and Hansen (2004), and Benth, Groth 
and Kettler (2006). 
4n and 6 are scalar parameters, 0 and p are vector parameters, and F is a matrix parameter, 
dd dxd 
ando >O, OER 6>0, pGR andIFER 
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We assume the following parameter values: a-0.5,0 = 0, p=0,6 = 0.5.1 so 
that the returns have zero means, variances equal to one., zero skewness and kurtosis 
equal to 15. The mean and covariance matrix of X are then simplified and equal to 
E (X) : -- 0 
j 
IF 
a 
We also assume that E= Ct,,,,. X can therefore be simulated from: 
oz 1/2 
Ctrue 
)y 
(7.2-4) 
(7.2.5) 
(7.2-6) 
We then use the quasi-Monte Carlo method proposed by Benth, Groth and Kettler 
(2006) to simulate the IC distributed random variable Z (Z - IG(J2, a2)). Under 
their method, the sampling of Z consists of firstly drawing a random variable W from 
V, which is Xj-distributed 
W =ý+ 
ý2V 
262 
4762V + ý2V2 (7.2.7) 
262 
and then letting 
ý2 
z=w (UJ: 5 + 1(Ul> 
(7.2.8) 
4+w w -ý+w 
where U, is uniformly distributed and ý= 6/Vfa-2 
--02 
7.2.3 Results 
Table 7.1 - Table 7.6 report the average RMSE and eigen-distance 
(Panel A) and their 
differences (Panel B) for the covariance structure of returns with fat-tail distributions 
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when the size of time-series observations equals 200., 600 and 1,000 weeks respectively. 
We find that overall the average values of RMSE and eigen-distance results of 
different estimators are larger with bigger standard errors and a lot closer to each 
other than those under the corresponding constant covariance structure. 
We also find that the results for T- 1000 under the MNIG scenario are similar 
to those for T= 600 under the covariance structure for multivariate normal returns, 
both in terms of goodness of estimates and best estimators. More specifically, the 
results of Table 7.5 and Table 7.6 (for MNIC T=1000) are similar to those of Table 
6.3 and Table 6.4 (for T=600) in Chapter 6. 
In other words, the improvement of the performance of our shrinkage estimators 
relative to the Jagannathan and Ma estimator is a lot slower when they are under the 
covariance structure of the returns with fat-tailed distributions than when they are 
under the constant covariance structure of returns with normal distributions. It takes 
a larger sample of observations to out-perform the Jagannathan and Ma estimator. 
For example, when the comparisons are made against the true covariance structure 
using the eigen-distance measure, our four shrinkage estimators out-perform the Ja- 
gannathan and Ala estimator when T=600 under the multivariate normal covariance 
structure. But under the MNIG scenario, our four shrinkage estimators out-perform 
the Jagannathan and Ma estimator only when T=1000. 'Nevert heless, we still find 
125 
that our simpler shrinkage estimators are consistently better than the more compli- 
cated Ledoit and Wolf shrinkage estimator. 5 
7.3 Extension to a time-varying covariance struc- 
ture 
A conventional method to characterize the time-varying covariance structure of re- 
turns is to employ a multivariate CARCH model. The GARCH model and their 
extensions have been regarded as good econometric models to capture certain facts of 
the empirical volatility process. We have reviewed this approach briefly in Chapter 2 
and noted some of the difficulties involved. As usual, this type of models also pose a 
dilemma concerning a choice between insufficient structure and too many parameters. 
In this section, we consider a particular time varying structure where the general 
risk characteristics of the market remain stationary, even though the individual stocks 
migrate among risk classes. It is not obvious what kind of the multivariate CARCH 
model would be necessary to have this set of properties. This leads us to develop a 
different kind of model. We employ a tractable Ornstein-Uhlenbeck (OU) process to 
model the situation where the cross-section of risk characteristics tends not to change, 
but the identities of the stocks do. 
5 NVc report that, for T=200,600 and 1000 weeks, the average shrinkage intensity of the Ledoit 
and Wolf estimator equals 0.3-1,0.13 and 0.09, and the average adjustment on the first eigenvector 
equals 0.85,0.95 and 0.97 respectively. 
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7.3.1 A general Ornstein-Uhlenbeck process 
The classic Ornstein-Uhlenbeck (OU) process is a unique mean-reverting process 
which is simultaneously Gaussian, Markov and stationary. More specifically, the OU 
process is a stochastic process given by the following stochastic differential equation: 
dXt = a(X - Xt)dt + adZt (7.3.1) 
where a is the mean reverting speed, X is the reverting mean, a is the noise and 
dZ - N(O, dt). a, X and a are the parameters that define a particular OU process. 
Assuming f (Xt, t) = Xe't and applying Ito's lemma, we can derive the following: 
E[XTIXo] = 
f( + (X 0_ 
X)e-aT (7.3.2) 
n 
2 
jT 
2ce(T-t) 
2 
-2aT] Var[XTIXO] =a -e (7.3.3) 
0 2a 
whereXTis a realization of the O-U process at time T. The asymptotic values of the 
above results in the limiting case equal: 
lim E[XTIXo] (7-3.4) 
T--+oo 
lim Var[XTIXo] (7-3-5) 
T-oc 2a 
Using Equation (7.3.5), we can obtain the asymptotic standard deviation SD(X)., 
as: 
SD(X) = lim SD(XT) = 
(7 (7-3-6) 
T-+oo vý-2-a 
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The noise term a therefore equals 
u= SD(X) x %72-o-z (7.3.7) 
This equation is useful since if we can estimate SD(X) and either a or o,, it enables 
us to obtain the other parameter. 
7.3.2 Simulate returns from an N-variate factor model with 
factor loadings following Ornstein- Uhlenb eck processes 
Recall that in Chapter 4, where the true covariance structure is assumed to be con- 
stant, the stock return ri is simulated using a N-variate factor model where the 
kth-factor is normally distributed with zero mean and variance equals the kth time- 
adjusted eigenvalue A*, and the kth-factor loading equals the ith element of the k 
eigenvector tk- 
6 
In the case of a mean-reverting time-varying covariance structure, we assume 
that the N factors are still multivariately normally distributed with zero means and 
variances equal the adjusted eigenvalues, but the factor loadings on each stock i, ti, k 
6 Using the notations in Chapter 4, we have 
A OC N(O, A*), kN k 
bk, i = ti, k 
N 
ri =E ti, kfk 
k=l 
where ri is the simulated return for stock i, fk is the kth factor, and bk, i is the loading for the kth 
k 
Ctrue, ti, k corresponds factor on each stock i. A* is the kth eigenvalue of the true covariance matrix 
to the element of the ith row of the kth eigenvector of the same true covariance inatrix. For more 
details, refer to Section 4.3 in Chapter 4. 
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(for each factor k (k = N)), follow processes based on the mean-reverting O-U 
processes, 
dti, k : -- Olk(fk - 
ti, k)dt + ý70Z (7-3.8 
whereOZ k is the reverting parameter and ý7k is the noise contributor. tk is the reverting 
mean or the cross-sectional average of the factor loadings of all stocks (Z = 1,. .., N), 
N 
and we assume tk =: -N 
==1 ti, k- We will describe later how we re-orthogonalize and 
normalize these vectors in order to preserve the overall risk structure. We simulate 
weekly data using R= -1 and 6Z = 
ýT12W(W 
- N(O, 1)) (assuming 52 weeks per 52 
annum). 
To simulate the time-varying factor loadings, we need to define the parameter 
values Cek, O'k and fk. Since we know tk, we can calculate the volatility of the cross- 
sectional average factor loading across stocks as 
i=N 
SD(tk) 
N 
(ti, 
k -fk 
)2 (7.3.9) 
According to Equation (7.3.5), if we specify a value Of ak, we can then obtain O'k 86: 
Uk= SD(tk) X Oak (7-3-10) 
Thus the problem of determining the Ornstein-Uhlenbeck process for the factor load- 
ings becomes the issue of specifying the value of the reverting parameter Cek. 
Blume (1971) finds that estimated betas exhibit a tendency to regress over time 
towards the grand mean of all betas. In his subsequent paper, Blume (1975) derives 
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a method' to separate the estimation error (Blume calls it order-bias) from the true 
regression and he finds that on average stocks regress towards their mean about 207c 
over seven years (or roughly 3% a year). 
We use the Blume (1975) results to help calibrate the mean-reverting parameters. 
We assume that the 3% per year mean reverting speed that Blume finds for betas 
applies to the loadings of all factors, i. e., ak = 0.03 (k c [1, N]). 
7.3.3 Estimating covariance matrices under a time-varying 
covariance structure 
The time-varying covariance structure raises some new issues in addition to those we 
have already been dealing with under a constant covariance structure. This section 
describes the problems we encounter when we consider the particular type of the 
time-varying covariance structure we have described in the previous section, and the 
approaches we take to tackle these problems. 
There are three main problems: (1) how to preserve the appropriate eigenvalue 
structure. We have been constructing a true covariance matrix and stock returns from 
7 Blume (1975) adjusts the estimated betas using the following formula 
E(Ojtjýjt) -1 -- 
a 
2(o 
it) At 
- 
or 2 (ý it) 
(7.3.11) 
where a2 (j3,1 ) is the cross-sectional variance of the estimated betas of all stocks in the sample. 
The estimate of 0,2 (0, t) is derived as the difference between the estimates of a2 (), t) and or 
2 (, tl, t 
((T2 t)-0,2 (71, t )), where U2 
(, tl, t ) is the average of the squares of the standard error associated with 
each estimated beta (Blume (1975)). Blume shows both theoretically and empirically that a major 
reason for the observed regression tendency is the real non-stationarities in the underlying values of 
betiis. 
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a multivariate factor model with the orthogonal eigenvectors and their corresponding 
eigenvalues. However, since we now assume the eigenvectors follow O-U processes, 
they are no longer always orthogonal to each other; (2) how to define an appropriate 
comparison. In the time-varying situation, the true covariance matrix is no longer 
constant but changes all the time. We need to consider an appropriate benchmark to 
compare the performance of different estimators; and (3) how to implement certain 
covariance estimation methods, for example, our eigenvalue shrinkage methods, which 
involve adjustments over two periods. As the true covariance matrix changes over 
time, we cannot adjust the eigenvalues of two successive sample covariance matrices 
(from non-overlapping data) as the earlier one is based on distant information which 
is out-of-date. The following describes what we have done to solve these problems. 
Re-orthogonalization 
For each week, we obtain a new set of factor loadings for all the N factors and all 
the stocks, Tt = 
[t 
l, t i ... ) 
tN, t] , where the subscript t denotes the point of time. As 
these factor loadings (eigenvectors) change over time, they no longer maintain or- 
thogonality to each other. To solve this problem, we use a standard Gram-Schmidt 
orthogonalization procedure on these eigenvectors. We then use the adjusted eigen- 
vectors, T* = [t * jj J*J, to construct an instant true covariance matrix at time t1N 
ti Ctruc, t i USing 
Ctrue, 
t= T*A*T*' tt 
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where A* is the same adjusted eigenvalue matrix we use to construct a constant true 
covariance matrix. 
We then use the N-variate factor model to generate one return for each stock 
from this instant true covariance structure. We repeat this procedure and generate a 
series of instant true covariance matrices over a period of time T, and obtain a time 
series of stock returns R,,,. R,,,, is then used to construct the covariance matrices 
(EOU 's) according to different estimation methods. Eou's are predictions of covariance 
matrices from the time-series return observations over the period of time T. 
Comparison benchmark 
As there is no longer a constant true covariance matrix to compare with in this case, 
we compare the covariance estimations F,,,,, 's with a one-week ahead instant true 
covariance matrix for time T+ 11 
Ctrue, T+l i which is constructed as 
Ctrue, T+l= T* A*T*' (7-3-13) T+l T+l 
Note that T denotes the eigenvector matrix, and T denotes the time. 
Eigenvalue adjustment 
To adjust the eigenvalues, we simulate stock returns for an arbitrary 200 times from 
the instantaneous true covariance matrix Ctrue, T+l. This gives us the variances and 
covariances of the returns from T to T+ 1, 
CT, T+1-We then useCT, T+l as the second 
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period covariance matrix to adjust the sample covariance matrix for our eigenvalue 
shrinkage estimators. 8 
Additional methods to compare with 
It seems reasonable to also consider the RiskMetrics and overall mean model in the 
time-varying extension. This is because the recent information is more relevant now 
than the more distant information in estimating a time-varying covariance matrix. 
therefore methods like the RiskMetrics that imposes more weights on recent obser- 
vations may be more useful. In addition, as the stocks migrate across different risk 
categories, an average relationship estimator may work better than estimators that 
try to measure the individual pair-wise relationships. 
7.3.4 Results 
Table 7.7 - Table 7.12 report the average RMSE and eigen-distance (Panel A) and 
their differences (Panel B) when the size of time-series observations equals 200,600 
and 1,000 weeks respectively. 
First of all, we find that our eigenvalue shrinkage methods (V, SVlog and TV) 
become more important. In particular, TV is always the best estimator under both 
measures and all three lengths of time series observations we report. The way we use 
ex-post information to adjust the eigenvalues has no doubt also contributed to a better 
8The problem here is that we are using ex-post information to help adjust tile eigenvalues. Further 
studies are needed to explore better ways to adjust eigenvalues. 
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performance of these eigenvalue shrinkage methods. However, the cross comparison 
among these methods themselves shows that TV is consistently better than V and 
SVlog, which shows that adjusting the principal eigenvectors is helpful when the 
eigenvectors are clearly mean-reverting as in this case we have constructed them to 
do so. This is opposite to what we find under the constant covariance structure, where 
we show that if we are already adjusting the eigenvalues, the additional adjustment 
on the eigenvector does not add much value. 9 
We find that the RiskMetrics estimator, particularly with the decaying factor (A = 
0.95) we are using, performs very badly by itself. It consistently under-performs the 
sample historical covariance matrix and all other alternative estimators. 'O However, 
when we combine the RiskMetrics estimator with a single-index estimator (RM+S) or 
an overall mean estimator (RM+C), the combined estimator works much better. For 
example, both (RM+S) and (RM+C) work better than the overall mean estimator 
(C) under both the RMSE and eigen-distance measures. 
When we consider a bigger decaying factor, for example A=0.99, the RiskMetrics 
performs a lot differently and much better. This shows that a different form of the 
RiskMetrics estimator, or in general a different estimator that places more weight on 
the recent observations, may be able to provide a better estimate of the covariance 
9We find that average adjustment on the first eigenvector, bt,,, in the time-varying case equals 
to 0.85,0.91 and 0.90 for T=200,600 and 1,000 weeks respectively. 
1OWe checked the eigenvalues of the RiskMetrics estimated covariance matrix and find the latter 
part of the eigenvalues is much smaller than those of the other estimated covariance matrices. 
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structure. At least, we expect the combination of this estimator with a single-index 
estimator can out-perform the Jagannathan and Ma estimator as it is better to use 
more recent data in estimating a time-varying covariance structure. It will be an 
interesting topic for further research. " 
The overall mean estimator does not work well as we expect. This may be be- 
cause the dynamic migrating structure that we have assumed for the stocks, where 
their risks due to the N-variate factors change independently and concurrently., is 
too complicated to be captured by a simple average model. We also suspect that 
our structure may have a rather slow migration since we expect the average model 
to perform well asymptotically. " This shows that we need more empirical work to 
choose and calibrate our time-varying model. 
The sample covariance matrix performs better with increasing amount of the 
time series observations. It consistently out-performs the single-index estimator and 
the overall mean estimator when there are more time series observations used in 
estimating the covariance. However, the significance of this relative advantage over 
the single-index estimator is much smaller than that under the constant covariance 
structure. For example, under the eigen-distance measure when T=600, the t-statistic 
for (S - H) under the constant covariance structure is 182.6 (Table 6.4), whereas under 
"We find that the RiskMetrics estimator with A=0.99 combined with the single-index estima- 
tor (RM(O. 99)+S) and the overall mean estimator (RM(O. 99)+C) (both not reported) did provide 
significantly better results than (RM(O. 95)+S) and (RM(O. 95)+C). 
12We find that, the eigen-distance of two instant true covariance matrices Ctrue, T and Ctruc, T+l 
equals 0.1859,0.2142 and 0.2596 when T=200,600 and 1000 weeks respectively. 
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Figure 7.1: Eigen-distance and RMSE with increasing estimation windows 
under a time varying structure This figure shows the eigen-distance and RMSE 
results of the different covariance estimators when the estimation windows increase 
from 100 weeks to 1,000 weeks. Figure A (B) plot the eigen-distance (RMSE) results 
when compared with the instant true covariance matrix. 
the time-varying covariance structure it is only 39.3 (Table 7.10). This shows that 
the time variation makes the estimation more difficult to both estimators. 
Another estimator whose performance increases with the amount of the observa- 
tion of is the Ledoit and Wolf estimator. Its relative performance over the Jagan- 
nathan and Ma estimator increases when T increases-13 
We also find that the forecast errors of the individual estimators and the differ- 
ences between different estiniators increase when the amount of time series data used 
"The average shrinkage intensity for the Ledoit and Wolf estimator in the firne varying case 
equals 0.21,0.09 and 0.06 for 200,600, and 1000 weeks. 
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in the estimation increases. This is quite different from the case of the constant co- 
variance structure, where more data is always helpful in improving the estimation of 
a covariance matrix. This shows that when the covariance structure is time-varying, 
there is a trade-off between the sampling variation and the data being obsolete. " 
Therefore, there will be an optimal amount of data for estimation. 
We therefore plot Figure 7.1 to show that relationship of the RMSE and eigen- 
distance results with the amount of the time series data used in the covariance esti- 
mation. We can see that many estimators exhibit a slight U-shape performance, the 
bottom of the curve indicates the optimal amount of data for the estimation. We 
can see that the optimal number of observations for different estimators vary between 
T=200 to 250 weeks. 
We can see from Figure 7.1 that for RiskMetrics, the curve under the eigen- 
distance measure decreases then stays almost flat. This is the consequence of its 
exponential weighting scheme that regardless of the amount of observations, the ef- 
fective number of data used in its estimation is limited by the size of the decaying 
factor. 15 We also consider a RiskMetrics estimator with a different decaying factor of 
A=0.99 (RM(O. 99)). It performs much better and rather differently. We also find 
that the sample historical covariance matrix (H) improves most with increasing data 
under both measures. 
14 Except for methods like RiskMetrics that weights the observations. 
15 For example, if we use A=0.95, then 99.9% information is contained ill the last 135 
(=Iog(0.001)11og(O. 95)) observations. 
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7.4 Conclusion 
This chapter extends our analysis in Chapter 6 to explore improvements on covariance 
estimation under two more realistic situations: a covariance structure for returns Nvith 
fat-tailed distributions and a time-varying covariance structure where stocks migrate 
among different risk classes. We find that our eigenvalue shrinkage estimators are 
still very useful in both circumstances, and become even more important in the time 
varying case. On the other hand, we find that methods imposing more weights on the 
recent information and taking an average cross sectional stock relationships, which 
are expected to be useful in the time varying case, did not do better. 
The time-varying covariance structure raises many issues that need to be explored 
further. Our work in this chapter has explored how things change in the time varying 
situation, which is important to understand the properties of these time variations. 
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Table 7.1: RMSE and RMSE differences (MNIG T=200 weeks) This table 
reports the 100 simulations results of the RMSE (Panel A) and RMSE differences 
(Panel B) of eight alternative covariance estimators, when compared against both 
the true covariance matrix and an ex-post sample of the true covariance matrix. The 
length of time-series observation is 200 weeks. Results in the two sections of Panel 
A are ranked separately according to the ascending orders of the performance of 
models. Results in Panel B are reported in the fixed order. The short forms are the 
same as explained in Table 6.1 in Chapter 6. * denotes statistical significance at a 
95% confidence level. 
vs. true out-of-sample 
Panel A: RMSE 
mean se mean se 
H 1.9854 0.1630 H 2.9023 0.1869 
S 1.8643 0.1685 S 2.8394 0.1899 
V 1.8274 0.1613 TV 2.7920 0.1908 
SV 1.8207 0.1615 im 2.7816 0.1907 
SVIog 1.8189 0.1616 LW 2.7786 0.1899 
LW 1.8177 0.1648 V 2.7744 0.1885 
TV 1.8100 0.1685 SV 2.7698 0.1886 
im 1.7828 0.1692 Svlog 2.7690 0.1886 
Panel B: RMSE Differences 
mean se t-stats mean se t-stats 
S-H -0.1211 0.0155 -7.81 S-H -0.0629 0.0133 -4.72 
LW -H -0.1677 0.0106 -15.82 LW -H -0.1237 0.0098 -12.60 
LW -S -0.0466 0.0143 -3.27 
* LW -S -0.0609 0.0159 -3.83 
JM -H -0.2026 0.0135 -15.00 JM -H -0.1207 0.0096 -12.61 
im -S -0.0815 0.0058 -14.09 JM -S -0.0578 0.0058 -10.03 
im - LW -0.0349 0.0105 -3.33 
* JM - LW 0.0030 0.0112 0.27 ) 
V-H -0.1580 0.0173 ( -9.11 V-H -0.1280 0.0163 -7.86 
V-S -0.0369 0.0199 (-1.86 V-S -0.0651 0.0224 -2.90 
V- LW 0.0097 0.0145 ( 0.67 V- LW -0.0042 0.0107 -0.39 
V- im 0.0446 0.0183 ( 2.44 *) V- JM -0.0072 0.0184 ( -0.39 ) 
SV -H -0.1647 0.0179 -9.20 SV -H -0.1325 0.0168 -7.87 
SV- S -0.0436 0.0198 -2.20 SV- S -0.0696 0.0225 -3.09 
SV - LW 0.0030 0.0148 0.20 
SV - LW -0.0087 0.0110 -0.80 
SV - im 0.0379 0.0183 
( 2.07 *) SV - JM -0.0117 0.0186 ( -0.63 ) 
SV -V -0.0067 0.0014 -4.81 
SV -V -0.0045 0.0016 ( -2.78 * 
SVlog- H -0.1665 0.0180 -9.24 SVlog- H -0.1333 0.0168 
(-7.92 * 
SVIog- S -0.0454 0.0197 -2.30 SVIog- S -0.0704 0.0224 
( -3.15 * 
SVlog- LW 0.0012 0.0149 (0.08 SVlog- LW -0.0096 0.0110 ( -0.88 
SVIog- JM 0.0361 0.0183 1.98 SVIog- JM -0.0126 0.0185 (-0.68 
SVIog- V -0.0085 0.0018 -4-73 Svlog- V -0.0054 0.0019 
(-2.88 * 
SVIog- SV -0.0018 0.0005 -3-68 SvIog- SV -0-0009 0.0003 -2.64 
* 
TV -H -0-1754 
0.0128 -13.69 TV -H -0.1103 0.0094 -11.71 
TV -S -0.0543 
0.0116 -4.67 TV -S -0-0474 0.0110 -4.33 * 
TV - LNN' -0.0077 
0.0101 (-0.76 TV - LNN' 0.0134 0.0091 1.48 
TV - JM 0.0272 
0.0089 ( 3.07 TV - JTNI 0.0104 0.0071 1.47 
TV -\1 -0.0173 
0.0146 (-1-19 TV -V 0.011-7 0.0159 1.11 
TV - SV -0.0107 
0.0147 ( -0.73 '1A' - SN' 0.0222 0.0160 1.38 
'F\- - SVIog -0.0089 
0.0147, (-0.61 T N' -S \'I 0.0230 0.0159 1.44 
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Table 7.2: Eigen-distance and eigen-distance differences (MNIG T=200 
weeks) This table reports the 100 simulations results of the eigen-distance (Panel A) 
and eigen-distance differences (Panel B) of eight alternative covariance estimators. 
when compared against both the true covariance matrix and an ex-post sample of the 
true covariance matrix. The length of time-series observation is 200 weeks. Results in 
the two sections of Panel A are ranked separately according to the ascending orders 
of the performance of models. Results in Panel B are reported in the fixed order. 
denotes statistical significance at a 95% confidence level. 
vs. true out-of-sample 
Panel A: Eigen-distance 
mean se mean se 
H 3.4028 0.0260 H 4.8450 0.0241 
S 2.3645 0.0135 S 4.1322 0.0287 
LW 2.2923 0.0279 LW 4.0906 0.0288 
V 2.1272 0.0222 V 3.9605 0.0273 
SVIog 2.1184 0.0223 TV 3.9485 0.0265 
SV 2.1181 0.0218 SV 3.9469 0.0277 
TV 2.0975 0.0216 SVIog 3.9461 0.0276 
im 2.0040 0.0228 im 3.9008 0.0261 
Panel B: Eigen-distance Differences 
mean se t-stats mean se t-stats 
S-H -1.0383 0.0269 -38.66 S-H -0.7128 0.0301 -23.65 * 
LW -H -1.1105 0.0197 -56.45 LW -H -0.7543 0.0165 -45.77 * 
LW -S -0.0722 0.0259 - 2.79 * LW -S -0.0415 0.0302 (-1.38 ) 
JM -H -1.3988 0.0189 -74.02 JM -H -0.9442 0.0176 ( -53.70 * 
im -S -0.3605 0.0211 -17.06 JM -S -0.2314 0.0212 -10.91 
im - LW -0.2884 0.0179 -16.15 JM - LW -0.1899 0.0154 -12.29 
V-H -1.2756 0.0296 -43.05 V-H -0.8845 0.0299 -29.54 
V-S -0.2373 0.0186 - 12.78 V-S -0.1717 0.0259 -6.62 
V- LW -0.1651 0.0264 -6.25 * V- LW -0.1301 0.0279 -4.66 
V- im 0.1232 0.0263 ( 4.69 *) V- JM 0.0597 0.0226 ( 2.64 *) 
SV -H -1.2847 0.0310 -41.49 SV -H -0.8981 0.0312 -28.74 
SV -S -0.2464 0.0194 -12.72 SV -S -0.1853 0.0266 -6.97 
SV - LW -0.1742 0.0265 -6.58 
* SV - LW -0.1437 0.0291 -4.93 
SV - im 0.1141 0.0271 
( 4.22 *) SV - JM 0.0461 0.0237 ( 1.95 ) 
SV -V -0.0091 0.0074 
( -1.22 ) SV -V -0.0136 0.0059 -2.30 *) 
SVIog- H -1.2844 0.0313 (40.99 SVlog- H -0.8989 0.0314 -28.63 
SVIog- S -0.2462 0.0198 (-12.41 SVIog- S -0.1861 0.0265 -7.03 
SVIog- LW -0.1740 0.0265 -6.57 SVlog- LW -0.1445 0.0292 -4.95 
SVlog- JAI 0.1144 0.0274 4.18 SVIog- JM 0.0453 0.0238 1.91 
SVIog- V -0.0088 0.0086 (-1.03 SVIog- V -0.0144 0.0058 -2.46 
SVlog- SV 0.0002 0.0026 (0-10 SVIog- SV -0.0008 0.0014 -0.54 
TV -H -1.3053 0.0302 
(43.23 TV -H -0.8964 0.0296 -30.34 
TV -S -0.2670 0.0178 
(-14.98 TV -S -0.1837 0.0243 -7.54 
TV - LNN' -0.1948 0.0299 -6.53 
TV - LW -0.1421 0.0282 -5.04 
TV - JAI 0.0935 0.0248 
3.77 TV - JAI 0.04717 0.0215 2.22 
TV -V -0.0297 
0.0116 -2.56 TV -V -0.0120 0.0063 (-1.91 
TV - SN' -0.0206 
0.0152 (-1.36 TV - SV 0.0016 0.0087 0.19 
TV - SVIog -0.0209 
0.0162 ( -1.29 TV - SN'log 0.0024 0.0086 0.28 
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Table 7.3: RMSE and RMSE differences (MNIG T=600 weeks) This table 
reports the 100 simulations results of the RMSE (Panel A) and RMSE differences 
(Panel B) of eight alternative covariance estimators, when compared against both 
the true covariance matrix and an ex-post sample of the true covariance matrix. The 
length of time-series observation is 600 weeks. Results in the two sections of Panel A 
are ranked separately according to the ascending orders of the performance of models. 
Results in Panel B are reported in the fixed order. * denotes statistical significance 
at a 95% confidence level. 
vs. true out-of-sample 
Panel A: RMSE 
mean se mean se 
S 1.3313 0.0714 S 1.7361 0.0833 
H 1.1923 0.0721 H 1.6410 0.0850 
LW 1.1536 0.0720 LW 1.6131 0.0855 
SV 1.1439 0.0721 SV 1.6126 0.0852 
V 1.1431 0.0721 SVIog 1.6120 0.0853 
TV 1.1428 0.0741 V 1.6113 0.0853 
SVIog 1.1427 0.0722 TV 1.6076 0.0862 
im 1.1392 0.0752 im 1.6006 0.0867 
Panel B: RMSE Differences 
mean se t-stats mean se t-stats 
S-H 0.1390 0.0096 14.45 S-H 0.0950 0.0117 8.15 
LW -H -0.0387 0.0037 -10.42 LW -H -0.0279 0.0037 -7.62 
LW -S -0.1777 0.0115 -15.48 LW -S -0.1229 0.0133 -9.26 
JM -H -0.0531 0.0077 -6.86 * JM -H -0.0405 0.0072 -5.61 
im -S -0.1921 0.0070 -27.51 JM -S -0.1355 0.0069 -19.60 
im - LW -0.0144 0.0083 -1.73 im - LW -0.0126 0.0082 -1.54 ) 
V-H -0.0493 0.0058 -8.43 *) V-H -0.0297 0.0064 -4.65 
V-S -0.1882 0.0107 -17.64 V-S -0.1247 0.0134 -9.27 
V- LW -0.0105 0.0059 -1.78 ) V- LW -0.0018 0.0062 -0.29 
V- im 0.0038 0.0085 ( 0.45 ) V- im 0.0108 0.0093 ( 1.17 ) 
SV- H -0.0485 0.0060 -8.03 *) SV -H -0.0285 0.0065 -4.39 
SV- S -0.1874 0.0108 -17.43 SV- S -0.1235 0.0134 -9.23 
SV - LW -0.0097 0.0060 -1.62 ) SV - LW -0.0006 0.0062 -0.09 
SV - im 0.0046 0.0085 ( 0.54 
) SV - im 0.0120 0.0092 ( 1.30 ) 
SV -V 0.0008 0.0008 0.96 SV -V 0.0012 0.0008 1.49 
SVIog- H -0.0496 0.0061 -8.18 SVlog- H -0.0291 0.0065 -4.47 
SVIog- S -0.1886 0.0107 -17.56 SVIog- S -0.1241 0.0133 -9.30 
SVIog- LW -0.0109 0.0061 (-1.80 SVlog- LW -0.0012 0.0063 -0.19 
SVlog- JM 0.0035 0.0085 (0.41 SVlog- JT\I 0.0114 0.0092 1.25 
SVlog- V -0.0004 0.0011 (435 SVIog- V 0.0006 0.0009 0.70 
SVIog- SV -0.0012 0.0003 -3.84 SVIog- SV -0.0006 0.0002 -3.24 
TV -H -0.0496 0.0041 -12.06 TV -H -0.0335 0.0036 -9.20 
TV -S -0.1886 0.0097 -19.52 TV -S -0.1285 
0.0111 -11.60 
TV - LNN' -0.0109 0.0049 -2.24 
TV - LW -0.0056 0.0047 (-1.19 
TV - JI\I 0.0035 0.0063 0.56 TV -J TN 1 
0.0070 0.0061 ( 1.1.5 
TV -V -0.0003 0.0052 
(-0.06 TV -V -0.0038 0.0054 (-0.70 
TV - S\T -0.0011 
0.0053 (421 T\' - SV -0.0050 0.0054 (-0.93 
TV - SV109 0.0000 
0.0052 (0.01 TV - SvIog -0.0044 0.0053 ( -0.83 
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Table 7.4: Eigen-distance and eigen-distance differences (MNIG T=600 
weeks) This table reports the 100 simulations results of the eigen-distance (Panel A) 
and eigen-distance differences (Panel B) of eight alternative covariance estimators, 
when compared against both the true covariance matrix and an ex-post sample of the 
true covariance matrix. The length of time-series observation is 600 weeks. Results in 
the two sections of Panel A are ranked separately according to the ascending orders 
of the performance of models. Results in Panel B are reported in the fixed order. 
denotes statistical significance at a 95% confidence level. 
vs. true out-of-sample 
Panel A: Eigen-distance 
mean se mean se 
S 2.2786 0.0040 S 2.8697 0.0177 
H 1.8406 0.0147 H 2.5768 0.0158 
LW 1.5725 0.0139 LW 2.3830 0.0162 
SVIog 1.4710 0.0133 SV 2.3041 0.0161 
SV 1.4709 0.0134 SVIog 2.3028 0.0162 
TV 1.4483 0.0117 V 2.2932 0.0155 
V 1.4460 0.0124 TV 2.2928 0.0155 
im 1.4144 0.0128 im 2.2356 0.0144 
Panel B: Eigen-distance Differences 
mean se t-stats mean se t-stats 
S-H 0.4380 0.0146 30.10 S-H 0.2929 0.0211 13.85 
LW -H -0.2681 0.0073 -36.75 LW -H -0-1938 0.0067 -29.07 
LW -S -0.7062 0.0143 -49.52 LW -S -0.4867 0.0209 -23.28 
JM -H -0.4263 0.0119 -35.92 JM -H -0.3412 
0.0127 -26.84 
im -S -0.8643 0.0131 -66.16 JM -S -0.6342 0.0152 -41.76 
im - LW -0.1581 0.0098 -16.18 JM - LW -0.1474 
0.0112 -13.16 
V-H -0.3946 0.0165 -23.95 V-H -0.2836 0.0154 -18.38 
V-S -0.8326 0.0124 -67.35 V-S -0.5765 0.0176 -32.77 
V- LW -0.1265 0.0148 -8.57 * V- LW -0.0897 0.0148 -6.05 
* 
V- im 0.0316 0.0143 ( 2.22 *) V- JM 0.0577 0.0118 ( 4.88 *) 
SV -H -0.3697 0.0180 -20.53 
SV -H -0.2727 0.0167 -16.32 
SV- S -0.8078 0.0137 -59.11 SV -S -0.5656 
0.0175 -32.32 
SV - LW -0.1016 0.0159 -6.39 
* SV - LW -0.0788 0.0158 -4.98 * 
SV - im 0.0565 0.0156 
( 3.62 *) SV - JM 0.0686 0.0127 ( 5.41 *) 
SV -V 0.0249 0.0067 
3.70 *) SV- V 0.0109 0.0053 2.06 *) 
SVIog- H -0.3697 0.0182 -20.32 
SVlog- H -0.2740 0.0168 -16.32 
SVIog- S -0.8077 0.0135 -59.70 
SVIog- S -0.5669 0.0175 -32.39 
SVlog- LW -0.1016 0.0160 -6.33 
SVlog- LW -0.0802 0.0160 -5.02 
SVIog- JM 0.0566 0.0157 3.60 SVIog- JM 0.0672 0.0129 5.22 
SVIog- V 0.0249 0.0068 3.69 SVIog- V 0.0096 0.0052 1.84 
SVIog- SV 0.0001 0.0017 0.03 SVIog- SV -0.0013 0.0008 -1.59 
TV -H -0.3924 0.0154 -25.51 
TV -H -0.2840 0.0153 -18.60 
TV -S -0.8304 0.0115 -72.52 
TV -S -0.5769 0.0177 -32.56 
TV - LM' -0.1242 0.0143 -8.68 
TV - LW -0.0902 0.0148 -6.10 
TV - JNI 0.0339 0.0132 
2.57 TV - JNI 0.0572 0.0116 4.93 
TV -V 0.0023 
0.0036 0.62 TV - N, -0.0005 0.0019 -0.24 
TV - SV -0.0226 
0.0072 -3.15 TV - SN7 -0.0113 0.0059 
(-1.93 
TV - SV109 -0.0227 
0.0074 -3.08 TV - SNITIO. - -0.0100 0.0058 -1.72 
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Table 7.5: RMSE and RMSE differences (MNIG T=1000 weeks) This table 
reports the 100 simulations results of the RMSE (Panel A) and RMSE differences 
(Panel B) of eight alternative covariance estimators, when compared against both 
the true covariance matrix and an ex-post sample of the true covariance matrix. The 
length of time-series observation is 1000 weeks. Results in the two sections of Panel A 
are ranked separately according to the ascending orders of the performance of models. 
Results in Panel B are reported in the fixed order. * denotes statistical significance 
at a 95% confidence level. 
vs. true out-of-sample 
Panel A: RMSE 
mean se mean se 
S 1.0940 0.0538 S 1.4100 0.0600 
H 0.8582 0.0559 im 1.2225 0.0642 
im 0.8549 0.0569 H 1.2161 0.0641 
LW 0.8415 0.0560 LW 1.2033 0.0647 
TV 0.8347 0.0566 TV 1.1986 0.0648 
SV 0.8344 0.0561 SV 1.1949 0.0650 
SVIog 0.8330 0.0561 V 1.1943 0.0650 
V 0.8320 0.0561 SVIog 1.1939 0.0650 
Panel B: RMSE Differences 
mean se t-stats mean se t-stats 
S-H 0.2358 0.0092 25.64 S-H 0.1939 0.0108 18.00 
LW -H -0.0167 0.0024 -7.01 LW -H -0.0128 0.0025 -5.18 
LW -S -0.2525 0.0107 -23.59 LW -S -0.2066 0.0124 -16.69 
JM -H -0.0033 0.0063 (-0.53 ) JM -H 0.0064 0.0057 1.14 ) 
im -S -0.2391 0.0063 -38.20 JM -S -0.1874 0.0070 -26.81 
im - LW 0.0134 0.0071 1.88 ) im - LW 0.0192 0.0069 2.78 * 
V-H -0.0263 0.0035 -7.43 *) V-H -0.0218 0.0037 -5.88 
V-S -0.2621 0.0100 -26.23 V-S -0.2156 0.0122 -17.61 
V- LW -0.0095 0.0038 -2.48 * V- LW -0.0090 0.0035 -2.58 * 
V- im -0.0229 0.0067 ( -3.41 *) V- JM -0.0282 0.0068 ( -4.12 *) 
SV -H -0.0238 0.0038 -6.25 *) SV -H -0.0212 0.0040 -5.33 *) 
SV -S -0.2596 0.0100 -25.99 SV -S -0.2151 0.0122 -17.66 
SV - LW -0.0071 0.0040 (-1.79 SV - LW -0.0084 0.0037 -2.28 
SV - J1\I -0.0205 0.0067 -3.07 SV - JM -0.0276 0.0068 -4.07 * 
SV -V 0.0024 0.0008 2.89 SV- V 0.0006 0.0009 0.60 
) 
SVIog- H -0.0253 0.0039 -6.50 SVIog- H -0.0222 0.0040 -5.51 * 
SVIog- S -0.2611 0.0100 -26.14 SVIog- S -0.2161 0.0122 ( -17.75 
SVIog- LW -0.0085 0.0040 -2.11 SVIog- LW -0.0094 0.0038 ( -2.51 * 
SVIog- JA 1 -0.0219 0.0066 -3.31 SVIog- JAI -0.0286 0.0068 ( -4.22 
SVIog- V 0.0010 0.0010 1.03 SVIog- V -0.0005 0.0011 ( -0.43 
SVIog- SV -0.0014 0.0002 -6.56 SVIog- SV -0.0010 0.0002 ( -5.59 
TV -H -0.0235 
0.0026 -9.13 TV -H -0.0176 0.0022 -7.92 
TV -S -0.2593 
0.0094 -27.64 TV -S -0.2114 0.0106 -19.91 
TV - LNV -0.0067 
0.0034 -2.00 TV- LNN- -0.0048 0.0032 -1.471 
TV - J1\I -0.0202 
0.0059 -3.40 TV - JM -0.0240 0.0051 -4.70 
TV -V 0.0028 
0.0031 0.90 TV -V 0.0042 0.0033 1.28 
IFV - SN' 0.0003 
0.0032 0.11 -I, N--S\- 0.0036 0.0034 1.08 
TV - 0.0018 
0.0032 0.55 TV - S\'I()g 0.0047 0.0034 1.37 
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Table 7.6: Eigen-distance and eigen-distance differences (MNIG T=1000 
weeks) This table reports the 100 simulations results of the eigen-distance (Panel A) 
and eigen-distance differences (Panel B) of eight alternative covariance estimators, 
when compared against both the true covariance matrix and an ex-post sample of the 
true covariance matrix. The length of time-series observation is 1000 weeks. Results 
in the two sections of Panel A are ranked separately according to the ascending orders 
of the performance of models. Results in Panel B are reported in the fixed order. 
denotes statistical significance at a 95% confidence level. 
vs. true out-of-sample 
Panel A: Eigen-distance 
mean se mean se 
S 2.2653 0.0028 S 2.6861 0.0158 
H 1.4163 0.0127 H 1.9946 0.0134 
LW 1.2796 0.0120 LW 1.9061 0.0132 
im 1.2702 0.0105 im 1.8792 0.0137 
SVIog 1.2062 0.0101 SV 1.8484 0.0144 
SV 1.2060 0.0100 SVIog 1.8467 0.0143 
TV 1.1810 0.0096 V 1.8436 0.0137 
V 1.1787 0.0098 TV 1.8435 0.0138 
Panel B: Eigen-distance Differences 
mean se t-stats mean se t-stats 
S-H 0.8490 0.0125 68.00 S-H 0.6915 0.0196 35.27 
LW -H -0.1367 0.0041 -33.23 LW -H -0.0885 0.0035 -25.58 
LW -S -0.9857 0.0121 -81.38 LW -S -0.7800 0.0196 -39.86 
JM -H -0.1461 0.0111 -13.20 JM -H -0.1154 0.0142 -8.13 
*) 
im -S -0.9951 0.0104 -95.80 JM -S -0.8069 0.0145 -55.61 
im - LW -0.0094 0.0091 -1.03 
) im - LW -0.0269 0.0124 -2.17 
V-H -0.2376 0.0139 -17.07 *) V-H -0.1510 0.0165 -9.17 *) 
V-S -1.0866 0.0092 -118.01 V-S -0.8425 0.0186 -45.33 
V- LW -0.1009 0.0132 -7.63 * V- LW -0.0626 0.0153 -4.09 
* 
V- im -0.0915 0.0118 ( -7.77 *) V- im -0.0357 0.0134 
( -2.67 *) 
SV- H -0.2103 0.0149 -14.15 *) SV -H -0.1462 0.0177 -8.26 
*) 
SV- S -1.0593 0.0098 -107.65 SV -S -0.8377 0.0192 -43.54 
SV - LW -0.0737 0.0142 -5.19 
* SV - LW -0.0577 0.0166 -3.48 * 
SV - im -0.0642 0.0129 
( -4.98 *) SV - JM -0.0308 0.0145 ( -2.12 *) 
SV -V 0.0273 0.0054 5.07 
*) SV -V 0.0049 0.0047 1.04 
SVIog- H -0.2101 0.0149 -14.14 
*) SVlog- H -0.1479 0.0178 -8.31 
SVIog- S -1.0592 0.0100 -106.18 SVIog- 
S -0.8394 0.0192 -43.64 
SVIog- LW -0.0735 0.0141 -5.20 SVlog- LW -0.0595 
0.0167 -3.57 
SVIog- JAI -0.0641 0.0129 -4.97 
SVIog- JM -0.0326 0.0146 -2.24 
SVIog- V 0.0274 0.0056 4.88 SVIog- V 0.0031 0.0046 0.67 
SVIog- SV 0.0002 0.0013 0.15 SVIog- SV -0.0018 0.0009 -2.04 
TV -H -0.2353 0.0138 -17.05 
TV -H -0.1511 0.0164 -9.20 
TV -S -1.0843 0.0090 -120.83 
TV -S -0.8426 0.0184 - T-5.7 6 
TV - LW -0.0986 0.0132 -7.48 
TV - LNN' -0.0627 0.0153 -4.10 
TV - JXI -0.0892 0.0118 -7.58 
TV - JNI -0.0357 0.0134 -2.67 
TV - N, 0.0023 0.0016 
1.44 TN' - N' -0.0001 0.0014 (-0.06 
TV - SN', -0.0250 
0.0057 -4.35 TV - SV -0.0050 0.0051 (498 
TV - SNITIO" -0.0252 
0.0059 -4.27 TV - SVlog -0.0032 0.0050 -0.63 
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Table 7.7: RMSE and RMSE differences (OU, oz=0.03, T=200 weeks) This 
table reports the 100 simulations results of the RMSE (Panel A) and RMSE differ- 
ences (Panel B) of eleven alternative covariance estimators, when compared against 
the instant true covariance matrix at T=201 weeks. Results in Panel A are ranked ac- 
cording to the ascending orders of the performance of models. Results in Panel B are 
reported in the fixed order. The two additional short forms are: RAI for RiskMetrics 
estimator and C for average covariance estimator. * denotes statistical significance 
at a 95% confidence level. 
Panel A: RMSE 
mean se 
RiskMetrics 2.4615 0.0302 
C 1.6072 0.0069 
RM+C 1.5172 0.0138 
RM+S 1.4924 0.0172 
S 1.2525 0.0098 
H 1.2277 0.0084 
LW 1.1159 0.0084 
im 1.1017 0.0099 
V 1.0929 0.0094 
SvIog 1.0912 0.0095 
TV 0.9946 0.0094 
Panel B: RMSE Differences 
mean se t-stats mean se t-stats 
S-H 0.0248 0.0040 6.27 RM - H 1.2338 0.0314 39.27 * 
LW -H -0.1118 0.0032 -34.46 RM - S 1.2090 0.0314 38.55 * 
LW -S -0.1366 0.0057 -24.11 RM - LW 1.3457 0.0317 42.41 * 
JM -H -0.1260 0.0028 -44.90 RM - JM 1.3599 0.0317 42.87 * 
im -S -0.1508 0.0020 -75.89 RM - V 1.3687 0.0324 42.24 
im - LW -0.0142 0.0045 -3.15 * RM - SVLOG 1.3703 0.0324 42.29 
V-H -0.1348 0.0112 -12.07 RM - TV 1.4669 0.0315 46.58 
V-S -0.1596 0.0130 -12.27 RM - C 0.8544 0.0311 27.45 
V- LW -0.0230 0.0106 -2.17 * RMS -H 0.2646 0.0178 14.90 
V- im -0.0088 0.0125 ( -0.71 ) RMS -S 0.2398 0.0177 ( 13.51 *) 
SVIog- H -0.1365 0.0112 -12.19 RMS - LW 0.3765 0.0180 20.90 * 
SvIog- S -0.1613 0.0130 -12.38 RMS - JM 0.3907 0.0180 21.68 * 
SVIog- LW -0-0247 0.0106 -2.33 * RMS -V 0.3995 0.0200 19-98 * 
SvIog- JM -0.0105 0.0125 (-0.84) RMS - SVlog 0.4012 0.0200 20-06 * 
SvIog- V -0.0017 0.0002 -7.61 * RMS - TV 0.4977 0.0196 25.38 * 
TV -H -0.2331 0.0125 -18.65 
RMS -C -0.1148 0.0179 -6.42 *) 
TV -S -0.2579 0.0134 -19.25 
RMS - RM -0-9692 0.0154 -62.73 
TV - LW -0.1213 0.0123 -9.85 
RIMC -H 0.2895 0.0148 19.56 * 
TV - JNI -0.1071 
0.0133 -8.03 RMC -S 0.2647 0.0157 16.90 * 
TV -V -0.0983 
0.0071 -13.92 RMC - LW 0.4013 0.0141 28.47 * 
TV - SvIog -0.0966 
0.0071 -13.63 RNIC - JIM 0.4155 0.0156 26.65 * 
C-H 0.3795 0.0081 46.59 RNIC -V 0.4243 0.0153 27.66 * 
C-S 0.3547 0.0095 37.51 RMC - SVLOG 0.4260 0.0154 27.73 * 
C- LIN' 0.4913 0.0066 73.91 RMC - I'V 0.5226 0.0157 33.3-1 * 
C- JAII 0.5055 0.0093 5-1.13 RMC -C -0-0900 0.0134 -6.72 *) 
C-V 0.5143 0.0109 -17-38 RMC - RNI -0.9-1-11 0.0217 -43-57 
C- SVLOG 0.5160 0.0109 -17.37 RMC - RNIS 0.0248 0.0093 2.671 - 
C- j1V 0.6126 0.0117 52.25 
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Table 7.8: Eigen-distance and eigen-distance differences (OU, oz=0.03, 
T=200 weeks) This table reports the 100 simulations results of the eigen-distance 
(Panel A) and eigen-distance differences (Panel B) of eleven alternative covariance es- 
timators, when compared against the instant true covariance matrix at TZ-201 weeks. 
Results in Panel A are ranked according to the ascending orders of the performance 
of models. Results in Panel B are reported in the fixed order. The short forms are the 
same as explained in Table 7.7. * denotes statistical significance at a 95% confidence 
level. 
Panel A: Eigen-distance 
mean se 
RiskMetrics 6.7021 0.0152 
H 3.0397 0.0106 
c 2.7441 0.0090 
RM+C 2.7253 0.0094 
RM+S 2.7233 0.0090 
s 2.5805 0.0098 
LW 2.2952 0.0091 
im 2.0641 0.0088 
SvIog 1.9961 0.0077 
V 1.9930 0.0076 
TV 1.9524 0.0076 
Panel B: Eigen-distance Differences 
mean se t-stats mean se t- st ats 
S-H -0.4593 0.0123 ( -37.35 RM - H 3.6623 0.0178 206.22 
LW -H -0.7446 0.0093 -79.78 RM - S 4.1216 0.0175 236.02 
LW -s -0.2853 0.0096 -29.77 RM - LW 4.4069 0.0163 
270.89 
JM -H -0.9756 0.0110 -88.31 RM - JM 
4.6380 0.0165 281.64 
im -s -0.5164 0.0067 
( -77.30 RM - V 4.7091 0.0172 273.83 
im - LW -0.2311 0.0071 
(-32.57 RM - SVLOG 4.7060 0.0172 274.09 
*-H -1.0468 0.0119 -87.73 RM - TV 4.7497 0.0164 290.01 
*-s -0.5875 0.0119 -49.51 RM - C 3.9579 0.0166 238.59 
*- LW -0.3022 0.0099 -30.38 RMS -H -0.3165 0.0143 -22.08 
*- JNI -0.0711 0.0088 -8.07 
* RMS -S 0.1428 0.0128 11.16 * 
svIog- H -1.0437 0.0120 -87.15 RMS - LW 0.4281 0.0122 35.01 
* 
svIog- S -0.5841 0.0120 -48.74 RMS - JM 0.6592 0.0115 57.53 
* 
SvIog- LW -0.2991 0.0100 -29.90 RMS -V 0.7303 0.0116 62.94 
* 
svIog- INI -0.0680 0.0090 -7.56 RMS - SVIog 0.7272 0.0118 
( 61.41 
svIog- V 0.0031 0.0021 (1.46 RMS - TV 0.7709 0.0111 ( 69.62 
TV -H -1.0874 
0.0119 -91.16 RMS -C -0.0208 0.0124 -1.68 
TV -S -0.6281 
0.0114 -54.89 RMS - RM -3.9788 0.01-17 -270.91 
TV - LW -0.3428 
0.0098 -34.87 RMC -H -0.3115 0.0146 -21.60 
TV - JM -0.1117 
0.0090 -12.42 RNIC -S 0.14-18 0.0131 11.04 
TV -V -0.0406 
0.0053 -7.71 R 2\ 1C - LW 0.4301 0.0125 3 1.. ): 3 
TV - sv109 -0.0.137 
0.0056 -7.81 R lý 1C - J. '\ 1 0.6612 0.0117 56.40 
C-H -0.2956 0.0122 22 -1. '2 
R, '\IC -V 0.7323 0.0118 62.19 
c-s 0.163 1 0.0091 ( li-97 *) RMC - SVLOG 0.7292 0.0120 ( 60.52 *) 
c- LW 0.0092 48.90 R. Mc - '1'ý' 0.7729 0.0114 61.8-1 
c- JM 0.6800 0.0092 73.93 RMC -C -0.0188 0.0124 -1.52 
c- x- 0.7 5 11 0.0111 ( 67.91 *) RMC - R. NI -3.9768 0.0142 ( -2ý0., S2 *) 
c- SVLOG 0.7-ISO 0.0110 ( 68.06 *) RMC - R. NIS 0-0020 0.0038 ( 0.53 ) 
C- TX' 0.79 17 0.0105 ( 75.67 *) 
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Table 7.9: RMSE and RMSE differences (OU, a=0.03, T=600 weeks) This 
table reports the 100 simulations results of the RMSE (Panel A) and RMSE differ- 
ences (Panel B) of eleven alternative covariance estimators, when compared against 
the instant true covariance matrix at T=601 weeks. Results in Panel A axe ranked 
according to the ascending orders of the performance of models. Results in Panel B 
are reported in the fixed order. The short forms are the same as explained in Table 
7.7. * denotes statistical significance at a 95% confidence level. 
Panel 
mean se 
RiskMetrics 2.4819 0.0305 
c 1.6716 0.0070 
RM+C 1.5194 0.0127 
RM+S 1.4539 0.0156 
s 1.3096 0.0051 
V 1.1351 0.0086 
SvIog 1.1336 0.0087 
im 1.1278 0.0054 
H 1.1273 0.0052 
LW 1.1057 0.0051 
TV 1.0503 0.0092 
Panel B: RMSE Differences 
mean se t-stats mean se t-stats 
S-H 0.1823 0.0027 68.39 RM - H 1.3545 0.0305 44.42 * 
LW -H -0.0216 0.0011 -19.10 RM - S 1.1722 0.0303 38-68 
* 
LW -s -0.2039 0.0030 -68.41 RM - LW 1.3762 0.0305 45.05 
* 
JM -H 0.0005 0.0015 (0.33 
) RM - JM 1.3540 0.0304 44.58 * 
im -s -0.1818 0.0015 -122.72 RM - V 1.3467 
0.0323 41.64 
im - LW 0.0221 0.0020 11.19 
* RM - SVLOG 1.3483 0.0323 41-71 
V-H 0.0078 0.0082 0.94 ) RM - TV 1.4316 0.0329 43.55 
V-s -0.1745 0.0084 -20.88 RM - C 0.8102 0.0313 25.91 
V- LW 0.0294 0.0083 3.54 * RMS -H 0.3266 0.0154 21.27 
V- im 0.0073 0.0083 (0.88 ) RMS -S 0.1443 0.0152 ( 9.52 *) 
SVIog- H 0.0063 0.0083 (0.76 ) RMS - LW 0.3482 0.0154 ( 22.63 *) 
SVIog- S -0.1760 0.0084 -20.96 RMS - JM 0.3261 0.0152 
( 21.46 *) 
SVIog- LW 0.0279 0.0083 3.34 RMS -V 0.3188 0.0181 ( 17-64 *) 
SVIog- JNI 0.0058 0.0083 0.69 RMS - SvIog 0.3203 0.0181 ( 17.73 *) 
SVIog- V -0.0015 0.0002 -8.82 RMS - TV 0.4036 0.0189 
( 21-33 *) 
TV -H -0.0771 
0.0112 -6.87 RMS -C -0.2177 0.0167 -13.02 
TV -S -0.2593 
0.0109 -23.88 RMS - RNI -1.0280 0.0164 -62.75 
TV - LNN' -0.0554 
0.0111 -5.00 RMC -H 0.3920 0.0129 30-35 * 
TV - JM -0.0775 
0.0112 -6.91 RNIC -s 0.2097 0.0129 16.23 * 
TV -V -0.0848 
0.0072 -11.76 RN IC - LNV 0.4137 0.0126 32-77 * 
TV - SvIog -0.0833 
0.0072 -11-55 RNIC - JiNI 0.3915 0.0130 30.17 * 
C-H 0.5443 0.0077 70.81 RNIC -V 0.3842 0.0161 23.82 * 
C, -s 
0.3620 0.0075 -18.17 RMC - SVLOG 0.3858 0.0161 23.92 * 
c- LW 0.5659 0.0069 82.59 RNIC - TV 0.4691 0.0166 28.32 * 
c- 'i --IN 1 
0.5-138 0.0077 70.99 RNIC -C -0.1523 0.0126 - 12.07) 
c-N, 0.5365 0.0111 -18-46 RNIC - RM -0-9625 0.0220 -43.7-1 
c- SVLOG 0.5380 0.0111 48.49 RNIC - RNIS 0.0655 0.0088 7.43 
0.6213 0.0113 55-18 
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Table 7.10: Eigen-distance and eigen-distance differences (OU, a=0.03, 
T=600 weeks) This table reports the 100 simulations results of the eigen-distance 
(Panel A) and eigen-distance differences (Panel B) of eleven alternative covariance es- 
timators, when compared against the instant true covariance matrix at T=601 weeks. 
Results in Panel A are ranked according to the ascending orders of the performance 
of models. Results in Panel B are reported in the fixed order. The short forms are the 
same as explained in Table 7.7. * denotes statistical significance at a 95% confidence 
level. 
Panel A: Eigen-distance 
mean se 
RiskMetrics 6.7236 0.0154 
c 3.0414 0.0090 
s 2.9541 0.0098 
RM+C 2.7779 0.0090 
RM+S 2.7610 0.0089 
H 2.5150 0.0115 
LW 2.4320 0.0119 
im 2.4283 0.0119 
svIog 2.2330 0.0106 
V 2.2318 0.0103 
TV 2.2140 0.0109 
Panel B: Eigen-distance Differences 
mean se t-stats mean se t-stats 
S- H 0.4391 0.0112 39.37 RM - H 4.2086 0.0191 220-69 
LW -H -0.0831 0.0019 -44.48 RM - S 3.7695 0.0180 
209.87 
LW -s -0-5222 0.0110 -47.26 RM - LW 4.2917 0.0193 
221.90 
JM -H -0.0868 0.0065 -13.36 RM - JM 4.2954 
0.0194 221.56 
im -s -0.5259 0.0077 -68.35 RM - V 4.4919 
0.0181 247.60 
im - LW -0.0037 0.0056 -0.66 
) RM - SVLOG 4.4906 0.0184 243.45 
*- H -0.2833 0.0047 -60.58 RM - TV 4.5096 0.0183 246.32 
*- s -0.7224 0.0107 -67.24 RM - C 3.6822 0.0172 214-56 
*- LW -0.2002 0.0047 -42.58 RMS -H 0.2460 0.0132 18.64 
* 
V- im -0.1965 0.0067 ( -29.48 
*) RMS -S -0.1931 0.0120 ( -16.10 *) 
SVl og- H -0.2820 0.0043 -66.31 RMS - LW 0.3290 0.0135 
( 24.35 *) 
SVI og- S -0.7211 0.0107 -67.11 RMS - JM 0.3327 0.0134 
( 24.89 *) 
SVl og- LW -0.1989 0.0042 -46.84 RMS -V 0.5292 0.0128 
( 41.20 *) 
SVI og- 'M -0.1952 
0.0064 -30.27 RMS - svlog 0.5279 0.0130 ( 40.58 *) 
SVI og- V 0.0013 0.0015 (0.83 ) RMS - TV 0.5470 0.0133 ( 41.12 *) 
TV -H -0.3010 
0.0053 -57.10 RMS -C -0.2804 0.0115 -24.49 *) 
TV -S -0.7401 
0.0114 -64-72 RMS - RNI -3-9626 0.0153 -259.47 
TV - IAN 
T 
-0.2179 0.0050 -43.40 RNIC -H 0.2629 0.0137 19.12 
TV - 3NI -0.2142 
0.0071 -30-35 RMC -S -0.1762 0.0126 -14.00 
TV -V -0.0177 
0.0037 -182 R. ', % IC - LW 0.3459 0.0140 21.67 
TV - SvIog -0.0190 
0.0040 -4.73 RNIC - JNI 0.3496 0.0139 25-08 
C- H 0.5264 0.0131 40.30 RNIC -V 0.5461 0.0133 41.21 
c- s 0.0873 0.0097 9.02 RNIC - SVLOG 0.04-19 0.0134 40.65 
c- IAN- 0.6095 0.0129 47.40 RNIC - TV 0.5639 0.0136 41.40 
c- JNI 0.6131 0.0121 50.50 R-NIC -C -0.2635 0.0108 -24.3, ý 
C- \T 0.8097 0.0125 64.87 RNIC - RM -3.9457 0.01-18 -266.88 
C- SN'LOG 0. ,ý (), ý -1 0.0126 64-19 
RNIC - RNIS 0.0169 0.0037 4.63 
c- TV 0.8274 0.0129 64.30 
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Table 7.11: RMSE and RMSE differences (OU, oz=0.031 T=1000 weeks) 
This table reports the 100 simulations results of the RMSE (Panel A) and RMSE 
differences (Panel B) of eleven alternative covariance estimators, when compared 
against the instant true covariance matrix at T=1001 weeks. Results in Panel A are 
ranked according to the ascending orders of the performance of models. Results in 
Panel B are reported in the fixed order. The short forms are the same as explained 
in Table 7.7. * denotes statistical significance at a 95% confidence level. 
Panel A: RMSE 
mean se 
RiskMetrics 2.4900 0.0349 
c 1.6927 0.0084 
RM+C 1.5301 0.0140 
RM+S 1.4598 0.0166 
s 1.4041 0.0061 
V 1.2497 0.0065 
im 1.2484 0.0064 
SvIog 1.2480 0.0065 
H 1.2396 0.0062 
LW 1.2251 0.0061 
TV 1.0890 0.0103 
Panel B: RMSE Differences 
mean se t-stats mean se t-stats 
S-H 0.1645 0.0023 70.3 7 RM - H 1.2504 0.0353 35.46 * 
LW -H -0.0145 0.0006 -23.10 RM - S 1.0858 0.0353 30.77 * 
LW -s -0.1790 0.0024 -73.87 RM - LW 1.2648 0.0354 35-75 
* 
JM -H 0.0088 0.0013 6.56 * RM - JM 1.2416 0.0353 35.15 
* 
im -s -0.1558 0.0013 -121-51 RM - V 1.2403 0.0357 34.78 
im - LW 0.0232 0.0015 16.02 
* RM - SVLOG 1.2419 0.0357 34-82 
V-H 0.0101 0.0053 1.89 ) RM - TV 1.4009 0.0372 37.71 * 
V-s -0.1545 0.0057 -26.92 RM - C 0.7973 0.0373 21.39 
* 
V- LW 0.0245 0.0052 4.68 * RMS -H 0.2202 0.0169 13.04 * 
V- im 0.0013 0.0056 ( 0.23 ) RMS -S 0.0557 0.0170 ( 3.28 *) 
SVlog- H 0.0084 0.0053 1.59 ) RMS - LW 0.2347 0.0170 ( 13-82 *) 
SVIog- S -0.1561 0.0057 -27.34 RMS - JM 0.2115 0.0170 
( 12.46 *) 
SVIog- LW 0.0229 0.0052 4.39 RMS -V 0.2102 0.0176 ( 11.97 *) 
svlog- JM -0.0003 0.0056 (-0.06 RMS - SVlog 0.2118 0.0176 ( 12.06 *) 
SVIog- V -0.0016 0.0001 -12.10 RMS - TV 0.3708 0.0200 
( 18-56 *) 
TV -H -0.1506 
0.0119 -12.70 RMS -C -0.2329 0.0194 -12.03 
TV -S -0.3151 
0.0117 -27.01 RMS - RM -1-0301 0.0196 -52.51 
TV - LW -0.1361 
0.0117 -11.67 RINIC -H 0.2905 0.0142 20.51 * 
TV - Jl\l -0.1594 
0.0119 -13.41 RMC -S 0.1260 0.014-1 8.72 *) 
TV -V -0.1607 
0.0094 -17.10 RNIC - LW 0.3050 0.0142 21.52 * 
TV - SVlog -0.1590 
0.0094 -16.86 RINIC - JNI 0.2818 0.014-1 19.63 * 
C-H 0.4531 0.0088 51.71 RNIC -V 0.2805 0.01-19 18.77 * 
c-s 0.2886 0.0084 34.38 RMC - SVLOG 0.2821 0.01-19 18.8 7* 
c- LNN' 0.4676 0.0082 56-71 RMC - TV 0--1411 0.0176 25.06 * 
c- JNI 0.4443 0.0086 51.68 RMC -C -0-1625 0.0162 -10.03 
c - \1 
0.4430 0.0092 7 41.91 RNIC - RNI ý)98 -0.9, 0.0246 -38.95 
C- SVLOG 0. -14-16 0.0092 
18.08 RNIC - RNIS 0.0703 0-0085 8.2 
C- TV 0.6037 0,0109 55.61 
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Table 7.12: Eigen-distance and eigen-distance differences (OU, 0=0.03, 
T=1000 weeks) This table reports the 100 simulations results of the eigen-distance 
(Panel A) and eigen-distance differences (Panel B) of eleven alternative covariance 
estimators, when compared against the instant true covariance matrix at T=1001 
weeks. Results in Panel A are ranked according to the ascending orders of the per- 
formance of models. Results in Panel B are reported in the fixed order. The short 
forms are the same as explained in Table 7.7. * denotes statistical significance at a 
95% confidence level. 
Panel A: Eigen-distance 
mean se 
RiskMetrics 6.7334 0.0163 
c 3.1459 0.0100 
s 3.0685 0.0094 
RM+C 2.8064 0.0090 
RM+S 2.7921 0.0090 
H 2.6368 0.0129 
LW 2.5985 0.0129 
im 2.5912 0.0117 
SvIog 2.4491 0.0115 
V 2.4445 0.0113 
TV 2.4218 0.0119 
Panel B: Eigen-distance Differences 
mean se t-stats mean se t-stats 
s-H 0.4317 0.0106 40.67 RM - H 4.0966 0.0206 198.86 
LW -H -0.0383 0.0010 -38.81 RM - S 3.6649 0.0191 191.95 
LW -s -0.4700 0.0105 -44.93 RM - LW 4.1349 0.0206 201.08 
JM -H -0.0457 0.0054 -8.42 
*) RM - JM 4.1423 0.0199 208.58 
im -s -0.4774 0.0075 -63.27 RM - V 4.2890 0.0203 211.25 
im - LW -0.0073 0.0049 -1.50 
) RM - SVLOG 4.2843 0.0204 210.31 
V-H -0.1924 0.0055 -34.89 RM - TV 4.3116 0.0206 209.27 
V-s -0.6241 0.0105 -59.52 RM - C 3.5875 0.0186 193.33 
V- LW -0.1541 0.0054 -28.29 RMS -H 0.1553 0.0148 10.52 
* 
V- im -0.1467 0.0067 ( -22.03 *) RMS -S -0.2764 0.0132 
( -20.99 *) 
SVIog- H -0.1878 0.0051 ( -36.61 RMS - LW 0.1936 0.0147 13.17 
svIog- S -0.6195 0.0105 ( -58.82 RMS - JM 0.2010 0.0138 14.60 
SVIog- LW -0.1494 0.0050 ( -29.67 RMS -V 0.3477 0.0133 26.16 
svIog- JM -0.1421 0.0064 ( -22.15 RMS - 
svIog 0.3430 0.0135 25.42 
svIog- V 0.0046 0.0017 ( 2.74 * RMS - TV 0.3703 0.0137 21.09 
TV -H -0.2150 0.0058 -36.80 
RMS -C -0.3537 0.0135 -26.20 
TV -S -0.6467 0.0102 -63.50 
RMS -R lý 1 -3.9413 0.0163 -2-11.59 
TV - LW -0.1767 0.0056 -31.37 
RMC -H 0.1696 0.0118 11 A, 5 
TV - JNI -0.1694 0.0066 -25.61 
MNIC -S -0.2621 0.0137 -19.12 
TV -V -0.0227 0.0039 -5.81 
RNIC - LW 0.2079 0.0118 14.09 
TV - sv109 -0.0273 0.0041 -6.68 
RMC - JM 0.2153 0.0140 15.33 
C-H 0.5090 0.0134 38.05 R. MC -V 0.3620 0.0131 '2 1 -08 
c-s 0.0773 0.0097 7.99 * RIMC - SVLOG 0.35 13 0.0136 26.34 
c- LW 0.5-174 0.0131 41.78 RMC - T\' 0.3846 0.0139 27.75 
c- JM 0.5547 0.0116 -17.6-1 RMC -C -0.3394 0.0133 - 2,5. -19 
C- X" 0.7014 0.0122 5 7. -17 RMC - RM -3.9270 0.0163 -240.7.5 
c- sý, 1, ()c, 0.6968 0.0124 56.12 R. MC - RMS 0.0143 0.0035 -1.13 
c- 'F\' 0.1241 0.0123 ( 58.86 *) 
Chapter 8 
Conclusion 
This thesis has studied several issues related to the estimation of a covariance matrix 
for the returns of a reasonably large number of stocks for portfolio risk manage- 
ment. Chapter 3 provides a comprehensive examination on the covariance estimation 
methods and the standard comparison criteria. Chapter 4 and 5 introduce robust 
alternative appraisal methods of covariance estimators for portfolio risk management 
purposes. Chapter 6 and 7 explore improvements on the best covariance estimators 
within the literature. The key results and findings are summarized in this chapter. 
We also point out areas for potential future research. 
8.1 Summary and conclusion 
Chapter 3 provides a comprehensive analysis of both old and new covariance estimýi- 
tion methods and the standard comparison criteria used in the related research. Using 
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empirical data, we examine the relative performance of these estimation methods un- 
der the two conventional comparison criteria, namely, the RMSE and the volatilitv 
analysis of the minimum variance portfolio. We find that other than a few common 
results, the two comparison criteria in general give systematically different results. 
In short, methods that impose richer structures or adjusting for noises tend to do 
better under the MVP test than under the RMSE measure, and the opposite is true 
for methods that impose simpler structures. As the RMSE is a statistical measure 
and the MVP test provides only limited information regarding the ability of covari- 
ance estimators in predicting portfolio variances based on one special portfolio, we 
need to explore more powerful comparison criteria in order to better assess different 
covariance estimators for portfolio risk management purposes. This empirical analy- 
sis also shows that we need to use simulations to better understanding the sampling 
properties of difference covariance estimators. 
Motivated by the need to search for a robust alternative comparison criterion, 
Chapter 4 proposes a portfolio distance measure based on eigen-decomposition (eigen- 
distance) to compare alternative estimates of a covariance matrix in terms of the 
biggest differences of portfolio variances they predict. We show that this innovative 
eigen-distance measure has sound interpretations on both statistical and economic 
grounds and therefore can be used as a single measure to compare different covariance 
estimators. This helps to eliminate the problems of inconsistency when t,, N, o measures 
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are used separately. 
More importantly, we show that the eigen-distance is suitable for evaluating a 
risk system as a whole, where any kind of the portfolios may need to be considered. 
It can be applied equally well to both the absolute variances of portfolios and the 
variances of their tracking errors against a benchmark. Our simulation results show it 
is a powerful measure to distinguish two covariance estimators even in small samples. 
This is very useful as in practice the amount of time series observations available for 
forecasting is usually limited. 
Chapter 5 proposes a0 measure to distinguish two similar estimated covariance 
matrices from the observed covariance matrix. 0 is based on the essential difference 
of the two estimated covariance matrices, i. e., the performance of the two extreme 
portfolios that are predicted to have the most different variances under these two 
covariance matrices. It is designed to measure how much two covariance matrices 
differ and whether one matrix is a clear improvement of the other. As a modest 
refinement usually results in the refined covariance matrix being relatively close to 
the original covariance matrix, our 0 measure is extremely useful in refining covariance 
estimators. 
Our simulation results show that the 0 measure is more powerful than both the 
RNISE and eigen-distance measures in differentiating two similar covariance matrices. 
In addition, the relative power of 0 depends on the sampling size as well as the relative 
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closeness of the two matrices to the observed covariance matrix. For two reasonablv 
close covariance matrices, 0 is very powerful in small samples. When both matrices are 
a long way from the true covariance structure, however, the 0 results (not surprisingly) 
may not give helpful signals. 
Chapter 6 is concerned with improving the best covariance estimators within the 
literature. A number of recent studies have found that the Ledoit and Wolf (2003a) 
estimator and the Jagannathan and Ma (2003) estimator perform better than many 
other covariance estimators. We explore alternative Bayesian shrinkage estimators 
based on directly shrinking the eigenvalues of the sample covariance matrix (and in 
one case shrinking the principal eigenvector as well), and compare their performance 
with these two covariance estimators using both the RMSE and eigen-distance criteria. 
We find that we have succeed to a considerable extent. Our simulation results show 
that our shrinkage estimators consistently beat the Ledoit and Wolf estimator. They 
also out-perform the Jagannathan and Ma estimator by a considerable amount most 
of the time except in one case, where they are not much worse than the Jagannathan 
and Ma estimator. 
Finally, Chapter 7 extends the analysis of Chapter 6 of an unchanging multivariate 
normal world to explore the implications of both fat tails and time variation of stock 
returns. In the first extension, we use a multivariate normal inverse Gaussian (NINIG) 
distribution to model the log returns of stock prices. This family of distributions has 
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proven to fit the heavy tails observed in financial time series extremely well. In 
the second extension, we consider a more interesting and economically motivated 
time varying covariance structure where the general market risk characterist, ics are 
constant while stocks migrate among different risk categories during their life cycles. 
We develop an original model that employs a tractable mean reverting Ornstein- 
Uhlenbeck (OU) process to model the time varying factor loadings in a multivariate 
factor model. This gives us a situation where the cross-section of risk characteristics 
remains unchanged but the identities of stocks do. Our model is very useful to explore 
and understand how things change in the time varying situation. The simulation 
results show that our shrinkage methods are still very useful in both circumstances 
and become even more important in the time varying case. 
8.2 Limitations 
The eigen-distance measure we have introduced can be applied directly to the cor- 
relation matrices or normalized covariance matrices. We assumed no covariance ma- 
trices are a scalar multiple of any other covariance matrices, and used this eigen- 
distance measure without any normalization on the covariance matrices in this the- 
sis. This greatly simplified the derivations and enabled us to establish a more 
powerful economic interpretation for the measure. We define the eigen-distance 
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as d (V 1, V2) = In A--- 
). If the scaling issue was thought to be a major prob- 
( 
Arnin 
lem, we could instead define for example d(V,, V2) : -- 
11n(Amax) I+ 11n(Amij, or 
d(V,, V2) = Maxf 0, +ln(Amax) J+ Maxf 0, -ln(Amin) I which satisfies Condition 2 
(d(x, y) =0 if and only if x= y), but does not satisfy Condition 3 (triangle inequal- 
ity). ' These measures are different only when either A, i,, >I or 
Amax "ý- I, thus 
virtually never happens in our numerical work. In situations where A,, i,, and Amax 
are more likely to lie on the same side of 1, the appropriate choice of metric would 
be less clear cut. 
Much of our simulation analysis is based on 78 liquid NYSE stocks over a particular 
period of time, which could potentially have influenced our results and limited the 
interpretation of these results to a particular covariance structure. However, we expect 
most observed properties to carry over but with the modifications noted below. The 
choice of the time period is less particularly significant than the number of stocks, 
although the covariance structure may also be different at other time periods. Our 
covariance matrix is characterized in terms of various underlying factors (market 
factor, industry factor and residuals). By choosing large stocks, we make the factors 
(in particular the market factor) stronger, and idiosyncratic risks less strong. We can 
estimate such a stronger structure using less amount of data. For smaller and less 
liquid stocks, we expect the estimation to be less precise and affect the estimators 
'The conditions we present for a distance function are the standard axioms for a metric space 
(Copson (1968)). 
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less. Further empirical studies however are necessary in order for us to draw any 
conclusions regarding the relative performance of different covariance estimators for 
different sets of stocks, time periods and markets. 
This thesis studies the estimation problem of a covariance matrix. We use sim- 
ulations to compare how different the estimated covariance matrices are from a true 
covariance matrix. In Chapter 4, Chapter 6 and first extension of Chapter 7 where we 
assume a world with a constant true covariance structure, we report the comparison 
of the estimated covariance matrices with an ex-post sample of the true covariance 
matrix to show that it is more difficult to estimate a covariance matrix when there 
is sampling variation. In the second extension (time variation) of Chapter 7, since 
it is much harder to measure the sampling variation, we concentrated on reporting 
the comparisons of estimated covariance matrices with the true covariance matrix. In 
Chapter 5, we design a measure to differentiate two similar covariance estimators. 
8.3 Future research 
There are a number of areas that can be extended in the future research. First, in 
Chapter 4, we have derived a Corollary for the weights of the two extreme portfolios 
that are predicted to have the most different variances under two different covariance 
matrices (Corollary 4.2-1). It will be interesting to explore the characteristics of these 
extreme portfolios for different types of the covariance estimators. For example, we 
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may use these portfolios to construct variance swaps for people to bet on different 
risk models. 
Second, we have studied the covariance matrix of returns for a fixed 78 stocks with 
a few pre-specified lengths of time series observations. Our results clearly depend on 
both the real covariance structure and the ratio of the number of stocks to the amount 
of time series observations in our sample, NIT. It is worth investigating in more detail 
how NIT affects our results. 
Third, we have studied the case of no weight constraints as we are interested 
in the maximum forecasting differences of two covariance estimators and this gives 
us more tractable results when we introduce the two new alternative measures. A 
potential area for further study is to consider some portfolio constraints to see if we 
can improve our results by concentrating on a sub-set of stocks in the portfolio. 
Chapter 7 raises many issues that need to be explored further. In particular, in a 
time-varying world, it seems natural to put more weight on recent observations than 
on older ones and to use covariance estimators based on average relationships. We 
find these models do not do better in our numerical experiment. This shows that we 
need to do more empirical work to calibrate our time varying model. In addition, as 
we have seen, we need to further explore adjustments which are vital to preserve an 
appropriate eigenvalue structure in this kind of situations. We have only scratched 
the surface of how to construct better covariance estimators in such situations. 
13 8 
Finally, our study focuses on the covariance estimation methods that use mostly 
historical return data. Many practitioners also use methods, for example, the BARRA 
risk systems, to incorporate more fundamental data. We may include these types of 
methods in future research. 
Appendix A 
Company information 
In our empirical studies, we use the Datastream's Wednesday to Wednesday weekly 
dividend-adjusted stock prices for the NYSE US 100 index constituent companies 
as of 11 May 2006 from 06 January 1988 to 25 December 1996. In total, 78 stocks 
have the full historical data we require. The table below summarizes the names and 
the NYSE economic sector classification of these stocks. The NYSE sectors have 
four levels of classifications: economic sector, market sector, industry group and sub- 
group. In this thesis, we only use the first level classification (the economic sector). 
to consider broad industry groups effect. 
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Table A. I: Stock names and their industry classifications 
Name Sector I Name Sector 
Alcoa 
El DuPont de Nemours 
Dow Chemical 
Anheuser-Busch Cos 
Coca-Cola 
PepsiCo 
Procter Gamble 
Colgate-Palmolive 
Kimberly-Clark 
Altria Group 
Walt Disney 
Cardinal Health 
Walgreen 
Home Depot 
Lowe's Cos 
Target 
Wal-Mart Stores 
Carnival 
McDonald's 
Bank of America 
Bank of New York 
Citigroup 
JPMorgan Chase 
National City 
SunTrust Banks 
US Bank 
Wachovia 
Wells Fargo 
Washington Mutual 
American Express 
Fannie Mae 
Merrill Lynch 
American Intl Group 
St Paul Travelers Cos 
Nledtronic 
UnitedHealth Group 
Abbott Laboratories 
Bristol- 1\ lyers Squibb 
Johnson Johnson 
Basic Materials 
Basic Materials 
Basic Materials 
Consumer Goods 
Consumer Goods 
Consumer Goods 
Consumer Goods 
Consumer Goods 
Consumer Goods 
Consumer Goods 
Consumer Services 
Consumer Services 
Consumer Services 
Consumer Services 
Consumer Services 
Consumer Services 
Consumer Services 
Consumer Services 
Consumer Services 
Financials 
Financials 
Financials 
Financials 
Financials 
Financials 
Financials 
Financials 
Financials 
Financials 
Financials 
Financials 
Financials 
Financials 
Financials 
Health Care 
Health Care 
Health Care 
Health Care 
Health Care 
Eli Lilly 
Merck 
Pfizer 
Schering-Plough 
Wyeth 
Boeing 
United Technologies 
Emerson Electric 
General Electric 
Honeywell Intl 
3M 
Caterpillar 
Illinois Tool Works 
Burlington Northern Santa Fe 
Automatic Data Processing 
First Data 
ConocoPhillips 
Chevron 
Occidental Petroleum 
Valero Energy 
Exxon Mobil 
Baker Hughes 
Halliburton 
Schlumberger 
Intl Business Machines 
EMC 
Corning 
Hewlett-Packard 
Motorola 
Texas Instruments 
BellSouth 
ATT 
Verizon Communications 
Sprint Nextel 
Dominion Resources (Virginia) 
Exelon 
Southern 
TXU 
Duke Energy 
Health Care 
Health Care 
Health Care 
Health Care 
Health Care 
Industrials 
Industrials 
Industrials 
Industrials 
Industrials 
Industrials 
Industrials 
Industrials 
Industrials 
Industrials 
Industrials 
Oil Gas 
Oil Gas 
Oil Gas 
Oil Gas 
Oil Gas 
Oil Gas 
Oil Gas 
Oil Gas 
Technology 
Technology 
Technology 
Technology 
Technology 
Technology 
Telecommunications 
Telecommunication,, 
Telecommunicat ions 
Telecommunicatimis 
Utilities 
Utilities 
Utilities 
Utilities 
Ut ilities 
Appendix B 
Additional summary statistics of 
a variables in Chapter 3 
This section reports the summary statistics of the variables used in the covariance 
estimators compared in Chapter 3. 
(1) We calculate the cross-sectional average estimated betas for the first and second 
sub-sample period of 01-1988-12.1990 and 01.1991-12.1993, the realized beta for the 
ex-post period of 01.1994-12.1996, the Blume (1971) adjusted beta forecast, and the 
Vasicek (1973) adjusted beta forecast. 
Ist sub- 2nd sub- realized Blume Vasicek 
period period ex-post adjusted adjusted 
Alcan 0.8717 0.9884 0.8984 1.1015 0.9832 
Std 0.2391 0.3731 0.3096 0.3620 0.0193 
We can see that the Blume (1971) adjustment dose not work well for our sample 
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data. In particular, because on average the estimated betas in the second sub-period is 
higher than that of the first sub-period, the Blume adjustment picks up the upward 
trend from the first and second sub-periods and extrapolates the trend. However. 
the realized beta in the ex-post period is lower than that of the second sub-period, 
indicating probably a mean-reverting pattern rather than a continued upward trend. 
We also consider a more general Blume type adjustment, which assumes that 
Oj =0+kx 
(02, 
j - 
02j) where 0=0.5 x (01 + 02). kpx 10-1 where Nk-c , 02 1 
ý 
07)2 assume U 
(0731 + 07202 03 1+ 
ai3 
2) 
vo-. ý 
X71 and p is the correlation coefficient of 31, j and02, j 
We find that in this case the average adjusted beta equals 0.9300 and its standard 
deviation equals 0.1948, which are better than those obtained using the Blume (1971) 
adjustment. 
(2) The Blume (1971) linear regression has an intercept equals 0.1427 and coeffi- 
cient equals 0.9701. 
(3) We use a simple graphical method called the scree test proposed by Cattell 
(1966) to justifY the choice of five principal components in our multi-index model. 
The scree test involves plotting the eigenvalues in a simple line plot and finding 
the place where the smooth decrease of eigenvalues appears to level off to the right 
of the plot. We can see from Figure (B. 1) that in our example, the eigenvalues 
drop 
sharply starting with the sixth largest eigenvalues. 
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Figure B. I: Scree test to determine the number of principal components 
factors This figure plots in descending orders the eigenvalues of our sample historical 
covariance matrix of 78 stocks for the period of 01.1991 to 12.1993 (see Section 3.4 
for details of our sample data). Five principal components are selected using Cattell's 
criterion. 
(4) As the RiskMetrics (1996) uses 0.94 and 0.97 for the daily and monthly es- 
tiniation, a reasonable guess is that the optimal decay factor for weekly data will 
be somewhere between 0.94 and 0.97. We arbitrarily choose A=0.95 for our study, 
although we could have calculated the exact value of the optimal decaying factor for 
our data sample. 
(5) For the Ledoit and Wolf (2003a) estimator, the shrinkage intensity or the 
weight placed on the single-index covariance estimator equals 0.2509. 
(6) For the random matrix filtering method, the upper bound of the eigenvalues 
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predicted by the random matrix theory for the correlation matrix of our second sub- 
period with 157 weeks of observations and 78 stocks equals 2.9065. There are five 
eigenvalues that are above this threshold value and they equal: 21.0010,5.7506, 
4.42197 3.4727 and 2.3249. The remaining eigenvalues are all averaged to equal 0.5859 
in order to maintain the trace of the correlation matrix. 
Appendix C 
Proof of d (Vl) V2) as a 
function in Chapter 4 
distance 
We prove in the following that our portfolio-based eigen-distance d(VI, V2) satisfies 
all four required conditions as a proper distance function. These conditions are: 
1. d(x, y) >0 (non-negativZty) 
d(x, y) =0 if and only if x is equivalent y (Mentity of indiscernible) 
(where we regard x=y if and only if x= ky for some k) 
d(x, y) = d(y, x) (symmetry) 
d(x, z) < d(x, y) + d(y, z) (tnangle inequahty) 
Non-negativity 
Since d (V,, V2) measures the logarithm value. which is always positive, the non- 
negativity condition is satisfied. 
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Identity of indiscernible 
V, is equivalent to 
V2 if and only if V, - 
kV2 for some k, in which case, d (Vj I 
V2) : -- 
log (L) = 0. 
d(V1 
i 
V2) can be applied directly to the correlation matrices or normal- k 
ized matrices (for example, where they have the same sum of all matrix elements) . 
We apply this distance measure even without such normalization. 
Symmetry 
'Vly =b then Let max,, "vlx =a and min Y, X/V2X YY V2Y 
Xf V2X 
max -= Ilb X X'VjX 
min 
YIV2Y 
= I/a 
y Y, Vly 
d(V, 
IV2) = 
109 (a) 
b 
d(V2 
i 
V1) == 109 log (a) = d(Vi, 
V2) 
I/a b 
TYiangle inequality 
Suppose there are three covariance matrices Vj, V2 andV3, the triangle inequality 
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requires that we proof d 
(Vl 
i 
V2) + d(V2 i 
V3) >d (Vi I 
V3) 
- 
d(VI 
i 
V2)+ d(V2 
ý 
V3) log 
max 
X12V1X12 
X12 x1 12V2X12 
) 
x/ 
ý23V2X23 MaXX23 
x/ 
+ log 23V3X23 Y12V1Y12 
min Y12 1 Y12V2Y12 
Y'23V2Y23 
min Y23 y' 23V3Y23 
log 
x1 2V1X12 
maxx 
21- 
12 x1 12V2X12 
xi V2X23 23 MaXX23 
x' 23V3X23 
12V1Y12 
t 
min Y12 
YI 
Y12V2Y12 
1 
23V2Y23 
min Y23 
y/ 
Y23V3Y23 
1 X12V1X12 
maxx121X23 
xý 12V2X12 
1 X23V2X23 
- x/ V3X23 log 22 3 (C. 0.1) 
min 
Y12V1Y12 
Y121Y23 1 Y12V2Y12 
x 
Y23V2Y23 
Y23V3Y23 
d (V, 
, 
V3) log 
13V1X13 
maxx13 X' 
x/ 
13V3X13 (C. 0.2) YI3V1Y13 
min 1 Y13 Y13V3Y13 
maxx 
X12V1X12 
121X23 / X 2V2X12 
x/ 
X 23V2X23 
1 V3X23 X2 
log V1Y12 y12 
3 
- s. 
t. x12ýx23 
V2Y23 Y12ýY23 y23 
min y12, y23 / Y12V2Y12 x 1 Y23V3Y23 
The above calculation shows that d(V1 i V2)+ d(V2., V3) is the log ratio of the 
unconstrained maximization and minimization, while d (VI., V3) is the log ratio of 
the constrained maximization and minimization. Since the result of an unconstrained 
maximization must be greater than or equal to that of a constrained maximization, 
Equation (C. O. 1) is always greater than Equation (C. O. 2)., i. e., 
x12V1X12 
max122, ., 
V2X12 
1 x 23V2X23 x 
x/ 23V3X23 
12V1X12 
maxx, ý 
x 
X23 X' 12V2X12 
1 X23V2X23 
x Xf 23V3X23 X ýX log 12 1 Y12V1Y12 1 y23 V2 Y23 
) 
> log 
- Y12V1Y12 
12 23 s t. 
Y2' V2Y23 Y12ýY23 J 3 
min Y12, Y23 Y12V2Y12 X, Y23V3Y23 min v 1- 
Y12, Y23 Y112 2Y 2 X , Y23V3Y23 
(C. O. 3) 
therefore 
d(Vl 
- 
V2)+ d(V2. V3) > d(Vl-V3) 
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