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NONCROSSING PARTITIONS AND BRUHAT ORDER
THOMAS GOBET AND NATHAN WILLIAMS
Abstract. We prove that the restriction of Bruhat order to noncross-
ing partitions in type An for the Coxeter element c = s1s2 · · · sn forms
a distributive lattice isomorphic to the order ideals of the root poset or-
dered by inclusion. Motivated by the change-of-basis from the graphical
basis of the Temperley-Lieb algebra to the image of the simple elements
of the dual braid monoid, we extend this bijection to other Coxeter ele-
ments using certain canonical factorizations. In particular, we give new
bijections—fixing the set of reflections—between noncrossing partitions
associated to distinct Coxeter elements.
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1. Introduction
Fix the Coxeter group of type Sn+1, its identity e, the linear Coxeter
element c = (1, 2, . . . , n + 1), and its positive root poset Φ+(Sn+1). Let
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NC(Sn+1, c) be elements in the absolute order interval [e, c]—that is, the set
of noncrossing partitions with respect to c. Let NN(Sn+1) be the set of order
ideals in Φ+(Sn+1), commonly known as the nonnesting partitions.
Our main theorem is a relationship between these noncrossing and nonnest-
ing partitions.
Theorem 1.1. The restriction of Bruhat order to NC(Sn+1, c) is isomorphic
to the distributive lattice given by ordering the elements of NN(Sn+1) by
inclusion.
We remark that a similar construction is given as Example 6.4 in [1],
though this uses a different order restricted to a different set of elements.
Our motivation for the study of Bruhat order on noncrossing partitions
comes from Temperley-Lieb algebras. The classical Temperley-Lieb alge-
bras have—among others—the following two bases: the usual one, indexed
by fully-commutative permutations of the symmetric group (the diagram
basis), and a less-well-known one, indexed by noncrossing partitions. The
simple elements of the Birman-Ko-Lee braid monoid are canonical lifts of
noncrossing partitions to the braid group [6]. The second basis, originally
described by Zinno [22] (see also [13]), is given explicitly as the image of
these simple elements in the Temperley-Lieb algebra. It is natural to con-
sider the change-of-basis matrix, which—for a certain ordering on the simple
elements—was shown by Zinno to be upper triangular, with invertible coef-
ficients on the diagonal. Zinno’s ordering was refined in [10, 11] to coincide
with linear extensions of the restriction of Bruhat order to NC(Sn+1, c).
We prove Theorem 1.1 over Sections 2, 3, 4, 5, and 6. In Sections 2
and 3, we recall the combinatorial and algebraic definitions of noncrossing
and nonnesting partitions. In Section 4, we present three equivalent bijec-
tions between noncrossing and nonnesting partitions, and prove their equiva-
lence. Two of these bijections are of a similar flavor as a product over certain
labelings over the root poset; both end up defining (reduced) factorizations
of a noncrossing partition into simple reflections. We use these labelings to
define in Section 5 two different collections of vectors, both counted by the
Catalan numbers. These vectors are obtained by counting the number of
occurrences of simple reflections in the two factorizations. We characterize
the vectors in both cases. To our knowledge, one of these collections of vec-
tors is a new Catalan object—it does not appear in [17]. In Section 6, we
prove Theorem 1.1 in two ways by showing that the bijections from Section 4
define a poset isomorphism.
Bessis’ dual braid monoid is a generalization of the Birman-Ko-Lee braid
monoid to arbitrary Coxeter elements and all finite Coxeter groups [5]—the
Birman-Ko-Lee monoid corresponds to the Coxeter group of type An and
c = s1s2 · · · sn. The dual braid monoid is a Garside monoid; as such, it has
a set of simple elements. In Section 7, we consider the case of noncrossing
partitions NC(Sn+1, c
′) associated to an arbitrary Coxeter element c′; they
can be lifted to the simple elements of the corresponding dual braid monoid.
While the lattice property of the Bruhat order restricted to NC(Sn+1, c
′) fails
in general, one can still map the simple elements of the dual braid monoid
(isomorphic to the Birman-Ko-Lee braid monoid, but realized differently as
a submonoid of the braid group) to the Temperley-Lieb algebra, and it turns
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out that images of the simple elements still yield a basis. The restriction
of Bruhat order to noncrossing partitions is not necessarily the ordering re-
quired to diagonalize the change-of-basis matrix for other Coxeter elements,
and we adapt Theorem 1.1 accordingly. We succeed in generalizing the the-
orem using only combinatorial and Coxeter-theoretic notions, without any
explicit reference to braid groups and monoids or Temperley-Lieb algebras.
The key is to define (not necessarily reduced) factorizations using new bijec-
tions not obtained by conjugation—they preserve the reflection length but fix
the set of reflections and also preserve the support of the elements—between
noncrossing partitions associated to distinct Coxeter elements. We believe
that similar bijections with the same properties should exist in other types.
The poset obtained is again isomorphic to the lattice of order ideals in the
root poset. These factorizations are used for the study of the above men-
tioned bases of Temperley-Lieb algebras in the first author’s thesis [10], in
particular the new ordering gives triangularity of the change of basis matrix
mentioned above.
We conclude with a brief discussion of a bijection between type B non-
crossing and nonnesting partitions.
Acknowledgments. The first author thanks Philippe Nadeau and the In-
stitut Camille Jordan for an invitation in Lyon in February 2014 and Frédéic
Chapoton for pointing out that the lattices for types A2 and A3 where the
same as the lattices of Dyck paths ordered by inclusion, among other en-
riching discussions with both of them. Thanks also go to François Digne
for reading preliminary versions of parts of this paper. The second author
thanks Drew Armstrong for showing him the construction given in Figure 3.
2. Noncrossing Partitions
In this section, we introduce the noncrossing partitions as combinatorial
objects, and as objects attached to a Coxeter group of type A.
2.1. Combinatorial Noncrossing Partitions. Let [n+1] := {1, 2, . . . , n+
1}. A set partition of [n+1] is an unordered collection π of nonempty subsets
of [n+1] with empty pairwise intersection whose union is all of [n+1]; these
subsets are called blocks. Given a set partition π, a bump is a pair (i1, i2)
with i1 < i2 in the same block of π such that there is no j in that block with
i1 < j < i2.
Definition 2.1. A noncrossing partition π of [n+ 1] is a set partition with
the condition that if (i1, i2), (j1, j2) are two distinct bumps in π, then it is
not the case that i1 < j1 < i2 < j2.
The graphical representation of a noncrossing partition π is the set of con-
vex hulls of the blocks of π when drawn around a regular (n + 1)-gon with
vertices labeled with [n+1] in clockwise order. The definition above is equiv-
alent to non-intersection of the hulls. Ordering the noncrossing partitions by
refinement yields the noncrossing partition lattice [12]. This lattice is drawn
for n = 4 in Figure 1.
We write Pol(π) for the set of polygons occuring in the geometric rep-
resentation of π. A polygon P ∈ Pol(π) is given by an ordered sequence
of indices P = [i1i2 · · · ik], where ij are the index the vertices of P and
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i1 < i2 < · · · < ik. We say that i1 is an initial index for P and ik a terminal
one. For example, in Figure 2 the polygons correspond to the sequences
P1 = [235] and P2 = [16]; the initial index for P1 is 2 and its final index is
5, while the initial index for P2 is 1 and its final index is 6.
Figure 1. The noncrossing partition lattice NC(S4, c).
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Figure 2. The geometric representation of the noncrossing
partition π = (1, 6)(2, 3, 5) ∈ NC(S6, c).
2.2. Algebraic Noncrossing Partitions. LetSn+1 be the symmetric group
on n + 1 letters, S the set of simple reflections {si := (i, i + 1)}
n
i=1, and
T := {wsw−1 : w ∈ Sn+1, s ∈ S} the set of all reflections. The length of
an element w ∈ Sn+1 is the minimal number ℓS(w) of simple reflections
required to write w = si1 · · · siℓS(w) . The support of an element w ∈ Sn+1,
written supp(w), is the set {j ∈ [n + 1] | w(j) 6= j}. Length induces the
weak order ≤S on Sn+1, which is the partial order
u≤Sv iff ℓS(u) + ℓS(u
−1v) = ℓS(v).
We write elements of the Coxeter group as w and an S-word for w as w.
Thus, if w,w′ ∈ Sn+1, then their product is written ww
′; if w,w′ are S-
words, ww′ is their concatenation.
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Similarly, the reflection length for an element w ∈ Sn+1 is the minimal
number ℓT (w) of reflections required to write w = t1 · · · tℓT (w). The reflection
length induces the absolute order ≤T on Sn+1, which is the partial order
u≤T v iff ℓT (u) + ℓT (u
−1v) = ℓT (v).
A (standard) Coxeter element is a product
∏n
i=1 sπ(i) for some permutation
π ∈ Sn. Until Section 7, we will work only with the Coxeter element c :=
s1s2 · · · sn ∈ Sn+1 (so that c is the long cycle (1, 2, . . . , n + 1)). We let
NC(Sn+1, c) := [e, c]T
be the interval of elements below c in absolute order.
It is well-known that mapping a permutation π ∈ NC(Sn+1, c) to the
set partition whose blocks are given by the cycles of π is an isomorphism
of posets between NC(Sn+1, c) and the combinatorial noncrossing partition
lattice. To make this explicit, define a reduced S-word for the transposition
(j, k) with j < k by the word
s[j,k] := (sk−1sk−2 · · · sj+1)sj(sj+1 · · · sk−2sk−1).
We call s[j,k] a syllable.
Now order the set of polygons P1, . . . Pr ∈ Pol(π) in ascending order of the
maximal integer in each polygon. A polygon Pi = [i1i2 · · · ik] in the geometric
representation of π ∈ NC(Sn+1, c) represents the cycle πi = (i1, i2, . . . , ik) ∈
NC(Sn+1, c). We define the S-word πi for πi by the concatenation
πi := s[i1,i2]s[i2,i3] · · · s[ik−1,ik].
Then π = π1π2 · · · πr, and the concatenation
π := π1π2 · · · πr
is a reduced S-word for π, so that
∑n
i=1 ℓS(πi) = ℓS(π). We write this
reduced word mπ and call it the standard form of π.
Example 2.2. Consider the noncrossing partition π = (1, 6)(2, 3, 5) from
figure 2. Then
mπ = s[1,2]s[2,4]s[1,6] = (s2s4s3s4)(s5s4s3s2s1s2s3s4s5).
Remark 2.3. We chose to write the cycle (i1 < · · · < ik) as the reduced
T -word
(i1, i2)(i2, i3) · · · (ik−1, ik).
This decomposition is a special case of Theorem 3.5 in [3]—as in Example
3.3 of [3], when the cycles of x ∈ NC(Sn+1, c) are ordered correctly, this
choice gives a factorization of x into a product of reflections that occur in
lexicographic order.
We now define the Kreweras complement on noncrossing partitions, which
will be used in Section 4.3, also introducing noncrossing matchings for use
in Section 4.1.
Definition 2.4. Define Krewc : Sn+1 → Sn+1 by w 7→ w
−1c. The re-
striction to the noncrossing partitions is a bijection, Krewc : NC(Sn+1, c) →
NC(Sn+1, c), called the Kreweras complement.
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The Kreweras complement Krewc is an anti-isomorphism of the poset
NC(Sn+1, c). It may be visualized as rotation using noncrossing matchings—
for this, it is probably most efficient to refer the reader to the graphical
construction of Krewc in Figure 3 that “thickens” a noncrossing partition on
[n+ 1] to a noncrossing matching on [2(n + 1)].
Krew //

Rotation
//
OO
Figure 3. Interpreting Kreweras complementation as rota-
tion by “thickening” a noncrossing partition to a noncrossing
matching.
3. Nonnesting Partitions
In this section, we define nonnesting partitions as purely combinatorial
objects and as objects associated to root systems of type A.
3.1. Combinatorial Nonnesting Partitions.
Definition 3.1. A nonnesting partition of [n + 1] is a set partition p with
the condition that if (i1, i2), (j1, j2) are two distinct bumps in p, then it is
not the case that i1 < j1 < j2 < i2. We write NN(Sn+1) for the set of all
nonnesting partitions.
We can represent a partition µ graphically by placing n labeled collinear
points and then drawing an arc from i1 to i2 when (i1, i2) is a bump in µ.
We emphasize that the names noncrossing and nonnesting come from this
linear model: the noncrossing partitions avoid pairs of arcs that cross, and
the nonnesting partitions avoid pairs of arcs that nest. For example, the non-
crossing partition 14|23 and the nonnesting partition 13|24 are represented
in Figure 4. A larger example of a noncrossing partition is given in Figure 5.
For noncrossing partitions, the only difference between the drawing above
and the geometrical representation on a circle is that the longest edge of each
polygon is not drawn.
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1 2 3 4 1 2 3 4
Figure 4. The noncrossing and nonnesting partitions π =
14|23 and p = 13|24.
1 2 3 4 5 6 7 8 9 10 11 12
Figure 5. A diagram for n = 11 representing the noncross-
ing partition x = (2, 6, 11, 12)(3, 4)(7, 9, 10).
3.2. Algebraic Nonnesting Partitions. We write Φ+ for the set of posi-
tive roots of Sn+1, that is,
Φ+ := {ei − ej : 1 ≤ i < j ≤ n+ 1},
where {ei}
n+1
i=1 is a basis of R
n+1. The root poset is the order on Φ+ defined
by α ≤ β if and only if β − α ∈ ZΦ+. We abuse notation and also denote
the root poset by Φ+. We define the height ht(α) of a positive root α to be
its rank in the positive root poset.
The combinatorial nonnesting partitions of Definition 3.1 are in bijection
with antichains in the positive root poset of Φ+ by mapping a bump (i, j)
to the root ei − ej . We may complete these antichains to order ideals by
sending an antichain A of a poset P to the order ideal
{p ∈ P : p ≤ p′ for some p′ ∈ A},
so that nonnesting partitions naturally form a distributive lattice.
4. Bijections
In this section, we present three bijections between noncrossing and nonnest-
ing partitions, and then show that they are the same bijection. The first
bijection is purely combinatorial, while the second and third use two dif-
ferent labelings of the root poset to produce factorizations of a noncrossing
partition.
4.1. Dyck Paths. A Dyck path is a path from (0, 0) to (2n, 0) in R2 with
steps of the form +(1, 1) or +(1,−1) which stays above the x-axis. If we plot
a Dyck path on top of the positive root poset, it traces out an order ideal
of the root poset, establishing a bijection between Dyck paths with 2n steps
and nonnesting partitions of Sn+1. An example is given in Figure 6. Due to
the superficiality of this bijection, we will simply associate Dyck paths with
NN(Sn+1).
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Figure 6. Nonnesting partitions are Dyck paths
Figure 7. Dyck path for x = (2, 6, 11, 12)(3, 4)(7, 9, 10).
For a noncrossing partition π drawn using the linear representation of
Section 3.1, we associate a Dyck path pπ by turning each point in [n + 1]
into the (2i− 1)st and the (2i)th steps of pπ in the following way:
• (Step I) If there are no arcs starting or ending at point i, then the
(2i− 1)st step is up and the (2i)th is down;
• (Step II) If there are arcs starting and ending at point i, then the
(2i− 1)st step is down and the (2i)th is up;
• (Step III) If there is a single arc starting at point i, then the (2i−1)st
and (2i)th steps of the Dyck path are both up; and
• (Step IV) If there is a single arc ending at point i, then the (2i− 1)st
and (2i)th steps are both down.
As an example, the path associated with the noncrossing partition from
Figure 5 above is given in Figure 7.
Proposition 4.1. The assignment π 7→ pπ is a bijection from NC(Sn+1, c)
to NN(Sn+1) such that |ℓS(π)| = |pπ|.
Proof. It is immediate to pass between noncrossing matchings and Dyck
paths. The result follows from the bijection between noncrossing match-
ings and noncrossing partitions illustrated in Figure 3, and Dyck paths and
nonnesting partitions illustrated in Figure 6. The statement about length
will follow from Proposition 4.7 and Theorem 4.15. 
For p ∈ NN(Sn+1), we write Dyck(p) for the corresponding element of
NC(Sn+1, c) under the inverse of the above bijection. We remark that there
are many similar bijections in the literature; see [17]. Notice that in [4, Sec-
tion 3], a different bijection between Dyck paths and noncrossing partitions
is given.
We introduce some additional notation. For π ∈ NC(Sn+1, c) we define its
initial set Dπ ⊂ {1, . . . , n} (resp. final set Uπ ⊂ {2, . . . , n+1}) to be the set
containing those integers m for which there exists a polygon P = [i1i2 · · · ik]
NONCROSSING PARTITIONS AND BRUHAT ORDER 9
of π and an integer j 6= k (resp. j 6= 1) such that m = ij . That is,
Dπ (resp. Uπ) contains all non-terminal (resp. non-initial) indices indexing
the vertices of any polygon of π. We abuse notation and write m ∈ P if
there exists 1 ≤ j ≤ k with m = ij . It is clear that |Dπ| = |Uπ|. In
Figure 2, Dπ = {1, 2, 3} and Uπ = {3, 5, 6}. We now characterize the pairs
{(Dπ, Uπ) : π ∈ NC(Sn+1, c)}.
Proposition 4.2. Let 0 ≤ k < n + 1 and let Ik be the set of pairs (D,U)
where D = {d1, d2, . . . , dk}, U = {e1, e2, . . . , ek} such that
• ei, di ∈ [n+ 1],
• di < di+1, ei < ei+1 for each 1 ≤ i < k, and
• di < ei for each 1 ≤ i ≤ k.
Let I :=
⋃n
k=0 Ik. Then the map ǫ : NC(Sn+1, c) → I, π 7→ (Dπ, Uπ) is a
bijection.
The objects defined in Proposition 4.2 are item (l6) in [17].
Proof. Given (D,U) ∈ I , we construct a Dyck path as a sequence of pairs
of steps.
• (Step I) If i 6∈ U and i 6∈ D, then the (2i − 1)st step is up and the
(2i)th is down;
• (Step II) If i ∈ U and i ∈ D, then the (2i− 1)st step is down and the
(2i)th is up;
• (Step III) If i ∈ D and i 6∈ U , then the (2i − 1)st and (2i)th steps of
the Dyck path are both up; and
• (Step IV) If i ∈ U and i 6∈ D, then the (2i− 1)st and (2i+1)th steps
are both down.
This is clearly reversible, giving a bijection between Dyck paths and I .
Using Proposition 4.1, we conclude the result. 
Remark 4.3. The bijection NC(Sn+1, c)
∼
→ I given above can be used to
relate NC(Sn+1, c) to the fully commutative elements of Sn+1—that is, those
elements for which any two S-reduced expressions are equal up to commu-
tations (these are also known as the 321-avoiding permutations, see [19]).
Each fully commutative element w can be written uniquely in the form
(si1si1−1 · · · sj1)(si2si2−1 · · · sj2) · · · (siksik−1 · · · sjk),
where each index lies in {1, . . . , n}, i1 < i2 < · · · < ik, j1 < j2 < · · · < jk
and jm ≤ im for each 1 ≤ m ≤ k. Conversely, any element written in this
form is fully commutative.
Then there is a bijection between the fully commutative elements and I
given by
w 7→ ({j1, . . . , jk}, {i1 + 1, . . . , ik + 1}) .
4.2. Vertical Labeling. In this section we give a bijection from nonnesting
partitions to noncrossing partitions as a product over certain labels of the
elements of the nonnesting partition.
We first define a labeling of the positive roots Φ+ by
vert(ei − ej) :=
⌈
j + i− 1
2
⌉
.
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For example, Φ+ for S4 is labeled as in Figure 8.
1 2 3 4
2 3 4
2 3
3
Figure 8.
For a nonnesting partition p, a rank in the root poset, and a label, we
define a function that records if there is a positive root in p with that rank
and label:
verti,j(p) :=
{
j if ∃α ∈ p such that ht(α) = i, vert(α) = j
e otherwise
,
where e is the identity element of Sn+1. Let S
∗ ∪ {e} be the set of words
using simple reflections and e.
Definition 4.4. Define V : 2Φ
+
→ S∗ ∪ {e} by
V(p) :=
1∏
i=n

 1∏
j=n
sverti,j(p)


(−1)i
,
where se := e. Define V : NN(Sn+1) → Sn+1 by evaluating V restricted to
NN(Sn+1) as an element of Sn+1.
Lemma 4.5. Let i < j, i < i1 < i2 < · · · < ik ≤ j. Then the product
w = sjsj−1 · · · sˆik · · · sˆi2 · · · sˆi1 · · · sisi+1 · · · sj
is (up to commutation) the standard form of an element x ∈ NC(Sn+1, c)
which is a cycle (here the hat denotes omission). In particular, if p ∈
NN(Sn+1, c) satisfies rk(p) ≤ 2, then V(p) is (up to commutation) the stan-
dard form of a noncrossing partition which is a product of disjoint pairwise
non nested cycles (see Example 4.6).
Proof. We argue by induction on k. If k = 0 then w is the standard form of
the reflection (i, j + 1). Assume that the result holds for some k − 1 ≥ 0.
Then
w = (sik−1 · · · sˆik−1 · · · sˆi1 · · · sisi+1 · · · sik−1)(sjsj−1 · · · siksik+1 · · · sj).
By induction, the product
(sik−1 · · · sˆik−1 · · · sˆi1 · · · sisi+1 · · · sik−1)
is the standard form of a cycle x′ supported in [i, ik] (and with x
′(ik) 6= ik)
while sjsj−1 · · · siksik+1 · · · sj is the standard form of (ik, j). But x
′(ik, j) is
a cycle which lies again in NC(Sn+1, c) and its standard form is obtained by
collapsing that of x′ with that of (ik, j). 
Example 4.6. Consider the order ideal of rank 2:
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1 2 3 4 5 6 7
2 3 4 5 6 7
One has
V(p) = s7s3s2s1s2s3s5s6s7,
and hence
V(p) = s7s3s2s1s2s3s5s6s7 = (s3s2s1s2s3)(s5)(s7s6s7),
which is exactly the standard form of (1, 4)(5, 6, 8) ∈ NC(Sn+1, c).
Proposition 4.7. The map V is a bijection from NN(Sn+1) to NC(Sn+1, c)
such that |p| = ℓS(V(p)). More precisely, the word V(p) after evaluation
yields an S-reduced expression which is (up to commutation) the standard
form of V(p).
Proof. For i ∈ {1, . . . , n} and p ∈ NN(Sn+1), we write
Mp(i) := max{k | ∃α ∈ p with vert(α) = i and ht(α) = k}.
Notice that for all i, Mp(i) ≤ rk(p). Given an order ideal p, we cut
horizontally at the heights 2k for k = 0, 1, . . . , to obtain several bands and
look at the connected components obtained at the various levels from our
ordel ideal (see Figure 9). We claim that V(p) is a noncrossing partition, that
the product gives a reduced expression for it, that each of the components
obtained after cutting as above corresponds exactly to one cycle in the cycle
decomposition of V(p) and that j is not in the support of any cycle if and only
if there exists k = 0, 1, . . . such that Mp(j) = 2k and Mp(j − 1) ≤ Mp(j).
We show all these properties together by induction on the smallest integer k
such that rk(p) ≤ 2k. It is then clear that the standard form of each cycle
is recovered when doing the product as above, hence that one recovers the
standard form of a noncrossing partition, defined in Section 2.2. If k = 0,
then the only order ideal p with Mp(i) ≤ 0 for all i is the empty order ideal,
for which all the claimed properties obviously hold.
Hence assume that the claimed properties hold for any order ideal p with
2(k−2) ≤ rk(p) ≤ 2(k−1) and assume that 2(k−1) ≤ rk(p) ≤ 2k. Consider
the order ideal p′ obtained by cutting p at height 2(k − 1), that is
V(p′) :=
1∏
i=2(k−1)

 1∏
j=n
sverti,j(p′)


(−1)i
,
The word
w :=
2(k−1)+1∏
i=n

 1∏
j=n
sverti,j(p′)


(−1)i
=
2(k−1)+1∏
i=2k

 1∏
j=n
sverti,j(p′)


(−1)i
which must be added at the beginning of V(p′) to obtain V(p) is the product
of all the labels at height 2k from the right to the left, followed by the product
of the labels at height 2k − 1 from the left to the right. Consider the last
letter si in w and the largest j such that w
′ := sjsj+1 · · · si is a terminal
subword of w. By maximality of j there is no si−j−1 at height 2k − 1 and
hence at height 2k, there is neither a si−j−1 nor a si−j. This implies that the
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Figure 9. An example of how to read the cycles of V(p)
from p. Each of the cycles in this example correspond to
reflections; they are (1, 8), (2, 5), (3, 4), and (6, 7).
labels between si−j+1 and si which may occur at height 2k commute in (the
evaluation of) w with all the letters lying between w′ and them, and can
therefore be moved to the right just before w. Now since we have the labels
sjsj+1 · · · si at height 2k − 1, the labels si−j, · · · , si+1 must occur at height
2(k−1), henceMp′(ℓ) = 2(k−1) = rk(p
′) for ℓ = i−j, . . . , i+1. By induction,
it follows that i−j, . . . , i+1 are not in the support of p′. Therefore V(p′) fixes
pointwise the interval [i−j, i+1], hence multiplying V(p′) by any noncrossing
partition in the parabolic subgroup generated by the si−j, . . . , si still yields
a noncrossing partition. By Lemma 4.5, w′ together with the product of
the labels between si−j+1 and si at height 2k (which have been moved just
after w′) is exactly the standard form (up to commutation and inverse) of a
cycle with support in [i− j, i+1] which fixes neither i− j nor i+1, with an
element ℓ ∈ [i− j, i + 1] not in its support if and only if sℓ occurs at height
2k. This shows that multiplying V(p′) by the subword of w corresponding
to the rightmost connected component of the labels at heights 2k − 1 and
2k still yields a noncrossing partition and shows all the claims; one argues
exactly the same for the other connected components.
We now show the property on the Mp(ℓ); if ℓ lies in one of the sets [i −
j, i + 1] corresponding to the added cycles as above, then we fall into an
already-proved case. We can therefore assume that ℓ is not in one of these
sets—that is, that Mp′(ℓ) = Mp(ℓ) and Mp′(ℓ − 1) = Mp(ℓ − 1). We first
assume that j is not in the support of any cycle of p. Since p is obtained from
p′ by adding blocks, then j was not in the support of p′, so that by induction
Mp′(ℓ−1) ≤Mp′(ℓ) = 2k
′. Conversely, assume thatMp(ℓ−1) ≤Mp(ℓ) = 2k
′.
Then the same equality holds if we replace p by p′, so that j is not in the
support of p′. Since it is also not in the support of the added cycles, we
conclude that it is not in the support of p.

Corollary 4.8. Let p ∈ NN(Sn+1). The rank of V(p) in absolute order is
equal to
ℓT (V(p)) := |{α ∈ p : ht(α) = 1, 3, 5, . . .}| − |{α ∈ p : ht(α) = 2, 4, 6, . . .}|.
In particular, there are 1n+1
(
n+1
k
)(
n+1
k−1
)
elements of NN(Sn+1) with ℓT (V(p)) =
k.
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Proof. The proof of 4.7 tells us how to read a cycle in the decomposition of
V(p) from p. The length of the cycle corresponding to a component extracted
from two consecutive rows is the difference in the lengths of those rows. 
4.3. Diagonal Labeling. In this section, we provide a second labeling of
the root poset, such that a product in a different order using this new la-
beling gives a bijection to noncrossing partitions. Although the order of the
product is more complicated than in Section 4.2, the labeling is correspond-
ingly simpler.
Label the positive roots Φ+ by diag(ei− ej) = j− 1. For example, in type
A3, Φ
+(Sn+1) is labeled by
.
As before, for a nonnesting partition p, let
diagi,j(p) :=
{
j if ∃α ∈ p such that ht(α) = i, diag(α) = j
e otherwise.
Definition 4.9. Define D : 2Φ
+
→ S∗ ∪ {e} by
D(p) :=

 ∏
i even
1∏
j=n
sdiagi,j(p)



∏
i odd
1∏
j=n
sdiagi,j(p)


−1
,
where se := e and both the product over odd rows and the product over even
rows are in increasing order. Define D : NN(Sn+1) → Sn+1 by evaluating
D restricted to NN(Sn+1) as an element of Sn+1.
Example 4.10. Let us consider the order ideal p given in Figure 4.10. Then
D(p) = ((s5s4s3s2)(s4))((s5s4s3s2s1)(s4s3))
−1,
hence a straightforward computation yields
D(p) = (s3s2s3)(s5s4s3s2s1s2s3s4s5) = (2, 4)(1, 6) ∈ NC(S6, c).
1 2
2
3
3
3
4
4
4
4
5
5
5
5
5
Figure 10.
Remark 4.11. It is easy to see that this same labeling, with the map given
instead by the product
U(I) :=
n∏
i=1
1∏
j=n
sdiagi,j(p)
gives a bijection U between NN(Sn+1) and 231-avoiding permutations such
that |p| = ℓS(S(p)).
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Proposition 4.12. The map D is a bijection from NN(Sn+1) to NC(Sn+1, c)
such that |p| = ℓS(D(p)).
For variety, we use the Kreweras complement defined on both noncrossing
and nonnesting partitions to prove this, in a manner very similar in spirit to
the ideas in [2] and [20]. Note that this will also follow from Theorem 4.15,
which shows that D = V.
We show how to interpret the Kreweras complement on nonnesting par-
titions. Given a nonnesting partition p, let k be minimial so that αk+1 6∈ p.
The initial part i(p) is the nonnesting partition in the parabolic subgroup
〈s1, . . . , sk〉 that coincides with p restricted to α1, α2, . . . , αk. The final part
f(p) is the nonnesting partition in the parabolic subgroup 〈sk+1, . . . , sn〉 that
coincides with p restricted to αk+1, αk+2, . . . , αn.
Definition 4.13. Define the action Krewc on p ∈ NN(Sn+1) by replacing
each root ei− ej ∈ i(p) by ei− ej−1 and each root ei− ej ∈ f(p) by ei−1− ej .
The simple roots αk+1, αk+2, . . . , αn are added to f(p).
It is not hard to check that Krewc is invertible on NN(Sn+1).
Proof of Proposition 4.12. We consider two cases: if the nonnesting partition
p does not contain every simple root, or if p does contain every simple root.
We will show that |p| = ℓS(D(p)) by proving that the word defined by D is
a reduced S-word.
(1) If the nonnesting partition p does not contain every simple root, as
parabolic subgroups of type A are again of type A, we conclude the
statement by induction on rank.
(2) Otherwise, we have a nonnesting partition p containing every simple
root. It is immediate from Definition 4.13 that D is equivariant with
respect to Krewc on such a nonnesting partition, since
D(Krewc(p)) = D(p)
−1c = Krewc(D(p)).
From Definition 4.13, Krewc(p) removes the simple root αn from the
nonnesting partition p, so that Krewc(p) falls into case (1). Since
Krewc is invertible on Pc, we again conclude by induction on rank
that
D(p) = Krew−1c (Krewc(D(p))) = Krew
−1
c (D(Krewc(p))) = c · D(Krewc(p)))
−1
is a bijection from nonnesting partitions that do contain every sim-
ple root to noncrossing partitions with reduced S-word containing
all simple reflections. By induction, D(Krewc(p)) is reduced and
contains no copy of the simple reflection s1, so that D(p) = c ·
D(Krewc(p)))
−1 is a parabolic decomposition with respect to {s1} ∪
{s2, s3, . . . , sn} and is therefore reduced.
Since every nonnesting partition falls into one of the two cases, and since
|NN(Sn+1)| = |Pc| =
1
n+2
(
2(n+1)
n+1
)
, we conclude the result. 
Example 4.14. In type A3, the orbit of Krewc on has period
4. The first line of the table gives the orbit, while the second line records
the factorizations of the corresponding noncrossing partitions under D.
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s2s1|s2 s3s1 s3s2|s3 s3s2s1|s3|s2s3
4.4. Equivalences. In this section, we show that all three bijections from
Sections 4.1, 4.2, and 4.3 are the same.
Theorem 4.15. For all p ∈ NN(Sn+1),
Dyck(p) = V(p) = D(p).
Proof. We first show V = D by converting the product D(p)−1 into the
product V(p)−1. As p is an order ideal, we first observe that conjugating the
labels vert of an odd row 2k+1 through each even row 2i for 1 ≤ i ≤ k that
lies below it has the simple effect of increasing each label by the number
of such even rows. The highest row on which the root ei − ej occurs is
row j − i. When j − i is odd, there are j−i−12 even rows below, so that
vert(ei − ej) +
j−i−1
2 = ⌈
j+i−1
2 ⌉ +
j−i−1
2 = j − 1 = diag(ei − ej). Similarly,
conjugating the labels vert of an even row 2k through each even row 2i for
1 ≤ i < k that lies below it also increases each label by the number of such
even rows. When j − i is even, there are j−i−22 even rows below, so that
vert(ei− ej)+
j−i−2
2 = ⌈
j+i−1
2 ⌉+
j−i−2
2 = j− 1 = diag(ei− ej). We compute
V(p)−1 =
n∏
i=1

 n∏
j=1
sverti,j(p)


(−1)i
=
∏
i odd

 n∏
j=1
sverti,j(p)+(j−i−1)/2


−1
 ∏
i even
n∏
j=1
sverti,j(p)


=

∏
i odd
1∏
j=n
sdiagi,j(p)



 ∏
i even
1∏
j=n
sverti,j(p)+(j−i−2)/2


−1
=

∏
i odd
1∏
j=n
sdiagi,j(p)



 ∏
i even
1∏
j=n
sdiagi,j(p)


−1
= D(p)−1.
We now show that Dyck = V. In the proof of Proposition 4.7, we saw
how to recover the various cycles of V(p) from p. Given a Dyck path, the
beginning of a cycle in the corresponding noncrossing partition is given by
two consecutive steps up, the first one beginning at a point with even co-
ordinates, while the end of a cycle is given by two consecutive steps down,
the last one ending at a point with even coordinates. Hence the cycles are
extracted from the Dyck path in the same way as they are extracted from p,
and it is then easy to see that the various obtained cycles must be equal. 
5. Vectors
In this section, we define two sets of vectors corresponding to the labelings
given in Sections 4.2 and 4.3.
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5.1. Vertical Vectors.
Definition 5.1. For p ∈ NN(Sn+1), i ∈ [n], define
verti(p) := |{α ∈ p : vert(α) = i}| .
It follows from the proof of Proposition 4.7 that verti(p) is equal to the
number of copies of si in the standard form of V(p).
For the noncrossing partition x such that V(p) = x, we can characterize
verti(p) in a purely combinatorial way on the graphical representation of x.
We write P1, . . . , Pr for the elements of Pol(x). For a polygon P = [i1i2 · · · ik],
an integer i ∈ {2, . . . , n} is nested in P if there exists 1 < j ≤ k with
ij−1 < i < ij . Then we have
verti(p) = 2|{Pm | i is nested in Pm}|+ 1i∈Dx ,
where 1i∈Dx =
{
1 if i ∈ Dx
0 if i /∈ Dx
.We write Nest(i) := |{m | i is nested in Pm}|,
omitting the dependance on x, and define vx := (verti(p))
n
i=1 ∈ (Z≥0)
n.
For convenience we will write xi := verti(p).
We now use both the vertical labeling of the root poset and this combi-
natorial way of reading the vertical vectors directly on the graphical repre-
sentation of noncrossing partitions to characterize them.
Lemma 5.2. Let x, y ∈ NC(Sn+1, c). Then x = y if and only if vx = vy.
Proof. Thanks to the previous section, we have that x = y if and only if
px = py. 
Lemma 5.3. For x ∈ NC(Sn+1, c), the vector vx has the following proper-
ties:
(1) If xi is even and xi+1 > xi, then xi+1 = xi + 1.
(2) If xi is odd and xi+1 > xi, then xi+1 = xi + 1 or xi + 2.
(3) If xi is even and xi+1 < xi, then (xi+1 = xi − 1 or xi+1 = xi − 2)
and (i+ 1 ∈ Ux).
(4) If xi is odd and xi+1 < xi, then xi+1 = xi − 1 and i+ 1 ∈ Ux (i+ 1
is even maximal in its polygon).
(5) The integer i 6= n+ 1 lies in Ux in exactly two situations:
(a) if xi is odd and (xi−1 = xi or xi−1 = xi + 1)
(b) if xi is even and xi < xi−1.
The integer i = n+ 1 lies in Ux if and only if xi−1 > 0.
Proof. 1 and 3. If xi is even, then Nest(i) = Nest(i + 1) except in case
i+ 1 ∈ Ux where Nest(i+ 1) = N(i)− 1. In the latter case, xi+1 = xi − 2 if
i+1 /∈ Dx and xi+1 = xi−1 if i+1 ∈ Dx. If Nest(i) = Nest(i+1), xi = xi+1
if i+ 1 /∈ Dx and xi+1 = xi + 1 if i+ 1 ∈ Dx.
2 and 4. In this case, i ∈ Dx. Therefore, there exists P ∈ Pol(x) with
i ∈ P but i is not terminal in P . If i+1 ∈ P and is terminal then xi+1 = xi−1
since i ∈ Dx, i + 1 /∈ Dx and Nest(i) = Nest(i + 1). If i + 1 ∈ P and is
not terminal then xi = xi−1. If i + 1 /∈ P then i + 1 is nested in P (since
i ∈ Dx ∩P ) implying Nest(i+1) = Nest(i) + 1. We then have xi+1 = xi +1
if i + 1 /∈ Dx and xi+1 = xi + 2 if i + 1 ∈ Dx (which is possible if i + 1 is
initial).
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5. First assume that i ∈ Ux and let P ∈ Pol(x) with i ∈ P . If i ∈ Dx, then
xi is odd and xi−1 = xi if i− 1 ∈ P and xi−1 = xi +1 if i− 1 /∈ P (in which
case i− 1 has to be nested in P since i ∈ Ux but cannot lie in Dx). If i /∈ Dx
then xi is even. In this case, xi−1 = xi + 1 if i− 1 ∈ P and xi−1 = xi + 2 if
i− 1 /∈ P since in that case i− 1 must be nested in P (because i is maximal
in P ). For the converse, all the cases where xi 6= xi−1 are given by 3 and
4. It remains to show that if xi = xi−1 and xi is odd, then i ∈ Ux. If i and
i−1 are not lying in the same polygon P , the assumption i−1 ∈ Dx implies
that i is nested in P which contradicts xi = xi−1. Hence they lie in the same
polygon P and i ∈ Ux. Now consider the case where i = n+1: if n+1 ∈ Ux
then there is P ∈ Pol(x) with n + 1 ∈ P . If n ∈ P , then xn = 1; if n /∈ P ,
then n is nested in P and xn = 2. Conversely if xn > 0, then either n ∈ Dx
forcing n + 1 ∈ Ux or n is nested in a polygon P which therefore needs to
have n+ 1 as vertex. 
Proof. If x 6= y, then (Dx, Ux) 6= (Dy, Uy) by Proposition 4.2. Since i ∈ Dx
if and only if xi is odd, by point 5 of Lemma 5.3, vx 6= vy. 
Proposition 5.4. The map x 7→ vx, x ∈ NC(Sn+1, c) defines a bijection
from NC(Sn+1, c) to the set of vectors w = (wi)
n
i=1 ∈ (Z≥0)
n with the fol-
lowing properties:
• If i is the smallest i with wi 6= 0, then wi = 1.
• If i is the largest i with wi 6= 0, then wi = 1 or wi = 2.
• If wi is even and wi+1 > wi then wi+1 = wi + 1.
• If wi is odd and wi+1 > wi then wi+1 = wi + 1 or wi+1 = wi + 2.
• If wi is even and wi+1 < wi, then wi+1 = wi − 1 or wi+1 = wi − 2.
• If wi is odd and wi+1 < wi, then wi+1 = wi − 1.
It is convenient to represent the last four conditions as follows:
wi+1 − wi wi+1 even wi+1 odd
wi even −2 or 0 1 or −1
wi odd 1 or −1 2 or 0
Examples of vectors satisfying these conditions are given in example 5.5.
Proof. The injectivity of x 7→ vx is given by 5.2. We show surjectivity using
the vertical labeling of the root poset. We show by induction on the sum
of the components of the vector w that there exists an ordel ideal p with
vertical labeling giving the vector w. If w is the zero vector then the empty
ideal has the suitable labeling. Now assume that w has nonzero entries and
consider any index i such that the corresponding entry wi is maximal. If
wi is even then the conditions imply that wi+1 = wi, wi − 1 or wi − 2 and
wi−1 = wi or wi − 1. In particular, replacing wi by wi − 1 gives a vector w
′
which still satisfies the conditions, so that by induction there exists an order
ideal p′ with labeling giving w′. But since the largest height in p′ where there
is a root with label i is w′i which is odd and w
′
i−1 = wi−1 ≥ w
′
i, there is also
a root at height w′i with label i− 1 hence we can add the root α with label i
at height w′i +1 to p
′ giving again an order ideal p := p′ ∪ {α} with labeling
giving w.
If wi is odd, then wi−1 = wi, wi− 1 or wi− 2 and wi−1 = wi or wi− 1. In
particular, replacing wi by wi − 1 yields a vector w
′ which still satisfies the
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conditions above with corresponding order ideal p′. But since the biggest
height in p′ where there is a root with label i is w′i which is even and w
′
i+1 =
wi+1 ≥ w
′
i, there is also a root with label i + 1 at height w
′
i hence we can
add the root α with label i at height w′i+1 to p
′ giving again an order ideal
p := p′ ∪ {α} with labeling giving w.

We will denote by Vn the set of vectors in (Z≥0)
n satisfying the properties
of Proposition 5.4. By the bijection in Proposition 5.4, there are Catalan
many vectors in Vn.
Example 5.5. The five elements of V2 are (0, 0), (1, 0), (0, 1), (1, 1), (1, 2).
The fourteen elements of V3 are (0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0),
(1, 0, 1), (0, 1, 1), (1, 1, 1), (1, 2, 0), (0, 1, 2), (1, 2, 1), (1, 1, 2), (1, 2, 2), (1, 3, 2).
5.2. Diagonal Vectors. The definition corresponding to Definition 5.1 on
the diagonal labeling of Section 5.1 results in a set of vectors that are trivially
seen to be counted by the Catalan numbers.
Definition 5.6. For p ∈ NN(Sn+1), define
diagi(p) := |{α ∈ p : diag(α) = i}|
and let up := (diagi(p))
n
i=1.
Proposition 5.7. The map p 7→ up is a bijection from NN(Sn+1, c) to the
set of vectors w = (wi)
n
i=1 such that 1 − w1 ≤ 2 − w2 ≤ · · · ≤ n − wn and
wi ≤ i.
Proof. Taking the complement of w inside the root poset gives a Ferrers
shape inside a staircase. 
6. Bruhat Order
In this section, we prove that the poset of order ideals ordered by inclusion
is isomorphic to the poset of noncrossing partitions ordered by the restriction
of the Bruhat order by showing that the bijection D = V = Dyck is a poset
isomorphism. We denote by ≤ the Bruhat order on Sn+1. For any two
noncrossing partitions x and y, their nonnesting partitions are related by
px ≤ py if and only if xi ≤ yi for all i ∈ [n], where xi and yi are the
coordinates of the vertical vectors vx = (xi)
n
i=1 and vy = (yi)
n
i=1. Thus, the
following criterion is equivalent to establishing the poset isomorphism.
Theorem 6.1. Let x, y ∈ NC(Sn+1, c). Then
x ≤ y ⇔ ∀i, xi ≤ yi.
An immediate corollary is:
Corollary 6.2. The poset (NC(Sn+1, c),≤) is a graded distributive lattice.
The next two subsections are devoted to two different proofs of Theo-
rem 6.1, using the vertical and diagonal labelings, respectively.
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6.1. Proof of the lattice property using the vertical labeling. We
will use the tableau criterion given by Theorem 2.1.5 of [8] which we recall
below. We use the same notation as in [8]—that is, for x ∈ Sn+1, i, j ∈
{1, . . . , n + 1},
x[i, j] := |{a ∈ [i] | x(a) ≥ j}|.
Theorem 6.3 ([8], Theorem 2.1.5). Let x, y ∈ Sn+1. The following are
equivalent:
(1) x ≤ y
(2) x[i, j] ≤ y[i, j], for all i, j ∈ {1, . . . , n+ 1}.
According to [7], this criterion is due to Ehresmann [9]. We now give a proof
of Theorem 6.1.
Proof of 6.1. Suppose that there exists i with xi > yi. With the combinato-
rial characterization of the vector vx using the graphical representation of x
(see Section 5.1) we see that x[i − 1, i + 1] = j if xi = 2j or if xi = 2j + 1,
and x[i, i + 1] = j if xi = 2j and j + 1 if xi = 2j + 1. If xi and yi have the
same parity we then have x[i, i + 1] > y[i, i + 1]. If xi is even and yi is odd
we have x[i − 1, i + 1] > y[i − 1, i + 1]. If xi is odd and yi is even we have
x[i, i+ 1] > y[i, i + 1]. Hence by Theorem 6.3 we have x 6≤ y.
Conversely, assume that xi ≤ yi for all i. We know that there exist order
ideals px, py such that the corresponding vertical labeling gives the vectors
vx and vy. Our assumption implies that px ≤ py. Since S-reduced words for
x and y are then obtained by taking the product of the labels in a specific
order, we conclude that the reduced word for x is a subword of that for y,
hence that x ≤ y. 
6.2. Proof of the lattice property using the diagonal labeling.
Lemma 6.4. Let p ∈ NN(Sn+1). If we delete a non-maximal root ei − ej
from p to make the subset p′, then the word D(p′) (after ignoring all letters
e) is either not reduced or D(p′) is not a noncrossing partition.
Proof. We conclude the lemma by induction on rank if p does not contain
all simple roots. If all simple roots are in p and we delete a root ei− ej that
isn’t simple, then by considering Krewc(p) and instead deleting ei− ej−1, we
again conclude the lemma by induction on rank.
The remaining case is therefore if all simple roots are in p and p′ is obtained
by deleting the simple root ei − ei+1. Let D(p) have cycle decomposition
D(p) = (1, i1, i2, . . . , ik, n+ 1) · · · ,
where 1 and (n + 1) appear in the same cycle (by the assumption that all
simple roots are in p) with 1 ≤ i1 ≤ i2 ≤ · · · , ik ≤ n+1. Note that deleting
ei − ei+1 from p is equivalent to multiplying D(p) on the left by the cycle
(1, i + 1) = s1s2 · · · si · · · s2s1.
Suppose that i+ 1 6= ip for 1 ≤ p ≤ k. We compute the cycle decomposi-
tion
D(p′) = (1, i + 1) · (1, i1, i2, . . . , ik, n+ 1) · (i+ 1, . . .) · x
= (1, i1, i2, . . . , ik, n+ 1, i+ 1, . . .) · x,
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where the cycle containing i+1 has been merged with the cycle containing 1
and n+1. This is manifestly not the cycle decomposition of a c-noncrossing
partition since 1 < n+ 1 > i+ 1.
Otherwise, i+ 1 = ip for some p. We compute the cycle decomposition
D(p′) = (1, i + 1) · (1, i1, . . . , ip−1, i+ 1, ip+1, . . . , ik, n+ 1) · x
= (1, i1, . . . , ip−1)(i+ 1, ip+1, n+ 1) · x,
so that ℓS(D(p
′)) = ℓS(D(p)) − (2(i + 1 − ip−1) − 1). This implies that the
word D(p′), which has ℓS(D(p))− 1 letters, is not reduced—unless i = ip−1.
But if i = ip−1, then it must have been that ei−1 − ei and ei − ei+1 were in
p, but ei−1 − ei+1 was not, in which case ei − ei+1 was maximal. 
The following proposition now gives an alternative proof of Theorem 6.1:
Proposition 6.5. The bijection D is an isomorphism from the distributive
lattice NN(Sn+1) to Bruhat order on NC(Sn+1, c).
Proof. Suppose that I ⋖ J ∈ NN(Sn+1) is a cover relation. Then by the
definition of D and covers in NN(Sn+1), we can write D(J) = b1b2 · · · bi · · · bk
with bj ∈ S and D(I) = b1b2 · · · bˆi · · · bk, where the circumflex denotes the
deletion of the simple reflection. By Theorem 4.12, both expressions are
reduced, so we have
ℓS(D(J)) = ℓS(D(I)) + 1,
and we can write
D(J) = b1b2 · · · bibi+1 · · · bk = b1b2 · · · bˆibi+1 · · · bk(bk · · · bi+1bibi+1 · · · bk)
= D(I)(bk · · · bi+1bibi+1 · · · bk),
so that D(I)⋖D(J) in the Bruhat order.
Now suppose that u⋖ w with ut = w is a cover relation in Bruhat order
with u,w ∈ NC(Sn+1, c). From the bijection D(D
−1(w)), we may factor w
into simple reflections corresponding to the roots in its nonnesting partition,
w = b1b2 · · · bk. By the strong exchange property, wt = b1 · · · bˆi · · · bk is a
reduced word for u. By assumption and using Lemma 6.4, the only possibil-
ities are those bi corresponding to maximal elements of D
−1(w). Therefore
D−1(u)⋖D−1(w) in NN(Sn+1). 
6.3. Covering relations. For x, y ∈ NC(Sn+1, c), it follows from Theorem
6.1 that x is covered by y in the Bruhat order if and only if x < y and
ℓS(x) = ℓS(y) − 1: indeed, it is equivalent to say that the corresponding
order ideals must satisfy px < py with py having one more element than
px and we now that the products of the labels in some order give reduced
expressions for x and y. In particular, the rank function is simply the Coxeter
length. Theorem 6.1 allows us to read off the covering relations on the
nonnesting partitions side. The aim of this subsection is to describe the
covering relations directly on NC(Sn+1, c). To this end, we consider the
combinatorial interpretation of vx using the graphical representation of x as
in Section 5.1.
Lemma 6.6. Let x, y ∈ NC(Sn+1, c). Then x is covered by y if and only if
x is obtained from y by one of the following operations:
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• Replace a cycle of the form (i1, . . . , k, k+ 1, . . . , iℓ) by the product of
two cycles (i1, . . . , k)(k + 1, . . . , iℓ),
• Replace a cycle of the form (i1, . . . , ij , ij+1, . . . , iℓ) where ij < k <
ij+1 by the cycle (i1, . . . , ij , k, ij+1, . . . , iℓ).
Proof. The fact that both operations correspond to a covering relation in the
Bruhat order is clear: in both cases, a copy of sk in the standard form my
of y is deleted, and the resulting word yields the standard form mx of x up
to commutation.
Now assume that y covers x. We argue using the vertical vectors and
their properties from Section 5.1. There is a unique k such that xk 6= yk and
yk = xk+1. If xk is odd and k /∈ Uy consider the reflection (i, j), j > i, with
smallest j − i and such that (i, j) is an edge of a polygon P of y in which k
is nested (it always exists since yk is even and yk > 0). It suffices to add the
vertex k to the polygon P to obtain an element x′ ∈ NC(Sn+1, c) satisfying
vx′ = vx hence x = x
′ by Corollary 5.2; this is possible since k lies neither
in Uy nor in Dy. We replaced a cycle of the form (. . . , i, j, . . . ) in y by the
cycle (. . . , i, k, j, . . . ). If xk is odd and k ∈ Uy, we prove that k − 1 /∈ Dx: if
k − 1 ∈ Dx then k − 1 ∈ Dy hence k − 1 and k lie in the same polygon P of
y with k terminal (because yk is even) hence
xk−1 = yk−1 = yk + 1 = xk + 2
which by Lemma 5.3 is impossible since both xk−1 and xk are odd. But
k − 1 /∈ Dx if and only if k − 1 /∈ Dy, which implies that yk−1 is even with
yk−1 > yk since k−1 is nested in the polygon of y having k as vertex (because
k ∈ Uy). But yk and yk−1 are both even, hence we have a contradiction with
Lemma 5.3 again since
xk−1 = yk−1 = yk + 2 = xk + 3.
If xk is even, then yk is odd. In that case, there exists a polygon P of y
such that k is a non terminal vertex of P . Let ℓ be the vertex of P following
k. If ℓ 6= k + 1, one has a contradiction with Lemma 5.3 since
xk+1 = yk+1 ≥ yk + 1 = xk + 2.
If ℓ = k + 1, splitting the polygon P into two polygons by removing the
edge (k, k + 1) yields an element x′ ∈ NC(Sn+1, c). This replaces a cycle
(. . . , k, k+1, . . . ) from y by the product of the cycles (. . . , k)(k+1, . . . ). 
7. Extensions
7.1. Changing the Coxeter element.
7.1.1. Failure of the lattice property. The property that noncrossing parti-
tions from a lattice under Bruhat order is specific to both type A and to
the linear Coxeter element c. For example, NC(A3, c
′) with c′ = s1s3s2
does not form a lattice under Bruhat order: there are two maximal elements
x = s3s2s1s2s3 and y = s2s1s3s2 in the poset (see Figure 12). Similarly,
NC(B2, st) does not give a lattice (see Figure 13).
There are representation-theoretic reasons for believing that there ought
to be an order on NC(Sn+1, c
′) isomorphic to (NC(Sn+1, c),≤), as we now
explain. One natural base of the Temperley-Lieb algebra is the diagram
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•
•
•
(2k, 2k’)
→
•
•
•
(2k, 2k’)
• → •
•
•
• •
• → •
••
• • • • → • •
•
•
• •
•
→ •
••
•
•
• • → • •
• •
• •
• →
•
••
• • • • → • •
• •
• •
•
→
•
••
•
•
• • → • •
Figure 11. Covering relations in the lattice of Dyck paths
and the corresponding relations on noncrossing partitions.
The parts in red are the parts which are changed. The points
in blue are the points with even coordinates, that is, corre-
sponding to the beginning or end of a step.
e
s1 s2 s3
s1s2 s1s3 s2s3
s1s2s3s2s1s2 s3s2s3
s2s1s2s3 s1s3s2s3
s3s2s1s2s3
s2s3s2s1s2s3
e
s1 s2 s3
s2s1 s1s3 s2s3
s2s1s3s2s1s2 s3s2s3
s2s1s2s3 s3s2s3s1
s2s1s3s2
s3s2s1s2s3
Figure 12. On the left is the Hasse digram of the restric-
tion of Bruhat order to NC(S4, s1s2s3). On the right is the
restriction of Bruhat order to NC(S4, s2s1s3).
basis; another is the basis given by the images of the simple elements of the
dual braid monoid for linear c (which are naturally indexed by elements of
NC(Sn+1, c)). Ordering the latter by Bruhat order conveniently induces an
upper-triangular change-of-basis matrix to the former.
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❈❈
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❈❈
❈❈
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⑤⑤
⑤⑤
⑤⑤
⑤⑤
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④④
④④
④④
④④
❇❇
❇❇
❇❇
❇❇
❇
s
❉❉
❉❉
❉❉
❉❉
t
④④
④④
④④
④④
④
e
Figure 13. The Hasse diagram of the restriction of Bruhat
order to NC(B2, st).
But a basis arising from the dual braid monoid can be defined for an
arbitrary Coxeter element c′—as the image of the simple elements, this ba-
sis is now indexed by elements of NC(Sn+1, c
′). It turns out that to pass
to the diagram basis, one can still find an order on NC(Sn+1, c
′) that pro-
duces an upper-triangular change-of-basis matrix (see [10]). Surprisingly,
the partial order on NC(Sn+1, c
′) required to obtain triangularity is isomor-
phic to the Bruhat order on NC(Sn+1, c). The goal of this section is to
combinatorially define this order on NC(Sn+1, c
′) by finding a bijection with
(NC(Sn+1, c),≤). We emphasize that our bijection will fix the set of reflec-
tions T—in particular, it is a different bijection from the standard one given
by conjugation.
Since the Bruhat order on NC(Sn+1, c
′) no longer gives the correct order
required for the triangularity above, we substitute the set Vn of vertical
vectors under inclusion as a replacement. More precisely, for an arbitrary
Coxeter element c′, we define standard forms for elements of NC(Sn+1, c
′),
and recover the set Vn by counting copies of si in these standard forms—
generalizing the definition of Vn in Section 2.2 for c = s1s2 · · · sn.
The key is that we no longer insist that standard forms be reduced words.
Example 7.1. As a motivating example, consider type S4 with c
′ = s2s1s3
and x′ = s2s1s3s2. Define the standard form of x
′ to be the unreduced word
(s2s1s2)(s3s2s3), so that vx′ = (1, 3, 2). Figure 12 gives all other standard
forms for elements of NC(Sn+1, c
′) (these are largely forced). Then the order-
ing on NC(Sn+1, c
′) induced by the vectors Vn—obtained by counting copies
of si—under componentwise order is isomorphic to (NC(Sn+1, s1s2s3),≤).
We will define general standard forms in the same way as we did for linear
c: we first specify a canonical T -reduced expression, and then replace each
reflection by a specific S-reduced expression.
7.1.2. Geometric representation of noncrossing partitions for arbitrary Cox-
eter elements. Let c′ be an arbitrary Coxeter element. As before, there is
a graphical representation of elements of NC(Sn+1, c
′) as disjoint unions of
polygons whose vertices are given by labeled points around a circle. If we
write the Coxeter element as c′ = (i1, i2, . . . , in+1) with i1 = 1, then the
labels 1 = i1, i2, . . . , in+1 occur around the circle in clockwise order. An
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example is given in Figure 14. Recall that not all (n+ 1)-cycles correspond
to Coxeter elements—Lemmas 7.2 characterizes which cycles can occur.
Lemma 7.2. An (n + 1)-cycle (i1, . . . , in+1) with i1 = 1 and ik = n + 1
corresponds to a standard Coxeter element c′ iff 1 = i1 < i2 < · · · < ik and
1 = i1 < in+1 < in < · · · < ik+1 < n+ 1.
Proof. Let c′ be a standard Coxeter element, and write σc′ for the permuta-
tion corresponding to c′. Since σc′(1) = i2, sj must occur before sj−1 in any
product of the si giving c
′ for all j ∈ {2, 3, . . . , i2 − 1}. Moreover, if k 6= 2,
si2 cannot be before si2−1 because it would contradict σc′(1) = i2. Hence
k 6= 2 implies that si2 is after si2−1; but these two reflections are the only
elements of S that don’t fix i2. This implies that i3 = σc′(i2) > i2. Iterating
this process gives 1 = i1 < i2 < · · · < ik. A similar argument gives the
second sequence of inequalities.
For the converse, we argue by induction on n. If n = 2, then such a cycle
is either equal to (1, 2, 3) or (1, 3, 2). The first one is s1s2 and the second
one s2s1. Now let c
′ = (i1, . . . , in+1). If the inequalities of the lemma are
true, then either i2 = 2 or in+1 = 2. If i2 = 2 then s1c = (i2, . . . , in+1)
and the result follows by applying the induction hypothesis to the n-cycle
(i2, . . . , in+1) in the parabolic subgroup WI where I = {2, . . . , n + 1}. If
in+1 = 2 then cs1 = (i2, . . . , in+1) = (in+1, i2, . . . , in) and we can apply
the induction hypothesis to the n-cycle (in+1, i2, . . . , in) in the parabolic
subgroup WI .

Remark 7.3. It follows from Lemma 7.2 that for any k ∈ {1, . . . , n + 1},
there is a line Lk passing through the point k such that the set of points on the
circle with label in Ek := {i ∈ [n+1] | i ≤ k} lies in one of the two half-planes
defined by Lk while the set of points with label in E
′
k := {i ∈ [n+1] | i ≥ k}
lies in the other half-plane. An example is given in Figure 14.
b
b
bb
b
b
•
•
•
•
•
•
3
4
65
2
1
L4
Figure 14. Example of a labeling given by the Coxeter ele-
ment c′ = s2s1s3s5s4 = (1, 3, 4, 6, 5, 2). When going from the
point 1 to the point 6 one obtains a noncrossing zigzag.
Notation. Let c′ be a Coxeter element. We set Rc′ := {i1, i2, . . . , ik} and
Lc′ := {ik, ik+1, . . . , in, in+1, i1}, where the ij ’s are given by Lemma 7.2. In
particular, Lc′ ∪Rc′ = [n+ 1] and Lc′ ∩Rc′ = {1, n + 1}.
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7.1.3. Standard forms for cycles. Our goal is to define standard forms for
noncrossing partitions associated to an arbitrary Coxeter element c′. In this
section, we first define the standard form for an individual cycle with respect
to c′.
Let x ∈ NC(Sn+1, c) and recall that we use the shorthand xi for the i
th
entry of vx, which counts the number of copies of si in the standard form
mx.
Lemma 7.4 (Standard forms for cycles). Let x′ ∈ NC(Sn+1, c
′) be a cycle
and let x be the unique cycle in NC(Sn+1, c) with the same support as x
′.
There exists an S-reduced expression mc
′
x′ for x
′ such that:
• For each 1 ≤ i ≤ n, the number of copies of si in m
c′
x′ is the same as
in mx,
• If supp(x′) = {d1, d2, . . . , dk} where di < di+1 for 1 ≤ i < k, then
mc
′
x′ is a product of the syllables s[di,di+1] in some order.
Proof. We argue by induction on ℓT (x
′) = |supp(x′)| − 1. If ℓT (x
′) = 1,
then x′ ∈ T ⊂ NC(Sn+1, c) ∩ NC(Sn+1, c
′), so that x′ = x and we can set
mc
′
x′ = mx; we know that the standard form of an element in NC(Sn+1, c)
has the specified properties.
We may now assume that x′ = (i1, i2, . . . , ik) with k > 2. Using the
labeling of the circle arising from the cycle corresponding to c′ (as in Sub-
section 7.1.2), we can assume that i1 and i2 are the two smallest indices in
{i1, i2, . . . , ik}. We can rewrite x
′ as the product (i1, i2)(i2, i3, . . . , ik) in case
i2 > i1 or (i1, i3, . . . , ik)(i1, i2) in case i2 < i1. Then y
′ = (i2, i3, . . . , ik) (or
y′ = (i1, i3, . . . , ik)) lies again in NC(Sn+1, c
′). By induction, there is an S-
reduced expression mc
′
y′ of y
′ in which the number of copies of si’s is the same
as in my for y the unique cycle in NC(Sn+1, c) such that supp(y
′) = supp(y).
But the elements of S occuring in any reduced expression of (i1, i2) are dis-
tinct from those occuring in mc
′
y′ and have smaller indices. As a consequence,
the Coxeter word s[i1,i2] ⋆my if i1 < i2 or s[i2,i1] ⋆my if i2 < i1 is a standard
form for the unique cycle x ∈ NC(Sn+1, c) with supp(x) = supp(x
′). Then
mc
′
x′ = s[i1,i2] ⋆m
c′
y′ if i1 < i2, or m
c′
x′ = m
c′
y′ ⋆ s[i2,i1] otherwise, is a word with
the desired properties. 
Remark 7.5. For c′ = c we recover the standard form of a cycle from
Section 2.2, i.e. mcx = mx for any x ∈ NC(Sn+1, c). For arbitrary c
′, the
word mc
′
x′ is not unique in general, since the induction of the proof allows
for adjacent syllables s[di,di+1] ⋆ s[dj,dj+1] with j > i+ 1 (or j + 1 < i) to be
placed at the end of mc
′
x′—and these syllables commute as elements of Sn+1.
Regardless, the relative positioning of the noncommuting syllables s[di,di+1]
and s[di+1,di+2] is always uniquely determined in m
c′
x′ .
Definition 7.6. A word mc
′
x′ , as in Lemma 7.4, is a standard form of x
′.
Example 7.7. In type A4 let c
′ = s4s2s1s3 = (1, 3, 5, 4, 2) and x
′ =
(1, 3, 5, 2) ∈ NC(Sn+1, c
′). The corresponding element of NC(Sn+1, c) is
x = (1, 2, 3, 5), and mx = s1s2(s4s3s4). By Lemma 7.4, we compute that
mc
′
x′ = s2(s4s3s4)s1, which is just a reordering of the syllables of mx. The
vector in V4 corresponding to x
′ is therefore (1, 1, 1, 2).
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Definition 7.8. If x ∈ NC(Sn+1, c
′) and {d1 < · · · < dk} is the set of
integers indexing the vertices of P ∈ Pol(x), we say that d1 is an initial
index and dk a terminal one. As for c, we set D
c′
x (resp. U
c′
x ) to be the set
of labels of non-terminal (resp. non-initial) vertices of polygons of x′.
7.1.4. Standard forms for noncrossing partitions. In this section, we will de-
fine a standard formmc
′
x′ for any x
′ ∈ NC(Sn+1, c
′) by establishing a bijection
φc′,c : NC(Sn+1, c
′)→ NC(Sn+1, c) with the property that m
c′
x′ has the same
number of si’s as mφc′,c . This bijection will extend the bijection given in
Lemma 7.4 for individual cycles. In particular, since φc′,c will fix the reflec-
tions T , we note that φc′,c is not the standard bijection from NC(Sn+1, c
′)
to NC(Sn+1, c) obtained by conjugating.
The most naive definition of such a bijection φc′,c would be to decompose
x′ into a product of disjoint cycles c′1c
′
2 · · · c
′
k, and then to concatenate the
standard forms given by Lemma 7.4 for each cycle c′i. The difficulty is that
the element x = φc′,c(x
′) ∈ NC(Sn+1, c) cannot in general be given by the
product c1c2 · · · ck where ci is the element of Lemma 7.4 corresponding to c
′
i,
since such a bijection would fix every element that is a product of commuting
transpositions—and such elements do not necessarily lie in NC(Sn+1, c). The
following example illustrates the failure of this naive approach.
Example 7.9. To continue Example 7.1, observe that φc′,c cannot fix the
element x′ = s2s1s3s2 = (s2s1s2)(s3s2s3) ∈ NC(Sn+1, s2s1s3), since x
′ 6∈
NC(Sn+1, c). Since x
′ is the product of two commuting reflections, this shows
that we cannot simply concatenate the standard forms given by Lemma 7.4.
From Example 7.1 and Figure 12, we would like φc′,c(x
′) to be the element
s2s3s2s1s2s3. Then we note that both x and x
′ have the same support, and
that (Dx, Ux) = (D
c′
x′ , U
c′
x′).
The observation in Example 7.9 provides the solution in the form of the
following generalization of Lemma 7.4.
Theorem 7.10. There exists a unique bijection
φc′,c : NC(Sn+1, c
′)→ NC(Sn+1, c), x
′ 7→ x
such that (Dx, Ux) = (D
c′
x′ , U
c′
x′). Furthermore, ℓT (x
′) = ℓT (x), and if
c1c2 . . . cj is the cycle decomposition of x
′, then the word for x′
mc
′
x′ := m
c′
c1 ⋆ · · ·m
c′
cj
has the same number of si’s as mx.
A wordmc
′
x′ as in the Theorem is called a standard form of x
′. We break the
proof of Theorem 7.10 into three parts: Propositions 7.11, 7.13, and 7.14. In
Proposition 7.11, we define a map φc′,c that takes an element of NC(Sn+1, c
′)
as input and prove that it produces an element of NC(Sn+1, c) as output.
The injectivity of φc′,c is then shown in Proposition 7.13. Finally, in Propo-
sition 7.14, we conclude that the standard form of x′ and the standard form
of φc′,c(x
′) have the same number of copies of si. Notice that if a bijection
as in the Theorem exists, it is automatically unique, since the sets (Dx, Ux)
characterize the noncrossing partition by Proposition 4.2.
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Proposition 7.11. There is a well-defined map
φc′,c : NC(Sn+1, c
′)→ NC(Sn+1, c), x
′ 7→ x.
Proof. We define the map x′ 7→ x by representing x′ as a collection of arcs
with crossings, and then resolve the crossings.
We fix a line with marked points from 1 to n+1 (even for c′ 6= c). For each
P ∈ Pol(x′), we order the set {d1, . . . , dk} of labels of P so that di < di+1 for
i = 1, . . . , k − 1, and represent P by successive arcs joining the point on the
line with label di to the point with label di+1, for i = 1, . . . , k − 1. Finally,
we represent x′ as the collection of its polygons. By Lemma 7.4, the element
of NC(Sn+1, c
′) corresponding to P is given by a product of the reflections
(di, di+1) in some order, depending on c
′.
Since the points on the line are labeled from 1 to n + 1, for c′ 6= c the
resulting diagram may have crossings. We will now supply a algorithm to
eliminate these crossings, and prove that it gives a bijection to NC(Sn+1, c).
If the diagram associated to x′ has no crossings, then it is the diagram of
an element x ∈ NC(Sn+1, c), and the procedure terminates. If there are at
least two arcs (i, k), (j, ℓ) which cross each other, say with i < j < k < ℓ, we
replace them by the two noncrossing arcs (i, ℓ), (k, j) and repeat.
At each step, the number of crossings decreases by one, so that the al-
gorithm terminates in a diagram with no crossings—which represents an
element x ∈ NC(Sn+1, c). Moreover, since the operations only change
local configurations of the diagram in small neighborhoods of the cross-
ings, the order in which we resolve the crossings does not affect the re-
sulting diagram. The algorithm given above is therefore a well-defined map
φc′,c : NC(Sn+1, c
′) → NC(Sn+1, c), x
′ 7→ x; Figure 15 illustrates an ex-
ample. It is clear that the set of vertices; the sets of initial, terminal, non
initial, and non terminal vertices; and the absolute length are all preserved
by φc′,c. 
• • • • • •
1 2 3 4 5 6
→ • • • • • •
• •
• • • •
• •
1 2 3 4 5 6
↓
• • • • • •
1 2 3 4 5 6
← • • • • • •
• •
• • • •
• •
1 2 3 4 5 6
Figure 15. The bijection φc′,c for c
′ = (1, 2, 5, 6, 4, 3), x′ =
(2, 5)(1, 6, 3), and x = φc′,c(x) = (2, 3, 5)(1, 6).
Definition 7.12. Consider the labeling of the circle corresponding to c′ and
(mi, ni)i a collection of noncrossing segments between points with labels ni
and mi such that if i 6= j, {ni,mi}∩{nj ,mj} = 0. We say that k ∈ [n+1] is
exposed to the segment (mj , nj) if the segment joining the point labeled with
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k to the point with label mj (equivalently nj) does not cross any segment of
the collection (mi, ni)i.
Proposition 7.13. Let x, y ∈ NC(Sn+1, c
′). If x 6= y, then (Dc
′
x , U
c′
x ) 6=
(Dc
′
y , U
c′
y ).
Proof. Given (D := Dc
′
x , U := U
c′
x ), the sets Ix := D\(D ∩ U) and Tx :=
U\(D∩U) contain the initial and terminal indices respectively. We first argue
by induction on |Pol(x)| that there is a unique bijection f : Ix → Tx such
that any two segments in {(a, f(a))}a∈Ix are noncrossing (when represented
on the circle with the labeling of c′ from Subsection 7.1.2).
To be noncrossing, the largest i ∈ Ix must be joined to the element t of U
which is bigger but as close as possible to i on the circle (this is well defined
since if i ∈ Rc′ (resp. i ∈ Lc′), then any element of U bigger than i is after i
(resp. before i) on the circle when going along it in clockwise order). Then
(i, t) is either a diagonal or an edge of a polygon P ∈ Pol(x)—we call it the
longest segment of P , since i is the minimal index of P while t is the maximal
one. Now if we divide the plane in two with the line extending the segment
(i, t), then all the points labeled with integers in (Ix\i) ∪ (Tx\t) lie in the
same half-plane thanks to the properties of the orientation from Subsection
7.1.2. Now remove P from x to obtain x′ ∈ NC(Sn+1, c
′) for which the
property holds by induction. But the collection of segments obtained from
x′ clearly don’t cross (i, t) since they lie in the same half-plane defined by
the line extending (i, t). Hence if x, y ∈ NC(Sn+1, c
′) were distinct but
(Dc
′
x , U
c′
x ) = (D
c′
y , U
c′
y ), they would have the same family of longest segments
of polygons.
We must now check that an index j of D ∩U must lie in a single polygon
(given here by its longest segment). If not, then j is exposed to (at least) two
noncrossing segments (i1, t1) and (i2, t2) of the family of longest segments
such that ik < j < tk, k = 1, 2. But by Remark 7.3, the set Ej−1 = {m ∈
{1, . . . , n+1} | m < j} consists of points labeling vertices that are successive
on the circle, and the same holds for the set E′j+1 = {m ∈ {1, . . . , n+1} |m >
j}. Note that ik ∈ Ej−1 and tk ∈ E
′
j+1. Call red points the points labeled
by elements of Ej−1 and blue points the points labeled by E
′
j+1. The two
segments (i1, t1) and (i2, t2) join the blue part to the red part. Therefore,
any index exposed to the two segments either lies in the blue part or in the
red part (see Figure 16). This is a contradiction since j is assumed to be
exposed to both segments but lies neither in Ej nor in E
′
j+1. 
Let y ∈ NC(Sn+1, c
′). We write yc
′
i for the number of occurences of si in
the word mc
′
y .
Proposition 7.14. If x := φc′,c(y), then y
c′
i = xi for i ∈ [n]. That is, the
number of copies of si in m
c′
y is the same as in mx = mφc′,c(y).
Proof. We modify the word mc
′
y at each step of the algorithm described in
the proof of 7.10 so that the number of copies of each simple reflection does
not change. Each step of the algorithm consists of replacing two crossing arcs
(i, k)(j, ℓ) where i < j < k < ℓ by the two noncrossing arcs (i, ℓ) and (j, k).
Note that the way we represented the situation implies that the reflections
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Figure 16. Figure for the proof of Proposition 7.13. We fix
i1, i2, t1, t2, and the segment between i2 and i1 that doesn’t
include t1 or t2, and similarly for t2 and t1. All points between
i2 and i1 are colored red, and all points between t2 and t1
are colored blue. Then j is neither red nor blue, and must
therefore label a black point.
(i, k) and (j, ℓ) occur as syllables of mc
′
y . It suffices to replace the syllable
s[i,k] in m
c′
y by s[i,ℓ] and s[j,ℓ] by s[j,k] (or vice-versa; the order in which the
syllables occur in the modified word is irrelevant, since we are interested in
the number of copies of each simple reflection in the word). This replacement
evidently does not change the number.
If we allow the algorithm to run until termination, we obtain a word m
which is a product of the syllables of mx (but not necessarily in the right
order, i.e. m does not necessarily represent x). Therefore m has the same
number of copies of each simple reflection as mx, which concludes the proof.
Note that the order in which we choose to replace crossings does not affect
the result, since it is geometrically clear that the arcs obtained at the end
are the same for any order and represent exactly the syllables of mx (this
last claim follows from the fact that the number of arcs starting or ending
at a given point is constant during the algorithm). 
7.1.5. Ordering noncrossing partitions for arbitrary Coxeter elements. For
c′ a Coxeter element, we write
φc′ : NC(Sn+1, c
′)→ Vn, x 7→ (x
c′
i )
n
i=1.
By Theorem 7.10, we have that the following diagram commutes.
NC(Sn+1, c
′)
φc′,c //
φc′
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
NC(Sn+1, c)
φc

Vn
The maps φc′,c and φc′ are bijections, but φc is actually an isomorphism
of posets by Theorem 6.1. We can now induce the order of a distributive
lattice on NC(Sn+1, c
′), using the componentwise order on Vn. In general,
this will not be the same order as the Bruhat order on NC(Sn+1, c
′).
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Example 7.15. Figure 17 compares the Hasse diagram of the induced order
on NC(S4, c
′) for c′ = s2s1s3 with Bruhat order.
e
s1 s2 s3
s2s1 s1s3 s2s3
s2s1s3s2s1s2 s3s2s3
s2s1s2s3 s3s2s3s1
s3s2s1s2s3
s2s1s2s3s2s3
e
s1 s2 s3
s2s1 s1s3 s2s3
s2s1s3s2s1s2 s3s2s3
s2s1s2s3 s3s2s3s1
s2s1s3s2
s3s2s1s2s3
Figure 17. On the left is the Bruhat order restricted to
NC(S4, c
′) for c′ = s2s1s3. On the right is the distributive
lattice structure on NC(S4, c
′) induced by V3. Elements on
the right are specified using their standard forms.
Remark 7.16. By applying Theorem 7.10 twice, we obtain bijections φc′,c′′
for two arbitrary Coxeter elements c′, c′′. These evidently generalize the
bijection from Proposition 4.2.
7.2. Type Bn. As previously mentioned, the lattice property fails in type
Bn (see Figure 13). We present here analogous bijections to those given
in type An, between nonnesting partitions and noncrossing partitions. The
approach given here is the same as in Subsection 4.3.
We fix the Weyl group of type Bn as a permutation group on [n] ∪ −[n].
We write ((i, j)) for the cycle (i, j)(−i,−j). Then Bn has n simple re-
flections S := {si := ((i, i + 1)) : 1 ≤ i < n} ∪ {sn := (n,−n)}, n
simple roots {αi := ei − ei+1 : 1 ≤ i < n} ∪ {an := en}, n
2 reflec-
tions T := {((i, j)), ((i,−j)) : 1 ≤ i < j ≤ n}∪{(−i, i) : 1 ≤ i ≤ n}, positive
roots Φ+ := {ei ± ej : 1 ≤ i < j ≤ n} ∪ {ei : 1 ≤ i ≤ n}, and we will special-
ize to the Coxeter element c := s0s1 · · · sn = (1, 2, . . . , n,−1,−2, . . . ,−n).
Note that An−1 sits inside of Bn as the parabolic subgroup generated by
s1, . . . , sn−1.
As in type An, we define a map between nonnesting and noncrossing
partitions and prove that it is a bijection using the Kreweras complement.
We label the positive roots Φ+ by diag(ei) = si, diag(ei ± ej) = si for
|i− j| > 1, and diag(ei + ei+1) = si · · · sn.
Definition 7.17. For type Bn, define D : 2
Φ+ → S∗ by
D(p) =

 ∏
α∈p
ht(α)=1,3,5,...
s(α)



 ∏
α∈p
ht(α)=2,4,6,...
diag(α)


−1
,
31
where if ht(α) = ht(β), diag(α) = si, diag(β) = sj or diag(β) = sj · · · sn, and
i < j, then α comes before β in the product. Define D : NN(Bn) → Bn by
evaluating D restricted to NN(Bn) as an element of Bn.
Remark 7.18. By labeling the root poset by ei − ej 7→ si, ei 7→ si, and
ei + ej 7→ sn−(j−i−1), a similar product map as in Remark 4.11 gives a
bijection between NN(Bn) and the c-sortable elements of type Bn, and maps
the number of positive roots in the nonnesting partition to the length of
the corresponding c-sortable element. See [21] for a more comprehensive
treatment of this bijection.
Given a nonnesting partition p, let k be minimal so that αk+1 6∈ p. The ini-
tial part i(p) is the nonnesting partition in either Ak or Bn (if k = n) that co-
incides with p restricted to α1, α2, . . . , αk. The final part f(p) is the nonnest-
ing partition in Bn−k that coincides with p restricted to αk+1, αk+2, . . . , αn.
The following lemma is immediate from the definition.
Definition 7.19. Define the action Krewc on p ∈ NN(Bn) by replacing each
root ei − ej ∈ i(p) by ei − ej−1, each root ei ∈ i(p) by ei − en, each root
ei + ej ∈ i(p) for |i − j| > 1 by ei + ej+1 (where en+1 = 0), and each root
ei + ei+1 ∈ i(p) by ei + ei+2 and ei+1 + ei+2. Each root ei − ej ∈ f(p) is
replaced by ei−1−ej , each root ei ∈ f(p) by ei−1 (en also adds an en−1+en),
and roots ei + ej are replaced by ei−1 + ej. For each root ei + ei+2 added,
ei + ei+1 is also added, and finally all simple roots in the support of f(p)
αk+1, . . . , αn are added.
It is not hard to check that Krewc is invertible on NN(Bn).
Remark 7.20. We note that |NN(Bn)| = |J([n] × [n])|. There are several
bijections between these two sets ([18, 14, 15]). The Kreweras complement
on NN(Bn) produces the same orbit structure as the action of c on the
parabolic quotient AJ2n for J = {sn}, whose elements have inversion sets in
natural bijection with the order ideals in J([n] × [n]). This action of c on
the parabolic quotient has been successfully modeled using toggles in [16].
For c a Coxeter element of type Bn, we write Pc for the set of elements of
Bn which are below c in absolute order.
Theorem 7.21. The map D is a bijection from NN(Bn) to Pc.
Proof. The proof is essentially the same as in type An (Theorem 4.12).
(1) If the nonnesting partition p does not contain every simple root, as
parabolic subgroups of type B are of type A or of type B, we conclude
the statement by induction on rank.
(2) Otherwise, we have a nonnesting partition p containing every simple
root. It is immediate from Definition 7.19 that D is equivariant with
respect to Krewc on such a nonnesting partition, since Krewc removes
one element from every diagonal until reaching a root ei+ei+1 (which
then contains the desired remaining simple reflections):
D(Krewc(p)) = D(p)
−1c = Krewc(D(p)).
Then we can apply Krewc until we obtain a nonnesting partition that
does not contain the simple root αn. Let the number of applications
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required be k—by Definition 7.19, k ≤ n. Since Krewc is invertible
on Pc, we conclude by induction on rank that
D(p) = Krew−kc (Krew
k
c (D(p))) = Krew
−k
c (D(Krew
k
c (p)))
is a bijection.
Since |NN(Bn)| = |Pc| =
(2n
n
)
, we conclude the result. 
Corollary 7.22. Let p ∈ NN(Bn). The rank of D(p) in absolute order is
equal to
ℓT (p) := |{α ∈ p : ht(α) odd and α 6= en−1−2i+en−2i}|−|{α ∈ p : ht(α) even}|.
In particular, there are
(
n
k
)2
elements of NN(Bn) with ℓT (p) = k.
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