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X-ray free-electron lasers (XFELs) are the only sources currently able to produce bright few-fs
pulses with tunable photon energies from 100 eV to more than 10 keV. Due to the stochastic SASE
operating principles and other technical issues the output pulses are subject to large fluctuations,
making it necessary to characterize the x-ray pulses on every shot for data sorting purposes. We
present a technique that applies machine learning tools to predict x-ray pulse properties using simple
electron beam and x-ray parameters as input. Using this technique at the Linac Coherent Light
Source (LCLS), we report mean errors below 0.3 eV for the prediction of the photon energy at 530
eV and below 1.6 fs for the prediction of the delay between two x-ray pulses. We also demonstrate
spectral shape prediction with a mean agreement of 97%. This approach could potentially be used
at the next generation of high-repetition-rate XFELs to provide accurate knowledge of complex
x-ray pulses at the full repetition rate.
I. INTRODUCTION
X-ray free-electron lasers (XFELs)1–3 are emerging as
one of the most versatile tools in x-ray research, becoming
widely used by the scientific community, as well as indus-
try, in many fields including physics, chemistry, biology,
and material science. Their brightness, coherence, tun-
ability, and ability to generate pairs of few-fs multicolor
pulses for pump-probe experiments4–7 make them ideal
sources to perform diffract-before-destroy imaging8, res-
onant x-ray spectroscopy9, and a range of time resolved
measurements of picosecond to few-femtosecond dynam-
ics in molecules and atoms10–16.
A drawback to XFELs is their current poor stability.
XFELs are driven by single-pass electron linear accelera-
tors (LINAC) typically several hundred meters in length.
High density electron bunches are formed in an electron
photoinjector, accelerated in radiofrequency (RF) cavi-
ties, compressed in magnetic chicanes, and finally driven
through one or multiple undulator sections where the
electrons emit coherent x-ray pulses due to Self Ampli-
fied Spontaneous Emission (SASE)17 (see Figure 1) or
amplify an external laser seed in High Gain Harmonic
Generation (HGHG) schemes18. Small fluctuations in,
for example, the photoinjector drive laser, RF amplitudes
or phases along the LINAC translate into fluctuations in
the XFEL pulse properties. Furthermore, all existing
XFEL machines operating at wavelengths shorter than
4 nm have additional fluctuations due to the stochastic
character of the SASE startup process, and shows only
partial longitudinal coherence across the XFEL pulse. As
a result, even a perfectly stable electron beam will exhibit
shot-to-shot fluctuations in the fine temporal structure of
the x-ray pulse. For example, when using single-pulse
SASE emission at the LINAC Coherent Light Source
(LCLS), fluctuations driven primarily by the LINAC RF
systems lead to photon energy jitter of 0.1% to 0.5% full
width half maximum (FWHM), depending on the central
wavelength. The energy jitter drives bunch compression
jitter leading to pulse length fluctuations of ~5% and in-
tensity fluctuations from 1% to 10%. These numbers are
exacerbated in more advanced lasing schemes such as the
twin bunch technique5 where two electron bunches are
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2accelerated simultaneously to produce two pulses with
variable time delay and photon energy separation. In
this case the inter pulse delay jitter is in the order of
10 to 15 fs FWHM and the intensity can fluctuate much
more widely (~20-100%).
Often the only way around such instabilities is per-
forming a full x-ray characterization for each XFEL
shot, using a variety of detection methods such as gas
detectors (total pulse energy), single-shot x-ray spec-
trometers (wavelength, spectral shape and even polar-
ization), and transverse deflecting cavities for the spent
electron bunches (pulse shape, pulse duration and de-
lay between pulses). Based on these measurements, one
can circumvent issues with instability by retaining only
the events presenting certain pulse characteristics, or
even exploiting the jitter to act as an effective power19,
wavelength19,20 or delay scan21 by sorting and binning
the events according to those characteristics. Unfortu-
nately, some diagnostics that intercept the full beam such
as optical spectrometers are incompatible with some ex-
perimental setups, requiring the x-rays to be either sent
to the diagnostic line or to the sample. Furthermore,
many of those essential diagnostics will not be compat-
ible with the next generation of XFELs driven by su-
perconducting LINACs operating at MHz rates such as
European XFEL22 or the LCLS-II23. Simple shot-to-shot
diagnostics such as electron bunch monitors (beam po-
sition, beam energy, peak current), x-ray gas detectors,
or particle time-of-flight (TOF) detectors can in princi-
ple work at the increased repetition rate but this will not
always be the case. In general, devices that require inter-
cepting the full electron or x-ray beam with a solid, such
as screens to measure the electron bunch phase space
streaked by a transverse cavity or the time tool21 for op-
tical pulse synchronization, will not be able to cope with
the thermal load at the high repetition rate. Moreover,
devices that rely on a CCD array will not have in most
cases the required bandwidth for readout and storage of
the data at MHz rates. This means that any experiment
requiring single-shot characterization will likely be lim-
ited to a much lower (<1 kHz) repetition rate.
In this paper we propose a general method applicable
at any XFEL facility to obtain typical complex shot-to-
shot diagnostics or any other variable at a higher repeti-
tion rate than that allowed by the corresponding acqui-
sition devices. Using data from the LCLS operating at
120 Hz as an example, we found that much of the infor-
mation usually extracted from slow, complex diagnostics
such as the pump-probe delay in the twin bunch mode,
the photon energy, or even the spectral shape of the x-
ray pulses, is strongly correlated to electron bunch and
x-ray properties measured by fast diagnostics. While this
correlations are driven by physical processes, performing
accurate direct modelling of every experimental aspect in
machines as complex as XFELs is not currently possible.
As an alternative we use generic linear, quadratic and
more complex but well known machine learning models
such as Neural Networks (NN)24 or Support Vector Re-
gression (SVR)25 to describe the non-trivial hidden corre-
lations between the fluctuations in the simple diagnostics
and the fluctuations in the complex diagnostics. Simi-
lar approaches have been successfully used for feedback-
loops at particle accelerator facilities26. Furthermore, by
including fast gas detectors, measuring the total x-ray
energy, which is sensitive to SASE fluctuations, we can
make predictions accounting for some of the stochastic
jitter. These models can be fitted or trained to predict
the output of complex diagnostics, such as pump-probe
delay, using a small amount of training data obtained for
a fraction of the shots containing full diagnostics. After
applying standard testing techniques and estimating the
accuracy of the predictions, the models can be used to
calculate the missing variables that could not be mea-
sured using complex diagnostics for all the remaining
shots. This has the potential of lessening the load on the
data stream requirements in existing machines, as well
as providing full repetition rate information for even the
most complex of the diagnostics at the new generation of
XFELs.
II. METHODS
A. Experimental setup
Experiments were conducted at the LCLS1 x-ray free-
electron laser operated in the twin bunch mode27 at the
Atomic, Molecular and Optical Science (AMO)28 endsta-
tion in February (Expt. 1) and April (Expt. 2) of 2015.
The experimental setup is depicted in Figure 1.
Two electron bunches were generated at 120 Hz at the
photo-injector and accelerated in three different acceler-
ator sections (L1,L2,L3), interleaved with two magnetic
chicanes used as bunch compressors (BC), to energies
near 3500 MeV and separated by 50 MeV1,5. The re-
sulting x-ray photon energies generated at the undulator
were near the oxygen edge (540 eV) and separated by 15
eV. A double slotted foil (DSF) was used in the second
chicane (BC2) to partially spoil each of the two electron
bunches in time, limiting the emittance to a few fem-
toseconds duration29,30. By modifying bunch compres-
sion settings and the position of the DSF, it was possible
to change the delay while maintaining the central photon
energy of each of the pulses. We choose to demonstrate
our technique in this mode of operation due to its versa-
tility for ultrafast experiments, allowing two color, few-fs
pulses, with an adjustable delay that can take any value
from -100 fs and 100 fs, including zero-delay. The typi-
cal energies obtained for each pulse were spread over the
range 0 to 30 µJ for the double pulse mode, and 15 to
45 µJ in the single pulse mode. All the data presented
in this paper was taken at a fixed position of the foil
and compression settings, with the different values for
the time delay arising from fluctuations in the machine.
In order to provide a larger range of photon energies, the
final electron bunch energy was continuously scanned us-
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ing the vernier.
An optical x-ray spectrometer (Expt. 1) and an elec-
tron TOF x-ray spectrometer31 (Expt. 2) were used to
measure single-shot spectra, each operating at 120 Hz.
The optical x-ray spectrometer was calibrated using the
absorption of a mylar filter32 at the oxygen K-edge and
at the corresponding pi∗ resonance. The TOF x-ray spec-
trometer was calibrated using CO Auger electron emis-
sion at the oxygen K-edge and neon 2s and 2p photo-
electrons at different photon energies. Under the applied
experimental conditions, we found the signal-to-noise ra-
tio of the optical spectrometer to be up to 16 times better
than that of the TOF spectrometer, however, the aver-
age x-ray power in the double pulse mode during Expt.
2 was about three times larger, providing more signal.
An x-band transverse deflecting-mode cavity
(XTCAV) was used to measure the single-shot spec-
trogram image of the electron bunches (time-energy
distribution) downstream from the undulator at 60 Hz.
By comparing images in the lasing and non-lasing cases
one can determine the lasing region for each of the
bunches and measure the distance along the time axis
to obtain the pump-probe delay values33–35 (Fig. 5a-b).
Four gas detectors based on N2 fluorescence36 were
used to measure the single-shot total x-ray energy,
recording 6 variables in total. Hundreds of different elec-
tron beam parameters were measured on each shot, how-
ever, only 16 of them were recorded at the full repetition
rate. These included position monitors37 (position and
angle), bunch charge monitors, and peak current mon-
itors at different stages (accelerators, chicanes, undula-
tors) as is indicated in Figure 1. All these diagnostics
consist of fast, non-intrusive detectors, and should be
therefore scalable to the MHz regime.
Additionally nearly 300 “slow” variables were recorded
at 2 Hz by the Experimental Physics and Industrial Con-
trol System (EPICS)38. These variables mainly include
temperatures of different sections or devices, pressures
in the chambers, configuration values such as voltages or
field strengths, and the settings of the many slow feed-
back loops that keep the FEL stable. The purpose of
these variables was to monitor long term drifts, which
can be useful to understand how the fluctuations evolve
over time. More details about the variables included in
the analysis can be found in Appendix 1.
B. Computational methods
The proposed technique for the prediction of x-ray
pulse characteristics at higher repetition rate than mea-
sured is summarized in Figure 2. It relies on a fast, high-
repetition-rate data stream containing single-shot infor-
mation of simple diagnostics for all the events, with in-
formation from complex diagnostics obtained at a lower
repetition rate and only for a fraction of the events. The
set of events containing correlated information from all
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FIG. 2. Schematic of the technique based on machine learning to predict complex diagnostics at a high repetition rate based
on small samples of complex diagnostics obtained at a much lower repetition rate.
devices can be split in three: the training, validation,
and test sets. The training set is used to train a ma-
chine learning model to learn how to predict variables
normally obtained with complex diagnostics, based on
input variables from simple diagnostics. The validation
set is used to optimize the hyperparameters. In this con-
text, a hyperparameter is any parameter of the model
that is no optimized by the training process. Examples
of hyperparameters are the maximum degree of a polyno-
mial model, or the number of hidden layers in a NN. This
optimization is done by training many different versions
of the same model using different sets of hyperparame-
ters, and then comparing the error on the validation set
to decide which set of hyperparameters works best. Fi-
nally, the test set is used to test the prediction accuracy
of the model for the chosen set of hyperparameters. At
this point, the model can be applied to predict, with a
known accuracy, the expected values from complex diag-
nostics for all the remaining events, which originally did
not have that information.
We tested this approach using data from LCLS ac-
quired at 60 Hz. It was implemented in python using the
LCLS software package psana39 at the LCLS servers, and
locally on standard consumer computers. The Scikit-
learn40 framework was used for feature scaling, feature
selection, Principal Component Analysis (PCA)41 and
fitting of linear, polynomial and SVR (Gaussian kernel)
models. Tensorflow42 was used for the implementation
of NNs.
More than 300 variables including signals from gas de-
tectors, electron beam diagnostics, EPICS variables and
a timestamp, were used as input variables or, in the com-
mon terminology of machine learning, features for the
prediction. More details about some of the particular
variables included can be found in Appendix 1. The time
delay, obtained from XTCAV, and the photon energy
and spectral shape (~350 spectral components), mea-
sured with the spectrometers, were used as the output
variables of the models. More details about each of these
output variables can be found in the corresponding sub-
sections for each of the prediction examples. As part of
the feature selection process constant features were elim-
inated, as well as features taking a small number (<10)
of sparse discrete values. This normally reduced the total
number of features to around 90. We then gradually re-
duced the number of features included, keeping only the
ones showing a high correlation with the variable to be
predicted, setting the threshold by minimizing the error
of the validation set. Around 40 features were normally
kept as a result of this process.
A typical dataset consisted of about 3 ·104 shots. A fil-
ter was applied to remove all the shots where the total en-
ergy was below 5 µJ (<10% of all shots depending on the
dataset). Shots presenting outliers in the outputs were
also removed to avoid training on events where the results
obtained from the complex diagnostics were potentially
unreliable. We considered as outliers all the values sepa-
rated from the median of the distribution by more than
four times the median absolute deviation. This filtering
process removed only a small fraction of the data (<1%),
except in the spectral prediction case, where the noise
due to single photon spikes in the optical spectrometer
raised this value to 20%. Each dataset was then divided
randomly into 3 subsets using a common split for our
dataset size, with 70% of the data used for training, 15%
for validation and 15% for testing. The test set was kept
isolated from the rest during the training and optimiza-
tion of the models.
Each of the features was normalized by subtracting the
mean value and dividing on the standard deviation. This
was also applied in some cases to the outputs, although
we found the latter to only be relevant for the NNs. We
did not find it necessary to use PCA on the features, as
the total number of features feeded into the models was
low (~40) for machine learning standards. On the other
hand, we applied PCA to the output variables of the spec-
tral shape prediction to reduce the number of predicted
variables required for the prediction of a spectrum, while
5TABLE I. Summary of the mean error or agreement of the different prediction examples tested using the different models. The
first column shows the mean error of the initial distribution. In the case of the shape agreement, this value corresponds to the
mean agreement between each of the single-shot spectra and the mean spectrum. The values for each of the models correspond
to the predictions on the test set, while the numbers in brackets correspond to the training set.
Test set (Train set) InitialDistribution
Linear
Model
Quadratic
Model
Support Vector
Regressor
Neural
Network
Mean error of single
pulse photon energy [eV] 5.62 0.29 (0.28) 0.30 (0.24) 0.32 (0.27) 0.30 (0.29)
Shape agreement of
single pulse spectrum 67% 88% (88%) 94% (95%) 95% (95%) 97% (97%)
Mean error of double
pulse delay [fs] 6.82 2.07 (2.04) 1.67 (1.58) 1.67 (1.57) 1.59 (1.52)
Mean error of double
pulse photon energy [eV]
pulse 1: 1.45
pulse 2: 1.03
0.47 (0.49)
0.44 (0.44)
0.49 (0.48)
0.41 (0.39)
0.50 (0.48)
0.41 (0.39)
0.46 (0.47)
0.40 (0.40)
minimizing the effects of the noise in the training with
the measured spectra. We found the best results by keep-
ing only the first 20 principal components out of the 350
spectral components measured by the spectrometer.
We used multiple models to predict each of the output
variables from the scaled features, and evaluated them
using the mean error, calculated as the mean distance of
each predicted value to the measured value. The train-
ing was performed to minimize the mean error on the
training set. The hyperparameters of each model were
modified to minimize the mean error on the validation
set. Finally, the accuracy of each model was quoted as
the mean error obtained on the test set. In the case of the
spectral shape prediction, we define our accuracy by cal-
culating the agreement between the vectors representing
the measured, Vm, and the predicted, Vp, spectra using
the similarity function defined as:
Agreement = 2|Vm · Vp||Vm|2 + |Vp|2 . (1)
Polynomial models were fit to the data using simple re-
gression. Due to the large number of features, it was not
possible to use higher order models than quadratic, as
the number of artificial features created by combining all
of the input features up to the required degree scales as
the number of k-multicombinations of n elements, where
k is the polynomial order, and n the number of input
features. In fact, the number of parameters to fit in the
model can become comparable or larger than the size of
the training data. In practice this limits the nonlinear-
ities that can be represented, as the order is the only
hyperparameter available to increase the complexity of
polynomial models.
The optimal hyperparameters for the SVR models (C,
epsilon, gamma) and the NN (number of hidden layers,
number of cells per layer) were found in each case by ap-
plying a grid search. Each NN presented up to 3 hidden
layers, with between 20 and 100 hidden cells per layer. A
rectified linear activation function was used for the hid-
den cells. The NNs were trained until convergence using
the Adagrad43 algorithm with a batch size of 1000 sam-
ples per training step. The final hyperparameters were
chosen to minimize the error of the validation set, while
not overfitting the training set, to make sure the model
was kept as simple as possible. K-neighbors and Deci-
sion Tree Regressor models were also used, but in general
achieved worse results for all the examples.
The same technique should be applicable to make pre-
dictions for every shot in new XFEL machines working
at MHz, as the training, validation, and testing steps
can still be performed at a low repetition rate (below
1 kHz). Nevertheless the accuracy of the predictions in
this case may be different from the values shown here, as
the hidden correlations exploited by the machine learning
models may change in the new XFELs.
III. RESULTS AND DISCUSSION
We applied our technique to predict the photon en-
ergy, the spectral shape, and the pump-probe delay of
x-ray pulses, which are the critical parameters in x-ray
spectroscopy and time-resolved studies. These character-
istics are predicted for both single pulse and double pulse
configurations. For each of the predictions we optimized
four different models: a linear model, a quadratic model,
a support vector regressor, and a neural network. The
results are summarized in Table I.
A. Single pulse photon energy prediction
For the calculation of the photon energy, we used the
position of a Gaussian fit in our calibrated optical spec-
trometer as the variable to be predicted. Two examples
of the experimental data with their corresponding Gaus-
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FIG. 3. Photon energy prediction for a single pulse. (a) Two samples of single-shot spectra measured with the optical
spectrometer at two different photon energies, and the corresponding Gaussian fits. (b) Distribution of the measured photon
energies for the dataset. (c) Measured photon energies compared to the predicted photon energies for the test set using a linear
model.
sian fits are shown in Figure 3a. The nominal electron
beam energy was continuously scanned over a full range
of 60 MeV (triangular periodic scan, 1 minute period,
over 10 periods) to provide a wider range of photon ener-
gies for the predictions. The effect of this scan, combined
with the inherent jitter, resulted in a distribution of pho-
ton energies spanning a FWHM of approximately 18 eV,
corresponding to a mean error of 5.6 eV (Figure 3b).
The results show that all 4 models are able to predict
the photon energy of the test set with a mean error of
near 0.3 eV when compared to the actual measured val-
ues (Table I and Figure 3c), reducing the error of the
initial distribution by a factor of 20. While the error of
the initial distribution was artificially enhanced by the
electron energy scan, it is worth noting that the model is
able to automatically pick up on its own and make use
of the correlations between the variables due to the scan.
Additionally, as the mean error due purely to the inher-
ent jitter is near 1 eV, we still expect an improvement
factor of near 3-4 in cases where the nominal electron
energy is kept fixed.
These accurate predictions are not surprising due to
the well known quadratic relationship between the elec-
tron beam energy and the photon energy given by the
XFEL resonance condition. For small variations in en-
ergy (60 MeV change at 3500 MeV in our case), this leads
to the linear approximation:
∆Eph
E0,ph
= 2∆Ee
E0,e
(2)
where E0,ph and E0,e are the central photon and electron
beam energies respectively, and ∆E = E − E0, where
E is the single-shot energy. In this way, the electron
beam energy, measured non-invasively at the LCLS by
an electron beam position monitor in the final dispersive
section, can be used to sort data as a function of photon
energy. On the other hand we observed that, if we train
our models using the electron beam energy as the only
feature, then the mean error achieved is still as high as
0.7 eV, and in fact it is necessary to include at least 20
features to achieve an error rounding to 0.30 eV. This
suggests that, even in a simple case like this one, useful
information about the photon energy is contained not
just in the main feature, but it is also encoded in other
variables.
Nevertheless, most of the correlations relevant to pre-
dict the photon energy seem to be essentially linear. As
a consequence, the quadratic and the SVR models tend
to overfit the data, showing a larger error for the test
set than for the train set (Table I). Similarly the best
performance of the NN was obtained including only two
hidden layers, with 10 and 5 hidden cells respectively,
greatly limiting the degree of nonlinearities that the NN
can model. While the degree of overfitting was not prob-
lematic for our purposes, regularization24 or dropout44
techniques could be applied to avoid it if necessary.
B. Single pulse spectral shape prediction
In this case, instead of predicting the photon energy
as a feature obtained from fitting the spectrum, we built
models to directly predict the spectral shape by pre-
dicting multiple spectral components. The histogram of
agreements between the measured and predicted spectra
for the test set are shown in Figure 4a. As this problem is
much more non-linear than the previous case, the linear
model only achieves a mean agreement of 88%, while the
other three models achieve mean agreements above 94%
(Table I).
In particular the chosen NN, consisting of three hid-
den layers with 50, 50 and 20 hidden cells respectively,
allows the network to find and model the non-linearities
required for the prediction with a mean agreement of
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97%. In fact, 86% of the shots in the test set show an
agreement higher than 96%. Figures 4b-e show examples
of predicted compared to measured spectra for increasing
agreements from 96% to 99%. Even the example with the
lowest agreement shows a good match, including more
details of the spectral shape that can be achieved with a
Gaussian or Lorentzian fit.
It is worth noting that due to the non-linearity of the
problem, none of the models seem to overfit, making this
a possible symptom of a high-bias situation, meaning
that given more training, more features, or more com-
plex models, even better results could be achieved.
Apart from potentially solving the repetition rate
problem, this technique could also be of interest in ab-
sorption experiments, where the spectrum after absorp-
tion through a sample has to be measured and compared
to the reference spectrum. Normally the reference spec-
trum is measured before inserting the sample and aver-
aged for many shots, or even averaged for shots sorted in
different bins as a function of one or two of the features19.
However, this approach cannot be used to bin with re-
spect to more than two variables, as then the number
of samples per bin would become too small. Instead a
model could be trained to learn how to predict the refer-
ence spectrum based on training reference data obtained
without an absorption sample, and then used to predict
the incoming spectrum for each single-shot measurement
with the sample, allowing the calculation of single-shot
absorption. This approach could be successful as long as
reference data are recorded sufficiently often to account
for long term drift in the machine.
C. Double pulse time delay prediction
The delay values between the two x-ray pulses were
extracted from electron time-energy distribution images
recorded using the XTCAV diagnostic systems. Each im-
age was processed by first separating the two bunches,
and then locating the lasing part which appears as a
temporally localized loss of electron beam energy and
increase of energy spread when compared to non-lasing
references33–35. Figures 5a and 5b show two XTCAV im-
ages, where the lasing slices have been highlighted with a
red dashed line for the high energy bunch, and an orange
dashed line for the low energy bunch. These two figures,
obtained from the same dataset, already show two situa-
tions with opposite delay values. In fact, the distribution
of the delays due to the jitter (Figure 5c) spans a FWHM
of 25 fs, yielding a mean error of 6.8 fs.
After training all four models using the delay values
from the training set, they were applied to the test set to
predict the delay values. We found that all the models
are able to predict the delay with a mean error near or
below 2 fs (Table I). Considering the mean error of the
initial distribution was 7 fs, this already represents an
improvement factor of at least 3.5 on the accuracy of the
delay.
As the physical processes that determine the final delay
are complex, the non-linear models show better results,
below 1.7 fs mean error. In particular, a NN with two
hidden layers, with 50 and 10 hidden cells, predicts the
delay with a mean error below 1.6 fs. From Figure 6, we
also observe that it is the neural network that presents
the most symmetric deviation from the perfect correla-
tion (dashed line), as opposed to the other models where
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there is some asymmetry in the residuals.
Most of the models (except the linear) seem to over-
fit, showing larger values for the error of the test set,
than that of the training set (Table 1.). This could be a
symptom of a high-variance situation where the training
could benefit from having more training data. In order
to determine if this is the case we studied the accuracy
of the predictions for the training set and the validation
set as a function of the number of samples used for train-
ing (Figure 7). This shows that, except for the linear
model, all the other models have not fully converged to
a value, so given more training data better results would
be obtained, and maybe even more complex models could
be fitted. Nevertheless, it is worth noting that all the
non-linear models can predict the delay with a mean er-
ror smaller than 1.8 fs with only 5000 events which at a
repetition rate of 200 kHz could be recorded in only 25
seconds.
While XTCAV is essential to measure some values of
the delay, this result shows that it is possible to learn
how to create models that calculate the delay from sim-
pler parameters, which can be measured at a higher rep-
etition rate. For an experiment aiming to measure few
femtosecond dynamics, requiring XTCAV, this opens the
possibility of actually recording data at the full repetition
rate, not being limited by the XTCAV maximum repe-
tition rate. This will be critical for the next generation
of high-repetition-rate XFELs, but can also be retroac-
tively applied to previous experiments at LCLS, where
the XFEL and the data acquisition were working at 120
Hz, but XTCAV data was only recorded at 60 Hz.
D. Double pulse photon energy prediction
Following a similar approach as in section IIIA, we
used the electron TOF spectrometer in the double pulse
mode to monitor the photon energy of each of the pulses
(Figure 8a). We scanned the electron energy over a range
of 20 MeV, yielding a distribution of photon energies with
mean errors of 1.45 eV and 1.03 eV for each of the pulses.
In this case, as in the single pulse case, we observe that all
four methods show similar results (Table I), with the NN
(two hidden layers, with 20 and 5 hidden cells) yielding
the smallest mean errors of 0.46 eV and 0.40 eV respec-
tively (Figure 8b and 8c).
Nevertheless the absolute errors are still larger than
the 0.3 eV mean error obtained for the single pulse. We
believe the main reason for this is the lower signal-to-
noise ratio of the TOF spectrometer, that we estimated
to be 16 times worse than that for the optical spectrome-
ter under the experimental conditions used. Furthermore
the mean total x-ray energy was the same in both cases
(~30 µJ), but in the double pulse mode each of the pulses
carried only half the energy, providing less signal. As a
consequence, the accuracy of the fits is reduced, giving
less reliable values for the central photon energy.
Additionally, we attempted to perform the full spectral
prediction in this case, but found that while the predicted
spectrum matches well the position of the peaks, it does
not predict the correct relative intensities between the
two pulses. The first reason for that could again be re-
lated to the lower efficiency of the TOF spectrometer.
Another possible reason is that, regardless of how much
we learn about the trajectory of the bunches, the stochas-
tic SASE emission cannot be easily predicted, as it de-
pends on the microscopic structure of the bunch which
is not yet possible to measure using existing diagnostics.
In the single pulse mode this is not a problem, as the
gas detector directly measures the total pulse energy for
every single shot, however in a double pulse mode the gas
detector cannot tell how much of the energy is in each of
the pulses. All these considerations should be taken into
account to better design future XFELs, by including sim-
pler/faster diagnostics, placed strategically to have some
correlations with the information we plan to predict, even
if the correlations are not simple.
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IV. CONCLUSION
We have shown that, for current existing data from
LCLS, the fluctuations of the electron bunch trajecto-
ries measured with fast detectors encode important cor-
relations with many of the required shot-to-shot x-ray
properties, such as photon energy, spectral shape or time
delay. Many of these properties will not be available on
a shot-to-shot basis at high-repetition-rate XFELs. In
many cases, the critical properties for an experiment can-
not be easily measured for all shots if the design of the
experiment does not allow measuring downstream of the
interaction region or the diagnostics require unfeasibly
high data rate in high repetition operation.
We have presented a technique based on machine learn-
ing algorithms that allows many of these key shot-to-shot
properties to be obtained, based solely on information
from fast detectors recorded upstream of the interaction
region, requiring only a small amount of training data
that can be recorded for a subset of the shots, or at a
lower repetition rate. This may even be used to automat-
ically obtain shot-to-shot reference spectra for absorption
measurements. In a more general application, the same
method could also be applied to fill data gaps due to syn-
chronization failures through the recording of a dataset,
or even to perform online filtering of the events before
the storage, which will be challenging at the MHz rates.
As test cases, we have successfully applied the pro-
posed method for prediction of the photon energy (mean
error <0.3 eV at 540 eV), the spectral shape (mean agree-
ment >97%), and the x-ray pulse delay (mean error <1.6
fs) in a twin bunch mode, using four different machine
learning models. We present the results from different
models not to show a deep comparison of all 4 models,
but rather to prove that when the necessary correlations
exist, many machine learning models can exploit them,
and even non-expert users should be able to apply the
technique using the simpler and easier-to-train models.
We believe that putting together XFEL science with
machine learning opens new opportunities, particularly
for ultrafast time-resolved experiments, at new high-
repetition-rate XFEL facilities, but also offers a new
route to reanalyze data from past experiments, includ-
ing experiments involving XTCAV or absorption exper-
iments. Now that many aspects of the next generation
of XFELs are being defined, this work provides evidence
that the design of the new machines should not dismiss
useful and difficult-to-replace complex diagnostics that
cannot work at the full repetition rate, but should instead
store as much full-repetition-rate single-shot information
as possible and use the complex, low-repetition-rate di-
agnostics to complement them.
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APPENDIX 1. DESCRIPTION OF THE
VARIABLES USED FOR THE PREDICTION
A. Fast variables
We list here all of the fast shot-to-shot variables used
as features for prediction, currently measured at 120 Hz
at LCLS:
• “ebeamCharge” and “ebeamDumpCharge”: Elec-
tron beam charge measured at the accelerators, and
at the electron dump.
• “ebeamEnergyBC1” and “ebeamEnergyBC2”:
Electron beam energy measured at each of the two
bunch compressors.
• “ebeamPkCurrBC1” and “ebeamPkCurrBC2”:
Electron beam peak current measured at each of
the two bunch compressors.
• “ebeamLTUPosX” and “ebeamLTUPosY”: Hori-
zontal and vertical electron beam positions at the
Linac to Undulator (LTU) transport line.
• “ebeamLTUAngX” and “ebeamLTUAngY”: Hori-
zontal and vertical electron beam angles at the
Linac to Undulator (LTU) transport line.
• “ebeamLTU250” and “ebeamLTU450”: Electron
beam position in two dispersive regions at the LTU
transport line.
• “ebeamUndPosX” and “ebeamUndPosY”: Hori-
zontal and vertical electron beam positions at the
undulator.
• “ebeamUndAngX” and “ebeamUndAngY”: Hori-
zontal and vertical electron beam angles at the un-
dulator.
• “f_11_ENRC” and “f_12_ENRC”: Redundant x-
ray total energy measurements before attenuation
from two gas detectors.
• “f_21_ENRC” and “f_22_ENRC”: Redundant x-
ray total energy measurements after attenuation
from two gas detectors.
• “f_63_ENRC” and “f_64_ENRC”: Redundant x-
ray total energy measurements corrected to be ac-
curate for small signals (<0.5 mJ).
B. Slow EPICS variables
We list here typical slow environmental properties
recorded as EPICS variables measured at 2 Hz at LCLS:
• Positions of translation stages involved in the con-
trol feedback loops.
• Voltages of power supplies involved in the control
feedback loops.
• Strength of magnetic fields in the magnetic chi-
canes, and bending magnets.
• Nominal values for the amplitude and phases of the
radiofrequency fields.
• Pressures from the vacuum systems.
• Temperatures at different stages.
• Calibration values inputted manually by operators.
• Status of beam blockers.
