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ABSTRACT
In the past decade, deep learning has achieved great breakthroughs on tasks
of computer vision, speech, language, control and many others. The ad-
vanced and dedicated computing chips, like Nvidia GPU and Google TPU,
largely contributed and broadened this success. However, the requirement
of large computing power impedes the deployment of deep learning methods
in many real scenarios, where cost, time and energy efficiency are critical
– for example, self-driving cars, AR/VR kits, internet-of-things devices and
mobile phones. This thesis presents a series of in-depth research towards
efficient, on-demand and automated deep learning.
First of all, we present slimmable networks. A simple and general method
is proposed to train a single neural network executable at different widths
(number of channels in a layer). The width can be chosen from a predefined
widths set to adaptively optimize accuracy-efficiency trade-offs at runtime
(thus the name slimmable networks). Instead of training individual networks
with different width configurations, we train a shared network with switchable
batch normalization. At runtime, the network can adjust its width on the
fly according to on-device benchmarks and resource constraints, rather than
downloading and offloading different models. Our trained networks, named
slimmable neural networks, achieve ImageNet classification accuracy similar
to (and in many cases better than) that of individually trained models of Mo-
bileNet v1, MobileNet v2, ShuffleNet and ResNet-50 at different widths. We
also demonstrate better performance of slimmable models compared with in-
dividual ones across a wide range of applications including COCO bounding-
box object detection, instance segmentation and person keypoint detection
without tuning hyper-parameters. We visualize and discuss the learned fea-
tures of slimmable networks.
We then generalize slimmable networks to universally slimmable networks,
extending slimmable networks to execute at arbitrary width, and generalizing
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to networks both with and without batch normalization layers. In addition,
we propose two improved training techniques for US-Nets, named the sand-
wich rule and the inplace distillation, to enhance training process and boost
testing accuracy. We show improved performance of universally slimmable
MobileNet v1 and MobileNet v2 on ImageNet classification task, compared
with individually trained ones and 4-switch slimmable network baselines.
We also evaluate the proposed US-Nets and improved training techniques on
tasks of image super-resolution and deep reinforcement learning. Extensive
ablation experiments on these representative tasks demonstrate the effec-
tiveness of our proposed methods. Our discovery opens up the possibility to
directly evaluate a FLOPs-Accuracy spectrum of network architectures.
Thanks to our proposed slimmable networks, we then study how to set
the number of channels in a neural network to achieve better accuracy un-
der constrained resources (e.g., FLOPs, latency, memory footprint or model
size). A simple and one-shot approach, named AutoSlim, is presented. In-
stead of training many network samples and searching with reinforcement
learning, we train a single slimmable network to approximate the network
accuracy of different channel configurations. We then iteratively evaluate the
trained slimmable model and greedily slim the layer with minimal accuracy
drop. By this single pass, we can obtain the optimized channel configu-
rations under different resource constraints. We present experiments with
MobileNet v1, MobileNet v2, ResNet-50 and RL-searched MNasNet on Im-
ageNet classification. We show significant improvements over their default
channel configurations. We also achieve better accuracy than recent channel
pruning methods and neural architecture search methods with 100× lower
search cost. Notably, by setting optimized channel numbers, our AutoSlim-
MobileNet-v2 at 305M FLOPs achieves 74.2% top-1 accuracy, 2.4% bet-
ter than default MobileNet-v2 (301M FLOPs), and even 0.2% better than
RL-searched MNasNet (317M FLOPs). Our AutoSlim-ResNet-50 at 570M
FLOPs, without depthwise convolutions, achieves 1.3% better accuracy
than MobileNet-v1 (569M FLOPs).
Finally, based on all previous work, we present BigNAS. Neural architec-
ture search (NAS) methods have shown promising results discovering models
that are both accurate and fast. For NAS, training a one-shot model has be-
came a popular strategy to approximate the quality of multiple architectures
(child models) using a single set of shared weights. To avoid performance
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degradation due to parameter sharing, most existing methods have a two-
stage workflow where the best child model induced from the one-shot model
has to be retrained or fine-tuned. In this work, we propose BigNAS, an ap-
proach that simplifies this workflow and scales up neural architecture search
to target a wide range of model sizes simultaneously. We propose several
techniques to bridge the gap between the distinct initialization and learning
dynamics across small and big models with shared parameters, which enable
us to train a single-stage model : a single model from which we can directly
slice high-quality child models without retraining or fine-tuning. With Big-
NAS we are able to train a single set of shared weights on ImageNet and
use these weights to obtain child models whose sizes range from 200 to 1000
MFLOPs. Our discovered model family, BigNASModels, achieve top-1 ac-
curacies ranging from 76.5% to 80.9%, surpassing all state-of-the-art models
in this range including EfficientNets.
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In the past decade, breakthroughs have been achieved by leveraging deep
learning techniques on tasks of computer vision, speech, language, control
and many others. The recent advanced and dedicated artificial intelligence
(AI) computing chips, like Nvidia GPU with CUDNN and Google TPU with
TensorFlow/XLA, largely contributed to and broadened this success. The
improvements in computing empowered the progress of AI, yet the require-
ment of large computing impedes the deployment of deep learning methods
in many real scenarios, where cost, time and energy efficiency are critical – for
example, self-driving cars, AR/VR kits, internet-of-things devices and mo-
bile phones. In this thesis, we address the above issue of AI in three aspects:
efficiency, adaptivity and design automation. A series of in-depth research is
presented towards the goal of efficient, on-demand and automated deep
learning.
Towards On-demand Deep Learning. While methods based on deep
neural networks (DNNs) have achieved major breakthroughs in machine per-
ception and generative models, the attempt to deploy them on edge devices
remains challenging due to heavy computation cost, large model size and
inflexibility in speed-accuracy trade-offs. For example, detecting faces and
facial keypoints with camera on mobile phones is a widely used task in mod-
ern mobile applications (e.g., image and video tagging, creative face editing
on social media, image grouping based on faces for photo organizer). How-
ever, there were over 24,000 unique Android devices in 2015. These edge
devices have drastically different runtimes for the same neural network (e.g.,
face detecting model in this case). In practice, given the same response time
constraint, high-end phones can achieve higher accuracy by running larger
models, while low-end phones have to sacrifice accuracy to reduce latency.
For another example, object detection is widely used on autonomous ve-
hicles. However, a single trained model cannot be deployed or reused on
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different versions of auto-vehicle hardware. Thus each time when the hard-
ware changes, the neural network models also need to be retrained to provide
the best accuracy under latency constraint on the specific hardware.
In this thesis, we first present slimmable networks that enable deep neural
networks with speed-accuracy trade-offs without compromising performance.
Several problems and difficulties are addressed including how to stabilize
training of slimmable networks, how to improve the performance of slimmable
model compared with individually trained ones, and how to train slimmable
networks more efficiently and effectively. We further propose universally
slimmable networks (US-Nets), extending slimmable networks to execute at
arbitrary width, and generalizing to networks both with and without batch
normalization layers. Two improved training techniques are proposed for US-
Nets, named the sandwich rule and inplace distillation, to enhance training
process and boost testing accuracy.
Towards Efficient and Automated Deep Learning. Next, we study
how to set the number of channels in a neural network to achieve better accu-
racy under constrained resources (e.g., FLOPs, latency, memory footprint or
model size). A simple and one-shot approach, named AutoSlim, is presented.
Instead of training many network samples and searching with reinforcement
learning, we train a single slimmable network to approximate the network ac-
curacy of different channel configurations. We then iteratively evaluate the
trained slimmable model and greedily slim the layer with minimal accuracy
drop. By this single pass, we can obtain the optimized channel configurations
under different resource constraints.
Finally, we generalize AutoSlim to neural architecture single-stage search
(BigNAS) that searches across the number of channels, the number of layers,
kernel sizes, squeeze-and-excitation ratios, and input resolutions. Relying
on BigNAS, we will unveil a new spectrum of more efficient nets. Neural
architecture search (NAS) methods have shown promising results discover-
ing models that are both accurate and fast. For NAS, training a one-shot
model has became a popular strategy to approximate the quality of multiple
architectures (child models) using a single set of shared weights. To avoid per-
formance degradation due to parameter sharing, most existing methods have
a two-stage workflow where the best child model induced from the one-shot
model has to be retrained or fine-tuned. In this work, we propose BigNAS,
an approach that simplifies this workflow and scales up neural architecture
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search to target a wide range of model sizes simultaneously. We propose
several techniques to bridge the gap between the distinct initialization and
learning dynamics across small and big models with shared parameters, which
enable us to train a single-stage model : a single model from which we can
directly slice high-quality child models without retraining or fine-tuning.
The rest of this thesis is organized as follows. Chapter 2 introduces a simple
and general method to train a single neural network executable with different
channel numbers. The width can be chosen from a predefined widths set to
adaptively optimize accuracy-efficiency trade-offs at runtime. Chapter 3 fur-
ther presents a systematic approach to train universally slimmable networks,
extending slimmable networks to execute at arbitrary width, and general-
izing to networks both with and without batch normalization layers. Two
improved training techniques are proposed along with universally slimmable
networks. In Chapter 4 we demonstrate an application of slimmable net-
works, AutoSlim, which automatically learns how to set the number of chan-
nels in a neural network to achieve better accuracy under constrained re-
sources (e.g., FLOPs, latency, memory footprint or model size). Finally in
Chapter 5 we generalize AutoSlim to neural architecture single-stage search
(BigNAS) that searches across the number of channels, the number of layers,
kernel sizes, squeeze-and-excitation ratios, and input resolutions. Chapter
6 concludes and discusses the applications and future work towards more





Recently deep neural networks are prevailing in applications on mobile phones,
augmented reality devices and autonomous cars. Many of these applica-
tions require a short response time. Towards this goal, manually designed
lightweight networks [1, 2, 3] are proposed with low computational complex-
ities and small memory footprints. Automated neural architecture search
methods [4] also integrate on-device latency into search objectives by run-
ning models on a specific phone. However, at runtime these networks are
not re-configurable to adapt across different devices given the same response
time budget. For example, there were over 24,000 unique Android devices in
2015.1 These devices have drastically different runtimes for the same neural
network [5], as shown in Table 2.1. In practice, given the same response time
constraint, high-end phones can achieve higher accuracy by running larger
models, while low-end phones have to sacrifice accuracy to reduce latency.
Table 2.1: Runtime of MobileNet v1 for image classification on different
devices.
OnePlus 6 Google Pixel Samsung Galaxy S3 ASUS ZenFone 2
Runtime 24 ms 116 ms 553 ms 1507 ms
Although a global hyper-parameter, width multiplier, is provided in light-
weight networks [1, 2, 3] to trade off between latency and accuracy, it is
inflexible and has many constraints. First, models with different width mul-
tipliers need to be trained, benchmarked and deployed individually. A big
offline table needs to be maintained to document the allocation of different
models to different devices, according to time and energy budget. Second,
1https://opensignal.com/reports/2015/08/android-fragmentation/
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DogCat DogCat DogCat DogCat
1.0× 0.75× 0.5× 0.25×
Figure 2.1: Illustration of slimmable neural networks. The same model can
run at different widths (number of active channels), permitting instant and
adaptive accuracy-efficiency trade-offs.
even on the same device, the computational budget varies (for example, ex-
cessive consumption of background apps reduces the available computing
capacity), and the energy budget varies (for example, a mobile phone may
be in low-power or power-saving mode). Third, when switching to a larger
or smaller model, the cost of time and data for downloading and offloading
models is not negligible.
Recently dynamic neural networks were introduced to allow selective in-
ference paths. Liu and Deng [6] introduce controller modules whose outputs
control whether to execute other modules. This method has low theoret-
ical computational complexity but is nontrivial to optimize and deploy on
mobiles since dynamic conditions prohibit layer fusing and memory optimiza-
tion. Huang et al. [7] adapt early-exits into networks and connect them with
dense connectivity. Wu et al. [8] and Wang et al. [9] propose to selectively
choose the blocks in a deep residual network to execute during inference.
Nevertheless, in contrast to width (number of channels), reducing depth can-
not reduce memory footprint in inference, which is commonly constrained on
mobiles.
The question remains: Given resource budgets, how to instantly, adaptively
and efficiently trade off between accuracy and latency for neural networks at
runtime? In this work we introduce slimmable neural networks, a new class
of networks executable at different widths, as a general solution to trade
off between accuracy and latency on the fly. Figure 2.1 shows an example
of a slimmable network that can switch between four model variants with
different numbers of active channels. The parameters of all model variants
are shared and the active channels in different layers can be adjusted. For
brevity, we denote a model variant in a slimmable network as a switch, and
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the number of active channels in a switch as its width. The notation 0.25×
represents that the widths in all layers are scaled by 0.25 of the full model. In
contrast to other solutions listed above, slimmable networks have several ad-
vantages: (1) For different conditions, a single model is trained, benchmarked
and deployed. (2) A near-optimal trade-off can be achieved by running the
model on a target device and adjusting active channels accordingly. (3) The
solution is generally applicable to (normal, group, depthwise-separable, di-
lated) convolutions, fully-connected layers, pooling layers and many other
building blocks of neural networks. It is also generally applicable to different
tasks including classification, detection, identification, image restoration and
more. (4) In practice, it is straightforward to deploy on mobiles with exist-
ing runtime libraries. After switching to a new configuration, the slimmable
network becomes a normal network to run without additional runtime and
memory cost.
However, neural networks naturally run as a whole and usually the number
of channels cannot be adjusted dynamically. Empirically training neural net-
works with multiple switches has an extremely low testing accuracy around
0.1% for 1000-class ImageNet classification. We conjecture it is mainly due
to the problem that accumulating different numbers of channels results in
different feature mean and variance. This discrepancy of feature mean and
variance across different switches leads to inaccurate statistics of shared batch
normalization layers [10], an important training stabilizer. To this end, we
propose a simple and effective approach, switchable batch normalization, that
privatizes batch normalization for different switches of a slimmable network.
The variables of moving averaged means and variances can independently
accumulate feature statistics of each switch. Moreover, batch normalization
usually comes with two additional learnable scale and bias parameters to en-
sure the same representation space [10]. These two parameters may be able
to act as conditional parameters for different switches, since the computa-
tion graph of a slimmable network depends on the width configuration. It is
noteworthy that the scale and bias can be merged into variables of moving
means and variances after training, thus by default we also use independent
scale and bias as they come for free. Importantly, batch normalization layers
usually have negligible size (less than 1%) in a model.
We first conduct comprehensive experiments on ImageNet classification
task to show the effectiveness of switchable batch normalization for training
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slimmable neural networks. Compared with individually trained networks,
we demonstrate similar (and in many cases better) performances of slimmable
MobileNet v1 [0.25, 0.5, 0.75, 1.0]×, MobileNet v2 [0.35, 0.5, 0.75, 1.0]×, Shuf-
fleNet [0.5, 1.0, 2.0]× and ResNet-50 [0.25, 0.5, 0.75, 1.0]× ([∗]× denotes avail-
able switches). We further train an 8-switch slimmable MobileNet v1
[0.25, 0.35, 0.45, 0.55, 0.65, 0.75, 0.85, 1.0]× without accuracy drop to demon-
strate the scalability of our method. Beyond image classification, we also
apply slimmable networks to various applications including COCO bounding-
box object detection, instance segmentation and person keypoints detection.
Experiments show that slimmable networks achieve better performance than
individual ones at different widths. The proposed slimmable networks are not
only flexible and practical by design, but also effective, scalable and widely
applicable according to our experiments. Lastly we visualize and discuss the
learned features of slimmable networks.
2.2 Related Work
Model Pruning and Distilling. Model pruning and distilling have a rich
history in the literature of deep neural networks. Early methods [11, 12]
sparsify connections in neural networks. However, such networks usually
require specific software and hardware accelerators for speedup. Driven by
this fact, some methods [13, 14, 15, 16, 17, 18, 19, 20, 21] propose to encourage
structured sparsity by pruning channels, filters and network depth and fine-
tuning iteratively with various penalty terms. As another family, model
distilling methods [22, 23, 24] first train a large network or an ensemble of
networks, and then transfer the learned knowledge to a small model. Soft-
targets and intermediate representations from trained large models are used
to train a small model.
Adaptive Computation Graph. To reduce computation of a neural
network, some works propose to adaptively construct the computation graph
of a neural network. Several methods [6, 8, 25, 9] introduced additional
controller modules or gating functions to determine the computation graphs
based on the current input. Other methods [26, 27, 7, 28, 29] implanted
early-exiting prediction branches to reduce the average execution depth. The
computation graphs of these methods are conditioned on network input, and
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lower theoretical computational complexity can be achieved.
Conditional Normalization. Many real-world problems require condi-
tional input. Feature-wise transformation [30] is a prevalent approach to inte-
grate different sources of information, where conditional scales and biases are
applied across the network. It is commonly implemented in the form of con-
ditional normalization layers, such as batch normalization or layer normal-
ization [31]. Conditional normalization is widely used in tasks including style
transfer [32, 33, 34, 35], image recognition [36, 37] and many others [38, 39].
2.3 Slimmable Neural Networks
2.3.1 Naive Training or Incremental Training
To train slimmable neural networks, we begin with a naive approach, where
we directly train a shared neural network with different width configurations.
The training framework is similar to that of our final approach, as shown in
Algorithm 1. The training is stable, but the network obtains extremely low
top-1 testing accuracy around 0.1% on 1000-class ImageNet classification.
Error curves of the naive approach are shown in Figure 2.2. We conjecture
that the major problem in the naive approach is that, for a single channel in
a layer, different numbers of input channels in the previous layer result in dif-
ferent means and variances of the aggregated feature, which are then rolling
averaged to a shared batch normalization layer. The inconsistency leads
to inaccurate batch normalization statistics in a layer-by-layer propagating
manner. Note that these batch normalization statistics (moving averaged
means and variances) are only used during testing; in training, the means
and variances of the current mini-batch are used.
We then investigate the incremental training approach (a.k.a. progressive
training) [40]. We experiment with Mobilenet v2 on ImageNet classification
task. We first train a base model A (MobileNet v2 0.35×). We fix it and
add extra parameters B to make it an extended model A+B (MobileNet
v2 0.5×). The extra parameters are fine-tuned along with the fixed param-
eters of A on the training data. Although the approach is stable in both
training and testing, the top-1 accuracy only increases from 60.3% of A to
61.0% of A+B. In contrast, individually trained MobileNet v2 0.5× achieves
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65.4% accuracy on the ImageNet validation set. The major reason for this
accuracy degradation is that when expanding base model A to the next level
A+B, new connections, not only from B to B, but also from B to A and
from A to B, are added in the computation graph. The incremental training
prohibits joint adaptation of weights A and B, significantly deteriorating the
overall performance.
2.3.2 Switchable Batch Normalization
Motivated by the investigations above, we present a simple and highly effec-
tive approach, named Switchable Batch Normalization (S-BN ), that employs
independent batch normalization [10] for different switches in a slimmable
network. Batch normalization (BN) was originally proposed to reduce inter-
nal covariate shift by normalizing the feature: y′ = γ y−µ√
σ2+ε
+ β, where y is
the input to be normalized and y′ is the output; γ, β are learnable scale and
bias; andµ, σ2 are mean and variance of current mini-batch during training.
During testing, moving averaged statistics of means and variances across all
training images are used instead. BN enables faster and stabler training of
deep neural networks [10, 41], and it can encode conditional information to
feature representations [38, 36].
To train slimmable networks, S-BN privatizes all batch normalization lay-
ers for each switch in a slimmable network. Compared with the naive training
approach, it solves the problem of feature aggregation inconsistency between
different switches by independently normalizing the feature mean and vari-
ance during testing. The scale and bias in S-BN may be able to encode
conditional information of width configuration of current switch (the scale
and bias can be merged into variables of moving mean and variance after
training, thus by default we also use independent scale and bias as they
come for free). Moreover, in contrast to incremental training, with S-BN
we can jointly train all switches at different widths, therefore all weights are
jointly updated to achieve better performance. A representative training and
validation error curve with S-BN is shown in Figure 2.2.
S-BN also has two important advantages. First, the number of extra
parameters is negligible. Table 2.2 enumerates the number and percentage of
parameters in batch normalization layers (after training, µ, σ, γ, β are merged
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into two parameters). In most cases, batch normalization layers only have
less than 1% of the model size. Second, the runtime overhead is also negligible
for deployment. In practice, batch normalization layers are typically fused
into convolution layers for efficient inference. For slimmable networks, the
re-fusing of batch normalization can be done on the fly at runtime since its
time cost is negligible. After switching to a new configuration, the slimmable
network becomes a normal network to run without additional runtime and
memory cost.
Table 2.2: Number and percentage of parameters in batch normalization
layers.
MobileNet v1 1.0× MobileNet v2 1.0×
Conv and FC 4,210,088 (99.483%) 3,470,760 (99.027%)
BatchNorm 21,888 (0.517%) 34,112 (0.973%)
ShuffleNet 2.0× ResNet-50 1.0×
Conv and FC 5,401,816 (99.102%) 25,503,912 (99.792%)
BatchNorm 48,960 (0.898%) 53,120 (0.208%)
2.3.3 Training Slimmable Neural Networks
Our primary objective to train a slimmable neural network is to optimize its
accuracy averaged from all switches. Thus, we compute the loss of the model
by taking an un-weighted sum of all training losses of different switches.
Algorithm 1 illustrates a memory-efficient implementation of the training
framework, which is straightforward to integrate into current neural network
libraries. The switchable width list is predefined, indicating the available
switches in a slimmable network. During training, we accumulate back-
propagated gradients of all switches, and update weights afterwards. Empir-
ically we find no hyper-parameter needs to be tuned specifically in all of our
experiments.
2.4 Experiments
In this section, we first evaluate slimmable networks on ImageNet [42] clas-
sification. Further we demonstrate the performance of a slimmable network
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Algorithm 1 Training slimmable neural network M .
Require: Define switchable width list for slimmable networkM , for example,
[0.25, 0.5, 0.75, 1.0]×.
1: Initialize shared convolutions and fully-connected layers for slimmable
network M .
2: Initialize independent batch normalization parameters for each width in
switchable width list.
3: for i = 1, ..., niters do
4: Get next mini-batch of data x and label y.
5: Clear gradients of weights, optimizer.zero grad().
6: for width in switchable width list do
7: Switch the batch normalization parameters of current width on
network M .
8: Execute sub-network at current width, ŷ = M ′(x).
9: Compute loss, loss = criterion(ŷ, y).
10: Compute gradients, loss.backward().
11: end for
12: Update weights, optimizer.step().
13: end for
with more switches. Finally we apply slimmable networks to a number of
different applications.
2.4.1 ImageNet Classification
We experiment with the ImageNet [42] classification dataset with 1000 classes.
It is comprised of around 1.28M training images and 50K validation images.
We first investigate slimmable neural networks on three state-of-the-art
lightweight networks including MobileNet v1 [1], MobileNet v2 [3], Shuf-
fleNet [2], and one representative large model ResNet-50 [43].
To make a fair comparison, we follow the training settings (for example,
learning rate scheduling, weight initialization, weight decay, data augmenta-
tion, input image resolution, mini-batch size, training iterations, optimizer)
in corresponding papers respectively [1, 3, 2, 43]. One exception is that for
MobileNet v1 and MobileNet v2, we use stochastic gradient descent (SGD) as
the optimizer instead of the RMSPropOptimizer [1, 3]. For ResNet-50 [43],
we train for 100 epochs, and decrease the learning rate by 10× at 30, 60 and
90 epochs. We evaluate the top-1 classification error on the center 224× 224
crop of images in the validation set.
11

















































Figure 2.2: Training and validation curves of slimmable networks. Left
shows the training error of the largest switch. Right shows testing errors on
validation set with different switches. For the naive approach, the training
is stable (left) but testing error is high (right, zoomed). Slimmable
networks trained with S-BN have stable and rank-preserved testing
accuracy across all training iterations.
We first show training and validation error curves in Figure 2.2. The results
of the naive training approach are also reported as comparisons. Although
both our approach and the naive approach are stable in training, the testing
error of the naive approach is extremely high. With switchable batch nor-
malization, the error rates of different switches are stable and the rank of
error rates is also preserved consistently across all training epochs.
Next we show in Table 2.3 the top-1 classification error for both individual
networks and slimmable networks given same width configurations. We use
S- to indicate slimmable models. The error rates for individual models are
from corresponding papers except those denoted with †. The runtime FLOPs
(number of Multiply-Adds) for each model are also reported as a reference.
Table 2.3 shows that slimmable networks achieve performance similar to that
of individually trained networks. Intuitively compressing different networks
into a shared network poses extra optimization constraints to each network;
a slimmable network is expected to have lower performance than individ-
ually trained ones. However, our experiments show that joint training of
different switches indeed improves the performance in many cases, especially
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Table 2.3: Results of ImageNet classification. We show top-1 error rates of
individually trained networks and slimmable networks given same width
configurations and FLOPs. We use S- to indicate slimmable models, † to
denote our reproduced result.
Individual Networks Slimmable Networks FLOPs
Name Params Top-1 Err. Name Params Top-1 Err.
MobileNet v1 1.0× 4.2M 29.1
S-MobileNet v1
[0.25, 0.5, 0.75, 1.0]× 4.3M
28.5 (0.6) 569M
MobileNet v1 0.75× 2.6M 31.6 30.5 (1.1) 317M
MobileNet v1 0.5× 1.3M 36.7 35.2 (1.5) 150M
MobileNet v1 0.25× 0.5M 50.2 46.9 (3.3) 41M
MobileNet v2 1.0× 3.5M 28.2
S-MobileNet v2
[0.35, 0.5, 0.75, 1.0]× 3.6M
29.5 (-1.3) 301M
MobileNet v2 0.75× 2.6M 30.2 31.1 (-0.9) 209M
MobileNet v2 0.5× 2.0M 34.6 35.6 (-1.0) 97M
MobileNet v2 0.35× 1.7M 39.7 40.3 (-0.6) 59M
ShuffleNet 2.0× 5.4M 26.3 S-ShuffleNet
[0.5, 1.0, 2.0]× 5.5M
28.7 (-2.4) 524M
ShuffleNet 1.0× 1.8M 32.6 34.5 (-0.9) 138M
ShuffleNet 0.5× 0.7M 43.2 42.7 (0.5) 38M
ResNet-50 1.0× 25.5M 23.9
S-ResNet-50
[0.25, 0.5, 0.75, 1.0]× 25.6M
24.0 (-0.1) 4.1G
ResNet-50 0.75×† 14.7M 25.3 25.1 (0.2) 2.3G
ResNet-50 0.5×† 6.9M 28.0 27.9 (0.1) 1.1G
ResNet-50 0.25×† 2.0M 36.2 35.0 (1.2) 278M
for slim switches (for example, MobileNet v1 0.25× is improved by 3.3%).
We conjecture that the improvements may come from implicit model distill-
ing [22, 23] where the large model transfers its knowledge to small model by
weight sharing and joint training.
Our proposed approach for slimmable neural networks is generally ap-
plicable to the above representative network architectures. It is notewor-
thy that we experiment with both residual and non-residual networks (Mo-
bileNet v1). The training of slimmable models can be applied to convolutions,
depthwise-separable convolutions [44], group convolutions [45], pooling lay-
ers, fully-connected layers, residual connections, feature concatenations and
many other building blocks of deep neural networks.
We mainly use three training settings corresponding to [1, 3, 2, 43]. For
MobileNet v1 and MobileNet v2, we train 480 epochs with mini-batch size
160, and exponentially (γ = 0.98) decrease learning rate starting from 0.045
per epoch. For ShuffleNet (g = 3), we train 250 epochs with mini-batch size
512, and linearly decrease learning rate from 0.25 to 0 per iteration. For
ResNet-50, we train 100 epochs with mini-batch size 256, and decrease the
learning rate by 10× at 30, 60 and 90 epochs. We use stochastic gradient
descent (SGD) as optimizer, Nesterov momentum with a momentum weight
of 0.9 without dampening, and a weight decay of 10−4 for all training settings.
All models are trained on 4 Tesla P100 GPUs, and the batch mean and
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variance of batch normalization are computed within each GPU.
With the above training settings, the reproduced MobileNet v1 1.0×, Mo-
bileNet v2 1.0× and ResNet-50 1.0× have similar top-1 accuracy (±0.5%).
Our reproduced ShuffleNet 2.0× has top-1 error rate 28.2%, which is 1.9%
worse than results in [2]. It is likely due to the inconsistency of mini-batch
size and number of training GPUs.
2.4.2 More Switches in Slimmable Networks
The more switches available in a slimmable network, the more choices one
has for trade-offs between accuracy and latency. We thus investigate how
the number of switches potentially impacts accuracy. In Table 2.4, we train
an 8-switch slimmable MobileNet v1 and compare it with 4-switch and in-
dividually trained ones. The results show that a slimmable network with
more switches has similar performance, demonstrating the scalability of our
proposed approach.
Table 2.4: Top-1 error rates on ImageNet classification with individually
trained networks, 4-switch S-MobileNet v1 [0.25, 0.5, 0.75, 1.0]× and
8-switch S-MobileNet v1 [0.25, 0.35, 0.45, 0.55, 0.65, 0.75, 0.85, 1.0]×.
0.25× 0.35× 0.45× 0.5× 0.55× 0.65× 0.75× 0.85× 1.0×
Individual 50.2 - - 36.7 - - 31.6 - 29.1
4-switch 46.9 - - 35.2 - - 30.5 - 28.5
8-switch 47.6 41.1 36.6 - 33.8 31.4 30.2 29.2 28.4
2.4.3 Object Detection, Instance Segmentation and
Keypoints Detection
Finally, we apply slimmable networks on tasks of bounding-box object de-
tection, instance segmentation and keypoints detection based on detection
frameworks MMDetection [46] and Detectron [47].
Following the settings of R-50-FPN-1× [48, 47, 46], pre-trained ResNet-50
models at different widths are fine-tuned and evaluated. The lateral con-
volution layers in feature pyramid network [48] are the same for different
pre-trained backbone networks. For individual models, we train ResNet-50
with different width multipliers on ImageNet and fine-tune them on each
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Table 2.5: Average precision (AP) on COCO 2017 validation set with
individually trained networks and slimmable networks. ResNet-50 models
are used as backbones for Faster-RCNN, Mask-RCNN and
Keypoints-RCNN based on detection frameworks [47, 46]. Faster 1.0×
indicates Faster-RCNN for object detection with ResNet-50 1.0× as
backbone.
Type Individual Networks Slimmable Networks
Box Mask Kps Box Mask Kps
Faster 1.0× 36.4 - - 36.8 (0.4) - -
Faster 0.75× 34.7 - - 36.1 (1.4) - -
Faster 0.5× 32.7 - - 34.0 (1.3) - -
Faster 0.25× 27.5 - - 29.6 (2.1) - -
Mask 1.0× 37.3 34.2 - 37.4 (0.1) 34.9 (0.7) -
Mask 0.75× 35.6 32.9 - 36.7 (1.1) 34.3 (1.4) -
Mask 0.5× 33.4 30.9 - 34.7 (1.5) 32.6 (1.7) -
Mask 0.25× 28.2 26.6 - 30.2 (2.0) 28.6 (2.0) -
Kps 1.0× 50.5 - 61.3 52.8 (2.3) - 63.9 (2.6)
Kps 0.75× 49.6 - 60.5 52.7 (3.1) - 63.6 (3.1)
Kps 0.5× 48.5 - 59.8 51.6 (3.1) - 62.6 (2.8)
Kps 0.25× 45.4 - 56.7 48.2 (2.8) - 59.5 (2.8)
task individually. For slimmable models, we first train on ImageNet using
Algorithm 1. Following [47], the moving averaged means and variances of
switchable batch normalization are also fixed after training. Then we fine-
tune the slimmable models on each task using Algorithm 1. The detection
head and lateral convolution layers in feature pyramid network [48] are shared
across different switches in a slimmable network. In this way, each switch in
a slimmable network has exactly the same network architecture and FLOPs
as its individual baseline. We train all models on the COCO 2017 train
set and report Average Precision (AP) on the COCO 2017 validation set
in Table 2.5. In general, slimmable neural networks perform better than
individually trained ones, especially for slim network architectures. The en-
hanced performance is presumably due to implicit model distillation [22, 23]
and richer supervision signals.
We use PyTorch-style ResNet-50 model [46] as backbone for COCO tasks,
since our pretrained ResNet-50 at different widths for ImageNet classifica-
tion is also PyTorch-style. However, it is slightly different than the Caffe-
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style ResNet-50 used in Detectron [47] (the stride for down-sampling is
added into 3 × 3 convolutions instead of 1 × 1 convolutions). To this end,
we mainly conduct COCO experiments based on another detection frame-
work: MMDetection [46], which has hyper-parameter settings with the same
PyTorch-style ResNet-50. With the same hyper-parameter settings (i.e.,
RCNN R50 FPN 1×), we fine-tune both individual ResNet-50 models and
slimmable ResNet-50 on tasks of object detection and instance segmentation.
Our reproduced results on ResNet-50 1.0× are consistent with those of official
models in MMDetection [46]. For the keypoint detection task, we conduct
the experiment on the Detectron [47] framework by modifying Caffe-style
ResNet-50 to PyTorch-style and training on 4 GPUs without other modifica-
tion of hyper-parameters. We have released code (training and testing) and
pretrained models on both ImageNet classification task and COCO detection
tasks.
2.4.4 Ablation Study of Conditional Parameters in BN
In our work, private parameters γ, β, µ, σ2 of BN are introduced in Switch-
able Batch Normalization for each sub-network to independently normalize
feature y′ = γ y−µ√
σ2+ε
+ β, where y is input and y′ is output; γ, β are learn-
able scale and bias; and µ, σ2 are moving averaged statistics for testing. In
switchable batch normalization, the private γ, β come for free because after
training, they can be merged as y′ = γ′y+ β′, γ′ = γ√
σ2+ε
, β′ = β− γ′µ. Nev-
ertheless, we present an ablation study on how these conditional parameters
affect overall performance. The results are shown in Table 2.6.
Table 2.6: Top-1 error rates on ImageNet classification with two
S-MobileNet v1 [0.25, 0.5, 0.75, 1.0]× with private scale and bias or shared
ones.
0.25× 0.5× 0.75× 1.0×
Private γ, β 46.9 35.2 30.5 28.5












Figure 2.3: Top-activated images for same channel 3 9 in different switches
in S-MobileNet v1. Different rows represent results from different switches.
Images with red outlines are mis-classified. Note that the white color in
RGB is [255, 255, 255], yellow in RGB is [255, 255, 0].
2.5 Visualization and Discussion
Visualization of Top-activated Images. Our primary interest lies in
understanding the role that the same channel played in different switches
in a slimmable network. We employ a simple visualization approach [49]
to visualize the images with highest activation values on a specific channel.
Figure 2.3 shows the top-activated images of the same channel in different
switches. Images with green outlines are correctly classified by the corre-
sponding model, while images with red outlines are mis-classified. Interest-
ingly the results show that for different switches, the major role of the same
channel (channel 3 9 in S-MobileNet v1) transits from recognizing white color
(RGB value [255, 255, 255]) to yellow color (RGB value [255, 255, 0]) when the
network width increases. This behavior indicates that the same channel in a
slimmable network may play similar roles (in this case to recognize colors of
RGB value [255, 255, ∗]) but have slight variations in different switches (the
one in quarter-sized model focuses more on white color while the one in full
model focuses on yellow color).
Values of Switchable Batch Normalization. Our proposed S-BN
learns different BN transformations for different switches. But how diverse
are the learned BN parameters? We show the values of batch normalization
weights in both shallow (BN 1 1 to 1 8) and deep (BN 12 1 to 12 8) layers of
S-MobileNet v1 in Figure 2.4. The results show that for shallow layers, the
mean, variance, scale and bias are very close, while in deep layers they are
17































































Figure 2.4: Values of BN parameters in different switches. We show BN
values of both shallow (left, BN 1 1 to 1 8) and deep (right, BN 12 1 to
12 8) layers of S-MobileNet v1.
diverse. The value discrepancy is increased layer by layer in our observation,
which also indicates that the learned features of the same channel in different
switches have slight variations of semantics.
2.6 Conclusion
We introduced slimmable networks that permit instant and adaptive accuracy-
efficiency trade-offs at runtime. Switchable batch normalization is proposed
to facilitate robust training of slimmable networks. Compared with indi-
vidually trained models with the same width configurations, slimmable net-
works perform similarly or better on tasks of classification, object detection,
instance segmentation and keypoints detection. The proposed slimmable
networks and slimmable training could be further applied to unsupervised
learning and reinforcement learning, and may help in related fields such as







The ability to run neural network models within latency budget is of paramount
importance for applications on mobile phones, augmented reality glasses,
self-driving cars, security cameras and many others. Among these applica-
tions, many are required to deploy trained models across different devices
or hardware versions. However, a single trained network cannot achieve op-
timal accuracy-efficiency trade-offs across different devices. To address the
problem, recently slimmable networks [50] were introduced that can switch
among different widths at runtime, permitting instant and adaptive accuracy-
efficiency trade-offs. The width can be chosen from a predefined widths set,
for example [0.25, 0.5, 0.75, 1.0]×, where [∗]× denotes available widths, and
0.25× represents that the widths in all layers are scaled by 0.25 of the full
model. To train a slimmable network, switchable batch normalization [50] is
proposed that privatizes batch normalization [10] layers for each sub-network.
A slimmable network has accuracy similar to that of individually trained
models with the same architecture and width configurations [50].
Driven by slimmable networks, a further question arises: can a single neu-
ral network run at arbitrary width? The question motivates us to rethink
the basic form of feature aggregation. In deep neural networks, the value of
a single output neuron is an aggregation of all input neurons weighted by
learnable coefficients y =
∑n
i=1 wixi, where x is value of input neuron, y is
value of output neuron, w is learnable coefficient and n is number of input
channels. The formulation shows that each input channel or group of chan-
nels can be viewed as a residual component for an output neuron. We aim
to train a slimmable network such that: with increasing input channels in
a layer, the residual error between full aggregation and partial aggregation
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decreases and is bounded:
|yn − yk+1| ≤ |yn − yk| ≤ |yn − yk0|, (3.1)
where yk summarizes the first k channels yk =
∑k
i=1wixi, ∀k ∈ [k0, n), k0
is a constant (for example, k0 = d0.25ne). The bounded inequality1 sug-
gests that a slimmable network [50] executable at a discrete widths set can
potentially run at any width in between (if properly trained), since the resid-
ual error decreases by increase of width and is always bounded. Moreover,
the inequality conceptually applies to any deep neural network, regardless of
what normalization layers [10, 51] are used. However, as suggested in [50],
batch normalization (BN) [10] requires special treatment because of the in-
consistency between training and testing. Private parameters γ, β, µ, σ2 of
BN are introduced for each sub-network to independently normalize feature
y′ = γ y−µ√
σ2+ε
+ β, where y is input and y′ is output; γ, β are learnable scale
and bias; and µ, σ2 are moving averaged statistics for testing. In switchable
batch normalization, although private γ, β come for free (after training, they
can be merged as y′ = γ′y + β′, γ′ = γ√
σ2+ε
, β′ = β − γ′µ), shared γ, β give
close performance [50].
In this work, we present universally slimmable networks (US-Nets) that can
run at any width in a wide range. Three fundamental challenges of training
US-Nets are addressed. First, how to deal with neural networks with batch
normalization? Second, how to train US-Nets efficiently? Third, compared
with training individual networks, what else can we explore in US-Nets to
improve overall performance?
Batch normalization [10] has been one of the most important components
in deep learning. During training, it normalizes feature with mean and vari-
ance of current mini-batch, while in inference, moving averaged statistics
of training are used instead. This inconsistency leads to failure of train-
ing slimmable networks, as shown in [50]. The switchable batch normal-
ization [50] is then introduced (we address the version of shared scale and
bias by default; the version of private scale and bias will be discussed in
Section 3.6). However, it is not practical for training US-Nets for two rea-
1The analysis is based on a single hidden layer. Future research on theoretical anal-
ysis of deep neural networks with nonlinear activation may fully reveal why or why not
universally slimmable networks exist.
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sons. First, accumulating independent BN statistics of all sub-networks in a
US-Net during training is computationally intensive and inefficient. Second,
if in each iteration we only update some sampled sub-networks, then these
BN statistics are insufficiently accumulated and thus inaccurate, leading to
much worse accuracy in our experiments. To properly address the problem,
we adapt the batch normalization with a simple modification. The modifi-
cation is to calculate BN statistics of all widths after training. The weights
of US-Nets are fixed after training, thus all BN statistics can be computed
in parallel on cluster servers. More importantly, we find that a randomly
sampled subset of training images, as few as 1 mini-batch (1024 images),
already produces accurate estimation. Thus calculating BN post-statistics
can be very fast. Note that we intentionally avoid modifying the formulation
of BN or proposing new normalization to make our solution more general.
Next we propose an improved training algorithm for US-Nets motivated
by the bounded inequality in Equation 3.1. To train a US-Net, a natural
solution is to accumulate or average losses sampled from different widths.
For example, in each training iteration we randomly sample n widths in
the range of [0.25, 1.0]×. Taking a step further, we should notice that
in a US-Net, performances at all widths are bounded by performance of
the model at smallest width (e.g., 0.25×) and largest width (e.g., 1.0×).
In other words, optimizing performance lower bound and upper bound can
implicitly optimize the model at all widths. Thus, instead of sampling n
widths randomly, in each training iteration we train the model at smallest
width, largest width and (n-2) randomly sampled widths. We employ this
rule (named the sandwich rule) to train US-Nets and show better convergence
behavior and overall performance.
Further we propose inplace distillation that transfers knowledge inside a
single US-Net from full-network to sub-networks inplace in each training it-
eration. The idea is motivated by two-step knowledge distilling [22] where
a large model is trained first, then its learned knowledge is transferred to
a small model by training with predicted soft-targets. In US-Nets, by the
sandwich rule we train the model at largest width, smallest width and other
randomly sampled widths all together in each iteration. Remarkably, this
training scheme naturally supports inplace knowledge transferring: we can
directly use the predicted label of the model at the largest width as the train-
ing label for other widths, while for the largest width we use ground truth.
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It can be implemented inplace in training without additional computation
and memory cost. Importantly, the proposed inplace distillation is general
and we find it works well not only for image classification, but also on tasks
of image super-resolution and deep reinforcement learning.




















Four Individual MobileNet v1
Figure 3.1: FLOPs-Accuracy spectrum of single US-MobileNet v1 model,
compared with individually trained MobileNet v1 models.
We apply the proposed methods to train universally slimmable networks
on representative tasks with representative networks (both with and with-
out BN). We show that trained US-Nets perform similarly to individually
trained models. Extensive ablation studies on the sandwich rule and inplace
distillation demonstrate the effectiveness of our proposed methods. Our con-
tributions are summarized as follows:
1. We propose the first systematic approach to train a single neural net-
work executable at arbitrary width.
2. We further propose two improved training techniques in the context of
US-Nets to enhance training process and boost testing accuracy.
3. We present experiments and ablation studies on image classification,
image super-resolution and deep reinforcement learning.
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4. We further study US-Nets with regard to (1) width lower bound k0, (2)
width divisor d, (3) number of sampled widths per training iteration n,
and (4) size of subset for BN post-statistics s.
5. We show that our method can also be applied to train nonuniform
US-Nets where each layer can adjust its own width ratio, instead of a
global width ratio uniformly applied on all layers.
6. Our discovery opens up possibilities in many related fields, for exam-
ple, network comparison in terms of FLOPs-Accuracy spectrum (Fig-
ure 3.1), and network pruning based on nonuniform US-Nets.
3.2 Related Work
Slimmable Networks. Yu et al. [50] present the initial approach to train a
single neural network executable at different widths, permitting instant and
adaptive accuracy-efficiency trade-offs at runtime. The width can be cho-
sen from a predefined widths set. The major obstacle of training slimmable
networks is addressed, accumulating different numbers of channel results in
different feature mean and variance. This discrepancy across different sub-
networks leads to inaccurate statistics of shared batch normalization lay-
ers [10]. Switchable batch normalization is proposed that employs indepen-
dent batch normalization for different sub-networks in a slimmable network.
On tasks of image recognition (i.e., classification, detection and segmenta-
tion), slimmable networks achieve accuracy similar to that of individually
trained models [50].
Knowledge Distilling. The idea of knowledge distilling [22] is to transfer
the learned knowledge from a pretrained network to a new one by training
it with predicted features, soft-targets or both. It has many applications in
computer vision, network compression, reinforcement learning and sequence
learning problems [52, 53, 54, 55, 23]. FitNet [23] proposes to train a thinner
network using both outputs and intermediate representations learned by the
teacher network as hints. Net2Net [53] proposes to transfer the knowledge
from a pretrained network to a new deeper or wider one for accelerating
training. Actor-Mimic [55] trains a single policy network to behave in mul-
tiple tasks with guidance of many teacher networks. Knowledge distillation
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is also effectively applied to word-level prediction for neural machine trans-
lation [54].
3.3 Universally Slimmable Networks
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Figure 3.2: Illustration of a network executing at different widths. We
specifically consider an output neuron y1 in a layer (right, zoomed).
3.3.1 Rethinking Feature Aggregations
Deep neural networks are composed of layers, each of which is made of neu-
rons. As the fundamental element of deep learning, a neuron performs a
weighted sum of all input neurons as its value, propagating layer by layer
to make final predictions. An example is shown in Figure 3.2. The output





where n is number of input neurons (or channels in convolutional networks),
x = {x1, x2, ..., xn} is value of input neurons, w = {w1, w2, ..., wn} is learn-
able coefficient, and y is value of single output neuron. This process is also
known as feature aggregation: each input neuron is responsible for detecting
a particular feature, and the output neuron aggregates all input features with
learnable transformations.
The number of channels in a network is usually a manually picked hyper-
parameter (e.g., 128, 256, ..., 2048). It plays a significant role in the accuracy
and efficiency of deep models: wider networks normally have better accuracy
with sacrifice of runtime efficiency. To provide flexibility, many architec-
ture engineering works [1, 3, 2] individually train their proposed networks
with different width multipliers, a global hyper-parameter to slim a network
uniformly at each layer.
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We aim to train a single network that can directly run at arbitrary width. It
motivates us to rethink the basic form of feature aggregation in deep neural
networks. As shown in Figure 3.2, feature aggregations can be explicitly
interpreted in the framework of channel-wise residual learning, where each
input channel or group of channels can be viewed as a residual component for
the output neuron. If trained properly, it is feasible to obtain a network such
that with increasing input channels in a layer, the residual error δ between
fully aggregated feature yn and partially aggregated feature yk decreases and
is bounded:
0 ≤ δk+1 ≤ δk ≤ δk0 , δk = |yn − yk|, (3.3)
where yk summarizes the first k channels yk =
∑k
i=1wixi, ∀k ∈ [k0, n), k0 is
a constant (for example, k0 = d0.25ne).
The bounded inequality in Equation 3.3 provides clues about two spec-
ulations: (1) Slimmable network [50] executable at a discrete widths set
can potentially run at any width in between (if properly trained). In other
words, a single neural network may execute at any width in a wide range
for k from k0 to n, since the residual error of each feature is bounded by
δk0 , and decreases by increase of width k. (2) Conceptually the bounded
inequality applies to any deep neural network, regardless of what normaliza-
tion layers (e.g., batch normalization [10] and weight normalization [51]) are
used. Thus, in the following sections we mainly explore how to train a single
neural network executable at arbitrary width. These networks are named as
universally slimmable networks, or simply US-Nets.
3.3.2 Post-Statistics of Batch Normalization
However, as suggested in [50], batch normalization [10] requires special treat-
ment because of the inconsistency between training and testing. During
training, features in each layer are normalized with mean and variance of the
current mini-batch feature values xB:
x̂B = γ
xB − EB[xB]√
V arB[xB] + ε
+ β, (3.4)
where ε is a small value (e.g. 10−5) to avoid zero-division, γ and β are learn-
able scale and bias. The values of feature mean and variance are then updated
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to global statistics as moving averages:
µt = mµt−1 + (1−m)EB[xB],
σ2t = mσ
2
t−1 + (1−m)V arB[xB],
(3.5)
where m is the momentum (e.g., 0.9), and t is the index of training iteration.
We denote µ = µT , σ
2 = σ2T , assuming the network is trained for T iterations





where γ∗ and β∗ are the optimized scale and bias. Note that after training,






, β′ = β∗ − γ′µ, (3.7)
and usually γ′ and β′ can be further fused into its previous convolution layer.
In slimmable networks, accumulating different numbers of channels results
in different feature means and variances, which further leads to inaccurate
statistics of shared BN [50]. Yu et al. introduce switchable batch normal-
ization that privatizes γ, β, µ, σ2 of BN for each sub-network. Although
parameter γ, β can be merged after training (Equation 3.7), slimmable net-
works with shared γ and β have close performance [50].
Regarding universally slimmable networks, however, switchable batch nor-
malization [50] is not practical for two reasons. First, accumulating indepen-
dent BN statistics of all sub-networks in a US-Net during training is com-
putationally intensive and inefficient. For example, assuming an n−channel
layer can adjust its width from d0.25ne to n, totally there are (n− d0.25ne)
sub-networks to evaluate and d0.25ne + (d0.25ne + 1) + ... + n = O(n2)
variables of BN statistics to update in each training iteration. Second, if in
each iteration we only update some sampled sub-networks, then these BN
statistics are insufficiently accumulated and thus inaccurate, leading to much
worse accuracy in our experiments.
To this end, we adapt the batch normalization with a simple modification
that can properly address the problem. The modification is to calculate BN
statistics of all widths after training. Trainable parameters of US-Nets are
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fixed, thus all BN statistics can be computed in parallel on cluster servers.
After training, we can calculate BN statistics over training samples, either
as moving averages in Equation 3.5 or exact averages as follows:
m = (t− 1)/t,
µt = mµt−1 + (1−m)EB[xB],
σ2t = mσ
2
t−1 + (1−m)V arB[xB].
(3.8)
Our experiments show that exact averages have slightly better performance
than moving averages.
In practice, we find it is not necessary to accumulate BN statistics over
all training samples: a randomly sampled subset (e.g., 1k images) already
produces accurate estimations. With this option, calculating post-statistics
of BN can be extremely fast (by default we calculate over all training sam-
ples). In experiments, we will compare the accuracy for different sample
sizes. Moreover, in research or development, it is important to track the
validation accuracy of a model as it trains. Although it is not supported
with post-statistics of BN, we can use a simple engineering trick in training
US-Nets: always tracking BN statistics of the model at largest and smallest
width during training.
3.4 Improved Training Techniques
In this section, we describe our training algorithm for US-Nets from bot-
tom to top. We first introduce motivations and details of the sandwich rule
and inplace distillation, and then present the overall algorithm for training
universally slimmable networks.
3.4.1 The Sandwich Rule
To train a US-Net, a natural solution is to accumulate or average losses sam-
pled from different sub-networks. For example, in each training iteration we
randomly sample n widths in the range of [0.25, 1.0]× and apply gradients
back-propagated from accumulated loss. Taking a step further, the bounded
inequality in Equation 3.3 tells that in a US-Net, performances at all widths
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are bounded by performance of the model at smallest width 0.25× and largest
width 1.0×. In other words, optimizing performance lower bound and up-
per bound can implicitly optimize all sub-networks in a US-Net. Thus, we
propose the sandwich rule by which, in each iteration, we train the model
at smallest width, largest width and (n-2) random widths, instead of n ran-
dom widths. We employ this rule and show better convergence behavior and
overall performance in experiments.
The sandwich rule brings two additional benefits. First, as mentioned in
Section 3.3.2, by training smallest width and largest width, we can explicitly
track the validation accuracy of a model as it trains, which also indicates the
performance lower bound and upper bound of a US-Net. Second, training the
largest width is also important and necessary for our next training technique:
inplace distillation.
3.4.2 Inplace Distillation
The essential idea behind inplace distillation is to transfer knowledge inside
a single US-Net from full-network to sub-networks inplace in each training
iteration. It is motivated by two-step knowledge distilling [22] where a large
model is trained first, then its learned knowledge is transferred to a small
model by training with predicted class soft-probabilities. In US-Nets, by the
sandwich rule we train the model at largest width, smallest width and other
randomly sampled widths all together in each iteration. Remarkably, this
training scheme naturally supports inplace knowledge distillation: we can
directly use the predicted label of the model at largest width as the training
label for other widths, while for the largest width we use ground truth.
The proposed inplace distillation is simple, efficient, and general. In con-
trast to two-step knowledge distillation [22], inplace distillation is single-shot:
it can be implemented inplace in training without additional computation or
memory cost. And it is generally applicable to all our tasks including image
classification, image super-resolution and deep reinforcement learning. For
image classification, we use predicted soft-probabilities by largest width with
cross entropy as objective function. In image super-resolution, predicted
high-resolution patches are used as labels with either `1 or `2 as training
objective. For deep reinforcement learning we take proximal policy opti-
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mization algorithm (Actor-Critic) [56] as an example. To distill, we run the
policy predicted by the model at largest width as roll-outs for training other
widths.
In practice, it is important to stop gradients of label tensor predicted by
the largest width, which means that the loss of a sub-network will never
back-propagate through the computation graph of the full-network. Also,
the predicted label is directly computed in training mode if it has batch
normalization. It works well and saves additional forward cost of inference
mode. We tried to combine both ground truth label and predicted label as
training label for sub-networks, using either constant balance of two losses
or decaying balance, but the results are worse.
3.4.3 Training Universally Slimmable Networks
Algorithm 2 Training universally slimmable network M .
Require: Define width range, for example, [0.25, 1.0]×.
Require: Define n as number of sampled widths per training iteration, for
example, n = 4.
1: Initialize training settings of shared network M .
2: for t = 1, ..., Titers do
3: Get next mini-batch of data x and label y.
4: Clear gradients, optimizer.zero grad().
5: Execute full-network, y′ = M(x).
6: Compute loss, loss = criterion(y′, y).
7: Accumulate gradients, loss.backward().
8: Stop gradients of y′ as label, y′ = y′.detach().
9: Randomly sample (n-2) widths, as width samples.
10: Add smallest width to width samples.
11: for width in width samples do
12: Execute sub-network at width, ŷ = M ′(x).
13: Compute loss, loss = criterion(ŷ, y′).
14: Accumulate gradients, loss.backward().
15: end for
16: Update weights, optimizer.step().
17: end for
Equipped with the sandwich rule and inplace distillation, the overall al-
gorithm for training US-Nets is revealed in Algorithm 2. For simplicity,
calculating post-statistics of BN using Equation 3.8 is not included. It is
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noteworthy that: (1) The algorithm is general for different tasks and net-
works. (2) The GPU memory cost is the same as training individual net-
works, thus we can use the same batch size. (3) In all our experiments, same
hyper-parameters are applied. (4) It is relatively simple to implement and
we show PyTorch-style pseudo code as an example in Algorithm 2.
3.5 Experiments
In this section, we first present experiments on tasks of ImageNet classifi-
cation, image super-resolution and deep reinforcement learning. Next we
provide extensive ablation studies regarding the sandwich rule and inplace
distillation. We further study US-Nets with regard to size of samples for
BN post-statistics s, width lower bound k0, width divisor d and number of
sampled widths per training iteration n. In all tables and figures, we use
I-Net to denote individually trained models at different widths, S-Net to de-
note 4-switch slimmable networks [50] and US-Net to denote our proposed
universally slimmable networks.
3.5.1 Main Results
ImageNet Classification. We experiment with the ImageNet [42] classifi-
cation dataset with 1000 classes. It is comprised of around 1.28M training
images and 50K validation images. Two representative network architectures,
MobileNet v1 [1] and MobileNet v2 [3], are evaluated. Note that MobileNet
v1 is a non-residual network, while MobileNet v2 is a residual network.
We use default training and testing settings in [1, 3] except: (1) We only
train US-Nets for 250 epochs instead of 480 epochs for fast experimentation.
(2) We use stochastic gradient descent as the optimizer instead of the RM-
SProp. (3) We decrease learning rate linearly from 0.5 to 0 with batch size
1024 on 8 GPUs. We always report results with the model of final training
epoch. To be fair, we use n = 4 for training US-Nets following Algorithm 1.
We first show numerical results in Table 3.1. Compared with individual
models and 4-switch slimmable networks [50], US-Nets have better classifica-
tion accuracy on average. In Figure 3.3, we show FLOPs-Accuracy spectrum
of US-MobileNet v1 at widths of [.25 : .025 : 1.0]× and US-MobileNet v2 at
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Table 3.1: Results (top-1 error) on ImageNet classification of I-Net [1, 3],
S-Net [50] and US-Net, given same width configurations and FLOPs.
Network Width FLOPs I-Net S-Net US-Net
MobileNet v1
1.0× 569M 29.1 28.5 (0.6) 28.2 (0.9)
0.75× 317M 31.6 30.5 (1.1) 30.5 (1.1)
0.5× 150M 36.7 35.2 (1.5) 35.8 (0.9)
0.25× 41M 50.2 46.9 (3.3) 44.3 (5.9)
AVG 269M 36.9 35.3 (1.6) 34.7 (2.2)
MobileNet v2
1.0× 301M 28.2 29.5 (-1.3) 28.5 (-0.3)
0.75× 209M 30.2 31.1 (-0.9) 30.3 (-0.1)
0.5× 97M 34.6 35.6 (-1.0) 35.0 (-0.4)
0.35× 59M 39.7 40.3 (-0.6) 37.8 (1.9)
AVG 167M 33.2 34.1 (-0.9) 32.9 (0.3)
widths of [.35 : .025 : 1.0]×.
Image Super-Resolution. We experiment with DIV2K dataset [57]
which contains 800 training and 100 validation 2K-resolution images, on
the task of bicubic ×2 image super-resolution. The network WDSR [58] is
evaluated. Note that WDSR network has no batch normalization layer [10];
instead weight normalization [51] is used, which requires no further modifica-
tion in US-Nets. We first individually train two models at width n = 32 and
width n = 64 with 8 residual blocks. We then train US-Nets that can execute
at any width in [32, 64], either with or without proposed inplace distillation
in Section 3.4.2.
The results are shown in Figure 3.4. US-WDSR have slightly worse perfor-
mance than individually trained models (but only 0.01 lower PSNR). The US-
WDSR trained without inplace distillation has slightly worse performance.
Deep Reinforcement Learning. We experiment with Atari game
Breakout-No-Frameskip-v4 [59] using Actor-Critic proximal policy optimiza-
tion algorithm [56]. Following baseline models [56], we stack three convolu-
tions with base channel number as 32, 64, 32, kernel size as 8, 4, 3, stride as
4, 2, 1 respectively, and a fully-connected layer with 512 output features. The
output is shared for both actor (with an additional fully-connected layer to
number of actions) and critic (with an additional fully-connected layer to 1).
Note that the network has no batch normalization layer.
We first individually train the model at different widths of [0.25, 0.5, 0.75, 1.0]×.
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US-MobileNet v1 (single model)
US-MobileNet v2 (single model)
4-siwtch S-MobileNet v1 (single model)
4-siwtch S-MobileNet v2 (single model)
MobileNet v1 (four individual models)
MobileNet v2 (four individual models)
Figure 3.3: FLOPs-Accuracy spectrum of US-MobileNet v1 and
US-MobileNet v2, compared with I-Net [1, 3] and S-Net [50].
Then a US-Net is trained with inplace distillation following Section 3.4.2 and
Algorithm 1. The performances are shown in Figure 3.5. From left to right,
we show individually trained models, universally slimmable models (four cor-
responding widths are shown for comparison), and performance comparison
between I-Net and US-Net at widths of [0.25, 0.5, 0.75, 1.0]×. The curves
show that the US-Net consistently outperforms four individually trained net-
works in the task of deep reinforcement learning.
3.5.2 Ablation Study
The Sandwich Rule. We study the effectiveness of the sandwich rule
by ablation experiments. We train four models of US-MobileNet v1 with
n = 3 using different width sampling rules: n randomly sampled widths, (n-
1) randomly sampled widths plus the smallest width, (n-1) randomly sampled
widths plus the largest width, and (n-2) randomly sampled widths plus both
the smallest and largest width. Results are shown in Table 3.2. The US-Net
trained with the sandwich rule has better performance on average, with good
accuracy at both smallest width and largest width. Moreover, training the
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US-WDSR (single model), no distillation
WDSR (two individual models)
Figure 3.4: FLOPs-PSNR spectrum of US-WDSR and super-resolved
high-resolution images under different computations. FLOPs are calculated
using input size 48× 48.





































Comparison at width 0.25 ×
0.25 ×
US-Net 0.25 ×









Comparison at width 0.5 ×
0.5 ×
US-Net 0.5 ×









Comparison at width 0.75 ×
0.75 ×
US-Net 0.75 ×









Comparison at width 1.0 ×
1.0 ×
US-Net 1.0 ×
Figure 3.5: Mean episode reward with US-Net and I-Net based on
actor-critic style PPO [56]. Curves are not smoothed.
model at smallest width is more important than training the model at largest
width as shown in the 2nd row and 3rd row of Table 3.2, which suggests the
importance of width lower bound k0. Inplace distillation is not used in all
these experiments since it is not applicable to width sampling rules excluding
largest width.
Inplace Distillation. Next we study the effectiveness of proposed in-
place distillation mainly on ImageNet classification. The results of image
super-resolution (both with and without inplace distillation) and deep rein-
forcement learning (with inplace distillation) are already shown in Figure 3.4
and Figure 3.5 respectively. We use the same settings to train two US-
MobileNet v1 models either with or without inplace distillation, and show
the comparison in Figure 3.6. Inplace distillation significantly improves over-
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Table 3.2: Results on ImageNet classification with different width sampling
rules during training. We denote min as smallest width, max as largest
width, random as randomly sampled widths.
Sampling Rule 0.25× 0.5× 0.75× 1.0× AVG
3 random 55.9 35.8 31.0 30.1 38.20
min+2 random 46.2 37.2 32.2 31.3 36.73
max+2 random 58.4 37.0 31.1 28.3 38.70
min+1 random+max 46.6 38.6 32.4 28.2 36.45
all performance at no cost. We suppose it could be an essential component
for training slimmable networks.
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US-MobileNet v1 (inplace distillation)
US-MobileNet v1 (no distillation)
MobileNet v1 (four individual models)
Figure 3.6: FLOPs-Accuracy spectrum of two US-MobileNet v1 models
trained either with or without inplace distillation.
Post-Statistics of Batch Normalization. We further study post-statistics
for batch normalization in US-Nets. We update BN statistics after training
US-MobileNet v1 when all weights are fixed. We then compute BN statistics
using four methods: moving average over entire training set, exact average
over entire training set, exact average over randomly sampled 1k training
subset, and exact average over randomly sampled 2k training subset. Ta-
ble 3.3 shows that exact averaging has slightly better performance and a
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Table 3.3: Performance comparison (top-1 error) of different methods for
calculating post-statistics of batch normalization. We use either moving
(Equation 3.5) or exact (Equation 3.8) averages.
Size of Samples Average 0.25× 0.5× 0.75× 1.0×
1.28M Moving 44.4 35.8 30.6 28.2
1.28M Exact 44.3 35.8 30.5 28.2
1k Exact 44.4 35.8 30.6 28.2
2k Exact 44.3 35.8 30.5 28.2
small subset produces equally accurate BN statistics. It indicates that cal-
culating post-statistics of BN can be very fast.
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US-MobileNet v1, [0.25, 1.0]×
US-MobileNet v1, [0.35, 1.0]×
US-MobileNet v1, [0.05, 1.0]×
MobileNet v1 (four individual models)
Figure 3.7: FLOPs-Accuracy spectrum of three US-MobileNet v1 models
with different width lower bounds.
Width Lower Bound k0. Width lower bound k0 is of central importance
in the bounded Equation 3.3. Although it is usually enough to adjust a model
between width 0.25× and 1.0×, we are interested in how the width lower
bound affects overall performance. We train three US-MobileNet v1 models
with different width lower bounds k0 as 0.25×, 0.35×, 0.05× and show results
in Figure 3.7. It reveals that the performance of a US-Net is grounded on its
width lower bound, as suggested in our analysis in Section 3.3.1.
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Width Divisor d. Width divisor is introduced in MobileNets [1, 3] to
floor the channel number approximately as bnr/dc∗d, where n is base channel
number, r is width multiplier, d is width divisor. To exactly match FLOPs
of MobileNets and have a fair comparison, by default we follow MobileNets
and set width divisor d = 8. This results in the minimal adjustable channel
number as 8 instead of 1, and slightly benefits overall performance, as shown
in Figure 3.8. In practice, with d = 8 the US-Nets already provide enough
adjustable widths. Also in much hardware, matrix multiplication with size
divisible by d = 8, 16, ..., may be as fast as a smaller size due to alignment
of processing unit (e.g., warp size in GPU is 32).
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US-MobileNet v1, width divisor = 8
US-MobileNet v1, width divisor = 1
MobileNet v1 (four individual models)
Figure 3.8: FLOPs-Accuracy spectrum of two US-MobileNet v1 models
with different width divisors.
Number of Sampled Widths Per Iteration n. Finally we study the
number of sampled widths per training iteration. It is important because
larger n leads to more training time. We train three US-MobileNet v1 models
with n equal to 3, 4 or 5. Figure 3.9 shows that the model trained with n = 4
has better performance than that with n = 3, while n = 4 and n = 5 achieve
very similar performances. By default, in all our experiments we use n = 4.
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US-MobileNet v1, n = 1
US-MobileNet v1, n = 2
US-MobileNet v1, n = 3
Figure 3.9: FLOPs-Accuracy spectrum of two US-MobileNet v1 trained
with different numbers of sampled widths per iteration.
3.6 Discussion
We mainly discuss three topics in this section with detailed results.
3.6.1 Nonuniform Universally Slimmable Networks
For all trained US-Nets so far, the width ratio is uniformly applied to all layers
(e.g., MobileNet 0.25× means width in all layers are scaled by 0.25). Can we
train a nonuniform US-Net where each layer can adjust its own ratio using
our proposed methods? This requirement is especially important for related
tasks like network pruning and architecture search for efficient networks. Our
answer is YES and we show an extremely simple demonstration of how the
nonuniform US-Net can help in network pruning.
In this demo, we first train a nonuniform US-MobileNet v1. The archi-
tecture of MobileNet v1 has five resolution stages with base channel number
as 64, 128, 256, 512, 1024 in each stage. After training, we apply an addi-
tional width ratio 0.6 to one of five stages and get five models. Along with
global width ratio, we can draw their FLOPs-Accuracy spectrum in Fig-
ure 3.10. For simplicity we only show performances of slimming stage 1, 4
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Figure 3.10: FLOPs-Accuracy spectrum of nonuniform US-MobileNet v1
tested with different slimming strategies. Note that each layer can adjust its
own width ratio. The result directly suggests that slimming the stage 5 of
MobileNet v1 is not a good choice. And it implicitly indicates that the stage
5 of MobileNet v1 network architecture needs a larger base channel number.
and 5. Slimming stage 2 and 3 have curves close to that of slimming stage 1,
while slimming stage 1 achieves the best results. Figure 3.10 shows that the
stage 5 of MobileNet v1 may require more channels because slimming stage 5
has the worst accuracy under the same FLOPs. The result directly suggests
slimming the stage 5 of MobileNet v1 is not a good choice. It further implic-
itly indicates that the stage 5 of MobileNet v1 network architecture needs a
larger base channel number.
3.6.2 Are Neural Networks Naturally Slimmable?
Perhaps the question is naive, but are deep neural networks naturally slimmable?
We have proposed training methods and improved techniques for universally
slimmable networks, yet we have not presented any result for directly eval-
uating a trained neural network at arbitrary width either with naive train-
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Figure 3.11: FLOPs-Accuracy spectrum of US-MobileNet v1, 4-switch
S-MobileNet v1 and individual MobileNet v1 1.0× tested on different
widths after BN calibration. The results suggest that deep neural networks
are not naturally slimmable.
ing algorithm or slimmable training algorithm in [50]. If we can calibrate
post-statistics of BN in these trained models (instead of using our proposed
US-Nets training algorithm), do they have good performances? The answer
is NO, both naively trained models and slimmable models [50] have very low
accuracy at arbitrary widths even if their BN statistics are calibrated.
In Figure 3.11, we show results of a US-MobileNet v1, 4-switch S-MobileNet
v1 [0.25, 0.5, 0.75, 1.0]× and individually trained MobileNet v1 1.0×. For
individually trained MobileNet v1 1.0×, it achieves good accuracy at width
1.0×, but fails on other widths especially when its computation is below 200
MFLOPs. For 4-switch S-MobileNet v1 [0.25, 0.5, 0.75, 1.0]×, it achieves
good accuracy at widths in [0.25, 0.5, 0.75, 1.0]×, but fails on other widths
that are not included in training. Our proposed US-MobileNet v1 achieves
good accuracy at any width in the range from 40 MFLOPs to 570 MFLOPs
consistently.
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3.6.3 Averaging Output by Input Channel Numbers
In slimmable networks [50], private scale and bias γ, β are used as con-
ditional parameters for each sub-network, which brings slight performance
gain. These parameters come for free because after training, they can be
merged as y′ = γ′y + β′, γ′ = γ√
σ2+ε
, β′ = β − γ′µ.
In US-Nets, by default we share scale and bias. Additionally we propose
an option that mimics conditional parameters: scaling the output by the
number of input channels. It also brings slight performance gain as shown in
Table 3.4. In this way, to some extent the feature aggregation can be viewed
as feature ensemble in each layer.
Table 3.4: Performance comparison (top-1 error) of our default model
(US-MobileNet v1) and model trained with output scaling (US-MobileNet
v1 +).
Name 0.25× 0.5× 0.75× 1.0× AVG
US-MobileNet v1 44.3 35.8 30.5 28.2 34.7
US-MobileNet v1 + 43.3 35.5 30.6 27.9 34.3 (0.4)
In practice, it is important that the output of depthwise convolution is
not averaged by total input channel numbers, because the actual input to
each output channel in depthwise convolution is always single-channel. For
networks with batch normalization, the proposed output scaling also comes
for free since these constants can be merged into BN statistics after training.
At runtime when switch to different widths, a switch cost (e.g., fusing new BN
to its previous convolution layer) will be applied. But for networks without
batch normalization, we should notice that if we do not use output scaling,
there is no switch cost. Thus, the proposed output scaling is optional and is







The channel configuration (a.k.a. filter numbers or channel numbers) of a
neural network plays a critical role in its affordability on resource constrained
platforms, such as mobile phones, wearables and internet of things (IoT)
devices. The most common constraints [16, 7, 9, 11], i.e., latency, FLOPs
and runtime memory footprint, are all bound to the number of channels.
For example, in a single convolution or fully-connected layer, the FLOPs
(number of Multiply-Adds) increases linearly by the output channels. The
memory footprint can also be reduced [3] by reducing the number of channels
in bottleneck convolutions for most vision applications [3, 1, 60, 2].
Despite its importance, the number of channels has been chosen mostly
based on heuristics. LeNet-5 [61] selected 6 channels in its first convolution
layer, which is then projected to 16 channels after sub-sampling. AlexNet [62]
adopted five convolutions with channels equal to 96, 256, 384, 384 and 256. A
commonly used heuristic, the “half size, double channel” rule, was introduced
in VGG nets [63], if not earlier. The rule is that when spatial size of feature
map is halved, the number of filters is doubled. This heuristic has been more-
or-less used in followup network architecture designs including ResNets [43,
45], Inception nets [64, 65, 66], MobileNets [3, 1] and networks for many
vision applications. Other heuristics have also been explored. For example,
the pyramidal rule [67, 68] suggested to gradually increase the channels in
all convolutions layer by layer, regardless of spatial size. Figure 4.1 visually
summarizes these heuristics for setting channel numbers in a neural network.
Beyond the macro-level heuristics across an entire network, recent works [3,
43, 68, 4, 69] have also investigated channel configuration for micro-level

































𝑎 basic 𝑏 bottleneck 𝑐 wide
𝑑 inverted residual 6× 𝑒 inverted residual 3× 𝑓 pyramidal bottleneck
𝐴 “half size, double channel” rule
𝐵 pyramidal rule
3x3 conv
Figure 4.1: Various heuristics for setting channel numbers across an entire
network ((A)− (B)) [63, 67, 68], and inside network building blocks
((a)− (f)) [3, 43, 67, 68, 4, 69].
1 × 1 and 3 × 3 convolutions). These micro-level heuristics have led to bet-
ter speed-accuracy trade-offs. The first of its kind, bottleneck residual block,
was introduced in ResNet [43]. It is composed of 1 × 1, 3 × 3, and 1 × 1
convolutions, where the 1 × 1 layers are responsible for reducing and then
restoring dimensions, leaving the 3×3 layer a bottleneck (4× reduction). Mo-
bileNet v2 [3], however, argued that the bottleneck design is not efficient and
proposed the inverted residual block where 1× 1 layers are used for expand-
ing feature first (6× expansion) and then projecting back after intermediate
3× 3 depthwise convolution. Furthermore, MNasNet [4] and ProxylessNAS
nets [69] included 3× expansion version of inverted residual block into search
space, and achieved even better accuracy under similar runtime latency.
Apart from these human-designed heuristics, efforts towards automati-
cally optimizing channel configuration have been made explicitly or im-
plicitly. A recent work [70] suggested that many network pruning meth-
ods [16, 15, 18, 17, 71, 12] can be thought of as performing network architec-
ture search for channel numbers. Liu et al. [70] showed that training these
pruned architectures from scratch leads to similar or even better performance
than fine-tuning and pruning from a large model. More recently, MNasNet [4]
proposed to directly search network architectures, including filter sizes, using
reinforcement learning algorithms [56, 72]. Although the search is performed
on the factorized hierarchical search space, massive network samples and
computational cost [4] are required for an optimized network architecture.
In this work, we study how to set channel numbers in a neural network to
achieve better accuracy under constrained resources. To start, the first and
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the most brute-force approach that comes to mind is the exhaustive search:
training all possible channel configurations of a deep neural network for full
epochs (e.g., MobileNets [3, 1] are trained for approximately 480 epochs on
ImageNet). Then we can simply select the best performers that are qualified
for efficiency constraints. However, it is undoubtedly impractical since the
cost of this brute-force approach is too high. For example, we consider a
8-layer convolutional network and a search space limited to 10 candidates of
channel numbers (e.g., 32, 64, ..., 320) for each layer. As a result, there are
totally 108 candidate network architectures.
To address this challenge, we present a simple and one-shot solution Au-
toSlim. Our main idea lies in training a slimmable network [50] to ap-
proximate the network accuracy of different channel configurations. Yu et
al. [50, 73] introduced slimmable networks that can run at arbitrary width
with performance equal to or even better than the same architecture trained
individually. Although the original motivation is to provide instant and adap-
tive accuracy-efficiency trade-offs, we find slimmable networks are especially
suitable as benchmark performance estimators for several reasons: (1) Train-
ing slimmable models (using the sandwich rule [73]) is much faster than the
brute-force approach. (2) A trained slimmable model can execute at arbi-
trary width, which can be used to approximate relative performance among
different channel configurations. (3) The same trained slimmable model can
be applied on search of optimal channels for different resource constraints.
In AutoSlim, we first train a slimmable model for a few epochs (e.g., 10%
to 20% of full training epochs) to quickly get a benchmark performance
estimator. We then iteratively evaluate the trained slimmable model and
greedily slim the layer with minimal accuracy drop on validation set (for
ImageNet, we randomly hold out 50K samples of training set as validation
set). After this single pass, we can obtain the optimized channel configu-
rations under different resource constraints (e.g., network FLOPs limited to
150M, 300M and 600M). Finally we train these optimized architectures in-
dividually or jointly (as a single slimmable network) for full training epochs.
We experiment with various networks including MobileNet v1, MobileNet v2,
ResNet-50 and RL-searched MNasNet on the challenging setting of 1000-class
ImageNet classification. AutoSlim achieves better results (with much lower
search cost) compared with three baselines: (1) the default channel config-
uration of these networks, (2) channel pruning methods on same network
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architectures [18, 17, 74] and (3) reinforcement learning based architecture
search methods [75, 4].
4.2 Related Work
4.2.1 Architecture Search for Channel Numbers
In this part, we mainly discuss previous methods on automatic architecture
search for channel numbers. Human-designed heuristics have been introduced
in Section 4.1 and visually summarized in Figure 4.1.
Channel Pruning. Channel pruning (a.k.a., network slimming) meth-
ods [16, 17, 21, 76, 77] aim at reducing effective channels of a large neural
network to speed up its inference. Both training-based, inference-time and
initialization-time pruning methods have been proposed [16, 17, 21, 76, 77, 78]
in the literature. Here we selectively review two methods [16, 17]. He et
al. [17] proposed an inference-time approach based on an iterative two-step
algorithm: the LASSO based channel selection and the least square fea-
ture reconstruction. Liu et al. [16], on the other hand, trained neural net-
works with a `1 regularization on the scaling factors in batch normalization
(BN) [10]. By pushing the factors towards zero, insignificant channels can be
identified and removed. In a recent work [70], Liu et al.suggested that many
network pruning methods [16, 15, 18, 17, 71, 12] can be thought of as per-
forming network architecture search for channel numbers. In experiments,
Liu et al. [70] showed that training these pruned architectures from scratch
leads to similar or even better performance than iteratively fine-tuning and
pruning a large model. Thus, Liu et al. [70] concluded that training a large,
over-parameterized model is not necessary to obtain an efficient final model.
In our work, we take channel pruning methods [18, 17, 75] as one of the
baselines.
Neural Architecture Search (NAS). Recently there has been a grow-
ing interest in automating the neural network architecture design [4, 69, 79,
80, 81, 82, 83, 84, 85, 86]. Significant improvements have been achieved
by these automatically searched architectures in many vision and language
tasks [82, 87]. However, most neural architecture search methods [79, 80, 81,
82, 83, 84, 85, 86] did not include channel configuration into search space,
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and instead applied human-designed heuristics. More recently, the RL-based
searching algorithms are also applied to prune channels [75] or search for
filter numbers [4] directly. He et al. proposed AutoML for Model Compres-
sion (AMC) [75] which leveraged reinforcement learning (deep deterministic
policy gradient [88]) to provide the model compression policy. MNasNet [4]
proposed to directly search network architectures, including filter sizes, for
mobile devices. In the search, each sampled model is trained on 5 epochs
using an aggressive learning rate schedule, and evaluated on a 50K valida-
tion set. In total, Tan et al. sampled about 8, 000 models during architecture
search. Further, ProxylessNAS [69] proposed to directly learn the architec-
tures for large-scale target tasks and target hardware platforms, based on
DARTS [85]. For each residual block, ProxylessNAS [69] followed the chan-
nel configuration of MNasNet [4], while inside each block, the choices can
be ×3 or ×6 version of inverted residual blocks. The memory consumption
issue [69, 85] was addressed by binarizing the architecture parameters and
forcing only one path to be active.
4.2.2 Slimmable Networks
Slimmable networks were firstly introduced in [50]. A general slimmable
training algorithm and the switchable batch normalization were introduced
to train a single neural network executable at different widths, permitting
instant and adaptive accuracy-efficiency trade-offs at runtime. However,
one drawback of the switchable batch normalization is that the width can
only be chosen from a predefined widths set. The drawback was addressed
in [73], where the authors introduced universally slimmable networks, ex-
tending slimmable networks to execute at arbitrary width, and generalizing
to networks both with and without batch normalization layers. Meanwhile,
two improved training techniques, the sandwich rule and inplace distillation,
were proposed [73] to enhance training process and boost testing accuracy.
Moreover, with the proposed methods, one can train nonuniform universally
slimmable networks, where the width ratio is not uniformly applied to all
layers. In other words, each layer in a nonuniform universally slimmable
network can adjust its number of channels independently during inference.
In this work, we simply refer to nonuniform universally slimmable networks
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as slimmable networks, if not explicitly noted. While the original moti-
vation [50, 73] of slimmable networks is to provide instant and adaptive
accuracy-efficiency trade-offs at runtime for different devices, we present an
approach that uses slimmable networks for searching channel configurations
of deep neural networks.
4.3 AutoSlim: Network Slimming by Slimmable
Networks
Figure 4.2: The flow diagram of our proposed approach AutoSlim.
In this section, we first present an overview of our proposed approach for
searching channel configuration of neural networks. We then discuss and
analyze the differences between our approach and others such as network
pruning and network architecture search. Afterwards we present each indi-
vidual module in our proposed solution and discuss its non-trivial details.
4.3.1 Overview
The goal of channel configuration search is to optimize the number of channels
in each layer, such that the network architecture with optimized channel
configuration can achieve better accuracy under constrained resources. The
constraints can be FLOPs, latency, memory footprint or model size. Our
approach is conceptually simple, and it has two essential steps:
(1) Given a network architecture (e.g., MobileNets, ResNets), we first train
a slimmable model for a few epochs (e.g., 10% to 20% of full training epochs).
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During the training, many different sub-networks with diverse channel con-
figurations have been sampled and trained. Thus, after training one can
directly sample its sub-network architectures for instant inference, using the
correspondent computational graph and same trained weights.
(2) Next, we iteratively evaluate the trained slimmable model on the val-
idation set. In each iteration, we decide which layer to slim by comparing
their feed-forward evaluation accuracy on validation set. We greedily slim the
layer with minimal accuracy drop, until reaching the efficiency constraints.
No training is required in this step.
The flow diagram of our approach is shown in Figure 4.2. Our approach
is also flexible for different resource constraints, since the FLOPs, latency,
memory footprint and model size are all deterministic given a channel config-
uration and a runtime environment. By a single pass of greedy slimming in
step (2), we can obtain the (FLOPs, latency, memory footprint, model size,
accuracy) tuples of different channel configurations. It is noteworthy that the
latency and accuracy are relative values, since the latency may be different
across different hardware and the accuracy can be improved by training the
network for full epochs. In the setting of optimizing channel numbers, we
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Figure 4.3: The pipeline of network pruning methods [16] (left) and
network architecture search methods [4, 75](right).
Discussion. We compare the flow diagram of our approach with the
baselines, i.e., network pruning methods and network architecture search
methods.
Many network channel pruning methods [16, 11, 18, 12] follow a typical
iterative training-pruning-fine-tuning pipeline, as shown in Figure 4.3 on the
left. For example, Liu et al. [16] trained neural networks with a `1 regular-
ization on the scaling factors in batch normalization (BN). After training,
the method obtains channels in which many scaling factors are near zero for
pruning. Pruning will temporarily lead to accuracy loss, thus the fine-tuning
process and a repetitive multi-pass procedure are introduced for enhance-
ment of final accuracy. Compared with our approach, a notable difference is
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that most network channel pruning methods are grounded on the impor-
tance of trained weights, thus the slimmed layer usually consists channels
of discrete index (e.g., the 4th, 7th, 9th channel are left as important chan-
nels while all others are pruned). In our approach, after slimmable training,
the importance of the weight is implicitly ranked by its index. Thus our ap-
proach focuses more on the importance of channel numbers, and we
always keep the lower-index channels (e.g., all 1st to 3rd channels are left
while 4th to 10th channels are slimmed in step (2)). We demonstrate the
advantage of our approach by empirical evidences on ImageNet classification
with various network architectures.
Network architecture search methods [4, 69, 82, 87] commonly consist of
three major components: search space, search strategy, and performance es-
timation strategy. A typical pipeline is shown in Figure 4.3 on the right.
First the search space is defined, based on which the search agent samples
network architectures. The architecture is then passed to a performance esti-
mator, which returns rewards (e.g., predictive accuracy after training and/or
network runtime latency) to the search agent. In the process, the search
agent learns from the repetitive loop to design better network architectures.
One major drawback of network architecture search methods is their high
computational cost and time cost [81, 85]. Although recently differentiable
architecture search methods [85, 89] were proposed, they cannot be applied
on search of channel numbers directly. Most of them [85, 89] were still using
human-designed heuristics for setting channel numbers, which may introduce
human bias.
4.3.2 Training Slimmable Networks
Preliminaries. We begin with a brief review of training techniques for
slimmable networks. More details can be found in [50, 73]. Slimmable net-
works were first introduced and trained with switchable batch normaliza-
tion [10], which employed individual BNs for different sub-networks. During
training, features are normalized with current mini-batch mean and variance,
thus a simple modification to switchable batch normalization is introduced
in [73]: re-calibrating BN statistics after training. With this simple modifi-
cation, one can train universally slimmable networks [73] that can run with
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arbitrary channel numbers. Moreover, two improved training techniques, the
sandwich rule and inplace distillation, were introduced to enhance training
process and boost testing accuracy. We use all these techniques in training
slimmable models by default.
Assumption. Our approach lies in the assumption that the slimmable
model is a good accuracy estimator of individually trained models given the
same channel configuration. More specifically, we are interested in the relative
ranking of accuracy among networks with different channel configurations.
We use the instant inference accuracy of a slimmable model as the perfor-
mance estimator. We note that assumptions and approximations commonly
exist in other related methods. For example, in network channel pruning
methods [16, 17], one may assume that weights with smaller norm are less
informative and can be pruned, which may not be the case as shown in [21].
Recently the Lottery Ticket Hypothesis [78] was also introduced. In net-
work architecture search methods [4, 69], one may believe the transferability
among different datasets, accuracy approximations using aggressive learn-
ing rates and fewer training epochs, and approximation in runtime latency
modeling.
The Search Space. The executable sub-networks in a slimmable model
compose the search space of channel configurations given a network archi-
tecture. To train a slimmable model, we simply apply two width multipli-
ers [1, 73] as the upper bound and lower bound of channel numbers. For
example, for all mobile networks [3, 1, 4, 69], we train a slimmable model
that can execute between 0.15× and 1.5×. In each training iteration, we
randomly and independently sample the number of channels in each layer. It
is noteworthy that in residual networks, we first sample the channel number
of residual identity pathway and then randomly and independently sample
channel number inside each residual block. Moreover, we make all layers
in a neural network slimmable, including the first convolution layer and last
fully-connected layer. In each layer, we divide the channels into groups evenly
(e.g., 10 groups) to reduce the search space. In other words, during training
or slimming, we sample or remove an entire group, instead of an individual
channel. We note that even with channel grouping, the search space is still
large. For example in a 10-layer network with 10 channel groups in each
layer, the total number of candidate channel configurations is 1010.
We implement a distributed training framework with synchronized stochas-
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tic gradient descent (SGD) on PyTorch [90]. We set different random seeds
in different processes such that each GPU samples diverse channel configu-
rations in each SGD training step. All other techniques introduced in [50]
and distributed training techniques introduced in [91] are used by default.
All code will be released.
4.3.3 Greedy Slimming
After training a slimmable model, we evaluate it on the validation set (on
ImageNet [42] we randomly hold out 50K images in training set as validation
set). We start with the largest model (e.g., 1.5×) and compare the network
accuracy among the architectures where each layer is slimmed by one channel
group. We then greedily slim the layer with minimal accuracy drop. During
the iterative slimming, we obtain optimized channel configurations under
different resource constraints. We stop until reaching the strictest constraint
(e.g., 50M FLOPs or 30ms CPU latency).
Large Batch Size. During greedy slimming, no training is involved. Thus
we directly put the model in evaluation mode (no gradients are required),
which enables us to use a larger batch size (for example during slimming we
use mini-batch size 2048 for each GPU with totally 8 V100 GPUs). Large
batch size brings two benefits. First, previous work [73] shows that BN
statistics will be accurate if it is calibrated with the batch size larger than
2K. Thus post-statistics of BN in our greedy slimming can be computed
online without additional cost. Second, with large batch size we can simply
use single feed-forward prediction accuracy as the performance estimator. In
practice we find that it speeds up greedy slimming and simplifies implemen-
tation without affecting final performance.
Training Optimized Networks. Similar to architecture search methods,
after the search, we train these optimized network architectures from scratch.
By default we search for the network FLOPs at approximately 200M, 300M




Table 4.1 summarizes our results on ImageNet [42] classification with var-
ious network architectures including MobileNet v1 [1], MobileNet v2 [3],
MNasNet [4], and one large model ResNet-50 [43]. We compare our results
with their default channel configurations and recent channel pruning meth-
ods [18, 17, 75]. The top-1 errors of our baselines are from corresponding
works [3, 1, 43, 4, 18, 17, 75]. To have a clear view, we divide the network
architectures into four groups, namely, 200M FLOPs, 300M FLOPs, 500M
FLOPs and heavy models (basically ResNet-50 based models). We evaluate
their latency on same hardware environment with single-core CPU to ensure
fairness. Device memory is reported as a summary of all feature maps and
weights. We note that the memory footprint can be largely optimized by
improving memory reusing and implementation of dedicated operators. For
example, the inverted residual block can be optimized by splitting channels
into groups and performing partial execution for multiple times [3]. For all
network architectures we train 50 epochs with squeezed learning rate sched-
ule to obtain a slimmable model for greedy slimming. After search, we train
the optimized network architectures for full epochs (300 epochs with linearly
decaying learning rate for mobile networks, 100 epochs with step learning
rate schedule for ResNet-50 based models) with other training settings fol-
lowing previous works [3, 1, 60, 2, 43, 50, 73] (weight initialization, weight de-
cay, data augmentation, training/testing image resolution, optimizer, hyper-
parameters of batch normalization). We exclude the parameters and FLOPs
of Batch Normalization layers [10] following common practice since they can
be fused into convolution layers.
As shown in Table 4.1, our models have better top-1 accuracy compared
with the default channel configuration of MobileNet v1, MobileNet v2 and
ResNet-50 across different computational budgets. We even have improve-
ments over RL-searched MNasNet [4], where the filter numbers are already
included in its search space. Notably, by setting optimized channel numbers,
our AutoSlim-MobileNet-v2 at 305M FLOPs achieves 74.2% top-1 accu-
racy, 2.4% better than default MobileNet-v2 (301M FLOPs), and even 0.2%
better than RL-searched MNasNet (317M FLOPs). Our AutoSlim-ResNet-
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50 at 570M FLOPs, without depthwise convolutions, achieves 1.3% better
accuracy than MobileNet-v1 (569M FLOPs).
4.4.2 Visualization and Discussion
In this part, we visualize our optimized channel configurations and discuss
some insights from the results.
Comparison with Default Channel Numbers. We first compare our
results with default channels in MobileNet v2 [3]. We show the optimized
number of channels (left) and the percentage compared with default channels
(right) in Figure 4.4. Compared with default MobileNet v2, our optimized









Figure 4.4: The optimized number of channels (left) and the percentage
compared with default channels (right) of MobileNet v2. The channels of
depthwise convolutions are ignored in the figure, since its output channels
are always equal to the previous 1× 1 convolution outputs.
Comparison with Width Multiplier Heuristic. Applying width mul-
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tiplier [1], a global hyper-parameter across all layers, is a commonly used
heuristic to trade off between model accuracy and efficiency [3, 1, 60, 2]. We
search optimal channels at 207M, 305M and 505M FLOPs corresponding to
MobileNet v2 0.75×, 1.0× and 1.3×. Figure 4.5 shows the pattern that under
different budgets, AutoSlim applies different width scaling in each layer.






























Figure 4.5: On the left we show the channels of AutoSlim-MobileNet-v2 at
207M, 305M and 505M FLOPs. On the right we show the channels of
AutoSlim-MobileNet-v2 compared with AMC-MobileNet-v2.
Comparison with Model Pruning Methods. Next, we compare our
optimized channel configuration with model pruning method AMC [75]. In
Figure 4.5, we show the number of channels in all layers of optimized Mo-
bileNet v2. We observe several characteristics of our optimized channel con-
figurations. First, AutoSlim-MobileNet-v2 has many more channels in deep
layers, especially for deep depthwise convolutions. For example, AutoSlim-
MobileNet-v2 has 1920 channels in the second last layer, compared with 848
channels in AMC-MobileNet-v2. Second, AutoSlim-MobileNet-v2 has fewer
channels in shallow layers. For example, AutoSlim-MobileNet-v2 has only
8 channels in first convolution layer, while AMC-MobileNet-v2 has 24 chan-
nels. It is noteworthy that although shallow layers have a small number of
channels, the spatial size of feature maps is large. Thus overall these layers
take up large computational overheads.
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4.4.3 CIFAR10 Experiments
In addition to ImageNet dataset, we also conduct experiments on CIFAR10 [93]
dataset. We use same weight decay hyper-parameter, initial learning rate and
learning rate schedule as ImageNet experiments. We note that these train-
ing settings may not be optimal for CIFAR10 dataset, nevertheless we report
ablative study with same hyper-parameters and settings. We first report the
performance of MobileNet v2 [3] with the default channel configurations. We
then search with proposed AutoSlim to obtain optimized channel configura-
tions at same FLOPs (we hold out 5K images from training set as validation
set during the search). Finally we train the optimized architectures individ-
ually with same settings as the baselines. Table 4.2 shows that AutoSlim
models have higher accuracy than baselines on CIFAR10 dataset.
We further study the transferability of the network architectures learned
from ImageNet to CIFAR10 dataset, and compare it with the channel con-
figuration searched on CIFAR10 directly. The results are shown in Table 4.3.
They suggest that the optimized channel configuration on ImageNet cannot
generalize to CIFAR10. Compared with the optimized architecture for Ima-
geNet, we observed that the optimized architecture for CIFAR10 has many
fewer channels in deep layers, which we guess may lead to better general-
ization on the test set for small datasets like CIFAR10. The performance
degradation may also be due to the inconsistent image resolutions between
ImageNet (224× 224) and CIFAR10 (32× 32).
4.5 Conclusion
We presented AutoSlim, a simple and one-shot approach to neural archi-
tecture search for the number of channels to achieve better accuracy un-
der constrained resources. We demonstrated the effectiveness of AutoSlim
with extensive experiments on large-scale ImageNet classification and vari-
ous network backbones including MobileNet v1, MobileNet v2, ResNet-50
and RL-searched MNasNet. AutoSlim achieved significant improvements
(with much lower search cost) compared with three categories of baselines:
the human-designed heuristics, channel pruning methods and architecture
search methods based on reinforcement learning. AutoSlim automates the
design of channel configurations for resource constrained devices.
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Table 4.1: ImageNet classification results with various network
architectures. Blue indicates the network pruning
methods [70, 18, 17, 75, 74], Cyan indicates the network architecture search
methods [4, 82, 83, 92] and Red indicates our results using AutoSlim.
Group Model Params Memory CPU Latency FLOPs Top-1 Err. (gain)
200M FLOPs
ShuffleNet v1 1.0× 1.8M 4.9M 46ms 138M 32.6
ShuffleNet v2 1.0× - - - 146M 30.6
MobileNet v1 0.5× 1.3M 3.8M 33ms 150M 36.7
MobileNet v2 0.75× 2.6M 8.5M 71ms 209M 30.2
AMC-MobileNet v2 2.3M 7.3M 68ms 211M 29.2 (1.0)
MNasNet 0.75× 3.1M 7.9M 65ms 216M 28.5
AutoSlim-MobileNet v1 1.9M 4.2M 33ms 150M 32.1 (4.6)
AutoSlim-MobileNet v2 4.1M 9.1M 70ms 207M 27.0 (3.2)
AutoSlim-MNasNet 4.0M 7.5M 62ms 217M 26.8 (1.7)
300M FLOPs
ShuffleNet v1 1.5× 3.4M 8.0M 60ms 292M 28.5
ShuffleNet v2 1.5× - - - 299M 27.4
MobileNet v1 0.75× 2.6M 6.4M 48ms 325M 31.6
MobileNet v2 1.0× 3.5M 10.2M 81ms 300M 28.2
NetAdapt-MobileNet v1 - - - 285M 29.9 (1.7)
AMC-MobileNet v1 1.8M 5.6M 46ms 285M 29.5 (2.1)
MNasNet 1.0× 4.3M 9.8M 76ms 317M 26.0
AutoSlim-MobileNet v1 4.0M 6.8M 43ms 325M 28.5 (3.1)
AutoSlim-MobileNet v2 5.7M 10.9M 77ms 305M 25.8 (2.4)
AutoSlim-MNasNet 6.0M 10.3M 71ms 315M 25.4 (0.6)
500M FLOPs
ShuffleNet v1 2.0× 5.4M 11.6M 92ms 524M 26.3
ShuffleNet v2 2.0× - - - 591M 25.1
MobileNet v1 1.0× 4.2M 9.3M 64ms 569M 29.1
MobileNet v2 1.3× 5.3M 14.3M 106ms 509M 25.6
MNasNet 1.3× 6.8M 14.2M 95ms 535M 24.5
NASNet-A - - - 564M 26.0
PNASNet-5 - - - 588M 25.8
Graph-HyperNetwork - - - 569M 27.0
AutoSlim-MobileNet v1 4.6M 9.5M 66ms 572M 27.0 (2.1)
AutoSlim-MobileNet v2 6.5M 14.8M 103ms 505M 24.6 (1.0)
AutoSlim-MNasNet 8.3M 14.2M 95ms 532M 24.5
Heavy Models
ResNet-50 25.5M 36.6M 197ms 4.1G 23.9
ResNet-50 0.75× 14.7M 23.1M 133ms 2.3G 25.1
ResNet-50 0.5× 6.8M 12.5M 81ms 1.1G 27.9
ResNet-50 0.25× 1.9M 4.8M 44ms 278M 35.0
He-ResNet-50 - - - ≈2.0G 27.2
ThiNet-ResNet-50
- - - ≈2.9G 27.0
- - - ≈2.1G 28.0
- - - ≈1.2G 30.6
AutoSlim-ResNet-50
23.1M 32.3M 165ms 3.0G 24.0
20.6M 27.6M 133ms 2.0G 24.4
13.3M 18.2M 91ms 1.0G 26.0
7.4M 11.5M 69ms 570M 27.8
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Table 4.2: CIFAR10 classification results with default MobileNet v2 and
AutoSlim-MobileNet-v2.
Model Parameters FLOPs Top-1 Err.
MobileNet v2 1.0× 2.2M 88M 8.1
MobileNet v2 0.75× 1.3M 59M 8.6
MobileNet v2 0.5× 0.7M 28M 10.4
AutoSlim-MobileNet v2 1.5M 88M 6.8 (1.3)
AutoSlim-MobileNet v2 0.7M 59M 7.0 (1.6)
AutoSlim-MobileNet v2 0.3M 28M 8.0 (2.4)
Table 4.3: CIFAR10 results with AutoSlim-MobileNet-v2 searched on
CIFAR10 or ImageNet.
Model Searched On FLOPs Top-1 Err.
MobileNet v2 0.75× - 59M 8.6
AutoSlim-MobileNet v2 CIFAR10 59M 7.0 (1.6)
AutoSlim-MobileNet v2 ImageNet 63M 9.9 (-1.3)
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CHAPTER 5
SCALING UP NEURAL ARCHITECTURE
SEARCH WITH BIG SINGLE-STAGE
MODELS
5.1 Introduction
Designing network architectures that are both accurate and efficient is crucial
for deep learning on edge devices. It is well known that a single neural
network architecture can require more than an order of magnitude more
inference time if it is deployed on a slower device [50]. This makes it appealing
to not only search for architectures that are optimized for specific devices,
but also to ensure that a range of models can be deployed effectively.
In the past, neural architecture search (NAS) methods [87, 82, 94] have
shown to be excellent at optimizing for a single device and latency target [4].
However, if we wish to target a large array of devices, it becomes prohibitively
expensive and time-consuming to run a separate search for each one. A pos-
sible solution to this is to use basic scaling heuristics such as the EfficientNet
family [95]. However, this sacrifices the opportunities to optimize models
specialized for the diverse performance characteristics of individual devices.
Another option would be to use efficient architecture search methods, e.g.,
[81, 80, 85]. However, to target multiple devices, we must run many searches
and retrain all of the searched models from scratch.
In this work, we search over a big single-stage model that contains both
small child models (∼200 MFLOPs, comparable to MobileNetV3) and big
child models (∼1 GFLOPs, comparable to EfficientNet B2). Different from
existing one-shot methods [80, 85, 86, 81], our trained single-stage model
offers a much wider coverage of model capacities, and more importantly,
all child models are trained in a way such that they simultaneously reach
excellent performance at the end of the search phase, without requiring a
separate retraining step. Architecture selection can be then carried out via
a simple coarse-to-fine selection strategy. Once an architecture is selected,
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Figure 5.1: Comparison with several existing workflows. We use nested
squares to denote models with shared weights, and use the size of the
square to denote the size of each model. Workflow in the middle refers the
concurrent work from [96], where submodels are sequentially induced
through progressive distillation and channel sorting. We simultaneously
train all child models in a single-stage model with proposed modifications,
and deploy them without retraining or fine-tuning.
we can obtain a child model by slicing the single-stage model for instant
deployment w.r.t. the given constraints such as memory footprint and/or
runtime latency. The workflow is illustrated in Figure 5.1.
The success of our method heavily relies on training a high-quality single-
stage model, which is challenging on its own. For example, we find the train-
ing loss explodes if the single-stage model is not properly initialized, and
bigger child models start to overfit before smaller ones plateau. It is partic-
ularly nontrivial to simultaneously retain good performance on every indi-
vidual child model due to aggressive parameter sharing during architecture
search. We address these challenges through a combination of techniques,
including an improved sampling strategy and efficient inplace distillation,
and substantially stabilize the single-stage model training through better
initialization, learning rate schedule and regularization. Effectiveness of the
proposed solutions is backed up by ablation studies.
With the proposed techniques, we are able train a single-stage model on
ImageNet and obtain a family of child models that simultaneously surpass all
the state-of-the-art models in the range of 200 to 1000 MFLOPs, including
EfficientNets B0-B2 (1.6% more accurate under 400 MFLOPs), without re-
training or fine-tuning the child models upon the completion of search. One
of our child models achieves 80.9% top-1 accuracy at 1G FLOPs (four times
less computation than a ResNet-50).
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5.2 Related Work
Earlier NAS methods [87, 82, 84, 83, 94] train thousands of candidate ar-
chitectures from scratch (on a smaller proxy task) and use their validation
performance as the feedback to an algorithm that learns to focus on the
most promising regions in the search space. More recent works have sought
to amortize the cost by training a single over-parameterized one-shot model.
Each architecture in the search space uses only a subset of the operations in
the one-shot model; these child models can be efficiently ranked by using the
shared weights to estimate their relative accuracies [86, 81, 80, 85, 69, 97].
As a complementary direction, resource-aware NAS methods are proposed
to simultaneously maximize prediction accuracy and minimize resource re-
quirements such as latency, FLOPs, or memory footprints [4, 96, 97, 98, 99,
100].
All the aforementioned approaches require two-stage training: Once the
best architectures have been identified (either through the proxy tasks or
using a one-shot model), they have to be retrained from scratch to obtain a
final model with higher accuracy. In most of these existing works, a single
search experiment only targets a single resource budget or a narrow range of
resource budgets at a time.
To alleviate these issues, [96] proposed a progressive training approach
(OFA) concurrently with our work. The idea is to pre-train a single full net-
work and then progressively distill it to obtain the smaller networks. More-
over, a channel sorting procedure is required to progressively construct the
smaller networks. In our proposed BigNAS, however, all the child models
in the single-stage model are trained simultaneously, allowing the learning of
small and big networks to mutually benefit each other. During the training,
we always keep lower-index channels in each layer and lower-index layers in
each stage for our child models, eliminating the sorting procedure. While
OFA focuses on a limited range of model sizes (for example, models around
300 MFLOPs), our BigNAS is able to handle a wider set of models (from 200
MFLOPs to 1 GFLOPs) and offers a better coverage over diverse deployment
scenarios and varied resource budgets.
Our work shares high-level similarities with slimmable networks [50, 73,
100] in terms of training a single shared set of weights which can be used
for many child models. However, while slimmable networks are specialized
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to vary the number of channels only, we are able to handle a much larger
space where many architectural dimensions (kernel and channel sizes, net-
work depths, input resolutions) are searched simultaneously, subsuming and
outperforming the scaling heuristics in EfficientNets [95].
5.3 Architecture Search with Single-Stage Models
Our proposed method consists of two steps:
1. We train a big single-stage model from which we can directly sample
or slice different architectures as child models for instant inference and
deployment. In contrast to previous works [86, 81, 80, 85, 98, 99], our
training is single-stage as it does not require fine-tuning the sampled
architectures or retraining them from scratch at the end of search.
2. We perform architecture selection using a simple coarse-to-fine selec-
tion method to find the most accurate model under the given resource
constraints (for example, FLOPs, memory footprint and/or runtime
latency budgets on different devices).
In the following, we will first systematically study how to train a high-
quality single-stage model from five aspects: network sampling during train-
ing, inplace distillation, network initialization, convergence behavior and
regularization. Then we will present a coarse-to-fine approach for efficient
resource-aware architecture selection.
5.3.1 Training a High-quality Single-Stage Model.
Training a high-quality single-stage model is important and highly non-trivial
due to the distinct initialization and learning dynamics of small and big
child models. In this section, we first generalize two techniques originally
introduced by [73] to simultaneously train a set of high-quality networks with
different channel numbers, and show that both can be extended to handle
a much larger space where the architectural dimensions, including kernel
sizes, channel numbers, input resolutions and network depths are jointly
searched. We then present three additional techniques to address the distinct
initialization and learning dynamics of small and big child models.
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Sandwich Rule. In each training step, given a mini-batch of data, the
sandwich rule [73] samples the smallest child model, the biggest (full) child
model and N randomly sampled child models (N = 2 in our experiments). It
then aggregates the gradients from all sampled child models before updating
the weights of the single-stage model. As multiple architectural dimensions
are included in our search space, the “smallest” child model is the one with
lowest input resolution, thinnest width, shallowest depth, and smallest ker-
nel size (the kernel of the depthwise convolutions in each inverted residual
block [3]). The motivation is to improve all child models in our search space
simultaneously, by pushing up both the performance lower bound (the small-
est child model) and the performance upper bound (the biggest child model)
across all child models.
Inplace Distillation. During the training of a single-stage model, inplace
distillation [73] takes the soft labels predicted by the biggest possible child
model (full model) to supervise all other child models. The benefit of inplace
distillation comes for free in our training setting, as we always have access
to the predictions of the largest child model in each gradient update step
thanks to the sandwich rule. We note that all child models are only trained
with the inplace distillation loss, starting from the first training step to the
end of the training.
During training, input images are randomly cropped as a preliminary data
augmentation step. When distilling a high-resolution teacher model into a
low-resolution student model, we find that it is helpful to feed the same image
patches into both the teacher and the student. In our data preparation, we
first randomly crop an image with a fixed resolution (on ImageNet we use
224), and then apply bicubic interpolation to the same patch to transform
it into all target resolutions (e.g., 192, 288, 320). In this case, soft labels
predicted by the biggest child model (the teacher) are more compatible with
the inputs seen by other child models (the students). Therefore this can
serve as a more accurate distillation signal. Our preliminary results show
that sampling different patches even in a same image leads to ∼ 0.3% drop
on top-1 accuracy for child models.
Initialization. Previous weight initialization methods, such as “He Initial-
ization” [101], are deduced from fixed neural networks where the number of
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input units n (the fan-in) is constant. The principal motivation of these
initialization methods is to keep the variance of the responses in each layer
unchanged, so that the forward information signals and the backward gra-
dients will not be reduced or magnified exponentially as the network goes
deeper. For example, [101] suggested to initialize the variance of the weights
as 2
n
for convolutions with ReLU activations.
However, the above is ill-fitted for initializing a single-stage model, where
n is no longer a constant across different child models with varied kernel
sizes and input channels. This issue is exaggerated when we train bigger and
deeper single-stage models. In practice, we find the training loss of a single-
stage model explodes when we use the optimized learning rates for training
a normal network. The training starts to work when we reduce the learning
rate to 30%, but it leads to much worse results (∼ 1.0% top-1 accuracy on
ImageNet).
Identifying this issue is critical while the solution is quite simple. As all
child models in our search space are residual networks, we initialize the output
of each residual block (before skip connection) to an all-zeros tensor by setting
the learnable scaling coefficient γ = 0 in the last batch norm [10] layer of
each residual block, ensuring identical variance before and after each residual
block regardless of the fan-in. This initialization is originally mentioned
in [91] which improves accuracy by ∼ 0.2% in their setting, yet is more
critical in our setting (improving by ∼ 1.0%) due to the above analyzed
initialization issue. We also additionally add a skip connection between each
stage transitions when either resolutions or channels differ (using 2×2 average
pooling and/or 1 × 1 convolution if necessary) to explicitly construct an
identity mapping [102].
Convergence Behavior. In practice, we find that big child models con-
verge faster while small child models converge slower. Figure 5.2a shows the
typical learning curves during the training of a single-stage model, where we
plot the validation accuracies of a small and a big child model over time.
This reveals a dilemma: at training step t when the performance of big child
models peaks, the small child models are not fully-trained; and at training
step t′ when the small child models have better performance, the big child
models already overfitted.





Figure 5.2: On the left, we show typical accuracy curves during the training
process for both small and big child models. On the right, we plot the
modified learning rate schedules with constant ending.
the optimized and widely used exponentially decaying learning rate schedule
for MobileNet-series [1, 3, 103], MNasNets [4] and EfficientNets [95] in Fig-
ure 5.2b. We introduce a simple modification to this learning rate schedule,
named exponentially decaying with constant ending, which has a constant
learning rate at the end of training when it reaches 5% of the initial learn-
ing rate (Figure 5.2b). This modification brings two benefits. First, with a
slightly larger learning rate at the end, the small child models learn faster.
Second, the constant learning rate at the end alleviates the overfitting of big
child models as the weights oscillate.
Regularization. Big child models tend to overfit the training data whereas
small child models tend to underfit. In previous work, [80] apply the same
weight decay to all child models regardless whether they are small or big. In
EfficientNet, [95] linearly increase dropout [104] ratio as it moves from the
smallest EfficientNet-B0 to the biggest EfficientNet-B7. This becomes even
more complicated in the context of training big single-stage models, due to
the interplay among the small child models and big child models with shared
parameters. Nevertheless, we introduce a simple rule that is surprisingly
effective for this problem: regularize only the biggest (full) child model (i.e.,
the only model that has direct access to the ground truth training labels
because of inplace distillation). We apply this rule to both weight decay and
dropout, and empirically demonstrate its effectiveness in our experiments.
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Batch Norm Calibration. Batch norm statistics are not accumulated
when training the single-stage model as they are ill-defined with varying
architectures. After the training is completed, we re-calibrate the batch
norm statistics [73] for each sampled child model for deployment without
retraining or fine-tuning any network parameters.
5.3.2 Coarse-to-fine Architecture Selection
After training a single-stage model, one needs to select the best architectures
w.r.t. the resource budgets. Although obtaining the accuracy of a child model
is cheap, the number of architecture candidates is extremely large (more than
1012). To address this issue, we propose a coarse-to-fine strategy where we
first try to find a rough skeleton of promising network candidates in gen-
eral, and then sample multiple fine-grained variations around each skeleton
architecture of interest.
Specifically, in the coarse-grained phase, we define a limited input reso-
lution set, depth set (global depth multipliers), channel set (global width
multipliers) and kernel size set, and obtain benchmarks for all child models
in this restricted space. This is followed by a fine-grained search phase, where
we first pick the best network skeleton satisfying the given resource constraint
found in the previous phase, and then randomly mutate its network-wise res-
olution, stage-wise depth, number of channels and kernel sizes to further dis-
cover better network architectures. Finally, we directly use the weights from
the single-stage model for the induced child models without any retraining
or fine-tuning. More details will be presented in the experiments.
5.4 Experiments
In this section, we first present the details of our search space, followed by
our main results compared with the previous state-of-the-arts in terms of
both accuracy and efficiency. Then we conduct extensive ablative study to
demonstrate the effectiveness of our proposed modifications. Finally, we show
the intermediate results of our coarse-to-fine architecture selection.
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5.4.1 Search Space Definition
Table 5.1: MobileNetV2-based search space.
Stage Operator Resolution #Channels #Layers Kernel Sizes
Conv 192× 192 - 320× 320 32 - 40 1 3
1 MBConv1 96× 96 - 160× 160 16 - 24 1 - 2 3
2 MBConv6 96× 96 - 160× 160 24 - 32 2 - 3 3
3 MBConv6 48× 48 - 80× 80 40 - 48 2 - 3 3, 5
4 MBConv6 24× 24 - 40× 40 80 - 88 2 - 4 3, 5
5 MBConv6 12× 12 - 20× 20 112 - 128 2 - 6 3, 5
6 MBConv6 12× 12 - 20× 20 192 - 216 2 - 6 3, 5
7 MBConv6 6× 6 - 10× 10 320 - 352 1 - 2 3, 5
Conv 6× 6 - 10× 10 1280 - 1408 1 1
Following previous resource-aware NAS methods [4, 95, 69, 97, 103, 97],
our network architectures consist of a stack with inverted bottleneck residual
blocks (MBConv) [3]. The detailed search space is summarized in Table 5.1.
For the input resolution dimension, we sample from set {192, 224, 288, 320}.
By training on different input resolutions, we find our trained single-stage
model is able to generalize to unseen input resolutions during architecture
search or deployment (e.g., 208, 240, 256, 272, 304, 336) after BN calibration.
For the depth dimension, our network has seven stages (excluding the first
and the last convolution layer). Each stage has multiple choices of the number
of layers (e.g., stage 5 can pick any number of layers ranging from 2 to 6).
Following slimmable networks [50] that always keep lower-index channels
in each layer, we always keep lower-index layers in each network stage (and
their weights). For weight sharing on the kernel size dimension in the inverted
residual blocks, a 3× 3 depthwise kernel is defined to be the center of a 5× 5
depthwise kernel. Both kernel sizes and channel numbers can be adjusted
layer-wise. The input resolution is network-wise and the number of layers is
a stage-wise configuration in our search space.
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Group Model Family Params FLOPs Top-1
200M
FLOPs
MobileNetV1 0.5⇥ 1.3M 150M 63.3
MobileNetV2 0.75⇥ 2.6M 209M 69.8
AutoSlim-MobileNetV2 4.1M 207M 73.0
MobileNetV3 1.0⇥ 5.4M 219M 75.2
MNasNet A1 3.9M 315M 75.2
Once-For-All 4.4M 327M 75.0
Once-For-All finetuned 4.4M 327M 75.3
BigNASModel-S 4.5M 242M 76.5
400M
FLOPs
NASNet B 5.3M 488M 72.8
MobileNetV2 1.3⇥ 5.3M 509M 74.4
MobileNetV3 1.25⇥ 8.1M 350M 76.6
MNasNet A3 5.2M 403M 76.7
E cientNet B0 5.3M 390M 77.3
BigNASModel-M 5.5M 418M 78.9
600M
FLOPs
MobileNetV1 1.0⇥ 4.2M 569M 70.9
NASNet A 5.3M 564M 64.0
DARTS 4.9M 595M 73.1
E cientNet B1 7.8M 734M 79.2
BigNASModel 6.7M 659M 79.6
1000M
FLOPs
E cientNet B2 9.2M 1050M 80.3
BigNASModel-L 9.5M 1040M 80.9
Figure 5.3: Main results of BigNASModels on ImageNet.
5.4.2 Main Results on ImageNet
We train our big single-stage model on ImageNet [42] using same settings
as [4, 95, 1]. We use RMSProp optimizer with decay 0.9 and momentum 0.9;
batch normalization with post-calibration [73]; weight decaying factor 1e−5;
and initial learning rate 0.256 that decays by 0.97 every 2.4 epochs. We also
use the swish activation [105] and fixed AutoAugment V0 policy [106] follow-
ing EfficientNets [95]. In addition to these training settings, we train our big
single-stage model with all techniques proposed in Section 5.3.1. The learning
rate is truncated to a constant value when it reaches 5% of its initial learning
rate (i.e., 0.0128) until the training ends. We apply dropout only on training
the full network with dropout ratio 0.2, and weight decaying only on full
network once in each training iteration. To train the single-stage model, we
adopt the sandwich sampling rules and inplace distillation proposed by [73].
After the training, we use a simple coarse-to-fine architecture selection to
find the best architecture under each interested resource budget. We will
show the details of coarse-to-fine architecture selection in Section 5.4.4.
We show the performance benchmark of our model family, named Big-
NASModels, in Figure 5.3. On the left we show the visualization of FLOPs-
Accuracy benchmarks compared with the previous state-of-the-arts including
MobileNetV1 [1], NASNet [82], MobileNetV2 [3], AutoSlim-MobileNetV2 [100],
MNasNet [4], MobileNetV3 [103], EfficientNet [95] and concurrent work Once-
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For-All [96]. We show the detailed benchmark results in the table at right
in the figure. For small-sized models, our BigNASModel-S achieves 76.5%
accuracy under only 240 MFLOPs, which is 1.3% better than MobileNetV3
in terms of similar FLOPs, and 0.5% better than ResNet-50 [43] with 17 ×
fewer FLOPs. For medium-sized models, our BigNASModel-M achieves 1.6%
better accuracy than EfficientNet B0. For large-sized models, even when Im-
ageNet classification accuracy saturates, our BigNASModel-L still has 0.6%
improvement compared with EfficientNet B2. Moreover, instead of individ-
ually training models of different sizes, our BigNASModel-S, BigNASModel-
M and BigNASModel-L are sliced directly from one pretrained single-stage






Figure 5.4: Focusing on the start of training. Ablation study on
different initialization methods. We show the validation accuracy of a small
(left) and big (right) child model.
Ablation Study on Initialization. Previous weight initialization meth-
ods [101] are deduced from fixed neural networks, where the number of input
units is constant. However, in a single-stage model, the number of input
units varies across the different child models. In this part, we start with
training a single-stage model using He Initialization [101] designed for fixed
neural networks. As shown in Figure 5.4, the accuracy of both small (left)
and big (right) child models drops to zero after a few thousand training
steps during the learning rate warming-up [91]. The single-stage model is
able to converge when we reduce the learning rate to the 30% of its original
value. If the initialization is modified according to Section 5.3.1, the model
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Figure 5.5: Focusing on the end of training. Ablation study on
different initialization methods. We show the validation accuracy of a small
(left) and big (right) child model.
learns much faster at the beginning of the training (shown in Figure 5.4),
and has better performance at the end of the training (shown in Figure 5.5).
Moreover, we are also able to train the single-stage model with the original
learning rate hyper-parameter, which leads to much better performance for
both small (Figure 5.5, left) and big (Figure 5.5, right) child models.
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Figure 5.6: The validation accuracy curves during the training process for
both small and big child models before (left) and after (right) our
modifications.
Ablation Study on Convergence Behavior. During the training of
a single-stage model, the big child models converge faster and then overfit,
while small child models converge slower and need more training. In this
part, we show the performance after addressing this issue in Figure 5.6. We
apply the proposed learning rate schedule exponentially decaying with con-
stant ending on the right. The detailed learning rate schedules are shown
in Figure 5.2b. We also tried many other learning rate schedules with an
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exhaustive hyper-parameter sweep, including linearly decaying [60, 73] and
cosine decaying [107, 108]. But the performances are all worse than expo-
nentially decaying.
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Figure 5.7: The validation accuracy of a small (left) and big (right) child
model using different regularization rules.
Ablation Study on Regularization. Big child models are prone to
overfitting on the training data whereas small child models are prone to
underfitting. In this part, we compare the effects of the regularization be-
tween two rules: (1) applying regularization on all child models [80], and
(2) applying regularization only on the full network. Here the regularization
techniques we consider are weight decay with factor 1e− 5 and dropout with
ratio 0.2 (the same hyper-parameters used in training previous state-of-the-
art mobile networks). In Figure 5.7, we show the performance of both small
(left) and big (right) child models using different regularization rules. On
the left, the performance of small child models is improved by a large margin
(+0.5 top-1 accuracy) as it has less regularization and more capacity to fit
the training data. Meanwhile on the right, we found the performance of the
big child model is also improved slightly (+0.2 top-1 accuracy).
5.4.4 Coarse-to-fine Architecture Selection
After the training of a single-stage model, we use coarse-to-fine architec-
ture selection to find the best architectures under different resource budgets.
During the search, the evaluation metrics can be flexible including predictive
accuracy, FLOPs, memory footprint, latency on various different devices, and
many others. It is noteworthy that we pick the best architectures according
to the predictive accuracy on training set, because we used all training data
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for obtaining our single-stage model (no retraining from scratch), and the
validation set of ImageNet [42] is being used as “test set” in the community.
In this part, we first show an illustration of our coarse-to-fine architecture
selection with the trained big single-stage model in Figure 5.8. The search
results are based on FLOPs-Accuracy benchmarks (as FLOPs are more repro-
ducible and independent of the software version, hardware version, runtime
environments and many other factors).
Figure 5.8: Benchmark results of coarse-to-fine architecture selection. The
red dot in coarse-grained architecture selection is picked and mutated for
fine-grained architecture selection.
During the coarse-to-fine architecture selection, we first find rough skele-
tons of good candidate networks. Specifically, in the coarse selection phase,
we pre-define five input resolutions (network-wise, {192, 224, 256, 288, 320}), four
depth configurations (stage-wise via global depth multipliers [95]), two chan-
nel configurations (stage-wise via global width multipliers [1]) and four kernel
size configurations (stage-wise), and obtain all of their benchmarks (shown
in Figure 5.8 on the left). Then under our interested latency budget, we
perform a fine-grained grid search by varying its configurations (shown in
Figure 5.8 on the right). For example, under FLOPs near 600M we first pick
the skeleton of the red dot shown in Figure 5.8. We then perform additional
fine-grained architecture selection by randomly varying the input resolutions,
depths, channels and kernel sizes slightly. We note that the coarse-to-fine ar-
chitecture selection is flexible and not very exhaustive in our experiments,
yet it already discovered fairly good architectures as shown in Figure 5.8 on
the right. For the FLOPs near 650M, we finally select the child model with
input resolution 256, depth configuration {1:2:2:2:4:4:1}, channel configuration
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{32:16:24:48:88:128:216:352:1408} and kernel size configuration {3:3:5:3:5:5:3}. After training
of the single-stage model, the post-search step is highly parallelizable and
independent of training.
5.5 Conclusion
We presented a novel paradigm for neural architecture search by training a
single-stage model, from which high-quality child models of different sizes can
be induced for instant deployment without retraining or fine-tuning. With
several proposed techniques, we obtain a family of BigNASModels as slices in
a big pre-trained single-stage model. These slices simultaneously surpass all
state-of-the-art ImageNet classification models ranging from 200 MFLOPs





This thesis aims at improving deep learning to be efficient, on-demand
and automated. In this thesis, we first presented slimmable networks, a
family of models executable at arbitrary widths on the fly according to on-
device benchmarks and resource constraints. We then introduced universally
slimmable networks (US-Nets), extending slimmable networks to execute at
arbitrary width, and generalizing to networks both with and without batch
normalization layers. We proposed the switchable batch normalization, the
post-statistics of batch normalization, the sandwich rule and the inplace dis-
tillation to stabilize training and boost performance of slimmable models.
By using slimmable networks, we further aim to automatically design neu-
ral network architectures. We first presented AutoSlim, an automated ap-
proach to optimize the channel configurations of a neural network under con-
strained resources (e.g., FLOPs, latency, memory footprint or model size).
Finally, we generalize AutoSlim to neural architecture single-stage search aim
at scaling up neural architecture search (BigNAS ) that searches across the
number of channels, the number of layers, kernel sizes, squeeze-and-excitation
ratios, and input resolutions.
In this thesis, slimmable networks are discovered, where the learning of
channel-wise feature is largely disentangled during training thus providing
flexibility to run partial model in testing. We demonstrated that it enabled
design automation of neural network architectures as an application (i.e.,
AutoSlim and BigNAS ). We expect that slimmable networks could bring
benefits to more applications including unsupervised representation learn-
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