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Abstract
The subgraph isomorphism problem, that of finding a copy of one graph in another, has proved to be intractable except when
certain restrictions are placed on the inputs. In this paper, we introduce a new property for graphs along with an associated graph
class (a generalization on bounded degree graphs) and extend the known classes of inputs for which polynomial-time subgraph
isomorphism algorithms are attainable. In particular, if the removal of any set of at most k vertices from an n-vertex graph results
in O(k logn) connected components, we say that the graph is a log-bounded fragmentation graph. We present a polynomial-time
algorithm for finding a subgraph of H isomorphic to a graph G when G is a log-bounded fragmentation graph and H has bounded
treewidth; these results are extended to handle graphs of locally bounded treewidth (a generalization of treewidth) when G is a
log-bounded fragmentation graph and has constant diameter.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider the subgraph isomorphism problem, in which we search for a subgraph of host graph H
isomorphic to the source (or pattern) graph G. This problem arises in application areas ranging from text processing
to biology and chemistry.
Since the subgraph isomorphism problem is NP-complete [17], algorithms have been developed for restricted
classes of inputs; specific classes of graphs for which there exist polynomial-time algorithms include trees [28], two-
connected outerplanar graphs [25], and two-connected series-parallel graphs [26], all graphs of bounded treewidth.
However, the problem remains NP-complete for unrestricted graphs of bounded treewidth, also known as partial
k-trees [31].
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expressed in the language of extended monadic second-order logic can be solved in polynomial time using a general
dynamic-programming approach [1]. Although the subgraph isomorphism problem can be expressed in extended
monadic second-order logic when the source graph is fixed, additional restrictions are needed to solve the two-input
problem in polynomial time. For n-vertex graphs, Matoušek and Thomas [27] presented an O(nk+2)-time algorithm
for bounded degree partial k-trees, and an O(nk+4.5)-time algorithm for k-connected partial k-trees, later improved to
O(nk+2) [12]. Of particular interest is the following theorem.
Theorem 1. (See [27, Theorem 5.14].) For a connected, bounded degree graph G and a partial k-tree H , there are
O(|V (G)|k+1 · |V (H)|)-time algorithms that determine if G is isomorphic to H , a subgraph of H , or an induced
subgraph of H .
Gupta and Nishimura [21] provided a new approach that generalizes to other embeddings, finding the largest
common subgraph [10], and finding a maximum packing (the maximum number of disjoint copies of a source graph
in a host graph) [13].
The significance of these results stems from the intractability of the problem on more general graphs. Subgraph
isomorphism is NP-complete when the source graph is a tree and the host graph is a partial 2-tree that has at most one
node of degree greater than three [27], when the source and host graphs each are partial k-trees with all but k nodes
of degree at most k + 2 [20], or when the source and host graphs are both partial k-trees but the source graph is not
k-connected [20].
In this paper, we extend the bounded degree result of Matoušek and Thomas to handle a more general property.
A graph is a log-bounded fragmentation graph if the removal of at most k vertices results in O(k logn) connected
components, where n is the number of vertices in the graph [23]. The results obtained for these graphs are extended to
graphs of locally bounded treewidth, a generalization of treewidth in which there are constant bounds on the treewidth
of neighborhoods in the graph, though not necessarily on the treewidth of the overall graph.
We begin the paper with an explanation of terminology (Section 2). Section 3 gives an overview of Arnborg
and Proskurowski’s general dynamic-programming approach to problems on graphs of bounded treewidth, used to
extend the result of Matoušek and Thomas to graphs with the log-bounded fragmentation property. The approach is
generalized further in Section 4 to handle graphs of locally bounded treewidth. Finally, we conclude with a list of
open problems and potential extensions for future work in Section 5.
2. Preliminaries
We assume the reader is familiar with general concepts of graph theory such as directed graphs, trees, and planar
graphs, background that can be found in standard references [9].
In this paper, all graphs are finite and simple, and are undirected unless indicated otherwise. A graph G is repre-
sented by G = (V ,E), where V (or V (G)) is the set of vertices and E (or E(G)) is the set of edges; n = |V |. We
denote an undirected (directed) edge e between u and v by {u,v} ((u, v)). The maximum and minimum degree of G
are denoted by Δ(G) and δ(G), respectively. The distance between vertices u and v is the length of the shortest path
from u to v. We define the r-neighborhood of a set S ⊆ V (G), denoted by NrG(S), to be the set of vertices at distance
at most r from at least one vertex of S; if S = {v} we use the simpler notation NrG(v). The diameter of G, denoted by
diam(G), is the maximum distance between any pair of vertices of G. Two disjoint sets S and T of vertices of undi-
rected (directed) graph G are adjacent if and only if there are u ∈ S and v ∈ T such that {u,v} ∈ E(G) ((u, v) ∈ E(G)
or (v,u) ∈ E(G)).
A graph G′ = (V ′,E′) is a subgraph of G if V ′ ⊆ V and E′ ⊆ E and is an induced subgraph of G, denoted
by G[V ′], if V ′ ⊆ V and E′ contains all edges of E that have both end-vertices in V ′. G is a supergraph of G′ if G′
is a (not necessarily induced) subgraph of G.
This paper is devoted to solving special cases of the subgraph isomorphism problem, where an isomorphism
φ from (directed) graph G into (directed) graph H is a one-to-one mapping between vertices of G and H such
that for each pair of vertices u and v in V (G), {u,v} ∈ E(G) ((u, v) ∈ E(G)) if and only if {φ(u),φ(v)} ∈ E(H)
((φ(u),φ(v)) ∈ E(H)). For a set S ⊆ V (G), we define φ(S) =⋃v∈S φ(v). A (directed) graph G is isomorphic to a
(directed) graph H if and only if there is an isomorphism φ from G into H such that φ(V (G)) = V (H). A graph G is
M. Hajiaghayi, N. Nishimura / Journal of Computer and System Sciences 73 (2007) 755–768 757subgraph isomorphic to H if there is a subgraph H ′ of H that is isomorphic to G, and is induced subgraph isomorphic
to H if there exists an induced subgraph H ′ of H isomorphic to G.
The set of connected components of a graph G is represented by C(G), and for any subset D ⊆ C(G), we denote
the set of all vertices in components of D by V (D) and the set of all constituent edges by E(D). The graph resulting
from the removal from G of a set S of vertices and all adjacent edges is denoted by G[V − S], as it is the induced
subgraph on V − S. A set S is called a separator if |C(G[V − S])| > 1. For k > 0, graph G is called k-connected if
every separator has size at least k.
Treewidth was introduced by Robertson and Seymour [29] and plays an important role in their fundamental work
on graph minors. To define this notion, first we consider the representation of a graph as a tree.
Definition 2. (See [29].) A tree decomposition of a graph G = (V ,E), denoted by TD(G), is a pair (χ,T ) in which
T = (I,F ) is a tree and χ = {χi | i ∈ I } is a family of subsets of V (G) such that:
(1) ⋃i∈I χi = V ;
(2) for each edge e = {u,v} ∈ E there exists an i ∈ I such that both u and v belong to χi ; and
(3) for all v ∈ V , the set of nodes {i ∈ I | v ∈ χi} forms a connected subtree of T .
For ease of exposition, we call vertices of T nodes and their corresponding χi ’s bags. We define the terminal
subgraph G[z] for a node z of TD(G) to be the subgraph of G induced over vertices of χz and bags of descendants
of z in TD(G). The maximum size of a bag in TD(G) minus one is called the width of the tree decomposition. The
treewidth of a graph G (tw(G)) is the minimum width of any tree decomposition of G; a graph G of treewidth at most
k is also known as a partial k-tree, and |E(G)| ∈ O(|V (G)|) for fixed k [24]. Unless stated otherwise, in the remainder
of this paper k is fixed in accordance with the definition of a partial k-tree. However, for the sake of generality, results
are given with k (and other parameters, as appropriate) appearing explicitly in complexity bounds.
We often use the following property of tree decompositions, especially for designing polynomial-time algorithms
on graphs of bounded treewidth. Lemma 3 is a simple consequence of the definition of a tree decomposition, since
for Vi , Vj , and z defined as in the lemma, any path from Vi to Vj must include a vertex in χz.
Lemma 3. For (χ, (I,F )) a tree decomposition of G and z ∈ I , the set χz is a separator for G. More precisely, we
let T1, T2, . . . , Tp be the subtrees of T formed by the removal of z and Vi =⋃j∈V (Ti ) χj \ χz. Then, there is no edge
between Vi and Vj for i = j .
For algorithmic convenience, we further restrict a tree decomposition of G to a nice tree decomposition [8],
TD(G) = (χ,T ), a tree decomposition such that T is a rooted binary tree whose nodes have the following prop-
erties: a leaf node has no children; a separator node has a single child, and its bag is a subset of its child’s bag; and
a join node has two children, and its bag is the union of its children’s bags. Since for any partial k-tree it is possible
in linear time to construct a tree decomposition of width k [6] and transform it into an O(k · |V (G)|)-node nice tree
decomposition of the same width [8], throughout this paper we assume the existence of nice tree decompositions of
graphs.
Our results apply to bounded fragmentation graphs [23]; the two simple lemmas below demonstrate that connected
bounded degree graphs form a strict subset of log-bounded fragmentation graphs. Lemma 5 follows from the fact
that if Δ(G) = c, after removing any k vertices, the number of connected components is at most g(k,n) = ck, and
Lemma 6 from the observation that as removal of a vertex from a path splits the path into at most two subpaths,
removing any k vertices can add at most k connected components.
Definition 4. For a function g on k and n, an n-vertex graph G is a (k, g(k,n))-bounded fragmentation graph if
|C(G[V − S])| g(k,n) for every S ⊆ V (G) of size at most k, a totally g(k,n)-bounded fragmentation graph if it is
a (k, g(k,n))-bounded fragmentation graph for all 0 k  n, a k-log-bounded fragmentation graph (or log-bounded
fragmentation if clear from context) if it is a (k,O(k logn))-bounded fragmentation graph, and a totally log-bounded
fragmentation graph if it is a k-log-bounded fragmentation graph for all 0 k  n.
Lemma 5. A connected graph with maximum degree O(logn) is a totally log-bounded fragmentation graph.
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exists a path in the graph that contains exactly the vertices in S. Then G is a totally log-bounded fragmentation graph.
Since vertices of a Hamiltonian graph can be covered by a single path, a totally (k + 1)-bounded fragmentation
graph can be constructed from a path of length n by adding edges between v, an endpoint of the path, and all non-
neighbors of v. Other examples, such as graphs with maximum independent set or maximum matching of constant
size, planar 3-connected graphs, or graphs with minimum degree constraints, are presented along with applications,
such as a measure of network reliability, the number of failures that can be tolerated while still supporting communi-
cation among Ω(n) of the remaining nodes, in related work [23].
3. Algorithms for log-bounded fragmentation graphs
We make use of a general dynamic-programming approach to extend Theorem 1 to bounded fragmentation graphs,
obtaining polynomial-time algorithms for testing graph, subgraph, and induced subgraph isomorphism when H has
bounded treewidth and G is a log-bounded fragmentation graph (Corollary 26). We first solve the induced subgraph
isomorphism problem (Theorem 20) and then extend the algorithm to handle the graph isomorphism problem and the
subgraph isomorphism problem (Theorem 25).
To derive polynomial-time algorithms for NP-complete problems that are restricted to graphs of bounded treewidth,
it is possible to use dynamic programming in the method computing tables of characterizations of partial solu-
tions [3,5] as formalized by Bodlaender [7]. Working bottom-up through a nice tree decomposition, at each node z
information computed at its children is used to determine properties of the terminal subgraph H[z]. Using Bodlaender’s
terminology, to determine the solution to the problem, we make use of partial solutions, where each partial solution is
associated with a terminal subgraph H[z]. A partial solution is characterized by an extension if it can be related to a so-
lution, and a characteristic, a succinct representation of a partial solution sufficient to determine if it can be extended
to a solution. In essence, the characteristics define an equivalence relation, where for any two partial solutions with
the same characteristic either both or neither will have extensions. The algorithm proceeds by determining the full set
of characteristics for z (the set of all characteristics of partial solutions for H[z]) using the full sets of characteristics
for its children. Finally, the solution to the original problem is determined from the full set of characteristics for the
root of TD(H).
A solution for the induced subgraph isomorphism problem is an isomorphism φ from G into an induced sub-
graph H ′ of H , a partial solution is an isomorphism ϕ involving a subgraph G′ of G and a terminal subgraph of H ,
and φ is an extension of ϕ where the restriction of φ to vertices in G′ is equal to ϕ on those vertices; formal definitions
are given below.
Definition 7. For z a node in a nice tree decomposition of H , a partial solution over H[z] is an isomorphism ϕ from
a subgraph G′ of G into an induced subgraph of H[z]. A partial solution ϕ over H[z] has an extension φ if φ is an
isomorphism from G to an induced subgraph of H such that ϕ(v) = φ(v) for each v ∈ G′ and φ(v) /∈ H[z] for each
v /∈ G′.
The key to developing an efficient algorithm is the careful definition of each possible G′ in a way that allows it to
be represented by a succinct characteristic.
For each possible subgraph G′ associated with a partial solution ϕ over H[z] that has an extension φ, G′ can be
identified by the set of vertices S mapping to χz as well as the components of C(G[V − S]) mapping to H[z]. More
formally, we let S consist of vertices in V (G) mapped to χz by ϕ, or S = {v ∈ V (G) | ϕ(v) ∈ χz}. For any component
C ∈ C(G[V − S]), ϕ(V (C)) is either completely inside of H[z] or completely outside of H[z], since H [ϕ(V (C))] is a
connected subgraph of H that does not intersect χz and χz separates H[z] from the rest of H . Using this observation,
we define G′ to be the graph induced on the vertices S and D = {D1, . . . ,Dl}, those components of C(G[V − S])
whose images are completely inside H[z]; since ϕ(S ∪V (D)) is a subset of V (H[z]) and ϕ is an isomorphism from G′
into H[z], for all u,v ∈ S ∪ V (D) such that {u,v} ∈ E(G), ϕ(u) and ϕ(v) are adjacent in H[z], as in Fig. 1.
The characteristic of ϕ consists of S and D, which identify G′, and ψ , the restriction of ϕ to S. For notational
convenience, we first define triples that may not be characteristics of any partial solutions.
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Definition 8. An iso-triple τ of G into H relative to a node z of TD(H) is a triple (S,D,ψ) where
(1) S ⊆ V (G);
(2) D ⊆ C(G[V − S]); and
(3) ψ is a one-to-one mapping from S into χz.
Definition 9. Given a partial solution ϕ over H[z] for a node z in a nice tree decomposition of H , we define a charac-
teristic of ϕ (relative to z) to be an iso-triple τ = (S,D,ψ) relative to z such that ϕ is a mapping from G[S ∪ V (D)]
that satisfies the following properties:
Ca. ϕ(u) = ϕ(v) for all u,v ∈ S ∪ V (D);
Cb. for each u,v ∈ S ∪ V (D), {u,v} ∈ E(G) if and only if {ϕ(u),ϕ(v)} ∈ E(H); and
Cc. ϕ(v) = ψ(v) for v ∈ S and ϕ(v) /∈ χz for v ∈ V (D).
A characteristic is an iso-triple that is the characteristic of at least one partial solution. If τ is the characteristic of a
partial solution ϕ, ϕ is a partial solution consistent with τ , or, more succinctly, is consistent with τ . For a particular τ ,
there may be zero, one, or more partial solutions consistent with τ . The following lemma proves that characteristics
define an equivalence relation.
Lemma 10. For a node z in a nice tree decomposition of H , if partial solutions ϕ and ϕ′ over H[z] are both consistent
with τ = (S,D,ψ), then ϕ has an extension if and only if ϕ′ has an extension.
Proof. As the roles of ϕ and ϕ′ are symmetrical in the proof, it will suffice to prove that if ϕ has an extension φ, then
ϕ′ has an extension φ′. In particular, we define φ′ such that φ′(v) = ϕ′(v) for v ∈ S ∪ V (D) and φ′(v) = φ(v) for all
other v ∈ V (G). Since for G′ = G[S ∪V (D)], all other needed properties follow from those of ϕ′ and φ, it suffices to
show that for each pair of vertices u and v in V (G), {u,v} ∈ E(G) if and only if {φ′(u),φ′(v)} ∈ E(H).
If both u and v are in V (G′) or neither u nor v is in V (G′), the result follows from ϕ′ and φ being isomorphisms.
For u ∈ V (G′) and v /∈ V (G′), we consider two cases, for u ∈ S or u ∈ V (D). Since φ′(v) = φ(v) /∈ H[z] and χz is
a separator in H , by property Cc we can conclude that if u ∈ V (D), then there is no edge (φ′(u),φ′(v)); it follows
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property Cc, we conclude that φ′(u) = ϕ′(u) = ψ(u) = ϕ(u) = φ(u), and hence the property follows from the fact
that φ is an isomorphism and φ′(v) = φ(v), as needed to complete the proof. 
To use the general dynamic-programming approach, we must specify how to determine the full set of characteris-
tics, namely all characteristics relative to a node z of TD(H). This set can be represented by a full set array indexed
by all iso-triples, where the element in the array for iso-triple (S,D,ψ) is true if and only if the iso-triple is a char-
acteristic relative to z. In order to guarantee a polynomial-time algorithm, we need to show that the size of a full set
is polynomial (Lemma 11), that the solution to the original problem can be derived from the full set computed for the
root (Lemma 12), and that the full set of a node can be built from the full sets of its children, if they exist (Lemmas 14
and 16). In the following, H is a partial k-tree and G is a (k + 1, g(k + 1, n))-bounded fragmentation graph.
Lemma 11. The number of iso-triples and characteristics relative to a node z of TD(H) is in O((k + 1)! · 2g(k+1,n) ·
|V (G)|k+1) for G a (k + 1, g(k + 1, n))-bounded fragmentation graph.
Proof. Since the number of characteristics is bounded above by the number of iso-triples, it suffices to bound the
number of iso-triples. There are at most |V (G)|k+1 different choices of sets S, at most 2g(k+1,n) choices for D (each
connected component of G[V − S] either belongs to D or does not), and at most |χz|! (k + 1)! ways of construct-
ing ψ . 
Lemma 12. There exists an induced subgraph isomorphism φ from G into H if and only if there exists a characteristic
(S,D,ψ) of G into H relative to the root r of TD(H) such that D = C(G[V − S]), where S can be empty.
Proof. If an isomorphism φ from G into H exists, we can construct a characteristic by restriction of φ to χr , where
S = {v | φ(v) ∈ χr }, D = C(G[V − S]), and ψ(v) = φ(v) for v ∈ S. We can show that ϕ = φ is a partial solution
consistent with τ = (S,D,ψ) by noting properties of ϕ, S and ψ . On the other hand, if there exists a characteristic τ
of G into H relative to r , then the partial solution ϕ consistent with this characteristic is an isomorphism from G into
H[r] = H . 
To determine full set arrays, for each leaf we can use brute force to check for consistency, whereas for separator
and join nodes the characteristics of children are checked using separator- and join-consistency, respectively.
Definition 13. An iso-triple τ = (S,D,ψ) relative to a separator node z of TD(H) is separator-consistent with an
iso-triple τ ′ = (S′,D′,ψ ′) relative to a child z′ of z if the following conditions are satisfied:
Sa. S = {v ∈ S′ | ψ ′(v) ∈ χz};
Sb. D′ = {D′ ∈ C(G[V − S′]) | D′ is a subgraph of some D ∈D}; and
Sc. ψ(v) = ψ ′(v) for v ∈ S.
Lemma 14. There exists a characteristic τ = (S,D,ψ) relative to a separator node z of TD(H) if and only if there
exists a characteristic τ ′ = (S′,D′,ψ ′) relative to the child z′ of z such that τ is separator-consistent with τ ′.
Proof. If there exists a characteristic τ relative to z, we extend τ to a partial solution ϕ over H[z], where ϕ is consistent
with τ ; at least one such ϕ must exist by the definition of a characteristic. Then we obtain τ ′ by restriction of ϕ to
vertices mapping to χz′ ; τ ′ = (S′,D′,ψ ′) for S′ = {v | ϕ(v) ∈ χz′ }, D′ = {D′ ∈ C(G[V − S′]) | D′ is a subgraph of
some D ∈D}, and ψ ′(v) = ϕ(v) for v ∈ S′. It is straightforward to verify the consistency of ϕ with τ ′ (using properties
of τ ) and the separator-consistency of τ and τ ′.
If there exists a characteristic τ ′ = (S′,D′,ψ ′) relative to z′ such that an iso-triple τ = (S,D,ψ) is separator-
consistent with τ ′, then τ can be shown to be a characteristic relative to z, showing that ϕ is consistent with both τ
and τ ′. Properties Ca and Cb for τ follow immediately properties Ca and Cb for τ ′. To complete the proof, we show
that property Cc holds for τ . To see that ϕ(v) /∈ χz for v ∈ V (D), we observe that ϕ(v) /∈ χz for v ∈ V (G) − S′ (by
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property Cc for τ ′ and condition Sc, ϕ(v) = ψ ′(v) = ψ(v) for v ∈ S, completing the proof. 
Definition 15. An iso-triple τ = (S,D,ψ) relative to a join node z of TD(H) is join-consistent with iso-triples
τ1 = (S1,D1,ψ1) relative to child z1 of z and τ2 = (S2,D2,ψ2) relative to child z2 of z if the following conditions
are satisfied:
Ja. Si = {v ∈ S | ψ(v) ∈ χzi } for i = 1,2;
Jb. the components of D are partitioned into D1 and D2;
Jc. ψi(v) = ψ(v) for v ∈ Si for i = 1,2; and
Jd. for u,v ∈ S, {u,v} ∈ E(G) if and only if {ψ(u),ψ(v)} ∈ E(H).
Lemma 16. There exists a characteristic τ = (S,D,ψ) relative to a join node z of TD(H) if and only if there exist
characteristics τi = (Si,Di ,ψi) relative to the children z1 and z2 of z such that τ is join-consistent with τ1 and τ2.
Proof. Throughout the proof we assume i ∈ {1,2}; since z is a join node, we know χzi ⊆ χz and H[zi ] is an induced
subgraph of H[z].
Suppose that there exists a characteristic τ relative to z; given ϕ consistent with τ relative to χz, we construct
characteristics τ1 and τ2. To define each iso-triple τi = (Si,Di ,ψi), we set Si = {v ∈ S | ϕ(v) ∈ χzi }, Di = {D ∈D |
ϕ(V (D)) ⊆ V (H[zi ])− χzi }, and ψi(v) = ϕi(v) for v ∈ Si , where ϕi(v) = ϕ(v) for v ∈ Si ∪ V (Di ). The properties of
the characteristic τ can be used to verify that each τi is a characteristic as well.
To prove that all conditions of join-consistency are satisfied, we first see that condition Jc follows from the ob-
servation that ψi(v) = ϕi(v) = ϕ(v) by the definitions of ψi and ϕi and that ϕ(v) = ψ(v) by property Cc for ϕ.
Condition Ja is a consequence of the fact that for v ∈ S, ϕ(v) = ϕi(v) = ψi(v) = ψ(v), consequences of the defini-
tions and condition Jc. Condition Jd is satisfied by invoking property Cb for ϕ and applying property Cc. Finally, to
prove condition Jb it will suffice to show that D1 and D2 partition D.
We complete the proof of join-consistency by showing that for each D ∈ D, there exists an i ∈ {1,2} such that
ϕ(V (D)) ⊆ V (H[zi ])−χzi and D ∈ C(G[V −Si]). By property Cc for ϕ, ϕ(V (D)) is contained in H[z] but is disjoint
from χz, hence ϕ(V (D)) must be contained in H[zi ] for some i. Moreover, since χzi ⊆ χz, ϕ(V (D)) ⊆ V (H[zi ])−χzi .
Finally, we show that for any neighbor w /∈ V (D) of v ∈ V (D), w ∈ Si . Suppose instead that w ∈ S − Si , and hence
ϕ(w) /∈ V (H[zi ]). Since ϕ is a partial solution, then there must exist an edge {ϕ(v),ϕ(w)} ∈ E(H); as v ∈ V (D)
ϕ(v) ∈ V (H[zi ])− χzi , contradicting the fact that χzi is a separator.
We now assume there exist characteristics τ1 and τ2 relative to z1 and z2 that are join-consistent with iso-triple τ ;
we define a mapping ϕ constructed as follows from partial solutions ϕ1 and ϕ2 consistent with τ1 and τ2, respectively:
for v ∈ V (Di ), ϕ(v) = ϕi(v) and for v ∈ S, ϕ(v) = ψ(v). Each vertex v ∈ V (D) is either in V (D1) or in V (D2)
(condition Jb).
To see that ϕ is consistent with τ , we note that property Cc follows from the definition of ϕ and the fact that
ϕ(v) = ϕi(v) /∈ χz for v ∈ V (D) = V (D1) ∪ V (D2). To verify property Ca holds for ϕ, we first observe that by
property Ca of ϕi , ϕ(u) = ϕ(v) for u,v ∈ V (Di ). Moreover, since ψ is a one-to-one mapping, ϕ(u) = ϕ(v) for
u,v ∈ S. For u ∈ V (D1) and v ∈ V (D2), ϕ(u) = ϕ(v) due to condition Jb. Finally, for u ∈ S and v ∈ V (Di), ϕ(u) =
ϕ(v) since ϕ(u) = ψ(u) ∈ χz (by the definition of an iso-triple) and ϕ(v) = ϕi(v) /∈ χzi ⊆ χz (by property Cc for τi )
and ϕi(v) /∈ χz \ χzi as ϕi maps vertices into H[zi ].
To complete the proof it will suffice to verify that property Cb is satisfied for each possible pair of vertices u and v.
For u,v ∈ S, we invoke condition Jd of join-consistency to conclude that {u,v} ∈ E(G) if and only if {ϕ(u),ϕ(v)} ∈
E(H), as needed. If instead u,v ∈ V (D) = V (D1)∪V (D2), by property Cb of ϕ1 and ϕ2 and the fact that for an edge
{u,v} u and v are either both in V (D1) or both in V (D2) (condition Jb), we know that {u,v} ∈ E(G) if and only if
{ϕ(u),ϕ(v)} ∈ E(H). Finally, we suppose u ∈ S and v ∈ V (D), where D ∈D, and by condition Jb of join-consistency,
we assume without loss of generality that D ∈D1 (the other case, D ∈D2, is analogous). Since D1 ⊆ C(G[V − S1])
(by the definition of D1), D is a component of G[V −S1], and thus all neighbors of vertices in V (D) are in V (D)∪S1.
Thus u ∈ S1 and by property Cb of ϕ1, {u,v} ∈ E(G) if and only if {ϕ(u),ϕ(v)} ∈ E(H), completing the proof that
property Cb of ϕ holds. 
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INPUT: G: a (k + 1, g(k + 1, n))-bounded fragmentation graph
TD(H): a nice tree decomposition of a partial k-tree H
OUTPUT: true if G is isomorphic to an induced subgraph of H, else false
VARIABLES:
Smalls[S,S′,C′]: specifies components of G[V − S] that
are contained in C′ ∈ C(G[V − S′]), where S′ ⊂ S
Big[S,S′,C]: specifies the component of G[V − S′] that
contains C ∈ C(G[V − S]), where S′ ⊂ S
Set[z, τ ]: true if τ is in the full set of node z, else false
Iso: contains representations of all iso-triples
1 if |V (G)| > |V (H)| return false;
2 let α1, α2, . . . , α|TD(H)| be nodes of TD(H) in reverse breadth-first search order
3 for each set S of at most k + 1 vertices of G
4 determine C(G[V − S]) = {C1, . . . ,C}
5 for each set S′ ⊂ S
6 determine C(G[V − S′]) = {C′1, . . . ,C′′ }
7 for each component C′ ∈ C(G[V − S′])
8 let Smalls[S,S′,C′] ← {Cj1 , . . . ,Cjh } such that V (Cji ) ⊆ V (C′), 1 i  h
9 for each component C ∈ C(G[V − S])
10 let Big[S,S′,C] ← {C′
j
} such that V (C) ⊆ V (C′
j
)
11 for each S ⊆ V (G) of size at most k + 1
12 for each D ⊆ C(G[V − S])
13 for each one-to-one mapping ψ from S into {1,2, . . . , k + 1}
14 let Iso ← Iso ∪ {τ = (S,D,ψ)}
15 for i from 1 to |TD(H)|
16 for each iso-triple τ = (S,D,ψ) in Iso
17 Set[αi , τ ] ← false
18 if αi is a leaf node
19 for each iso-triple τ in Iso
20 let ϕ ← ψ
21 if D = ∅ and for each u,v ∈ S, {u,v} ∈ E(G) if and only if {ϕ(u),ϕ(v)} ∈ E(H)
22 let Set[αi , τ ] ← true
23 else if αi is a separator node
24 Separator(αi )
25 else if αi is a join node
26 Join(αi )
27 for each iso-triple τ = (S,D,ψ) in Iso
28 if Set[root, τ ] = true and D = C(G[V − S]) return true
29 return false
Fig. 2.
Our induced subgraph isomorphism algorithm Induced (see Fig. 2) preprocesses G in lines 3–10 by fixing an
ordering on the vertices of G, determining the components in C(G[V − S]) and C(G[V − S′]), and storing informa-
tion relating these components in Smalls (smaller components in a bigger component) and Big (a bigger component
containing a smaller component). Next, all iso-triples are stored in the set Iso (lines 11–14); one set can be used for
all nodes, as S and D can be used for multiple nodes, and ψ can be stored as a one-to-one mapping from S into
{1,2, . . . , k + 1}, where for each node z of TD(H) the vertices of χz are assigned to numbers in the set by an arbitrary
ordering.
To fill the full set arrays, for a leaf it suffices to check whether or not ψ is a characteristic, and for other nodes,
we use Separator and Join, specified in Figs. 3 and 4. Finally, we check whether or not there exists a characteristic
relative to the root of TD(H) (lines 27–28) satisfying the condition in Lemma 12. To prove correctness, we make use
of the following definition:
Definition 17. We say that the Set array relative to a node z of TD(H) is in correct form if for each τ relative to z,
Set[z, τ ] = true if and only if τ is a characteristic relative to z.
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INPUT: z: a separator node of TD(H)
S1 let z′ ← the child of z
S2 for each iso-triple τ ′ = (S′,D′,ψ ′) in Iso such that Set[z′, τ ′] is true
S3 let S ← {v ∈ S′ | ψ ′(v) ∈ χz}
S4 let ψ(v) ← ψ ′(v) for v ∈ S
S5 D← ∅
S6 for each C′ ∈D′
S7 let D←D ∪ {Big[S′, S,C′]}
S8 D′′ ← ∅
S9 for each C ∈D
S10 let D′′ ←D′′ ∪ Smalls[S′, S,C]
S11 if D′′ =D′
S12 let τ ← (S,D,ψ)
S13 let Set[z, τ ] ← true
Fig. 3.
Join(z)
INPUT: z: a join node of TD(H)
J1 let zi ← ith child of z, i = 1,2
J2 for each iso-triple τ in Iso
J3 let Si ← {v ∈ S | ψ(v) ∈ χzi }, i = 1,2
J4 let ψi(v) ← ψ(v) for v ∈ Si , i = 1,2
J5 if for all u,v ∈ S, {u,v} ∈ E(G) if and only if {ψ(u),ψ(v)} ∈ E(H)
J6 for each partition of elements of D into D1 and D2
J7 let IsComp ← true
J8 for each D ∈Di
J9 if V (Big[S,Si ,D])∩ (S − Si) = ∅ let IsComp ← false
J10 if IsComp = true
J11 let τi ← (Si ,Di ,ψi), i = 1,2
J12 if Set[z1, τ1] = Set[z2, τ2] = true
J13 let Set[z, τ ] ← true
Fig. 4.
In procedure Separator, we determine all characteristics of a separator node z from characteristics of its child z′.
For each characteristic τ ′ relative to z′, we construct an iso-triple τ relative to z that is separator-consistent with τ ′.
Lemma 18. Given the Set array of the child z′ of a separator node z in correct form, procedure Separator fills in the
Set array relative to z in correct form in O((k + 1)! · g(k + 1, n) · 2g(k+1,n)|V (G)|k+1) time.
Proof. The correctness of the algorithm follows from Lemma 14, as it consists of finding a characteristic τ relative
to z that can be constructed from a characteristic τ ′ relative to z′. We ensure that iso-triple τ is separator-consistent
with characteristic τ ′ on lines S3 (condition Sa) and S4 (condition Sc); condition Sb is satisfied by ensuring in lines
S5–S10 that we find all components D ∈ G[V − S] that are supergraphs of components in D′ and not supergraphs of
components in C(G[V − S′])−D′.
To compute the running time, we first observe that for each element of the full set array of z′, we specify S and
ψ for an iso-triple τ = (S,D,ψ) relative to z in constant time, because the number of vertices in S and S′ is at
most constant k + 1 (lines S3–S4). Constructing D takes O(g(k + 1, n)) time (lines S5–S10), since we consider
each C′ ∈ C(G[V − S′]) in line S6 and each C ∈ C(G[V − S]) in line S9. Since the number of possible C’s is
in O(g(k + 1, n)), executing lines S3–S13 takes at most O(g(k + 1, n)) time. The number of iso-triples checked
in line S2 is at most O((k + 1)! · 2g(k+1,n)|V (G)|k+1) (Lemma 11), and hence the procedure Separator runs in
O((k + 1)! · g(k + 1, n) · 2g(k+1,n)|V (G)|k+1) time. 
To find all characteristics of a join node z from characteristics of its children z1 and z2 in procedure Join, we verify
join-consistency for each possibility. Correctness is shown in the lemma below.
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array relative to z in correct form in O((k + 1)! · g(k + 1, n) · 22g(k+1,n)|V (G)|k+1) time.
Proof. The algorithm is structured around Lemma 16 in the sense that for each characteristic τ relative to a node z we
search for characteristics τ1 and τ2 relative to z’s children z1 and z2 such that τ is join-consistent with τ1 and τ2. Lines
J3, J4 and J5 correspond to conditions Ja, Jc, and Jd of join-consistency, respectively. To ensure that condition Jb is
satisfied, after partitioning elements of D into D1 and D2 (line J6) we need to check that each element D ∈ Di is a
component of G[V − Si]. Since each edge from V (D) to V (G) \ V (D) has an endpoint in S, it is sufficient to check
on line J9 whether there is any edge between V (D) and S − Si , and if so, reject the possible partition, as then the
component D′ ∈ C(G[V − Si]) that is a supergraph of D has at least one vertex in S − Si , violating condition Jb.
To compute the running time, we first observe that we can execute lines J3–J5 in constant time since |S| is bounded
above by k + 1. Since D has at most O(g(k + 1, n)) elements, we have O(2g(k+1,n)) choices of how to partition
elements of D into D1 and D2 (line J6), and executing lines J8–J9 takes O(g(k + 1, n)) time. Since the number
of iso-triples checked in line J2 is at most O((k + 1)! · 2g(k+1,n)|V (G)|k+1) (Lemma 11), the running time is in
O((k + 1)! · g(k + 1, n) · 22g(k+1,n)|V (G)|k+1) for this procedure. 
Theorem 20. For a (k + 1, g(k + 1, n))-bounded fragmentation graph G and a partial k-tree H for k  2, there is
an O((k + 1)! · g(k + 1, n) · 22g(k+1,n)|V (G)|k+1 · |V (H)|)-time algorithm that determines if G is isomorphic to an
induced subgraph of H .
Proof. To prove the correctness of the algorithm it will suffice to show that the Set array relative to each node z of
TD(H) is in correct form, as a consequence of Lemma 12 and the fact that the algorithm culminates in checking in
line 28 whether there exists a characteristic relative to the root r of TD(H). We prove by induction on the height of
a node z in TD(H) that for each τ relative to z, Set[z, τ ] = true if and only if τ is a characteristic relative to z. As
the induction step holds for separator and join nodes by Lemmas 18 and 19, the only case remaining is for z is a leaf.
The key observation is that for any iso-triple τ relative to a leaf z, D = ∅, since H[z] = H [χz]. Thus, for τ to be a
characteristic relative to z, ϕ = ψ in order to satisfy property Cc, a result of which is that property Ca becomes an
immediate consequence of the third property of Definition 8. Thus, checking if τ is a characteristic is equivalent to
setting ϕ = ψ (line 20) and checking if D = ∅ and if property Cb is satisfied (line 21), implying that the Set array
relative to each leaf z of TD(H) is in correct form.
To set up the arrays Smalls and Big, we make use of two arrays, A and A′, each of size |V (G)|, where A[v] is
set to the component of C(G[V − S]) containing v and A′[v] is set to the component of C(G[V − S′]) containing v.
Using these arrays, we can execute line 8 in O(|V (G)|) time for each component C′ ∈ C(G[V − S′]), S′ ⊂ S, by
only one pass of array A′ to find the corresponding component of each vertex v ∈ C′ in array A. As the number
of C’s for each set S is at most O(g(k + 1, n)) and the number of subsets S′ is constant, lines 3–10 can be executed
in time O(g(k + 1, n) · |V (G)| · |V (G)|k+1). The cost of lines 11–14 is the product of the number of iso-triples
and processing time of each triple (constant), yielding O((k + 1)! · (k + 1, n) · |V (G)| · 2g(k+1,n) · |V (G)|k+1) =
O((k+ 1)! ·g(k+ 1, n) · 2g(k+1,n)|V (G)|k+1 · |V (H)|) time for lines 1–14. The cost of the remainder of the algorithm
is dominated by the cost of the loop in lines 15–26, which in turn is dominated by the cost of Join, yielding a total
running time in O((k + 1)! · g(k + 1, n) · 22g(k+1,n)|V (G)|k+1 · |V (H)|), as claimed. 
To extend the results of Theorem 20 to other types of mappings in Theorem 25, we now establish a few useful
properties of subdivisions.
Definition 21. The subdivision of an edge e = {u,v} is the operation of deleting e and adding a new vertex ve and
edges {u,ve} and {v, ve}. The graph obtained from graph G by subdivisions of all its edges is denoted by G∗.
Lemma 22. If H is a partial k-tree and k  2, then H ∗ is a partial k-tree.
Proof. Given TD(H) of width k, by property (ii) of tree decompositions, for each edge {u,v} ∈ E(H) there exists a
node z such that both u and v belong to χz. To construct a tree decomposition of width k for H ∗, we first construct
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to z′. It is not difficult to verify that the new tree decomposition is a tree decomposition of H ∗. 
Lemma 23. If G is a (k, g(k,n))-bounded fragmentation graph and k is a constant, G∗ is a (k,O(g(k,n)))-bounded
fragmentation graph.
Proof. To show that G∗ is a (k,O(g(k,n)))-bounded fragmentation graph, we consider the removal of a set S of k
vertices from G∗ and count the number of resulting components. Suppose S = S1 ∪S2, where S1 is a set of 1 vertices
originally from G and S2 is a set of 2 vertices added by subdivisions. We first consider the removal of S1 from G∗
and then the removal of S2.
We count the number of components resulting from removal of S1 by considering the removal of S1 from both G
and G∗. The components generated in G∗ will either be components of G, at most g(k,n) in total, or will be vertices ve
formed by subdivision such that both endpoints of e are in S1. The number of such components will be the number of
edges e with both endpoints in S1, or at most
(
1
2
)
 k2 − k, yielding a total of at most g(k,n) + k2 − k components
resulting from the removal of S1.
To determine the total number of components, we now consider the removal of vertices in S2 one at a time. As
each vertex v in S2 was formed by subdivision, v will have degree two in G∗, and hence its removal will increase the
number of components by one. Thus removal of all vertices in S2 can increase the number of components by at most
2  k, and hence |C(G∗[V − S])| g(k,n)+ k2. Since k is a constant, this number is in O(g(k,n)). 
Lemma 24 establishes the key relationship between mappings between graphs and mappings between graphs re-
sulting from subdivision, used in Theorem 25.
Lemma 24. (See [27, Lemma 1.4].) A graph G is a subgraph isomorphic to H if and only if G∗ is induced subgraph
isomorphic to H ∗.
Theorem 25. For a (k + 1, g(k + 1, n))-bounded fragmentation graph G and a partial k-tree H for k  2, there
are O((k + 1)! · g(k + 1, n) · 22g(k+1,n)|V (G)|k+1 · |V (H)|)-time algorithms that determine if G is isomorphic to H ,
a subgraph of H , or an induced subgraph of H .
Proof. Throughout the proof we can assume that |V (G)| |V (H)|, since otherwise we can immediately determine
that the desired mapping cannot exist. Moreover, since H is a partial k-tree, G must also be a partial k-tree.
We first observe that the existence of algorithms for the induced subgraph isomorphism and isomorphism problem
follow from Theorem 20, where for the latter problem we impose the additional constraint that |V (G)| = |V (H)|.
To solve the subgraph isomorphism problem, given G and H as described in the statement of the theorem, in time
linear in the sizes of the graphs we can form G∗ and H ∗, where G∗ is a (k + 1, g(k + 1, n))-bounded fragmentation
graph (Lemma 23) and H ∗ is a partial k-tree (Lemma 22); |V (H ∗)| ∈ O(|V (H)|) and |V (G∗)| ∈ O(|V (G)|). Using
the algorithm of Theorem 20, in O((k + 1)! · g(k + 1, n) · 22g(k+1,n)|V (G)|k+1 · |V (H)|) time we can determine if G∗
is isomorphic to an induced subgraph of H ∗, and hence, by Lemma 24, if G is subgraph isomorphic to H . 
Corollary 26. There are polynomial-time algorithms for testing graph isomorphism and its subgraph and induced
subgraph versions when graph H has bounded treewidth and graph G is a log-bounded fragmentation graph.
Corollary 26 implies results beyond Theorem 1, by allowing us to guarantee polynomial running time when the
source graph has O(logn) degree, since by Lemma 5 such a graph is a totally log-bounded fragmentation graph.
Our algorithms also apply to graphs coverable by O(logn) paths (Lemma 6), which were not necessarily handled by
previous results.
We can further generalize Theorem 25 to directed graphs by considering directions of edges in consistency checking
(replacing {u,v} by (u, v) in lines 21 and J5). Hence if G is a directed graph whose underlying graph is a (k + 1,
g(k + 1, n))-bounded fragmentation graph and H is a directed graph whose underlying graph is a partial k-tree, then
there are O((k + 1)! · g(k + 1, n) · 22g(k+1,n)|V (G)|k+1 · |V (H)|)-time algorithms that solve isomorphism, subgraph
isomorphism and induced subgraph isomorphism.
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factor that is at least exponential in k, and hence is impractical in general. However, in the cases k = 2,3,4, practical
linear-time algorithms exist [2,27,30] and for these cases, the polynomial-time algorithms presented in this section
could be used in practice.
4. Extension to graphs of locally bounded treewidth
We obtain results on graphs of locally bounded treewidth, introduced by Eppstein [15] (extended to general struc-
tures by Frick and Grohe [16]) and used to apply Baker’s [4] planar graph techniques to nonplanar graphs.
Definition 27. The local treewidth of a graph G is the function ltwG :N→ N that associates with every r ∈ N the
maximum treewidth of an r-neighborhood in G. We set ltwG(r) = maxv∈V (G){tw(G[NrG(v)])}; a graph class C has
bounded local treewidth (or locally bounded treewidth) if there is a function f :N→ N such that for all G ∈ C and
r ∈N, ltwG(r) f (r).
Of particular interest are minor-closed classes. A graph H is a minor of graph G if H can be obtained from a
subgraph of G by contracting zero or more edges (contracting edge e = {u,v} entails removing u and v, adding
vertex ve, and adding edges between ve and any neighbors of u or v not in the set {u,v}). A graph class E is a minor-
closed class if the minor of any graph in E is also a member of E . A minor-closed class E is H -minor free if H /∈ E .
Eppstein [15] showed that a minor-closed graph class E has bounded local treewidth if and only if E is H -minor free
for some apex graph H , where a graph is called an apex graph if deleting one vertex produces a planar graph.
So far, the only known graph classes identified to have small local treewidth are planar graphs, graphs of bounded
genus [15], almost embeddable graphs [19], and graphs excluding a single-crossing graph as a minor, such as K3,3-
minor-free or K5-minor-free graphs [11,22]. For example, it has been proved that for any planar graph G, ltwG(k)
3k − 1 and for any K3,3-minor-free or K5-minor-free graph G, ltwG(k) 3k + 4. For these classes of graphs, there
are efficient algorithms for constructing tree decompositions. We demonstrate that our algorithms can be adapted for
such graph classes; Theorem 29 indicates that the bounded diameter of the source graph is crucial to the result.
Theorem 28. When H is a member of a minor-closed family of graphs of locally bounded treewidth and G is a totally
log-bounded fragmentation graph of constant diameter, subgraph and induced subgraph isomorphism can be solved
in time O((ltw(diam(G)) log |V (G)|) · 2O(ltw(diam(G)) log |V (G)|)|V (G)|ltw(diam(G))+1 · |V (H)|).
Proof. The proof is an adaptation of Baker’s layer decomposition method [4], in which a set of possibly overlapping
subgraphs is identified. In our case, we consider subgraphs of H of diameter at most diam(G); determining if G is
contained in H is then reduced to determining if G is contained in any of the subgraphs.
To form the layers, for graph H and integers 0 i  j , LH [i, j ] =⋃ikj Lk , where Lk (the kth layer) consists
of all vertices at distance k from a fixed vertex v. For d the total number of layers in the decomposition of H and
for 0  i  d − diam(G) + 1, let Li,diam(G) = LH [i, i + diam(G) − 1] and let H [Li,diam(G)] be the induced graph
on vertices in Li,diam(G). Eppstein proved that tw(H [Li,diam(G)]) ltw(diam(G)) and thus H [Li,diam(G)] has bounded
treewidth [15], admitting the construction of tree decomposition in linear time [6].
If G is (induced) subgraph isomorphic to H , then it is contained in one of the graphs H [Li,diam(G)]. Using Corol-
lary 26, we can solve graph isomorphism separately for each H [Li,diam(G)]. The result follows from Theorem 25 and
the fact that each vertex of H has participated in at most diam(G) executions of the algorithm. 
Theorem 29. For H a graph of locally bounded treewidth such that Δ(H) = 3 and G a graph of bounded treewidth
with Δ(G) = 2, determining if G is subgraph isomorphic to H is NP-complete.
Proof. We create G and H so that solving subgraph isomorphism is equivalent to solving the problem of finding a
Hamiltonian circuit in H . We define G to be a cycle of length n = |V (H)|; clearly G has maximum degree two and
is of bounded treewidth. Graph H is an arbitrary planar cubic graph (that is, a planar graph in which every vertex has
either degree three or degree zero) in which there is no face with fewer than five edges; finding a Hamiltonian circuit
in H is NP-complete [18]. 
M. Hajiaghayi, N. Nishimura / Journal of Computer and System Sciences 73 (2007) 755–768 767One interesting consequence of Theorem 28 is that it duplicates Eppstein’s result on testing subgraph isomorphism
for fixed patterns [14,15], restricted to graphs of locally bounded treewidth; the result below follows from the fact that
if G is fixed, then diam(G) ∈ O(1).
Corollary 30. For a fixed pattern G and a graph H of minor-closed family of graphs of locally bounded treewidth,
subgraph isomorphism and induced subgraph isomorphism can be tested in O(|V (H)|) time.
Using this result, Eppstein also showed that other problems such as finding diameter (for graphs of bounded diam-
eter), h-clustering for constant h and finding girth (for graphs of bounded girth) can be tested in O(n) time.
5. Conclusions and future work
In this paper, we presented a polynomial-time algorithm for the subgraph isomorphism problem when the source
graph is log-bounded-fragmentation and the host graph has bounded treewidth. In addition, we demonstrated how this
algorithm can be generalized to graphs of locally bounded treewidth.
Possible extensions of these results include generalizations of techniques and results to bounded fragmentation
graphs and graphs of locally bounded treewidth. Matoušek and Thomas [27] also proved that when both the pattern
graph G and the source graph H are k-connected partial k-trees, the subgraph isomorphism problem has a polynomial-
time solution. Gupta and Nishimura [21] used a different technique to prove this result; their techniques apply to an
embedding that generalizes subgraph isomorphism. It might be possible to generalize their approach for H of locally
bounded treewidth, including an algorithm for determining if G is a minor of H under certain additional restrictions.
Subgraph isomorphism can be generalized to finding the largest common subgraph of two graphs. Brandenburg [10]
showed that if two graphs G and H are k-connected partial k-trees, the problem of finding the largest common
k-connected subgraph can be solved in polynomial time. In addition, using techniques of Brandenburg [10] and Gupta
and Nishimura [20], one can observe that finding the largest common (k − 1)-connected subgraph is NP-complete.
As yet, the complexity of the problem is unknown for bounded fragmentation graphs.
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