Introduction
In this paper, we will primarily discuss one-dimensional discrete SchroÈ dinger operators hun un 1 un À 1 nun 1X1D on 2 Z (and the half-line problem, h , on 2 fn P Zjn b 0g 2 Z ) with u0 0 boundary conditions. We will also discuss the continuum analog rux Àu HH x xux 1X1C
on v 2 R (and its half-line problem, r , on v 2 0Y I with u0 0 boundary conditions). We will focus on a new approach to the absolutely continuous spectrum r ac h and, more generally, R ac h, the essential support of the a.c. part of the spectral measures.
What is new in our approach is that it relies on estimates on the transfer matrix, that is, the 2 Â 2 matrix i nY m which takes um 1 Theorem 1.1. Let h be the operator (1.1D) on 2 fn P Zjn b 0g with u0 0 boundary conditions. Let
Then is an essential support of the a.c. part of the spectral measure for h (i.e., R ac h and has zero measure with respect to the singular part of the spectral measure.
The behavior of the transfer matrix is a re¯ection of the behavior of eigenfunctions since is built out of eigenfunctions. Indeed, if u and w are any two linearly independent solutions of hu iu normalized at 0, then 1 v v n1 k nk 2 and 1 v v1 n1 junj 2 jwnj 2 are comparable and so Theorem 1.1 relates the a.c. spectrum to the behavior of eigenfunctions.
That there is a connection between eigenfunctions and a.c. spectrum is not new. Gilbert-Pearson [15] related a.c. spectrum to subordinate solutions. Typical is the following (actually due to [26] ; see also [23, 24] as v 3 I. Let 0 fijthere is no subordinate solutiong X Then 0 is an essential support of the a.c. part of the spectral measure for h and 0 has zero measure with respect to the singular part of the spectral measure.
The Gilbert-Pearson theory provides one-half of the proof of Theorem 1.1. Indeed, we will show that & 0 . The other direction is intimately related to some new eigenfunction estimates which we discuss in Section 2. Its relation to the theory of Browder, Berezinski, Garding, Gel'fand, and Kac is discussed in the appendix.
Related to Theorem 1.1 is the following, which also relies on the eigenfunction estimate of Section 2: Theorem 1.2. Let h be as in Theorem 1.1. Let m j Y k j be arbitrary sequences in fn P Z j n b 0g and let Then 1 supports the a.c. part of the spectral measure for h in that q ac Rn 1 0.
These two theorems allow us to recover virtually all the major abstract results proven in the past ®fteen years on the a.c. spectrum for ergodic SchroÈ dinger operators with the exception of Kotani's results [30, 32] on fijci 0g. More signi®cantly, they establish new results and settle an important open problem. Among the results recovered via a new proof are the Ishii-Pastur theorem [21, 38] , Kotani's support theorem [31] , and the results of Simon-Spencer [46] .
In a companion paper with A. Kiselev [29] , we will use Theorems 1.1, 1.2 and Theorem 1.3 below to analyze, recover, and extend results on decaying random potentials [44, 12, 11] , sparse potentials [39, 40] , and n Àa 1 b a b 3 4 potentials [28] . Theorem 1.1 and Fatou's lemma immediately imply that if is any subset of R and sup n k i nk 2 di`I Y 1X3
then lies in the essential support of dq ac (for Fatou's lemma and (1.3) show for a.e. i P we have that lim 1 v v n1 k i nk 2`I ) but (1.3) does not seem to eliminate the possibility of singular spectrum on (on the set of Lebesgue measure zero where Fatou does not apply). In this regard, the following result, which is an extension of ideas of Carmona [4] , is of interest: Theorem 1.3. Suppose that lim n3I k i nk p di`I for some p b 2. Then the spectrum is purely absolutely continuous on Y .
It is interesting to compare Theorems 1.2 and 1.3. A priori, one might think there could be potentials so there exist n 1`m1`n2`m2`Á Á Á (with the m j À n j and n j1 À m j growing very rapidly) so that i n is bounded at the m j and unbounded at the n j . While this could happen at a single i, by these two theorems it cannot happen for all i in Y .
To describe our most important new result, we de®ne
De®nition. Let Y be bounded functions on fn P Z j n b 0g. We say that is a right limit of if and only if there exist n j 3 I so that n n j 3 n as j 3 I for each ®xed n b 0.
Then we will prove from Theorem 1.1 and the eigenfunction expansion results of Section 2 that Theorem 1.4. If is a right limit of andh Y h are the half-line SchroÈdinger operators associated to Y respectively, then
Remark. This result is particularly interesting because it is easy to see that r ess h & r ess h with the inclusion in the opposite direction.
Our proof of Theorem 1.4 depends on the shift to transfer matrices rather than eigenfunctions.
This theorem will have an important corollary:
Let be an almost periodic function on Z (resp. R). Let h (resp. r) be the full-line operator given by (1.1). For each x in the hull of , let h x (resp. r x ) be the corresponding operator. Then the a.c. spectrum, indeed the essential support of the a.c. spectrum, of h x is independent of x.
Remarks. 1. The result holds more generally than almost periodic potentials. It suces that the underlying process be minimally ergodic.
2. We will also recover the Deift-Simon [10] result that the multiplicity of the a.c. spectrum is 2.
3. Following Pastur [38] and others (see [5, 7] ), it is known that the spectrum and its components are a.e. constant on the hull. In 1982, Avron-Simon [2] proved that the spectrum is everywhere constant rather than a.e. constant in the almost periodic case. Theorem 1.5 has been believed for a long time, but this is its ®rst proof. It is known (see Jitomirskaya-Simon [25] ) that the s.c. and p.p. components need not be everywhere constant.
In this paper, we will also obtain rigorous spectral results on the operator h where n k cosn b , and 1`b is not an integer.
Theorem 1.5 is reminiscent of the invariance of the a.c. spectrum under rank one perturbations for all couplings. This is no coincidence. In our development of Theorems 1.1±1.2, what distinguishes a.c. spectrum from non-a.c. spectrum is its invariance under boundary conditions. While the main focus of this paper is on the a.c. spectrum and transfer matrices, we will say something about point spectrum also. In this introduction, we will focus on the discrete case with bounded. In [47] , using constancy of the Wronskian, Simon-Stolz proved Theorem 1.6 ( [47] ). If I n1 k i nk À2 I, then hu iu has no solution which is v 2 at in®nity.
As we will see in Section 8, it can happen that I n1 k i nk À2`I without there being a solution v 2 at in®nity; indeed, without there even being a bounded solution, but I n1 k i nk À2`I has one important consequence. Call a solution u of hu iu strongly subordinate if for any linearly independent solution w we have that un 2 un 1 2 wn 2 wn 1 2 3 0 as n 3 I. It is easy to see that any strongly subordinate solution is subordinate. We will prove that Theorem 1.7. If is bounded and I n1 k i nk À2`I , then there is a strongly subordinate solution of hu iu. This solution, u I , obeys the estimate
then hu iu has an v 2 solution.
Theorem 1.7 is essentially an abstraction of a well-known argument of Ruelle [41] . We will use it in [29, 36] to prove point spectrum in certain models, including new and simpli®ed proofs of the results of Simon [44] and some of the results of Gordon [17] .
The plan of this paper is as follows. In Section 2 we develop eigenfunction estimates. Their relation to the BGK eigenfunction expansions is discussed in the appendix which includes higher-di-mensional results. In Section 3 we use the results of Section 2 and the Gilbert-Pearson theory to prove Theorems 1.1 and 1.2 and we will use Carmona's formula to prove Theorem 1.3. In Section 4 we recover and extend the Simon-Spencer [46] results. In Section 5 we prove Theorem 1.4 and in Section 6 we prove Theorem 1.5 and some other consequences of Theorem 1.4, including the Kotani support theorem. In Section 7 we discuss k cosn b . In Section 8 we prove Theorems 1.7 and 1.8.
We would like to thank Bert Hof and Svetlana Jitomirskaya for useful discussions. B.S. would like to thank M. Ben-Artzi for the hospitality of the Hebrew University where some of this work was done.
Eigenfunction estimates
We consider half-line problems in this section. In the discrete case for ®xed n and z P C, de®ne u h nY u x n to be the solution of hu zu (h given by (1.1D)) with boundary conditions
We will use to denote h or x in formulas where either is valid, and for the opposite condition.
In the continuum case, u h Y u x obey ru zu (r given by (1.1C)) with boundary conditions
Of course, u is z-dependent and we will sometimes use u Á Y z. It is standard that unY z, uxY z, and u H xY z are entire functions of z for real xY n.
The solutions u are related to the transfer matrix by i n u x n 1 u h n 1 u x n u h n 2X1D in the discrete case and
in the continuum case.
For z P C fz j Im z b 0g, there is a unique solution v 2 at I (for arbitrary in the discrete case and for which is limit point at in®nity in the continuum case). Both it and its derivative (in the continuum case) are everywhere non-vanishing. In the continuum case, we denote the solution by u h xY z if normalized by u h 0Y z 1 and u x xY z if normalized by u x H 0Y z À1, and in the discrete case u h 0Y z 1, u x 1Y z À1. This normalization is chosen so that the Wronskian of u and u is 1. The m-functions are de®ned by
where we take the plus sign in case h and minus in case x .
(Noting that the Wronskian of u and u is zero, we see that m zm z À1.)
It is well known (see, e.g., [5, 27] ) that the m-functions are Herglotz (i.e., analytic with Im m b 0 on C ) and that the measures
are spectral measures for the operator r (h or r with appropriate boundary conditions; i.e., in the continuum case r hYx are de®ned on v 2 0Y I with u0 or u H 0 boundary conditions, and in the discrete case r h (resp. r x ) is de®ned on 2 Z (resp. 2 f2Y 3Y F F F Y g) with u0 0 (resp. u1 0) boundary conditions). That is, r is unitarily equivalent to multiplication by i on v 2 RY dq i. Note that in (2.3) (and similarly (2.8) below), the limit is intended in the weak sense, that is, holds when smeared in i with continuous functions of compact support. In the discrete case and in the continuum case with x , we have dq i jij 1`I 2X4a and m z dq i
In the continuum case with h, we only have
and a Herglotz representation
for a suitable real constant 0 . We are heading toward a proof of the following theorems:
Theorem 2.1D. In the discrete case, for any and n, ju nY ij 2 dq i 1 X 2X6D Theorem 2.1C. In the continuum case for any ! 0 and all x,
where Ç correspond to hax . Moreover, for a universal constant g, we have that for all x
Remarks. 1. In (2.6C(b)), if x`1, interpret x À 1 as 0. 2. Obviously, ! 0 can be replaced by ! for any if i 1 À1 in (2.6C) is replaced by i À 1 À1 . The proof shows that as long as À aÀD b for some a`1, estimates similar to (2.6C) hold (with i 1 À1 replaced by i jbj 1 À a À1 ) and the 1 2 (resp. 1) in the inequality replaced by 1 2 1 À a À1 (resp. 1 À a À1 ). Thus, the result allows any whose negative part is uniformly locally v 1 .
As a preliminary we note that Proof. (a) is a direct consequence of (2.4/2.5). (b) follows from those formulas and the dominated convergence theorem. (
The resolvent, r À z À1 , of the operator r has a continuous integral kernel (in the continuum case). In general, this kernel q xY yY z has the form
This formula is easy to verify and shows that q is continuous.
Since u Y are entire and real for z real, we have that lim 50 Im u xY i iu xY i i 0. Similarly, u xY i i 2 u xY i 2 ixY i y 2 where u 2 and x are real. Thus, 
by the method of images formulas for q 0 . This proves (2.6C(a)).
To prove (2.6C(b)) where x ! 2, pick g a g I function with 0 g 1, g supported on À2Y 2, and g 1 on À1Y 1. Let f y gy À x. Then
Thus, (2.6(b)) for x ! 2 follows from (2.6(a)). A similar calculation works for x 1. Explicitly, pick f which is supported on 0Y 3 and f 1 on 0Y 2. Because u0u H 0 0, the above calculations still show that Remark. If is uniformly locally v 2 , one can show that (2.6C(b)) holds without the need for integrating over y.
Criteria for a.c. spectrum
Our main goal in this section is to prove Theorems 1.1 and 1.2 as well as a continuum analog of Theorem 1.2. We begin with an estimate based on the Gilbert-Pearson theory and then apply the bounds of Section 2. We will then provide a new proof of the Pastur-Ishii theorem. Finally, we present a condition for purely a.c. spectrum. Fix and i. For each h P 0Y p, let U h be the vector formed from the solution with sin hY cos h boundary conditions at 0, that is,
and let W h be U pa2h , that is,
The Wronskian of u and v is constant, that is, hUY t Wi 1 with t 0 1 À1 0 . It follows by the Cauchy-Schwarz inequality that
Clearly, kW h Á k k i Á k by (3.1b). Let us use the symbol 1 v v 0 Á dx for the integral in the continuum case and for the sum 1 v v n1 Á in the discrete case. Then
To use (3.6), we must deal with the fact that UY W are not quite the same as uY v. In the discrete case, we have that
In the continuum case, one can mimic the proof of
(3.6) and (3.7) imply that Theorem 3.2. If r has a subordinate solution at energy i, then
Let fi j r has a subordinate solution atenergy ig and let 0 Rn. Recall , the set of Theorem 1.1, is given by Proof. In terms of the measures dq of Section 2, let dli mindq h Y dq x in the discrete case and dl 1 i 2 À1 Â mindq h Y dq x in the continuum case, where the min is de®ned viz.
Since the singular parts of dq h and dq x are disjoint and the a.c. parts are mutually equivalent (see, e.g., [45] ), dl is equivalent to the a.c. part of the spectral measure for r . By (2.1) and (2.6), we have that for each n, dlik i nk 2 4 3X9D
in the discrete case and for each x 0 ! 1, dli
in the continuum case. Here g is a universal constant. It follows that
where
in the discrete case and
where v is the smallest even integer less than v (so vav 3 1 as v 3 I).
By (3.10) and Fatou's lemma,
Remark. An immediate consequence of Theorem 1.1 is that if x is an ergodic family of potentials and the Lyapunov exponent ci b 0 on a Borel set & R, then for a.e. x, R ac r x Y. For by Fubini's theorem for a.e. x, for a.e. i P , we have lim 1 n ln k nk b 0 so that a fortiori, lim 1 v v n1 k nk 2 I and thus, for a.e. x, has zero Lebesgue measure. This result is the celebrated Ishii-Pastur theorem [21, 38, 5, 7] . Note that our proof is more direct than the one that goes through the construction of exponentially decaying eigenfunctions.
To prove Theorem 1.2 (and also Theorem 1.4), we need to extend (3.9) from n to nY m. As in that equation, dl is the min of dq x and dq h which is an a.c. measure for h :
Proof. We have that k nY mk k nY 0k k 0Y mk k nY 0k k mY 0k, so by the Schwarz inequality,
by (3.9). (
An immediate consequence of this theorem and Fatou's lemma is
Theorem 3.5D (Theorem 1.2). Let m j Y k j be arbitrary sequences in fn P Z j n b 0g. Then for a.e. i in the a.c. part of the spectral measure for h , we have that lim j3I k i m j Y k j k`I.
The continuum versions of these results are straightforward analogs following the above proof using (3.9C). Here dli 
Then for a.e. i in the a.c. part of the spectral measure for r , we have that lim j3I
x j 1
We will need the following variant of these ideas in Section 5: k i x n k p di`I for some p b 2. Then for any boundary condition at zero, the spectral measure is purely absolutely continuous on Y . More generally, if is an arbitrary function on ÀIY I so that (i) on 0Y I (ii) is limit point at both ÀI and I.
Then r À d 2 dx 2 has purely a.c. spectrum on Y .
Proof. Fix a boundary condition h at zero and let u h coshY sinh. For any x, let
Then Carmona [4] proves that as x 3 I,
the spectral measure for boundary condition h (the convergence in (3.13) is in the vague sense, i.e., it holds after smearing with continuous functions in i). Since is unimodular, k À1 k k k so k u h k ! k k À1 ku h k and thus, dl h
For the whole-line problem, Carmona proves a result similar to (3.12/ 3.13), but in (3.12) k i xu h k is replaced by k i u hi k with hi dependent on i (and x) but (3.14) still holds. The result now follows from the next lemma. Proof. The ball of radius g in v q is compact in the weak-* topology, so there exists a subsequence f ni and f I P v p so that f ni kgk dk 3 f I kgk dlk for all g P v q H with q H dual to p. Thus, dl f I dk is absolutely continuous.
(
We end this section with two remarks that shed some light on the earlier theorems in this section. The ®rst concerns an explicit relationship between the m-function and the basic average 1 v v 0 k i xk 2 dx which is connected with Lemma 3.1: Proposition 3.9. We have for any h that
where k i 0k is short for 1.
Proof. Let u 1 be the solution with h boundary conditions normalized at n 1 and u 2 the solution with complementary p 2 À h boundary conditions. Then Jitomirskaya-Last [23, 24] prove that if kf k v v n1 f n j 2 1a2 and v is de®ned by
For v even, the inequality holds with v 2 , so a fortiori, (3.16) holds. Thus, 1 v ! v 1. Since Im mi ia is monotone increasing as decreases
Now ju 2 nj 2 ju 2 n 1j 2 k nk 2 , so v1 n0 k nk 2 ! ju0j 2 juv 2j 2 2ku 2 k 2 v1 Y proving that 2ku 2 k 2 v1 v1 n0 k nk 2 and the claimed inequality. (
The second result concerns the fact that lim 1 v v n1 k nk 2`I says nothing about upper bounds. We claim that this sum cannot grow too fast, at least for a.e. i w.r.t. dl ac .
log v 1d can be replaced by any increasing function f n with f 2 n À1`I , for example, log vloglog v 1d . 2. If we replace k i nk by kunY ik, this result holds for dli rather than just for dl ac i.
Proof. Let g k i 2 Àk 2 k n1 k i nk 2 . Then by (3.9D), g k i dl ac i 4 so I k1 k À1Àd g k i P v 1 dl ac , which, in particular, implies that 
Barriers and a.c. spectrum
Theorem 1.2, which we proved in Section 3, is ideal for showing that barriers can prevent a.c. spectrum, an idea originally developed by Simon-Spencer [46] . In this section, we will explain how to recover their results using Theorem 1.2. Our techniques here allow one to go further since they can handle the case where goes to zero. We will illustrate this at the end of this section. A more thorough analysis of this case will be made in a forthcoming paper [36] . As the simplest example of the strategy, we recover Proof. Pick n j so j n j j 3 I. Then i n j Y n j À 1 i À n j À1 1 0 Y so for all i, k i n j Y n j À 1k 3 I as j 3 I. By Theorem 1.2, the a.c. spectrum must be empty. (
To recover some of the other results of [46] , we need bounds that show if i is in the middle of a gap of size 2d, then the transfer matrix over a length v has an a priori bound that grows as v 3 I in a way independent of the potential. We could obtain this using Combes-Thomas estimates with explicit constants (as in [46] ) or using the periodic potential methods of [34, 35] , but we will instead use the idea of approximate eigenfunctions. Our simple estimates can be viewed as a quantitative version of an idea of Sch'nol [42] . Basically, we will see that any solution is found to grow exponentially at a pre-assigned rate in some direction.
(ii) fu hu if u vanishes outside h n .
Then (a) Any solution of hu iu obeys
and
Remarks. 1. One remarkable aspect of these estimates is that they (and their multidimensional case continuum analog) are independent of . 2. The point, of course, is that since d b 0, 1 d 2 grows to in®nity as 3 I. We show it is exponentially fast, but that is not needed.
3. While the estimates are elegant and explicit, it is likely the exponent is not optimal. For d small, 1 d 2 n 9 expn log1 d 2 $ expnd 2 . One would expect that k nY Ànk $ exp2dn for d small (and ®xed) and n large.
Proof. Let v j be the characteristic function of fÀjY F F F Y jg. Then h À iv j u Àd jY1 u 1 À d jYÀÀ1 uÀ À 1 so if we de®ne j jujj 2 juÀjj 2 for j 1Y 2Y F F F and 0 ju0j 2 we have that kr À iv j uk 2 j1 X 4X5
Clearly,
kr À iv j uk 2 kf À iv j uk 2 ! d 2 kv j uk 2 X 4X7 (4.5), (4.6), and (4.7) imply that
It follows inductively that for 1Y 2Y F F F
for (4.9) holds for 1 (by 4.8), and if (4.9) holds for 1 Y F F F Y j , then by (4.8),
is precisely (4.1). A virtually identical inductive argument proves (4.2). (4.3) follows from (4.1) and its translate:
If a 1, (4.4) is trivial so suppose that a b 1. Picking any unit vector u, we conclude that k nY 0k 2 ! a or k ÀnY 0k 2 ! a X Suppose the former. Since nY 0 is unimodular, we can ®nd a unit vector u 0 so that k nY 0u 0 k k nY 0k À1 . Thus, k nY 0u 0 k 2 1 a ku 0 k 2 aku 0 k 2 because we are supposing that a b 1. Thus, by (4.10), Suppose that h has the form (1.1D) on Z so that there exist x n ! n and n onh n ' fx n À nY F F F Y x n ng so that (i) aY b specÀ d 2 dx 2 n Y for some boundary conditions oñ h n .
(ii) n j j for j P fx n À nY F F F Y x n ng. Then aY b is disjoint from the a.c. spectrum of h.
Proof. Fix i P aY b. Then by Theorem 4.2, lim n3I k i x n À nY x n nk I X It follows by Theorem 1.2 that aY b is disjoint from the a.c. spectrum.
With this result, one can recover the theorems in [46] that depend on gaps in the spectrum.
Before leaving the subject of Theorem 4.2, we note that (4.1) has a continuum, higher-dimensional analog. (i) fu ÀD u, all u P g I 0 h n where h n fx j jxj n 1g (ii) rf i À dY i d Y (iii) k v fxj j x j n1g k u where the norm is the u m Kato class norm [7, 43] (iv) jij u then any v 2 loc distributional solution of ÀD u iu in h n obeys j jxj j1
Proof. Let v j be the characteristic function of fx j jxj jg. It is fairly easy to see one can construct a sequence, f j , of g I functions on R m so that f j v j v j f j v j1 f j and sup j kh a f j k d a`I 4X12 for each multi-index a.
We claim that with r ÀD ,
Accepting this for a moment, we will prove (4.8). We have for j n À 1,
Thus with j kv j1 À v j uk 2 , we see that
so that as in the proof of Theorem 4.2,
which is (4.11).
To prove (4.13), notice that r À if j u ÀDf j u 2rf j Á ru so kr À if j uk 2 2kÀDf j uk 2 8krf j Á ruk 2 X 4X14 By Theorem C.2.2 of [43] , we can bound krf Á ruk 2 by a constant g 1 (depending on u) times kv jÀ1 À v j uk 2 so by (4.14), we have the estimate (4.13). ( Theorem 4.5. Fix a`1 2 and let f n g I n1 be identically independently distributed random variables with distribution 1 2 v À1Y1 x dx. Then there exists x 1`x2`Á Á Á so that for any m 1 Y F F F Y m n Y Á Á Á ! 0 and a.e. f n g the potential on Z : n 0 n m 1 n À m 1 Àa n m 1`n m 1 x 1 0
has no a.c. spectrum.
Remark. The choice can be made so that by Theorem 1.6, there is no point spectrum, that is, so the spectrum is purely singular continuous.
Proof. Let i 0Y n be the transfer matrix for the power-decaying potential n Àa n . By [44] , for a.e. f n g and a.e. i P À2Y 2,
Let e 1 fi j inf n! k i 0Y nk ! 1g. By (4.15) jÀ2Y 2ne j 5 0 as 3 I so we can pick x 1 so that À2Y 2nje 1
then À2Y 2nje j x j j 2 Àj . For this choice of x j 's, the theorem holds since for a.e. i, i P e j x j for all large j and thus for such i,
( [29] will have a much more eective analysis of this type of example.
Semicontinuity of the a.c. spectrum
In this section, we will prove Theorem 1.4. Consider ®rst the discrete case. Pick n j so n n j 3 n as j 3 I for each n. Let (resp. ) denote the transfer matrix for the Jacobi matrix with (resp. ) along the diagonal. By Theorem 3.6D,
where dl i is a measure equivalent to the a.c. part of the spectral measure for . Since n n j 3 n as j 3 I, we have that n j mY n j 3 mY 0
It follows by Fatou's lemma that for a.e. i with respect to dl i, we have
The proof in the continuum case is similar, except that we use Theorem 3.6C in place of Theorem 3.6D.
We note that the notion of right/left limits, which enters in Theorem 1.4, is in the spirit of the notion of limit class introduced by Davies-Simon [9] .
Consequences of semicontinuity of the a.c. spectrum
Let XY Y l be a metric ergodic process, that is, is a continuous invertible bijection from X 3 X with X a compact metric space (recall that any separable compact space is metrizable) and l a probability measure with support l X.
De®nition.
A point x 0 P X is called right prototypical if and only if f n x 0 j n ! 0g is dense in X, and left prototypical if and only if f n x 0 j n 0g is dense in X. If x 0 is both left and right prototypical, we say it is prototypical.
The ergodic theorem implies that a.e. x 0 P X is prototypical. Fix a continuous function f X X 3 R and let h x on 2 Z be de®ned by h x un un 1 un À 1 f n xun. Theorem 6.1. The essential support of the a.c. spectrum of h x is the same for all prototypical points and is of multiplicity 2. Moreover, for any prototypical x 0 and any x P X, we have R ac h x 0 & R ac h x .
Proof. Let h AE
x be the operators on 2 AEn ! 1 with u0 0 boundary conditions. By general principles (see, e.g., Davies-Simon [8] ), the restriction of h x to its a.c. subspace is unitarily equivalent to the restriction of h x È h À x to its a.c. subspace. Thus, the theorem follows from (i) if x 0 is prototypical and is x arbitrary, then R ac h AE
x 0 R ac h À x 0 for (i) implies equality if both x 0 and x are prototypical and (ii) implies multiplicity 2.
To prove (i), pick n j 3 I so n j x 0 3 x. Then, since m x 0 n f nm x 0 x 0 n m, we have that x 0 Á n j 3 x Á so (i) follows from Theorem 1.4.
To prove (ii), let x 0 be prototypical and x T x 0 , also prototypical. Pick n j 3 I so n j x 0 3 x. Fix v and use the fact that k nY mk k mY nk (since is unimodular) to note that
k x 0 n j À mY n j À 1k 2 so by Theorem 3.6D,
where dl x 0 i is an a.c. measure for h x 0 . Thus, as in the last section, R ac h À
x ' R ac h x 0 . By symmetry, (ii) holds. (
Remark.
That the typical a.c. spectrum is of multiplicity 2 is a result of Deift-Simon [10] proven using Kotani theory. Our proof is dierent.
If is almost periodic, then every x P X is prototypical. Thus, Theorem 6.1 implies Theorem 1.5. More generally, if Y XY l is minimal (or if it is strictly ergodic which implies minimal), then every
x P X is prototypical, and we see that the a.c. spectrum is constant (rather than just a.e. constant) on X. 
With this order, the sequences of length n are well-ordered, for example,
is obtained by placing the two sequences of length 1 in order, then the four sequences of length 2, etc. Clearly, is prototypical for a Bernoulli model. By Furstenberg's theorem, that model has no a.c. spectrum, so is an explicit sequence for which we know that r ac h 0 Y.
Another consequence of Theorem 6.1 is a new proof of the Kotani support theorem: Theorem 6.2. Let X be the compact metric space of sequences n with j n j with the product topology. Let f X X 3 R by f 0 and X X 3 R by n n1 . Let l 1 Y l 2 be two measures on X under which is ergodic. Let R i be the essential support of the a.c. spectrum of the prototypical h x for the process suppl i Y Y l i . If
Proof. Let x i P suppl i be l i -prototypical. Since x 1 P suppl 2 , Theorem 6.1 implies Rh
Remark. In a sense, Theorem 1.4 is a deterministic version of the Kotani support theorem, so it is not surprising that it implies the Kotani theorem. While we have stated these theorems in this section for the discrete case, they all extend easily to the continuum case.
Jacobi matrices with potentials of the form n k cos n b , where kY b are real parameters with b b 1, had been studied numerically and heuristically by Griniasty-Fishman [18] and Brenner-Fishman [3] . The particular case 1`b`2 had been studied in more detail by Thouless [48] . The numerical evidence indicates that for b ! 2, such potentials exhibit``localization'' with the same Lyapunov exponents as those of random potentials (Anderson model) with the same coupling. The case 1`b`2 is dierent, and far less conclusive. One still expects``localization'' away from i 0 (the center of the spectrum) and for large k, but the Lyapunov exponents are smaller and seem to vanish for i 0 and small k. Mathematical results exist for the case where b is an integer and k is large (larger than 2, to be precise), in which case it is known [16, 22] that there is no absolutely continuous spectrum. More precisely, for every polynomial pn with a leading coecient that is an irrational multiple of p, it is known that k cos pn can be obtained as a realization (an element) of an ergodic family of potentials coming from a suitable ergodic transformation on the d-dimensional torus [6] (with d the degree of pn); and that the corresponding ergodic families have only positive Lyapunov exponents as long as k b 2 [16, 22] . Further, the corresponding ergodic families are minimal [14] , and so it follows from our Theorem 6.1 that every realization of such a family has no absolutely continuous spectrum. We note that this is also true for the case b 1, where the absence of a.c. spectrum follows from earlier results [2] . Our purpose in this section is to extend these results to cases where b is not an integer. We discuss half-line problems here, and denote by h 0 the free Laplacian on 2 Z . The results are also valid for full-line problems if we replace n by jnj. We shall prove the following:
Remarks. 1. cos Á in the above theorem can be replaced by any real analytic function f Á of period 2p, in which case the theorem would hold for k``large enough.'' This follows from the argument below combined with the results of Goldsheid-Sorets [16] . The explicit k b 2 for the cos Á case is due to Jitomirskaya [22] . 2. The result is actually also more general in the sense that one can replace n b by, for example, k j1 j n b j , where k is any positive integer, b j b 0 for each j, and the j 's are some real numbers (except if the largest b j is an integer, in which case we would need some further condition, such as that the corresponding j would be an irrational multiple of p).
3. For 1`b`2, the result also follows for k 2, by results of Heler-SjoÈ strand [20] and Last [33] .
Proof. Let k b 2. We only need to consider the case where b is not an integer. Fix k`b`k 1, where k is an integer, and consider n m b where n is large and m ( n. By writing n m b n b 1 nam b and expanding 1 nam b as a Taylor series, we obtain:
where 0 1, 1a3 À1 j0 b À j for ! 1. Let Yn h n bÀ a2pi where h Á i denotes fractional part (i.e., hxi x À x). Since n 1 bÀk À n bÀk 3 0, f kYn g I n1 is clearly dense in 0Y 1 and we can pick a convergent subsequence fn j g so that kYn j 3 kYI k , where k is an irrational. Moreover, by compactness, we can ®nd a subsequence of that for which Yn j 3 for all k, where the 's (for `k) are some numbers in 0Y 1. For the resulting polynomial pn k 0 n we see from (7.1) that hpna2pi is a pointwise limit of translations of hn b a2pi. Thus, the potential k cos pn is a right limit of k cos n b , and by Theorem 1.4, we have R ac h 0 k cos n b & R ac h 0 k cos pn Y (where the last equality follows from the discussion above). (
In the above proof we only needed to show that some ®xed realization of a suitable ergodic process is obtained as a limit of translations of hn b a2pi. However, since the underlying ergodic systems are minimal, it follows that translations of that realization are themselves dense in the ergodic family. Thus, one sees that we can actually obtain every realization as such a limit. We can combine this with Kotani's result [32] ± that ergodic potentials taking ®nitely many values have no absolutely continuous spectrum (unless they are periodic) ± to show that if f Á is any real periodic piecewise constant function on the line (with only ®nitely many discontinuities per period), then for any b b 1 that is not an integer, R ac h 0 f n b Y. The proof here is very similar to that of Theorem 7.1, except that we need to choose a realization that does not take values in any of the points where f is discontinuous.
Finally, we would like to discuss the special case 1`b`2 and to explain how one could prove R ac h 0 k cos n b Y also for k`2, if one could prove that``Hofstadter's butter¯y has wings.'' Noting that we could choose the largest order coecient k in the proof of Theorem 7.1 at will, we obtain for 1`b`2: Intuitively, this conjecture comes from the fact that for k small, h 0 k cos pan should have a gap about the energy i 2 cospa. In numerical drawings of Hofstadter-like butter¯ies for various values of k [19] , one indeed sees those``stripes'' appear for small k, and then broaden and get more structure as k increases, up to the critical point k 2 where they form the wings of the famous Hofstadter butter¯y. Unfortunately, we do not know how to prove that these wings exist.
Transfer matrices and bound states
In this section, we will prove Theorem 1.7. As noted already, Theorem 1.6 is motivation for considering I n1 k i nk À2 as an indicator of bound states. If it is in®nite, hu iu has no solution v 2 at in®nity. Example 1. Take 0 and i 2. Then hu iu has the solutions un 1 2 n Y none of which are 2 . But i n n 1 Àn n 1 À n has k i nk 2 p n 01 and thus I n1 k i nk À2`I . We see that I n1 k i nk À2`I does not imply that there is an 2 solution.
Example 2. Let n 0 n À2 , n 1Y 2Y F F F with 0`1 4 and i 2. Then standard arguments (variation of parameters) show that there are two solutions u AE n with u AE n $ n a AE with a AE the roots of aa À 1 0 0, that is,
We see that k nk $ gn a , so since a b 1 2 , n k nk À2`I . But if 0 b 0, there is no bounded solution. Thus, n k nk À2`I need not even imply that there is a bounded solution!
The following (note (8.5) and (8.7)) includes the ®rst part of Theorem 1.7 as a special case. Its proof just abstracts Ruelle [41] : Theorem 8.1. Let e 1 Y e 2 Y F F F be unimodular 2 Â 2 real matrices and let n e n e nÀ1 F F F e 1 . Suppose that
Then there is a unit vector u P R 2 so that for any other unit vector v P R 2 , we have k nuk k nvk 3 0 X 8X2
Proof. Let tn k nk and n ke n k. Since j nj is self-adjoint and unimodular, it has eigenvalues tn and tn À1 . Thus, taking u h cos h sinh we see there exists h n so that k nu h k 2 tn 2 sin 2 h À h n tn À2 cos 2 h À h n 8X3
for pick h n so that j nju h n tn À1 u h n . Now by (8.3) for n 1, tn 1 2 sin 2 h n À h n1 k n 1u h n k 2 n 1 2 k nu h n k 2 n 1 2 tn À2 X
Since e n1 is unimodular, tn k nk k n 1k ke À1 n1 k tn 1n 1 so tn 2 sin 2 h n À h n1 n 1 4 tn À2 X Since sin 2 x ! 2x p 2 , we see that jh n À h n1 j p 2 ln k nu I k ln n ! Àc X 8X11
Proof. As in the last theorem, (8.11) is a consequence of k nu I k ! k nk À1 . To get (8.10), we use (8.5), (8.7) to see that for any b 0, k nu I k 2 n À2c I mn m À2c 2 n 2c n À2c gn 2À2c2 X ( Example 2 shows there are cases where the limit is 1 À c. [29] has examples where the limit is Àc.
The ideas of this section can be applied to certain continuum problems by sampling the wave function at a discrete set of points.
Appendix: BGK eigenfunction expansions
The proofs of the estimates in Section 2 are one-dimensional, relying on the relation between Green's functions and m-functions. Our goal in this appendix is to discuss an alternate proof which extends to higher dimensions. The applications of these estimates in Section 3 are intrinsically one-dimensional, so those results do not extend to higher dimensions. Nevertheless, we believe these general estimates may be of use elsewhere.
We recall the abstract eigenfunction expansion dubbed BGK expansions in [43] after work of Berezinski, Browden, Garding, Gel'fand, and Kac (see [43] for references). In the discrete case, they take the following form. Let be an arbitrary function on Z m . Let run jj1 un nun. Then there exist measures fdq k ig I k1 on R and a measure dq I i so that the dq's are mutually singular [1, 13, 45] . Moreover, for a.e. i w.r.t. dq k i, there exist k linearly independent functions fu jYk nY ig k j1 on Z m so that (i) jj1 u j n n À iu j n 0. ju jYk nY ij 2 dq k i 1 X (A.2) This is essentially (2.6D) except in arbitrary dimension. In the onedimensional case, dq k 0 for k T 1. If we de®ne dqi ju1Y ij 2 dq 1 andũnY i unY iu1Y i À1 , then (A.2) is exactly (2.6D).
In the continuum case, the situation is similar. One needs some minimal local regularity on (see [43] ). Using the fact that e Àtr xY x 0t À1a2 as t 5 0, one can show that as f 3 d x , a d-func-tion at x, f Y r À f stays ®nite and bounded in x so long as 2 b m. Thus, (A.2) in the continuum case becomes
ju jYk xY ij 2 dq k i 1 jij g uniformly in x where b m 2 . As in Section 3, from these bounds and Fatou's lemma, we get bounds like before for a.e. i w.r.t. k dq k i,
