Introduction
This article is concerned with several semilinear elliptic problems of the form
that admit a minimal solution for each λ ≤ λ * , where λ * is a certain extremal parameter, and having no solution for every λ > λ * . The minimal solution u * corresponding to λ = λ * is called the extremal solution. An example of this situation is given by Gelfand's problem −∆u = λe u in Ω u = 0 on ∂Ω, and more generally by
whenever g > 0 is increasing and convex on R and superlinear at +∞ in the sense (7) stated below. Under these assumptions, the extremal parameter of (2) satisfies 0 < λ * < ∞. Here and throughout the paper, Ω is a smooth bounded domain of R N . For each 0 ≤ λ < λ * , the minimal solution of (2) is classical. Their limit as λ ↑ λ * is the extremal solution u * and it may be singular (i.e. unbounded) for some nonlinearities and domains. When g(u) = e u , it is known that u * ∈ L ∞ (Ω) if N ≤ 9 (for every Ω), while u * (x) = log(1/|x| 2 ) if N ≥ 10 and Ω = B 1 . Brezis and Vázquez [BV] raised the question of determining the regularity of u * , depending on the dimension N , for general nonlinearities g as above. Below we explain recent results of Nedev [N1, N2] and of the author and Capella [CCa2] on this regularity issue.
While nonexistence of classical solutions for λ > λ * follows by the definition of λ * , Brezis, Cazenave, Martel and Ramiandrisoa [BCMR] proved that, in addition, no weak solution of (2) exists for λ > λ * . Later, Brezis and Vázquez [BV] characterized singular extremal solutions of (2) by means of a stability condition. For some equations in dimension N ≥ 11, they also show that an apparent "failure" of the Implicit Function Theorem occurs at (u * , λ * ), since the linearized problem at u * turns out to be formally invertible (for some problems) and, however, no weak solution exists for λ > λ * . This article is a survey of several results and methods from [BC, BCMR, BV, CCa2, CMa1, CMa2, Ma1, N1, N2, PV] concerning the previous issues, both in the elliptic and the parabolic settings. Special attention will be made on the regularity of the extremal solution u * , as well as on how nonexistence develops for λ > λ * . We will see that this last question is related to a phenomenon of complete blow-up of approximate solutions, and of instantaneous complete blow-up in the parabolic setting.
Sections 2 and 3 are devoted to existence, nonexistence, uniqueness, stability and boundedness of solutions of (2). We describe some results of [BCMR, BV, CCa2, CMa1, Ma1, N1, N2] about weak solutions of (2). We are particularly interested on the regularity of the extremal solution u * and on the linearized problem of (2) at the extremal solution and its connections with the Implicit Function Theorem.
Section 4 is concerned with [BC] , where Brezis and the author make a detailed analysis of how nonexistence develops for λ > λ * , and also of the apparent "failure" of the Implicit Function Theorem, for the simple model
in all dimensions N ≥ 2. Here 0 ∈ Ω, u * ≡ 0 and λ * = 0. Indeed, it is proved in [BC] that, for every λ > 0, (3) has no solution in a very weak sense. Moreover, approximate solutions of (3) blow-up everywhere in Ω, i.e., there is complete blow-up in the sense established by Baras and Cohen [BaCo] for some parabolic problems.
In Section 5 we present related nonexistence and blow-up results obtained in [BC] for the parabolic version of (3). They extend, in particular, a result of Peral and Vázquez [PV] . Namely, the problem
with u 0 ≥ u := log 1/|x| 2 and u 0 ≡ u, has no weak solution u(t, x) ≥ u(x) even for small time: instantaneous complete blow-up occurs. To prove this result we will consider the equation satisfied by u − u. It leads to the parabolic version of problem (3).
The potential |x| −2 also appears when linearizing problem (4) at u. Hence, the study of the linear problem u t − ∆u = λ|x| −2 u is also of interest. In Section 6 we discuss the work of Baras and Goldstein [BaG] on this equation, as well as results of the author and Martel [CMa2] on linear parabolic equations with singular potentials:
with a ≥ 0 and u 0 ≥ 0 in L 1 loc (Ω). We give conditions, based on the validity of a Hardy type inequality with weight a(x), that ensure either the existence of global weak solutions or the instantaneous complete blow-up of approximate solutions of (5). Replacing a(x) by λa(x) in (5), the extremal parameter λ * can be explicitly computed for some critical potentials a(x).
Our work extends a result proved by Baras and Goldstein [BaG] in 1984. Namely, if a(x) = λ|x| −2 , 0 ∈ Ω and N ≥ 3, then λ * = (N − 2) 2 /4. More precisely, (5) has a global weak solution for every u 0 ∈ L 2 (Ω) and every
2 /4 then (5) has no positive weak solution for every T > 0 and every u 0 ∈ L 1 loc (Ω) with u 0 ≥ 0 and u 0 ≡ 0.
The paper is organized as follows: 1. Introduction. 2. The extremal solution.
3. An apparent "failure" of the Implicit Function Theorem. 4. Nonlinear elliptic problems: very weak solutions. 5. Nonlinear parabolic problems. 6. Linear parabolic problems with singular potentials.
The extremal solution
We start considering the problem
where λ ≥ 0 is a parameter, and Ω is a smooth bounded domain of R N , N ≥ 2. The nonlinearity g is a C 1 , increasing and convex function on [0, ∞) such that g(0) > 0 and lim
Since g > 0, we consider nonnegative solutions of (6 λ ). The cases g(u) = e u and g(u) = (1 + u) p , with p > 1, are classical examples of such nonlinearities. These reaction-diffusion problems appear in numerous models in physics, chemistry and biology. The case of an exponential reaction term g(u) = e u is a very simplified model in combustion theory. Since the work of Gelfand [G] in the sixties, problem (6 λ ) has been extensively studied.
Minimal stable solutions
It is well known that there exists a parameter λ * with 0 < λ * < ∞, called the extremal parameter, such that if 0 ≤ λ < λ * then (6 λ ) has a minimal classical solution u λ . On the other hand, if λ > λ * then (6 λ ) has no classical solution. The set {u λ ; 0 ≤ λ < λ * } forms a branch of solutions increasing in λ. Moreover, every solution u λ is stable, in the sense that the first Dirichlet eigenvalue of the linearized problem at u λ is positive:
In particular, for the quadratic form associated to the linearized problem we have
This condition, that we call semi-stability, is equivalent to µ 1 ≥ 0, where µ 1 is the first eigenvalue of the linearized problem as above.
Recall that the first Dirichlet eigenvalue in Ω of a linear operator of the form −∆ − a(x) is defined by
Later, we will also use this expression as definition of generalized first eigenvalue when a ∈ L 1 loc (Ω), a ≥ 0 a.e. and a is singular. In this case,
The existence of the branch {u λ ; 0 ≤ λ < λ * } can be proved using the Implicit Function Theorem (starting from λ = 0). The solution u λ may also be obtained by the monotone iteration procedure, with 0 < λ < λ * fixed, starting from u ≡ 0 (note that u ≡ 0 is a strict subsolution of the problem). Finally, let us recall that the minimal solution u λ is smaller than every other solution or supersolution of (6 λ ). These results, among others concerning (6 λ ), are proved in [CrR] and [MP] .
Weak solutions
The increasing limit of u λ as λ ↑ λ * is called the extremal solution u * . It is proved in [BCMR] that u * is a weak solution of (6 λ ) for λ = λ * in the following sense: Definition 1. We say that u is a weak solution of (6 λ ) if
for all ζ ∈ C 2 (Ω) with ζ = 0 on ∂Ω, where δ(x) = dist(x, ∂Ω) denotes the distance to the boundary of Ω.
More generally, the definition of weak solution for problem (1) is the analogous one: we now assume g λ (x, u(x))δ(x) ∈ L 1 (Ω) and we replace λg(u)ζ by g λ (x, u)ζ in the above integral.
The nonexistence of classical solution for λ > λ * has been improved by Brezis, Cazenave, Martel and Ramiandrisoa [BCMR] :
Theorem 1 ( [BCMR] ). There is no weak solution of (6 λ ) for every λ > λ * .
In case g(u) = e u , a similar result had been obtained by Gallouët, Mignot and Puel [GMP] .
The proof of Theorem 1 given in [BCMR] uses a new and interesting method. One assumes that (6 λ ) has a weak solution for some λ > λ * . One then considers the equation satisfied by φ(u), where φ is a positive, bounded and concave function which is chosen appropriately depending on the nonlinearity g. It is possible to construct in this way a bounded supersolution (and hence a classical solution) of (6 (1−ε)λ ), for each 0 < ε < 1. But this is a contradiction if ε is small enough so that (1 − ε)λ > λ * . This procedure could be called the "method of generalized truncations" φ(u) of u. It is also used in [BCMR] to study the global existence and the blow-up in finite time of solutions to the evolution problem u t − ∆u = λg(u), and in [Ma2] to prove results on complete blow-up of solutions. A refined version of the method is also used by Martel [Ma1] to show the following property of extremal solutions:
* is the unique weak solution of (6 λ * ).
Regularity of the extremal solution
The extremal solution u * may be classical or singular depending on each problem. For instance, for Gelfand's problem we have:
(ii) If Ω = B 1 (the unit ball ), g(u) = e u and N ≥ 10, then u * = log(1/|x| 2 ) and λ * = 2(N − 2).
There is an analogous result for g(u) = (1 + u) p . In this case, the explicit radial solution is given by |x| −2/(p−1) − 1 and coincides with the extremal solution u * for Ω = B 1 depending on the values of N and p (see [BV, CCa2] for more details).
Part (i) of Theorem 3 was proven by Crandall and Rabinowitz [CrR] and by Mignot and Puel [MP] . The proof uses the stability of the minimal solutions, as follows. One takes ϕ = e αu λ −1 in the semi-stability condition (8). One then uses that u λ is a solution of the problem. This leads to an L 1 (Ω) bound for e βu λ , uniform in λ, for some exponents β. That is, −∆u λ is uniformly bounded in L β (Ω) and, hence, u λ is uniformly bounded in W 2,β (Ω). If N ≤ 9, the exponent β turns out to be bigger that N/2 and, therefore, we have a uniform
Part (ii) of the theorem had been proved by Joseph and Lundgren [JL] in their exhaustive study of the radial case. More recently, Brezis and Vázquez [BV] have introduced a simple approach to this question, based on the following characterization of singular extremal solutions by their semi-stability property:
, be an unbounded weak solution of (6 λ ) for some λ > 0. Then, the following are equivalent :
(a) The solution u satisfies
That (a) holds for u * follows immediately from the semi-stability (8) of minimal solutions, by letting λ ↑ λ * . The key idea behind the other implication of the theorem is that, for each λ > 0, (6 λ ) has at most one semi-stable solution -a consequence of the convexity of g.
Following [BV] , we can deduce part (ii) of Theorem 3 from Theorem 4. Indeed, let Ω = B 1 and u = log(1/|x| 2 ). A direct computation shows that this function is a solution of (6 λ ) for λ = λ = 2(N − 2). The linearized operator at u is given by
If N ≥ 10 then the first eigenvalue of L in B 1 satisfies µ 1 {L; B 1 } ≥ 0. This is a consequence of Hardy's inequality:
and the fact that (N − 2) 2 /4 ≥ 2(N − 2) if N ≥ 10. Applying Theorem 4 to (u, λ) we deduce part (ii) of Theorem 3.
Before proceeding we recall that, by scale invariance, Hardy's inequality also holds in every domain Ω ⊂ R N with N ≥ 3. Namely,
Moreover, if 0 ∈ Ω then the optimal constant is (N − 2) 2 /4 and it is not attained in H 1 0 (Ω); see [BV] . Theorem 3 is a precise result on the boundedness of u * when g(u) = e u . A related regularity result from [BV] states that if the nonlinearity satisfies in addition lim inf u→∞ ug (u)/g(u) > 1, then u * ∈ H 1 0 (Ω) for all Ω and N . However, to establish regularity of u * without additional assumptions on g -a question raised by Brezis and Vázquez [BV] -is a much harder task. The best known results for general domains and nonlinearities as in the beginning of Section 2 are due to Nedev [N1, N2] :
Theorem 5 ( [N1, N2] ). Let u * be the extremal solution of (6 λ ).
The proof of this theorem uses a very refined version of the method of [CrR, MP] described above in relation to Theorem 3.
There are still many questions to be answered in the case of general Ω and g. For instance, it is not known if an extremal solution may be singular in dimensions 4 ≤ N ≤ 9, for some domain and nonlinearity.
However, the radial case Ω = B 1 has been recently settled by the author and Capella [CCa2] . The result establishes optimal regularity results for general g. To state it, we define exponents q k for k ∈ {0, 1, 2, 3} by
Note that all the exponents are well defined and satisfy 2 < q k ≤ +∞. In the same way as Theorem 5, the following result holds for every nonlinearity g satisfying the assumptions at the beginning of Section 2.
Theorem 6 ([CCa2]).
Let Ω = B 1 and u * be the extremal solution of (6 λ ).
for some constant C. In particular, u * ∈ L q (B 1 ) for every q < q 0 . Moreover, for every N ≥ 11 there exists
(iv) u * ∈ W k,q (B 1 ) for every k ∈ {1, 2, 3} and q < q k . In particular, u * ∈ H 3 (B 1 ) for every N . Moreover, for all N ≥ 10 and k ∈ {1, 2, 3},
for some constant C. Here ∂ k u * denotes the k-th derivative of the radial function u * .
Theorem 3, which deals with g(u) = e u , shows the optimality of Theorem 6(i)(ii), including the logarithmic pointwise bound of part (ii). The L q regularity stated in part (iii) (q < q 0 ) is also optimal. This is shown considering g(u) = (1 + u) p N (for an explicit p N ), in which case u * (|x|) = |x| −N/2+ √ N −1+2 − 1. This function differs from the pointwise power bound (13) for the factor log(1/|x|). It is an open problem to know if this logarithmic factor in (13) can be removed. The exponents q k in the Sobolev estimates of part (iv) are optimal. This follows immediately from the optimality of q 0 and the fact that all q k are related by optimal Sobolev embeddings.
The proof of Theorem 6 was inspired by the proof of Simons theorem on the nonexistence of singular minimal cones in R N for N ≤ 7. The key idea is to take ϕ = (r −β − 1)u r , where r = |x|, and compute Q u * ((r −β − 1)u r ) in the semi-stability property (8) satisfied by u * . The nonnegativeness of Q u * leads to an L 2 bound for u r r −α , with α depending on the dimension N . This is the key point in the proof. A similar method was employed in [CCa1] to study stability properties of radial solutions in all of R N . Theorem 6 has been extended in [CCaS] to equations involving the pLaplacian and having general semilinear reaction terms. Previously, Boccardo, Escobedo and Peral [BEP] had extended Theorem 3 on the exponential nonlinearity to the p-Laplacian case in general domains.
3 An apparent "failure" of the Implicit Function Theorem 3.1 Hardy's inequality and the Implicit Function Theorem As a consequence of (8), we know that the extremal solution is semi-stable, i.e., it satisfies µ 1 {−∆ − λ * g (u * ); Ω} ≥ 0. If u * is classical then necessarily µ 1 {−∆ − λ * g (u * ); Ω} = 0. This is an immediate consequence of the Implicit Function Theorem and the nonexistence of classical solutions of (6 λ ) for each λ > λ * . Brezis and Vázquez [BV] point out that the property µ 1 {−∆−λ * g (u * ); Ω} = 0 fails for some problems in which the extremal solution u * is singular. They also show that µ 1 {−∆ − λg (u λ ); Ω} may decrease to a positive number as λ ↑ λ
* . An example of this situation is given by
in every dimension N ≥ 11. Indeed, we know that for this problem u * = log(1/|x| 2 ) and λ * = 2(N − 2). The linearized operator at u * is given by L = −∆ − 2(N − 2)|x| −2 , which has positive first eigenvalue in B 1 if N ≥ 11, by Hardy's inequality (11).
We conclude that, for N ≥ 11, the linearized operator of (14) at u * is bijective, for example between H 1 0 (B 1 ) and H −1 (B 1 ). However, the Implicit Function Theorem can not be applied to problem (14) at (u * , λ * ), since there are no weak solutions of (14) for λ > λ * , by Theorem 1. Similarly, the Inverse Function Theorem can not be applied neither, since it is proved in [BCMR] that, for each λ > 0, problem −∆u = 2(N − 2)e u + λ in B 1 , u = 0 on ∂B 1 , admits no weak solution if N ≥ 10.
This apparent contradiction is explained by the absence of appropriate functional spaces in which one could apply the Implicit or Inverse Function Theorems.
Weak eigenfunctions
Motivated by this apparent "failure" of the Implicit Function Theorem, the author and Martel [CMa1] have shown that the linearized problem of (6 λ * ) at u * always admits a positive weak eigenfunction belonging to L 1 (Ω) with eigenvalue 0, even for the problems in which this operator has positive first eigenvalue in H 1 0 (Ω). The fact that 0 is a weak eigenvalue is one explanation of the apparent "failure" of the Implicit Function Theorem at u * .
Theorem 7 ([CMa1]
). There exists a function ϕ > 0 in Ω such that
in the weak sense of Definition 1, i.e.,
We also prove the existence of a positive weak eigenfunction of the operator −∆ − λ * g (u * ) with eigenvalue µ, for every µ such that
Hence, there is a phenomenon of continuum spectrum if this limit is positive and, in particular, if µ 1 {−∆ − λ * g (u * ); Ω} > 0. To prove Theorem 7, we approximate g by an increasing sequence of convex functions g n for which the extremal solution u * n is classical. For this, it is enough to take g n with subcritical growth, by standard regularity theory. We know that µ 1 {−∆ − λ * n g n (u * n ); Ω} = 0, where λ * n is the extremal parameter corresponding to g n . We consider the first eigenfunction ϕ n , which has eigenvalue 0, of −∆ − λ * n g n (u * n ), normalized so that ϕ n L 1 (Ω) = 1. We show that, up to subsequences, u * n and ϕ n converge in L r (Ω), for every 1 ≤ r < N/(N − 1), respectively to u * and ϕ, with ϕ > 0 a weak solution of (15) as in the theorem. The key step of passing to the limit as n → ∞ in the approximate equations is accomplished through an equi-integrability result. A similar method was employed by Baras and Cohen [BaCo] for some nonlinear parabolic problems.
Next, we make a detailed study of all weak eigenfunctions of (15) whenever Ω = B 1 is the unit ball, g(u) = e u or g(u) = (1 + u) p , with p > 1, and u * is singular. In these cases, we know that u * can be written explicitly, and that the corresponding linearized operator is −∆−c|x| −2 , with 0 < c ≤ (N −2) 2 /4. We express all weak eigenfunctions and eigenvalues of
in terms of harmonic polynomials and Bessel functions. Looking at which of these eigenfunctions belong to H 1 0 (B 1 ), we obtain the following improved Hardy inequality due to Brezis and Vázquez [BV] :
where H 2 > 0 is the first eigenvalue of the Laplacian in the unit ball of R 2 , and ω N is the measure of the unit ball of R N .
Nonlinear elliptic problems: very weak solutions
Brezis and the author [BC] have studied in detail how nonexistence develops for λ > λ * , and also the phenomenon related to the Implicit Function Theorem, for the following model problem. Let Ω be a smooth bounded domain of R N , N ≥ 2, such that 0 ∈ Ω. For λ ∈ R, consider the problem
A formal analysis suggests the existence of a small solution of (16) for λ small, since the linearized operator at the solution (u, λ) = (0, 0) is −∆, which is bijective. However, we show that for every λ > 0 (no matter how small), (16) has no solution in various weak senses. On the other hand, the results of [BS] show that (16) has a minimal negative solution for every constant λ < 0. Hence, for this problem we have u * = 0 and λ * = 0.
Non-existence
The nonexistence of generalized solutions of (16) for λ > 0 follows from the following result:
loc (Ω \ {0}), u ≥ 0 a.e., and
Theorem 9 is proved using appropriate powers of test functions -a method due to Baras and Pierre [BaP] .
An immediate consequence of the theorem is the nonexistence of generalized solutions (so called very weak solutions in [BC] ) for the following problem:
Theorem 10 ( [BC] ). If 0 ∈ Ω, f ≥ 0 a.e., and f ≡ 0, then
Note that, in the previous results, the test functions vanish in a neighborhood of 0, and no assumption is made on the behavior of u near 0. In particular, these results imply nonexistence of weak solutions in the sense of Definition 1 in Section 2.
A second corollary of Theorem 9 is that u ≡ 0 is the only solution of (16) when λ = 0 (compare this with the uniqueness property of u * stated in Theorem 2).
A last consequence of Theorem 9 is the nonexistence of local solutions (i.e., nonexistence in every neighborhood of 0, without imposing any boundary condition) for a very simple nonlinear equation:
Complete blow-up
Next, we study a natural approximation technique for problem (16). Consider, for example, the equation
with λ > 0. For every n, there exists a minimal solution u n . We then have:
Hence, approximate solutions blow-up everywhere in Ω, i.e., there is complete blow-up. This confirms that there is no reasonable notion of weak solution for (16) when λ > 0.
The proof of Theorem 12 uses the nonexistence result for (16), the monotonicity property u n ≤ u n+1 , as well as an appropriate lower bound for the Green's function of the Laplacian in Ω.
More general problems
The previous nonexistence and blow-up results are extended in [BC] to the problem
assuming only g ≥ 0 on R, g is continuous and increasing on [0, ∞),
Bη (0) a(x) |x| N −2 dx = ∞ for some η > 0 small enough, and f ∈ L 1 loc (Ω), f ≥ 0 and f ≡ 0. For this problem, we prove nonexistence of solutions in the weak sense of Section 2, using a variant of the method of generalized truncations. Note that here we do not assume g to be convex.
The existence criterium of Kalton and Verbitsky
We now consider the previous problem in the case of power nonlinearities g, that is
with p > 1, a and f in L 1 loc (Ω), a ≥ 0, a ≡ 0, f ≥ 0 and f ≡ 0 in Ω. Kalton and Verbitsky [KV] have found an interesting necessary condition for the existence of a weak solution of (17):
Theorem 13 ( [KV] ; see also [BC] ). If (17) has a weak solution u ≥ 0 (in the sense of Definition 1), then aG(f ) p δ ∈ L 1 (Ω) and
Here G = (−∆) −1 with zero Dirichlet boundary condition.
The explicit constant 1/(p − 1) was found in [BC] . Note that Theorem 13 easily implies some of the previous nonexistence results. For instance, it gives Theorem 10 (for weak solutions instead of very weak solutions) whenever f ∈ L ∞ (Ω), since in this case G(f ) ∼ δ. The interest of Theorem 13 also lies in the fact that no assumption is made on the set of singularities of the potential a. In particular, a could be singular near some parts of ∂Ω. This is in contrast with previous problems considered in this paper, where a had an isolated singularity in an interior point.
In [BC] we give a simple proof of condition (18) using a refinement of the method of generalized truncations described in Section 2. More precisely, we consider the equation satisfied by vψ(u/v), where u is a weak solution of (17), v = G(f ) and ψ is a bounded concave function appropriately chosen.
Next, we replace f (x) by λf (x) in (17) and we study the problem of existence of solution depending on the value of λ. We then have: Theorem 14 ( [BC] ). Assume that
For λ ≥ 0, consider the problem
Then there exists λ * ∈ (0, ∞) such that : then (19) has no weak solution. Moreover,
Nonlinear Parabolic Problems
The paper [BC] also contains parabolic versions of Theorems 9, 10 and 12 for very weak solutions of the equation
We show that for every initial condition (20) blow-up everywhere in (0, T ) × Ω (complete blow-up) and that this happens for all T > 0 (instantaneous blow-up). More precisely, for all 0 < τ < T , we have
This extends the following result of Peral and Vázquez [PV] :
Theorem 15 ( [PV] ). Let N ≥ 3. For every u 0 ≥ u := log 1/|x| 2 , u 0 ≡ u, and for every T > 0, the problem
has no weak solution u such that u(t, x) ≥ u(x) in (0, T ) × B 1 .
In [BC] we give a simple proof of this theorem by applying the nonexistence results for (20) to v := u − u ≥ 0, with u as in Theorem 15. Indeed, it is easy to check that v satisfies v t − ∆v ≥ (N − 2)|x| −2 v 2 . We obtain nonexistence of solution of (21) in the distributional sense D ((0, T ) × (B 1 \ {0})). The assumptions on u 0 and u in Theorem 15 have been improved and studied in detail by Vázquez [V] .
Linear parabolic problems with singular potentials
We consider the linear heat equation with potential
where Ω is a smooth bounded domain of R N . We assume that a ∈ L 1 loc (Ω), u 0 ∈ L 1 loc (Ω), and that a ≥ 0 and u 0 ≥ 0 a.e. in Ω. Note that a is time independent. We only consider nonnegative solutions of (22).
Note that problem (22) with a(x) = 2(N − 2)|x| −2 is the linearization of (21) at the stationary solution u. In 1984, Baras and Goldstein [BaG] considered equation (22) with a(x) = λ|x| −2 , 0 ∈ Ω ⊂ R N and N ≥ 3. For this problem they prove that if 0 ≤ λ ≤ (N − 2) 2 /4 =: λ * then there exists a global weak solution of (22) 
2 /4 = λ * then, for each T > 0 and each u 0 ∈ L 1 loc (Ω) with u 0 ≥ 0 and u 0 ≡ 0, (22) has no positive weak solution; moreover, in this case there is instantaneous complete blow-up of approximate solutions of (22). Their proof of nonexistence uses Moser's iteration technique, as well as a weighted Sobolev inequality.
The critical constant λ * = (N −2) 2 /4 is related to Hardy's inequality (11). In [CMa2] , the author and Martel consider the case of general potentials a(x), and establish relations between the existence of solutions and the validity of a Hardy type inequality with weight a(x). In particular, a new and simple proof of the nonexistence result of Baras and Goldstein is given.
In order to state the precise results, let δ(x) = dist(x, ∂Ω) for x ∈ Ω, and let
, we say that u ≥ 0 is a weak solution of (22) if, for each 0 < S < T , we have that
Recall the definition of generalized first eigenvalue µ 1 {−∆−a(x); Ω} given by (9). The following result states that µ 1 {−∆−a(x); Ω} > −∞ is a necessary and sufficient condition for the existence of global weak solutions of (22) with (at most) exponential growth.
Theorem 16 ([CMa2]).
(i) Suppose that, for some u 0 ∈ L 1 δ (Ω) and some constants C and M , there exists a global weak solution u ≥ 0 of (22
for all t ≥ 0,
where µ 1 = µ 1 {−∆ − a(x); Ω}.
The next result states that condition µ 1 {−∆ − a(x); Ω} > −∞ is "almost necessary" for the local existence of weak solutions. More precisely, we have: CMa2] ). Suppose that µ 1 {−∆ − (1 − ε)a(x); Ω} = −∞ for some constant ε > 0. Then, for every T > 0 and every u 0 ∈ L 1 δ (Ω) with u 0 ≥ 0 and u 0 ≡ 0, there is no weak solution u ≥ 0 of (22). Moreover, there is instantaneous complete blow-up for (22), in the following sense :
For every n ≥ 1, set a n (x) = min(a(x), n), u 0n (x) = min(u 0 (x), n), and let u n be the unique global solution of (22) with a and u 0 replaced, respectively, by a n and u 0n . Then, for all 0 < τ < T , u n (t, x) δ(x) −→ +∞ uniformly in (τ, T ) × Ω, as n → ∞.
The following inequality is the key ingredient in the proof of the necessary conditions in these theorems. Suppose that (22) has a positive local solution, and let u be the minimal solution (i.e., the one obtained as increasing limit of approximate solutions). Then, for all 0 < t 1 < t 2 < T , we have
This inequality is proved multiplying the approximate problems of (22) by ϕ 2 /u n , then integrating by parts in space, integrating in time, and finally letting n → ∞.
We apply the previous theorems to some specific equations with "critical" potentials. First, our method provides a new and quite elementary proof of the result of Baras and Goldstein [BaG] mentioned above. Namely, suppose that 0 ∈ Ω ⊂ R N , N ≥ 3, and a(x) = λ|x| −2 .
Let λ * = (N − 2) 2 /4. For this potential, [BaG] establishes the following: We obtain (a) and (b) through direct applications of Theorem 16(ii) and Theorem 17, respectively. Here the essential role is played by (11), i.e., Hardy's inequality with best constant.
In case 0 ≤ λ ≤ λ * = (N − 2) 2 /4, we also obtain that solutions decay exponentially. More precisely, we have u(t) L 2 (Ω) ≤ u 0 L 2 (Ω) e −µt for all t ≥ 0, where µ = H 2 (ω N /|Ω|) 2/N > 0. This is a consequence of estimate (23) and the improved Hardy inequality (Theorem 8). New improved Hardy inequalities and a detailed description of solutions of (22) when a(x) = λ|x| −2 and 0 ≤ λ ≤ (N − 2) 2 /4 have been obtained by Vázquez and Zuazua [VZ] . In [GP] , García Azorero and Peral have extended the results of Baras and Goldstein to the p-Laplace operator.
A second application of Theorems 16 and 17 is the case when Ω ⊂ R N is of class C 2 , N ≥ 2, and a(x) = λδ(x) −2 .
Here λ ≥ 0 is a constant and δ(x) = dist(x, ∂Ω). For this problem, we obtain statements (a) and (b) above with λ * = 1/4. Here we use some Hardy type inequalities proved in [BM] and [D] .
Finally, recall that the results for the potential λ|x| −2 required N ≥ 3. In dimension N = 2, we prove that the potential a(x) = λ|x| −2 (1 − log |x|) −2 is "critical", in the sense that the dichotomy (a)-(b) occurs with λ * = 1/4 for all domains Ω with 0 ∈ Ω ⊂ B 1 (0) ⊂ R 2 .
