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Phase transitions from an active into an absorbing, inactive state are generically described by the
critical exponents of directed percolation (DP), with upper critical dimension dc = 4. In the frame-
work of single-species reaction-diffusion systems, this universality class is realized by the combined
processes A→ A+A, A+A→ A, and A→ ∅. We study a hierarchy of such DP processes for particle
species A,B, . . ., unidirectionally coupled via the reactions A→ B, . . . (with rates µAB , . . .). When
the DP critical points at all levels coincide, multicritical behavior emerges, with density exponents
βi which are markedly reduced at each hierarchy level i ≥ 2. This scenario can be understood on
the basis of the mean-field rate equations, which yield βi = 1/2
i−1 at the multicritical point. Using
field-theoretic renormalization group techniques in d = 4−ǫ dimensions, we identify a new crossover
exponent φ, and compute φ = 1 + O(ǫ2) in the multicritical regime (for small µAB) of the second
hierarchy level. In the active phase, we calculate the fluctuation correction to the density exponent
on the second hierarchy level, β2 = 1/2 − ǫ/8 + O(ǫ
2). Outside the multicritial region, we discuss
the crossover to ordinary DP behavior, with the density exponent β1 = 1 − ǫ/6 + O(ǫ
2). Monte
Carlo simulations are then employed to confirm the crossover scenario, and to determine the values
for the new scaling exponents in dimensions d ≤ 3, including the critical initial slip exponent. Our
theory is connected to specific classes of growth processes and to certain cellular automata, and the
above ideas are also applied to unidirectionally coupled pair annihilation processes. We also discuss
some technical as well as conceptual problems of the loop expansion, and suggest some possible
interpretations of these difficulties.
PACS numbers: 64.60.Ak, 05.40.+j, 82.20.-w.
I. INTRODUCTION
The notion of universality plays a central role in equi-
librium as well as in non-equilibrium statistical mechan-
ics. It was first used by experimental physicists in order
to describe the observation that certain thermodynamic
observables measured in different and apparently unre-
lated equilibrium systems near a continuous phase tran-
sition may exhibit the same type of singular behavior [1].
It was, in fact, then realized that the majority of equi-
librium critical phenomena belong to very few univer-
sality classes which are characterized by a certain set of
critical exponents. In order to explain universality, vari-
ous theoretical approaches have been constructed, for ex-
ample scale invariance [2], field-theoretic renormalization
group techniques [3], and the theory of conformal invari-
ance [4], which predicts a series of universality classes for
two-dimensional critical systems. Thus in equilibrium
statistical mechanics, especially in two dimensions, the
concept of universality seems to be well understood.
For systems far from equilibrium, however, the situa-
tion near dynamic continuous phase transitions is less
clear. Non-equilibrium processes are much harder to
solve or even to characterize exactly since the probabil-
ity distribution cannot be obtained from an energy func-
tional, but has to be derived directly from the equations
of motion. In addition, systems far from equilibrium are
in general not conformally invariant since there is no sym-
metry between spatial and temporal degrees of freedom.
Nevertheless it appears that universality, although prob-
ably in a weaker sense, may also play an important role
in non-equilibrium critical phenomena. As in the case of
equilibrium physics the picture that emerges is that only
a few distinct universality classes seem to exist. The
known examples include phase transitions in driven dif-
fusive systems [5], the power-law decay in annihilation-
coagulation processes [6–8], the “parity-conserving” dy-
namic transition for branching and annihilating random
walks with even offspring number [9], non-equilibrium
roughening transitions in growth models [10], specifically
in the KPZ equation [11], and the critical points of di-
rected percolation [12], as described by Reggeon field
theory [13], and of dynamic (isotropic) percolation [14].
As a unifying theoretical framework is not yet available,
we are still far from a systematic classification of non-
equilibrium critical phenomena. Therefore one impor-
tant direction of research is in fact to search for further
unknown universality classes.
Another direction, which is actually the objective of
the present paper, would be to investigate the known
universality classes in more complicated contexts. The
basic idea is to use several non-equilibrium systems of a
known universality class as building blocks of a superior
structure in which the systems are linked to each other in
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a specific manner. The question posed is whether these
systems can be combined in such a way that novel critical
behavior emerges. In other words, is it possible to couple
several non-equilibrium systems of a given universality
class in such a manner that the resulting critical behavior
is characterized by independent critical exponents?
Such a model with quadratically coupled directed per-
colation (DP) processes was recently investigated by
Janssen, who found that despite the apparent complex-
ity of this coupled multi-species system, the universality
class of the active / absorbing transition was that of DP
itself [15]. In the present article we show that novel crit-
ical behavior may, however, occur when several copies of
the same non-equilibrium process are linearly coupled in
one direction without feedback. More precisely, we con-
sider a linear hierarchy of unidirectionally coupled copies
A,B,C, . . . of the same non-equilibrium system:
A→ B → C → . . . (1.1)
The systems are coupled in such a way that the dynam-
ical processes at a certain level in the hierarchy depend
on the state at the preceding level but not vice versa. For
example, subsystem A, the lowest level in the hierarchy,
is not influenced by the dynamics of B and C and thus
it evolves independently as if the other hierarchy levels
did not exist. Subsystem B in turn is affected by A but
not by C, and hence this is the first level in the hierarchy
where novel critical behavior might occur. The hierar-
chy can be continued to infinitely many levels. However,
because of the unidirectional structure one can always
truncate the hierarchy at some level without affecting
the temporal evolution at lower levels. For example, we
may consider a two-level hierarchy A → B or a three-
level hierarchy A→ B → C; in both cases the dynamics
of the subsystems A and B would be exactly the same.
The most interesting behavior of the composite sys-
tem is expected when the subsystems A,B,C, . . . them-
selves are close to criticality. This usually happens when
the isolated subsystems would undergo a continuous non-
equilibrium phase transition. Let us assume that the
stochastic process under consideration is controlled by a
single parameter p with a phase transition taking place
at p = pc. A unidirectionally coupled hierarchy of
such processes is thus controlled by a sequence of in-
dependent control parameters p(A), p(B), p(C), . . ., which
means that the composite system is described by a high-
dimensional phase diagram. When all levels are critical
(i.e. p(A) = p(B) = p(C) = . . . = pc), a complex interplay
of long-range correlations is expected. We will refer to
this special point in the phase diagram as a multicriti-
cal point. In the vicinity of this point the properties of
the entire system depend crucially on the direction from
which it is approached, resulting in interesting multicrit-
ical behavior. In particular we will consider the special
case p(A) = p(B) = p(C) = . . . = p, where the entire
hierarchy is controlled by a single parameter.
The outlined concept of unidirectionally coupled non-
equilibrium processes is quite general and may be applied
to various dynamical systems. But, as we shall also see,
this mechanism does not necessarily lead to new univer-
sality classes in all cases, and we have already mentioned
the quadratically coupled DP processes [15] as one coun-
terexample. In the present work we will focus on non-
equilibrium processes which display a continuous phase
transition from a fluctuating into an absorbing state, i.e.
a configuration which once reached, cannot be escaped
from.
The canonical example for a transition into an absorb-
ing state is the critical point of directed percolation (DP).
In DP, sites of a lattice are either occupied by a particle
(active) or empty (inactive). The dynamic processes are
that a particle can self-destruct or produce an offspring
at a neighboring empty site. If the rate for offspring pro-
duction p is very low, the system always reaches a state
without particles which is the absorbing state of the sys-
tem. On the other hand, when p exceeds a certain crit-
ical value pc, another steady state with a finite particle
density exists on the infinite lattice. In between a contin-
uous phase transition takes place which is characterized
by long-range power-law correlations. Another example
considered in the present work is the annihilation process
A + A → 0 [7,8] in which the particle density decays as
t−d/2 in dimensions d < 2. Here the absorbing state (the
empty lattice) is approached without the tuning of any
parameter, i.e. the process is “critical” by itself.
To construct a unidirectionally coupled hierarchy of
such processes we implement additional dynamical rules
which allow each particle at a given level in the hierar-
chy to induce the creation of a new particle at the same
lattice site of the next level. This ensures that the com-
posite system still has an absorbing state, namely the
empty state without particles. More precisely, a whole
hierarchy of absorbing subspaces is generated. For ex-
ample, if subsystem A enters the inactive state, it will
never become active again and therefore the dynamical
processes are restricted to an absorbing subspace where
only B,C, . . . may fluctuate. This subspace in turn con-
tains another absorbing subspace in which B is inactive,
etc. As we will demonstrate, such a hierarchy of sys-
tems with absorbing states coupled by induced particle
creation is characterized by a subset of novel critical ex-
ponents. It should be emphasized that the emergence
of novel critical behavior is related to the fact that the
processes are coupled in only one direction. Even a very
small feedback (e.g. B → A,C → B) or cyclic closure
(e.g. A→ B → C → A) would destroy this new feature.
In this article we present a detailed analysis of unidi-
rectionally coupled DP [16]. For the case of equal con-
trol parameters it is observed that the asymptotic par-
ticle densities near the multicritical point are character-
ized by different critical exponents βA, βB, βC , . . .. Since
level A evolves independently, βA is just the usual den-
sity exponent of DP. At higher levels numerical estimates
show that the density exponents are considerably reduced
compared to their DP values. In Sec. II we discuss the
mean-field theory of coupled DP which already explains
why the density exponents at higher levels are reduced.
It also allows us to study crossover phenomena close to
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the multicritical point. Mean-field theory is expected to
hold above the DP critical spatial dimension dc = 4.
For d < dc the numerically observed values for the den-
sity exponents are much smaller, which means that the
mean-field results are strongly modified by fluctuation
effects. In order to understand these reduced values, we
recently derived the critical exponents to one-loop or-
der [16] by means of a field-theoretical renormalization
group analysis, based on the “Hamiltonian” representa-
tion of the classical master equation [8,17,18]. In Sec. III
we present these calculations in detail, including a dis-
cussion of the diagonalized and multicritical theories, re-
spectively, the active phase, logarithmic corrections at
dc = 4, crossover studies, and the critical behavior at
higher levels in the hierarchy. The field-theoretical re-
sults are supported by extensive numerical simulations in
Sec. IV, while in Sec. V various applications of coupled
DP are demonstrated. The examples of coupled annihi-
lation and other closely related topics are the subjects of
Sec. VI. Finally, a critical discussion of some technical as
well as conceptual problems arising in the field-theoretic
approach are the subject of our conclusions in Sec. VII.
II. COUPLED DP PROCESSES: MEAN-FIELD
APPROXIMATION
In the bulk of this paper, we shall study unidirection-
ally coupled directed-percolation processes. It is conve-
nient to represent these processes in the framework of
reaction-diffusion systems. The starting point of the hi-
erarchy of coupled systems is therefore the following re-
action scheme, which can be viewed as the prototype for
the active / absorbing state transitions in the directed-
percolation universality class [13]:
A→ A+A with rate σA , (2.1)
A→ ∅ with rate µA , (2.2)
A+A→ A with rate λA . (2.3)
We can immediately write down the corresponding rate
equations for the particle density nA(t); this description
neglects fluctuation and correlation effects, and therefore
corresponds to a mean-field approximation. The average
particle number is increased via the branching reaction
(2.1), and reduced via both the decay (2.2) and coagula-
tion (2.3). However, while the first two processes occur
spontaneously, with rates σA and µA, respectively, and
therefore the change in particle number is proportional
to the particle density itself, the coagulation reaction re-
quires that two particles A meet on the same lattice site
(in a discrete representation), and hence the total par-
ticle loss due to the process (2.3) is proportional to the
density squared. This yields the balance equation
∂nA(t)
∂t
= (σA − µA)nA(t)− λAnA(t)2 . (2.4)
As we are considering local reactions only, we may gen-
eralize this mean-field equation slightly by considering a
coarse-grained local particle density nA(x, t), and supple-
menting Eq. (2.4) with a diffusion term,
∂nA(x, t)
∂t
= D
(∇2 − rA)nA(x, t)− λAnA(x, t)2 . (2.5)
Here we have introduced the diffusion constant D, and
defined rA = (µA − σA)/D.
Obviously, the mean-field dynamic phase transition oc-
curs at the point rA = 0, where the balance of gain and
loss due to the processes linear in nA changes sign. For
rA > 0, the only stationary state of Eq. (2.5) is nA = 0,
and for t → ∞ the particle density will simply decay to
zero according to nA(t)→ e−DrAt, because once the par-
ticle density has become sufficiently small, the coagula-
tion contribution can be neglected. Furthermore, nA = 0
represents an absorbing phase, because once there are no
particles left in the system, none of the processes (2.1)–
(2.3) can happen any longer — hence all fluctuations
cease, and the system cannot escape from this state. For
rA < 0, on the other hand, there is another stationary
state with non-zero particle density
nA = D|rA|/λA , (2.6)
which can be viewed as the order parameter of the ac-
tive phase. In the active state, the asymptotic density
is approached exponentially again, with the characteris-
tic rate D|rA|. Precisely at the transition, only the term
proportional to n2A survives in Eq. (2.5), which there-
fore becomes identical to the mean-field rate equation
for diffusion-limited coagulation or annihilation [6]. The
solution to Eq. (2.4) then becomes
nA(t) ∼ 1/t , (2.7)
i.e., the density decays according to a power law at the
critical point.
Upon identifying rA = pc−p, where pc denotes the per-
colation threshold, we can translate the above mean-field
results to the notation of directed percolation. Eq. (2.5)
implies that the characteristic length scale ξ⊥ = |rA|−1/2
diverges in the vicinity of the transition,
ξ⊥ ∼ |rA|−ν⊥ , ν⊥ = 1/2 . (2.8)
At the critical point, the exponential decay rates vanish,
and the characteristic frequency becomes diffusive, ωc ∼
Dq2; hence
ωc ∼ qz , z = 2 . (2.9)
Equivalently, upon approaching the critical point, the
characteristic time scale diverges according to
ξ‖ ∼ |rA|−ν‖ , ν‖ ≡ zν⊥ = 1 . (2.10)
Also, at p = pc,
nA(t) ∼ t−α , α = 1 . (2.11)
Finally, in the active phase near the transition, the order
parameter grows as
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nA ∼ |rA|β , β = 1 . (2.12)
Notice that the exponents α and β are related, provided
the following scaling relation holds,
nA(rA, x, t) = |rA|βnˆA(x/ξ⊥, t/ξ‖) . (2.13)
For then at p = pc, nˆA(0, y) ∼ y−β/ν‖ in the limit y →∞,
in order for the |rA|-dependence to cancel, and thus
β ≡ ν‖α ≡ zν⊥α . (2.14)
The above relations therefore define three independent
critical exponents. Alternatively, the third independent
exponent may be swapped for η⊥, which characterizes
how the equal-time pair correlation function decays at
the critical point rA = 0, G(|x|) ∝ 1/|x|d+z−2+η⊥ .
While the scaling relation (2.14) remains valid also be-
low the upper critical dimension, which for DP turns out
to be dc = 4 (see Sec. III), the exponent values will be-
come modified for d < dc as a consequence of strong fluc-
tuation effects. Directly at the critical dimension, one
expects logarithmic corrections to the above mean-field
results.
The idea is now to combine several (say a number k)
of such DP processes, i.e., to consider the additional re-
actions
B → B +B with rate σB , (2.15)
B → ∅ with rate µB , (2.16)
B +B → B with rate λB , (2.17)
for particle species B,C, . . ., which are coupled unidirec-
tionally via the transformation reactions
A→ B with rate µAB , (2.18)
A→ C with rate µAC , (2.19)
B → C with rate µBC , (2.20)
etc., but without feedback, i.e., we do not allow processes
of the type B → A. This prescription therefore defines
a hierarchical structure of coupled DP processes. For
simplicity, we choose identical diffusion constants D on
each hierarchy level.
Without the coupling reactions (2.18), . . ., for each
species of particles there is a continuous DP transition
at ri = 0, i = A,B, . . .. But the situation changes in
an interesting way when the transformation processes are
switched on (except for species A, which is not influenced
by what happens on the higher hierarchy levels). Let us
first consider the simplest case of two particle species
(k = 2) — the generalization to further hierarchy levels
will then be straightforward. The mean-field rate equa-
tion (2.5) for species A remains unchanged, albeit with a
modified parameter
rA = (µA + µAB − σA)/D . (2.21)
Notice that for the first hierarchy level, the sole effect of
the transformation reactions is an increase of the total
decay rate µtotA = µA +
∑
i µAi.
The rate equation for species B, however, contains a
new gain term describing the feeding-in of particles via
the reaction (2.18), proportional to the density of A par-
ticles present. Thus one obtains
∂nB(x, t)
∂t
= D
(∇2 − rB)nB(x, t)
−λBnB(x, t)2 + µABnA(x, t) , (2.22)
where
rB = (µB − σB)/D . (2.23)
Notice that within the mean-field approximation, nA
plainly acts as an external source term. Once fluctua-
tions are important, however, i.e., for d < dc = 4, such a
simple picture breaks down, especially at the multicriti-
cal point to be discussed below, where the averages and
correlations of both nA(x, t) and nB(x, t) are governed by
power laws.
We may now again search for a stationary solution nB
of Eq. (2.22), as a function of the mean-field density nA.
The general solution of the ensuing quadratic equation is
nB =
[(
DrB
2λB
)2
+
µAB
λB
nA
]1/2
− DrB
2λB
. (2.24)
Thus, for rA > 0, where nA = 0, one finds nB =
D(|rB |−rB)/2λB, which is zero for rB > 0, and becomes
equal to nB = D|rB|/λB for rB < 0. When species A is
in the inactive phase, the A and B hierarchy levels are ef-
fectively decoupled, and we therefore expect an ordinary
DP active / absorbing transition for species B at rB = 0,
as in the case µAB = 0.
For rA < 0, on the other hand, we have to insert (2.6)
into Eq. (2.24). One may now distinguish two situations:
(i) For (DrB/2λB)
2 ≫ D|rA|µAB/λAλB, we can approx-
imate
nB ≈ D|rB |
2λB
[
1 +
D|rA|µAB
2λAλB
(
2λB
DrB
)2]
− DrB
2λB
,
(2.25)
and consequently for rB < 0, we find that nB > 0, and
the B species is in its active state — the DP transition
at the half line (rA < 0, rB = 0) present in the uncoupled
system has disappeared (see Fig. 1). Instead, for rB > 0
the terms proportional to rB cancel in Eq. (2.25), and
nB ≈ |rA|µAB/λArB , (2.26)
i.e., the density of species B vanishes as the critical point
rA = 0 of species A is approached, and with the mean-
field DP exponent β = 1. Effectively, the DP critical half
line (rA < 0, rB = 0) for species B has been rotated to
(rA = 0, rB > 0) in the coupled system. The location of
the DP critical lines for both species A and B is shown in
the phase diagram of Fig. 1, where the dotted parabola
4
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FIG. 1. Mean-field phase diagram for the two-level coupled
DP process. The arrows mark DP active/absorbing transi-
tions for the A and B particle species, respectively. The dot-
ted parabola denotes the boundary of the multicritical regime,
which includes |rA| = |rB | = |r| → 0.
represents the boundary curve separating the two differ-
ent regimes for rA < 0. Notice also that in this case
the “mass” terms (the contributions linear in nA, nB) in
Eq. (2.22) vanish, and one expects both spatial and tem-
poral power-law correlations, obviously characterized by
ν⊥ = 1/2 and z = 2. We shall later see that indeed the
new critical half line (rA = 0, rB > 0) for species B is
in the DP university class. Summarizing this regime, we
may say that the B particles are “slaved” by the behavior
of the A species.
(ii) The other regime, inside of the dotted parabola
in Fig. 1, is defined by the condition (DrB/2λB)
2 ≪
D|rA|µAB/λAλB, which includes the special case when
the critical points of both hierarchy levels are approached
uniformly, |rA| = |rB | = |r| → 0. Now we can neglect
the terms ∼ rB in Eq. (2.24), which yields
nB ≈
(
D|rA|µAB
λAλB
)1/2
=
(
µAB
λB
nA
)1/2
. (2.27)
This implies that the density exponents on each hierarchy
level i are different in this regime,
ni ≈ |rA|βi , (2.28)
where β1 = βA = 1, and β2 = βB = 1/2 in the mean-
field approximation. It is to be expected, however, that
the other independent scaling exponents ν⊥ and z remain
unaltered; but of course the density decay exponent at
the critical point αi will depend on the hierarchy level i,
according to Eq. (2.14),
ni(t) ∼ t−αi , αi ≡ βi/zν⊥ . (2.29)
Considering the two-species phase diagram (Fig. 1)
again, we see that three critical half lines converge at
the special point rA = rB = 0. The new critical be-
havior in this regime can therefore be interpreted as the
effect of a multicritical point [16]. When this special
point in the phase diagram is approached along a line
crossing the dotted parabola in Fig. 1, one expects a
crossover from ordinary DP to the new multicritical be-
havior described by the density exponents βi and αi. For
|rA| = |rB| = |r| → 0, the crossover features are all en-
coded in the generalized scaling function
nB(r, µAB, x, t) = |r|β1 nˆA(|r|−φµAB/D, x/ξ⊥, t/ξ‖) ,
(2.30)
where ξ⊥ ∼ |r|−ν⊥ and ξ‖ ∼ |r|−ν‖ as in DP. This defines
the crossover exponent φ, which constitutes a new scaling
exponent associated with the coupling µAB. Comparing
with Eq. (2.24), we identify
φ = 1 (2.31)
within the mean-field approximation. Furthermore, we
can use the above mean-field results, which, at the mul-
ticritical point, imply that nˆ(y, 0, 0) ∼ y1/2 for y → ∞.
Consequently we have
β2 = β1 − φ/2 , (2.32)
which relates the new density exponent β2 to the inde-
pendent crossover exponent φ. Of course, Eq. (2.32) is
satisfied by the mean-field values. In the fluctuation-
dominated regime d < dc = 4, however, there will in
general be O(ǫ = 4 − d) corrections to both the critical
exponents and the scaling functions, which will in turn
lead to a modification of the scaling relation (2.32).
One may now readily generalize to higher hierarchy
levels. For example, for k = 3, one finds the same rate
equations (2.5) and (2.22) for species A and B, respec-
tively, but where now rA = (µA + µAB + µAC − σA)/D,
and rB = (µB +µBC − σB)/D. The mean-field equation
for nC(x, t) reads
∂nC(x, t)
∂t
= D
(∇2 − rC)nC(x, t)
−λCnC(x, t)2 + µBCnB(x, t) + µACnA(x, t) , (2.33)
which has the general stationary solution
nC =
[(
DrC
2λC
)2
+
µBC
λC
nB +
µAC
λC
nA
]1/2
− DrC
2λC
.
(2.34)
A detailed analysis then reveals that, in analogy with
the two-level hierarchy, there are regions in phase space
where the C species evolves independently of the lower
hierarchy levels. On the other hand other regimes exist
where nC is slaved by either nA or nB. In addition, as
before, a new DP transition may arise for the C particles
under appropriate conditions, when rA → 0 or rB → 0.
Furthermore, the previous k = 2 multicritical regime oc-
curs when either rA > 0, and |rB | = |rC | → 0 simultane-
ously, or rB > 0, and |rA| = |rC | → 0.
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As all these features are already contained in our
above investigation of the two-level coupled DP pro-
cess, we restrict ourselves to the new behavior emerg-
ing for k = 3, when all three critical points coincide,
i.e., |rA| = |rB | = |rC | = |r| → 0. More generally,
in mean-field theory this multicritical regime (with alto-
gether seven critical quarter planes merging at r = 0) is
characterized by the conditions rA < 0, (DrB/2λB)
2 ≪
D|rA|µAB/λAλB (as for k = 2), and (DrC/2λC)2 ≪
µBC(D|rA|µAB/λAλB)1/2/λC + D|rA|µAC/λAλC . At
this special point in parameter space, nA and nB van-
ish as in Eqs. (2.6) and (2.27), respectively, while
nC ≈
(
D|r|µABµ2BC
λAλBλ2C
)1/4
=
(
µBC
λC
nB
)1/2
. (2.35)
Therefore β3 = βC = 1/4 in the mean-field approxima-
tion. Notice also that the indirect A→ C transformation
rate µAC does not enter this expression (2.35), which
only depends on the coupling rates µAB and µBC be-
tween adjacent hierarchy levels. As the latter are not at
all influenced by the presence of lower levels, this would
suggest that there exists only one crossover exponent φ
describing all the multicritical points generated by the
unidirectional coupling of the DP processes (with φ = 1
in mean-field theory).
For the density exponents, we conclude that within
the mean-field approximation on hierarchy level i, using
ν‖ ≡ zν⊥ = 1,
αi = βi = 1/2
i−1 . (2.36)
This result should describe the coupled DP multicritical
point quantitatively correctly for spatial dimensions d >
dc = 4. Furthermore, on the mean-field level the scaling
relation (2.32) generalizes to
βi = βi−1 − φ/2i−1 = β1 − φ(1− 1/2i−1) , (2.37)
compare Eq. (2.35). Here the observation that only the
direct transformation rates between neighboring hierar-
chy levels affect the leading contribution has entered cru-
cially. Again, the mean-field results (2.36) and (2.31)
satisfy Eq. (2.37) trivially. However, as noted above,
the scaling relation (2.37) will be modified below the
upper critical dimension dc = 4, as a consequence of
O(ǫ = 4 − d) corrections to the scaling function for the
equations of state, ni(r).
III. RENORMALIZATION GROUP
CALCULATIONS
A. Preliminaries
We now turn to a detailed presentation of our field-
theoretic calculations. As we have pointed out in the
previous sections, the effects of fluctuations invalidate a
simple mean-field approach for dimensions d < dc = 4.
For that reason we will employ field-theoretic renormal-
ization group methods, which allow both for a proper
derivation of scaling, as well as a systematic ǫ-expansion
calculation of critical exponents, below the upper critical
dimension dc = 4.
Our starting point for a systematic treatment of the
coupled-DP reaction scheme given by (2.1)-(2.3), (2.15)-
(2.18) is an appropriate master equation. On a micro-
scopic level this comprises an exact description of the
dynamics. From this equation it is then a straightfor-
ward process to derive an effective field theory: First
the master equation is mapped onto a second-quantized
bosonic operator representation, which is in turn mapped
onto a bosonic field theory. This procedure is now stan-
dard, and we refer to Ref. [8] for further details. In our
case, for the two-species coupled DP system we end up
with the following action
S =
∫
ddx
∫
dt
{
a¯
[
∂t +D(rA −∇2)
]
a− σAa¯2a+
+λA(a¯a
2 + a¯2a2)− µAB b¯a+ (3.1)
+b¯
[
∂t +D(rB −∇2)
]
b− σB b¯2b+ λB(b¯b2 + b¯2b2)
}
,
where we have omitted terms related to the initial state.
Aside from the taking of the continuum limit, the deriva-
tion of this action is exact, and in particular no assump-
tions regarding the precise form of the noise are required.
Note that if we neglect the terms in the action (3.1)
quadratic in the response fields a¯, b¯, then we recover
a description identical to the mean-field equations (2.5)
and (2.22), provided we associate the fields a(x, t), b(x, t)
with the coarse-grained local densities of the A, B parti-
cles. In general, however, below the upper critical dimen-
sion dc = 4, the terms quadratic in a¯, b¯ (corresponding
to noise in a Langevin description) cannot be neglected.
It is now convenient to rescale the fields accord-
ing to a¯ = (λA/σA)
1/2ψ¯0, a = (σA/λA)
1/2ψ0, b¯ =
(λB/σB)
1/2ϕ¯0, b = (σB/λB)
1/2ϕ0, and also define new
couplings u0 = 2(σAλA)
1/2, u′0 = 2(σBλB)
1/2, as well
as µ0 = µAB(σAλB/σBλA)
1/2 (henceforth, the subscript
“0” denotes unrenormalized quantities). If we introduce
a length scale κ−1 and correspondingly measure times
in units of κ−2 (i.e., [D0] = κ
0), we find that the new
fields have scaling dimension κd/2, while [rA] = [rB] =
[µ0] = κ
2, which are thus relevant perturbations in the
RG sense. On the other hand, [u0] = [u
′
0] = κ
2−d/2, and
the corresponding DP non-linearities become marginal in
dc = 4 dimensions, as expected [13]. It is important to
note, however, that [λA] = [λB ] = κ
2−d, and hence these
couplings are irrelevant as compared to u0 and u
′
0, and
may be omitted in the effective action. Finally, we set
u′0 = u0, such that the theory remains renormalizable
with equal diffusion constants [19], and consequently ar-
rive at
Seff=
∫
ddx
∫
dt
{
ψ¯0
[
∂t +D0(rA −∇2)
]
ψ0 −
−u0
2
(
ψ¯20ψ0 − ψ¯0ψ20
)− µ0ϕ¯0ψ0 + (3.2)
6
+ϕ¯0
[
∂t +D0(rB −∇2)
]
ϕ0 − u0
2
(
ϕ¯20ϕ0 − ϕ¯0ϕ20
)}
.
We remark that this action is equivalent to the following
set of coupled Langevin equations
∂tψ0 = D0(∇2 − rA)ψ0 − u0
2
ψ20 + ζ , (3.3)
∂tϕ0 = D0(∇2 − rB)ϕ0 − u0
2
ϕ20 + µ0ψ0 + η , (3.4)
which represent the obvious and expected generalizations
of the mean-field equations (2.5) and (2.22), with the
multiplicative Langevin noise terms
〈ζ(x, t)ζ(x′, t′)〉 = u0ψ0(x, t) δd(x− x′)δ(t− t′) , (3.5)
〈η(x, t)η(x′, t′)〉 = u0ϕ0(x, t) δd(x− x′)δ(t− t′) . (3.6)
Furthermore, for most of the analysis we will put
rA = rB = r0. There are several ways in which the
effective action (3.2) can be studied. We will begin by
performing our analysis in the inactive phase, and post-
pone other methods (including diagonalization and active
phase computations) until later on. Inspection of the
above action (3.2) reveals that, as expected, the terms
involving only the ψ and ψ¯ fields are exactly the same
as in the well-known field theory for directed percolation
(Reggeon field theory) [13], and their renormalization is
entirely unaffected by the presence of the ϕ and ϕ¯ fields.
Hence we will begin by briefly reviewing the analysis of
Reggeon field theory (RFT) in the inactive phase.
B. DP field theory: Inactive phase calculation
The renormalization of the RFT action is very well
known (see Ref. [20]). The renormalized parameters are
defined as follows:
ψ = Z
1/2
ψ ψ0 , ψ¯ = Z
1/2
ψ ψ¯0 τ = Zττ0κ
−2 ,
D = ZDD0 , u = Zuu0A
1/2
d κ
−ǫ/2 , (3.7)
with ǫ = 4 − d, Ad = Γ(3 − d/2)/2d−1πd/2, and τ0 =
r0 − r0c, where r0c is the fluctuation-induced shift of the
critical point. From the diagrams for the two- and three-
point vertex functions (see Fig. 2), we can determine the
one-loop renormalized Z factors. Using dimensional reg-
ularization and a minimal subtraction scheme, the results
are
Zψ = 1− u
2
0
8D20
Adκ
−ǫ
ǫ
, (3.8)
ZD = 1 +
u20
16D20
Adκ
−ǫ
ǫ
, (3.9)
Zτ = 1− 3u
2
0
16D20
Adκ
−ǫ
ǫ
, (3.10)
Zu = 1− 5u
2
0
16D20
Adκ
−ǫ
ǫ
, (3.11)
with r0c given by the recursive equation
ψ ψ ψ
Γψ ψ = +
+=Γ
Γ = +
ψ ψ ψ
FIG. 2. Diagrams for the two- and three-point vertex func-
tions to one-loop order for the pure DP field theory.
r0c = − u
2
0
4D20
∫
p
1
r0c + p2
, (3.12)
where we have used the abbreviation
∫
p
. . . =∫
. . . ddp/(2π)d. Defining the flow functions ζu =
κ∂κ ln(u/u0) etc., and with an effective coupling v =
u2/16D2, the RG β function has the form
βv = κ∂κv = 2v(ζu − ζD) = v(−ǫ + 12v) , (3.13)
giving a stable, non-trivial fixed point v∗ = ǫ/12+O(ǫ2).
The appropriate renormalization group equation for
the renormalized field 〈ψR〉, where the angular brackets
denote averaging with respect to the RFT action, is(
κ
∂
∂κ
+ ζττ
∂
∂τ
+ ζDD
∂
∂D
+ ζvv
∂
∂v
− 1
2
ζψ
)
×〈ψR(κ, τ,D, v, x, t)〉 = 0 . (3.14)
Defining the dimensionless field ψˆ as
〈ψR(κ, τ,D, v, x, t)〉 = κd/2ψˆ(τ, v, κx, κ2Dt) , (3.15)
the solution of (3.14), obtained by means of the method
of characteristics κ → κℓ, when the coupling v has run
to its fixed point value v∗ is
〈ψR(κ, τ,D, v, x, t)〉 = κd/2ℓ(d−ζ
∗
ψ)/2
×ψˆ(τℓζ∗τ , v∗, κxℓ, κ2Dtℓ2+ζ∗D) . (3.16)
By inserting the matching condition ℓ = |τ |−1/ζ∗τ , we
can now derive the scaling relation (2.13) quoted in the
previous section. At the fixed point, we obtain
〈ψR(κ, τ,D, v, x, t)〉 = |τ |β ψˆ
(
v∗,
κx
|τ |−ν⊥ ,
κ2Dt
|τ |−ν‖
)
,
(3.17)
where the exponents can be identified as combinations of
the ζ functions evaluated at the non-trivial fixed point:
7
η⊥ = −ζ∗D − ζ∗ψ = −
ǫ
12
+O(ǫ2) , (3.18)
ν⊥ =
1
−ζ∗τ
=
1
2
+
ǫ
16
+O(ǫ2) , (3.19)
ν‖ =
2 + ζ∗D
−ζ∗τ
= 1 +
ǫ
12
+O(ǫ2) , (3.20)
z =
ν‖
ν⊥
= 2 + ζ∗D = 2−
ǫ
12
+O(ǫ2) , (3.21)
β =
d− ζ∗ψ
−2ζ∗τ
=
ν⊥
2
(d+ z − 2 + η⊥)
= 1− ǫ
6
+O(ǫ2) . (3.22)
Directly at the upper critical dimension dc = 4 (ǫ = 0),
the power laws with these critical exponents are re-
placed with logarithmic corrections to the mean-field re-
sults η⊥ = 0, ν⊥ = 1/2, ν‖ = 1, z = 2, and β = 1
(see also Ref. [21]). The flow equation for v(ℓ) be-
comes ℓ dv(ℓ)/dℓ = βv(ℓ) = 12v(ℓ)
2, which is solved by
v(ℓ) = v[1 − 12v ln ℓ]−1, where v = v(ℓ = 1). Similarly,
ℓ dD(ℓ)/dℓ = ζD(ℓ)D(ℓ) = −vD(ℓ)[1 − 12v ln ℓ]−1 has
the solution D(ℓ) = D[1− 12v ln ℓ]1/12, and ℓ dτ(ℓ)/dℓ =
ζτ (ℓ)τ(ℓ) = (−2 + 3v[1 − 12v ln ℓ]−1)τ(ℓ) is solved by
τ(ℓ) = τℓ−2[1 − 12v ln ℓ]−1/4. We now integrate the flow
equations until |τ(ℓ)| = 1, or ℓ ∼ |τ |1/2(− ln |τ |)−1/8.
This yields immediately the divergence of both the cor-
relation length ξ⊥ and the characteristic time scale ξ‖
upon approaching the phase transition,
ξ⊥ ∼ ℓ−1 ≈ |τ |−1/2(− ln |τ |)1/8 , (3.23)
ξ‖ ∼ ℓ−2D(ℓ)−1 ≈ |τ |−1(− ln |τ |)1/6 . (3.24)
In order to obtain the corresponding logarithmic correc-
tion for the density exponent β, we employ the solution
(3.16) of the RG equation and the mean-field result (2.6),
and find
〈ψR(κ, τ,D, v)〉 ∼ κd/2ℓd/2C(ℓ)−1/2 |τ(ℓ)|
v(ℓ)1/2
, (3.25)
where C(ℓ) = exp(
∫ ℓ
1
ζψ(ℓ
′)dℓ′/ℓ′), or equivalently,
ℓdC(ℓ)/dℓ = ζψ(ℓ)C(ℓ) = 2vC(ℓ)[1−12v ln ℓ]−1, with the
solution C(ℓ) = [1−12v ln ℓ]−1/6. Combining everything,
and setting d = 4 in Eq. (3.25) finally yields
〈ψR〉 ∼ |τ |(− ln |τ |)1/3 . (3.26)
Notice that we had to take care and keep track of the
dangerous irrelevant variable v here.
C. Coupled DP field theory: Inactive phase
We now return to the renormalization of the coupled
DP field theory. Right from the outset we must take into
account one key feature of the full theory — namely that,
on physical grounds, one expects the generation of addi-
tional mixed cubic vertices. Physically, these novel ver-
tices correspond to the additionally generated processes
-u /2 -u /2
0 0 0
0
µ
 0
u /2
-s ’
u /2
~
s
s’/2
-s /2
0 0
 0 0
~
FIG. 3. The vertices of the full action Smc.
A→ A+B, A→ B +B, A+A→ B, and A +B → A,
with rates σAB , σ
′
AB, λAB , and λ
′
AB, say. These ver-
tices must be introduced from the very beginning, and
hence we have to replace the above action (3.2) with
Smc = Seff +∆S, where
∆S =
∫
ddx
∫
dt
[
−s0ϕ¯0ψ¯0ψ0 − s
′
0
2
ϕ¯20ψ0
+
s˜0
2
ϕ¯0ψ
2
0 + s˜
′
0ϕ¯0ϕ0ψ0
]
. (3.27)
Note that in the shifted theory used above, the new re-
action processes also modify the bare parameters rA,
µ0, and u0, and furthermore lead to the identification
s0 ∼ σAB ≥ 0, s′0 ∼ σ′AB ≥ 0, s˜0 ∼ −λAB ≤ 0, and
s˜′0 ∼ λ′AB ≥ 0. In the effective Langevin-type descrip-
tion, Eqs. (3.3)-(3.6) are then replaced by
∂tψ0 = D0(∇2 − rA)ψ0 − u0
2
ψ20 + ζ , (3.28)
∂tϕ0 = D0(∇2 − rB)ϕ0 − u0
2
ϕ20
− s˜0
2
ψ20 − s˜′0ψ0ϕ0 + µ0ψ0 + η , (3.29)
where the noise terms satisfy
ζ(x, t) = aξ1(x, t), (3.30)
η(x, t) = bξ2(x, t) + cξ1(x, t) . (3.31)
Here ξ1 and ξ2 are uncorrelated white noise variables of
variance one, and the coefficients a, b and c satisfy:
a2 = u0ψ0, (3.32)
b2 = u0ϕ0 +
(
s′0 −
s20
u0
)
ψ0, (3.33)
c2 =
s20
u0
ψ0. (3.34)
The complete vertices of the full action Smc are depicted
in Fig. 3. The propagators for the ψ and ϕ fields are de-
noted by solid and dashed lines, respectively. The next
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FIG. 4. “Mixed” two-point vertex function Γϕ¯ψ to
one-loop order for the coupled DP field theory.
task is to compute the renormalized couplings and RG
fixed points of the full theory. To begin with, we no-
tice that the DP couplings in the action (3.2) are renor-
malized in the same way as in RFT, i.e., the factors
Zψ = Zϕ, Zτ , ZD, and Zu are identical with those in
Eqs. (3.8)–(3.11). Hence we can conclude that the stable
fixed points for the dimensionless renormalized coupling
u = Zuu0A
1/2
d κ
−ǫ/2 reads as in DP:
v∗ = [(u/4D)∗]2 = ǫ/12 +O(ǫ2) . (3.35)
For this reason, the critical exponents η⊥, ν⊥ and z re-
main those of the DP universality class for the second
hierarchy level (i.e., for the B species), and in fact for
higher hierarchy levels as well.
However, the same will not be true for the exponents
βi (for i > 1). For example, the exponent β2 is affected
by the renormalization of µ0, and hence only the expo-
nent β1 will remain the same as in DP. In order to com-
pute the renormalization of µ0, we must consider the dia-
grams renormalizing the “mixed” two-point vertex func-
tion Γϕ¯ψ, as depicted in Fig. 4. At the normalization
point q = ω = 0, τ = 1, we find
ΓNPϕ¯ψ = −µ0
[
1− u0(s0 + s˜
′
0)
4D20
∫
p
1
(κ2 + p2)2
−u
2
0µ0
8D30
∫
p
1
(κ2 + p2)3
−2s0s˜
′
0 + u0(s
′
0 + s˜0)
4D0µ0
∫
p
1
κ2 + p2
]
. (3.36)
Notice that the integral in the last term of (3.36) diverges
in d = 2. In the same way as in the shift of the percolation
threshold in DP, see Eq. (3.12), we may take care of this
UV divergence by means of an additive renormalization,
and then multiplicatively renormalize the UV poles in
d = 4. Thus, defining the dimensionless renormalized
coupling
µ = Zµ(µ0 − µ0c)κ−2 , (3.37)
with the associated flow function ζµ = κ∂κ ln(µ/µ0), we
have
µ0c =
2s0s˜
′
0 + u0(s
′
0 + s˜0)
4D0
∫
p
1
κ2 + p2
, (3.38)
and
(ZψZϕ)
1/2Zµ = 1− u0(s0 + s˜
′
0)
4D20
∫
p
1
(κ2 + p2)2
−u
2
0µ0
8D30
∫
p
1
(κ2 + p2)3
. (3.39)
We will later see that the prefactor multiplying the shift
µ0c in Eq. (3.38), which involves the various mixed three-
point couplings, actually vanishes in an appropriate pa-
rameter subspace containing both emerging fixed lines,
see below. In principle, additional additive renormaliza-
tions would be required to render ∂q2Γ
NP
ϕ¯ψ and ∂ωΓ
NP
ϕ¯ψ
UV-finite [19]. These counterterms, to be added to the
action (3.2), would be of the form∫
ddx
∫
dt ϕ¯
(
A∂t −B∇2
)
ψ . (3.40)
However, as both A and B are again proportional to the
prefactor of the integral in Eq. (3.38), they all vanish
at the fixed lines to be discussed later. A subtle point
which can be raised concerning these counterterms is the
stability of the scaling behavior of the theory (in other
words the stability of the fixed lines to be derived later
on) against the introduction of a term like Eq. (3.40) into
the original action (3.2). After this paper was submitted
for publication, Janssen [22] has shown that indeed the
scaling behavior is unaffected by the introduction of such
terms, and thus µ0 is the only mixed coupling constant
that needs to be introduced.
Note also that the final diagram in Fig. 4 [see the sec-
ond lines of Eqs. (3.36) and (3.39)] is UV-finite in d = 4,
and so for the moment we shall neglect it in a minimal
subtraction scheme (this is, however, a somewhat sub-
tle point in the active phase, which will be discussed in
more detail in Sec. III F). Certainly, for µ ≪ 1, i.e., in
an additional expansion in the transmutation rate µ, this
diagram is suppressed as compared to the other contri-
butions. We then find
Zµ = 1 +
(
u20
8D20
− u0(s0 + s˜
′
0)
4D20
)
Adκ
−ǫ
ǫ
, (3.41)
and after defining g = s/D and g˜′ = s˜′/D, we have
ζµ = −2− 2v +
√
v(g + g˜′)
= −2− ǫ
6
+
1
2
√
ǫ
3
(g∗ + g˜′∗) , (3.42)
where in the second line we have inserted the DP fixed
point (3.35).
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FIG. 5. The “mixed” three-point vertex functions (a)
Γϕ¯ϕ¯ψ, and (b) Γϕ¯ψ¯ψ, to one-loop order.
An inspection of Eq. (3.36) now shows that, in order to
compute the renormalization of µ0, we must first consider
the renormalization of the various mixed three-point cou-
plings,
s = Zss0A
1/2
d κ
−ǫ/2 , s′ = Zs′s
′
0A
1/2
d κ
−ǫ/2 ,
s˜ = Zs˜s˜0A
1/2
d κ
−ǫ/2 , s˜′ = Zs˜′ s˜
′
0A
1/2
d κ
−ǫ/2 . (3.43)
Evaluating first the renormalization of s′, which can be
calculated from the diagrams shown in Fig. 5(a), we find
ΓNPϕ¯ϕ¯ψR =
−s′A−1/2d κǫ/2
Z
1/2
ψ ZϕZs′
[
1−
(
u0s0s˜0
s′0
+ u0s0 + u
2
0
+u0s˜
′
0 +
u0s0s˜
′
0
s′0
+
s20s˜
′
0
s′0
)
1
2D20
∫
p
1
(κ2 + p2)2
]
. (3.44)
Inserting the appropriate expressions for Zψ and Zϕ from
Eq. (3.8) and using
∫
p(κ
2+ p2)−2 = Adκ
−ǫ/ǫ, we end up
with
Zs′ = 1 +
[
− 5u
2
0
16D20
− u0s0
2D20
− u0s0s˜0
2s′0D
2
0
−u0s˜
′
0
2D20
− u0s0s˜
′
0
2s′0D
2
0
− s
2
0s˜
′
0
2s′0D
2
0
]
Adκ
−ǫ
ǫ
. (3.45)
Similarly, with the aid of the diagrams shown in Fig. 5(b)
and Fig. 6, we can compute the Z factors for the other
mixed three-point couplings,
Zs = 1 +
[
− u
2
0
16D20
− u0s0
4D20
− u
2
0s˜0
4s0D20
−u0s˜
′
0
2D20
]
Adκ
−ǫ
ǫ
, (3.46)
 (a)
Γφ ψ ψ = + +
++
++
Γφ ψ φ = + +
+++
 (b)
FIG. 6. The “mixed” three-point vertex functions (a)
Γϕ¯ψψ, and (b) Γϕ¯ψϕ to one-loop order.
Zs˜ = 1 +
[
− 5u
2
0
16D20
− u0s0
2D20
− u0s˜
′
0
2D20
−u0s˜
′
0s0
2s˜0D20
− u0s
′
0s˜
′
0
2s˜0D20
− s˜
′2
0 s0
2s˜0D20
]
Adκ
−ǫ
ǫ
, (3.47)
Zs˜′ = 1 +
[
− u
2
0
16D20
− u
2
0s
′
0
4s˜′0D
2
0
− u0s0
4D20
−u0s˜
′
0
4D20
]
Adκ
−ǫ
ǫ
. (3.48)
We note in passing that, in principle, a product of the
quartic vertices [which we previously discarded from the
action (3.1)] and µ0 might also enter the renormaliza-
tions of the three-point functions. However, we have
checked that these additional couplings all have negative
RG eigenvalues and are therefore irrelevant.
With the definitions g = s/D, g′ = s′/D, g˜ = s˜/D
and g˜′ = s˜′/D, it is now straightforward to compute the
RG β functions for these new variables. Since we have
βg = κ∂κg = g(ζs − ζD) etc., where ζs = κ∂κ ln(s/s0)
etc., we find to one-loop order
βg = − ǫ
3
(g − g˜) +
√
ǫ
3
g
(
1
2
g + g˜′
)
, (3.49)
βg′ =
√
ǫ
3
g(g′ + g˜) +
√
ǫ
3
g˜′(g + g′) +
1
2
g2g˜′ , (3.50)
βg˜ =
√
ǫ
3
g(g˜ + g˜′) +
√
ǫ
3
g˜′(g′ + g˜) +
1
2
g˜′2g , (3.51)
βg˜′ =
ǫ
3
(g′ − g˜′) +
√
ǫ
3
g˜′
(
g +
1
2
g˜′
)
, (3.52)
where we have already inserted the one-loop fixed point
value for v∗ = [(u/4D)∗]2. Notice the symmetry of the
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above RG β functions with respect to exchanging g ↔ g˜′
and g′ ↔ g˜. We now search for fixed-point solutions of
the above equations where β∗g = β
∗
g′ = β
∗
g˜ = β
∗
g˜′ = 0.
Using Eqs. (3.49) and (3.52) to eliminate g˜ and g′ from
the remaining two β functions, the above system of equa-
tions can be solved exactly. After some tedious algebra,
we find two fixed-line solutions, the first one being
g∗ = −g˜′∗, g˜∗ − g′∗ = 2g∗ ,
g∗2 = 2
√
ǫ
3
(g∗ + g′∗) . (3.53)
Computing the eigenvalues of the stability matrix
∂βγ
∂δ
, with {γ}, {δ} = {g, g′, g˜, g˜′} , (3.54)
yields the eigenvalues 0, 0, −ǫ/3, −ǫ/3. Hence, this first
fixed line, which includes the Gaussian fixed points for
the mixed three-point couplings, is unstable. The second
fixed line is given by
g′∗ = g˜∗, g∗ + g˜′∗ = 2
√
ǫ
3
,
g∗2 = 2
√
ǫ
3
(g∗ + g′∗) , (3.55)
with stability matrix eigenvalues 0, ǫ/3, ǫ/3, 4ǫ/3. Hence
this second fixed line is stable. Notice also that both of
the above fixed lines satisfy the condition√
ǫ
3
(g′∗ + g˜∗) = −g∗g˜′∗ , (3.56)
which ensures the cancellation of the strongly singular
(UV-divergent in d = 2) diagrams for the renormalization
of µ0 in Eq. (3.36).
We can now insert the values of g∗+g˜′∗ at the two fixed
lines (3.53) and (3.55), respectively, into Eq. (3.42), and
thus obtain
ζ∗µ =
{
−2 + ǫ/6 +O(ǫ2) (stable line) ,
−2− ǫ/6 +O(ǫ2) (unstable line) . (3.57)
We are now in a position to derive the scaling form (2.30)
for the B species density, postulated in the previous sec-
tion. We begin by writing down the renormalization
group equation for the renormalized field 〈ϕR〉, where
the angular brackets denote averaging with respect to
the full action Smc(
κ
∂
∂κ
+ ζτ τ
∂
∂τ
+ ζDD
∂
∂D
+ ζvv
∂
∂v
+
+ζgg
∂
∂g
+ ζg′g
′ ∂
∂g′
+ ζg˜ g˜
∂
∂g˜
+ ζg˜′ g˜
′ ∂
∂g˜′
(3.58)
+ζµµ
∂
∂µ
− 1
2
ζϕ
)
〈ϕR(κ, τ,D, v, {g}, µ, x, t)〉 = 0 ,
and where we have used the notation {g} = {g, g′, g˜, g˜′}.
Defining the dimensionless field ϕˆ as
〈ϕR(κ, τ,D, v, {g}, µ, x, t)〉 = κd/2
×ϕˆ(τ, v, {g}, µ/D, κx, κ2Dt) , (3.59)
the solution of Eq. (3.58) when the couplings v, {g} have
run to their fixed-point/line values is
〈ϕR(κ, τ,D, v, {g}, µ, x, t)〉 = κd/2ℓ(d−ζ∗ϕ)/2
×ϕˆ
(
τℓζ
∗
τ , v∗, {g∗}, (µ/D)ℓζ∗µ−ζ∗D ,
κxℓ, κ2Dtℓ2+ζ
∗
D
)
. (3.60)
Inserting the matching condition ℓ = |τ |−1/ζ∗τ , and drop-
ping the v, {g} couplings, we obtain
〈ϕR(κ, τ,D, µ, x, t)〉 ∝ |τ |−(d−ζ∗ϕ)/2ζ∗τ (3.61)
×ϕˆ
(
(µ/D)|τ |−(ζ∗µ−ζ∗D)/ζ∗τ , κx|τ |−1/ζ∗τ ,
κ2Dt|τ |−(2+ζ∗D)/ζ∗τ
)
.
Identifying β1 = β = −(d − ζ∗ϕ)/2ζ∗τ , ν⊥ = −1/ζ∗τ , ν‖ =
−(2+ζ∗D)/ζ∗τ and defining the crossover exponent as φ =
(ζ∗µ − ζ∗D)/ζ∗τ , we have
〈ϕR(κ, τ,D, µ, x, t)〉 ∝ |τ |β1 ϕˆ
(
µ/D
|τ |φ ,
κx
|τ |−ν⊥ ,
κ2Dt
|τ |−ν‖
)
,
(3.62)
in agreement with the scaling hypothesis (2.30) postu-
lated in the previous section. Using our earlier results
for the ζ∗ functions, we find
φ =
{
1 +O(ǫ2) (stable line) ,
1 + ǫ/6 +O(ǫ2) (unstable line) .
(3.63)
Notice the absence of O(ǫ) contributions to φ at the sta-
ble fixed line, which is due to remarkable cancellations.
This of course also implies that there are no logarithmic
corrections to the crossover exponent φ in dc = 4 dimen-
sions.
The final step in this calculation is now to compute
the exponent β2. Unfortunately, in order to do this, we
must first understand the behavior of the scaling function
(3.62) in the active phase. As we shall see, it contributes
non-trivial corrections to the exponent β2 at O(ǫ). Hence
it is not sufficient simply to match the scaling function
to that calculated in mean-field theory [23] — such a
procedure would miss these O(ǫ) corrections. However,
before dealing further with this active phase calculation
for the B species, we first discuss the simpler problem of
pure DP in the active phase, which also applies to the
first level (the A particles) of the coupled DP problem.
D. DP field theory: Active phase calculation
In this section, we will review the one-loop calculation
of the expectation value of the field in the active phase
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for the case of a single field, i.e., the case of (decoupled)
directed percolation. In this way we can obtain an ex-
pression for the critical exponent β1 = β [24].
We start with the action for a single field (see
Sec. III A)
SDP =
∫
ddx
∫
dt
{
ψ¯0
[
∂t +D0(r0 −∇2)
]
ψ0−
−u0
2
(
ψ¯20ψ0 − ψ¯0ψ20
)}
. (3.64)
In the active phase (r0 < 0) the expectation value of the
field ψ0 is non-zero, and we define a shifted field ψc0 by
ψ0 = v0 + ψc0 , (3.65)
to obtain the new action
S′DP =
∫
ddx
∫
dt
{
ψ¯0(∂tψc0 −D0∇2ψc0 +D0r0ψc0)+
+ψ¯0(D0r0v0 +
1
2
u0v
2
0)−
1
2
u0v0ψ¯
2
0 + u0v0ψ¯0ψc0+
+
1
2
u0(ψc0 − ψ¯0)ψ¯0ψc0
}
. (3.66)
We now fix v0 by equating the coefficient of ψ¯0 to zero.
Thus
v0 = −2D0r0
u0
=
2D0|r0|
u0
, (3.67)
where v0 is the classical (mean-field) value of the expec-
tation value of the field. Substituting these values into
Eq. (3.66), we obtain
S′DP =
∫
ddx
∫
dt
[
ψ¯0(∂tψc0 −D0∇2ψc0 +D0|r0|ψc0)+
+
1
2
u0(ψc0 − ψ¯0)ψ¯0ψc0 −D0|r0|ψ¯20
]
. (3.68)
In the following we will define τ0 ≡ −r0. From Eq. (3.65)
it follows that
〈ψ0〉 = v0 + 〈ψc0〉 . (3.69)
There is only one diagram contributing to the expecta-
tion value 〈ψc0〉 to one-loop order, and it is depicted in
Fig. 7. We thus find, using dimensional regularization,
〈ψ0〉 = 2D0τ0
u0
− 1
2
u0
D0
∫
p
1
p2 + τ0
=
2D0τ0
u0
− u0
D0
Γ(1− d/2)
(8π)d/2
(2τ0)
d/2−1 . (3.70)
Using the relations between the bare and renormalized
quantities given in Eqs. (3.7)–(3.11), the last expression
yields
〈ψR〉 = 2Dτ
u
A
1/2
d κ
d/2Z
1/2
ψ ZuZ
−1
τ Z
−1
D
×
(
1 +
u2
4ǫD2
τ ǫ/2
1− ǫ/2
)
. (3.71)



1/2 u0 v0
-u0/2
FIG. 7. One-loop diagram for 〈ψc0〉 in the pure DP active
phase calculation.
We see that all the poles in ǫ cancel out as they should.
At the fixed point (u/D)∗ = 2(ǫ/3)1/2, we finally find to
leading order in ǫ,
〈ψR〉 = 2
(
D
u
)∗
A
1/2
d κ
d/2(1 + ǫ/6) τ
(
1− ǫ
6
ln τ
)
.
(3.72)
Upon exponentiating the logarithm, assuming that this
can be done unambiguously, we see that
〈ψR〉 = nA ∼ τ1−ǫ/6 , (3.73)
which implies β1 = β = 1− ǫ/6+O(ǫ2), as already cited
in Eq. (3.22), where the scaling relation β = ν⊥(d + z −
2 + η⊥)/2 was employed.
E. Coupled DP field theory: Active phase
We now proceed to discuss the active phase calculation
for two coupled fields, as represented by the action Smc =
Seff + ∆S given in Eqs. (3.2) and (3.27). We will again
restrict our discussion to the case where rA = rB = r0.
Based on the mean-field analysis of Sec. II, we anticipate
that the expectation values of the fields are different from
zero when r0 < 0. Hence we define the shifted fields
ψ0 = vA0 + ψc0 , (3.74)
ψ¯0 = ψ¯c0 , (3.75)
ϕ0 = vB0 + ϕc0 , (3.76)
ϕ¯0 = ϕ¯c0 . (3.77)
The new action expressed in terms of the shifted fields
will now involve terms linear in ψ¯c0 and ϕ¯c0. Equating
the coefficients of these terms to zero fixes the constants
vA0 and vB0 to be the classical (mean-field) values. These
are determined by the equations
D0r0vA0 +
1
2
u0v
2
A0 = 0 , (3.78)
D0r0vB0 +
1
2
u0v
2
B0 − µ0vA0 +
1
2
s˜0v
2
A0 + s˜
′
0vA0vB0 = 0 .
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1/2 u0 vA0 1/2 u0 vB0 1/2 s0’ vA0
- s0 vA0
~
- s0’ vB0
~
s0 vA0
FIG. 8. New two-point vertices in the active phase coupled
DP calculation.
The solutions of these equations are
vA0 =
2D0|r0|
u0
, (3.79)
vB0 =
√
4µ0D0|r0|
u20
+O(|r0|) . (3.80)
The fields now have new masses given by
D0rA0 = D0r0 + u0vA0 = D0|r0| , (3.81)
D0rB0 = D0r0 + u0vB0 + s˜
′
0vA0 (3.82)
≃
√
4µ0D0|r0|+O(|r0|) . (3.83)
There are also various new two-point vertices as depicted
in Fig. 8, whose corresponding terms in the action are
given by∫
ddx
∫
dt
[
−1
2
u0vA0ψ¯
2
c0 −
1
2
(u0vB0 + s
′
0vA0)ϕ¯
2
c0−
−(µ0 − s˜0vA0 − s˜′0vB0)ϕ¯c0ψc0 − s0vA0ϕ¯c0ψ¯c0
]
. (3.84)
We can now proceed with the calculation of the expecta-
tion value of the second field ϕ0, by using Eq. (3.76) and
computing 〈ϕc0〉 to one-loop order. The full calculation is
unnecessarily complicated, and universality dictates that
we can calculate the critical behavior for any point on
the stable fixed line. However, we note that the unstable
and stable fixed lines do not necessarily have to give the
same critical behavior, and indeed in our case we will find
that they do not.
For the stable fixed line, we have actually performed
the calculation in two different ways. Both methods yield
identical results, and this provides us with an important
extra check on our methods. In the first approach we
have chosen a subspace of initial parameters
s0 = s˜
′
0, s
′
0 = s˜0 , (3.85)
with the stable fixed point (u/D)∗ = 2
√
ǫ/3, g∗ = g˜′∗ =
−2g′∗ = −2g˜∗ =√ǫ/3. In the second approach we have
chosen
s′0 = s˜0 = s˜
′
0 = 0 , (3.86)
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FIG. 9. One-loop diagrams for the computation of 〈ϕc0〉
in the coupled DP active phase calculation.
and with the stable fixed point (u/D)∗ = 2
√
ǫ/3, g∗ =
(s/D)∗ = 2
√
ǫ/3, g′∗ = g˜∗ = g˜′∗ = 0.
Note that both the parameter subspaces given by
Eqs. (3.85) and (3.86) are closed under renormalization
flows, as is evident from a close inspection of the RG β
functions given by Eqs. (3.49), (3.50), (3.51) and (3.52).
The first choice is the more natural one for investigating
the multicritical point, since when Eq. (3.85) is satisfied
the original action Smc = Seff +∆S is invariant under a
generalization of the usual DP ‘rapidity reversal’, namely
ψ0(x, t)←→ −ϕ¯0(x,−t) , (3.87)
ψ¯0(x, t)←→ −ϕ0(x,−t) , (3.88)
and under renormalization this symmetry is preserved.
However, the calculation using the condition (3.86) is
somewhat simpler. In both approaches the unstable
(non-trivial) fixed point is given by (u/D)∗ = 2
√
ǫ/3,
and g∗ = g′∗ = g˜∗ = g˜′∗ = 0.
The diagrams contributing to the expectation value of
〈ϕc0〉 to one-loop order are depicted in Fig. 9. We will
outline first the calculation using the second approach
described above. In that case diagrams (e) through (h)
vanish and one has to consider only the first four dia-
grams. We thus find to one-loop order, after implement-
ing Eq. (3.86),
〈ϕ0〉 = vB0 − u
2
0vB0
2D0rB0
I1(rB0)− u
2
0vA0µ0
2D20rA0rB0
I1(rA0)
−u
2
0vA0µ
2
0
2D0rB0
I2(rA0, rB0)− u0s0vA0µ0
D0rB0
I3(rB0; rA0, rB0)
+ · · · . (3.89)
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With the use of dimensional regularization, the various
integrals appearing in Eq. (3.89) are given by the follow-
ing expressions
I1(a) =
1
2D0
∫
p
1
p2 + a
= − Ad
D0ǫ(2− ǫ) a
1−ǫ/2, (3.90)
I2(a, b) =
1
4D30
∫
p
1
(p2 + a)(p2 + b)(p2 + a+b2 )
(3.91)
= − Ad
D30ǫ(2− ǫ)
1
(a− b)2
[
a1−ǫ/2 + b1−ǫ/2−
−2
(
a+ b
2
)1−ǫ/2]
,
I3(b; a, b) =
1
4D20
∫
p
1
(p2 + b)(p2 + a+b2 )
(3.92)
=
Ad
2D20ǫ(2− ǫ)
[
a+ b
a− b
(
a+ b
2
)−ǫ/2
+
+
2b
b− ab
−ǫ/2
]
.
We are interested in obtaining the ǫ expansions of the
above expressions in the regime where b ≫ a (since
rB0 ≫ rA0 as r0 → 0). In that case we find
I1(a) ≈ −Adκ
−ǫ
2D0ǫ
(
1 +
ǫ
2
)
a
(
1− ǫ
2
ln
a
κ2
)
+ · · · ,
I2(a, b) ≈ Adκ
−ǫ
4D30
ln 2
b
+ · · · , (3.93)
I3(b; a, b) ≈ Adκ
−ǫ
4D20ǫ
(
1 +
ǫ
2
− ǫ
2
ln 2
)(
1− ǫ
2
ln
b
κ2
)
+
+ · · · .
Let us postpone for the time being a full discussion of
the term containing I2, i.e. the contribution from dia-
gram (c) in Fig. 9. Notice that this term is ultraviolet
finite, i.e. it does not involve a pole in ǫ. However, after
using expression (3.93) it appears to contribute a (nega-
tive) constant to the expectation value of ϕ. This seems
problematic and a full discussion of this point will be
given in the next section.
We now define again
τ0 = −(r0 − r0c) , (3.94)
where to first order in standard perturbation theory we
have
r0c = − u
2
0
4D20
∫
p
1
p2
. (3.95)
This integral vanishes in dimensional regularization, and
hence in the following calculation we will ignore r0c,
as was done in the pure DP active phase computation.
When using the relations between the bare and renor-
malized quantities in Eqs. (3.7) and (3.37), we find to
leading order in an expansion in τ :
〈ϕR〉 ≈ 2
√
µDτ
u
A
1/2
d κ
d/2Z1/2ϕ ZuZ
−1/2
µ Z
−1/2
τ Z
−1/2
D
×
[
1 +
u2
4D2ǫ
(1 + ǫ/2)
(
1− ǫ
4
ln
4µτ
D
)
+
+
u2
8D2ǫ
(1 + ǫ/2)
(
1− ǫ
2
ln τ
)
− (3.96)
− us
8D2ǫ
(1 + ǫ/2− ǫ ln 2/2)
(
1− ǫ
4
ln
4µτ
D
)
+ · · ·
]
.
A check reveals that all the poles in ǫ cancel, as they
should. At the fixed point given by (u/D)∗ = (s/D)∗ =
2
√
ǫ/3, we find
〈ϕR〉 ≈ 2
(
D
u
)∗ (
1 +
ǫ
6
)√µτ
D
(3.97)
×
(
1− ǫ
12
ln(µτ/D)− ǫ
12
ln τ +
ǫ
24
ln(µτ/D) + . . .
)
.
Assuming that only one such scaling term becomes gen-
erated, we may now exponentiate the logarithms, and see
that
〈ϕR〉 ∼ τ1/2−ǫ/8(µ/D)1/2−ǫ/24
= τ1−ǫ/6
(
τ−1µ/D
)1/2−ǫ/24
, (3.98)
from which we infer
β2 =
1
2
− ǫ
8
+O(ǫ2) , (3.99)
φ = 1 +O(ǫ2) , (3.100)
where φ is the crossover exponent, a result consistent
with that derived previously in the inactive phase. We
also see that in the definition
〈ϕR〉 = τβ1 ϕ̂(τ−φµ/D), (3.101)
the scaling function behaves for large argument as
ϕ̂(x) ∼ x1/2−ǫ/24, (3.102)
a result that differs from the mean-field behavior at O(ǫ).
At the upper critical dimension dc = 4, a comparison
with Eq. (3.26) for the first hierarchy level suggests the
logarithmic correction
〈ϕR〉 ∼ τ1/2(− ln τ)1/4 . (3.103)
Let us also discuss briefly the calculation using the
approach given by Eq. (3.85) above. In that case we have
an additional four diagrams (e)-(h) to consider. However,
we will see that diagrams (f)-(h) contribute to higher-
order terms in an expansion in τ , beyond the leading
behavior described above. Diagram (e) gives an equal
contribution to diagram (d), but since the value of s at
the corresponding fixed point is half of what it was in the
previous calculation, the final result is exactly the same.
To verify these claims we observe that diagrams (e) to (h)
contribute the following additional terms to the r.h.s. of
Eq. (3.89),
14
−u0s0vA0µ0
2D0rB0
I3(rA0; rB0, rA0)− u0s
′
0vA0
2D0rB0
I1(rB0)−
− s
2
0vA0
D0rB0
I4(rA0, rB0)− u0s
′
0vA0
2D0rB0
I1(rA0) . (3.104)
The only new integral I4 is given by
I4(a, b) = I1((a+ b)/2) . (3.105)
It is now easy to verify that the last three terms give a
contribution of O(τ0) and higher which can be neglected
in comparison with the O(
√
τ0) terms which we have
kept. The I3 contribution in the first term is given by
I3(a; b, a) =
Ad
2D20ǫ(2− ǫ)
[
b+ a
b− a
(
a+ b
2
)−ǫ/2
+
2a
a− ba
−ǫ/2
]
.
≈ Ad
4D20ǫ
(
1 +
ǫ
2
+
ǫ
2
ln 2
)(
1− ǫ
2
ln b
)
+ · · · , (3.106)
and thus diagram (e) yields essentially the same contri-
bution as diagram (d). Since the value of (s/D)∗ is now
one-half of its value in the previous approach, our final
result follows.
Finally, let us discuss the behavior at the unstable,
non-trivial fixed point given by (u/D)∗ = 2
√
ǫ/3, and
g∗ = g′∗ = g˜∗ = g˜′∗ = 0. Returning to Eq. (3.96), with
the last term set equal to zero, we have
〈ϕR〉 ∝
√
µτ
D
(
1− ǫ
12
ln(µτ/D)− ǫ
12
ln τ + . . .
)
,
(3.107)
to leading order. Exponentiating the logarithms (again
with the assumption mentioned above) we find
〈ϕR〉 ∼ τ1/2−ǫ/6(µ/D)1/2−ǫ/12 (3.108)
= τ1−ǫ/6
(
τ−1−ǫ/6µ/D
)1/2−ǫ/12
, (3.109)
and thus in this case β2 = 1/2−ǫ/6+O(ǫ2), φ = 1+ǫ/6+
O(ǫ2) and the scaling function ϕˆ(x) ∼ x1/2−ǫ/12+O(ǫ2) for
large values of the argument.
F. Technical difficulties
We now return to diagram (c) of Fig. 9. Substitut-
ing the expression for I2(a, b) from Eq. (3.93) into the
corresponding expression in Eq. (3.89), we find that the
contribution of diagram (c) to the expectation value of
〈ϕ0〉 is:
− u
2
0Adκ
−ǫvA0
8D40r
2
B0
µ20 ln 2→ −κd/2A1/2d
( u
D
)∗ ln 2
16
µ
D
,
(3.110)
to leading order in ǫ and in an expansion in powers of√
τ . This is in contrast to our expectation (backed up by
our simulation results in Sec. IV) that 〈ϕ〉 should vanish
at the transition as τ → 0. Notice that this diagram
is ultraviolet-finite and hence there are no poles in ǫ.
On the other hand, the loop integral I2(a, b) is infrared-
divergent for any d ≤ 6, which leads to the behavior
I2(a, b) ∝ 1/b for d = 4 when a→ 0. One can argue that
for d > 4 the prefactor of this diagram will vanish due to
the fact that u flows to the Gaussian fixed point u∗ = 0.
But for d < 4 we seem to have a problem, the origin of
which is obviously the appearance of the strongly relevant
parameter µ as an effective coupling (two-point vertex)
in the perturbation expansion.
This difficulty is somewhat reminiscent of the random-
field problem, where infrared-divergent diagrams in per-
turbation theory lead to a shift in the upper critical di-
mension in a ϕ4 theory from 4 to 6 [25]. This is due
to the extra propagators in a given loop as compared
to the pure case. One might perhaps argue that be-
cause of the unidirectionality of the interaction between
the two fields ψ and ϕ, the ψ field acts as a spatially
and temporally correlated random field from the point of
view of the ϕ field, since there is no backwards feedback,
meaning that the ϕ field has no influence on the ψ field.
However, in contrast to the random field case, where the
random field is taken to be of constant variance as one
approaches the transition temperature, the expectation
value of the ψ field vanishes as one approaches the mul-
ticritical point, and this seems to soften the effect of the
infrared problem. Another marked difference is that ψ is
not a quenched random variable in the traditional sense,
since it is displaying strong temporal fluctuations in the
multicritical regime. Since the above infrared-divergent
integral becomes tamed at d = 6, one might think that,
similar to the random-field problem, one might control
its divergence by a dimensionality shift. However, we
have not been able to construct a sensible field theory
for this problem by choosing d = 6 as the upper critical
dimension. Actually other infrared-divergent diagrams
can be found at higher loop orders, which are even more
divergent than the diagram just mentioned, as in, e.g.,
Fig. 10(a). IR-divergent diagrams also appear in the ex-
pansion of other vertex functions, like the ϕϕ2 vertex
to one-loop order, where one can easily construct dia-
grams with one or two insertions of the ψ field into the
ϕ-triangular diagram, see Fig. 10(b),(c).
Another place were a similar diagram appears is in
the “mixed” vertex function Γϕψ, see the last diagram of
Fig. 4 and Eq. (3.36). If we evaluate this vertex function
at a general “temperature” τ , rather than at τ = 1 as
in Eq. (3.36), we find that its contribution in d = 4 di-
verges like 1/τ as τ → 0. From the active phase side, the
same diagram diverges like 1/
√
µτ . This prevents one
from defining the renormalized µ parameter at critical-
ity as the value of this function for τ = 0, at least not at
q = ω = 0. One can attempt to absorb this divergence by
a finite (non-ultraviolet divergent) renormalization addi-
tion to Zµ, which will then become temperature depen-
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FIG. 10. (a) An IR-divergent diagrams at higher loop
order, contributing to the expectation value of ϕ. (b)
IR-divergent diagram contributing to the three-point vertex
function with one insertion of ψ¯2. (c) IR-divergent diagram
contributing to the three-point vertex function with two in-
sertions of ψ¯2.
dent. Thus one would define Zµ such that the renor-
malized Γϕψ evaluated at q = ω = 0 would be finite as
τ → 0. If this is done in the active phase we have verified
that it cancels the contribution of the problematic con-
tribution to 〈ϕ0〉 against the corresponding term in Zµ.
However, this procedure appears somewhat artificial and
not entirely satisfactory since it requires a temperature-
dependent renormalization constant. Also, to establish
such a renormalization scheme, one would have to check
that this procedure works properly to higher loop orders
as well, where even more IR-divergent contributions are
present.
In the absence of a truly satisfactory resolution of the
infrared difficulty, one might argue that its effect is to
render the ǫ expansion derived in the previous sections in-
valid. Yet, this conclusion is too far reaching, since even
if a well-defined field theory that describes the asymp-
totic critical behavior of all hierarchy levels is problem-
atic (and may even not exist), our results are still likely
to be valid for a range of the parameter τ close to the
transition point, as will become clear from the following
reasoning.
We notice that the problematic IR-divergent diagrams
are proportional to higher powers of the inter-species cou-
pling µ. For example, the IR-problematic diagram men-
tioned at the beginning of this section gives an overall
contribution proportional to µ, whereas the other dia-
grams contributing to 〈ϕ〉 to one loop order (which were
mentioned at the end of the previous section) are pro-
portional to
√
µ or
√
µ lnµ. For small values of µ these
problematic diagrams are therefore suppressed. Now µ
is a relevant coupling in the RG sense and thus the ef-
fective (running) coupling increases as one goes deeper
into the critical region. But by starting with an ini-
tially small value of µ, one can increase the size of the
region in which µ remains small. In this intermediate re-
gion the IR-divergent diagrams can still be neglected and
the scaling results obtained in the previous sections are
valid. Thus, our theory predicts that for small µ, as τ
is decreased, one can observe a scaling regime where the
critical behavior is characterized by the universal expo-
nents calculated in the previous sections. In particular
the exponent β2 should be observable. Ultimately, as
τ becomes very small the field theory may break down.
However, we cannot exclude the emergence of another
non-trivial asymptotic scaling regime deep in the criti-
cal region. The ensuing scaling behavior might possibly
be extracted by isolating the structure of the leading IR
divergences to all orders and then by a resummation of
the ill-defined perturbative expansion in µ. However al-
though this possibility exists, it cannot be substantiated
at this point by more rigorous arguments. What is more
likely to happen is that a non-universal crossover behav-
ior ensues (non-universal as a consequence of the break-
down of the ǫ expansion and hence the RG construction),
which eventually terminates in asymptotically decoupled
DP behavior. In other words, the B species are no longer
slaved to the A particles, but rather behave indepen-
dently such that their density vanishes with a power β1.
This is supported by the simulation results, as will be dis-
cussed in a later section. Probably, at sufficiently large
times, the discrete and finite number of A particles al-
ready vanishes in the interior of comparatively large do-
mains. Consequently the B particles, which were actu-
ally generated previously through the reaction A → B,
interact and annihilate as if they were independent and
decoupled from the A species. Further discussions of this
issue in the light of the simulation results will follow at
the end of the paper.
G. Diagonalized theory
We now return to another of the approaches to the
coupled DP problem mentioned in Sec. III A, namely that
of diagonalizing the action (3.2) to remove the quadratic
cross-term linking the ψ0 and ϕ0 fields. If we apply the
transformations
Φ0 = ϕ0 +
µ0
D0(rA − rB)ψ0 ,
Ψ¯0 = ψ¯0 − µ0
D0(rA − rB) ϕ¯0 , (3.111)
then the action (3.2) is transformed to
Sdiag =
∫
ddx
∫
dt
{
Ψ¯0
[
∂t +D0(rA −∇2)
]
ψ0−
−u0
2
[
Ψ¯20ψ0 − Ψ¯0ψ20
]
+ (3.112)
+ϕ¯0
[
∂t +D0(rB −∇2)
]
Φ0 − u0
2
[
ϕ¯20Φ0 − ϕ¯0Φ20
]−
−S0ϕ¯0Ψ¯0ψ0 + S˜′0ϕ¯0Φ0ψ0 +
S˜0
2
ϕ¯0ψ
2
0 −
S′0
2
ϕ¯20ψ0
}
.
Here we have defined
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S0 =
u0µ0
D0(rA − rB) ,
S˜′0 = −
u0µ0
D0(rA − rB) ,
S˜0
2
=
µ0
2D0(rA − rB)
(
u0 +
u0µ0
D0(rA − rB)
)
, (3.113)
S′0
2
=
−µ0
2D0(rA − rB)
(
u0 − u0µ0
D0(rA − rB)
)
.
Notice that this new action (3.112) has precisely the form
of our original full action Smc, except that the quadratic
cross-term which linked the ψ0 and ϕ0 fields has been
eliminated. This renders the diagonalized model a spe-
cial case of the very general quadratically coupled DP
processes studied by Janssen [15]. In addition, we re-
mark that this diagonalizing transformation breaks down
when rA = rB, consistent with our earlier identification
of novel multicritical behavior for rA = rB = r → 0.
Since the action (3.112) is very similar to Smc, we
can quickly determine its ensuing scaling behavior. The
mixed three-point vertices have exactly the same fixed-
line structure as derived in Sec. III C. Thus the diagrams
which would have generated a quadratic cross-term under
renormalization (i.e., the d = 2 UV-divergent diagrams
in Fig. 4) cancel out at both of the fixed lines (at least to
one-loop order). Hence, to this order, the DP parts of the
action for the ψ and Φ fields are entirely unaffected by
the presence of the mixed three-point vertices, generated
by the transformation (3.111). In that case we expect
pure DP behavior on the transition lines away from the
multicritical point, as we had earlier anticipated, and as
shown on very general grounds in Ref. [15].
H. Crossover theory
Outside the multicritical regime, the mean-field ap-
proximation suggested that we should expect ordinary
DP critical behavior for the B species, if either τA > 0
and τB → 0, or τB > 0 and τA → 0, see Fig. 1. If one
starts near the multicritical point where both τA → 0
and τB → 0, then at first the multicritical density ex-
ponent β2 should be observed, eventually crossing over
to the ordinary DP exponent β1, and similarly for the
exponents αi, etc. In the first crossover region τA > 0
and τB → 0, indicated by the dashed arrow B in Fig. 1,
this scenario is rather obvious on the mean-field level,
valid for d > dc: Here, the density nA = 0, and there-
fore the coupling between the different hierarchy levels
vanishes. Our study of the diagonalized theory in the
preceding Sec. IIIG established the DP character of the
ensuing active/absorbing transition at τB = 0 even below
dc, when fluctuations become dominant.
The more interesting case is the situation for τB > 0
and τA → 0, where there exists a DP phase transition
for the A particles. For µAB > 0, we argued above that
the B species becomes “slaved” to the critical A species,
and is driven to a non-equilibrium phase transition itself
as the A control parameter τA → 0. In order to describe
the ensuing crossover scenario, we apply the generalized
minimal subtraction scheme of Ref. [26], where we retain
the parameter τB in the RG flow equations, and use τA =
1 as the normalization point. The Z factors then become
functions of the non-linear couplings and τB. In order to
simplify the calculation, we once again use the reduced
parameter space where g′ = g˜ = g˜′ = 0. However, now
we must distinguish between the non-linear DP coupling
v for the A species, and the one for the B particles, which
we denote with v′. The remaining important Wilson RG
functions then become
ζτA = −2 + 3v , (3.114)
ζτB = −2 +
3v′
(1 + τB)1+ǫ/2
, (3.115)
ζµ − ζD = −2− v +
√
v′g
(1 + τB)1+ǫ/2
, (3.116)
and the RG β functions for the couplings v, v′, and g
read
βv = v (−ǫ+ 12v) , (3.117)
βv′ = v
′
(
−ǫ+ 12v
′
(1 + τB)1+ǫ/2
)
, (3.118)
βg = g
(
− ǫ
2
+ 2v +
√
v′g
(1 + τB)1+ǫ/2
)
. (3.119)
Of course, the A species DP fixed point remains v∗ =
ǫ/12 with ζ∗τA = −2 + ǫ/4. However, the effective B
coupling v′(ℓ)/[1+τB(ℓ)]
1+ǫ/2 → 0 asymptotically as ℓ→
0 (since v′(ℓ) ∼ ℓ−ǫ) and hence τB(ℓ) ∼ ℓ−2 according
to Eqs. (3.118) and (3.115). Thus βg → −(ǫ/3)g, and
g(ℓ) → 0 as well. Consequently, ζ∗µ − ζ∗D = −2 − ǫ/12,
and we recover
φ = (ζ∗µ − ζ∗D)/ζ∗τA = 1 + ǫ/6 +O(ǫ2) , (3.120)
i.e., the result given in Eq. (3.63) at the unstable fixed
line. Notice that here the critical exponents for the B
species are given by ν⊥ = −1/ζ∗τA etc., and thus take on
the usual DP values (3.19) to (3.22).
In the active phase, we may confirm this by direct cal-
culation, as in Secs. III D and III E. From the diagrams in
Fig. 9, for finite τB , and in essentially the reduced param-
eter space, only graph (b) survives. After inserting the
pc shift, and multiplying by the appropriate renormal-
ization constants (in the generalized minimal subtraction
scheme), the equation of state in terms of the renormal-
ized quantities assumes the form
〈ϕR〉τB|τA|
[
1− 4v
ǫ
(
1 +
ǫ
2
− ǫ
2
ln |τA|
)]
∼
∼ 2√v µ
D
〈ψR〉2 . (3.121)
At the DP fixed point v∗ = ǫ/12, we exponentiate the
logarithm on the left-hand side to |τA|1−ǫ/6 = τβ1A , and
use 〈ψR〉 ∼ τβ1A , which leads us to
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〈ϕR〉 ∼ 2
√
v∗
µ
D
τβ1A
τB
, (3.122)
which obviously generalizes the mean-field result (2.26).
I. Higher hierarchy levels
We end this section on applications of the renormal-
ization group to coupled DP with some remarks on the
behavior of higher hierarchy levels i > 2. As pointed
out already in Sec. II, while generically the transitions
from the active to the absorbing inactive phase of particle
species i are of the DP universality class, with the critical
density exponent β1, one finds the two-level hierarchy ex-
ponent β2 whenever the first two critical points coincide,
rA = rB . However, further special multicritical behavior
appears at higher levels if additional rk become equal. In
mean-field theory, one has βi = 1/2
i−1 for r1 = . . . = ri.
In the two-level hierarchy (i = 2) multicritical regime,
one finds a strong downward renormalization of β1 and
β2 due to fluctuations, see Eqs. (3.22) and (3.99).
In order to see what happens at higher hierarchy lev-
els, let us briefly consider the three-species coupled DP
process in the vicinity of the multicritical regime, and
for small transmutation rates. Notice that in this situa-
tion fluctuations will not only generate the vertices cor-
responding to Eq. (3.27) on each adjacent level, but also
the indirect transmutation A→ C, as well as all possible
three-point vertices unidirectionally coupling the levels
(and in principle additional higher order non-linearities,
which however turn out to be irrelevant). In order to
simplify the analysis, we merely use the reduced parame-
ter space analogous to keeping only the new vertex s0 in
the two-level process. This leaves us with the following
effective action (with the fields φ¯0 and φ0 describing the
particle species C),
Seff=
∫
ddx
∫
dt
{
ψ¯0
[
∂t +D0(rA −∇2)
]
ψ0 −
−u0
2
(
ψ¯20ψ0 − ψ¯0ψ20
)
+ (3.123)
+ϕ¯0
[
∂t +D0(rB −∇2)
]
ϕ0 − u0
2
(
ϕ¯20ϕ0 − ϕ¯0ϕ20
)−
−µ0ϕ¯0ψ0 − s0ϕ¯0ψ¯0ψ0 +
+φ¯0
[
∂t +D0(rC −∇2)
]
φ0 − u0
2
(
φ¯20φ0 − φ¯0φ20
)−
−µ′0φ¯0ϕ0 − t0φ¯0ϕ¯0ϕ0 −
−µ¯0φ¯0ψ0 − t¯0φ¯0ψ¯0ψ0 − ρ0φ¯0ϕ¯0ψ0
}
.
Clearly, if we just consider the B/C reactions, then a
fully analogous calculation as in Sec. III C yields
ζµ′ − ζD = −2− v +
√
v h , (3.124)
where h = t/D. Hence with v∗ = ǫ/12, the crossover
exponent at the associated two-level multicritical point
is
φ′ = (ζ∗µ′ − ζ∗D)/ζ∗τ = 1 +O(ǫ2) , (3.125)
computed at the stable fixed point h∗ = 2
√
ǫ/3 (which
is the remnant of the stable fixed line in the reduced
parameter space). We may wonder now if the unidirec-
tional, sequential coupling of three hierarchy levels leads
to a further novel crossover exponent associated with the
transmutation A→ C. Thus, we compute the renormal-
ization of the vertex function Γφ¯ψ, which leads to
ζµ¯ − ζD = −2− v +
√
v (f + f¯) , (3.126)
where f = t¯/D and f¯ = ρµ′/Dµ¯. We now merely need
the renormalizations of both f and f¯ . In just the same
manner as in the two-level calculation, one finds from the
renormalization of Γφ¯ψ¯ψ,
βf = f(−ǫ/2 + 2v +
√
v f) = f(−ǫ/3 +
√
ǫ/12 f) ,
(3.127)
which obviously has the IR-stable fixed point f∗ =
2
√
ǫ/3. The only really novel renormalization concerns
the vertex function Γφ¯ϕ¯ψ, yielding
ζρ − ζD = −ǫ/2− 2v +
√
v (g + h+ f) . (3.128)
After using ζµ′ − ζµ¯ =
√
v(h− f − f¯), this leads to
βf¯ = f¯ [−ǫ/2− 2v +
√
v (g + 2h− f¯)] =
= f¯(ǫ/3−
√
ǫ/12 f¯) . (3.129)
Comparing with Eq. (3.127), we see that the non-trivial
fixed point f¯∗ = 2
√
ǫ/3 is unstable, whereas f¯∗ = 0 is
stable for d < 4. Consequently, the three-species vertex
Γφ¯ϕ¯ψ vanishes asymptotically, i.e., becomes irrelevant,
which implies
φ¯ = (ζ∗µ¯ − ζ∗D)/ζ∗τ = 1 +O(ǫ2) , (3.130)
identical with the one-loop values of the crossover expo-
nents φ and φ′. Coupling to an additional hierarchy level
therefore does not introduce a novel crossover exponent
in the multicritical regime, at least to O(ǫ). We suspect
that this is actually true to higher orders in ǫ = 4 − d
and for higher levels i > 3 as well.
On the other hand, below the critical dimension dc = 4
the density exponents βi are affected by the fluctua-
tion corrections to the scaling functions, and are not
simply determined by a scaling relation like Eq. (2.37)
[23]. In fact, were such a renormalization contribution
from the scaling function absent, we would arrive at
βi = 1/2
i−1−ǫ/6 to one-loop order, with the O(ǫ) correc-
tion independent of the level index i. This would predict
that near four dimensions, i.e., for any 0 < ǫ ≪ 1, βi
should become negative for sufficiently large i. The cor-
rect result (3.99) for the second hierarchy level, however,
shows that the O(ǫ) correction is actually smaller than
for the first level. Presumably, on each successive level
the O(ǫ) corrections are further reduced, such that all the
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FIG. 11. Schematical illustration of a coupled hierarchy of
three directed bond percolation processes in 1+1 dimensions.
Activity percolates along the direction of time through bonds
(simple arrows) which are open with probability p. The three
subsystems are coupled by instantaneous transfer of activity
(double arrows) to the corresponding site of the next subsys-
tem.
density exponents remain positive. A detailed computa-
tion of β3, which requires an explicit study of the active
phase, already becomes a rather tedious affair, and we
leave our discussion of higher hierarchy levels with this
speculation.
IV. NUMERICAL RESULTS
In order to support our field-theoretical results, we
study a unidirectionally coupled hierarchy of DP models
using Monte-Carlo simulations. There is a large variety
of DP lattice models that can be used for this purpose.
One of the simplest and most efficient realizations is di-
rected bond percolation on a tilted square lattice [27]. In
this model, neighboring sites are connected by directed
bonds which are open with probability p and closed oth-
erwise. Activity percolates through open bonds along a
given direction which is usually interpreted as the direc-
tion of time. Labelling different rows of sites by a discrete
time variable t, directed bond percolation may be equiv-
alently defined as a stochastic cellular automaton with
parallel update rules mapping the system’s configuration
at time t probabilistically onto a set of new configura-
tions at time t + 1. In one spatial dimension, directed
bond percolation is just a special case of the Domany–
Kinzel cellular automaton [28] which is known to be one
of the most efficient realizations of DP on a computer.
Another advantage of using directed bond percolation is
the availability of very precise estimates for the critical
percolation threshold pc(d) in d ≤ 2 spatial dimensions.
Currently the best estimates are pc(1) = 0.644 700 15(5)
[29] for d = 1 and pc(2) = 0.287 338(6) [30] for d = 2, re-
spectively. To our knowledge, the percolation threshold
for (3+1)-dimensional directed bond percolation has not
been estimated before. Using standard methods we find
the value pc(3) = 0.13235(20).
Coupled DP may be realized on a computer by si-
multaneously evolving several directed bond percolation
models which are coupled without feedback according to
the principles outlined in the Introduction (see Fig. 11).
For simplicity, we work in the limit of infinite coupling
strength µ =∞, i.e., active sites in one of the subsystems
instantaneously turn the corresponding sites of the next
subsystem into the active state. Alternatively, we could
also apply a finite coupling strength (probabilistic trans-
fer of activity to the next subsystem), or explicit parti-
cle transmutation A → B,B → C, . . .. Although these
variants are expected to have the same critical proper-
ties, their initial crossover times into the scaling regime
are typically longer. Therefore we restrict the numerical
analysis to the case of infinite coupling strength.
In principle it would be possible to simulate arbitrar-
ily many hierarchy levels. However, in order to reach
the scaling regime, the particle densities have to be low
enough. It turns out that already at the fourth level the
particle density is rather high, which makes it extremely
difficult to determine critical exponents. For this reason
our numerical simulations are restricted to three hierar-
chy levels.
A. Numerical estimation of the critical exponents
In order to estimate the critical exponents of coupled
DP, we employ two standard numerical methods for sys-
tems with phase transitions into absorbing states. On
the one hand, we use steady-state simulations in the ac-
tive phase in order to directly determine the exponents
βk. On the other hand, dynamical simulations [31] at
the multicritical point render a set of dynamic exponents
which in turn determine the exponents ν⊥,k and ν‖,k.
a. Steady state simulations in the active phase. On
the multicritical line the stationary particle densities nk
are expected to scale as nk ∼ (p − pc)βk . By measuring
nk in a sufficiently large system, it is therefore possible
to directly estimate the exponents βk. The accuracy of
the results depends on the accessible range of ∆p = p−
pc in the simulation. In d = 1 spatial dimension the
minimal value of p − pc is predominantly limited by the
equilibration time Tequ which has to be larger than the
temporal correlation length ξ‖,k ∼ (p− pc)−ν‖,k , whereas
in d ≥ 2 dimensions the main limitation is the system size
Nmax, which has to be larger than ξ
d
⊥,k ∼ (p− pc)−dν⊥,k
(see Table I). The measurements for d = 1 are shown in
Fig. 12a. From the slopes of the lines averaged over one
decade we estimate the exponents βi, whose values are
listed in Table I.
b. Dynamical simulations at the multicritical point.
The most precise estimates for the critical exponents of
systems with phase transitions into absorbing states are
usually obtained by dynamical simulations [31]. Starting
from an initial state with a single particle (active seed),
the system evolves at the critical point and generates
a spatio-temporal cluster of active sites whose size and
lifetime is finite. Survival probability, mass, and mean
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d = 1 d = 2 d = 3 d = 4− ǫ
∆pmin 0.0004 0.0008 0.0016
Nmax 4000 100
2 353
Tequ 10
5 104 103
β1 0.280(5) 0.57(2) 0.80(4) 1− ǫ/6 +O(ǫ
2)
β2 0.132(15) 0.32(3) 0.40(3) 1/2− ǫ/8 +O(ǫ
2)
β3 0.045(10) 0.15(3) 0.17(2) 1/4−O(ǫ)
βDP 0.2765 0.584 0.81
TABLE I. Steady-state simulation results.
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FIG. 12. Monte Carlo simulations of coupled DP in 1 + 1
dimensions. a): Steady-state simulations in the active phase.
b)-d): Dynamical simulations at criticality. Time is measured
in Monte Carlo steps.
d = 1 d = 2 d = 3 d = 4− ǫ
tmax 10
4 103 300
δ1 0.157(4) 0.46(2) 0.73(5) 1− ǫ/4 +O(ǫ
2)
δ2 0.075(10) 0.26(3) 0.35(5) 1/2 − ǫ/6 +O(ǫ
2)
δ3 0.03(1) 0.13(3) 0.15(3) 1/4 −O(ǫ)
η1 0.312(6) 0.20(2) 0.10(3) ǫ/12 +O(ǫ
2)
η2 0.39(2) 0.39(3) 0.43(5) 1/2 +O(ǫ
2)
η3 0.47(2) 0.56(4) 0.75(10) 3/4 −O(ǫ)
2/z1 1.26(1) 1.10(2) 1.03(2)
2/z2 1.25(3) 1.12(3) 1.04(2) 1 + ǫ/24 +O(ǫ
2)
2/z3 1.23(3) 1.10(3) 1.03(2)
TABLE II. Dynamical simulation results.
square spreading of the cluster vary algebraically with
certain dynamical exponents which in turn are related
to the exponents β, ν⊥, and ν‖. In order to apply this
technique to coupled DP, we prepare an initial state with
a single A particle at the origin and perform the simu-
lation at the multicritical point. The properties of the
resulting cluster are analyzed separately for each particle
species, i.e., we measure the survival probability Pk(t),
the number of k-particles (cluster mass) Nk(t), and the
mean-square spreading from the origin R2k(t) averaged
over all runs that survived at level k up to time t. At the
multicritical point, these quantities are expected to scale
as
Pk(t) ∼ tδk , Nk(t) ∼ tηk , R2k(t) ∼ t2/zk , (4.1)
where δk = βk/ν‖,k and zk = ν‖,k/ν⊥,k. Here, ηk is the
so-called critical initial slip exponent [32,21] which will
be discussed below (not to be confused with the static
correlation function Fisher exponent η).
The temporal variation of the quantities (4.1) mea-
sured in a three-level coupled directed bond percolation
model in 1 + 1 dimensions is shown in Fig. 12b-d. Simi-
lar simulations were performed in two and three spatial
dimensions. From the slopes of the lines averaged over
two decades we estimate the critical exponents δk, ηk
and zk, which are summarized in Table II. Notice that
z1, z2, and z3 assume the same values within the nu-
merical error. Inserting the previous estimates for βk,
we can compute the scaling exponents ν‖,k = βk/δk and
ν⊥,k = ν‖,k/zk separately for each level k in the hierar-
chy (see Table III). Within numerical error they coincide
with the DP exponents ν⊥, ν‖, and z, as predicted by the
field-theoretical RG calculation.
c. General problems. The extensive simulations re-
veal an unexpected deviation from ideal scaling at higher
levels. As can be seen in Fig. 12, the lines for k > 1 are in
fact not perfectly straight but slightly bent. In order to
illustrate these deviations, we determined the local slope
of the survival probabilities
δk(t) =
log10 Pk(2t)− log10 Pk(t)
log10 2
(4.2)
and similarly ηk(t) in a (1 + 1)-dimensional system. Af-
ter sufficiently long times, these quantities should become
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d = 1 d = 2 d = 3 d = 4− ǫ
ν⊥,1 1.12(4) 0.70(4) 0.57(4)
ν⊥,2 1.11(15) 0.69(15) 0.59(8) 1/2 + ǫ/16 +O(ǫ
2)
ν⊥,3 0.95(25) 0.65(15) 0.62(9)
ν⊥,DP 1.0968 0.734 0.57
ν‖,1 1.78(6) 1.24(6) 1.10(8)
ν‖,2 1.76(25) 1.23(17) 1.14(15) 1 + ǫ/12 +O(ǫ
2)
ν‖,3 1.50(40) 1.15(30) 1.21(15)
ν‖,DP 1.7338 1.295 1.09
TABLE III. Derived critical exponents.
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FIG. 13. Local slopes of the lines in Fig. 12b-c. The slow
drift of the slopes at higher levels indicates that the scaling
regime is not yet reached in the present simulations. (Time
is measured in Monte Carlo steps.)
constant and equal to the exponents δk and ηk, respec-
tively. As expected, the lowest level reaches the scaling
regime after a short time (see Fig. 13). At higher levels,
however, there is a considerable drift of the local slope
that extends over the entire temporal evolution. Simi-
lar drifts can be observed in all other quantities which
involve the density exponents β2, β3, . . .. The deviations
indicate that the scaling regime, especially at the third
level, has not yet been reached. By estimating the critical
exponents at higher levels, we therefore encounter con-
siderable systematical errors which may even exceed the
statistical error margins. A careful numerical analysis
shows that the drift in the local slopes is neither related
to finite-size effects nor to deviations from criticality. At
present the origin of these deviations from ideal scaling
is not yet entirely clear. It might perhaps be a signature
of the IR-divergent diagram (c) of Fig. 9 (see Sect. III F).
As mentioned above, these graphs are connected with the
appearance of additional powers of the relevant coupling
µ, and we suspect that this drift in the scaling exponents
signals that our first-order perturbation theory with re-
spect to the transmutation rate becomes ultimately in-
sufficient, and some appropriate resummation of the ex-
pansion in µ would in fact be required.
Furthermore, we remark that in a simulation based
of course on a finite number of particles, ultimately
one would expect a crossover to the decoupled situation,
namely when the A species, whose density decays faster
at the multicritical point, has already died out. It might
well be possible that in a fluctuation-dominated regime
this effect sets in much earlier, provided there emerge
large regions which have already become depleted of the
A particles. Thus, one explanation of the drifts visible in
Fig. 13 could be that this crossover region to the asymp-
totic decoupled regime has already been reached. The
universal exponents predicted by the field theory would
then apply only to an intermediate scaling regime. We
note that the field theory calculation, being based on a
continuum description of coarse-grained particle densi-
ties, cannot easily account for this finiteness of the par-
ticle number.
In the case of coupled annihilation processes (see Sec.
VI), where similar deviations occur, the intermediate
scaling regime can be clearly identified in numerical sim-
ulations. In particular it is observed that the size of the
scaling regime grows as the coupling strength decreases.
We have also performed simulations of coupled DP with
reduced coupling strength (probabilistic transfer of activ-
ity to the next level). Unfortunately, the initial crossover
into the intermediate scaling regime grows rapidly as the
coupling strength is reduced which makes it impossible
to identify the boundaries of the intermediate scaling
regime.
B. Critical initial slip
When a DP process starts from random initial condi-
tions at very low density, the particles are initially sepa-
rated by empty intervals of a certain typical size. During
the temporal evolution these particles generate individ-
ual clusters which are initially separated. Therefore the
average particle density first increases as n(t) ∼ tη — a
phenomenon which is referred to as the critical initial slip
of non-equilibrium systems [32]. Later, when the growing
clusters begin to interact with each other, the DP process
crosses over to the usual decay n(t) ∼ t−β/ν‖ . Dynamical
simulations starting from a single particle represent the
extreme case where the critical initial slip extends over
the entire temporal evolution.
In ordinary DP, the critical initial slip exponent η is
related to the other bulk exponents through the hyper-
scaling relation 2δ + η = d/z [31,21]. In the case of
coupled DP we would therefore naively expect that the
critical initial slip exponents ηk are related to the other
exponents by 2δk + ηk = d/z. However, the numerical
estimates in Tables II and III do not satisfy this scaling
relation at higher levels k > 1. Instead they seem to
fulfil the generalized hyperscaling relation introduced in
Ref. [33] in the context of systems with many absorbing
states,
δDP + δk + ηk = d/zk . (4.3)
Here δDP denotes the exponent β/ν‖ of ordinary directed
percolation. In fact, inserting the estimates of δk and zk
for d = 1, Eq. (4.3) predicts the values η1 = 0.314(4),
η2 = 0.398(10), and η3 = 0.443(20), which are in fair
agreement with the estimations in Table III.
In fact, the above scaling relation (4.3) may be derived
fairly simply, starting from an appropriate scaling form
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FIG. 14. Susceptibility of multicritical coupled DP to an
external field. The figure shows the stationary particle densi-
ties nk versus the rate h for spontaneous particle creation.
for the two point correlation function. If we initiate the
cluster starting from a single localized seed, then the den-
sity of B particles at a later time will have the following
form:
n2(x, t) ∼ |τ |2β1 fˆ1
(
µ/D
|τ |φ ,
x
|τ |−ν⊥ ,
Dt
|τ |−ν‖
)
. (4.4)
Note that, even though this is a scaling form for the den-
sity, it has the structure of a two point correlation func-
tion. Roughly speaking, the prefactors in Eq. (4.4) may
be interpreted as follows: one factor of |τ |β1 comes from
the probability that the cluster is still alive at time t,
whilst the second factor comes from the probability that
the point (x, t) is a member of that cluster. At criticality
we find, by integrating (4.4) over space
tη2 ∼ t(dν⊥−2β1)/ν‖ fˆ
(
µ/D
(Dt)−φ/ν‖
)
, (4.5)
where we have also used one of the definitions from
Eq. (4.1). Assuming that the scaling function fˆ in
the multicritical regime behaves in the same way as in
Sec. III E, we then end up with the scaling relation (4.3)
for the second hierarchy level. The extension to higher
levels works in an exactly similar manner.
C. Susceptibility to an external field
Coupled DP may be subjected to an external field
h > 0 by adding a term h
∫
ddx
∫
dt a¯ to the action (3.1).
In the particle interpretation, the field corresponds to
a spontaneous creation of A particles at rate h during
the temporal evolution. This means that all subsystems
approach a fluctuating steady state, irrespective of the
value of p. We are particularly interested in the re-
sponse of nk to the external field at the multicritical
point. For ordinary DP it is known that n1 ∼ hγ , where
γ = β/(dν⊥ + ν‖ − β) is the susceptibility exponent. For
coupled DP we can derive a similar relation, starting from
the scaling form for the (steady-state) density
n2 ∼ |τ |β1 gˆ1
(
µ/D
|τ |φ ,
|τ |
h1/∆
)
, (4.6)
where the DP exponent ∆ can be shown to equal ∆ =
dν⊥ + ν‖ − β1. In the limit |τ | → 0, we thus have
n2 ∼ hβ1/∆gˆ
(
µ/D
hφ/∆
)
. (4.7)
Hence, using the results of Sec. III E and generalizing to
the k-th level of the hierarchy, we have
nk ∼ hγk , γk = βk
dν⊥ + ν|| − β1
. (4.8)
In order to verify this scaling relation, we repeat the
steady-state simulation at the multicritical point in pres-
ence of spontaneous creation of A particles. The results
in 1+1 dimension are shown in Fig. 14. From the slopes
of the lines we estimate the susceptibility exponents
γ1 = 0.109(2) , γ2 = 0.045(4) , γ3 = 0.014(2) . (4.9)
On the other hand, the above scaling relation yields the
values γ1 = 0.107(2), γ2 = 0.051(6), and γ3 = 0.018(5),
which are in fair agreement with the simulation results.
D. Crossover phenomena near the multicritical point
Numerical simulations near the critical point repro-
duce the crossover scenario predicted by the mean-field
approximation. As an example, we consider the two
crossovers along the dashed arrows A and A/B in the
mean-field phase diagram of Fig. 1. To this end, we sim-
ulate a two-level system in one spatial dimension. The
percolation probability p1 of level A is always at the crit-
ical point, whereas level B is simulated slightly below
and above criticality (p2 = pc ± 0.05). The numerical
results are shown in Fig. 15. As expected, for p2 < pc
the density of B particles first decays like n2(t) ∼ t−β2/ν‖
and then crosses over to a dynamical state where the B
particles become “slaved” to the A particles, such that
n2(t) ∼ n1(t) ∼ t−β1/ν‖ . On the other hand, for p2 > pc
the B subsystem crosses over into a state with a constant
density where the B particles become independent of the
A particles. Thus the crossover effects are in qualita-
tive agreement with the mean-field and RG predictions
of Secs. II and III H.
V. APPLICATIONS
The most natural applications of coupled DP are to
growth processes in which the layers at different heights
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FIG. 15. Crossover effects near the multicritical point.
The figure shows the particle densities nk vs time in a
two-level system starting from a fully occupied lattice, nor-
malized at t = 10. Level A (k = 1) is always critical, while
level B (k = 2) is either evolving in the active, critical, or
inactive regime. Initially the decay of B particles is the same
in all cases. Later the system crosses over to a different be-
havior where the B particles become independent or slaved
to the A particles, respectively. (Time is measured in Monte
Carlo steps.)
represent different subsystems in the hierarchy. The dy-
namical rules for adsorption and desorption in these mod-
els have to be implemented in such a way that neighbor-
ing layers are effectively coupled in one direction with-
out feedback. The phase transition then emerges as a
roughening transition from a smooth phase to a rough
phase. The known examples include so-called polynu-
clear growth models (PNG) [34], a special class of solid-
on-solid (SOS) models [35], and certain models for fungal
growth [36]. Another interesting realization of coupled
DP is the spreading of activity next to the “light cone”
in stochastic cellular automaton models with parallel up-
date rules.
A. Roughening transitions in SOS models
Coupled DP was first identified in a particular SOS
model [35] which exhibits a roughening transition even
in one spatial dimension. The active phase of coupled
DP corresponds to a smooth phase where the interface is
pinned to a spontaneously selected layer. On the other
hand, the inactive phase of coupled DP corresponds to a
roughening interface which propagates at finite velocity.
The unrestricted version of the SOS model is defined
on a one-dimensional lattice of N sites, i = 1 . . .N , with
associated height variables hi, which may take values
0, 1 . . .∞. The dynamical rules are defined through the
following algorithm: At each update a site i is chosen at
random. Then an atom is adsorbed,
hi → hi + 1 with probability q , (5.1)
or desorbed from the edge of an island (plateau),
hi → min(hi, hi+1) with probability (1− q)/2 , (5.2)
hi → min(hi, hi−1) with probability (1− q)/2 . (5.3)
When the growth rate q is low, the desorption processes
(5.2) and (5.3) dominate. If all the heights are initially
set to the same value h0, this layer will remain the bot-
tom layer of the interface. Small islands will grow on
top of the bottom layer, but will quickly be eliminated
by desorption at the island edges. Thus, the interface is
effectively anchored to its bottom layer, and the growth
velocity, defined as the rate of increase of the minimum
height of the interface, is zero in the thermodynamic
limit. As q is increased, the size of islands created on
top of the lowest layer increases. Above qc, the critical
value of q, the islands merge and new layers are formed
at a finite rate, giving rise to a non-zero interface velocity
in the thermodynamic limit.
The key feature of this model is that atoms may des-
orb only at the edges of plateaus, i.e., at sites which have
at least one neighbor at a lower height. In experiments
this would correspond to a system where the binding en-
ergy in completed layers is much larger than at the edges
of plateaus. Furthermore, the dynamical processes at a
given layer are independent of the processes at higher
layers. In particular, the temporal evolution at the bot-
tom layer is decoupled from all other processes at higher
layers. In fact, one can show that the dynamics of the
bottom layer can be mapped onto a one-dimensional con-
tact process which is known to belong to the DP univer-
sality class [35]. Identifying blank sites at the bottom
layer as A particles, the adsorption process (5.1) may be
interpreted as the annihilation of A particles, while the
desorption process (5.2)–(5.3) corresponds to A particle
production. Similarly, the dynamical processes at the fol-
lowing layers may be associated with the particle species
B,C,D, . . ..
It is important to note that the state of a site in cou-
pled DP is characterized by presence or absence of var-
ious particle species, while sites of a growth model are
associated with a single quantity, namely the height hi.
To connect the two descriptions, we have to assume that
the coupling constant µ is infinite such that particles at
level k instantaneously create particles at level k + 1. In
this case the state of a site in coupled DP is fully char-
acterized by the index of the lowest active level in the
hierarchy, which then corresponds to the height of the
interface in the growth model. Therefore, the order pa-
rameters nA, nB, nC , . . . = n1, n2, n3 . . . are defined by
nk =
1
N
∑
i
h0+k−1∑
h=h0
δhi,h , (5.4)
that is, nk is the density of sites whose heights are less
than h0 + k, where h0 denotes the height of the bottom
layer. By definition, the densities obey the inequality
nk ≤ nk+1.
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The above growth model is invariant under global
shifts of the heights hi → hi+a. This symmetry is spon-
taneously broken in the (coupled DP) active phase where
the system selects a particular reference height as the bot-
tom layer. In the (coupled DP) inactive phase, however,
the interface becomes rough and propagates at finite ve-
locity, i.e., active DP processes subsequently enter the
absorbing state. The growth velocity v is inversely pro-
portional to the average survival time of the lowest-lying
DP process, hence v ∼ (q− qc)ν|| . Numerical simulations
confirm that the critical behavior of the first few layers
in the growth model is indeed the same as in coupled DP.
In particular, the exponents βk for the density of sites at
the first few layers are in agreement with the numerical
estimates in the present work.
Alternatively, one may study the same model with the
additional restriction |hi − hi±1| ≤ 1. In that case the
layers are no longer coupled without feedback. For exam-
ple, if a site with height hi = 1 has neighbors at heights
hi−1 = 0 and hi+1 = 2, the atom at site i cannot des-
orb from the surface. Using the language of coupled DP,
this means that the presence of C particles prevents the
A particles from producing offspring. Surprisingly, the
numerical estimates of the exponents βk indicate that
the critical behavior of the system is still that of coupled
DP. Thus it seems that certain realizations of “inhibit-
ing” feedback from higher levels to lower ones do not
destroy the universal properties of coupled DP. Rather,
the essential precondition for coupled DP seems to be
the existence of a hierarchy of absorbing subspaces, i.e.,
inactive levels must not be activated by higher levels.
B. Polynuclear growth models
In PNG models [34] a similar scenario arises, but in
this case the coupled DP behavior occurs at the highest
levels of the interface. As in the previous case, the PNG
models may be defined on a square lattice with associated
height variables hi. The key feature of these models is
the use of parallel updates which gives rise to a maximum
velocity of the interface. One of the most popular PNG
models is defined through the following dynamical rules.
In the first half time step atoms “nucleate” stochastically
at the surface by
hi
(
t+
1
2
)
=
{
hi(t) + 1 , with probability p
hi(t) , with probability 1− p .
(5.5)
In the second half time step the islands grow determin-
istically until they coalesce
hi(t+ 1) = max
j
[
hi
(
t+
1
2
)
, hj
(
t+
1
2
)]
, (5.6)
where j runs over the nearest neighbors of site i. Start-
ing from a flat interface hi(0) = 0, the sites at maximal
height hi(t) = t may be considered as active sites of a DP
process. Obviously Eq. (5.5) turns active into inactive
sites with probability 1 − p, while offspring production
is realized by the process (5.6). Therefore, if p is large
enough, the interface is smooth and propagates with ve-
locity 1. Below a critical threshold, however, the density
of active sites at the maximal height hi(t) = t vanishes,
and the growth velocity is smaller than 1. Identifying the
sites with hi = t as A particles, those with hi ≥ t−1 as B
particles etc., the dynamical processes resemble the rules
of coupled DP. The corresponding order parameters are
defined by
nk =
1
N
∑
i
k−1∑
h=0
δhi,t−h . (5.7)
Thus PNG models may be interpreted as a realization
of coupled DP in a co-moving frame. An exact mapping
relating PNG models and the previously discussed SOS
models (where coupled DP resides in a fixed frame next
to the bottom layer) was proposed in Ref. [35]. It should
be emphasized that the existence of a roughening transi-
tion in PNG models requires the use of parallel updates.
If random-sequential updates are used, the transition is
lost, and the interface is always rough since then there is
no maximum velocity.
C. Models for fungal growth
Recently, Lo´pez and Jensen [36] introduced a class of
models for the growth of colonial organisms, such as fungi
and bacteria. The models are motivated by recent ex-
periments [37] with the yeast Pichia membranaefaciens
on solidified agarose film. Depending on the concentra-
tion of polluting metabolites, different front morphologies
were observed. The aim of the models is to explain these
morphological transitions on a qualitative level.
The model for fungal growth is defined on a triangular
(1 + 1)-dimensional lattice whose sites are either occu-
pied or vacant. Growth of the colony occurs because of
the division of individual cells, i.e., only nearest neigh-
bors of occupied sites can become occupied. T he model
evolves by parallel updates. To mimic realistic cells, it
is assumed that cell division is less likely in young cells.
To this end, the simulation keeps track of the age aj(t)
of occupied sites. The probability Pi(t) for a vacant site
i to become occupied in the next time step depends on
the total age Ai(t) =
∑
〈i,j〉 aj(t) of the occupied near-
est neighbors of site i. Using the functional dependence
Pi(t) = tanh[θAi(t)], a roughening transition was ob-
served at θc = 0.183(3). Investigating clusters of sites
growing at maximal velocity, some of the critical proper-
ties at the transition could be related to DP [36]. It was
argued that this roughening transition could be the es-
sential mechanism behind the morphological transitions
observed in experiments.
Clearly the above fungal model and the PNG models
are very similar in character. They both work with par-
allel updates and exhibit a roughening transition which is
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FIG. 16. Coupled DP in a model for fungal growth. The
graph shows the density of the first three levels propagating
at maximal velocity as a function of θ − θc in the smooth
phase. Power-law fits are used to estimate the exponents βk
(see text). The inset shows a typical configuration of the
growing front near criticality.
related to DP. Here we will present numerical evidence to
show that the fungal growth model is actually a realiza-
tion of coupled DP, in spite of complicated details such
as the age-dependent rates for cell division and interface
overhangs. The order parameters nk may be defined as
nk =
1
N
∑
i
Ni(t) δyi,t−k+1 , (5.8)
where Ni(t) = 0, 1 denotes the occupation number of site
i, and yi is the height coordinate of the i-th site. We
have numerically measured the densities n1, n2, and n3
near criticality in the smooth phase (see Fig. 16). Our
estimates β1 = 0.28(2), β2 = 0.13(2), β3 = 0.04(2) are in
agreement with the numerical results of section IV.
As in the PNG models, the existence of a roughening
transition in the model for fungal growth requires the use
of parallel updates. For random sequential updates there
is no such transition and the interfaces are always rough.
However, random sequential updates seem to be a more
appropriate description of the experiments in Ref. [37],
since realistic cells do not divide synchronously. There-
fore it is still unclear to what extent the roughening tran-
sition of the model in Ref. [36] is related to morphological
transitions in realistic fungal growth.
D. Critical behavior near the light cone in spreading
processes with parallel dynamics
Let us finally consider a directed bond percolation pro-
cess on a tilted square lattice in d+ 1 dimensions, which
may be understood as a stochastic cellular automaton
evolving by parallel updates [28]. Starting from a single
t
A-plane
B-plane
C-plane
FIG. 17. Realization of a unidirectionally cou-
pled hierarchy of (1 + 1)-dimensional DP processes in a
(2 + 1)-dimensional directed bond percolation process with
parallel updates. The figure shows the “light cone” starting
from a single site. The subsystems A,B,C,. . . correspond to
tilted planes as indicated by the arrows.
active seed such a cellular automaton generates a clus-
ter of active sites. For maximal percolation probability
p = 1 this cluster is compact and has the shape of a pyra-
mid. This means that all sites within the light cone (the
surface of the pyramid) are activated.
Apart from the usual phase transition, DP models
with parallel updates in d ≥ 2 spatial dimensions ex-
hibit a second transition, where the clusters detach from
their light cone. In the case of (2 + 1)-dimensional di-
rected bond percolation this transition takes place at
p = ps ≃ 0.6447 > pc. As illustrated in Fig. 17, the
dynamical processes near the light cone constitute a uni-
directionally coupled hierarchy of DP processes in d − 1
spatial dimensions. The lowest hierarchy level A cor-
responds to the sites in the light cone. Clearly these
sites are decoupled from the interior of the pyramid. The
following hierarchy levels B,C,. . . correspond to parallel
planes as indicated in Fig. 17. Since activity can only per-
colate forward in time, these planes are coupled in only
one direction without feedback. The dynamical processes
within each subsystem are precisely those of a directed
bond percolation process on a tilted square lattice in d−1
spatial dimensions. Therefore, the numerical value of ps
in d spatial dimensions coincides with the usual transition
point pc in d−1 dimensions. This explains the numerical
value ps ≃ 0.6447.
VI. COUPLED ANNIHILATION REACTIONS
We finally return to the question of whether new dy-
namic universality classes can be constructed by the uni-
directional coupling of known non-equilibrium processes.
We have seen that in the case of linearly coupled directed
percolation, the ensuing hierarchical structure leads to
the emergence of multicritical behavior at a special point
in control parameter space, described by the novel den-
sity exponents βi and αi. Similarly, we expect identical
qualitative features for the closely related problem of lin-
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early coupled dynamic (isotropic) percolation processes
(albeit there one of the non-linear vertices is non-local in
time [14]). This is to be contrasted with the very general
quadratically coupled multi-color DP processes studied
recently by Janssen, where ordinary DP critical behavior
is found [15].
The simplest non-trivial case, however, would be to
consider a stochastic process which is generically scale-
invariant, i.e., where no tuning to a special critical point
is required. An example of such a system is provided
by the simple diffusion-limited two-particle annihilation
reaction [7,8]
A+A→ ∅ with rate λA . (6.1)
The corresponding mean-field rate equation for the par-
ticle density A reads
∂nA(x, t)
∂t
= D∇2nA(x, t)− 2λAnA(x, t)2 , (6.2)
which is solved at long times t → ∞ by nA(t) ∼ t−1.
Power counting shows that this result is expected to be
correct for dimensions d > dc = 2.
In low-dimensional systems, however, fluctuations and
the emerging particle-anticorrelations become important,
and the density decay exponent is reduced. In order to in-
clude these fluctuations consistently, one may derive the
following field theory from the classical master equation
[8],
S =
∫
ddx
∫
dt
[
aˆ(∂t −D∇2)a− λA(1− aˆ2)a2
]
, (6.3)
where we have omitted boundary terms stemming from
the initial configuration, as well as terms related to the
projection state (see Ref. [8]). When the action (6.3) is
expanded about the stationary solution aˆ = 1, the classi-
cal field equation for a(x, t) yields precisely the mean-field
rate equation (6.2). The entire field theory (6.3) can also
be recast in the form of a Langevin equation for the field
a(x, t), although this field is related to the true density
field nA(x, t) in a rather non-trivial way [17,8,38].
The structure of the field theory (6.3) is very simple,
as no diagrams can be constructed that would renormal-
ize the free diffusion propagator (−iω + Dq2)−1. Fur-
thermore, the entire perturbation series for the annihi-
lation vertices is readily summed via a geometric series,
or through solving the ensuing Bethe-Salpeter equation.
Hence the scaling behavior of the density is known ex-
actly. The final result is [8]
nA(t) ∼
 t
−d/2 for d < 2 ,
t−1 ln t for d = dc = 2 ,
t−1 for d > 2 .
(6.4)
Let us now consider a hierarchy of such annihilation
processes,
B +B → ∅ with rate λB , (6.5)
etc., unidirectionally coupled via the branching reaction
A→ A+B with rate σAB . (6.6)
The choice of this specific coupling can be motivated as
follows. If the A species were not to appear on the right-
hand-side of the reaction (6.6), then this would constitute
a spontaneous death process for the A particles, immedi-
ately leading to an exponential density decay. However,
on the lowest hierarchy level, we want to retain all the fea-
tures of the uncoupled reactions [especially the power-law
decay of Eq. (6.4)]. Also, we want to keep the coupling
reaction linear in the particle density nA, as in our earlier
analysis of coupled DP. Thus, the reaction (6.6) feeds ad-
ditional particles into level B, which in mean-field theory
is described by the rate equation
∂nB(x, t)
∂t
= D∇2nB(x, t) − 2λBnB(x, t)2
+σABnA(x, t) . (6.7)
Obviously for long times (and consequently for low den-
sities), the B particles are now slaved by the A species,
and their density “adiabatically” follows nA(t),
nB(t) ≈
(
σAB
2λB
nA(t)
)1/2
∼ t−1/2 . (6.8)
As is to be expected, the branching process (6.6) consid-
erably slows down the decay on level B. Within mean-
field theory, a straightforward generalization to higher
hierarchy levels leads to ni(t) ∼ t−αi , with αi = 1/2i−1
on level i.
In order to include fluctuation effects, we write down
the action corresponding to the coupled reactions (6.1),
(6.5), and (6.6), setting λA = λB = λ, and σAB = σ:
S=
∫
ddx
∫
dt
[
aˆ(∂t −D∇2)a− λ(1 − aˆ2)a2 + (6.9)
+bˆ(∂t −D∇2)b− λ(1 − bˆ2)b2 + σ(1− bˆ)aˆa
]
.
Notice that the A propagator has now acquired a formal
mass term σ, as opposed to the B particles, for which we
still the have the massless diffusion propagator (again,
we have assumed identical diffusion constants D for both
species). Of course, once the shifts aˆ = 1+a¯ and bˆ = 1+ b¯
are performed, this mass term disappears (as it should),
and on the classical level the mean-field rate equation
(6.7) is recovered. It is, however, convenient to work with
the unshifted field theory (6.9), as it again has the sim-
ple property that there are no (UV-divergent) Feynman
diagrams that could lead to a renormalization of either
of the propagators. This immediately implies that the
“mass” σ is not renormalized. Thus, as opposed to the
case of coupled DP, there is no new non-trivial scaling
field here. If we further assume that there is no non-
trivial contribution from the scaling function (i.e. unlike
the case of coupled DP), then we may thus just insert the
true density decay results (6.4) into the mean-field rela-
tion (6.8), in order to obtain the asymptotic decay for
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FIG. 18. Coupled annihilation: An IR-divergent diagram
contributing to the aaa¯b¯ vertex at one-loop order.
the B particles. The result is that the decay exponents
are halved on the second hierarchy level. The obvious
generalization to level i is therefore
ni(t) ∼

t−d/2
i
for d < 2 ,(
t−1 ln t
)1/2i−1
for d = dc = 2 ,
t−1/2
i−1
for d > 2 ,
(6.10)
which, with the above assumption, is an exact result at
sufficiently long times.
However, in a simulation with finite particle numbers,
again one would asymptotically expect a crossover to
the decoupled scaling regime, namely when there emerge
large regions depleted of the A species. Correspondingly,
perhaps, one should notice that the coupled annihilation
problem is plagued by IR-divergent diagrams which are
very similar in nature to the coupled DP case. For exam-
ple, to one-loop order, the newly generated aaa¯b¯ vertex
for the massless shifted fields includes a diagram with
two massless a and two massless b propagators, as de-
picted in Fig. 18. This loop integral is infrared-singular
whenever d ≤ 6. One possible interpretation of these
additional, apparently non-renormalizable IR singulari-
ties, could be that they reflect an eventual non-universal
crossover to the decoupled regime. Neither, though, can
we exclude the possibility that ultimately a very different
scaling regime ensues, which would have to be addressed
by means of an effective resummation of the expansion
with respect to the relevant coupling σ.
Numerical simulations of coupled annihilation pro-
cesses can be performed on the same lattice as in Fig. 11.
The stochastic rules have to be chosen in such a way
that a particle at site i jumps to one of the neighboring
sites with equal probability. When two particles meet
at the same place, they annihilate instantaneously. Sur-
prisingly, in the limit of infinite coupling (instantaneous
transfer of activity to the next subsystem) the resulting
curves in a log-log plot are not straight and do not repro-
duce the result of Eq. (6.10). A more detailed analysis
reveals that the magnitude of these deviations depends
strongly on the coupling strength between the subsys-
tems. To this end we replace the instantaneous transfer
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FIG. 19. The coupled annihilation process in 1 + 1 di-
mensions: the graphs show the densities ni(t)t
1/2i of the first
three levels as a function of time for different values of the
coupling strength q. The scaling regime is marked by the two
dashed lines (see text). Time is measured in Monte Carlo
steps.
of activity by a probabilistic rule, i.e., active particles
create particles in the next subsystem at the same loca-
tion with probability q. Clearly, q plays the role of the
parameter σ in the field theory. By varying q we ob-
serve that the prediction of Eq. (6.10) is only valid in
a limited scaling regime. As q decreases, the size of the
scaling regime grows, as illustrated in Fig. 19. On the
other hand, the initial crossover into the scaling regime
also grows with q. Similar simulations in 3+1 dimensions
for maximal q suggest that these deviations still persist
above the critical dimension although they are much less
pronounced in that case. This supports the conjecture
that the breakdown of the scaling regime is caused by
IR-singular diagrams related to additional powers of σ,
which would even invalidate the simple mean-field ap-
proach.
Concluding this section, we note that novel critical be-
havior does not necessarily arise in the unidirectional cou-
pling of stochastic processes. A counterexample is given
by the following variant of coupled annihilation, where
we replace the reaction (6.6) with
A+A→ B +B with rate λAB . (6.11)
The ensuing coupled diffusion-limited reaction processes
are a special case of the more general system where the
back reaction B+B → A+A is present as well. The full
system was studied by field-theoretic means in Ref. [38].
Through an analysis of the coupled Bethe-Salpeter equa-
tions for the four non-linear vertices, it was shown in [38]
that the A and B reactions asymptotically decouple, and
each particle species decays according to Eq. (6.4). The
physical reason for this is of course that two particles
are required to meet in order for the coupling reaction
(6.11) to take place. Thus, this reaction competes with
the annihilation process itself, and, in addition, as the
daughter B particles appear on the same sites, they have
a high probability to annihilate again immediately. This
is somewhat related to the robustness of the DP univer-
sality class for quadratically coupled DP processes [15].
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VII. SUMMARY AND DISCUSSION
The simulations presented in the last few sections show
good agreement with the predictions of the underlying
field theory for a certain range of the parameter τ for
coupled DP. Similarly, good agreement is also found for
a range of times t for coupled annihilation (or coupled
DP at criticality). Nevertheless, deep into the critical
region the simulations show a drift in the critical scal-
ing exponents of the second and higher hierarchy lev-
els, perhaps towards their decoupled values. It is not
clear, however, if this drift will go all the way towards
attaining the decoupled values of these exponents. Fur-
thermore, the drift is more pronounced in the coupled
annihilation model where, by decreasing the strength of
the inter-species coupling, one can extend the range of
the intermediate power-law behavior and delay the onset
of the drift.
From the field-theoretical point of view we believe
the drift might be due to the increasing effect of the IR-
problematic diagrams which were identified both for the
coupled DP problem as well as for the coupled annihi-
lation problem. These diagrams contain higher powers
of the relevant inter-species coupling and thus are sup-
pressed for small values of this coupling. On the other
hand, they become more dominant for larger values of the
transmutation rate, which, being a relevant operator, in-
creases as one goes deeper into the critical region. This
might perhaps render the asymptotic field theory, for
large inter-species coupling, non-renormalizable. Note
that the simulations for coupled annihilation show that
the drift in the value of the exponents for the second and
higher hierarchy levels persists even for d = 3 which is
above the upper critical dimension dc = 2 for the first
hierarchy level. This shows that even mean-field theory
may not be valid at d = 3, consistent with the fact that
there exist IR-singular diagrams diverging for any d ≤ 6.
Technically, a resummation of the power expansion with
respect to µ or σ would be desirable; unfortunately, a
more satisfactory approach to this problem is not yet
known.
We propose the following interpretation of this sce-
nario: eventually we expect a non-universal crossover
into decoupled behavior. This is because in a real sys-
tem, due to the discreteness of the number of particles,
which is always an integer, there are likely to be large re-
gions with no A particles at all, and there the B particles
will behave as if they are decoupled from the A species.
This is also true for higher hierarchy levels. Thus we
have an interesting case in which the field theory predicts
correctly the scaling in an intermediate universal critical
regime, but eventually breaks down deep in the asymp-
totic limit. There is of course the possibility that one
might construct a meaningful field theory for the asymp-
totic regime which will describe a crossover to a differ-
ent critical behavior, distinct from both the intermediate
regime and the decoupled behavior, but this seems a dif-
ficult task and perhaps even an unlikely scenario at this
time.
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