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A presente dissertação tem como o principal objetivo o desenvolvimento de uma metodo-
logia para otimização robusta de topologia considerando a incerteza em parâmetros de projeto. 
A otimização de topologia permite que seja adicionado ou removido material dentro de um 
domínio de projeto, o que significa que a ligação entre elementos e a distribuição do material são 
otimizadas ao mesmo tempo. Isto leva a que seja possível obter novas estruturas com alto de-
sempenho. 
No entanto, as estruturas obtidas via otimização determinística podem ser subótimas, visto 
que não consideram as variações nas condições de funcionamento ou fabrico, isto pode levar a 
incerteza em parâmetros como a geometria da estrutura ou as características do material.  
Para abordar este assunto, surge o conceito de otimização robusta, que procura minimizar 
os efeitos da variabilidade e obter soluções com alto grau de robustez. 
É então proposta uma formulação de um problema de otimização robusta considerando 
incerteza no módulo de elasticidade, e a sua resolução recorrendo às capacidades de otimização 
do MATLAB em conjunto com a utilização do programa PROAES. 
Selecionou-se um caso de estudo presente na bibliografia para testar a metodologia pro-
posta para resolução de problemas de otimização robusta de topologia de treliças. Os resultados 
obtidos indicam um bom funcionamento e validam o uso da metodologia proposta.  





The main objective of this dissertation is the development of a methodology for robust to-
pology optimization for truss structures with material uncertainty. 
Topology optimization allows material to be added or removed within a design domain, 
which means that the structural connectivity between elements and the material distribution are 
optimized at the same time. This leads to new high-performance structures being obtained. 
However, structures obtained through optimization in a deterministic setting can be subop-
timal, since they do not consider variations in the operating or manufacturing conditions, this can 
lead to uncertainty in parameters such as structure geometry or material properties. 
To address this issue, the robust optimization concept emerges, which seeks to minimize 
the effects of variability and to obtain solutions with a high degree of robustness. 
It is then proposed a formulation for a robust optimization problem considering the uncer-
tainty in the Young’s modulus, and its resolution using MATLAB and it’s optimtool toolbox in con-
junction with the use of the PROAES program. 
It is selected a case study from the literature to test the proposed methodology for solving 
robust topology optimization problems of truss structures. The results obtained are in agreement 
with those obtained in the literature and validate the use of the proposed methodology. 
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A Engenharia e todas as suas áreas de interesse e aplicação têm sido uma das grandes 
ferramentas do ser humano para que este continue a quebrar cada vez mais barreiras na evolu-
ção da tecnologia inerente a melhorar a qualidade de vida no mundo. 
Todos os produtos ou estruturas existentes passam por uma fase de projeto e conceção, 
em que há uma constante análise de acordo com o propósito que virão a ter e as funções a 
desempenhar. Para satisfazer estes requisitos e cumprir com os objetivos pré-definidos, ao 
mesmo tempo que se pretende fabricar produtos de elevada qualidade com o menor custo pos-
sível, é necessário recorrer a técnicas que permitam escolher os parâmetros que definem o me-
lhor projeto de acordo com os objetivos e restrições, este processo é conhecido como otimização. 
A otimização estrutural abrange um conjunto de metodologias e teorias que tem como 
finalidade a procura de uma solução ótima com a distribuição de material (ou elementos) de uma 
estrutura para o desempenho de uma determinada função. 
Os primeiros trabalhos analíticos sobre otimização estrutural foram da autoria de Maxwell 
[1] e Michell [2], mas apenas décadas mais tarde houve desenvolvimentos significativos em di-
versas áreas, que permitiram o avanço para a otimização estrutural moderna, tais como: o apa-
recimento do computador digital no início da década de 50, os métodos de programação mate-
mática e os métodos numéricos de análise de estruturas como o MEF – Método dos Elementos 
Finitos, uma descoberta que é muitas vezes atribuída a Courant [3], enquanto que Clough [4] foi 
quem o denominou. 
Todos estes desenvolvimentos nos anos 50 faziam prever um grande potencial para a 
otimização estrutural. Schmit [5] foi o autor do trabalho que é considerado como o verdadeiro 
início da otimização estrutural moderna, este teve uma grande importância e valor na época por 
dois motivos: a combinação dos métodos de análise de estruturas por elementos finitos (MEF) 
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com os métodos numéricos de otimização e ter demonstrado a viabilidade deste processo na 
resolução de problemas reais. 
Desde então e até os tempos de hoje, a otimização estrutural moderna tem sido marcada 
por diversos avanços e descobertas ao nível de teorias de otimização, dos métodos numéricos 
e também do hardware e software, que permitem resolver problemas com estruturas cada vez 
mais complexas, com um número elevado de parâmetros de projeto e de constrangimentos [6]. 
A otimização estrutural clássica tende a obter soluções que são excelentes se as condi-
ções iniciais se mantiverem constantes, dado que os parâmetros utilizados são determinísticos, 
sejam as cargas ou esforços, áreas ou módulos de elasticidade. O algoritmo utilizado vai fornecer 
uma solução ideal, mas que é muito sensível a variações nos parâmetros de projeto [7]. Na 
conceção de um material a ser utilizado na estrutura, se o valor do seu módulo de elasticidade 
se afastar do definido em projeto, ou se na montagem de dois elementos estes ficarem ligeira-
mente desalinhados, a estrutura otimizada poderá ter uma maior tendência para colapsar [8]. 
Todas estas incertezas têm um papel muito importante dado que a sua incorporação na 
fase de projeto permite uma aproximação maior à realidade do funcionamento da estrutura no 
seu ciclo de vida. A existência de incertezas é normalmente considerada utilizando coeficientes 
de segurança. Estes apesar de oferecerem uma boa margem de erro, são muito conservadores 
e originam um sobredimensionamento e não cumprem os requisitos das teorias de otimização, 
que procuram saber a resposta (sensibilidade) das soluções ótimas às pequenas variações dos 
parâmetros, a chamada Robustez da solução [9]. 
Para lidar com a incerteza dos parâmetros, existem de uma maneira geral, duas formula-
ções de problemas de otimização estrutural, otimização estrutural baseada na fiabilidade (Relia-
bility-Based Design Optimization – RBDO) e a otimização estrutural robusta (Robust Design Op-
timization – RDO) [10]. Existem algumas diferenças nos conceitos de cada uma destas formula-
ções, no caso da RBDO, esta procura sistemas estruturais seguros e otimizados, assumindo a 
variabilidade dos parâmetros relacionados com as propriedades dos materiais, geometria e va-
riação dos carregamentos. A RBDO está preocupada com a probabilidade de falha (quantificada 
com um índice de fiabilidade) e otimiza as medidas de desempenho de acordo com um cons-
trangimento desta probabilidade [11]. A RDO foca-se em procurar uma solução que minimize a 
sensibilidade da resposta em relação às pequenas variações ou incertezas, ou seja, que permita 
uma maior oscilação dos parâmetros do sistema ou estrutura quando sujeita às condições de 
funcionamento diário sem comprometer essa resposta [10]. Pode-se dizer que a RDO tem uma 
maior preocupação com propriedades (características) estatísticas de baixa ordem das incerte-
zas envolvidas (média e desvio padrão), enquanto que a RBDO tem em conta propriedades 
estatísticas de elevada ordem como os extremos das funções de densidade de uma probabili-
dade [11].  
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A otimização robusta tem a sua origem ligada ao nome de Taguchi [12] “o pai da otimiza-
ção robusta”, [7] pioneiro no desenvolvimento de metodologias que serviram de base para todos 
os trabalhos que têm surgido desde então sobre esta temática. 
Uma das áreas onde têm surgido muitos trabalhos é a otimização robusta de topologia, 
que apresenta um elevado interesse para esta dissertação, em especial a otimização de topolo-
gia de estruturas a partir de uma ground structure em que é considerada a incerteza nos parâ-
metros de projeto. Dentro da literatura existente, realçam-se os trabalhos de Guest e Igusa [8] e 
Asadpoure et al. [11], o primeiro tem servido de ponto de partida para diversas novas abordagens 
com RDO que vão ser detalhadas mais a frente. 
Assim propõe-se neste trabalho uma nova metodologia para a resolução de problemas de 
otimização robusta de topologia de treliças. Esta produz excelentes resultados tendo como com-
paração os de Asadpoure et al.[11], e que tem como vantagem utilizar a capacidade que o pro-
grama de elementos finitos PROAES disponibiliza para o cálculo de sensibilidades pelo método 
contínuo. 
1.1 Objetivos da dissertação 
Desenvolvimento de uma nova metodologia para otimização robusta de treliças conside-
rando a incerteza nos parâmetros de projeto, como o modulo de elasticidade, as coordenadas 
dos nós da treliça e a orientação e o valor das forças. Esta metodologia deve ser muito eficiente 
e para isso utiliza as derivadas calculadas pelo método contínuo pelo programa PROAES, fun-
cionando em conjunto com a ferramenta de otimização optimtool do MATLAB. 
1.2 Estrutura da dissertação 
A presente dissertação encontra-se dividida em seis capítulos, no primeiro capítulo será 
feita uma introdução sobre os objetivos, a motivação e a estrutura do estudo realizado. No capí-
tulo 2 será apresentado um estado da arte sobre o tema da otimização de topologia de treliças 
com incerteza nos parâmetros de projeto. No capítulo 3 será introduzido o programa PROAES e 
a sua utilização em otimização de topologia, com uma breve explicação do funcionamento do 
programa e apresentação de exemplos. O capítulo 4 vai expor o método proposto para o estudo 
de problemas de otimização de topologia com incerteza, e no capítulo 5 estarão os resultados 





2. Otimização robusta de topologia 
2.1 Otimização estrutural 
Os primeiros trabalhos analíticos na área da otimização estrutural foram da autoria de 
Maxwell (1890) [1] e Michell (1904) [2], mas a grande evolução da otimização estrutural moderna 
só se daria décadas mais tarde, por exemplo, durante a 2ª guerra mundial já havia a necessidade 
de projetar componentes para a industria aeronáutica que fossem otimizados de forma a minimi-
zar o seu peso. 
O método dos elementos finitos para análise de estruturas, desenvolvido nos anos 50, 
com o aparecimento do primeiro computador digital de alta velocidade de processamento, veio 
revolucionar a capacidade em analisar e projetar estruturas. Durante os primeiros anos de tra-
balho foi feito um grande investimento em pesquisas para que este método fosse credibilizado 
como uma ferramenta no mundo da engenharia. Nos anos 70, já era possível analisar modelos 
com uma dimensão e complexidade que outrora não seria possível com um método analítico. 
Schmit (1960) [5] propôs um novo método que lançou as bases para outros métodos mais atuais, 
em que combina a análise estrutural por elementos finitos com programação matemática não 
linear, e assim foi possível criar um método com autonomia capaz de analisar uma vasta gama 
de estruturas [13]. No início, as aplicações restringiam-se a estruturas de treliças, em que as 
variáveis de projeto eram as áreas de secção das barras. Com o passar do tempo já se incluíam 
as dimensões de área das vigas e a espessura das placas. Antes de se usar o computador como 
ferramenta de otimização a obtenção de soluções eficientes para o projeto de estruturas depen-
dia fundamentalmente da experiência do projetista, que frequente procedia a uma sequência de 
cálculos na tentativa de obter o conjunto de parâmetros mais adequado.  
A otimização estrutural teve uma evolução temporal quase paralela ao método dos ele-
mentos finitos (apesar de a programação linear já existir desde o final dos anos 40), mas com 
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um caminho um pouco diferente, visto que é uma ferramenta de projeto dependente da evolução 
dos métodos de análise e cálculo. 
Uma das razões que tem levado à procura contínua para melhorar e desenvolver meto-
dologias de otimização estrutural é a necessidade de suportar modelos de estudo com um ele-
vado número de variáveis, que podem chegar às centenas ou milhares. Ao mesmo tempo, uma 
simples análise estrutural, em que se verificam os constrangimentos e a função objetivo, significa 
um grande custo computacional, pois representa a resolução de milhares de equações algébri-
cas em cada iteração. Este processo é ilustrado na Figura 1. 
 
 




2.1.1 Formulação de um problema de otimização 
A formulação usada na resolução de um problema de otimização estrutural é a seguinte: 
 
Minimizar: 𝑓(𝑥) 
Sujeito a: 𝑔𝑗(𝑥) ≤ 0; 𝑗 = 1: 𝑚 
  ℎ𝑘(𝑥) = 0; 𝑘 = 1: 𝑝 
  𝑥𝑖
𝑙 ≤ 𝑥𝑖 ≤ 𝑥𝑖
𝑢  𝑖 = 1: 𝑛 
(1) 
 
Onde 𝑥 = (𝑥1, … , 𝑥𝑛) é o vetor das n variáveis de projeto, 𝑓(𝑥) é a função objectivo, 𝑔𝑗(𝑥) 
e  ℎ𝑘(𝑥) são os m constrangimentos de desigualdade e os p constrangimentos de igualdade, e 
𝑥𝑘
𝑙 e 𝑥𝑘
𝑢  são, respetivamente os limites inferior e superior que as variáveis de projeto 𝑥𝑖 podem 
tomar. 
A função objetivo e a função dos constrangimentos dependem apenas das variáveis de 
projeto, o número de constrangimentos de igualdade tem de ser inferior ou igual ao número de 
variáveis de projeto, ou seja 𝑚 ≤ 𝑝. 
Se: 
• 𝑚 < 𝑝, existe uma solução ótima para o problema; 
• 𝑚 = 𝑝, o valor ótimo é solução dos constrangimentos de igualdade; 
• 𝑚 > 𝑝, o sistema de equações é indeterminado. 
Não existe um limite no número de constrangimentos de desigualdade. Se a função obje-
tivo 𝑓 e as funções ℎ e 𝑔 forem lineares, é um problema de programação linear, se uma dessas 
funções for não linear é um problema de programação não linear. 
Um exemplo de uma função objetivo é o peso ou o custo de uma estrutura, que por norma 
há sempre o interesse em minimizar. Na Tabela 1 podemos ver exemplos de funções objetivo, 
variáveis de projeto e os constrangimentos mais utilizados. 
Tabela 1 - Exemplos de função objetivo, variáveis de projeto e constrangimentos utilizados em oti-
mização estrutural, adaptado de [6] 













A otimização estrutural pode ser dividia em três categorias principais, sendo estas: otimi-
zação dimensional, otimização de forma e a otimização de topologia. 
 
2.1.2 Otimização dimensional 
Nos anos 60, os primeiros problemas de otimização estrutural eram sobretudo proble-
mas em que se procurava redimensionar as dimensões de uma estrutura. Neste caso, as variá-
veis de projeto são, por exemplo as secções transversais das barras que compõe uma treliça, 
ao longo deste processo, a forma e a topologia da treliça permanecem inalteradas. A gama de 
valores que estas variáveis assumem podem ser discretos ou contínuos, no caso das treliças se 
houver a limitação de escolher a secção a partir de uma lista de perfis normalizados é um caso 
discreto, se não for necessário respeitar uma norma, o algoritmo pode escolher um valor continuo 
entre um limite inferior e um limite superior. O caso de uma análise com variáveis discretas é um 
problema de análise combinatória. A Figura 2 ilustra um caso de uma otimização de dimensões 
onde os diâmetros das secções transversais são as variáveis de projeto. 
 
Figura 2 - Exemplo de otimização dimensional, adaptado de [14] 
 
2.1.3 Otimização de forma 
Na década de 70 surgiu um novo tipo de otimização que veio complementar a otimização 
dimensional. Num processo de otimização de forma, a variável de projeto é a fronteira da estru-
tura, ou seja, as coordenadas dos nós que ligam os elementos, uma linha ou uma superfície. A 
topologia da estrutura e as características dos elementos, como a sua área de secção transver-
sal, são definidas de início e são constantes ao longo do processo de otimização de forma. Este 
tem como objetivo calcular o conjunto de valores das variáveis geométricas (forma ótima da 
fronteira) que minimizam a função objetivo do problema [6]. Na Figura 3 encontram-se dois exem-




Figura 3 - Processos de otimização de forma, adaptado de [6], [14] 
Este processo, tal como a otimização dimensional, apresenta algumas limitações. Estes 
podem ser utilizados em conjunto para obter melhores resultados do que quando são utilizados 
individualmente, apesar de existir sempre uma limitação devido ao facto da sua topologia estar 
pré-definida, mantendo-se constante durante todo o processo não sofrendo qualquer melhoria. 
 
2.1.4 Otimização de topologia 
A otimização de topologia tem como objetivo encontrar a solução ótima para a estrutura 
dentro de um domínio pré-definido de elementos ou material e pode ser dividida em duas cate-
gorias diferentes: a otimização de topologia a partir de um meio contínuo ou otimização a partir 
de um meio discreto. 
No caso do meio contínuo, este consiste em determinar se para cada ponto de um do-
mínio existe ou não material, sendo que é possível pré-definir regiões com ou sem material, como 
é possível observar na Figura 4. 
 
Figura 4 - Exemplo de otimização de topologia num meio contínuo com pré definição de 
material, adaptado de [14] 
A função objetivo da otimização num meio contínuo trabalha com variáveis boleanas (0 
ou 1), sendo que 1 significa a presença de material e 0 a sua ausência. Para a resolução deste 
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tipo de problemas existem diversos métodos que podem ser aplicados, como o Hard-kill Optimi-
zation (também conhecido por Fully Stressed Design Technique). Este método consiste em con-
siderar que o domínio Ω da estrutura é um meio contínuo discretizado por uma malha de ele-
mentos finitos (EF). Em seguida é calculado o campo de tensões nesse domínio com uma análise 
de EF, após ser estabelecida uma função que relacione estes resultados e o módulo de elastici-
dade do material, essa função vai determinar se um elemento finito da malha vai ter ou não 
material na próxima análise. Assim se procede até ser satisfeito o critério de paragem. Um exem-
plo deste tipo de otimização está representado na Figura 5. 
 
Figura 5 - Exemplo de otimização de topologia num meio contínuo, adaptado de [9] 
A otimização de topologia em meio discreto é geralmente aplicada na otimização de es-
truturas reticuladas e tem como base o método conhecido por Ground Structure Method (GSM), 
este método está representado na Figura 6(a). Esta abordagem tem como ponto de partida uma 
topologia inicial com n nós (N graus de liberdade) e m ligações ou elementos entre si. Procura 
encontrar os nós e elementos que constituem a subestrutura ótima dentro da Ground Structure 
inicial. Neste caso, as variáveis de projeto são as áreas das secções transversais dos elementos, 
se o valor for inferior a um valor mínimo pré-definido, esse elemento não vai fazer parte da topo-
logia final. Na Figura 6(b) pode-se observar um exemplo de uma aplicação para este método, 
partindo de uma topologia inicial com 13 barras, a solução para o problema foi uma treliça com 
apenas 6 barras. 
 
Figura 6 - a) Exemplo de uma Ground Structure, b) Exemplo de uma otimização de topo-
logia, adaptado de [6], [14] 
É possível também recorrer a uma combinação dos três tipos de otimização descritos an-
teriormente, com variáveis de topologia (nós e elementos), variáveis de forma (posição dos nós) 
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e variáveis dimensionais (área da secção transversal). Esta combinação permite obter uma so-
lução para o projeto de uma estrutura muito mais eficiente que aquela que seria obtida com 
apenas um dos tipos de otimização referidos. 
 
2.2 Otimização considerando incerteza  
Num cenário perfeito os valores encontrados no fim de todos os cálculos necessários 
durante a idealização e conceção da estrutura seriam suficientes. Na vida real, é preciso ter em 
conta diversos fatores de incerteza que podem ter um impacto significativo no ciclo de vida das 
estruturas, tal como as propriedades dos materiais, as tolerâncias de fabrico e os esforços ou 
carregamentos a que estão sujeitas. O uso de um coeficiente de segurança é um método utili-
zado em engenharia de projeto para que essa incerteza seja tomada em conta. Este é quase um 
utensílio primitivo que origina um sobredimensionamento exagerado, em que os custos inerentes 
são muito superiores aos que seriam efetivamente necessários caso essa incerteza pudesse ser 
quantificada de outra maneira na fase de projeto. 
Por isso, a comunidade científica tem vindo a mostrar um grande interesse em desen-
volver metodologias que consigam incorporar e quantificar essa incerteza nos parâmetros de 
projeto em otimização de topologia. 
Para lidar com a incerteza dos parâmetros existem de uma maneira geral, duas formu-
lações de problemas de otimização estrutural, otimização estrutural baseada na fiabilidade (Re-
liability-Based Design Optimization – RBDO) e a otimização estrutural robusta (Robust Design 
Optimization – RDO) [10]. 
 
2.2.1 Otimização baseada em fiabilidade – RBDO 
Uma solução fiável é aquela que satisfaz o critério de projeto mesmo com algumas in-
certezas nas variáveis de projeto ou nos parâmetros do problema. A fiabilidade é medida pela 
probabilidade de cumprir um critério de projeto. Um processo de otimização que incorpore cons-
trangimentos de fiabilidade nos seus cálculos e formulação é denominada otimização estrutural 
baseada em fiabilidade RBDO. Na formulação de RBDO é definido um constrangimento de fia-
bilidade para que a probabilidade de haver uma violação do constrangimento original seja menor 
de que um valor específico (definido). O facto de a fiabilidade ser imposta no constrangimento 
em RBDO contrasta com a formulação da RDO onde a robustez é imposta na função objetivo 
[15]. Para uma melhor compreensão sobre esta temática consultar Nikolaidis et al [16] Choi et al 
[17].  
O principio básico da RBDO é transformar os constrangimentos do problema de otimi-
zação em constrangimentos baseados em fiabilidade. Este procedimento de transformação tem 




A fiabilidade de uma estrutura caracteriza-se pela sua capacidade de resposta aos car-
regamentos a que é sujeita, resistência e rigidez [18]. Para estudar essa resposta aos carrega-
mentos, e saber se satisfaz um conjunto de requisitos, como por exemplo: segurança de colapso 
e variação na geometria, estes requisitos são associados a estados limite e a violação desses 
estados definem a validação ou não do projeto em causa.  
Pode-se então concluir que o estudo da análise de fiabilidade estrutural pretende calcular 
a probabilidade de falha, ou seja, a probabilidade de durante o tempo de vida de uma estrutura 
haver uma violação de um ou mais estados limite. 
O coeficiente de variação 𝛿𝑋, de uma variável 𝑋 quantifica a incerteza associada a essa 







A média e o desvio padrão são respetivamente, o momento de primeira ordem e a raíz 
quadrada do momento de segunda ordem (a variância). 
O índice de fiabilidade associado a um estado limite é definido pelo rácio entre a média 







Este índice de fiabilidade pode ser interpretado como a distância da média dos valores 
da função de estado limite para a origem do referencial no espaço normalizado. Por isso é de 
interesse que 𝛽 seja o mais elevado possível. 
2.2.1.2 Função de estado limite 
Em análise de fiabilidade estrutural, um estado limite indica a margem de segurança 
entre a resistência e o carregamento a que a estrutura está a ser solicitada [15]. Para uma vari-
ável aleatória X, a função de estado limite (G) e a probabilidade de falha (𝑃𝑓) são definidas por: 
 
𝐺(𝑋) = 𝑅(𝑋) − 𝑆(𝑋) (4) 






Em que R é a resistência da estrutura e S os carregamentos, 𝑓𝐺 a função densidade de 
probabilidade da função de estado limite, 𝐺(𝑋) ≤ 0, 𝐺(𝑋) = 0 e 𝐺(𝑋) ≥ 0 definem a região de 
falha, a superfície de falha e a região de segurança, respetivamente. Na Figura 7, encontra-se 
representada a função de densidade de probabilidade do estado limite G(X). 
 
Figura 7 – Função densidade de probabilidade do estado limite G 
O coeficiente de correlação é uma medida adimensional de correlação entre duas vari-







Utilizando a equação (4) e (6), a média e o desvio padrão de G(X) são obtidos por: 
 
𝜇𝐺 = 𝜇𝑅 − 𝜇𝑆 (7) 
𝜎𝐺 = √σ𝑅
2 + σ𝑆
2 − 2𝜌𝑅𝑆𝜎𝑅𝜎𝑆 (8) 
 
em que 𝜇𝑅, 𝜇𝑆, 𝜎𝑅, 𝜎𝑆 e 𝜌𝑅𝑆 são respetivamente a média e o desvio padrão de R e S, e o 
coeficiente de correlação entre R e S. 
Considerando que R e S são duas variáveis independentes e têm uma distribuição nor-





𝑃𝑓 = 𝛷(−𝛽) = 1 − 𝛷(𝛽) (9) 
 
em que 𝛷 é a função distribuição acumulada da distribuição normal. 
 
2.2.1.3 Formulação de um problema de RBDO 
A otimização de uma estrutura utilizando as metodologias de análise de fiabilidade de 
estruturas, considera que a incerteza associada é representada através de variáveis aleatórias 
caracterizadas por terem distribuições probabilísticas (normal, logonormal, gumbel, etc) e parâ-
metros como a média e o desvio padrão. Um problema de otimização estrutural baseado em 
fiabilidade pode ser formulado da seguinte maneira: 
Minimizar 𝑓(𝜇𝑋) 
sujeito a: 𝑔𝑖(𝑋)  < 0 
𝜇𝑋𝑟
𝑙 ≤ 𝜇𝑋𝑟 ≤ 𝜇𝑋𝑟
𝑢 ; 𝑟 =  1, … , 𝑛𝑋 
(10) 
Onde 𝑓(𝜇𝑋) é a função objetivo, normalmente o peso ou o custo da estrutura, 𝜇𝑋 é o 
vetor das médias das variáveis de projeto com limites inferior e superior definidos pelos vetores 
𝜇𝑋𝑟
𝑙  e 𝜇𝑋𝑟
𝑢  respetivamente, e 𝑔𝑖 representa o vetor dos constrangimentos, que tem incluído pelo 
menos um constrangimento de fiabilidade. O vetor das variáveis de projeto, 𝜇𝑋, inclui os parâ-
metros que definem estatisticamente as variáveis aleatórias como as distribuições probabilísticas 
e a sua média e desvio padrão. Os constrangimentos de fiabilidade podem assumir duas formas, 
dependendo se a avaliação da fiabilidade da estrutura for feita tendo em conta a probabilidade 




≤ 0 (11) 
𝑔𝑖 =
𝛽𝑚𝑖𝑛 − 𝛽 
𝛽𝑚𝑖𝑛
≤ 0 (12) 
 
em que 𝑃𝑚𝑎𝑥  é o limite superior imposto à probabilidade de falha associada a um possível 
modo de colapso da estrutura, que é definido por uma função de estado limite, e 𝛽𝑚𝑖𝑛 é o índice 
de fiabilidade mínimo correspondente  [19].  
Têm sido desenvolvidos vários métodos para a integração do conceito de probabilidade 
na análise de fiabilidade em estruturas, visto que nem sempre é possível ter a informação com-
pleta sobre as distribuições das funções de densidade da probabilidade de falha (ou resistência), 
tal como da função de estado limite, e por isso o cálculo do integral é uma tarefa muito difícil. E 
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mesmo em casos que existam esses dados, se o número de variáveis for muito elevado, o cál-
culo computacional do integral é praticamente inviável [20]. Para contornar estes problemas fo-
ram propostos métodos de análise de fiabilidade de nível II, em que é utilizado o conceito de 
índice de fiabilidade [21]. Estes métodos utilizam aproximações da superfície de estado limite 
que podem ser de primeira ordem (FORM) com aproximações lineares [22], ou de segunda or-
dem (SORM) com aproximações quadráticas [23] e que a distribuição normal pode ser usada 
para estimar a fiabilidade da estrutura. A ideia é de que a função de densidade da distribuição 
normal decresce de uma maneira acentuada conforme se afasta da origem, e assim limitando a 
sua contribuição para o integral da equação (5) a apenas pontos na vizinhança do ponto mais 
provável de falha(MPP) com a menor distância para a origem tem importância significativa. 
No contexto de otimização de topologia, o ponto mais provável de falha tem de ser cal-
culado em cada iteração do processo de otimização, isto leva a que seja preciso um algoritmo 
com dois ciclos, [24] [25] um correspondente ao algoritmo de otimização e o outro ao algoritmo 
FORM (ou SORM), e isto pode levar a um modelo computacional muito pesado ou mesmo intra-
tável, visto que em cada iteração do algoritmo de otimização é necessário calcular a fiabilidade 
associada às várias funções de estado limite. Tu et al [26] afirma que usar a definição de Hasofer-
Lind [22] para definir o índice de fiabilidade pode provocar problemas na convergência quando 
se procura o ponto mais provável de falha e que existe a possibilidade de não serem encontradas 
soluções. Para uma revisão sobre métodos de ciclo simples e duplo ciclo consultar [27] e para 
mais aplicações de RBDO consultar Tsompanakis et al [28]. 
Para finalizar, pode-se dizer que, de uma maneira geral, a RBDO apresenta algumas 
limitações como a baixa eficiência computacional ou os problemas de convergência do algoritmo. 
Também é de referir que apenas num pequeno número de casos especializados é possível en-
contrar toda a informação estatística sobre os parâmetros estruturais. E os pressupostos inade-
quados que possam ser assumidos sobre a distribuição probabilística podem levar a erros con-
sideráveis na análise de fiabilidade. Por isso a RBDO não tem muito interesse prático ou eficácia 
se não se estiver na posse de toda a informação sobre a incerteza dos parâmetros ou os dados 
necessários para uma análise de fiabilidade eficaz [29].  
 
2.2.2 Otimização Robusta - RDO 
O que é um projeto robusto? Ou o que significa robustez? Taguchi (1987) [12], um pio-
neiro em RD (Robust Design) definiu robustez com a seguinte frase: “Robustez é um estado em 
que a tecnologia, o produto ou o desempenho de um processo tem uma sensibilidade mínima 
para com os fatores que causam variabilidade (seja no fabrico ou no ambiente de utilização) e 
que envelhece com um menor custo unitário”. O conceito de robustez tem sido desenvolvido 
para aumentar a qualidade e fiabilidade de um produto ou projeto, e dos processos de fabrico 
em engenharia industrial [12]. 
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Na Figura 8 está representada uma função 𝑓(𝑥) que se pretende minimizar e depende 
apenas da variável de projeto 𝑥. O constrangimento imposto não permite que 𝑥 assuma um valor 
inferior a 𝑘. Em otimização clássica o valor dentro da região admissível que é solução do pro-
blema de minimização é 𝑥 = 𝜔, como já foi referido antes, sistemas que são otimizados de forma 
determinística são muito sensíveis a pequenas alterações, e isso exemplifica-se na Figura 8. 
Para uma pequena variação 𝛿, que pode ser a tolerância de fabrico ou a variação do modulo de 
elasticidade de um material, existe uma grande flutuação do valor da função objetivo para um 
valor na vizinhança de 𝑥 = 𝜔. Em contraste o ponto 𝑥 =  𝜓 apresenta uma menor flutuação do 
valor da função objetivo, para o mesmo valor da variação 𝛿, apesar de 𝑓(𝜓) > 𝑓(𝜔), ou seja, 
para uma situação de escolha, sabe-se que o valor de 𝑓(𝜓) não apresentará uma grande varia-
ção, enquanto que 𝑓(𝜔) pode variar muito em relação ao esperado. Isto significa que 𝑓(𝑥) apre-
senta uma maior robustez no ponto 𝜓 do que no ponto 𝜔. 
 
Figura 8 – Otimização Robusta versus Otimização determinística, adaptado de [30] 
 
2.2.2.1 Taguchi 
As primeiras tentativas para incorporar a incerteza associada aos parâmetros no âmbito 
de projeto de engenharia estão ligadas ao nome de Genichi Taguchi, considerado o “pai do de-
sign robusto”. Taguchi idealizou uma metodologia que tinha como objetivo melhorar a qualidade 
de um produto ou processo, atingindo não só o nível desempenho pretendido, mas também mi-
nimizando a variação desempenho que pudesse ter, sem eliminar a causa dessas variações. 
Esta metodologia pode ser dividida em três fases [7]: 
1. Projeto do sistema: determinar os parâmetros básicos do produto e a sua estrutura; 
2. Projeto dos parâmetros: otimizar os parâmetros de projeto para alcançar os requisitos 
de qualidade; 
3. Projeto das tolerâncias: ajuste dos parâmetros de projeto obtidos em 2. 
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Do ponto de vista da otimização matemática, a diferença entre a segunda fase e a ter-
ceira fase pode parecer supérflua uma vez que essas duas fases apenas diferem na granulari-
dade com que os parâmetros de projeto são tratados (mesmo assim, é importante dividir estas 
duas fases, pois podem ocorrer sob restrições muito diferentes, por exemplo, tempo de projeto 
contra tempo de operação) [7]. Por isso, é de interesse centrar atenções para a segunda fase. 
A grande diferença do método de Taguchi quando comparado com a otimização comum 
reside no facto de ter em consideração as variações de desempenho devido a fatores de ruído 
que estão fora do controlo do projetista. O método de Taguchi para projeto robusto assenta no 
uso de matrizes ortogonais. Sendo assim, há que definir dois tipos de parâmetros que vão ser 
inseridos na função objetivo, os fatores de controlo e os fatores de ruído. 
• Fatores de controlo: fatores de controlo são os parâmetros cujas configurações nominais 
podem ser especificadas durante o processo de projeto. Os fatores de controlo podem 
ser ajustados para atender ao desempenho do alvo e diminuir a variabilidade do desem-
penho. A combinação de diferentes níveis dos fatores de controlo forma um conjunto 
ortogonal designado como a matriz interna; 
• Fatores de ruído: os fatores de ruído representam os parâmetros que são impossíveis 
ou dispendiosos de controlar. Os fatores de ruído fazem com que o desempenho se 
desvie do alvo e, assim, resulta em perda de qualidade. A combinação dos fatores de 
ruído é representada pela matriz ortogonal chamada matriz externa. Exemplos de fatores 
de ruído são as condições de ambiente (temperatura e pressão) e tolerâncias de produ-
ção (variações no peso e dimensões, pureza do material utilizado). 
A função perda quantifica a perda de desempenho de um produto no seu desempenho es-
perado devido a uma variação. Esta função no método de Taguchi é definida como uma função 
quadrática da variação do desempenho [15] 
 
𝐿(𝑓) = 𝑘(𝑓 − 𝑚𝑓)
2 (13) 
 
onde 𝐿 é a função de perda, 𝑚𝑓 é o valor alvo para a função objetivo 𝑓, e 𝑘 > 0 é uma constante. 
Esta equação pode ser reescrita da seguinte maneira [15]: 
 






e representa o rácio entre o poder do sinal 𝜇𝑓 em relação ao poder do ruído 𝜎𝑓, e este rácio 
denomina-se Signal-to-noise (S/N). O poder do sinal refere-se à propriedade que o projetista 
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quer melhorar, neste caso quer alcançar o valor de 𝑚𝑓, o poder do ruído é a quantidade de 
incerteza (variância). O objetivo é encontrar o conjunto de valores que minimizam a função de 
perda, ou seja, a influencia do ruído, isto é o equivalente a maximizar o rácio S/N, obtendo uma 
solução robusta. 
Embora o método de design robusto de Taguchi seja muito popular na prática de enge-
nharia, existem algumas críticas às suas limitações, por exemplo, Schimidt e Launsby [31] refe-
rem que o método de Taguchi tem a desvantagem de não fornecer nenhuma informação sobre 
a direção a seguir para melhorar o design além do leque dos fatores de controlo considerados. 
Por isso os resultados obtidos estarão sempre confinados a uma gama de fatores que foram 
testados. Logo, este tipo de abordagem depende muito da seleção do nível dos fatores. Para 
além disso, já foi reconhecido que o método de Taguchi é fraco a manipular as interações entre 
os fatores de controlo [32]. 
2.2.2.2 Revisão de literatura  
A maioria dos trabalhos nesta área concentram-se em trabalhar a incerteza em parâme-
tros de projeto como os carregamentos, a geometria da estrutura ou as propriedades dos mate-
riais. Estes dois últimos parâmetros apresentam uma dificuldade acrescida para serem trabalha-
dos a nível computacional, ao contrário dos carregamentos externos, isto porque no caso de um 
exemplo com incerteza na geometria, a resposta da estrutura será em função de uma matriz de 
rigidez estocástica inversa [33]. 
Ben-Tal e Nemirovski [34] apresentaram uma abordagem à otimização robusta de topo-
logia com programação semidefinida (semidefinited programming) em que a rigidez da treliça é 
otimizada tendo em conta os carregamentos definidos e  pequenos carregamentos ocasionais. 
Sandgren e Cameron [35] utilizaram uma junção de algoritmos genéticos e de programação não 
linear para otimização de topologia de treliças com parâmetros gerados de forma aleatória para 
representar as incertezas, isto resultou num algoritmo muito exigente a nível computacional, visto 
que era preciso resolver um número muito elevado de estruturas simuladas a cada iteração. 
Kanno e Guo [36] desenvolveram um método de programação inteira mista para otimi-
zação (mixed integer programming) robusta de topologia de treliças em que existem constrangi-
mentos de tensão e incerteza nos carregamentos e pode ser resolvido de maneira global.  
Kang e Bai [10] investigaram otimização robusta de topologia de treliças sob variação 
delimitada da área de secção transversal, bem como a incerteza nas cargas aplicadas. Para 
representar essas incertezas utilizaram um modelo convexo de uma elipsoide e propuseram uma 
medida de robustez com base na quantidade de variabilidade que o projeto pode suportar. Por-
tanto, esta metodologia resultou num procedimento de otimização de duplo ciclo, onde o clico 
externo maximiza a robustez por otimização de topologia e o ciclo interno determina o nível atual 
de robustez do projeto. 
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Richardson et al [9] apresenta uma abordagem inovadora para análise de estruturas 
contínuas e de treliças com incerteza no material, em que combina o método dos elementos 
finitos estocásticos espectrais (SSFEM – spectral stochastic finite element method) com uma 
expansão do caos polinomial para propagar as incertezas na resposta da estrutura. Esses parâ-
metros incertos são modelados utilizando um campo aleatório espacialmente correlacionado que 
é discretizado com uma expansão de Karhunen-Loève, com especial atenção para a represen-
tação da incerteza do material em elementos lineares de uma treliça. Richardson et al [37] es-
tendeu este trabalho para a incorporação da incerteza nos carregamentos. Utiliza-se uma abor-
dagem multiobjetivo para obter as soluções ótimas de Pareto, demonstrando que a média e o 
desvio padrão da compliance podem ser considerados como objetivos separados, evitando o 
uso de um fator combinatório. 
A incerteza na localização dos nós tem como origem os erros de fabricação ou de mon-
tagem da estrutura e tem sido uma temática abordada em alguns trabalhos, apesar da sua com-
plexidade devido à necessidade de incorporar as variações na matriz inversa de rigidez. Guest 
e Igusa [8] utilizaram uma perturbação de segunda ordem (série de Taylor) da matriz inversa de 
rigidez para derivarem uma expressão analítica que permitisse calcular o valor esperado da com-
pliance para problemas discretos e contínuos. Assumindo que o valor da incerteza é muito infe-
rior em relação às dimensões dos elementos da estrutura, então o problema pode ser resolvido 
como se fosse um caso de incerteza nas cargas aplicadas. Em seguida este trabalho foi esten-
dido por Jalapour et al [38] para incorporar os efeitos da encurvamento que possam surgir do 
desalinhamento na montagem, tendo em consideração as forças interiores de compressão ou 
tração que os elementos de uma treliça estão sujeitos. Asadpoure et al [11] desenvolveram uma 
formulação robusta para um problema de minimização da massa de uma estrutura com incerteza 
nas propriedades do material, utilizando um método de perturbação para o converter num pro-
blema de otimização de topologia determinística aumentada. 
Hashimoto e Kanno [39] utilizam uma abordagem não probabilística à otimização robusta 
de topologia com programação semidefinida tendo em conta a incerteza nos nós da treliça. A 
localização dos nós é desconhecida, mas é delimitada por uma elipsoide e pretende-se minimizar 
a compliance de acordo com o pior caso. 
Fu et al [40] utilizaram um método probabilístico para trabalhar a incerteza no caso da 
localização desconhecida da posição nos nós. Para contornar a dificuldade que é o cômputo da 
matriz inversa da rigidez é utilizada a expansão em séries de Neumann, desta forma o problema 
é transformado num problema de otimização determinística em que se pretende minimizar ape-
nas o valor esperado da compliance,  
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2.2.2.3 Formulação de um problema de otimização robusta - RDO 
Ao contrário dos problemas na otimização estrutural clássica, atualmente não existe uma 
formulação para um problema de otimização robusta que seja considerada única [7]. A otimiza-
ção robusta tenta reduzir a dispersão da função objetivo tendo em conta a incerteza, dado que 
a dispersão é equivalente à sensibilidade. Isto implica que o desvio padrão da função objetivo 
tem de ser minimizado, e como o valor médio da função objetivo tem de ser simultaneamente 
minimizado, esta otimização torna-se um problema de otimização multiobjectivo. Para resolver 
este problema utiliza-se o método da soma ponderada e assim define-se a seguinte equação da 
função objetivo para otimização robusta [15]: 
 
𝑓 =  𝜔𝜇𝜇𝑓 + 𝜔𝜎𝜎𝑓 (15) 
 
onde 𝜔𝜇e 𝜔𝜎 são os coeficientes de peso (números reais não negativos), 𝜇𝑓 e 𝜎𝑓 são a média e 
o desvio padrão da função 𝑓. Se o valor de 𝜔𝜇 for elevado há uma maior ênfase em obter uma 
minimização da função objetivo em vez de uma solução robusta e vice-versa.  
Para se obter uma expressão normalizada da função 𝑓, substitui-se os coeficientes de 
peso por 𝜔𝜇 =
𝛼
𝜇∗
 e 𝜔𝜎 =
(1−𝛼)
𝜎∗
, em que 𝛼 é um número real não negativo e assume valores entre 
0 e 1, 𝜇∗é o valor esperado para quando (𝜔𝜇 , 𝜔𝜎) = (1,0), e 𝜎
∗ é o desvio padrão quando 










Desta forma, o coeficiente de peso 𝛼 mostra a importância relativa de cada objetivo. Se 
𝛼 = 1 o problema é um simples problema de minimização do valor esperado e, se 𝛼 = 0 é um 
problema de minimização do desvio padrão. 
No caso em que temos variáveis não correlacionadas, a variância da função 𝑓 pode ser 
obtida [15] pela equação (17): 
 
𝑣𝑎𝑟 𝑓 = 𝜎𝑓













Esta expressão foi deduzida a partir das séries de Taylor aplicadas à função 𝑓 no ponto 
do valor médio 𝜇𝑖 e representa uma aproximação do primeiro grau. A sua dedução completa 
pode ser encontrada em [7] ou [15]. 
 
2.2.3 Comparação entre RBDO e RDO 
Comparado com a RBDO, o design robusto é um conceito relativamente recente em 
engenharia estrutural. Sendo duas formulações não determinísticas, ambas procuram incorporar 
variações aleatórias no desempenho nas etapas do processo de projeto, e por vezes não estão 
bem distinguidas na literatura. Existem algumas diferenças em aspetos fundamentais entre as 
duas, apesar do facto de que uma solução robusta apresenta uma boa fiabilidade. 
A robustez de uma estrutura é avaliada pela variabilidade do desempenho em torno do 
valor médio, na maioria das vezes pelo seu desvio padrão, enquanto a fiabilidade está relacio-
nada com a probabilidade de ocorrência de falha, como está representado na Figura 9. 
 
 
Figura 9 – Comparação entre robustez e fiabilidade estrutural 
A RBDO presta especial atenção à segurança de uma estrutura em caso de um evento 
extremo ou catastrófico, enquanto que o enfâse da RDO é estudar o comportamento da estrutura 
sob as variações quotidianas do sistema durante o tempo útil de vida. Na Figura 10 encontram-
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Otimização estrutural robusta 
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Frequência de acontecimento 
Figura 10 - Os diferentes cenários abordados em RBDO e RBO, adaptado de [41] 
 
A aplicabilidade da RBDO depende da disponibilidade da descrição precisa sobre as dis-
tribuições dos parâmetros estocásticos, o que torna a RBDO fortemente dependente de pressu-
postos sobre a distribuição probabilística das variáveis aleatórias [42]. No entanto, a descrição 
precisa dos parâmetros de desempenho estrutural não é um motivo de preocupação na formu-
lação de um problema de projeto de robustez como é num problema de projeto com base em 
fiabilidade. 
Finalmente, nos problemas de RBDO é necessária uma função de estado limite para de-
finir a falha do sistema estrutural. No entanto, uma função de estado limite adequada nem sem-
pre pode ser definida explicitamente em problemas de engenharia prática. Nessas circunstân-
cias, pode ser mais realista procurar um projeto que reduza as dispersões de desempenho, como 
um design robusto. 
De uma forma sumária, a Tabela 2 apresenta as diferenças entre as formulações de RDO 
e RBDO. 
Tabela 2 - Comparação entre RBO e RBDO 
 RDO RBDO 
Input Média e desvio padrão Função de densidade ou fun-
ção acumulada 
Objetivo Reduzir a variabilidade Minimização com constrangi-
mentos probabilísticos  
Tipo de análise Análise das variações Análise de fiabilidade 
Estratégia Reduzir a variação Mover o valor médio 
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3. Utilização do PROAES em otimização de 
topologia 
3.1 Introdução 
O PROAES é um programa que foi desenvolvido em linguagem MATLAB e é composto 
por um conjunto de módulos que permitem realizar várias análises. A última versão do programa 
disponível é o PROAES 5.0 [43] e apresenta uma nova estrutura que se encontra dividida em 
várias sub-rotinas, tendo sido adicionadas novas funcionalidades em relação à versão 4.1. As 
capacidades do programa são as seguintes: 
1. Realizar a análise de modelos estruturais pelo método de elementos finitos; 
2. Calcular derivadas de funções associadas ao desempenho estrutural (performances) em 
ordem a variáveis de projeto; 
3. Realizar a análise de fiabilidade de modelos estruturais pelo método FORM; 
4. Otimizar modelos de estruturas, considerando constrangimentos associados a medidas 
de desempenho estrutural e/ou medidas de fiabilidade. 
Se o utilizador apenas pretender realizar uma análise a uma estrutura pelo método dos 
elementos finitos só necessita de executar o programa PROAES. Se quiser calcular o índice de 
fiabilidade de uma estrutura, 𝛽,pelo método FORM, já serão utilizados os programas PROAES e 
PROAES_FORM.  
Para utilizar as funcionalidades de otimização é necessário recorrer à ferramenta de oti-




3.2 Funcionamento do programa 
Nesta secção apresenta-se uma descrição do funcionamento do programa e como pode 
ser utilizado para realizar otimizações. 





No primeiro caso, o programa pergunta (solicita) ao utilizador através da interface gráfica 
do MATLAB, qual é o nome do ficheiro com a extensão .inp que pretende executar e em seguida 
realiza a análise de elementos finitos. 
O ficheiro ‘problema’.inp contém todos os dados da estrutura que se pretende analisar e 
pode ser criado num programa de editor de texto, será composto por várias linhas em que o 
primeiro caracter de cada linha vai indicar o tipo de dados presentes e as suas características. 
Os diferentes tipos de dados aceites na atual versão do PROAES encontram-se na Tabela 3. 
Tabela 3 - Tipo de dados existentes num ficheiro ‘problema’.inp 




Secção transversal s 
Factor de carga k 
Força ou momento proporcional a k z 
Força ou momento f 
Carga distribuída d 
Apoio a 




Para mais informação sobre a formatação das linhas do ficheiro para cada tipo de dados, 
recomenda-se a consulta do manual do programa [43]. 
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Na segunda opção, o programa executa imediatamente a análise de elementos finitos 
com os dados do ficheiro ‘problema’.inp. 
Quanto à terceira opção, o programa vai ler os dados do ficheiro ‘programa’.inp e do 
ficheiro opt2ef, e em seguida executa uma análise de elementos finitos e o cálculo das perfor-
mances e/ou sensibilidades, de acordo com o que estava definido no ficheiro opt2ef. Este fi-
cheiro também é definido pelo utilizador e as instruções para a sua formatação podem ser en-
contradas no manual de utilização. Os resultados obtidos depois do cálculo das performances 
e/ou sensibilidades são escritos num ficheiro que é criado pelo PROAES, o ef2opt, e o seu 
formato também se encontra explicado no manual. 
Em qualquer uma das opções de execução do PROAES, o programa vai criar um ficheiro 
com a extensão .out, que terá o mesmo nome do ficheiro de dados.inp indicado para análise. 
Neste ficheiro, para além dos dados do problema, como por exemplo, a localização dos nós, as 
forças aplicadas e os apoios, vai conter os resultados da análise de elementos finitos: desloca-
mentos, tensões nos pontos de cálculo e os esforços internos nos elementos. 
O programa PROAES é constituído por um total de 16 sub-rotinas com funções especí-
ficas: leitura de dados, realização de cálculos necessários para cada tipo de elemento (sensibi-
lidades, elementos finitos e tensões no ponto) e rotinas de escrita dos resultados em ficheiros. 
Para fazer esta ligação entre as diversas sub-rotinas existe um módulo principal que chama e 
executa as sub-rotinas de acordo com o pretendido pelo utilizador. O seu funcionamento pode 








3.2.1 Análise de sensibilidades pelo método contínuo  
O programa PROAES tem a capacidade de calcular as derivadas das funções associa-
das ao desempenho estrutural em ordem a variáveis de projeto através do método contínuo de 
análise de sensibilidades. Este cálculo tem um elevado interesse porque podem ser utilizadas 
para determinar o índice de fiabilidade de uma estrutura pelo método FORM ou realizar a otimi-
zação de uma estrutura através de um algoritmo que precise das derivadas. O método contínuo 
permite obter valores bastante precisos das derivadas num intervalo de tempo muito curto em 
comparação com o método das diferenças finitas, e não é sensível ao valor do incremento das 
variáveis, que origina erros de aproximação. 
A versão 5.0 do PROAES permite calcular as derivadas de três medidas de desempenho 
em relação a cinco tipos de variáveis de projeto, para os quatros tipos de elementos que o pro-
grama suporta. Esta versão não permite calcular a derivada da performance tensão num ele-
mento em ordem ao momento de inércia da secção transversal, que só é possível para o tipo de 
elemento Viga 2D (os elementos do tipo Barra 2D e 3D não possuem momento de inércia da 
secção transversal). A Tabela 4 apresenta as performances e variáveis de projeto que estão 
disponíveis no programa PROAES.  
 
Tabela 4 - Performances e variáveis de projeto disponíveis no PROAES 
                       Performances 
Variáveis 
Volume Deslocamento do nó Tensão num elemento 
Coordenada de um nó Todos Todos Todos exceto Viga 3D 
Módulo de elasticidade Todos Todos Todos exceto Viga 3D 
Factor de Carga Todos Todos Todos exceto Viga 3D 
Área da secção transversal Todos Todos Todos exceto Viga 3D 
Inércia da secção transver-
sal 
Viga 2D e 
3D 
Viga 2D e 3D Viga 2D 
 
3.2.2 Análise de fiabilidade 
O PROAES pode ser utilizado para calcular o índice de fiabilidade de uma estrutura, β, 
pelo método FORM. Para tal foi desenvolvido o PROAES_FORM por Marco Correia[19], com 
base no trabalho de Baptista de aplicação do algoritmo iHLRF [45]. O programa PROAES_FORM 
calcula os índices β associados a uma ou várias funções de estado limite que condicionam a 
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segurança da estrutura. Para definir as funções de estado limite é necessário recorrer ao PRO-
AES que permite calcular a resposta da estrutura e as suas derivadas. O modo de funcionamento 
do PROAES_FORM é semelhante ao do PROAES e é necessário definir um ficheiro ‘pro-
blema’.frm que contem a definição das variáveis aleatórias e as funções de estado limite do 
problema e outro ficheiro ‘problema’.inp que é o ficheiro de dados do modelo de elementos 
finitos. A Figura 12 representa o modo de funcionamento e interação entre o PROAES e o PRO-
AES_FORM para uma análise de fiabilidade. 
 
Figura 12 - Interligação entre os programas PROAES e PROAES_FORM, adaptado de 
[43] 
Para saber mais sobre este assunto consultar o trabalho de Marco Correia [19]. 
 
3.2.3 Otimização estrutural 
O PROAES tem uma grande utilidade para ser aplicado na otimização de estruturas, 
uma vez que calcula a resposta de uma estrutura e permite alterar os parâmetros que condicio-
nam o problema. Para ser possível a resolução deste tipo de problemas é necessário utilizar o 
algoritmo de otimização SQP (Sequential Quadratic Programming) presente na ferramenta de 
otimização do MATLAB, optimtool. 
Esta ferramenta necessita que sejam criados dois ficheiros para definir o problema de 
otimização, o myfun_’problema’.m e mycon_’problema’.m que vão efetuar as chamadas ao 
PROAES para que este calcule a função objectivo e os constrangimentos, respetivamente. Para 
além destes ficheiros, o utilizador apenas precisa de definir o ficheiro de dados da estrutura 
(’problema’.inp), visto que o ficheiro opt2ef é automaticamente escrito pelos ficheiros 
myfun_’problema’.m e mycon_’problema’.m em cada iteração do algoritmo. 
 A otimização com recurso ao PROAES decorre da seguinte maneira: 
1. Criação do ficheiro opt2ef a partir do start point definido no optimtool; 
2. Cálculo da função objetivo e constrangimentos por parte do PROAES, que escreve os 
resultados no ficheiro ef2opt; 
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3. Análise do ficheiro ef2opt de forma a verificar se foi obtida a solução ótima, caso não 
se verifique o ficheiro opt2ef é alterado pelo algoritmo; 
4. Repetição dos passos 2 e 3 até que não seja possível melhorar a estrutura sem violar 
um dos constrangimentos. 
O processo de interligação e troca de ficheiros entre o PROAES e a optimtool durante um 
processo de otimização é exemplificado na Figura 13. 
 




3.3  Exemplo de aplicação 
Para melhor compreensão do funcionamento do programa e das suas capacidades, 
apresenta-se a resolução de um problema determinístico de otimização de topologia de treliças. 
Este exemplo consiste numa estrutura reticulada (treliça) de duas dimensões (x e y), 
constituída por 15 nós e 38 elementos do tipo Barra 2D. A estrutura está apoiada nos nós 1, 2 e 
3, restringindo os seus deslocamentos na direção horizontal (x) e vertical (y), e tem uma força 
aplicada no nó 14 segundo a direção vertical com um valor de P = 100 N. A estrutura encontra-
se representada na Figura 14. 
 
Figura 14 - Treliça 38 Barras - Exemplo determinístico – Configuração Inicial 
A relação entre as barras horizontais e verticais é de 4/3, ou seja, todas as barras hori-
zontais têm um comprimento de 4 m e as verticais de 3 m, as barras obliquas tem 5 m de com-
primento. 
Todas as barras que compõe a estrutura são constituídas pelo mesmo material com um 
módulo de elasticidade de 210 GPa, e possuem todas a mesma área de secção transversal 
inicial, 3,14159 × 10−4 𝑚2. 
Tal como já foi referido anteriormente, num problema de otimização é preciso definir qual 
o objetivo que se pretende alcançar (função objetivo) e quais os constrangimentos a que estru-
tura vai estar sujeita durante o processo. No exemplo apresentado, o objetivo é de minimizar a 
compliance (flexibilidade) da estrutura, que é o equivalente a maximizar a sua rigidez, aplicando 




Sabendo que {𝑓} = [𝐾]{𝑑}, a expressão da compliance para este caso é dada por [𝐶] =
 {𝑓}𝑇{𝑑}, e visto que a força é constante, a minimização da compliance é o equivalente a minimi-
zar o deslocamento vertical no nó 14, onde está aplicada a força. O constrangimento é o volume 
total da estrutura final. Deste modo a variável de projeto será a área de secção transversal de 
cada barra da estrutura, num total de 38 variáveis. Estas barras vão ter um limite inferior de uma 
ordem de grandeza muito inferior ao valor inicial, para definir se a barra fará parte da solução 
final da estrutura após otimização. 
Para o valor do volume admissível, considera-se que a estrutura que será a solução final 
tem de ter um volume máximo de 10% do valor inicial, então esse valor é facilmente calculado 
pois como todas as barras possuem a mesma área de secção transversal (12 barras horizontais, 
10 barras verticais e 16 barras oblíquas): 
𝑉𝑖 = (12 ×  4 + 10 ×  3 𝑚 + 16 ×  5 𝑚)  ×  3.14 × 10
−4 𝑚2 = 4.9637 × 10−2 𝑚3 
𝑉𝑎𝑑𝑚 = 0.1 × 𝑉𝑖 =  4.9637 × 10
−1 𝑚3 
Sendo assim a formulação do problema de otimização  
 





∑ 𝐴𝑖 × 𝐿𝑖 ≤ 𝑉𝑎𝑑𝑚 =  4.9637 × 10
−1 𝑚3 ; 𝑖 =  1: 𝑁 
(18) 
1 ×  10−8𝑚2  <  𝐴𝑖  < 3.14 ×  10
−4 𝑚2; 𝑖 = 1: 𝑁  
Para a resolução deste problema utilizando o método descrito neste capítulo, com a uti-





O primeiro ficheiro a ser criado é o trelica_38.inp, onde são definidos todos os dados 
da estrutura (coordenadas dos nós, elementos, forças aplicadas, material, …), para serem lidos 
no PROAES, e os parâmetros essenciais como as variáveis de projeto e as performances. Como 
referido, a variável de projeto é a área da secção transversal de cada uma das barras, por isso 
é preciso definir 38 valores de secção (s) para que cada barra possa ter um valor individual. As 
performances do problema vão ser o volume total e o deslocamento no nó 14 (ponto de aplicação 
da força).  
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A função objetivo é definida escrevendo o ficheiro myfun_trelica_38.m. Este ficheiro 
tem como função escrever o ficheiro opt2ef e chamar o PROAES com o ficheiro de dados. Este 
realiza os cálculos da performance do deslocamento, que é o objetivo do problema, e o cálculo 
das sensibilidades desta performance em relação às variáveis de projeto. 
O constrangimento do volume é definido no ficheiro criado com o nome mycon_tre-
lica_38.m. À semelhança do ficheiro da função objetivo, descrito no parágrafo anterior, este fi-
cheiro também tem como responsabilidade escrever o ficheiro opt2ef e chamar o PROAES. Este 
executa os cálculos necessários para verificar se a solução que foi calculada cumpre ou não com 
o constrangimento definido no problema, e caso não se verifique, continuar com o processo de 
otimização. 
Em seguida define-se na ferramenta de otimização do MATLAB, a optimtool, os limites 
inferiores e superiores das variáveis e inicia-se o processo de otimização. Para tal, utiliza-se o 
algoritmo SQP (Sequential Quadratic Programming), um algoritmo de programação não linear 
que permite a resolução de otimizações não-lineares com constrangimentos. Ao longo do pro-
cesso as tolerâncias dos critérios de paragem (valor do deslocamento, valor das variáveis e o 
valor do constrangimento) foram afinadas de modo a obter os melhores resultados. 
Uma das grandes vantagens que o PROAES apresenta para a resolução de problemas 
de otimização é o facto de calcular as sensibilidades e poder fornecer ao algoritmo essas deri-
vadas. Estas serão as derivadas da função objetivo (deslocamento) ou do constrangimento (vo-
lume) em relação à área de secção transversal, sendo apenas preciso definir na optimtool que 
as Derivatives são Gradient Supplied. Esta funcionalidade do PROAES permite que o tempo 
necessário para o algoritmo encontrar a solução seja muito inferior em relação ao método das 
diferenças finitas (Aproximated by Solver na optimtool). Essa comparação não vai ser feita neste 
trabalho e pode ser encontrada em [44]. 
Realizado o processo de otimização, o valor obtido para a função objetivo foi de 
5.139964 × 10−4 𝑚2. Isto é o valor mínimo do deslocamento do nó 14, onde se encontra aplicada 
a força, que se consegue obter de acordo com os constrangimentos impostos. 
Os valores finais das variáveis de projeto, as áreas de cada uma das 38 barras que 
compõem a estrutura, podem ser conferidos no ficheiro opt2ef final, ou pelo MATLAB, expor-
tando os resultados do optimtool para o ambiente de trabalho do programa. 
Para a visualização da configuração final da estrutura, que é a solução obtida pelo algo-
ritmo, foi desenvolvido um programa auxiliar postOPTplot.m. O seu funcionamento encontra-se 
detalhado no capítulo 5.1. Neste caso definiram-se duas gamas de valores e estão representa-
das na Tabela 5. 
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Tabela 5 - Gamas de valores utilizados na representação da estrutura ótima para o exem-
plo determinístico 
Gamas de Valores (𝒎𝟐) Espessura 
𝟏 ×  𝟏𝟎−𝟒  <  𝑨𝒊  
𝟐. 𝟓 ×  𝟏𝟎−𝟓  <  𝑨𝒊 < 𝟏 ×  𝟏𝟎
−𝟒  
O resultado gráfico obtido quando se corre o programa postOPTplot.m está represen-
tado na Figura 15. Como se pode constatar, a treliça obtida tem uma simetria em relação a um 
eixo horizontal que passa pelo nó onde a força está aplicada. Da configuração inicial com 38 




Figura 15 - Treliça 38 Barras após o processo de otimização de topologia 
Como é possível verificar na Figura 15, a topologia ótima da estrutura contem vários 
segmentos de elementos colineares, isto torna a estrutura instável. Estes elementos colineares 
são unificados num só elemento para eliminar as instabilidades. Apesar de ser uma prática cor-
rente em otimização de topologia, esta alteração acaba por aumentar o comprimento dos ele-
mentos sujeitos a esforços de compressão, tornando-os mais propensos ao encurvamento local 
[46]. 
Os valores das áreas para cada elemento e a sua relação com o valor da área inicial e a propor-
ção entre a área de secção de cada elemento e a área de secção transversal máxima da estru-





Tabela 6 - Valores das áreas obtidas (em 𝑚2) para o exemplo de aplicação do PROAES da 
secção 3.3, relação entre a área final e inicial, e relação entre a área final de cada elemento em 
relação a área máxima  













1 1.3555 × 10−4 43,15% 99,50% 20 1.0000 × 10−8 0,00% 0,01% 
2 1.0000 × 10−8 0,00% 0,01% 21 1.0000 × 10−8 0,00% 0,01% 
3 7.5265 × 10−6 2,40% 5,52% 22 1.0000 × 10−8 0,00% 0,01% 
4 1.0000 × 10−8 0,00% 0,01% 23 5.7090 × 10−5 18,17% 41,90% 
5 1.0000 × 10−8 0,00% 0,01% 24 1.0000 × 10−8 0,00% 0,01% 
6 1.1811 × 10−7 0,04% 0,09% 25 1.0000 × 10−8 0,00% 0,01% 
7 1.3624 × 10−4 43,37% 100,00% 26 5.6749 ×  10−5 18,06% 41,65% 
8 1.2714 × 10−4 40,47% 93,32% 27 1.2556 × 10−5 4,00% 9,22% 
9 1.0000 × 10−8 0,00% 0,01% 28 5.0211 ×  10−5 15,98% 36,86% 
10 1.0000 × 10−8 0,00% 0,01% 29 5.0483 ×  10−5 16,07% 37,05% 
11 1.0000 × 10−8 0,00% 0,01% 30 1.7934 × 10−7 0,06% 0,13% 
12 1.3622 × 10−4 43,36% 99,98% 31 5.0588 ×  10−5 16,10% 37,13% 
13 4.4558 × 10−5 14,53% 33,51% 32 1.6967 × 10−7 0,05% 0,12% 
14 3.5086 × 10−5 11,17% 25,75% 33 1.2718 ×  10−5 4,05% 9,34% 
15 1.0000 × 10−8 0,00% 0,01% 34 5.0536 ×  10−5 16,09% 37,09% 
16 2.6251 × 10−5 8,36% 19,27% 35 5.6831 × 10−5 18,09% 41,71% 
17 5.5724 × 10−5 17,74% 40,90% 36 1.0000 × 10−8 0,00% 0,01% 
18 1.0000 × 10−8 0,00% 0,01% 37 1.0000 × 10−8 0,00% 0,01% 
19 1.0000 × 10−8 0,00% 0,01% 38 5,6796 ×  10−5 18,08% 41,69% 
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4. Metodologia e caso de estudo 
Como referido no capítulo 3, a utilização do PROAES em conjunto com a ferramenta 
optimtool do MATLAB, permite resolver problemas de otimização estrutural (neste caso otimiza-
ção de topologia) de treliças. 
Vai ser apresentado um caso de estudo retirado de [11], para testar a utilização do PRO-
AES com a metodologia proposta para resolver problemas de otimização robusta de topologia.  
Neste caso pretende-se estudar a incerteza no módulo de elasticidade (E). 
Para tal vai ser necessário a criação dos ficheiros referidos na secção 3.3, o ficheiro de 
dados do problema que é lido pelo PROAES e os ficheiros da função objetivo e dos constrangi-
mentos do problema que são lidos pela ferramenta optimtool. 
Todos os procedimentos vão ser explicados em detalhe. No capítulo seguinte serão 
apresentados os resultados e feita a sua comparação com os resultados obtidos por Asadpoure 
et al. [11]  
4.1 Exemplo – Treliça 38 barras 
Este exemplo consiste numa estrutura reticulada (treliça) de duas dimensões (x e y), 
constituída por 15 nós e 38 elementos do tipo Barra 2D, que está apoiada nos nós 1, 2 e 3, 
restringindo os seus deslocamentos na direção horizontal (x) e vertical (y), e tem uma força apli-
cada no nó 14 segundo a direção horizontal com um valor de P = 100 N. A estrutura encontra-




Figura 16 - Treliça 38 barras 
A relação entre as barras horizontais e verticais é de 4/3, ou seja, todas as barras hori-
zontais têm um comprimento de 4 m e as verticais 3 m, as barras obliquas tem 5 m de compri-
mento. 
Todas as barras que compõe a estrutura são constituídas pelo mesmo material com um 
modulo de elasticidade de 210 GPa, e possuem todas a mesma área de secção transversal 
inicial, 3.14159 × 10−4 𝑚2. 
4.1.1 Formulação do problema 
No exemplo apresentado, o objetivo é minimizar a compliance (maximizar a rigidez) da 
estrutura tendo em conta a incerteza no módulo de elasticidade, aplicando um constrangimento 
no volume total que é admissível para a sua topologia final. 
Sabendo que {𝑓} = [𝐾]{𝑑}, a expressão da compliance para este caso é dada por 𝐶[𝐶] =
 {𝑓}𝑇{𝑑}, e visto que a força é constante, a minimização da compliance é o equivalente de mini-
mizar o deslocamento horizontal no nó 14, onde está aplicada a força. 
Recorrendo a equação (16), podemos formular o seguinte problema de otimização ro-
busta (RDO): 
Minimizar 𝐶 = 𝛼
𝜇𝐶
𝜇∗




sujeito a: ∑ 𝐴𝑖
𝑁
𝑖=1
× 𝐿𝑖 ≤ 𝑉𝑎𝑑𝑚; 𝑖 =  1: 𝑁 
(19) 
 1 ×  10−8𝑚2  <  𝐴𝑖  < 3.14 ×  10
−4 𝑚2; 𝑖 = 1: 𝑁  
Em que o desvio padrão da compliance é dado pela equação (20): 
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Para a resolução deste problema com a utilização do PROAES em conjunto com a fer-




O primeiro ficheiro a ser criado é o trelica_38_I.inp, onde são definidos todos os dados 
da estrutura (coordenadas dos nós, elementos, forças aplicadas, material, …) para serem lidos 
no PROAES e ainda os parâmetros essenciais como as variáveis de projeto e as performances. 
Neste caso é preciso definir dois tipos de variáveis no ficheiro de dados, as variáveis de projeto 
e as variáveis internas. Apesar de a sua definição neste ficheiro não ter nenhuma diferença, vão 
ter finalidades diferentes.  
A variável de projeto neste caso é a área da secção transversal de cada uma das barras, 
por isso também é preciso definir 38 valores de secção (s) para que cada barra possa ter um 
valor individual. É nestas variáveis que o algoritmo vai mexer de forma a otimizar a função. A 
variável interna (ou parâmetro incerto) é o modulo de elasticidade do material de cada barra, que 
neste caso tem o valor médio de 210 GPa. Visto que se pretende estudar a influência da incer-
teza associada a este parâmetro, define-se esta variável para que o PROAES possa calcular as 
derivadas das performances em ordem a esta variável. Na Tabela 7 estão listadas as performan-
ces deste problema: 
Tabela 7 - Performances do exemplo Treliça 38 Barras 
Performance Descrição 
1 Volume 
2 Deslocamento do nó 14 segundo X 
 
A função objetivo é definida escrevendo o ficheiro myfun_trelica_38_I.m, este ficheiro 
tem como função escrever o ficheiro opt2ef. Neste caso, é preciso considerar a incerteza asso-
ciada ao módulo de elasticidade e isso é implementado na função objetivo da seguinte maneira: 
1. Escreve o ficheiro opt2ef, definindo o valor das 76 variáveis (38 variáveis de projeto e 
38 variáveis internas) e as performances que são necessárias (só o deslocamento); 
2. Chama o PROAES para efetuar os cálculos necessários; 
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3. Abre o ficheiro ef2opt e lê o valor do deslocamento, que é o equivalente ao valor espe-
rado (𝜇𝐶); 
4. Lê as derivadas e constrói um vetor com as 76 derivadas do deslocamento em ordem 
às variáveis de secção de área transversal e módulo de elasticidade; 
5. Calcula o valor do desvio padrão total da função (𝜎𝐶), fazendo o somatório da multiplica-
ção de cada derivada do deslocamento em ordem ao módulo de elasticidade pelo valor 
do desvio padrão de cada variável (que é igual para todas); 
6. Calcula a soma ponderada dos valores obtidos em 3 e 5 de acordo com o coeficiente de 
peso 𝛼 definido. 
De referir que é necessário fazer este processo primeiro com a equação não normalizada 
da função objetivo para se obter os valores de 𝜇∗(para 𝛼 = 1) e 𝜎∗(para 𝛼 = 0) e só depois cal-
cular o valor da função objetivo para um coeficiente de peso no intervalo 𝛼 ∈ ]0,1[. Isto é neces-
sário devido à diferença da ordem de grandeza dos dois termos da equação que define a função 
objetivo. 
O constrangimento do volume é definido no ficheiro criado com o nome mycon_tre-
lica_38.m. À semelhança do ficheiro da função objetivo descrito no parágrafo anterior, este fi-
cheiro também tem como responsabilidade escrever o ficheiro opt2ef e chamar o PROAES para 
que este execute os cálculos necessários para verificar se a solução que foi calculada cumpre 
ou não com o constrangimento definido no problema, e caso isso não se verifique, continuar com 
o processo de otimização. 
Considera-se que a configuração final só pode ter como volume admissível o volume 
das 4 barras colineares entre o nó onde a força é aplicada, nomeadamente as barras 4,10,15 e 
20, cada um destes elementos tem um comprimento de 4 metros e uma área de secção trans-
versal de 3.14 × 10−4 𝑚2. O volume inicial da estrutura pode ser calculado pelo PROAES ou 
fazendo o somatório do volume de cada elemento, sabendo que temos 12 barras horizontais, 10 
verticais e 16 oblíquas, vem então que: 
𝑉𝑖 = (12 ×  4 𝑚 + 10 ×  3 𝑚 + 16 ×  5 𝑚)  ×  3.14 × 10




4 × 4 𝑚 × 3.14 × 10−4 𝑚2
4.9637 × 10−2  𝑚3
= 0.1013 ≈ 10% 
É possível concluir que o volume admissível para a estrutura final é sensivelmente 10% 
do seu volume inicial. 
Após tudo ser definido na ferramenta de otimização do MATLAB, a optimtool, tal como 
os limites inferiores e superiores das variáveis, inicia-se o processo de otimização, utilizando o 
algoritmo SQP (Sequential Quadratic Programming). O SQP é um algoritmo de programação 
não linear que permite a resolução de otimizações não-lineares com constrangimentos. Ao longo 
do processo as tolerâncias dos critérios de paragem (valor do deslocamento, valor das variáveis 
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e o valor do constrangimento) foram afinadas de modo a que se pudesse obter os melhores 
resultados. 
Neste caso, não é possível utilizar as derivadas calculadas pelo PROAES para fornecer 
o gradiente da função objetivo ao optimtool, visto que não se conseguiu calcular analiticamente 





Neste capítulo vão ser apresentados os resultados obtidos após a otimização do caso 
de estudo com a metodologia explicada no capítulo anterior para diferentes valores de variabili-
dade (10%, 20% e 30%) e coeficiente de peso 𝛼 variando entre 0 e 1. 
Vai ser também explicado o funcionamento de um programa auxiliar “postOPTplot” es-
crito em linguagem MATLAB. Este programa foi desenvolvido para uma fácil representação grá-
fica dos resultados obtidos. 
 
5.1 Programa de pós processamento - “postOPTplot” 
Como as variáveis de otimização são valores de áreas de secção transversal, para se 
ter uma ideia da estrutura final sem ser preciso recorrer a um desenho manual ou à listagem das 
áreas, foi desenvolvido um programa auxiliar em linguagem MATLAB, de nome postOPTplot.m. 
Este programa permite desenhar os elementos da estrutura com diferentes espessuras 
tendo em conta a sua área da secção transversal, e para se ter uma relação da espessura de 
cada um, estas áreas são divididas em diversas gamas de valores. Ao longo da realização deste 
trabalho estes valores foram sendo calibrados tendo em conta a análise aos resultados de cada 
otimização para que se pudesse ter uma ideia de que gamas definir. Sendo assim na Tabela 8 





Tabela 8 - Gamas de valores utilizados na representação da estrutura ótima 
Gamas de Valores (𝒎𝟐) Espessura 
𝟏. 𝟓 ×  𝟏𝟎−𝟒  <  𝑨𝒊 < 𝟑. 𝟏𝟒 ×  𝟏𝟎
−𝟒  
𝟏 × 𝟏𝟎−𝟒  <  𝑨𝒊 < 𝟏. 𝟓 ×  𝟏𝟎
−𝟒  
𝟓 ×  𝟏𝟎−𝟓  <  𝑨𝒊 < 𝟏 ×  𝟏𝟎
−𝟒  
𝟏 ×  𝟏𝟎−𝟓  <  𝑨𝒊 < 𝟓 ×  𝟏𝟎
−𝟓  
Este programa foi escrito de modo a que seja de fácil utilização com outros exemplos. 
Para isso o utilizador só precisa de exportar os resultados da otimização obtidos com a ferra-
menta optimtool do MATLAB para a workspace (optimresults) e em seguida correr o programa, 
que quando executado pergunta ao utilizador pelo ficheiro de dados.inp da estrutura e desenha 
o resultado. Na Figura 17 está representada uma esquematização do funcionamento do postOP-
Tplot 
 
Figura 17 - Esquematização do programa postOPTplot 
5.2 Resultados 
Realizaram-se otimizações para três valores de variabilidade (10%, 20% e 30%) com o 
coeficiente de peso 𝛼 a variar entre 0 e 1 com incrementos de 0.1, o que dá um total de trinta e 
três vezes que o algoritmo de otimização foi corrido conforme descrito no capítulo 4. 
5.2.1 Variabilidade = 10% 
Como explicado anteriormente, primeiro é preciso encontrar os valores de 𝜇∗e 𝜎∗de 
forma a obter-se a equação normalizada da otimização robusta, e para isso é necessário correr 
o algoritmo com a equação (16) não normalizada para 𝛼 = 1 e 𝛼 = 0 respetivamente. E depois 
com a equação normalizada da compliance correr o algoritmo para os restantes valores do coe-
ficiente de peso. 
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Para este valor de variabilidade, o desvio padrão do módulo de young equivale a 𝜎𝑥𝑖 =
 0.1 × 210 × 109 = 210 × 108 𝑃𝑎 
Para o valor do coeficiente de peso 𝛼 igual a 1, o segundo membro da equação (16) é 
nulo e por isso o problema é o equivalente a um problema determinístico. O resultado da estru-
tura após o processo de otimização está representado na Figura 18.  
 
Figura 18 - Resultado da otimização da treliça para um valor de α = 1. 
Como se pode verificar pela Figura 18, o material é distribuído apenas pelos quatro ele-
mentos horizontais entre o apoio no nó 2 e o ponto de aplicação da força P, nomeadamente as 
barras 4,10, 15, 20. Esta solução é claramente instável e qualquer perturbação na sua geometria 
ou na orientação no carregamento pode levar ao seu colapso.  
O valor de 𝜇∗obtido é 2.425 × 10−5 𝑚, isto é o equivalente ao deslocamento mínimo ob-
tido com os constrangimentos impostos. 
Após a alteração do valor do coeficiente de peso 𝛼 para zero no ficheiro myfun_tre-
lica_38_I.m realizou-se nova otimização de forma a obter-se o valor de 𝜎∗, neste caso é o pri-
meiro termo da equação (16) que é nulo, então o objetivo é apenas minimizar o valor do desvio 
padrão do deslocamento. 
Consultando os resultados da otimização verificou-se que dos 38 elementos da estrutura 
inicial apenas 22 fazem parte da estrutura final, sendo que ficam de fora os seguintes elementos 
numerados como 2, 3, 5, 6, 18, 19, 21, 22, 24, 25, 28, 29, 32, 33, 36, 37. A configuração final da 
estrutura está representada na Figura 19 
O valor de 𝜎∗obtido é 8.697 × 10−7 𝑚, isto é o equivalente ao deslocamento mínimo ob-




Figura 19 - Resultado da otimização da treliça para um valor de α = 0 
Agora que já se determinaram os valores de 𝜇∗ e 𝜎∗obteve-se a seguinte equação nor-









Após a alteração do valor de 𝛼 para 0.1 no ficheiro myfun_trelica_38_I.m realizou-se 
nova otimização. Neste caso já vamos ter um problema em que se pretende minimizar o valor 
esperado e o desvio padrão ao mesmo tempo. Consultando os resultados da otimização verifi-
cou-se que dos 38 elementos da estrutura inicial apenas 22 fazem parte da estrutura final, sendo 
que ficam de fora os seguintes elementos numerados como 2, 3, 5, 6, 18, 19, 21, 22, 24, 25, 28, 
29, 32, 33, 36, 37. A configuração final da estrutura está representada na Figura 20. 
 
Figura 20 - Resultado da otimização da treliça para um valor de α = 0.1 
Como se pode ver na Figura 20, a estrutura assemelha-se bastante à solução obtida 
para 𝛼 = 0 
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Consultando os resultados da otimização para 𝛼 =  0.2 verificou-se que dos 38 elemen-
tos da estrutura inicial apenas 22 fazem parte da estrutura final, sendo que ficam de fora os 
seguintes elementos numerados como. 2, 3, 5, 6, 18, 19, 21, 22, 24, 25, 28, 29, 32, 33, 36, 37 A 
configuração final da estrutura está representada na Figura 21. 
 
Figura 21 - Resultado da otimização da treliça para um valor de α = 0.2 
Comparando esta estrutura com a anterior, é possível reparar que o algoritmo retirou 
material dos elementos 1 e 8 para distribuir pelos restantes elementos.  
Para 𝛼 =  0.3 repetiu-se o procedimento e consultando os resultados da otimização ve-
rificou-se que dos 38 elementos da estrutura inicial apenas 20 fazem parte da estrutura final, 
sendo que ficam de fora os seguintes elementos numerados como. 2, 3, 5, 6, 18, 19, 21, 22, 24, 
25, 28, 29, 32, 33, 36, 37. A configuração final da estrutura está representada na Figura 22. 
 
Figura 22 - Resultado da otimização da treliça para um valor de α = 0.3 
Comparando esta solução com a obtida anteriormente com 𝛼 = 0.2 é possível verificar 
que o algoritmo retirou os elementos 27 e 30 e reforçou os elementos 13 e 17, que ajudam a 
distribuir a força pelos apoios superior e inferior (nó 1 e 3). 
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Consultando os resultados da otimização para 𝛼 =  0.4 verificou-se que dos 38 elemen-
tos da estrutura inicial apenas 14 fazem parte da estrutura final, sendo que ficam de fora os 
seguintes elementos numerados com. 2, 3, 5, 6, 9, 11, 18, 19, 21, 22, 23, 24, 25, 26, 27, 28, 29, 
30, 31, 32, 33, 34, 36, 37. A configuração final da estrutura está representada na Figura 23. 
 
Figura 23 - Resultado da otimização da treliça para um valor de α = 0.4 
Comparando esta solução com a obtida anteriormente com 𝛼 = 0.3 é possível verificar 
que o algoritmo retirou os elementos 9, 11, 23, 26, 27, 30, 31 e 34 e reforçou os elementos 
verticais 14 e 16, para além de distribuir o volume de uma maneira mais uniforme nos quatro 
elementos que estão entre o ponto de aplicação da força e o apoio. 
Consultando os resultados da otimização para 𝛼 =  0.5 verificou-se que dos 38 elemen-
tos da estrutura inicial apenas 14 fazem parte da estrutura final, sendo que ficam de fora os 
seguintes elementos numerados como. 2, 3, 5, 6, 9, 11, 18, 19, 21, 22, 23, 24, 25, 26, 27, 28, 29, 
30, 31, 32, 33, 34, 36, 37. A configuração final da estrutura está representada na Figura 24 
 
Figura 24 - Resultado da otimização da treliça para um valor de α = 0.5 
47 
 
Comparando esta solução com a obtida anteriormente com 𝛼 = 0.4 é possível verificar 
que o algoritmo retirou material dos elementos 14 e 17 e reforçou ainda mais os elementos hori-
zontais do centro da estrutura.  
Para valores do coeficiente de peso superiores a 0.5 a estrutura resultante é igual a 
obtida para 𝛼 = 1, ou seja, é igual à solução determinística. 
Na Figura 25 estão representados os valores normalizados do valor esperado e do des-
vio padrão da compliance para as soluções ótimas obtidas utilizando diferentes valores do coe-
ficiente de peso 𝛼. Como é visto na figura não é possível alcançar o valor mínimo para o valor 
esperado e o desvio padrão da compliance ao mesmo tempo. A medida que o valor esperado 
da compliance aumenta, o desvio padrão diminui e vice-versa. O que este balanço entre as duas 
medidas significa é que para controlar a variabilidade da estrutura e obter uma solução robusta 
sacrifica-se parte do seu design ótimo (que seria sempre com condições determinísticas, ou 
quase determinísticas). Neste exemplo, o valor esperado da compliance com a menor variabili-
dade (𝛼 = 0) é 54% maior que o valor esperado da compliance em uma estrutura otimizada sem 
controlo sobre a variabilidade (𝛼 = 1). Isto demonstra a importância de se considerar os dois 
objetivos: minimizar o valor esperado e o desvio padrão da compliance, no projeto de uma es-
trutura. 
 
Figura 25 - Valores normalizados do valor esperado e desvio padrão da compliance para 




5.2.2 Variabilidade = 20% 
De uma forma sucinta vão se apresentar os resultados obtidos para 20% de variabilidade 
no modulo de Young. 
Na Figura 26 encontram-se os resultados das soluções obtidas para as estruturas com 
variação do valor do coeficiente de peso. 
   
𝛼 = 0 𝛼 = 0.1 𝛼 = 0.2 
   




 𝛼 = 1  
Figura 26 - Resultados obtidos com 20% de variabilidade no módulo de Young para vários 
valores do coeficiente de peso 𝜶 
Na Figura 27 estão representados os valores normalizados do valor esperado e do des-
vio padrão da compliance para as soluções ótimas obtidas utilizando diferentes valores do coe-




Figura 27 - Valores normalizados do valor esperado e desvio padrão da compliance para 




5.2.3 Variabilidade = 30% 
De uma forma sucinta vão se apresentar os resultados obtidos para 30% de variabilidade 
no modulo de Young. 
Na Figura 28 encontram-se os resultados das soluções obtidas para as estruturas com 
variação do valor do coeficiente de peso. 
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 𝛼 = 1  
Figura 28 - Resultados obtidos com 30% de variabilidade no módulo de Young para vários 
valores do coeficiente de peso 𝜶 
Na Figura 29 estão representados os valores normalizados do valor esperado e do des-
vio padrão da compliance para as soluções ótimas obtidas utilizando diferentes valores do coe-




Figura 29 - Valores normalizados do valor esperado e desvio padrão da compliance para 






5.3 Discussão dos resultados 
Na Figura 30 estão representados os resultados obtidos em todos os processos de otimi-
zação robusta de topologia considerando a incerteza. 
Utilizando o método descrito no capítulo 4 o algoritmo foi corrido para diferentes valores 
de variabilidade do módulo de Young (10%, 20% e 30%) e do coeficiente de peso 𝛼. 
Um olhar atento para as soluções ótimas das estruturas obtidas para as diferentes impor-
tâncias do coeficiente de peso permite concluir o seguinte: 
• Para um valor do coeficiente de peso superior a 0.5 os resultados obtidos são iguais 
a solução determinística do problema, isto pode estar relacionado com o facto de para 
um valor superior a 0.5 o objetivo de minimizar o valor esperado ganha mais peso na 
equação da otimização robusta em relação a minimizar o desvio padrão. 
• Conforme a importância de minimizar a variabilidade da compliance aumenta (valor 
de 𝛼 a diminuir) vão surgindo mais elementos na estrutura ótima, primeiro surgem 
elementos que vão estabelecer uma ligação entre o ponto de aplicação da força e os 
apoios superior e inferior (para 𝛼 =  0.5), essa solução ainda apresenta ser instável 
visto que há diversos elementos colineares sujeitos à encurvadura. 
• As estruturas com menos variabilidade na compliance (𝛼 entre 0.3 e 0) apresentam 
uma composição com diversos elementos de uma espessura menor no seu interior, 
estes elementos aumentam a sua estabilidade e como consequência temos soluções 
mais robustas. 
• Com o aumento da variabilidade no modulo de Young não se verificaram grandes 
mudanças nas soluções obtidas exceto para um coeficiente de peso 𝛼 = 0.4, em que 
para 30% de variabilidade obteve-se uma solução com uma estabilidade e robustez 
superior em relação aos outros valores de variabilidade. 
Os valores obtidos para os volumes das 38 barras das estruturas obtidas para os diversos valo-




Tabela 9 - Valores de volume de cada barra da estrutura do exemplo da secção 4.1 para dife-
rentes valores de variabilidade do modulo de Young e do coeficiente de peso (0, 0.1 e 0.2) 
 0 0.1 0.2 
 10 20 30 10 20 30 10 20 30 
1 8,33% 8,32% 8,33% 8,01% 8,01% 8,02% 7,58% 7,58% 7,56% 
2 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
3 0,58% 0,57% 0,58% 0,54% 0,54% 0,54% 0,43% 0,44% 0,44% 
4 1,05% 1,05% 1,05% 1,26% 1,26% 1,26% 1,61% 1,61% 1,62% 
5 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
6 0,57% 0,57% 0,57% 0,54% 0,54% 0,54% 0,45% 0,44% 0,45% 
7 8,32% 8,34% 8,33% 8,00% 8,01% 8,01% 7,58% 7,58% 7,59% 
8 6,23% 6,24% 6,24% 6,25% 6,25% 6,25% 6,32% 6,31% 6,32% 
9 0,80% 0,79% 0,79% 0,83% 0,83% 0,83% 0,87% 0,87% 0,87% 
10 4,96% 4,98% 4,97% 5,44% 5,43% 5,44% 6,13% 6,13% 6,10% 
11 0,80% 0,79% 0,79% 0,82% 0,83% 0,83% 0,87% 0,87% 0,87% 
12 6,23% 6,26% 6,25% 6,26% 6,26% 6,26% 6,32% 6,32% 6,31% 
13 3,58% 3,59% 3,59% 3,73% 3,75% 3,74% 3,94% 3,93% 3,94% 
14 1,69% 1,69% 1,70% 1,83% 1,83% 1,83% 1,98% 1,98% 1,99% 
15 9,38% 9,37% 9,37% 9,18% 9,19% 9,17% 8,88% 8,91% 8,90% 
16 1,70% 1,69% 1,70% 1,82% 1,83% 1,82% 1,98% 1,98% 1,98% 
17 3,58% 3,60% 3,60% 3,72% 3,75% 3,75% 3,95% 3,94% 3,95% 
18 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
19 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
20 16,17% 16,17% 16,16% 15,59% 15,55% 15,55% 14,86% 14,87% 14,84% 
21 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
22 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
23 1,81% 1,81% 1,81% 1,99% 1,99% 1,99% 2,23% 2,23% 2,21% 
24 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
25 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
26 1,81% 1,81% 1,80% 1,99% 1,99% 1,99% 2,23% 2,23% 2,24% 
27 1,94% 1,92% 1,92% 1,70% 1,70% 1,69% 1,31% 1,32% 1,32% 
28 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
29 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
30 1,93% 1,91% 1,91% 1,69% 1,70% 1,68% 1,31% 1,31% 1,31% 
31 2,81% 2,81% 2,82% 2,79% 2,78% 2,80% 2,77% 2,76% 2,75% 
32 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
33 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
34 2,81% 2,80% 2,81% 2,79% 2,79% 2,80% 2,76% 2,77% 2,76% 
35 6,45% 6,44% 6,45% 6,60% 6,60% 6,60% 6,81% 6,81% 6,82% 
36 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
37 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 





Tabela 10 - Valores de volume de cada barra da estrutura do exemplo da secção 4.1 para dife-
rentes valores de variabilidade do modulo de Young e do coeficiente de peso (0.3, 0.4 e 0.5) 
 0.3 0.4 0.5 
 10 20 30 10 20 30 10 20 30 
1 6,72% 6,70% 6,69% 5,70% 5,72% 6,28% 4,39% 4,38% 4,39% 
2 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
3 0,02% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
4 2,61% 2,65% 2,65% 10,24% 10,18% 4,41% 13,72% 13,70% 13,70% 
5 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
6 0,02% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
7 6,70% 6,70% 6,70% 5,67% 5,72% 6,28% 4,38% 4,38% 4,39% 
8 6,68% 6,69% 6,70% 5,70% 5,72% 6,28% 4,39% 4,38% 4,39% 
9 0,96% 0,95% 0,95% 0,00% 0,00% 0,74% 0,00% 0,00% 0,00% 
10 7,90% 7,91% 7,90% 10,24% 10,18% 8,80% 13,70% 13,70% 13,70% 
11 0,93% 0,95% 0,95% 0,00% 0,00% 0,73% 0,00% 0,00% 0,00% 
12 6,65% 6,69% 6,70% 5,72% 5,72% 6,27% 4,39% 4,38% 4,39% 
13 4,32% 4,38% 4,38% 5,70% 5,72% 4,64% 4,38% 4,38% 4,38% 
14 2,23% 2,26% 2,26% 3,06% 3,06% 2,46% 2,43% 2,41% 2,41% 
15 7,96% 7,92% 7,91% 10,20% 10,18% 8,81% 13,67% 13,71% 13,70% 
16 2,26% 2,26% 2,26% 3,06% 3,06% 2,46% 2,42% 2,41% 2,41% 
17 4,32% 4,38% 4,37% 5,73% 5,72% 4,64% 4,38% 4,38% 4,38% 
18 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
19 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
20 13,74% 13,57% 13,58% 10,21% 10,18% 12,80% 13,66% 13,71% 13,70% 
21 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
22 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
23 2,70% 2,70% 2,71% 0,00% 0,00% 2,33% 0,00% 0,00% 0,00% 
24 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
25 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
26 2,70% 2,71% 2,71% 0,00% 0,00% 2,34% 0,00% 0,00% 0,00% 
27 0,08% 0,01% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
28 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
29 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
30 0,06% 0,01% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
31 2,85% 2,86% 2,87% 0,00% 0,00% 2,13% 0,00% 0,00% 0,00% 
32 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
33 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
34 2,87% 2,86% 2,86% 0,00% 0,00% 2,13% 0,00% 0,00% 0,00% 
35 7,37% 7,42% 7,42% 9,38% 9,41% 7,72% 7,02% 7,02% 7,03% 
36 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
37 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 
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Na Figura 31 encontra-se uma comparação entre os resultados obtidos neste trabalho e os re-
sultados obtidos por Asadpoure et al. [11]. Em primeiro lugar é preciso referir que não existe 
qualquer informação referente aos resultados usados como termo de comparação, como por 
exemplo se a área de secção transversal tem como limite superior valores iguais aos das áreas 
com que se começa o problema (tal como neste trabalho), ou se podem assumir valores superi-
ores. Depois, os resultados gráficos apenas referem que o traço utilizado para representação 
equivale à espessura da área de secção transversal. 
Analisando a Figura 31 é possível concluir que os resultados são bastante semelhantes em ter-
mos qualitativos, existe uma preocupação do algoritmo em reforçar o interior da estrutura com 
elementos diagonais e verticais tanto na parte superior e inferior da estrutura, e distribuir mais 
material para os elementos que estão ligados aos apoios superior e inferior. Para 𝛼 = 0 verifica-
se que nos resultados obtidos neste trabalho são excluídas as duas barras verticais mais próxi-
mas dos apoios. 
  
a) 𝛼 =  1 b) 𝛼 =  1 
  
c) 𝛼 =  0.3 d) 𝛼 =  0.3 
  
e) 𝛼 =  0 f) 𝛼 =  0 
Figura 31 - Resultados da otimização do exemplo para 10% de variabilidade no módulo 
de Young e diferentes valores de α, a coluna da esquerda representa os resultados obtidos neste 





O objetivo principal desta dissertação consistiu no desenvolvimento de uma nova metodo-
logia para o estudo da influência da incerteza nos parâmetros de projeto na otimização de uma 
estrutura reticulada.  
Foram apresentadas duas formulações que existem para incorporar a incerteza na fase 
de projeto de uma estrutura, a otimização baseada em fiabilidade (RBDO) e a otimização robusta 
(RDO), sendo que este trabalho assentou nesta última. A otimização robusta tem em conta os 
efeitos que pequenas variações em parâmetros de projeto podem ter no desempenho diário de 
uma estrutura, e deseja obter soluções que sejam dentro do possível pouco sensíveis a essas 
variações.Neste trabalho formulou-se um problema de otimização robusta de topologia de uma 
treliça, considerando a variabilidade no módulo de elasticidade do material que compõe os ele-
mentos da estrutura. Esta formulação consiste numa soma ponderada de duas medidas estatís-
ticas, o valor esperado e o desvio padrão. 
A abordagem com o método da Ground Structure permite que um problema de topologia 
de treliça seja visto como um problema de otimização dimensional. No entanto, o número de 
variáveis de projeto é de uma magnitude superior ao número de variáveis de estado que descre-
vem o equilíbrio da estrutura. 
Foi utilizada a ferramenta de otimização do MATLAB, a optimtool, em conjunto com o pro-
grama PROAES para a resolução do problema formulado. Este programa (PROAES) permite o 
calculo das derivadas das performances em relação as variáveis de projeto e assim fornecer ao 
algoritmo e a função objetivo. Para validar a metodologia proposta foi analisada uma estrutura, 
em que as soluções obtidas, quando comparadas com as soluções obtidas por outros autores, 
podem ser consideradas coerentes e satisfatórias. 
Como sugestão de trabalho futuro seria de interesse o estudo e adaptação desta metodo-
logia para parâmetros como a localização dos nós e os carregamentos, ou otimização robusta 
de topologia para meios contínuos.
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