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More than 72% of sub-Saharan Africa land surface is comprised of hard rock with
fractured rock aquifers supplying water to an estimated 25% of the rural population. Given low
porosity and storativity, fractured rock aquifers are particularly vulnerable to stresses such as
projected population growth and climate variability. General circulation models of sub-Saharan
Africa predict increases in temperature and in occurrences of extreme precipitation trends, such
as flooding and drought. Adaptation strategies that promote optimal uses of water resources have
emerged, although, most focus exclusively on surface water resources. This project investigates
the potential impact of climate change on surface and groundwater resources in the Koumfab
watershed (Togo), and the influence of fracture spatial organization on solute transport. Drone
surveys of surface outcrops in the study region are used to characterize the fracture network.
Fracture network statistics are then used to generate synthetic discrete fracture networks, to
better estimate the permeability anisotropy. The numerical hydrologic model of the Koumfab
watershed is developed and parameterized using hydrogeologic data from 37 wells in the study
region. Historical groundwater level and stream discharge data within the watershed are used to
calibrate the numerical model. Future precipitation and temperature data from the Coupled
Model Intercomparison Project (CMIP5) are used to force the calibrated hydrologic model. To
study the influence of spatial organization on solute transport, synthetic discrete fracture

networks with different degree of clustering are generated and transport simulations are
performed. The results of transport simulations indicate that particle breakthrough time
significantly increases as networks become more clustered. Hydrologic simulations of the
Koumfab watershed suggest that groundwater and surface water resources are particularly
sensitive to precipitation changes, and a general decreasing trend in groundwater level and
streamflow rate is observed.
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CHAPTER I
INTRODUCTION
Water resources in sub-Saharan Africa are under pressure from increasing domestic and industrial
demands, and projected changes in climate. Annual population growth and urbanization rates in
the region are estimated at 2.6 and 3.3%, respectively. To ensure food security, the low (<5% of
arable land) percentage of irrigated lands is being strategically increased (Giordano, 2006).
Climate variability is likely to exacerbate the tentative equilibrium between water availability and
demand. Projections based on different general circulation models (GCMs) suggest warming
trends, with frequent occurrences of extreme heat and flood/drought events (Serdeczny et al.,
2017). Although precipitation forecasts vary among individual GCMs, it is suggested that
precipitation will decrease by 10-30% over much of subtropical Africa (Taylor et al., 2013).
Changes in land use, brought by urbanization and the need to support the increasing population,
also threatens groundwater quality. Favreau et al. (2009) found that vegetation clearing in semiarid Africa favors soil crusting; the latter increases focused recharge and migration of
anthropogenic contaminants, such as nitrates.
To circumvent the adverse effects of climatic and demographic stresses, adaptation
strategies promoting optimal use of water resources are being developed. Most of these strategies
focus only on surface waters. For instance, several studies have focused on the sustainability of
water resources in the Volta and Niger river basins, in response to climate stresses (Mahe, 2009).
Although 30-50% of the sub-Saharan Africa population relies on groundwater (Carter and Bevan,
2008), less attention has been given to the sustainability of groundwater.
Sub-Saharan Africa is underlain by Precambrian crystalline rocks (40%), consolidated
sedimentary rocks (32%), and volcanic rocks (6%) (MacDonald et al., 2008). Due to the low
1

intergranular porosity of crystalline and consolidated sedimentary rocks, interconnected networks
of fractures constitute the main pathways for fluid flow and groundwater storage. Furthermore,
fractured rock aquifers are likely to be more vulnerable to changes in precipitation trends due to
low storativity (Parashar and Reeves, 2017). Unlike sedimentary rocks, fractured rocks are highly
heterogeneous with irregular degrees of network connectivity that challenge equivalent
permeability approaches that rely on Representative Elementary Volume (REV) assumptions.
Instead, networks of fractures often need to be explicitly represented; this approach is termed the
Discrete Fracture Network method.
The strength of the DFN approach lies in the explicit representation and inclusion of the
geometrical properties of individual fractures which allows for a better understanding of the
contribution of fractures to fluid flow and contaminant transport (de Dreuzy et al., 2001; Neuman,
2005; Reeves et al., 2013, 2008a; Renshaw, 1999; Smith and Schwartz, 1984). Monte Carlo
analyses are commonly used to address the spatial variability in fracture network properties and
subsequent uncertainty in flow and transport behavior (Berkowitz, 2002; Liu et al., 2016; Neuman
et al., 2007; Reeves et al., 2008b). Different techniques can be used to generate DFNs, although
most studies rely on fracture data collected from outcrops and/or boreholes and utilize stochastic
methods to reproduce site-specific fracture attributes (Andersson and Dverstorp, 1987; Follin and
Hartley, 2014; Patriarche et al., 2007; Reeves et al., 2014). Computational constraints of the DFN
method precludes its application to regional scale studies. Alternatively, hydraulic parameters
derived from DFN simulations can be upscaled to basin-scale studies (Painter and Cvetkovic,
2005).
Water and energy transfer within the hydrologic cycle is accomplished by different processes:
evapotranspiration, runoff, interflow, and recharge. Interactions between surface and subsurface
2

domains constitute an important part of the hydrologic cycle. Several studies have found that
feedback mechanisms exist between water table and soil moisture conditions (Liang, 2003;
Maxwell and Miller, 2005; Yeh and Eltahir, 2005). For instance, a shallow water table is likely
to induce saturation excess runoff and enhance evaporation, resulting in a net groundwater
discharge (Liang, 2003). Conversely, in regions with deeper water tables, infiltration excess
runoff is more common, evaporation is limited by soil moisture, and groundwater recharge is
more likely to occur. Given the importance of surface-subsurface interactions, hydrologic models
that integrate surface and groundwater are needed for effective management of water resources
(Kollet and Maxwell, 2006). However, it is often challenging to directly couple these interactions
in a numerical model. Traditionally, surface and subsurface domains have been treated as distinct
entities separated by artificial interfaces where flux exchange occur (Ewen et al., 2000; Morita
and Yen, 2002). More recently, methods have been developed to directly couple and solve for
surface and subsurface flow simultaneously; this approach is termed fully-integrated modeling
(Brown, 1995; Therrien et al., 2004; VanderKwaak and Loague, 2001), and is more
representative of natural settings as all dominant hydrologic processes are simulated. These fully
integrated models are ideal to study the potential impact of climate change on water resources.
General Circulation Models (GCMs) are complex numerical models that simulate the earth’s
atmosphere based on the conservation laws of atmospheric mass, momentum, and water vapor.
When coupled with projected CO2 emissions scenarios, future climate data can be derived and
used as forcing for integrated hydrologic models.
1. Research Objectives
Most water-related adaptation strategies in sub-Saharan African do not focus on groundwater,
although groundwater supports a significant portion (30-50%) of the population. Given the
projected climate variability and demographic changes in the region, potential impacts on
3

groundwater resources remain highly uncertain. This project seeks to investigate surfacegroundwater interactions in a fractured rock watershed of northern-Togo to better understand how
basin-scale water resources are likely to be affected by climatic stresses.
The following research objectives will be pursued: (1) characterize fracture networks in
the Koumfab watershed; (2) upscale hydraulic parameters derived from DFN models for use in the
watershed-scale model; (3) determine contaminant transport behavior of the fractured rock
aquifers, (4) develop and calibrate an integrated hydrological model of the Koumfab watershed
and; (5) investigate the changes in groundwater recharge, storage, and streamflow under different
future climate scenarios. To successfully achieve these objectives, the following research questions
will be addressed:
•

How can Unmanned Aerial Vehicles (UAVs) be used to capture fracture network
properties?

•

How can pumping test data from wells in fractured rock be used to calibrate DFN models?

•

How can characteristics of the fracture networks be upscaled for representation in an
integrated hydrologic model?

•

How do fracture network properties influence the migration of anthropogenic
contaminants?

•

What are the historical trends in groundwater recharge, storage, and stream discharge in
the Koumfab watershed?

•

How can projected changes in climate potentially alter these historical trends and basinscale water resources?
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CHAPTER II
ENHANCING FRACTURE-NETWORK CHARACTERIZATION AND DISCRETEFRACTURE-NETWORK SIMULATION WITH HIGH-RESOLUTION SURVEYS
USING UNMANNED AERIAL VEHICLES
Akara, M.E.M., Reeves, D.M. & Parashar, R. (2020). Hydrogeol J 28, 2285–2302.
doi: 10.1007/s10040-020-02178-y
1. Abstract
A workflow is presented that integrates unmanned aerial vehicle (UAV) imagery with
discrete fracture network (DFN) geometric characterization and quantification of fluid flow. The
DFN analysis allows for reliable characterization and reproduction of the most relevant features
of fracture networks, including identification of orientation sets and their characteristics (mean,
dispersion, and prior probability); scale invariance in distributions of fracture length and spatial
location/clustering; and the distribution of apertures used to compute network-scale equivalent
permeability. A two-dimensional DFN generation approach honors field data by explicitly
reproducing observed multi-scale fracture clustering using a multiplicative cascade process and
power law distribution of fracture length. The influence of aperture on network-scale equivalent
permeability is investigated using comparisons between a sublinear aperture to length relationship
and constant aperture. To assess the applicability of the developed methodology, DFN flow
simulations are calibrated using pumping test data. Results suggest, that even at small scale, UAV
surveys capture the essential geometrical properties required for fluid flow characterization. Both
the constant and sublinear aperture scaling approaches provide good matches to the pumping test
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results with only minimal calibration, indicating that the reproduced networks sufficiently capture
the geometric and connectivity properties characteristic of the granitic rocks at the study site. The
sublinear aperture scaling case provides a realistic representation of equivalent permeability
because, it honors the directions of dominant and longer fractures that play a critical role in
connecting fracture clusters.
2. Introduction
Fluid flow and contaminant transport through fracture rocks are increasingly studied using
discrete fracture network (DFN) models. The strength of the DFN approach lies in the explicit
representation and inclusion of the geometrical properties of individual fractures which allows for
a better understanding of the contribution of interconnected networks of fractures (Smith and
Schwartz 1984; Renshaw 1999; de Dreuzy et al. 2001; Neuman 2005; Reeves et al. 2008, 2013).
Monte Carlo analyses are commonly used to address the spatial variability in fracture network
properties and subsequent uncertainty in flow and transport behavior (Berkowitz 2002; Neuman
et al. 2007; Reeves et al. 2008; Liu et al. 2016a). Different techniques can be used to generate
DFNs, although most studies rely on fracture data collected from outcrops and/or boreholes and
then utilize stochastic methods to reproduce site-specific fracture attributes (Andersson and
Dverstorp 1987; Patriarche et al. 2007; Reeves et al. 2014; Follin and Hartley 2014). The outcropbased model relies on a true representation of the fracture network as observed on the outcrop, and
preserves the topology and geometry of the fracture network (Odling 1997). However, limitations
of the outcrop exposure based models and the complex 3-D nature of fractures make it impossible
to fully characterize fracture networks (Neuman 2005; Reeves et al. 2012).
Stochastic approaches assume that any observed fracture network can be considered as a single
statistically-equivalent realization of a random and stationary process of network generation
(Cacas et al. 1990). Fractures are idealized as straight lines or planar discs/polygons (Baecher et
8

al. 1977), and their geometrical properties (length, orientation, aperture) are considered
independent random variables following certain probability distributions (Munier 2004; Lei et al.
2017). Based on these assumptions, synthetic networks can be generated from statistical
parameters derived from field measurements. Large data sets are needed to obtain reliable
statistical parameters; for instance, fracture length commonly encompasses at least 2-3 orders of
magnitude at field sites (Bonnet et al. 2001; Clauset et al. 2009). In practice, it is often challenging
to obtain such a dataset due to scale limitations imposed by exposure constraints and the resolution
of the survey equipment and/or methodology. As noted by Odling (1997), any fracture map
represents a subset of the fracture trace population with a lower limit defined by the resolution of
the mapping technique, and the upper limit defined by the size of the observation domain. These
limitations naturally lead to data censoring.
Recent advances in the use of UAV and image processing (structure from motion), offer the
possibility of high resolution mapping of fractures, and thus detailed characterization of fracture
network (Vasuki et al. 2014). Traditional techniques of field mapping such as airborne or satellite
imaging techniques are often resource intensive, suffer from coarse resolution that limits detailed
and inclusive characterization of smaller, background fractures, and are not easy to deploy.
Conversely, millimeter to centimeter scale resolution can be achieved by flying UAVs at lower
altitude. Furthermore, kilometer scale surveys can be performed with UAVs, and can easily
include areas where accessibility is a challenge. These capabilities of UAVs greatly improve our
ability to collect essential fracture network data (Carrivick et al. 2013; Vollgger and Cruden 2016).
Natural networks often exhibit complex patterns of spatial clustering (e.g., Gillespie et al.
1993); however, most DFN studies do not take spatial clustering into account. This limitation
arises from conventional outcrop maps that do not offer the resolution necessary to detect and
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quantify clustering patterns. In the absence of high quality two-dimensional data to determine if
fracture clustering is present, fractures are typically assumed unclustered and a uniform
distribution of fracture centers is assumed (Baecher et al. 1977; Dershowitz et al. 1991). This
implies that fracture location can be modeled as a Poisson process (Ross 2010). The Levy-Lee
method or the multiplicative cascade process (MCP) can be used to replicate fracture clustering.
In the Levy-Lee method, distances between fracture centers are randomly drawn from a power law
distribution, with the exponent of the power law representing the fractal mass dimension (Clemo
and Smith 1997). The Levy-Lee method is sensitive to domain size and the input and output fractal
mass dimensions are often inconsistent for small domain sizes. The second approach uses a
multiplicative cascade process to generate a probability field map from which fracture centers are
drawn (Schertzer and Lovejoy 1987; Meakin 1991). Unlike the Levy-Lee approach, the MCP
approach uses a correlation dimension which better captures geometric patterns of spatial
clustering (Cowie et al. 1993).
Fracture aperture is an important geometrical property governing fluid flow at the single
fracture scale, but is the least studied at the network-scale. This stems from difficulties in obtaining
reliable aperture measurements under in situ stress conditions, as measurements at the outcrop
surface cannot be directly correlated to subsurface apertures due to weathering and lack of
confining stress, both of which lead to overly dilated fractures. Additionally, roughness along
fracture walls makes it challenging to determine if physical apertures measured in the field are
representative of fluid flow processes. It is well known that physical aperture differs from the
hydraulic aperture (Raven and Gale 1985; Renshaw 1995; Chen et al. 2000). In an attempt to
correlate physical and hydraulic apertures, a few approaches have been proposed: the sublinear
aperture to length scaling based on linear elastic fracture mechanics (Olson 2003), and the Barton-
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Bandis model (Barton and Bandis 1980; Bandis et al. 1983; Olsson and Barton 2001).
A number of integrated approaches have been proposed to study fracture networks that
combine advances in outcrop mapping, spatial clustering representation, and fracture aperture
models. For instance, Bisdom et al. (2017) combined detailed UAV mapping with the sublinear
aperture to length scaling; however, they used a deterministic approach to generate the DFN and
the equivalent network permeability was not compared with field data. de Dreuzy et al. (2004)
used a stochastic approach representing fracture clustering using a multiplicative cascade process,
but fracture aperture was assumed independent of length and assigned a lognormal distribution.
Similar to Bisdom et al. (2017), network-scale permeability values were not compared to field
data.
This study investigates the use of UAVs to improve fracture network characterization and
integrates these results into stochastic DFN simulations. The proposed integrated approach uses
the multiplicative cascade process to reproduce fracture clustering, and models aperture according
to a sublinear aperture to length relation. To assess the relevance of this approach, network scale
equivalent permeabilities obtained from stochastically generated DFNs are compared with
pumping test results. The organization of this paper is as follows. Section 2 presents the study site.
Sections 3.1 and 3.2 describe the UAV imagery acquisition and processing procedure,
respectively. Section 3.3 is devoted to the statistical analysis of fracture geometrical attributes. In
sections 3.4 and 3.5, the 2-D DFN generation procedure and flow simulations are explained.
Section 4 presents a discussion of the results. Section 5 concludes the paper.
3. Study Site
The survey site is in northern Togo situated between longitudes 0°07 - 0°19 and latitudes 10°48 10°58’ (Figure 1). Two geologic domains make up the study region: the West African craton
(WAC) to the north, and the Volta Basin to the south (Eglinger et al. 2017). The WAC consists of
11

Archean to Paleoproterozoic crystalline rocks that were last deformed ~2000 Ma ago during the
Eburnean orogeny (Kalsbeek et al. 2008). In northern Togo, rocks that compose the WAC are
predominantly metavolcanic rocks (amphibolite) and granitic (gneiss, migmatite) rocks. The Volta
basin lies unconformably on the southeastern margin of the WAC and gently dips (1~10°) to the
southeast. Strata of the Volta Basin have been affected by the Pan-African orogeny (~600 Ma) and
show an ENE orientation. The Volta Basin strata are divided into three supergroups, in order of
top to bottom: Tamale, Oti, and Bombouaka. Of these, only the Bombouaka supergroup outcrops
in the study region. The Bombouaka supergroup consists of coarse grained quartzitic and feldspatic
sandstones, interbedded with clayey-silty layers. It is overlain by the Oti supergroup, which
consists of shales and greywackes. The Tamale supergoup is largely composed of conglomerates.
Deformation features in Northern Togo are the result of the Eburnean and Pan-African
Orogenies. The Eburnean orogeny evolved in two stages (Feybesse et al. 1990). The first stage is
a NW-SE crustal contraction (2.2~2.19 Ga) that generated vertical foliations and steeply dipping
mylonite zones. A transcurrent regime followed the crustal contraction. Indicators of the
transcurrent regime comprise NE-SW strike slip faults, NE-SW and NW-SE en echelon faults, and
NW-SE tension veins (Lompo 2010). The Pan-African orogeny, unlike the Eburnean orogeny, was
predominantly a compressional event with at least four phases (NE-SW, ENE-WSW, SE-NW, and
SSE-NNW); these are materialized by west verging thrust planes and conjugated strike slip faults
(Tairou et al. 2012).
The hydrogeology of the region is primarily controlled by secondary permeability
developed from fracturing and weathering. Results from single-well pumping tests (Appendix A)
yield a permeability range of 7.9 × 10-15 to 1.6 × 10-12 m2 in the crystalline rocks of the WAC. The
region has a Tropical Savanna climate (Köppen classification) with an average annual precipitation
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(1992-2016) of 1104 mm/year. The vegetation consists of sparse deciduous shrubs and woodlands
which is ideal for outcrop surveys.

Figure 1: a) Geologic map of the study region showing the West African Craton and the Volta
sedimentary basin. Box denoted by the letter A represents the location of the drone survey site.
b) Geologic cross-section along transect T-T’. From the NW to the SE, the top.
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4. Methods
A drone survey was conducted to map fractures in well exposed, horizontal outcrop in the WAC.
Fracture traces on the outcrop map are first digitized, and followed by statistical analyses of
fracture attributes, i.e., orientation, length, and spatial correlation. Fracture statistics are then used
to generate multiple 2-D synthetic network realizations. Fluid flow is computed within each
network by solving head at fracture intersections. Two scenarios are used to model aperture: (1)
constant aperture and (2) a sublinear aperture to length scaling relation. Principal components of
the permeability tensor are averaged over all flow simulations to determine the equivalent network
scale permeability. The equivalent permeability is calibrated to single well pumping test results by
adjusting either aperture in the constant aperture case or the Young’s modulus in the aperturelength scaling relation.
4.1.

Drone Survey

The study outcrop is surveyed using a DJI Phantom 4 Pro quadrocopter (Figure 2). The latter is
equipped with a camera that features a 1-inch, 20-megapixel CMOS sensor. Table 1 gives the
camera specifications. Prior to the survey, the Drone Deploy application was used to define flight
grids. The side and front overlaps are set to 70% to ensure a seamless stictching of adjacent photos.
Once the side and front overlap are specified, Drone Deploy determines the flight speed and the
frequency at which photos are taken. Flight altitude is adjusted until the target ground resolution
is achieved.
Table 1: Camera parameters.
Image resolution
Image width (Wi)
Image Height (Hi)
Sensor width (Ws)
Focal length (f)
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20 Megapixel
3648 pixel
5472 pixel
25.4 mm
2.8 mm

The following equation gives the relationship between resolution and flight altitude:
𝐺𝑅 =

𝐻 × 𝑊𝑠
,
𝑓 × 𝑊𝑖

(1)

where GR is the ground resolution in m/pixel, H is the vertical distance above ground level in m,
Ws is the width of the camera sensor in mm, Wi is the image width in pixels, and f is the focal length
of the sensor in mm. In practice, before each survey, the outcrop is inspected to determine the
smallest feature of interest. This information is then used to estimate the appropriate flight altitude.
Flight altitude was set to 20 m which corresponds to a ground resolution of 0.63 cm/pixel.
In addition to the drone survey, manual measurments of fracture length, orientation,
spacing, and aperture are recorded for verification. The measurment transects are set perpendicular
to the main orientation sets for reliable estimation of true fracture spacing and equal represenation
of fracture sets. Fracture length and aperture are measured for each fracture intersecting the
transect. Aperture is measured using a feeler gauge with blade thickness ranging from 38-635 μm.

Figure 2: DJI Phantom4 quadcopter used for the survey and b) flight plan using Drone Deploy
platform; the front and side overlaps are set to 70%.
4.2.

Drone Data Processing

Drone images are processed using the photogrammetric approach which uses overlapping
15

photos to reconstruct 3D structures, orthomosaic, and digital elevation models (DEM). Agisoft
Metashape software (version 1.5.2) is used to process images. The first processing step consists in
identifying common features (tie points) in adjacent photos, using Structure from Motion
algorithms (Figure 3). Once tie points are detected, photos can be aligned, and the geometry of the
scene reconstructed. The geometry of the scene is reconstructed by determining camera positions
and orientation. A sparse point cloud is generated as a result of the first step. The quality of the
photo alignement can be infered from the reprojection error as low reprojection error values
indicate good photo alignment. The reprojection error in this survey is 0.337 pixel which is
equivalent to a 57 μm offset between the original and aligned photos. For reference, the USGS
(2017) recommends 0.3 pixel as reprojection error goal for general UAV imaging purposes. Next,
the sparse point cloud is densified by extracting the position of all points in the aligned photos.
The dense point cloud is then converted into a meshed surface that serves as the basis for deriving
DEM and orthomosaic maps. Fracture traces are digitized manually from the orthomosaic maps
using Adobe illustrator.
4.3.

Statistical Analysis

The outcrop surveyed lacks vertical exposure and borehole geophysics data, and thus, the
statistical analysis is restricted to 2-D fracture data. The statistical analysis approach first defines
fracture set orientations within the fracture population, analyzes for the distribution of fracture
length, and examines trends in fracture spacing. Directional data are analyzed to determine the
orientation of each fracture set. Fracture length data exhibit linear trends on a log-log plot and are
fit to a power law distribution. The spatial occupancy (a surrogate for fracture density) and
correlation of fractures is quantified using box-counting fractal and the two-point correlation
dimensions, respectively.
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Figure 3: Image processing steps in Agisoft Metashape: a) tie points are used to align photos and
generate the sparse point cloud model, and b) densification of the sparse point cloud model and
generation of the orthomosaic map.
Orientation sets are identified by plotting fracture strike on a rose diagaram. For each
orientation set, the mean orientation Ɵm is computed following the method proposed by Mardia
(1972). To implement Mardia’s method, orientation data are first organized into bins with the
corresponding frequencies. The mean orientation Ɵm is given by:
𝑆
Ɵ𝑚 = 𝑎𝑟𝑐𝑡𝑎𝑛 ( ),
𝐶

(2)

where
𝐶=

𝑘
1
∑ 𝑓𝑖 𝐶𝑜𝑠Ɵ𝑖 ,
𝑛
𝑖=1

(3)

𝑘
1
∑ 𝑓𝑖 𝑆𝑖𝑛Ɵ𝑖 ,
𝑛
𝑖=1

(4)

and
𝑆=

where n is the number of orientation elements in a set, fi is the frequency, Ɵi is the bin value, and
Ɵm is the mean orienation. The disperion κ of orientations around the mean is computed using a
maximum likelihood approach (Fisher 1995; Berens 2009).
Previous studies have found that fracture length spans multiple orders of magnitude and is
17

best decribed by a power-law (Davy 1993; Marrett 1996; Renshaw 1996, 1999; Odling 1997;
Bonnet et al. 2001). Power-law distributions of fracture length infer that a characteristic length in
the fracture growth process is undefined (Sornette and Davy 1991). This is advantageous for
outcrop studies where a power-law exponent can be determined locally from smaller-scale data
and extrapolated to describe fracture length at sub-regional scales. Lognormal distributions of
fracture length have also been proposed, but these distributiosn arise from censoring of the largest
fracture length values due to limited outcrop exposure or lithological layering (Odling et al. 1999).
In practice, the inverse cumulative distribution of fracture length is plotted, also known as a
survival function (Ross 2010). If length exhibits power law scaling, the tail of the largest values
will exhibit a linear trend on a dual logarithmic plot. The slope of the linear trend represents the
power-law exponent, and the minimum fracture length value can be determined from the lower
threshold of the power law trend.
Accurate characterization of the spatial organization of fractures within a rock mass are
important for reproducing fracture connectivity and quantification of fluid flow. In this study, the
fracture networks exhibit spatial clustering, and computed fractal and correlation dimensions are
both used to describe the spatial organization of fractures. Each of these parameters relate to the
fracture pattern in different ways: the fractal dimension best decribes the spatial occupancy (i.e.,
space filling properties) of the fracture network, whereas the correlation dimension is sensitive to
the spatial clustering of fractures (Davy et al. 1990; Barton 1995; Bour and Davy 1997). The boxcounting method is used to compute the fractal dimension. It is based on fitting the domain of
interest with a grid of squares of size r. The total number of squares (Nb) required to cover the
domain of interest is then determined. This process is repeated for different values of r. The fractal
dimension (D) is obtained by plotting the number of square (Nb) against the radius r, on a
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logarithmic scale. The fractal dimension corresponds to the slope of the line:
𝑙𝑜𝑔(𝑁𝑏 (𝑟)) = 𝑎 − 𝐷𝑙𝑜𝑔(𝑟),

(5)

where a is the intercept and D is fractal dimension. The box-counting method is applied to a subset
of the outcrop where fractures are well exposed.
The correlation dimension (Dc) is determined using the two-point correlation method. First,
fracture centers (barycenters) are determined and the distance between pairs of fracture centers is
computed (Sornette et al. 1993; Bour and Davy 1999). The two-point correlation function, C2(r),is
then determined as follows (Hentschel and Procaccia 1983):
𝐶2 (𝑟) =

2𝑁𝑝 (𝑟)
,
𝑁(𝑁 − 1)

(6)

where Np(r) is the number of pairs of points with distance less than r, and N is the total number of
points. By plotting the correlation function C2(r) against the radius r, on a dual logarithmic scale,
the two-point correlation dimension (Dc) is given by:
𝐶2 (𝑟) ≈ 𝑟 −𝐷𝑐 .
4.4.

(7)
Discrete Fracture Network Generation

Fracture statistics in Section 3.3 are used to generate multiple 2-D fracture network
realizations. All networks have a domain size of 40 m by 40 m. A multiplative cascade approach
(MCP) is used to reproduce the complex spatial distribution of fractures observed in the network
by assigning fracture locations. The MCP is an iterative process of fragmentation of a shape into
n-subdomains (Schertzer and Lovejoy 1987; Darcel et al. 2003). The MCP is advantageous
because it preserves the observed fractal spatial clustering. The number of iterations is a function
of domain size and minimum fracture length:
𝑙𝑚𝑖𝑛 =

𝐿
,
2𝑚

(8)
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where lmin is the minimum fracture length, L is the domain size, and m is the number of iteration.
For the first iteration, the domain is sudivided into four squares which are assigned probabilities
such that:
𝑛

∑

𝑃𝑖2

1 𝐷𝑐
𝑖=1 ( )
𝑙

= 1,

(9)

and
𝑛

∑ 𝑃𝑖 = 1,

(10)

𝑖

where Pi is the probability, l is the ratio of sub-domain side length to domain side length, and Dc
is the two-point correlation dimension. For subsequent iterations, each initial square is further
subidived into four, with new probabilities satisfying (9) and (10). The final probability is the
product of the parent and daughter probabilities (Figure 4). A probability density map generated
from a total of 8 iterations is used to reproduce the observed spatial clustering. Fracture centers
are extracted from the probability density map using a discrete inverse transform method. To
implement the discrete inverse transform method, the probability matrix of the previous step is
reorganized into a vector and the cumalitve sum of the vector is computed. Next, a vector U
containing n uniform numbers between 0 and 1 is generated; n is the number of fractures desired.
Each element Ui of U, is matched to the closest element of the cumulative probability vector, based
on the following inequality:
𝐶𝑖−1 ≤ 𝑈𝑖 < 𝐶𝑖 , 𝑖 = 1, … . . , 𝑛

(11)

where C is the cumulative sum probability vector. Some elements of U are likely to give the
same element Ci which implies an unrealistic duplication of fracture centers. To avoid duplicates,
the location of fracture centers are drawn from a uniform distribution over the selected cell. A
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detailed description of the MCP method can be found in Moein et al. ( 2019).

Figure 4: First and second iterations of the multiplicative cascade process. At each iteration, a
parent cell is fragmented into four daughter cells. A total of 8 iterations is performed for each
network realization.
Once fracture locations are determined, fracture orientation, length, and transmissivity
are assigned. Fracture orientations are modelled using the Von Mises-Fisher distribution :
𝑓(𝜃|𝜇, 𝜅) =

𝑒 𝜅 𝑐𝑜𝑠 (𝜃−𝜇)
,
2𝜋𝐼𝑜 (𝜅)

(12)

where I0(κ) is the modified Bessel function of order zero, μ is the mean direction, and κ is an
inverse measure of the dispersion around the mean. For each orientation set previously identified,
random variates are generated using the envelope-rejection method (Best and Fisher 1979; Berens
2009). The relative abundance of each orientation set is maintained by honoring posterior
probabilities.
Fracture length is modeled as a power law:
𝛼
𝐹(𝑙) = 1 − 𝑙𝑚𝑖𝑛
𝑙 −𝛼 ,

(13)

where F(l) is the cumulative distribution function, lmin is the lower power law cutoff and α the
power law exponent. A vector U containing n random numbers between 0 and 1 is first generated;
n is the number of fracture centers. Length variates are then computed as:
1

𝐿 = 𝑙𝑚𝑖𝑛 𝑈 −(𝛼) ,

(14)

where L is the length variate vector.
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Once all parameters are specified, fractures are added to the network until the observed fractal
dimension (D)and density (P21) are satisfied. The latter is given by:
𝑛

𝑃21

1
= ∑ 𝑙𝑖 ,
𝐴

(15)

𝑖=1

where A is the area of the domain and li is the length.
The last step consists of assigning aperture to each fracture. Two methods are used to assign
aperture: (1) constant aperture applied to all fractures, or (2) aperture is assigned using a sublinear
aperture to length scaling model (Olson 2003; Schultz et al. 2008). In the sublinear aperture to
length model, fracture length L is related to maximum displacement by (Klimczak et al. 2010):
𝐷𝑚𝑎𝑥 = 𝛼𝐿0.5 ,

(16)

where Dmax is the maximum displacement orthogonal to fracture walls at the center of the fracture
and α is a constant of the form:
𝐾𝐼𝑐 (1 − 𝜈 2 ) √8
𝛼=
,
𝐸
√𝜋

(17)

where KIc is the fracture toughness in MPa.m1/2, ν is the Poison’s ratio, and E is the Young’s
modulus in GPa. The constant α is estimated using a KIc of 1.545 MPa.m1/2 (Atkinson 1984) and
a Poison’s ratio of 0.26 (Tugume et al. 2012). Young’s modulus for granite/granodiorite ranges
between 69 and 91 GPa (Lanaro et al. 2006). These values are specific to granitic rocks
characteristic of the study region. Assuming fractures as an idealized ellipse, Olson (2003)
determined that average displacement Davg is related to Dmax by:
𝐷𝑚𝑎𝑥 =

𝜋
𝐷 .
4 𝑎𝑣𝑔

(18)

Substituing equation (16) in (18) gives:
𝐷𝑎𝑣𝑔 =

𝛼𝜋
√𝐿.
4

(19)
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4.5.

Flow Simulations

The hydraulic backbone for each fracture network realization is determined by removing deadends fractures and isolated clusters (Figure 5). This is accomplished through a combination of
geometric and hydraulic methods. Flow through the hydraulic backbone is determined by: (1)
solving the mass conservation equation at all intersection points between fractures and (2) solving
for the hydraulic head, using Darcy’s law (Parashar and Reeves 2012):
𝑄 = −𝑇 ∙ ℎ,

(20)

where Q is the volumetric flow within a fracture in m2/s, T is the transmissivity of the fracture
m2/s, and 𝛻ℎ is the hydraulic gradient.

Figure 5: Example of synthetic network realization (left) and the corresponding hydraulic
backbone (right). The network contains 1600 fractures with Dc= 1.47 and a power law exponent
of 2.2.
Two scenarios are used to simualate flow. In the first scenario, representative of the
conceptualization of a constant value of aperture, all fractures are assigned the same transmissivity
according to the cubic law (Snow 1965):
𝑇=

𝜌𝑔 3
𝑏 ,
12𝜇

(21)
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where T is the tranmissivity in m2/s, ρ is water density in kg/m3, g is the gravitational acceleration
in m/s2, 𝜇 is water viscosity in kg/m, and b is the aperure in m. In the second scenario, the sublinear
aperture to length relationship is used to relate each fracture to its aperture to compute a distribution
of transmissivity values.
Hydraulic head at all internal nodes is solved iteratively using the minimal residual method
(MINRES) – a variant of conjugate gradient method that can be applied to symmetric indefnite
systems - until an internal convergence criterion (10-7) is reached (Parashar and Reeves 2012).
For each network, the boundary conditions consist of two constant head boundaries and two
linearly varying head boundaries (Figure 6). The directional components of the transmissivity
tensor are computed by solving for Darcy’s law first in the x-direction and then rotating the
network 90 ° to solve it in the y-direction (Zhang et al. 1996):
[

𝑄𝑥𝑥
𝑄𝑦𝑥

𝑄𝑥𝑦
𝑇𝑥𝑥
]=[
𝑇𝑦𝑥
𝑄𝑦𝑦

𝑇𝑥𝑦 𝛻𝐻𝑥
][ 0
𝑇𝑦𝑦

0
𝛻𝐻𝑦 ].

(22)

Given that DFN inputs (length and orientation) are drawn from probability distributions, several
simulations are needed to account for the variability of network-scale transmissivity due to
variability within geometric and hydraulic properties. A total of 50 flow simulations are averaged
to determine the equivalent representative permeability tensor, where the relationship between
transmissivity and permeability is defined as:
𝑇=

𝜌𝑔
∙ 𝑘 ∙ 𝑏,
𝜇

(23)

where T is the tranmissivity in m2/s, ρ is water density in kg/m3, g is the gravitational acceleration
in m/s2, 𝜇 is water viscosity in kg/m, k is the permeability in m2, and b is the thickness. Note that
b is set to unity, because the simulations are concerned with 2-D networks.
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Figure 6: Linear head boundary conditions for computation of the 2-D permeability tensor. a) flow
from left to right, and b) flow from top to bottom.
The principal permeability components kxx’ and kyy’ are obtained by taking the eigenvalue of the
2D permeability tensor:
[

𝑘𝑥𝑥
𝑘𝑦𝑥

𝑘𝑥𝑦
𝑘𝑥𝑥 ′
]=[
0
𝑘𝑦𝑦

0
𝑘𝑦𝑦 ′

(24)

],

where kxx’ and kyy’ are equivalent to the maximum (kmax) and the minimum (kmin) permeability,
respectively. The principal direction (ω) of the permeability tensor is obtained as follows (Zhang
et al. 1996):
tan(2𝜔) =

2𝑘𝑥𝑦
(𝑘𝑥𝑥 + 𝑘𝑦𝑦 )

.

(25)

The average equivalent permeability is given by:
2
2
𝑘𝑒𝑞 = √𝑘𝑥𝑥′
+ 𝑘𝑦𝑦′
.

(26)

The geometric mean of permeability values from twenty-four (24) single well pumping tests serves
as a calibration target for network-scale equivalent permeability values. For the constant aperture
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case, a single aperture value is adjusted until the average equivalent permeability matches the
pumping test results. The same approach is used for the sublinear aperture to length scaling, but in
this case, the Young’s modulus is the variable adjusted.The calibration is considered acceptable
when the difference between the simulated values and calibration target is less than 1%.
5. Results and Discussions
Fracture orientation
A total of 1184 fracture are traced and extracted from the outcrop map (Figure 7). The rose
diagram suggests two predominant orientation sets: N000-039° (NE-SW) and N080-130°, which
account for 39% and 26% of the fracture population, respectively (Table 2). The remainder of the
fracture population shows two sets: (1) N040-079° (18%) and (2) N131-179° (17%). The two
predominant sets (N000-039° and N080-130°) are consistent with those found at other locations
in the West African Craton (Egal et al. 2002; Hein et al. 2004; Feybesse et al. 2006; Tshibubudze
et al. 2009; Dabo and Aïfa 2010). The similarity in these findings suggests that these fractures
originated from the same regional tectonic stress events. The preponderance of NE-SW trending
fractures (39%) indicates the influence of the Eburnean orogeny (Lompo 2010). However, there is
still debate on whether the E-W (N080-130) fractures belongs to the Eburnean orogeny. Some
authors propose that they were formed prior to the onset of the Eburnean orogeny under a different
stress regime (Tshibubudze et al. 2009; Hein 2010). This implies that these two sets are not
conjugate, and thus, their angular relationship cannot be used to determine the fracturing mode.
However, observations at the field site show lack of shear displacement and indicate that most
fractures are joints. Some studies also indicate that most of the fractures are sub-vertical
(Tshibubudze et al. 2009; Dabo and Aïfa 2010), which implies that connectivity in the horizontal
plane controls fluid flow. Regardless of the timing of regional deformation and fracture
propagation, the two main sets are near orthogonal and this greatly increases probability for
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fracture intersection in the horizontal plane and likelihood of forming connected networks for
conducting fluid. The formation of interconnected networks is also confirmed by the pumping tests
in the WAC where rocks of granitic composition have little to no primary porosity and
permeability.

Figure 7: Fracture traces map (top) consisting of 1184 traces and the corresponding rose diagram
denoting fracture orientations (bottom). The black rectangle denotes the region where the box
counting method is applied.
Table 2: Summary of fracture set parameters.
Set

Orientation
(mean and ĸ)

Posterior
Probability

1
(N000-039ᵒ)
2
(N040-079ᵒ)
3
(N080-130ᵒ)
4
(N131-179ᵒ)

14.5°/ 26.73

0.39

Geometric
mean of
length (m)
1.1

60°/ 28.50

0.18

0.7

107°/ 17.84

0.26

0.8

156°/ 15.13

0.17

0.9
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Fracture length and spatial patterns
Fracture length at the field site spans over two order of magnitude, from 0.07 m to 21.21
m. It is highly likely that fractures longer than 21 m exist but are censored by the limited exposure.
The data also indicate that orientation set 1 (N000-039ᵒ) has the highest geometric mean length
(Table 2), suggesting that longer fractures are more likely to occur in set 1. The power law trend
is only observable over slightly greater than one order of magnitude with a power law exponent a
equal to 2.2 and lower cutoff lmin of 1.2 m (Figure 8). An exponent of 2.2 indicates a mixture of
short and intermediate length fractures with longer fractures being less prevalent. The two-point
correlation dimension Dc is 1.47 (Figure 9) and falls at the lower end of values (1.3 ≤ Dc ≤ 2)
reported in the literature (Bonnet et al. 2001), suggesting a highly clustered network. The strong
clustering combined with the predominance of small fractures indicates a strong dependence on
longer fractures to connect otherwise isolated clusters of fractures with higher local densities. For
instance, 37.5% of generated network realizations are below the percolation threshold, mainly due
to the absence of long fractures to connect isolated clusters. This observation is consistent with the
findings of de Dreuzy et al. (2004) that suggest when 2 ≤ a ≤ Dc+1, the connectivity of the network
is sensitive to the occurrence of longer fractures to improve the chances of forming a percolating
cluster. The fractal dimension D is 1.6 and the fracture density is 2.2 m/m2. After testing, it is
found that a fractal dimension of 1.6 is equivalent to 1600 fractures in a domain of 40 m by 40 m
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Figure 8: Complementary cumulative distribution function of fracture length. Red line represents
the best-fit power law trend.

Figure 9: Plot of the two-point correlation function and the local slope. The slope of the linear
regression (red) gives the correlation dimension Dc = 1.47. The local slope trend is shown with
the black triangles.
Flow simulations
Permeability from pumping tests (2.2 × 10-13 m2) correlates to a constant aperture of 57 μm
and a Young’s modulus of 87 GPa for the sublinear aperture to length relationship (Table 3). The
calibrated aperture of 57 μm is close to the value (65 μm) used in other studies (Min et al. 2004;
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Baghbanan and Jing 2008; Liu et al. 2016b). The correlated aperture (sublinear scaling) ranges
from 17-147 μm with an arithmetic mean of 29 μm. Fracture length follows a power law with an
exponent of 2.2 and thus, the sublinear scaling aperture distribution is biased towards small values,
which explains the discrepancy between the two values. The Young’s modulus is within the range
of values (69-91GPa) for granitic rocks (Lanaro et al. 2006). The maximum permeability kmax is
oriented N 049° for the sublinear case and N 055° for the constant aperture case. The sublinear
scaling case aligns best with the predominant orientation observed on the rose diagram. Orientation
set 1 accounts for 39% of all fractures and thus, is more likely to contain longer fractures. Given
that aperture is proportional to length, higher densities and propensity for longer fractures along
fracture set 1 should concentrate fluid flow in that direction. This effect is less pronounced in the
constant aperture case because all fractures are given equal weight to conduct flow, and the overall
flow distribution within the network reflect the propagation of the boundary conditions into the
network structure (Reeves et al. 2013; Trullenque et al. 2017). In both cases, the maximum
permeability does not align perfectly with orientation set 1, because fractures in orientation sets 2
and 4 also contribute to flow.
The horizontal anisotropy, denoted as the kmax/kmin ratio in Table 3, is 2.8 for the constant
aperture case and 2.1 for the sublinear scaling case. If all fractures have equal aperture, the
anisotropy of the permeability tensor is solely dependent on network geometry. Conversely, in the
sublinear scaling case, the effect of the network geometry on the horizontal anisotropy is reduced
by the fact that long fractures dominate fluid flow, and these could occur in any direction (Figure
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10). Fracture transmissivity follows a power law distribution with an exponent of 1.48 (Figure 11).

Figure 10: Flow through individual fracture segments illustrate differences between the constant
aperture cases (a, c) and the sublinear scaling case (b, d) for two network pairs. Color intensity
is proportional to the amount of flow, where dark blue segments con concentrated in long
fractures in the sublinear scaling case.
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Figure 11: Complementary cumulative distribution function of fracture transmissivity. Red line
represents the power law fit.
Table 3: Flow simulation results.

Case

keq.(m2)

kmax.(m2)

kmin.(m2)

kmax/kmin

Sublinear scaling 2.2 x.10-13 1.9 x.10-13 9.3 x.10-14

2.1

Constant aperture 2.2 x.10-13 2.0 x.10-13 7.2 x.10-13

2.8

The exponent b scales as two-thirds of the length exponent. This relationship arises because
of the cubic relationship between transmissivity and aperture, and the square root relationship
between aperture and length:
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1

𝑏 ∝ 𝐿(2) ,

(27)

and
𝑇 ∝ 𝑏3.

(28)

Combining (26) and (27) gives:
3

𝑇 ∝ 𝐿(2) .

(29)

The distribution of transmissivity (FT) as a function of the distribution of length (FL) is obtained
by the following transformation:
𝐹𝑇 = 1 − 𝐹𝐿 (𝜓 −1 (𝑡)),

(30)

where 𝜓 is a function such that:
𝑇 = 𝜓(𝐿).

(31)

If length follows a power law of the form l-a, (29) yields:
2

𝑇 = 1 − 𝑡 (3𝑎) .

(32)

This is the first time, to our knowledge, that the sublinear scaling relation has been applied to a
DFN model at a specific study site to study the impacts of multiple scaling relations on the overall
scaling of transmissivity.
Manual scanlines vs. outcrop map
Fracture data collected via manual scanlines and UAV outcrop maps are studied to better
understand how information loss using a lower dimensional method (i.e., 1-D transects) influence
DFN characterization. Length data from the scanlines do not exhibit a clear power law trend,
especially when compared to the outcrop results (Figure 12). Fig 12 also shows that the scanline
is biased towards long fractures (shown as a shift in the plot towards larger values) which is
consistent with previous studies suggesting that small fractures tend to be underrepresented in
scanline approaches to fracture characterization (Mauldon et al. 2001; Watkins et al. 2015). The
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main orientation sets from the rose diagram are consistent with the scanline observations. It took
less than 20 min to collect the drone imagery over a survey area of 95 m by 95 m, an area that is
not feasible for characterization using manual scanlines. Also, the 1-D nature of the scanline
method precludes spatial pattern analyses (i.e., fractal and correlation dimensions) which
according to our results exert considerable control on fracture connectivity and fluid flow. Overall,
the scanline approach served little utility in fracture characterization at this site and required
significantly more time in the field to conduct.

Figure 12: Comparison of length distribution from the scanline and the UAV survey. Length data
span approximately one order of magnitude for the manual scanline and two orders of magnitude
for the UAV survey.
6. Conclusion
In conclusion, a workflow is presented that combines detailed UAV mapping with stochastic
DFN simulations. The spatial clustering and its scaling exhibited in the characterized network is
honored through the use of a multiplicative cascade process. Fracture aperture is modeled using
the sublinear scaling relationship and a constant aperture case. The UAV survey was able to resolve
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features at the centimeter scale. This enabled a detailed statistical analysis of fracture geometrical
attributes (length, orientation) as well as spatial properties (two-point correlation and fractal
dimension) which are typically unknown for most fractured rock masses as the analysis requires
high-quality planar data that two-dimensional transects cannot provide. Stochastic methods are
then used to generate multiple realizations of synthetic networks and solve for the permeability
tensor. The equivalent permeability values required only minimal calibration to match the pumping
test results by changing the aperture value in the constant aperture case and the Young’s modulus
in the sublinear scaling case. These results suggest that geometrical and spatial properties of
fracture network provide a reasonable framework to understand fluid flow in complex fracture
networks. Furthermore, the results suggest that the sublinear scaling relationship is an acceptable
aperture model in the absence of direct aperture measurement, and more importantly, likely
captures the high degree of variability in transmissivity within field-scale DFNs, and better
reproduces the dominant directions and patterns of enhanced fluid flow. The complex spatial
distributions of fluid flow are particularly important for solute transport investigations. Results of
this study will serve as a basis to develop a watershed-scale surface water/groundwater model that
investigates the impacts of climate change in the study region. Specifically, the DFN results will
be used in the spatial discretization of the model and to assign permeability values that capture the
anisotropy and permeability of the fractured bedrock.
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9. Appendix
Latitude
(degrees)
11.108
11.103
11.101

k (m2)

Segnabin
Silmissi
Yiego

Longitude
(degrees)
0.004
0.027
0.033

Kossou
Tabi
Nandjak
Kouadegangbongue
Natone
Soompoing
Babogou
Djadoutegbane
Bongdoure
Bagname-Talbounte
Sanfatoute-Centre
Obitenlegou
EPP Obitenlegou
Kabilagou
Gbargou
Louanga-Centre
Tantoga
Oubiagou
Pognon
Timabik
Sanfatoute-Centre_2

0.047
0.081
0.095
0.203
0.003
0.179
0.155
0.081
0.010
0.287
0.299
0.273
0.276
0.295
0.319
0.320
0.336
0.349
0.503
0.022
0.291

11.105
11.093
10.991
11.057
10.983
10.971
10.934
10.875
10.801
10.952
11.009
10.928
10.938
10.914
10.923
10.902
10.962
10.948
10.973
10.491
10.948

4.9 x.10-13
3.8 x.10-13
2.8 x.10-13
2.2 x.10-13
7.4 x.10-14
9.7 x.10-14
2.9 x.10-13
8.5 x.10-15
3.7 x.10-13
6.6 x.10-13
6.2 x.10-13
5.7 x.10-14
2.7 x.10-13
1.4 x.10-13
1.0 x.10-13
1.0 x.10-12
8.2 x.10-13
6.9 x.10-13
1.8 x.10-13
7.9 x.10-15
2.8 x.10-14

Location
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8.3 x.10-13
1.6 x.10-12
6.8 x.10-13

CHAPTER III
ANALYSIS OF SPATIAL CLUSTERING IN NATURAL FRACTURE NETWORKS
AND IMPLICATIONS FOR NETWORK SCALE CONTAMINANT TRANSPORT
Akara, M.E.M., Reeves, D.M. & Parashar, R. (In Revision). Journal of Hydrology
1. Abstract
This study explores the prevalence of fracture clustering in natural networks and its influence
on fluid flow and advective transport. Fracture networks from a compilation of previously
published maps that encompass igneous, metamorphic and sedimentary rock types, various
geological and tectonic settings, and a broad distribution of length scales are analyzed using the
two-point correlation technique to characterize the spatial scaling between fracture barycenters.
None of the maps analyzed yielded Poissonian spacing with correlation dimension (Dc) ranging
from 1.47 to 1.89 with a median of 1.8. These results suggest fracture networks often exhibit spatial
clustering and are rarely Poissonian as commonly assumed. Synthetic Discrete Fracture Networks
(DFNs) with constant transmissivity applied to all fractures are generated for three clustering
(Dc=1.6, Dc=1.8, and Poissonian) and power law length exponent (α=1.4, α=1.8, and α=2.2)
scenarios. Median particle breakthrough times are shown to increase by 10-70% as spatial
clustering transitions from Poissonian to highly clustered (Dc=1.6). Median particle breakthrough
times also increase, by a factor of 1.2-3.4 (20-240%), when the power law length exponent
increases from α=1.4 to α=2.2. As clustering increases, breakthrough curves within each scenario
become highly variable which indicates that spatial clustering may significantly affect solute
retention. These results indicate that spatial clustering and length exponent both significantly
influence transport. The use of power-law length distributions in generating fracture networks is
relatively common, whereas the spatial organization of fractures is rarely included in transport
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studies of fractured rock. Spatial clustering introduces substantial heterogeneity and flow path
tortuosity that is not captured by Poissonian DFNs.
2. Introduction
Accurate representation of the spatial distribution of fractures is essential for characterizing
fractured media and proper generation of synthetic discrete fracture networks (DFNs). Perhaps the
most common assumption used in the analysis and generation of fracture networks is that fracture
spacing follows a negative exponential distribution also known as the Poisson distribution
(Baecher et al., 1977; Dershowitz and Einstein, 1988; Ross, 1985). The Poisson distribution
implies that a uniform distribution of inherent flaws or microcracks is present within a rock mass,
and the propagation of new fractures from these initial flaws initiates independently of preexisting
fractures (Olson, 2004; Olson et al., 2007; Pollard and Aydin, 1988; Segall and Pollard, 1983).
Numerical and analogue experiments suggest that conditions for a Poissonian distribution of
spacing are met in early stages of fracture development, due to the low fracture density (Belfield,
1998; Gross et al., 1995; Rives et al., 1992).
The Poisson spacing assumption originated from several studies concerned with measuring
spacing between adjacent fractures along 1D scanlines and fitting the spacing data to a probability
distribution (Call et al., 1976; Einstein et al., 1980; La Pointe and Hudson, 1985; Priest and
Hudson, 1976). In all these studies, it was found that a negative exponential distribution best
described the spacing data. Consequently, fracture spacing was assumed to follow a Poisson
distribution in 1D, and this assumption was extrapolated to higher spatial dimensions, i.e., 2D and
3D. However, some authors observed that a fit of 1D fracture spacing data to an exponential
distribution is not a sufficient condition to conclude that facture locations are based on a Poisson
process (Einstein et al., 1980; Miller, 1979). For instance, a combination of evenly spaced,
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clustered, and randomly positioned fractures may also give rise to a negative exponential
distribution (Hudson and Priest, 1979). Furthermore, a Poisson process implies a homogeneous
and isotropic medium, which is less likely to be the case in natural rock masses.
Fracture spacing can also be characterized by other distributions such as: lognormal (Becker
and Gross, 1996; Bouroz, 1990; Pascal et al., 1997; Rouleau and Gale, 1985; Sen and Kazi, 1984;
Steffen et al., 1975), gamma (Castaing et al., 1996; Gross, 1993; Huang and Angelier, 1989; Wong
et al., 2018), near constant (Gross, 1993; Ladeira and Price, 1981; Narr and Suppe, 1991), power
law (Belfield and Sovich, 1995; Bour et al., 2002; Bour and Davy, 1999; Reeves et al., 2014), and
normal (Huang and Angelier, 1989; Ji and Saruwatari, 1998). The above-mentioned distributions
suggest that fracture locations may not commonly follow a Poisson process. Rives et al. (1992)
found that lognormal and normal distributions are reproduced in numerical settings when
mechanical interactions between fractures are considered. Fractures interact primarily through
stress shadow zones (Gudmundsson, 1987a, 1987b; Hobbs, 1967; Olson, 1993; Pollard and Segall,
1987; Renshaw and Pollard, 1994; Wu and D. Pollard, 1995). The size and influence of the stress
shadows are controlled by Young’s modulus and fracture height (Gross et al., 1995). In the
mechanical fracture interaction model of Rives et al. (1992), fractures spacing is Poissonian in the
early stages of fracture propagation. As the fracture density increases, the influence of stress
shadows becomes more pronounced and yields a lognormal distribution (likely due to asymmetric
skewness in the distribution of spacing), and ultimately a normal distribution at relatively high
fracture density when the system is mature and fracture saturated.
The natural progression from Poisson spacing in the early stages of fracture propagation to
normal (or Gaussian) spacing at higher fracture densities is consistent with Levy’s central limit
theorem which states that an appropriately shifted and scaled sum of independent and identically
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distributed, finite-variance random deviates will converge in the limit to a standard normal
distribution (Ross, 1985). Fracture saturation, however, is an extreme end member and very rarely
observed in natural fractured rock masses formed by tectonic stress which are commonly found to
be above the percolation threshold but at densities far from saturation (Barton, 1995; Renshaw,
1997). This may be attributed to fluid pressure which is known to play a major role during fracture
propagation (Fossen, 2010; Jaeger et al., 2007; Schultz, 2019). Renshaw (1997) suggested that
once the percolation threshold is exceeded, fluid flow can occur across the rock mass which limits
the buildup of fluid pressure and subsequent fracture propagation.
Numerical simulations have suggested that heterogeneous strain distributions give rise to
power law spacing (Belfield, 1998; Cowie et al., 1995, 1993). Such heterogeneous distributions of
spacing can be derived from multiplicative cascade processes that were originally developed to
describe the partitioning of energy loss in turbulent systems (Gaume et al., 2007; Pathirana and
Herath, 2002; Schertzer and Lovejoy, 1987; Waymire and Ossiander, 2000). Power law, gamma,
and lognormal distributions all describe networks with predominantly close fracture spacing that
contain subregions with relatively sparse fracturing. These distributions therefore can be
considered to represent various degrees of non-Poissonian fracture clustering. It is noteworthy that
a gamma probability distribution function is a convolution of exponential and power law functions
and has properties of both. The truncation of the largest values in a power law distribution, which
often occurs from censoring bias when measuring fracture attributes on the visible portion of an
outcrop, will result in a lognormal distribution. Thus, fracture spacing described by gamma and
lognormal distributions may also be indicative of power law scaling.
Near constant spacing, sometimes referred to as uniform spacing, is an end member scenario
that arises in stratified sedimentary rocks where lithology-controlled layers act as separate
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mechanical units (Bai and Pollard, 2000; Gross, 1993). Contrasts in mechanical properties of the
different layers serve as barriers to fracture propagation, and as a result, fractures are often
confined to the layer in which they originated (Soliva and Benedicto, 2005). When fractures are
confined to a mechanical layer, spacing becomes proportional to the layer thickness and can lead
to fracture spacings in each layer that converge to a single value.
Fractures are inherently 2D features embedded within a 3D rock volume and inferring fracture
spatial correlation based on 1D analyses is an oversimplification. The over reliance on 1D transects
for characterization of fracture spacing and other fracture attributes can be attributed to the lack of
well-exposed rock outcrops of sufficient scale where fractures of all sizes can be mapped. This
combined with lack of vertical exposure for most rock outcrops and the ease of stochastically
generating Poissonian fracture networks has led to the wide adoption of the Poisson point process
to assign fracture locations in DFN studies (Andersson and Dverstorp, 1987; Baghbanan and Jing,
2007; Bour and Davy, 1997; Cacas et al., 1990; de Dreuzy et al., 2001; Dershowitz et al., 1991;
Klimczak et al., 2010; Lang et al., 2014; Long et al., 1982; Min et al., 2004a; Reeves et al., 2008a;
Renshaw, 1999). Several studies that analyze fracture patterns based on 2D data, however, indicate
that the spatial distribution of natural fractures is rarely Poissonian (Ackermann and Schlische,
1997; Belayneh et al., 2009; Gillespie et al., 2001, 1993; Odling et al., 1999; Reeves et al., 2014;
Sanderson and Peacock, 2019; Yamaji and Sato, 2011). Rather, fracture patterns exhibit complex
spatial organization that needs to be sufficiently replicated in site-specific, synthetic DFNs. The
spatial organization of fracture networks is best analyzed using aerial photography of surface
exposures (e.g., Barton, 1995; Odling, 1997; Odling et al., 1999; Ouillon et al., 1996), and recent
developments and application of unmanned aerial vehicle (UAV) technology has made it possible
to generate high-resolution fracture maps that allows for more in-depth study of fracture spatial
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organization (Akara et al., 2020; Hardebol and Bertotti, 2013; Healy et al., 2017; Sanderson and
Nixon, 2015; Watkins et al., 2015).
Several studies have investigated the influence of fracture attributes on flow and solute
transport, most notably the influence of the power law distributions of fracture length (Bour and
Davy, 1997; de Dreuzy et al., 2001; Klimczak et al., 2010; Reeves et al., 2008a, 2008c, 2013;
Renshaw, 1999). These studies, however, all assumed a Poisson distribution of fracture spacing.
Bour and Davy (1997), de Dreuzy et al. (2001), and Renshaw (1999) suggest that network
connectivity and permeability improve when the power law length exponent (α) is less than 2. This
is attributed to the presence of longer fractures that increase the likelihood of forming wellconnected networks. Conversely, higher power law exponent values (α > 2) reduce long-range
connectivity and network-scale permeability due to the prevalence of shorter fractures that require
a high number of intersections with other fractures to reach the percolation threshold. Reeves et
al. (2008b, 2008c) determined that power law length exponent values less than 2 lead to highly
asymmetrical plumes with super-Fickian growth rates. When the power law length exponent
exceeds 2, solute plumes were found to exhibit near Gaussian shape and concentration profiles
with growth rates that are approximately Fickian. The effect of fracture spatial clustering on
network connectivity and permeability has also been investigated (Darcel et al., 2003; de Dreuzy
et al., 2004; Odling, 1992). These studies indicate that network connectivity decreases as fractures
become highly clustered, particularly when shorter fractures are predominant. Highly clustered
networks naturally contain regions of sparse fracturing and exhibit stronger degrees of flow
channeling that are limited to areas where fractures are concentrated (as opposed to Poissonian
networks with more evenly distributed spacing), which in turn reduces network-scale permeability.
The effect of spatial clustering on solute transport has received less attention and remains
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unknown. Given that fractured rock masses are increasingly targeted for conventional and
unconventional oil and gas extraction (Hyman et al., 2015; Karra et al., 2015; Middleton et al.,
2015), CO2 sequestration, geothermal energy (Hofmann et al., 2014; Shi et al., 2019), and
radioactive waste disposal (Dejam and Hassanzadeh, 2018; Krall et al., 2020; Martin and
Christiansson, 2009; National Research Council, 1996; Reeves et al., 2010; Tsang et al., 2005), it
is critical to understand the effect of clustering on solute transport.
This study investigates the prevalence of spatial clustering in natural fracture networks and
determines how spatial clustering and power law fracture length distributions influence network
structure and solute transport. In the first part of the paper, a two-point correlation technique is
presented and applied to 18 previously published fracture maps. Results from these 18 maps are
compiled with 9 additional fracture maps from the literature to better support the case for spatial
clustering in natural fracture networks, and to define a reliable range of correlation dimension. In
the second part of the paper, synthetic DFNs are generated over a defined range of spatial
clustering and length exponents to examine the combined influences of these parameters on
ensemble transport of a conservative solute. Concluding remarks at the end provide a synthesis of
the study findings.
3. Spatial Organization of Fractures
3.1.

Methods of Measuring Spatial Organization and Application to Previous
Maps

In this study, the term spatial clustering refers to networks where fracture spacing is not an
exponentially distributed variable. As opposed to a Poissonian network, the spatial clustering of
fractures indicates heterogeneous distributions of strain within a rock mass where distances
between fracture centers are best described by a power law. The presence and degree of spatial
clustering of fractures can be both confirmed and quantified using a variant of the box-counting
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(Agterberg et al., 1996; Giaquinta et al., 1999; Ouillon et al., 1996; Vignes-Adler et al., 1991)
method or the two-point correlation approach (Akara et al., 2020; Bour, 2002; Bour and Davy,
1999). These two methods are theoretically equivalent; however, previous studies have shown that
the two-point correlation method is more efficient and performs better in discriminating between
Poissonian and spatially clustered networks (Bonnet et al., 2001; Bour, 1997). For these reasons,
the two-point correlation method is preferred in this study. The two-point correlation function
describes the likelihood that two points belong to the same structure, and is expressed as (Hentschel
and Procaccia, 1983):

𝐶2 (𝑟) =

2𝑁p (𝑟)
,
𝑁(𝑁 − 1)

(1)

where C2(r) is the correlation function, Np(r) is the number of pairs of fracture centers separated
by a straight line distance less than r, and N is the total number of points (barycenters). In practice,
fracture barycenters (midpoints) and the distance between pairs of barycenters are first computed.
Then, the correlation function C2(r) is computed for different values of r. The correlation
dimension (Dc) is determined by plotting C2(r) as a function of r, on dual-logarithmic scale. If the
plot exhibits a linear trend, fracture spacing is power law and the network is clustered. The slope
of the power law trend represents the correlation dimension.
To our knowledge, only 9 fracture maps in the literature have been analyzed using the twopoint correlation method (Akara et al., 2020; Bour et al., 2002; Bour and Davy, 1999). To better
constrain the range of correlation dimension in natural networks, 18 previously published fracture
maps are analyzed in this study (Agterberg et al., 1996; Barton, 1995; Barton and Hsieh, 1989;
Bisdom et al., 2016; Giaquinta et al., 1999; La Pointe and Hudson, 1985; Munier, 2004; Ouillon
et al., 1996; Scott and Bonk, 1984; Vignes-Adler et al., 1991; Watkins et al., 2015), using the two54

point correlation method. These maps are presented in the Appendix. Although numerous fracture
maps have been published, these 18 maps are selected because the fractures could be readily
digitized, the number of fractures is adequate for the two-point correlation analysis, and map
dimensions are sufficiently large to sample the fracture network across multiple spatial scales.
These networks all represent fractures observed on horizontal outcrops and bedding plane fractures
are excluded from the analysis. Results from the 18 maps analyzed in this study are combined with
the 9 previously analyzed fracture maps to form a compilation of 27 fracture maps (Table 1).
3.2.

Spatial Clustering Analyses

The 27 fracture maps encompass all rock types – igneous, metamorphic, and sedimentary
– with length scales ranging from 9 m to 690 km. The compilation includes sparse, intermediate
and relatively dense networks with 2D fracture density values, defined as the sum of all fracture
lengths normalized by total area, ranging from < 0.1 to 5.4 m/m2. Values of correlation dimension
computed using the two-point correlation method for the 27 maps compilation varies between 1.47
and 1.89 (Fig. 1) with a median value of 1.80. Correlation dimensions obtained from the largest
scale networks – some of which are mixed geology in the case of Bour and Davy (1999) and
Giaquinta et al. (1999) – are reliably consistent with the smaller-scale networks. The median value
and the histogram shown in Fig. 2 suggest that correlation dimensions in natural networks are
skewed towards the upper end of the range. The range of 1.47 to 1.89 is remarkably consistent
with the range of 1.45 to 2.0 based on a total of 11 maps reported by Bonnet et al. (2001). While
the lower end members are consistent, the main difference between the two ranges concerns the
maximum value (1.89 vs. 2.0). It is worth noting that the 2.0 value reported by Bonnet et al. (2001)
is based on a box-counting variant. To better understand this, we computed the correlation
dimensions of the same maps from Ouillon et al. (1996) and obtained values of 1.80 and 1.82
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(Table 1). Thus, the difference between the two ranges reflects the ability of the two-point
correlation method to more precisely discriminate between approximately Poisson (Dc = 2.0) and
spatially clustered networks (1.47 ≤ Dc ≤ 2.0) (Bour and Davy, 1999; Davy et al., 1990). The
distances between fracture centers are still described by a power law when Dc = 2.0; however, the
power-law trend has both a finite mean and finite variance which is functionally equivalent to
Poissonian networks as clustering is no longer discernable (Darcel et al., 2003). The two-point
correlation method used in this study was tested using synthetic networks with fracture spacing
generated by a Poisson point process to verify that the algorithm indeed produces correlation
dimensions of 2.0.
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Table 1: Fracture trace maps and correlation dimensions.
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Figure 1: Plots of the two-point correlation function (Cr) as a function of the radius (r) for 18
maps. The slope of the linear fit (black line) represents the correlation dimension (Dc).

Figure 2: Histogram of correlation dimensions. Correlation dimensions are skewed towards
upper values.
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A correlation dimension (Dc) of 2.0 in theory implies a purely Poissonian network formed within
a homogeneous and isotropic medium when fracture propagation is uninfluenced by mechanical
fracture interaction. Homogeneous and isotropic conditions are most closely approximated in
igneous rock, and correlation dimension values for those systems in our analysis (Agterberg et
al., 1996; Akara et al., 2020; Barton, 1995; Giaquinta et al., 1999; Munier, 2004; Scott and Bonk,
1984) range between 1.47 and 1.88. Thus, the influence of mechanical fracture interaction, which
is likely ubiquitous during the propagation of natural rock fracture networks (Olson and Pollard,
1989; Thomas and Pollard, 1993), likely plays a large role in the spatial organization of fractures.
This assertion is supported by Odling (1992) where connectivity patterns between a natural
network in sandstone and 10 site-specific, synthetic networks were compared. The synthetic
networks that assigned fracture location using a Poisson process were found to be significantly
less connected than the natural network, even though the other fracture attributes, such as
distributions of orientation and length and values of spatial density were derived from the natural
network. Furthermore, the presence of heterogeneous distributions of mechanical properties
found in many natural geologic systems introduces additional complexity in the propagation of
rock fractures that decreases the likelihood for Poissonian fracture spacing. Given this logic and
results from the 27 detailed fracture network maps, none of which exhibit Poissonian spacing
over a broad range of outcrop scale, rock type, and geologic setting, we suggest that Poissonian
networks are likely the exception, not the rule.
4. Influence of Spatial Clustering on Solute Transport
Numerical simulations are used to study the effect of spatial clustering on solute transport by
comparing results between non-clustered Poissonian networks and clustered networks where Dc <
2. Discerning these differences would not be possible in the laboratory or field. Laboratory
experiments would need to include at least three orders of magnitude to honor the power-law
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distributions of fracture length and incorporate the necessary realism and network complexity.
Very few field studies on solute transport have been conducted in fractured rock at large scales
(e.g., Meigs and Beauheim, 2001), and as our compilation of fracture maps indicates, the majority
of fracture networks are non-Poissonian which precludes in-depth study of solute transport
properties for this network type.
4.1.

Discrete Fracture Network Generation

Synthetic fracture networks are generated for three spatial clustering scenarios: high
clustering (Dc=1.6), the median of the 27 fracture maps (Dc=1.8) which describes moderate
clustering, and Poissonian/no clustering (Dc=2.0) that honor the range of correlation dimension
observed for natural networks as presented in Section 2. A multiplicative cascade process is used
to generate moderately (Dc=1.8) and highly (Dc=1.6) clustered networks, whereas a Poisson point
process (Ross, 1985) is used to generate Poissonian networks (which are functionally equivalent
to Dc=2.0). In addition to the spatial clustering scenarios, three power law length scenarios that
encompass both finite variance and infinite variance length distributions are simulated: α=1.4,
α=1.8, and α=2.2 (Bonnet et al., 2001; Renshaw, 1999). All other fracture network parameters
controlling orientation, density, and transmissivity are held constant to facilitate direct
comparisons of the effect of spatial clustering on resultant network-scale solute transport given
realistic distributions of fracture length.
A 2D DFN approach is intentionally selected due to the lack of vertical exposures for the
analyzed fracture outcrops. In the absence of vertical outcrop exposures, the vertical spatial
organization of the fracture networks remains unknown and remains a topic for further study.
Borehole data (unavailable at the mapped sites) is often used to gain insight into the vertical
distribution of fractures; however, most common stress field conditions lead to vertical or sub61

vertical fracture orientations (Heidbach et al., 2016; Zoback, 1992; Zoback et al., 1989) that are
not conducive for accurate characterization of spatial fracture organization in the vertical direction
due to sampling bias (Terzaghi, 1965). Previous DFN investigations on spatial clustering and the
influence of length distribution were also conducted in 2D (Akara et al., 2020; Baghbanan and
Jing, 2007; Bour and Davy, 1997; Darcel et al., 2003; de Dreuzy et al., 2004, 2001; Klimczak et
al., 2010; Min et al., 2004b; Reeves et al., 2008a, 2008c; Trullenque et al., 2017; Zheng et al.,
2020), except for Reeves et al. (2014) where spatial clustering in the horizontal plane was honored
using a multiplicative cascade process, and a Poisson process was arbitrarily used to assign the
vertical component of fracture location. The 2D approach allows us to study the influence of spatial
fracture clustering on solute transport without inferring fracture organization in the vertical
direction. Previous studies have shown that 2D simulations underestimate network-scale
permeability due to the inherent difference between 3D and 2D network connectivity (Lang et al.,
2014; Min et al., 2004a). This study is concerned with identifying relative differences in solute
transport behavior given realistic ranges of correlation dimension (obtained from horizontal
outcrops) and power law length exponent values, and thus, the dominant transport trends identified
from the 2D simulations are applicable to solute transport within 3D rock masses.
For each scenario, 100 networks are stochastically generated on a 50m by 50m domain.
The network generation starts with assigning fracture locations. The multiplicative cascade process
(MCP) is used to assign fracture location (Darcel et al., 2003; de Dreuzy et al., 2004). The MCP
is an iterative process that fragments a given shape into smaller pieces according to some
geometrical rules. At the first iteration, the initial domain (50m by 50m) is subdivided into four
equal boxes. Probabilities are assigned to these boxes such that:
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𝑛

∑

𝑃𝑖2

1 𝐷𝑐
𝑖=1 ( )
𝑙

= 1,

(2)

and
𝑛

∑ 𝑃𝑖 = 1,

(3)

𝑖

where Pi is the probability, l is the ratio of sub-domain side length to domain side length, and Dc
is the two-point correlation dimension. The correlation dimension is used in Eq. (2) to reproduce
different spatial clustering scenarios. These initial boxes are further subdivided into four boxes at
each subsequent iteration, and the final probability of each box is the product of the parent
probability and daughter probability. The process is repeated 7 times and the resultant probability
map is used to define a cumulative distribution function (CDF) of fracture location. Fracture
locations are then assigned by first generating random uniform numbers (U) corresponding to the
numbers of fractures needed. Each random number (Ui) is then matched to the corresponding value
(Ci) of the CDF, based on the following condition:
𝐶𝑖−1 ≤ 𝑈𝑖 < 𝐶𝑖 , 𝑖 = 1, … . . , 𝑛.

(4)

For each Ui, the coordinates of the corresponding Ci is taken as the fracture location.
Fracture length is modeled following a power law distribution:
α
𝐹(𝑙) = 1 − 𝑙min
𝑙 −α

(5)

where F(l) is the cumulative distribution function, lmin is the lower power law cutoff and α is the
power law exponent. Three different power law exponents are considered: α=1.4, α=1.8, and
α=2.2. As α increases, the probability of generating large fractures decreases. Length variates
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according to Eq. (5) are randomly assigned to each fracture. Fracture orientation is simulated using
the Von-Mises distribution which is the equivalent of a normal distribution for spherical data
(Fisher, 1993):
e𝜅 cos (𝜃−𝜇)
𝑓(𝜃|𝜇, 𝜅) =
2π𝐼0 (𝜅)

(6)

where I0(κ) is the modified Bessel function of order zero, μ is the mean direction, and κ is an
inverse measure of the dispersion around the mean. Two orthogonal fracture set orientations are
used to promote fracture connectivity. Once geometrical properties (location, length and
orientation) are assigned, fractures are added to the 50m by 50m domain until a fractal dimesion
D of 1.6 is achieved (Akara, 2020). The fractal dimension is preferrred as a measure of density
because it is scale invariant. The fractal dimension of 1.6 is maintained constant for the three power
law exponent scenarios; thus, the number of fractures per network is adjusted accordingly. A
fracture transmissivity of 1×10-4 m2/s is assigned to each fracture. By holding transmissivity,
fractal dimension D, and orientation constant, any change in transport behavior can be directly
attributed to clustering and/or power law length exponents. Table 2 provides details about the
fracture network characteristics and examples of synthetic networks are illustrated in Fig. 3.

Figure 3:Examples of fracture networks for Dc=1.6, 1.8, and 2.0 (Poissonian). The degree of
clustering diminishes as values of Dc increase.
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Table 2: DFN network parameters.
Power law
1.4
1.8
2.2
exponent, α
Correlation
1.6
1.8
2.0
1.6
1.8
2.0
1.6
1.8
2.0
dimension, Dc
Domain size (m) 50×50 50×50 50×50 50×50 50×50 50×50 50×50 50×50 50×50
Number of
1400
1700
2100
fractures
Mean
14.5° 14.5° 14.5° 14.5° 14.5° 14.5° 14.5° 14.5° 14.5°
orientation, μ of
Set 1
Dispersion
30
30
30
30
30
30
30
30
30
coefficient, κ of
Set 1
Posterior
50%
50%
50%
50%
50%
50%
50%
50%
50%
Probability, Set
1
Mean
107°
107°
107°
107°
107°
107°
107°
107°
107°
orientation, μ of
Set 2
Dispersion
30
30
30
30
30
30
30
30
30
coefficient, κ of
Set 2
Posterior
50%
50%
50%
50%
50%
50%
50%
50%
50%
Probability, Set
2
Minimum
1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5
fracture length,
lmin (m)
4.2.

Simulation of Flow and Transport

Prior to simulating transport, the velocity distribution through the network is needed. This
is accomplished by computing the head distribution at all interior nodes within the network. First,
the hydraulic backbone for each network is derived by filtering-out fracture segments that have at
least one endpoint not connected to any other internal node. Nodes are located at the intersection
points between fractures, and a segment represents the portion of a fracture between two nodes.
Hydraulic head distribution at internal nodes within the fracture network is solved by combining
Darcy’s law
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𝑄 = −𝑇 ∙ ∇ℎ,

(7)

with the conservation of mass principle at all internal nodes, where 𝑄 is the volumetric flow rate
per unit fracture width in m2/s , T is the transmissivity of the fracture in m2/s, ∇ℎ is the hydraulic
gradient, ρ is water density in kg/m3, g is the gravitational acceleration in m/s2, 𝜇 is water viscosity
in kg/m·s, and b is the hydraulic aperture in m. Combining Eq. (7) with the conservation of mass
principle at all internal nodes leads to a set of linear algebraic equations where the hydraulic head
is the only unknown. The minimal residual method (MINRES), a variant of the conjugate gradient
method, is used to solve these equations (Parashar and Reeves, 2012). The above formulations can
also be adapted to include sources or sinks (i.e., pumping of injection wells) in 2D DFNs by
directly incorporating an additional flow input or output at the desired internal nodes (Parashar
and Reeves, 2017). Boundary conditions consists of constant hydraulic head values on two
opposite sides of the square domain, and linearly varying hydraulic head values on the other two
sides, such that ∆h/ ∆y=0.2 and ∆h/ ∆x=0. Note that the boundary condition promotes and open
flow condition where flow is allowed through all four sides of the domain (i.e., the model does not
contain any no-flow boundaries). It is also assumed that fractures are fully saturated with
incompressible fluid, and flow is steady state.
Only purely advective transport of nonreactive conservative solutes is considered, as local
within-fracture dispersion is minimal compared to the macro-dispersivity induced by fracture
network patterns (Reeves et al., 2008c; Smith and Schwartz, 1984). Breakthrough curves for
conservative, non-diffusing particles are obtained by releasing particles from a source zone close
to the top, upgradient boundary and tracking them from one internal node to the next in a
Lagrangian framework until each particle exits one of the downgradient boundaries. Particles
travel purely via advection and spread of the breakthrough curves is solely attributed to the
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geometrical structure of the fracture networks. The trajectory of any given particle in the 2-D
fracture network for a given time t is expressed as follows:
𝑑𝑝
= 𝑣(𝑝, 𝑡),
𝑑𝑡

(8)

where p is the position vector in Cartesian coordinates x and y and 𝑣 is the velocity vector within
a fracture segment.
For each network realization, 10,000 particles are instantaneously released in a 5m × 5m
square located in the upstream region of the network slightly below the top face (Fig. 4). Due to
the spatially discontinuous nature of fracture networks, not every network contained segments of
the hydraulic backbone in the source release area. In cases where segments of the backbone are
not present, a replacement fracture network realization is generated until this condition is satisfied.
At nodes where more than one possible direction is available, particles are randomly assigned
direction based on the relative flux values:
𝑃(𝑆𝑖 ) =

𝑞𝑖
,
𝑛
∑𝑖=1 𝑞𝑖

(9)

where 𝑃(𝑆𝑖 ) is the probability of particle entering a segment Si, qi is the flux in the segment, and
n is the number of segments at the fracture intersection.

Figure 4: DFN realization showing the particle release area (red square) and radial distances of
particles from the release to boundary exit locations (black line).
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4.3.

Effect of Correlation Dimension and Length Exponent

Non-parametric methods are intentionally used to evaluate ensemble solute transport
behavior based on particle breakthroughs along model boundaries rather than analyzing and
parameterizing the data to fit specific transport models used for fractured media, such as the
continuous-time random walk (Berkowitz et al., 2006; Berkowitz and Scher, 1997; Meerschaert
and Scheffler, 2004), fractional advection dispersion equations (Reeves et al., 2008c; Zhang et al.,
2009), and convolution-integral forms of the advection-dispersion equation (Cushman and Ginn,
1993; Neuman and Tartakovsky, 2009). Breakthrough times of the 10,000 particles across any of
the downgradient faces are first derived from the numerical simulations, and normalized by the
radial distance from the source area to the exit boundary to account for the open flow boundary
condition (Fig. 4). The normalized times are then used to generate cumulative distribution
functions of particle breakthrough. For each clustering and length scenario, 100 DFN flow and
transport simulations are performed for a total of 1×106 particles in the ensemble. The median and
interquartile range of specific quantiles (Q0.01, Q0.16, Q0.84, and Q0.99) are computed for each
scenario from the 100 realizations. These values are compared with other scenarios to quantify
differences in transport behavior. The quantile pair Q0.16, Q0.84 is used to describe the bulk
movement of the plume, whereas quantiles Q0.01 and Q0.99 represent the early and late time transport
behavior, respectively.
Advective motion of particles within fracture networks is influenced by the network
structure, which combines the influence of network-scale fluid flow and channeling behavior, as
well as the geometrical attributes of the fractures, which influence particle direction and jump
length given segment velocity. Reeves et al., (2008b) suggested that transport behavior within
fracture networks is inherently pre-ergodic and capturing all possible variations in network
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structure is likely not possible. Results from this study indicate that the number of realizations used
for each scenario is sufficient to define and distinguish between trends in fluid flow and solute
transport within the explored parameter space. Influences of the correlation dimension and length
exponent on network-scale transport are analyzed qualitatively from the shape of breakthrough
curves and quantitatively using network properties such as global network-scale flow, average
number of intersections per fracture, and the median and interquartile range (IQR) of Q0.01, Q0.84Q0.16, and Q0.99 of particle breakthroughs. The IQR is used as a measure of inter-realization
variability of the 100 simulations because it is less influenced by extreme values.
Table 3 lists average network-scale water flow through the outgoing face for each
correlation dimension (Dc) and length exponent (α) scenario. Networks with the same length
exponent but different correlation dimensions have similar flow values as indicated by coefficients
of variation in the range of 2% to 11%. Thus, when comparing transport behavior relative to
clustering, variations in network-scale flow do not play a significant role and the transport behavior
can be directly attributed to the degree of clustering and its effect on network structure. Networks
with the same correlation dimension but different length exponent, however, produce flow values
that are significantly different, with coefficients of variation ranging from 34% to 45%. This
indicates that unlike spatial clustering, length exponent exerts a significant influence on networkscale fluid flow, and therefore, both fluid flow and network structure play a role when comparing
transport results from networks with differing length exponents.
The results presented in this section focus mainly on three parts of the breakthrough curves:
early time (Q0.01), the bulk of the plume taken as the difference between Q0.84 and Q0.16, and the
late time (Q0.99). These quantiles are used in this study in a non-parametric manner. However, to
provide a context for these metrics in the case of strictly Gaussian breakthroughs: the quantile
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range Q0.84 - Q0.16 represents 2σ or Q0.50 ± σ and Q0.01 and Q0.99 are slightly less than Q0.50 ± 3σ (Q0.50
± 3σ is equal to 0.997) where σ is the standard deviation of plume breakthrough times at the
downgradient model boundaries. The quantiles Q0.05 and Q0.95 correspond to Q0.50 ± 2σ and show
similar trends as Q0.01 and Q0.99, but ultimately Q0.01 and Q0.99 are selected to represent extreme tail
behavior.
Ensemble distributions of early times (Q0.01), bulk of the plume (Q0.84 - Q0.16), and late times
(Q0.99) show a consistent pattern of increasing breakthrough times as clustering increases from
Poissonian (Dc=2.0), to intermediate clustering (Dc=1.8), to highly clustered networks (Figs. 5-7).
The median of early times for networks with Dc=1.6 and Dc=1.8 increases by a factor of 1.1-1.7
(10-70%), relative to networks with Dc=2.0 (Table 4). Interestingly, factors of 1.1-1.7 are also
observed for the bulk of the plume and late time breakthroughs. The distribution of the 100 early
times (Q0.01), bulk of the plume (Q0.84 - Q0.16), and late time (Q0.99) becomes more dispersed and
asymmetric as clustering increases (Fig. 6). The interquartile range (IQR) allows us to evaluate
inter-realization variability, and changes in IQR with clustering are mostly consistent across all
portions of the breakthrough curve (Table 5). For Q0.01 (early time), the ratio of the interquartile
range for networks with Dc=1.6 and Dc=1.8 relative to Dc=2.0 ranges from 1.5 to 2.9 (50-190%).
The same ratio varies from 1.6 to 2.8 (60-180%) for Q0.84 - Q0.16 and from 1.0 to 3.3 (0-230%) for
Q0.99.
Table 3: Flow through the bottom (outgoing) face (in m2/s) as a function of clustering and length
exponent.
Alpha=1.4
Dc=1.6 5.21 × 10-4
Dc=1.8 5.06 × 10-4
Dc=2.0 4.93 × 10-4

Alpha=1.8
3.21 × 10-4
3.42 × 10-4
2.83 × 10-4
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Alpha=2.2
2.39 × 10-4
2.58 × 10-4
2.09 × 10-4

Table 4: Median of Q0.01, Q0.16, Q0.84, and Q0.99 based on the 100 simulations.

Dc=1.6
Dc=1.8
Dc=2.0

Q0.01
31.46
28.78
25.50

Dc=1.6
Dc=1.8
Dc=2.0

46.55
35.26
30.71

Dc=1.6
Dc=1.8
Dc=2.0

65.29
50.25
37.43

α = 1.4
Q0.16
39.29
36.68
32.14
α = 1.8
63.37
47.10
40.46
α = 2.2
85.79
66.30
50.41

Q0.84
66.66
60.36
52.08

Q0.99
124.02
106.52
95.93

117.04
85.10
72.83

244.60
169.57
141.67

169.89
125.17
102.44

424.84
345.49
255.29

Table 5: Interquartile range of Q0.01, Q0.16, Q0.84, and Q0.99 based on the 100 simulations.

Dc=1.6
Dc=1.8
Dc=2.0

Q0.01
7.83
6.24
4.24

Dc=1.6 13.98
Dc=1.8 11.21
Dc=2.0 7.28
Dc=1.6 36.57
Dc=1.8 23.91
Dc=2.0 12.50

α = 1.4
Q0.16
10.69
7.85
4.83
α = 1.8
24.29
14.68
8.74
α = 2.2
56.75
28.08
18.23
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Q0.84
23.27
18.43
8.75

Q0.99
75.37
44.87
46.53

56.88
37.04
23.86

270.11
162.84
81.55

134.95 518.91
92.10 433.53
56.17 224.24

Figure 5: Breakthrough curves for 100 realizations (gray lines) for the nine parameter sets that
explore the three clustering and three length exponent scenarios. The black line represents the
median of 100 realizations.
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Figure 6: Boxplots presenting the variations of the early times (Q0.01), bulk of the plume (Q0.84Q0.16), and late times (Q0.99) as a function of Dc and α. For each box, the central mark represents
the median, the bottom and top edges indicate the 25th and 75th percentiles. The dashed lines
indicate +/- 2.7 σ. The median and the interquartile range increase as Dc decreases or α increases.
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Figure 7: Bar plots showing the variations of ensemble median breakthroughs as a function of
correlation dimension (Dc) and power law length exponent (α), for Q0.01, Q0.84-Q0.16, and Q0.99.
Note that the median breakthrough increases as Dc decreases or α.
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Variations in DFN structure due to clustering explain the observed increase in
breakthrough times and IQR. Given the same length exponent, the number of fracture intersections
for Dc=1.6 (high clustering) is greater than that of Dc=2.0 (Possonian/no clustering) (Table 6). As
an example, for a power law exponent of 2.2, the number of intersections per fracture increases
three-fold, from Dc=2.0 to Dc=1.6. In terms of network connectivity, the increase in number of
intersections enhances the likelihood of achieving percolation threshold, especially in less dense
networks (Akara et al., 2020; Reeves et al., 2014). Furthermore, as clustering increases, the DFN
structure becomes more irregular with locally high fracture densities in some portions of the
domain which leads to highly channelized flow and transport, whereas other portions of the domain
are mostly unfractured and disconnected from flow and transport processes. In a high clustering
scenario, particles are more likely to go through more pronounced and tortuous pathways and
sample a wider range of individual fracture segments (and their associated orientation, length, and
velocity). The enhanced tortuosity and sampling of individual fracture segments generally
increases the variability in breakthrough times and yields slower breakthrough times. Conversely,
for unclustered networks (Dc=2.0), particle pathways are less tortuous, resulting in less sampling
of fracture segments during particle migration towards the boundaries, faster breakthrough times,
and less variability in particle breakthroughs. Increases in number of intersections and tortuosity
as correlation dimension decreases also explains the increasing asymmetry of quantile (Q0.01, Q0.84Q0.16, and Q0.99) distributions. This suggests that spatial clustering may be another factor that
contributes to late-time tails associated with solute retention (Becker and Shapiro, 2000; Cvetkovic
et al., 2004; Kosakowski, 2004; Meigs and Beauheim, 2001).
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Table 6: Number of intersections per fracture as a function of clustering and length exponent.
α =1.4 α =1.8 α =2.2
Dc=1.6 5.23
5.45
6.70
Dc=1.8 3.64
3.44
3.91
Dc=2.0 2.58
2.13
2.26

Similar to the correlation dimension, variations in length exponent affect breakthrough times
and the interquartile range. Using the same three categories (early time, bulk of the plume, and late
time), the median and IQR for networks with α=2.2 and α=1.8 are compared to networks with
α=1.4. Median breakthrough times increases as the length exponent increases from α=1.4 to α=2.2
(Fig.7). For early time breakthroughs (Q0.01), the ratio of the median for α=2.2 and α=1.8 relative
to α=1.4 ranges from 1.2 to 2.1 (Table 4). Ratios of 1.5 to 2.7 and 1.5 to 3.4 are obtained for the
bulk of the plume (Q0.84-Q0.16) and the late time (Q0.99), respectively. The dispersion around the
median and the asymmetry of the breakthrough time distribution becomes more pronounced with
increases in the length exponent. The ratio of the IQR for α=2.2 and α=1.8 relative to α=1.4 ranges
from 1.7 to 4.7 for early time (Table 5). This ratio increases markedly for the bulk of the plume
(2.0 to 6.1) and the late time (1.8 to 9.7). Overall, these ratios suggest that the length exerts a
greater influence on advective transport compared to spatial clustering, and this influence is more
pronounced for later-time breakthroughs (i.e., solute retention). These trends are consistent with
the results of Reeves et al. (2008c) where dramatic increases in mean breakthrough times were
observed with increases in power law exponent due to shorter mean pathway length and increased
tortuosity. As the length exponent increases from 1.4 to 2.2, the probability of generating larger
fractures significantly decreases and shorter fractures are more common. To achieve the same
space-filling fractal density, the number of fractures in a network with α=1.4 will be significantly
less than the number of fractures in a network with α=2.2. For example, the number of fractures
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required, on average, to maintain D=1.6 is approximately 1400 for α=1.4 and 2100 for α=2.2. As
a result, networks with α=2.2 have appreciably more fracture intersections that impart greater
tortuosity and longer particle breakthrough times. In addition, as the length exponent increases,
the amount of global flow through the network diminishes (Table 3). Note that this is a direct
comparison where the only differences are attributed to geometric fracture attributes and resultant
network structure as a constant transmissivity value is assigned to all fractures. This reduction in
flow at the network scale reduces velocities within individual fracture segments and slows the
overall movement of particles. The observed trends in median breakthrough time and interquartile
range suggest that the length exponent exerts a greater influence on transport than spatial
clustering. However, both spatial clustering and length exponents significantly influence transport,
and the addition of clustering to a network with power law distributions of length is essential for
capturing the complexity and tortuosity of fluid and solute pathways in natural fractured rock
systems.
5. Conclusion
The spatial organization of fractures serves a critical role in the geometry and structure of
fracture networks. The spatial correlation analyses and DFN simulations performed in this study
provides a range of spatial correlation dimensions that can be used in generating synthetic DFNs,
and advances the current understanding of how fracture spatial clustering influences solute
transport. These are significant contributions that are applicable to nearly all DFN studies and
addresses an important knowledge gap.
The primary findings of the study are:
•

Two-point correlation dimension analyses of 27 fracture maps – the broadest compilation
in the literature – yields correlation dimensions ranging from 1.47 to 1.89, with a median
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of 1.8. This analysis suggests that natural networks commonly exhibit spatial clustering of
fractures and are rarely Poissonian, contrary to what is commonly assumed.
•

Numerical simulations of advective particle transport show that spatial clustering and
length exponent both exert significant impacts on solute breakthrough times and retention.

•

Ensemble median breakthrough times increase by 10-70% as the spatial organization of
fractures transitions from Poissonian to highly clustered networks due to increased particle
pathway tortuosity. Fracture clustering does not affect the amount of global flow for
networks with the same power law exponent value.

•

Particle breakthrough curves become highly variable as networks become more clustered,
as shown by 50-230% increases in the IQR as the spatial organization of fractures
transitions from Poissonian to highly clustered.

•

Increasing power law length exponents from α=1.4 to α=2.2 results in 20-240% increases
in the median breakthrough time. The effect of the length exponent on breakthrough times
is more pronounced because the global flow through the network diminishes with
increasing the length exponent.

•

Similar to spatial clustering, the variability of inter-realization particle breakthroughs
increases when the length exponent increases from α=1.4 to α=2.2, as evidenced by IQR
which increases from 70-870%.

These findings qualitatively and quantitatively define the influence of both spatial clustering and
length exponent on network structure and resultant fluid flow and contaminant transport. While
length exponent exerts an overall greater control on fluid flow and transport than spatial clustering,
results from this study demonstrate that DFN studies need to honor the degree of spatial clustering
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observed in natural networks to reproduce the complexity and tortuosity of interconnected fracture
pathways available to fluid and contaminants
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CHAPTER IV
POTENTIAL CLIMATE CHANGE IMPACT ON WATER RESOURCES WITHIN A
FRACTURED ROCK WATERSHED IN NORTHERN TOGO
Akara, M.E.M., Reeves, D.M., Gnazou, M.D.T. & Boguido Goumpoukini (In Prep.).
1. Abstract
Fractured rock aquifers constitute a major source of potable water in the West African Sudan
Savannah (WASS). Due to their low storage capacity, these aquifers are particularly vulnerable
to the projected changes in climate. This study aims at quantifying the potential impact of
climate change on groundwater/ surface water resources in WASS, using the Koumfab
watershed in Northern Togo as an example. A fully integrated surface-subsurface flow model of
the Koumfab watershed is developed and parametrized in HydroGeosphere. Temperature and
precipitation from an ensemble of 4 regional climate models and 2 greenhouse emissions
scenarios are bias-corrected and used to simulate the integrated model. Two time slices are
considered for the hydrologic simulations: the control period (1971-2000) and the future period
(2031-2060). Future climate projections from the 4 RCMs indicate a rise (+1.4 – 5.5 ᵒC) in
annual average temperatures, from the control to the future period. Projected precipitation,
however, shows two contrasting trends; some RCMs indicate an increase (by up to 14%) in mean
annual precipitation while other RCMs predict a 14% decline. These changes in precipitation and
temperature have a noticeable effect on groundwater level and stream flow. Groundwater levels
are expected to decrease by a maximum of 1.4 – 5.7 m. The greatest decline in groundwater level
is observed in the fractured sandstone unit. Projected stream flow at the watershed outlet shows
increasing (+59 - 322%) and decreasing trends (- 39 - 100%). These results provide valuable
information regarding future water supply, which can be used in water resources planning.
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2. Introduction
The West African Sudan Savannah (WASS) is considered one of the most vulnerable
regions to climate change (Callo-Concha et al., 2013; Field and Barros, 2014). From a water
resources perspective, the geology and the current climate of the WASS explain its high
vulnerability. Precipitation trends in the WASS are characterized by a high interannual
variability (Nicholson, 2013, 1980). Moreover, the region has experienced extreme drought
events since the 1970s, with rainfall deficits ranging from 180-200 mm (le Barbé et al., 2002;
L’Hote et al., 2002). Recent precipitation data, however, indicate two contrasting trends: the
precipitation deficits persist in the Western Sahel, while signs of recovery are observed in the
Central Sahel (Lebel and Ali, 2009). Unlike precipitation, temperature has steadily increased
since 1970, by 0.5 – 0.8 ᵒC (Collins, 2011; Jenkins et al., 2002). Studies have shown that these
historical trends have impacted the hydrologic cycle (Favreau et al., 2009; Leblanc et al., 2008;
Mahe, 2009). Future climate projections for the WASS suggest warming trends, with frequent
occurrences of extreme heat and flood/drought events (Serdeczny et al., 2017). These projected
trends are likely to intensify the hydrologic cycle.
The geologic setting of the WASS is another contributing factor to its vulnerability. SubSaharan Africa is underlain by Precambrian crystalline rocks (40%), consolidated sedimentary
rocks (32%), and volcanic rocks (6%) (MacDonald et al., 2008). Due to the low intergranular
porosity of crystalline and consolidated sedimentary rocks, interconnected networks of fractures
constitute the main pathways for fluid flow and groundwater storage. Consequently, fractured
rock aquifers in the WASS are characterized by low storage capacity, and thus particularly
vulnerable to changes in precipitation (Parashar and Reeves, 2017).
Sustainable adaptation strategies are needed to mitigate the potential impact of climate change.
These strategies are particularly important due to the ever-increasing water demand to meet
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population growth and agricultural needs. Numerical simulations of groundwater/surface water
response to different climatic and anthropogenic forcing serve as a reliable tool for developing
water planning strategies. Although, 30%-50% of the Subsaharan Africa population relies on
groundwater, only a few studies have investigated the vulnerability of groundwater resources
(Boguido et al., 2020; Gnazou et al., 2017; Kumi M, 2015; Tirogo et al., 2016). Furthermore, in
most hydrologic models, surface and subsurface domains are treated as distinct entities separated
by artificial interfaces where the exchange of water occurs (Ewen et al., 2000; Morita and Yen,
2002). Due to the role of surface-subsurface interactions in the hydrologic cycle, the numerical
integration of surface and groundwater are needed for effective management of water resources
(Kollet and Maxwell, 2006). With the recent advances in numerical methods and computer
performance, numerical codes have been developed to directly couple and solve for surface and
subsurface flow simultaneously; this approach is known as fully-integrated modeling (Brown,
1995; Therrien et al., 2004; VanderKwaak and Loague, 2001), and is more representative of
natural settings as all dominant hydrologic processes are simulated.
This study aims at investigating surface-groundwater interactions in a fractured rock watershed
of Northern-Togo to better understand how watershed-scale water resources are likely to be
affected by climatic stresses. To achieve the study objective an integrated hydrologic model of
the Koumfab watershed is developed and calibrated. Future climate projections from the
Coupled Model Intercomparison Project (CMIP5) are then used to force the calibrated
hydrologic model. The hydrologic responses are then studied by analyzing trends groundwater
levels and stream flows at the watershed-scale.
3. Study Site
The Koumfab watershed (83 km2) is situated in Northern Togo, between longitudes 000°07’000°19’ and latitudes 10°48’-10°58’ (Figure 1). The watershed has a Tropical Savanna climate
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characterized by two seasons; a rainy season that extends from June to October, followed by a
dry season from November to May. The average annual precipitation and potential
evapotranspiration are 1104 mm/year and 1853 mm/year, respectively. Only a small fraction of
the precipitation (3-5%) is estimated to recharge the groundwater reservoir (Assouma, 1988).
Surface elevation within the watershed spans from 270 m amsl at the watershed outlet to 391 m
amsl at the eastern boundary, corresponding to a topographic relief of 121 m. The watershed is
drained by the ephemeral Koumfab river. The middle part of the river is occupied by the
Koumfab reservoir, from which 700 m3 of water is extracted annually for drinking water. Land
use in the watershed is mostly agricultural (~70%). Most of the crops are cereal grains such as
corn, sorghum, and millet. The remainder of the watershed consists of an urban area located in
the north-east (~10%) and limited vegetation (~20%?). The vegetation consists of sparse
deciduous shrubs and woodlands. Common plant species include Piliostigma thonningii,
Pterocarpus erinaceus, Parkia biglobosa, and Combretum glutinosum(Polo-Akpisso et al.,
2015).
The Koumfab watershed is comprised of two geologic domains: the West African craton
(60%) to the north, and the Volta Basin (40%) to the south. The West African craton consists of
metavolcanic rocks (amphibolite) and granitic (gneiss, migmatite) rocks that were last deformed
~2000 Ma ago during the Eburnean orogeny (Kalsbeek et al. 2008). The Volta basin lies
unconformably on the southeastern margin of the West African craton and gently dips (1~10°) to
the southeast. The Volta Basin strata are divided into three supergroups, in order of youngest to
oldest: Tamale, Oti, and Bombouaka supergroups. Of these, only the Bombouaka supergroup
outcrops in the Koumfab watershed. The Bombouaka supergroup is comprised of coarse grained
quartzitic and feldspathic sandstones, interbedded with clayey-silty layers. It is overlain by the
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Oti supergroup, which consists of shales and greywackes. The Tamale supergoup is largely
composed of conglomerates.

Figure 1: Map of the Koumfab watershed
The hydrogeology of the Koumfab watershed region is primarily controlled by secondary
permeability developed from fracturing and weathering of the crystalline (amphibolite, gneiss)
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and sedimentary (sandstone) rocks. Geologic logs suggest that the subsurface is composed of 4
main layers. The uppermost unit is the soil layer. Below the soil layer lies a weathered horizon
consisting mainly of clay and sand; this layer is also known as saprolite. The saprolite unit
overlies a fractured and partially weathered horizon where most of the productive fractures
occur; this unit is also called “saprock”. Below the saprock lies the unweathered and fractured
bedrock. Groundwater occurs predominantly in the saprock and unweathered bedrock. In most
wells, the depth to the water table lies in the saprolite unit, suggesting a semi-confined aquifer.
Groundwater chemistry data suggest bicarbonates water type which is typical of shallow aquifers
(Figure 2). Recharge from precipitations occurs relatively fast, likely due to the thin soil and
abundance of fractures (Figure 3). Hydraulic conductivity estimates of the fractured rock from
single well hydraulic tests range from 2.3 × 10-6 - 7.3 × 10-4 m/s (Akara et al., 2020).

4. Methods
The effect of climate change on groundwater and surface water resources is investigated
using an integrated numerical modelling approach. Geologic logs and pumping test data are used
to assign geologic types and parameterize the Koumfab watershed integrated model. Historical
groundwater level and stream flow data are then used to calibrate the model. Future climate data
from the CMIP5 are used to simulate the calibrated model. Two greenhouse emission scenarios
(RCP4.5 and RCP8.5) are considered; for each emission scenario, an ensemble of four regional
climate models (RCM) is selected. This leads to a total of 8 future climate scenarios. Simulations
are subdivided into a control period (1971-2000) and a future period (2031-2060). Changes in
groundwater level and stream flow relative to the control period are used to elucidate the effect
of climate change.
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Figure 2: Piper diagram showing the distribution of major cations and anions. The data suggest a
bicarbonates water type.
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Figure 3: Relation between the oxygen and hydrogen isotope composition in groundwater. The
blue and red lines represent the local and global water meteoric line, respectively. The regression
line of the study site (black dashed) has a similar slope to the local water meteoric line, suggesting
rapid recharge.
4.1.

Hydrogeosphere Numerical Code

The Hydrogeosphere (HGS) software is used to simulate hydrologic processes (Therrien et
al., 2012). HGS is a 3D fully-integrated, physically based, and control volume finite element
code capable of simulating surface-subsurface flow and reactive/non-reactive transport processes
(Brunner and Simmons, 2012; Sudicky et al., 2008). In HGS, surface flow is described by the 2D
diffusion-wave approximation of the Saint Venant equation. The 3D form of the Richard’s
equation is used to simulate variably saturated subsurface flow. Coupling of flow between the
surface and subsurface domains is achieved by a flux exchange term. The flux exchange is a
function of the head difference between the two domains, and thus, the surface and subsurface
flow equations can be solved simultaneously at each timestep. HGS uses an adaptative timestep
procedure to adjust timestep values based on changes in head.
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4.2.

Model Setup

The surface domain of the Koumfab numerical model is discretized using triangular finite
elements. In total, the surface mesh contains 4720 triangular elements and 2481 nodes. A 30×30
m digital elevation model is used to define the surface mesh topography and extract the Koumfab
river network. The surface domain is subdivided into 3 land use types (cropland, urban, and open
water) with different evapotranspiration parameters. Two soil zones with different unsaturated
hydraulic parameters are also represented in the surface domain. The spatial extent of the land
use types and soil zones is derived from the Copernicus dataset and the geologic map,
respectively (Buchhorn et al., 2020). Several parameters are required in HGS to parameterize
overland flow, channel flow, and evapotranspiration. In this study, parameters are prescribed
using values from previous studies with similar soil composition and vegetation (Boubacar et al.,
2020; Goderniaux et al., 2009; Tagnon et al., 2020). Details of these parameters are presented in
Table 1.
A 3D mesh consisting of four layers is used to simulate subsurface flow. The four layers
reflect the lithologic units observed in well logs. These layers and corresponding thickness are:
the soil horizon (2 m), the weathered horizon (6 m), the saprock horizon (25 m), and the
fractured bedrock (67 m). A finer level (20-60 cm) of vertical discretization is used in the first
two layers to better represent interactions between surface and subsurface domains. For the
bottom two layers, a coarse vertical resolution (3-7m) is used to optimize the model runtime.
Saturated hydraulic conductivity values for the different layers are derived from 27 pumping
tests (Akara et al., 2020; Assouma, 1988).
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Table 1: Hydrogeosphere model parameters.
Parameters

Symbol
Subsurface

Total porosity
Specific storage
Saturated hydraulic conductivity
Residual water saturation
Van Genuchten parameter
Van Genuchten parameter
Surface
Manning roughness coefficient
Manning roughness coefficient
Coupling length
Obstruction storage
Rill storage
Evapotranspiration
Evaporation limiting saturations
Evaporation depth
Leaf Area Index
Transpiration fitting parameters
Transpiration limiting saturations
Root depth

4.3.

n [-]
Ss [m-1]
K [m/s]
Swr [-]
α [-]
β [m-1]
nx [m-1/3s]
ny [m-1/3s]
Lc [m]
Os [m]
Rs [m]
θe1, θe2 [-]
Le [m]
LAI [-]
C1, C2, C3 [-]
θt1, θt2 [-]
Lr [m]

Boundary Conditions

Two boundary conditions are assigned to the surface domain: precipitation and potential
evapotranspiration. These two fluxes are based on monthly temperature and precipitation
measured at a single weather station. Potential evapotranspiration is estimated using the
Thornthwaite method (Thornthwaite, 1948). No flow boundary conditions are assigned to the
bottom and outer boundaries of the numerical model. Water is allowed to exit the surface domain
only at the Koumfab river outlet. Nodes at the outlet are assigned a critical depth boundary
condition which allows for the flowrate at the outlet to vary naturally as a function of the water
depth at the outlet (Sudicky et al., 2008). A sink flux is also used to represent water withdrawal
from the Koumfab reservoir.
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4.4.

Model Calibration

The Koumfab numerical model is calibrated in 3 steps. The first step of calibration (also
known as spin-up) involves running the model in transient mode until minimal variation in
storage is achieved. The mean annual precipitation and potential evapotranspiration for the
period of 1980-2010 is used during the spin-up phase. The solution at the end of the spin-up
phase then served as initial condition for the next calibration step. In the second phase, the
average monthly precipitation and potential evapotranspiration from 1980-2010 is used to
simulate the model. The model is then run iteratively until a quasi-steady state is achieved. The
quasi-steady state is reached when the interannual variations in hydraulic head and stream flow
rate become negligible. The best fit between simulated and observed hydraulic head and stream
flow values is achieved by manually adjusting surface (nx and ny) and subsurface (K, Ss, α, and β)
parameters. Observed static levels from 19 wells and average stream flow rate at the watershed
outlet are used to assess the model performance (Figure 1). Statistical parameters such as the
Normalized Root Mean Square Error (NRMSE) and the coefficient of determination (r2) are used
for performance assessment. Next, the quasi-steady state solution is used to perform the transient
state calibration. Model parameters from the steady state are further adjusted to better match
transient hydraulic head (1984-1986) and stream flow rates (1960-1961). The mean absolute
error (MAE), and the Nash-Stucliffe efficiency (NSE) are used as goodness-of-fit indicators,
during the transient state calibration. Evapotranspiration parameters are kept constant for the
steady and transient calibrations. Tables 2 and 3 show the calibrated hydraulic parameters.
4.5.

Future Climate Data

Climate data from the Coordinated Regional Downscaling Experiment (CORDEX-Africa)
are used to simulate the numerical model. The effect of climate change is investigated by
comparing hydraulic head and stream flow rate of the control period (1971-2000) with that of the
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future period (2030-2060). Four RCMs and two representative concentration pathways (RCP 4.5
and RCP 8.5) are considered in this study. The RCP 4.5 is an intermediate emission scenario
characterized by a stabilization of the radiative forcing to 4.5 W/m2, by 2100. The RCP 8.5 is
often considered as the worst-case scenario because radiative forcing is expected to reach 8.5
W/m2, by 2100. The choice of the 4 RCMs is based on the availability of climate data from
1971-2060.
The coarse grid resolution of RCMs requires climate data to be bias-corrected prior to
climate impact assessment. Here, the quantile based bias correction method is used to adjust
monthly temperature and precipitation data. In the quantile based bias correction approach, the
RCMs outputs are statistically transformed such that their new distribution is identical to the
distribution of observed precipitation and temperature. In practice, the empirical cumulative
distribution function (CDF) of the modeled and observed data for a control period is first
determined. The CDF of the modeled data is then reshaped and shifted to match the CDF of the
observed. The same shape and shift parameters used in the control period phase are used to
correct the future climate data. The ‘qmap’ package in R is used for bias correction
(Gudmundsson et al., 2012). Monthly precipitation and temperature data from the period 19712000 is used to derive the historical cumulative distribution, which in turn is used to bias correct
the RCMs.
To analyze changes in precipitation, a rainfall anomaly index is computed as follows:
𝐼𝑗 =

𝑃𝑗 − ̅̅̅̅̅
𝑃𝑟𝑒𝑓
𝑠𝑟𝑒𝑓

where Ij is the rainfall anomaly index for year j(j=1971-2060), Pj is the precipitation for year j,
̅̅̅̅̅
𝑃𝑟𝑒𝑓 is the average annual precipitation over the control period (1971-2000), and sref is the
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standard deviation of the annual precipitation over the control period. A dry (respectively wet)
year is defined as a year with a rainfall anomaly index less than -1 (respectively higher than 1).
Table 2: Surface flow and evapotranspiration parameters.
Parameters

Cropland Urban
Surface Parameters
Manning friction [m-1/3s] 0.18
0.18
Rill storage [m]
0.11
0.11
Obstruction storage [m] 0.03
0.03
Coupling length [m]
0.01
0.01
Evapotranspiration
Leaf Area Index
1.25
0.25
Root depth [m]
2
0.1

Open Water
0.18
0.01
1.25
1

Table 3: Parameters of the subsurface domain.
Domains

Layers

Sandstone

Layer 1 [0-2 m]
Layer 2 [2-8 m]
Layer 3 [8-33 m]
Layer 4 [33-100 m]
Layer 1 [0-2 m]
Layer 2 [2-8 m]
Layer 3 [8-33 m]
Layer 4 [33-100 m]

Granite/
Migmatite

Porosity

Hydraulic
conductivity
(m/s)

0.3
0.1
0.1
0.1
0.38
0.38
0.1
0.01

1.7 × 10-3
4.3 × 10-5
6.1 × 10-6
6.5 × 10-6
9.7 × 10-4
3.7 × 10-5
2.9 × 10-6
2.1 × 10-6

Specific
Storage
(m-1)
2.0 × 10-4
1.8 × 10-4
1.8 × 10-4
1.8 × 10-4
1.8 × 10-4
1.8 × 10-4
1.8 × 10-4
1.8 × 10-4

Van
Genutchen
Parameters
α (m-1) β
0.60
1.42
0.166
1.13
0.134
1.34
0.134
1.34
1.00
1.60
0.166
1.28
0.134
1.34
0.134
1.34

Residual
water
saturation
0.06
0.06
0.06
0.06
0.10
0.10
0.10
0.10

5. Results and Discussion
5.1.

Calibration

Fig 4 shows the observed vs. the simulated hydraulic head for the 19 wells used during the
steady state calibration. The r2 is 0.9 which indicates a strong correlation between the observed
and the simulated hydraulic head. Similarly, the NRMSE (5.27%) is less than the generally
recommended value of 10%. The highest mismatch between observed and simulated hydraulic
heads is observed in the sandstone unit. This can be explained by the low yield in the sandstone
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wells. Three (3) out of the 5 wells in the sandstone unit have a yield of less than 1m3/s. Thus,
considerable time is needed for the water table to equilibrate after well completion. Given that
water levels are often taken at the time of well completion, the observed levels might not reflect
the true static level. The simulated stream flow rate is in good agreement (6% higher) with the
observed stream flow.

Figure 4: Simulated vs. observed hydrualic for the 19 wells.
Limited data were available to perform the transient state calibration. The model, however,
shows a high sensitivity to seasonal variation in precipitation as evidenced by the good temporal
agreement between observations and simulations. Figure 5 shows the observed and simulated
hydraulic head from 1984-1986. Overall, the simulated hydraulic head shows higher fluctuations
than the observed. The natural seasonal variation in hydraulic head at the observation well is
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1.83 m. The MAE of the numerical model (0.62 m) is far less than the natural variation in
groundwater level. The MAE could be explained by geologic heterogeneities not fully
represented in the model as well as the coarse spatial resolution of the model. The NSE for the
transient calibration of stream flow is 0.67 (Figure 6). Overall, the goodness-of-fit indicators
suggest that the model simulates groundwater level and stream flow satisfactorily.

Figure 5: Transient state calibration of hydraulic head at well C1.

Figure 6: Transient state calibration of stream flow rates at the watershed outlet.
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5.2.

Projected Changes in Climate

Table 4 presents the difference in average temperature from the control period (1971-2000)
to the future period (2031-2060). Except for REMO2009-RCP4.5, all climate models project an
increase in average temperature by 1.4 to 5.5 ᵒC. For all models, the greatest increase in
temperature occurs in March-April, which corresponds to the peak of the dry season under the
current climate (Figure 7). The REMO2009-RCP4.5 is the only scenario under which
temperature is expected to decrease, by 0.3 ᵒC. Projected precipitation indicates two contrasting
trends (Table 5). Precipitation is projected to increase under the RACMO22T and RCA4
scenarios, by 4 to 14%. Conversely, the CCLM4-8-17 and REMO2009 scenarios suggest
declining precipitation, by up to 14%. The plot of rainfall anomalies reveals interesting trends
regarding the occurrence of wet and dry years (Figure 8). The REMO2009 and CCLM4-8-17
scenarios indicate declining precipitation; however, the number of wet years projected by
REMO2009 is greater than that of CCLM4-8-17. Likewise, RCA4 projects more dry years than
RACMO22T. The range of rainfall anomaly values indicate an increase in interannual
variability, during the period 2031-2060. Moreover, extremely wet, and dry years become more
prevalent.
Table 4: Changes in average annual temperature from the control period (1971-200) to the future
period (2031-2060).
CCLM4-8-17
RACMO22T
RCA4
REMO2009

Change (RCP4.5)
+1.8
+3.1
+3.6
-0.3
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Change (RCP8.5)
+2.3
+3.6
+5.5
+1.4

Table 5: Changes in mean annual precipitation from the control period (1971-200) to the future
period (2031-2060).
CCLM4-8-17
RACMO22T
RCA4
REMO2009

% Change (RCP4.5)
-13.4
4.3
5.4
-6.9

% Change (RCP8.5)
-14.3
11.5
13.9
-0.7

Figure 7: Changes in monthly temperature from the control period (1971-2000) to the future
period (2031-2060) for (a) RCP 4.5 and (b) RCP 8.5 greenhouse emissions scenarios. The four
RCMs are indicated with different colors.
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Figure 8: Rainfall anomaly for the 8 climate scenarios. The black dashed lines correspond to
rainfall anomaly indexes of 1 and -1. Dry (respectively wet) years corresponds to rainfall
anomaly indexes less than -1 (respectively greater than 1).

116

5.3.

Effect of Climate Scenarios on the Hydrologic Cycle

Figure 9 shows the mean, minimum, and maximum groundwater level for the different
climate scenarios. At the exception of the RCA-RCP4.5 and RCA-RCP8.5 scenarios, mean
groundwater levels are expected to decrease by up to 2 m, in the granodiorite/migmatite unit.
The RCA-RCP8.5 shows a slight increase (+ 0.2 m) in mean groundwater level, whereas the
results of RCA-RCP4.5 are not significantly different from that of the control period. Similar
groundwater level decline trends are observed in the sandstone unit.
Overall, the decrease in precipitation is the main contributor to the groundwater level decline
(Table 5). Surprisingly, the increase in precipitation projected for RACMO22T-RCP4.5 and
RACMO22T-RCP8.5 scenarios does not seem sufficient to compensate for increase in
evapotranspiration induced by high temperatures. This explains the decline in groundwater level
under the RACMO22T-RCP4.5 scenario, although precipitations are projected to increase. The
maximum groundwater decline is 1.4 m for the granodiorite/migmatite unit, and 5.7m for the
sandstone unit. The less pronounced effect of climate change on the granodiorite/migmatite unit
can be explained by the thick weathered layer (also known as saprolite) present in this unit. If
saturated, the weathered layer can enhance the storage capacity, and thus reduce the impact of
climate change (Dewandel et al., 2006). The weathered horizon is not well developed in the
sandstone unit, which explains the high decline in groundwater levels.
Figure 10 presents the median, minimum, and maximum stream flow rates corresponding to
the different climate scenarios. The median stream flow is projected to increase by 59 to 332%
under the RCA-RCP4.5, RCA-RCP8.5, REMO2009-RCP4.5, and RACMO22T-RCP8.5
scenarios. The CCLM-RCP4.5 and CCLM-RCP8.5 scenarios project a total drying-up of the
Koumfab River. For the remaining scenarios (REMO2009-RCP8.5, and RACMO22T-RCP4.5),
the median stream flow is projected to decrease by 39 to 89%. The changes in stream flow are
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consistent with the precipitation trends, except for REMO2009-RCP4.5 and RACMO22TRCP4.5. Although precipitations are expected to increase under REMO2009-RCP4.5, increase in
stream flow is observed. The REMO2009-RCP4.5 is the only scenario that projects a decrease in
temperature. This is likely to reduce evapotranspiration, and thus increase stream flow. For
RACMO22T-RCP4.5, stream flow is expected to decrease while precipitation is increasing. As
discussed in the previous paragraph, the increase in precipitation under RACMO22T-RCP4.5 is
not sufficient to compensate for increases in evapotransporative loss.

Figure 9: Hydraulic head variations from the historical to the future period for (a) Well C1 in the
Granodiorite/migmatite unit and (b) Well S1 in the Sandstone unit.
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Figure 10: Stream flow variations from the historical to the future period
5.4.

Model Assumptions and Limitations

Due to the complex geology of the Koumfab watershed and the scarcity of hydrologic data,
several assumptions are made in developing and calibrating the hydrologic model. Precipitation
data are available for only one weather station. Thus, precipitation is assumed uniformly
distributed over the watershed. Data regarding the temporal and spatial fluctuations of
groundwater level and stream discharge are very limited. Consequently, the scope of the
transient state calibration is limited. Future studies will benefit from the installation of permanent
groundwater/surface water monitoring stations. Due to data availability issues, only four RCMs
are considered in this study. To assess the full range of uncertainty in future climate scenarios,
additional RCMs are needed. This study focuses on the impact of climate change on water

119

resources. Hence the vegetation and land use are assumed stationary throughout the simulations.
However, changes in vegetation and land use can significantly affect the hydrologic cycle.
Regardless of the model assumptions, this study gives valuable insights into how groundwater
and surface water will respond to different climate scenarios.
6. Conclusion
The hydrologic simulations performed in this study indicate that projected changes in WASS
climate will adversely impact water resources. In the Koumfab watershed, groundwater levels
are projected to decrease by 1.4 - 5.7 m. The greatest decline in water is observed in the
sandstone unit. Projected stream flow rates show two contrasting trends. Some climate scenarios
indicate an increase (+ 59-322%) in stream flow, while other scenarios predict a decline (- 39 100%). These results suggest that fractured rock aquifers in the WASS are at risk of depletion,
due to climate change. The effect of climate change on groundwater levels is less pronounced in
the granodiorite/migmatite unit. This suggests that the thick weathered horizon often observed in
the West African Craton has enough storage capacity to reduce the impact of climate change.
These results also provide valuable insight regarding future water supply in the watershed, and
thus improve water resources planning.
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CHAPTER V
FUTURE WORK/CONCLUSIONS
Through the research projects presented in the above chapters, the use of unmanned aerial
vehicles (UAV) to better characterize fracture networks has been investigated; the prevalence of
fracture spatial clustering and its implication for solute transport have been analyzed; and the
potential impact of climate change on water resources within a fractured rock watershed has been
simulated. In the following paragraphs, the major conclusions from these projects are presented.

Improving fracture network characterization and fluid flow simulations using UAVs
In Chapter I, a workflow is presented that integrates high resolution UAV imaging with
detailed fracture network characterization and discrete fracture network (DFN) flow simulations.
Results of this work indicate that high resolution UAV imagery allows for detailed
characterization and statistical analysis of fracture geometrical attributes such as orientation,
length, and spatial organization. Synthetic discrete fracture networks that honor field observations
can then be generated using the results of the statistical analysis. Permeability derived from the
DFN flow simulations shows a good agreement with permeability obtained from pumping tests.
Overall, this study indicates that accurate and robust characterization of fracture network can be
achieved using UAVs, which in turn improve the accuracy of fluid flow simulations. This study
focused on the spatial organization of fractures in the horizontal plane. Future studies are needed
to understand the spatial organization of fractures in the vertical plane, which will help better
constrain 3-D discrete fracture models.
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Prevalence of spatial clustering in natural fracture networks and its implication for solute
transport
Using a compilation of 27 previously published maps, we investigated the prevalence of
spatial clustering in natural networks. Results indicate that the correlation dimension ranges from
1.47 to 1.89, which suggest that fracture networks are rarely Poissonian. Thus, spatial clustering
needs to be incorporated in synthetic fracture networks. Given that fracture locations are
commonly drawn from a Poisson distribution, we investigated how solute transport may be
affected by spatial clustering. We find that particle breakthrough times increase by 10-70% as
spatial clustering transitions from Poissonian to highly clustered networks. In addition, as
clustering increases, breakthrough curves become highly variable which indicates that spatial
clustering may contribute to solute retention. These results suggest that significant
underestimation of particle breakthrough times can result from not including spatial clustering in
discrete fracture networks.

Potential Climate Change Impact on Water Resources Within a Fractured Rock Watershed in
Northern Togo
An integrated hydrologic model of the Koumfab watershed (Northern Togo) is used to
investigate the vulnerability of fractured rock aquifers to climate change, in the West African
Sudan Savannah. The ensemble of four Regional Climate Models used in this study predicts
increasing temperatures (+ 1.4 - 5.5 ᵒC), by 2060. Precipitation, however, shows two trends; some
RCMs predicts an increase by up to 14% while other RCMs project a 14% decline. In response to
these changes in temperature and precipitation, groundwater levels are expected to decline by 1.4
to 5.7 m. It is also observed that the portion of the watershed underlain by granodiorite/migmatite
has the least decline in groundwater level, which suggests that storage from the weathered horizon
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has a significant role on mitigating the impact of climate change. Like precipitation, stream flow
at the watershed outlet is expected to increase (+ 59 – 322%) or decrease (- 39 – 100%),
depending on the RCM. Although this study provides valuable insight into the effect of climate
change on groundwater/surface water, other factors such as land use changes need to be
investigated.
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