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Estimating design-based variances in the presence of multiply imputed BACs E F Alternative models logistic regression models for involvement/exposure ratios F 1.
Introduction and Background
According to National Highway Traffic Safety Administration (NHTSA) information, as of the end of September 1999, 31 states defined driving with a blood alcohol concentration (BAC) above 0.10% as a crime per se, while another 17 states plus the District of Columbia set their per se 1 limit at 0.08%. Due to a combination of legal measures, enforcement actions, and changes in voluntary behavior patterns, alcohol-related fatalities have been declining for nearly two decades, both in absolute numbers and as a proportion of all fatalities. Nonetheless, there were still 15,936 alcohol-related traffic fatalities in the United States which accounted for nearly 38% of total traffic fatalities in 1998 (U.S. DOT, 1999) indicating that much more needs to be done.
Based on extensive research over several decades, we now have overwhelming evidence showing that even BACs as low as 0.02% impair driving-related skills. One line of such evidence grows out of laboratory research with dosed subjects (Moskowitz and Robinson, 1987 ; see also U.S. Department of Health and Human Services (HHS), 1997, Chapter 7). Confirming evidence comes from field research that compares the BACs of crash-involved with non-crash-involved drivers to determine the relative risk of crash involvement (Zador, 1991 ; see also Perrine et al., 1989 , for a review). Two types of relative risk studies have been conducted. "Classical" studies such as that of Borkenstein et al. (1974) used a procedure in which data from non-crash-involved drivers were collected at the same times and locations as the reference crash had occurred. This procedure was adopted in an effort to ensure that the only potential difference between the crash and non-crash driver would be the presence or absence of alcohol. An alternative survey procedure was employed by Zador (1991) . He compared crash-involved drivers from the National Highway Traffic Administration, Fatality Analysis Reporting System (FARS), with data from the 1986 National Roadside Survey (NRS) (Wolfe, 1986) . This procedure loses some of the precision provided by using the site of the reference crash as the basis for selecting comparison cases. However, it gains reliability because it uses larger numbers and a broader representation that relates to the country as a whole, rather than to a single locality.
The selection of cases that define the crash-involved and non-crash-involved drivers bears significantly on the resulting risk curves. Clearly, many drivers are involved in crashes through no fault of their own but because of the mistakes of others. Therefore, it is important to consider responsibility in selecting the crash-involved drivers. This is generally accomplished by including only drivers in single vehicle crashes (i.e., other drivers were not involved). Previous relative risk studies have demonstrated that the relationship between BAC and crash risk is much stronger for drivers in single vehicle crashes than for drivers in multiple vehicle crashes (Perrine et al., 1989; Zador, 1991) . Three methods of selecting comparison cases have been used in previous studies. As noted above, comparison drivers have been interviewed at crash sites (Borkenstein et al., 1974) , through national roadside surveys (Zador, 1991;  for overview, see also Chapter 10 in HHS, 1993) and through the selection of nonresponsible drivers in multiple vehicle crashes -so called "induced exposure" (Hurst, 1974; Borkenstein et al., 1974 ). Hurst's analysis of nonresponsible drivers indicated that their crash risk curve was flat and did not increase with higher BACs.
The objective of the present research is to re-examine and refine relative fatal crash risk estimates in a systematic fashion using more recent data. The study was based on U.S. data on drivers in fatal crashes during 1995 and 1996 obtained from the Fatality Analysis Reporting System (NHTSA, FARS), and driver exposure data obtained from the 1996 National Roadside Survey (Voas et al., 1997) . It extends similar prior work by the first author in three important ways. Firstly, we estimate relative risk for the policy-relevant BAC range between 0.08% and 0.10%. Secondly, we estimate relative risk for six driver groups: (1) Driver fatalities in single vehicle crashes, (2) Driver involvements in single vehicle fatal crashes, (3) Driver fatalities in two vehicle crashes, (4) Driver involvements in two vehicle fatal crashes, (5) Driver fatalities in all crashes, and (6) Driver involvement in all fatal crashes. Thirdly, we employ statistical methods to estimate both the effect of sampling roadside exposure, and the effect of multiple imputation of missing BACs on the uncertainty of relative risk estimates.
Methods

Data Sources
Driver Exposure Data: the 1996 Roadside Survey
Following the same principles as its two predecessors in 1973 and 1986, the 1996 National Roadside Survey (96NRS) of weekend, nighttime drivers in the 48 contiguous states, interviewed and breath-tested a sample of noncommercial operators of four-wheel vehicles during a roughly one month period in the Fall of 1996. Counties with a population of less than 20,000 were not sampled, and in counties with larger populations, roadways with average daily traffic below 2,000 were excluded from the surveys (for details, see Lestina et al., 1999) . Drivers were selected for interviews and breath tests using a geographically stratified multi-stage cluster sample. This survey was designed based on the National Automotive Sampling System/Crashworthiness Data System (NASS/CDS, 1995) . The first stage of the design comprised 24 Primary Sampling Units (PSUs) employed by NASS/CDS, six each in the Northeast, South, West, and Midwest. Only the section of the NASS PSUs appropriate for the 48 states were employed in the 1996 sampling plan. The second stage comprised a total of 46 police jurisdictions, 11-12 per region. At the third stage, square grids with sides roughly equal to one mile were superimposed on the sampled jurisdictions, and then randomly sampled to obtain the requisite number of squares (this procedure was modified for areas with low road density). Once a square was chosen, the survey was conducted at the first safe area found in it by the survey team leader. Driver selection represented the final stage: the first driver who approached the site after an interviewer became available was stopped for the next interview. Field operations were conducted on Friday and Saturday nights during two two-hour periods at separate sites, at one site between 10 PM and midnight, and at the other between 1 AM and 3 AM. Data from the 96NRS is representative only of locations and periods when drinking and driving is most prevalent (i.e., not all times or roadways in the 48 contiguous states).
Data from 96NRS were used to estimate the approximate distribution of driver exposure by sex, age (16-20, 21-34, and > 35) , and BAC (0.000, 0.001-0.019, 0.020-0.049, 0.050-0.079, 0.080-0.099, 0.100-0.149, and 0.150+). Specifically, we approximated the statistical distribution of drivers on weekend nights using the distribution of driver sampling weights after adjustments for nonrespondents (see Appendix A).
Data on Drivers in Fatal Crashes
The Fatality Analysis Reporting System (FARS) is a census of all motor vehicle crashes that occur on a public trafficway in the United States and result in a fatality within 30 days. Although FARS is maintained by NHTSA of the U.S. Department of Transportation, the data in FARS are obtained through cooperative agreements with agencies in each state's government, and are managed by Regional Contracting Officer's Technical Representatives located in the ten NHTSA Regional Offices. For basic data elements associated with a fatal motor vehicle crash, reporting is usually of very high quality with relatively few missing values with one exception: even in recent years, BACs were not available for many drivers involved in fatal crashes. To deal with this problem, NHTSA has employed a statistical method for imputing missing BACs since the early 1980s, (Klein, 1986) . More recently, the method of multiple imputation (Rubin, 1987 ) was adopted to handle the problem of missing BACs on FARS (Rubin et al., 1999) . Under multiple imputation, each missing value is replaced by a small number of imputed values (10, in the present case) which are generated by a statistical procedure designed to reflect the statistical properties of the missing driver BACs. We used the ten complete-data versions of FARS in our statistical analyses. Note that while the data files for the multiple imputation method are available, NHTSA is not yet using the multiple imputation method for its published alcohol estimates. The same method used in previous years is to be used for the 1998 FARS estimates.
We classified drivers of four-wheel passenger vehicles involved in fatal crashes during 1995 or 1996 by the number of crash-involved vehicles (one, two, and any number (one, two, or more) of vehicles) and by whether or not the driver was just involved in the crash, or was also fatally injured in the crash. We thus defined six driver groups for analysis: drivers fatally injured in single vehicle crashes, drivers involved in fatal single vehicle crashes, drivers fatally injured in two vehicle crashes, drivers involved in fatal two vehicle crashes, drivers fatally injured in a crash, and drivers involved in a fatal crash. We then screened drivers using criteria that approximately matched the criteria for selecting the exposure sample. We included drivers of passenger vehicles involved in crashes during weekend nights and excluded crashes that occurred on interstates, other urban freeways, and expressways (for additional details, see Appendix B). There were only two notable differences between the exposure and the crash screening criteria, and both were disregarded to increase the sample size for drivers retained for the analyses. First, we accepted crashes that occurred between midnight and 1 AM, since those crashes were excluded from the exposure sample only to permit the survey team to change location, and not because BAC distribution between midnight and 1 AM was thought to be different. Second, we did not restrict crashes to the weekend nights during which the surveys were conducted. Including weekend nights for the whole year increased sample sizes almost 12-fold, and introduced no substantial difference in the distribution of driver BACs since driver BACs varied little between the survey period and the rest of the year.
We classified the six groups of driver fatalities and involvements in the same way as we classified the exposure sample, by sex, age (16-20, 21-34, and > 35) , and BAC (0.000, 0.001-0.019, 0.020-0.049, 0.050-0.079, 0.080-0.099, 0.100-0.149, and 0.150+).
Statistical Methods
Using Odds Ratios and Logistic Regression to Estimate Relative Risk
Following Zador (1991) , we base our methods on the intuitive notion that comparisons between the frequency distribution of fatal crash involvement by sex, age and BAC and the frequency distribution of roadside exposure by sex, age, and BAC can provide a good yardstick for measuring the effect of these factors on the relative likelihood of fatal crash involvement per unit of driving exposure. Since the 96NRS did not provide a national estimate for total miles driven on weekend nights, it was not possible to scale fatal involvement and exposure count ratios to the corresponding involvement rates per miles driven. However, since our involvement (or fatality) count per exposure ratios are proportional to national involvement (or fatality) rates, dividing two such ratios, say at different BACs, gives the corresponding ratio of involvement (or fatality) rates. Thus, data on fatal involvement from FARS and driving exposure from 96NRS can be used to estimate involvement per exposure ratios which, in turn, effectively approximate relative crash risk. 2 More specifically, consider a two way table formed of fatality and (weighted) survey counts for two populations (group 1 and group 2):
The odds ratio:
compares the fatality/exposure ratio between groups 1 and 2. Taking group 2 as the baseline, this odds ratio compares fatality odds in group 1 to fatality odds in group 2. Odds ratios (OR) being scale invariant, we can substitute cE1 and cE2 in (1) for exposure counts E1 and E2, where c is the scaling constant, without affecting the numeric value of the OR. Now, for a large value of c, the odds in the numerator and the denominator of (1) have approximately the same value as the corresponding crash rates: F1/(F1+cE1) and F2/(F2+cE2). The unknown value of c that would scale up survey-based exposure counts to the national total of miles driven is extremely large relative to observed involvement/exposure ratios. Therefore, it is legitimate to use the odds ratios (F1/E1)/(F2/E2) to estimate relative risk, F1/(F1+cE1)/F2/(F2+cE2). Given this discussion, and following the common practice in epidemiology, 3 we used odds ratios to estimate relative risk, and henceforth we will refer to estimates of relative risk, rather than to estimates of odds ratios.
We used logistic regression 4 to model involvement (or fatality) counts relative to exposure counts, and performed two sets of analyses for each of our six driver sets. In the first set (results are found in Table 2 ), we estimated relative risk among drivers with zero BAC by age and gender. In these models, we chose male drivers between ages 21 and 34 for baseline, and estimated relative involvement risk for the other five driver groups. In the second set (results in Table 6 .1 -6.6), we estimated relative risk as a function of driver BAC within sex and age groups. In the latter models, drivers with BAC = 0 were chosen as baseline. Note that any non-significant interaction terms were not retained in the final model. For both analyses, in addition to relative risk, we also estimated lower and upper confidence bounds for relative risk. normality of standardized Pearson residuals. For data that are conditionally binomial, the dispersion parameter is approximately equal to 1. A heterogeneity factor substantially larger than one is indicative of overdispersion -that is, more variation than would be expected under the assumption that conditionally on the sum of exposure and fatality counts, the fatalities were binomially distributed. We adjusted all variance and confidence bounds for the presence of overdispersion. The maximum rescaled R 2 (Nagelkerke, 1991) can be used to assess model quality somewhat in the manner of the customary R 2 statistic for linear regressions. The Hosmer-Lemeshow test statistic is a direct measure for a logistic regression model's ability to predict outcome probabilities (Hosmer and Lemeshow, 1989) . We have applied the Wilk-Shapiro test to determine whether standardized residuals followed an approximate normal distribution. In the ideal case, heterogeneity factor and rescaled R 2 are near one, and the p values are between 0.05 and 0.95.
Variance Estimation
As described earlier, the 1996 National Roadside Survey had a complex, multi-stage design. If no special steps were taken, standard statistical packages would tend to underestimate true variability for data collected under a complex design. We used Fay's method of balanced repeated replications (BRR) to obtain design-consistent variance estimates for important model parameters. This involved three steps. First, we used Westat's implementation of Fay's method (WesVarPC, 1998) to create replicate weights from the adjusted full-sample weight (see Appendix D). Second, we repeatedly estimated our models using the full-sample weight, and each set of replicate weights. Finally, we combined the resulting estimates using a simple formula to obtain design-unbiased variance estimates (see Appendix E).
As part of data preparation, NHTSA had replaced missing driver BACs on FARS by ten imputed BAC values (Rubin et al., 1999) . On the one hand, having imputed values on FARS made it possible to employ complete-data methods in our analyses. On the other hand, unless special care is exercised, using imputed values as if they were actual values would result in underestimating variability (Rubin, 1987) . We followed Rubin's two-step method to eliminate this bias. In Step 1, we re-estimated our models using each of the ten imputed BAC values and averaged the results. In Step 2, we combined the 10 sets of estimates into one single unbiased variance estimate (see Appendix E). Since there were 12 replicate weights for exposure and 10 multiply-imputed completed sets of driver counts, we estimated model parameters for each of the six driver populations a total of 130 times in order to compute imputationadjusted and design-consistent parameter variances
Results
According to Table 1 .1, about 84% of the weighted drivers in the exposure sample had a zero BAC, about 9.2% had a non-zero BAC under 0.05%, 4.7% had a BAC between 0.05% and 0.1%, 2.1% had a BAC between 0.1% and 0.15%, and only 0.6% of the weighted roadside sample had a BAC over 0.15%. Overall, males accounted for about 65% of all exposure. Drivers between 21 and 34 years of age and drivers over 34 years of age were represented roughly in equal proportions among both males and females. Drivers 16-20 accounted for about half the exposure of the other two age groups among females, but less than half among males.
For all six driver involvement groups, driver BAC distributions differed strikingly from the corresponding exposure distribution in every sex-age group, as shown by comparing Table 1.1 to Table  1 .2. Even among sober drivers (i.e. BAC = 0), striking differences were found in involvement/exposure ratios across sex and age groups, as indicated in Table 2 . Taking the risk of being killed in a single vehicle crash to be 1.00 for sober male drivers 21-34, the comparable risk was 1.75 for sober male drivers 16-20, and it was 0.71 for sober male drivers over age 34. In every age group, sober female drivers had a lower risk of being killed in a single vehicle crash than sober male drivers, with relative risks decreasing from 1.18, among the youngest group of females, to 0.28 among the oldest group. Note that controlling for sex, confidence intervals for adjacent age groups did not overlap (except for the two highest age group females), and controlling for age groups, the confidence intervals for males and females, did not overlap (except for the youngest age group). Thus, most sex and age group related differences in single vehicle driver fatality rates were not attributable to chance variation. Note that the distributions of fatally injured drivers for each driver involvement group are available from the first author.
Sex and age affected a driver's relative risk of being involved in a fatal single vehicle crash in much the same way as it affected the driver's relative risk of being killed in one. In contrast, Table 2 shows that the pattern of results differed markedly for two vehicle crashes from the pattern of results for single vehicle crashes, especially for females. First, although relative risk still decreased with increasing age among males, the differences were smaller for two vehicle crashes than for single vehicle crashes. Moreover, relative involvement risk was lower for sober 21-34 females than for any of the two other female age groups, but the confidence intervals overlapped for females. Also, the relative fatality risk of sober females 35 and over exceeded the relative fatality risk of sober males 21-34.
Tables 3, 4, 5, and the Table 6 series, present selected model diagnostics, logistic regression model parameter estimates and standard errors, model-based estimates of proportionate increase in relative involvement risk and fatal injury risk associated with a 0.02% increase in BAC, and model-based relative risk estimates with their confidence intervals, respectively. Models in Table 4 As evidenced by the results of the Hosmer-Lemeshow goodness-of-fit test and the Shapiro-Wilk test for the normal distribution of standardized Pearson residuals, relative risk was adequately represented by the models in Table 4 for three of the driver groups: drivers involved in a fatal single vehicle crash, drivers killed in a single vehicle crash, and drivers killed in any crash (see Table 3 ). These models accounted for substantial percentages of the explainable variation: 68% among drivers killed in a single vehicle crash, 53% among drivers killed in any crash, and 49% among drivers involved in a fatal single vehicle crash. These data also exhibited statistically significant, but relatively modest heterogeneity. While the Hosmer-Lemeshow test statistic (p = 0.032) rejected the hypothesis of model fit for fatally injured drivers in two vehicle crashes, the regression model explained 65% of all explainable relative risk variation, and the standardized Pearson residuals were normally distributed. All-in-all, we deem model fit acceptable for driver fatalities in two vehicle crashes. In contrast, the models performed poorly for the two remaining driver groups -drivers in fatal crashes involving two vehicles or drivers in fatal crashes involving any number of vehicles. Specifically, both Hosmer-Lemeshow test statistics rejected the hypothesis of model fit, both models explained only about 30% of the explainable relative risk variation, both heterogeneity factors were over 3, and even the residuals were not normally distributed for drivers in fatal crashes involving any number of vehicles.
We explored the way our models broke down for fatal two vehicle crashes in considerable detail. We examined model fit statistics for the models in Table 4 , and for several other model specifications, 5 including specifications obtained by stepwise regression. The results clearly showed that sober driver involvement in two vehicle crashes is not closely related to driver involvement at positive BACs, and we discovered that only the inclusion of indicator variables representing overall sober driver risk, and sober driver risk by age and gender, would produce acceptable model fit. This result was, in fact, not too surprising for two reasons. First, in crashes involving more than a single vehicle, some driver(s) may be innocent, and probably sober, victim(s) whose vehicle(s) were struck by a high BAC at-fault driver. Secondly, in multi-vehicle crashes, crash configuration and vehicle occupancy become important determinants of relative risk. However, we decided not to use regression models that included sober driver risk variables (e.g., main effect for zero BAC, zero BAC by age interaction, etc., see Appendix F) because it was not clear how these models can be used to estimate relative risk with BAC = 0 as the baseline. Therefore, relatively poor model fit notwithstanding, we believe that the relative risk estimates presented from the model parameter estimates in Table 4 provide reasonable, albeit conservative, approximations of the true relative risk even for driver involvement in multi-vehicle fatal crashes. Additional research will be needed to improve model fit for these driver groups.
We computed relative risk as a function of BAC from one or more regression coefficients relative to sober driver risk, that is relative to the risk of drivers with 0.0% BAC (for positive BACs, we re-scaled percent BAC by a factor of a 1000 so that 0.1% was entered in formulas as 100). For example, the relative risk of receiving a fatal injury in a single vehicle crash by a driver 21-34 whose BAC is 0.13% was estimated at RR(0.13) = exp(0.029 x 130) = 43.4, where 130 = 0.13 x 1000, and b = 0.029 is the regression coefficient from Table 4 for the parameter "BAC, Age 21-34". In other words, among drivers 21-34, a BAC of 0.13% increased the chance of being killed in a single vehicle crash by a factor of about 43. Table 5 shows model-based estimates for factor of proportionate increase in relative risk associated with an increase of 0.02% in BAC level for each driver group, by age and sex. Of noteworthy mention, it was estimated that each 0.02 percentage point increase in the BAC of a driver with a non-zero BAC more than doubled the risk of receiving a fatal injury in a single vehicle crash among male drivers 16-20, and nearly doubled the comparable risk among the other driver groups. Proportionality factors were estimated from age-specific regression coefficients of BAC in Table 4 except that for female drivers 16-20, the estimates were adjusted for the effect of being female. For the relative risk estimates in subsequent tables, relative risk was also adjusted for the effect of low BAC (0.001% -0.019%) for drivers 21 or older. For the purpose of fitting models, we represented BAC class intervals (by sex and age) by average driver BAC. However, to facilitate comparisons across driver populations, we present relative risk estimates at constant BACs (0.0%, 0.01%, 0.035%, 0.065%, 0.090%, 0.125%) that correspond to class interval midpoints for the first five BAC categories, and 0.220% for the last BAC category, which corresponds to the average BAC of those with BAC values greater than 0.15%.
The relative risk of receiving a fatal injury in a single vehicle crash increases steadily with increasing driver BAC for both males and females in every age group with one exception (see Figure 1 and Table 6 .1). Among all male and female drivers, except those in the 16-20 group, the relative risk of receiving a fatal injury is lower for drivers with a positive BAC under 0.02% than for drivers with 0.0% BAC. Remarkably, however, for the 16-20 age group, the comparable relative risk was substantially increased even at this low positive BAC, by 55% among males, and by 35% among females. Looking at relative risk across the six age and gender groups, we find that at a BAC of 0.035%, it was elevated by a factor between 2.6 and 4.6, at a BAC of 0.065%, by a factor between 5.8 and 17.3, at a BAC of 0.09%, by a factor between 11.4 and 52, at a BAC of 0.125%, by a factor between 29.3 and 240.9, and at a BAC of 0.220%, by a factor between 382 and 15,560. Figure 1 indicates that relative risk increased fastest for ' Dozens of other models were examined; for a few, results are summarized in Appendix F. males 16-20, and slowest for drivers of either sex 35 and over. In general, controlling for age, relative risk increased faster for males than for females, and controlling for sex, it increased faster for drivers 16-20 and slowest for drivers 35 and over. In addition, in every comparison, relative risk increased faster with increasing BAC for fatally injured drivers than for driver involvement in fatal crashes. Figure 1 .
Relative fatality risk for drinking drivers by age and sex in single-vehicle crashes 6 BAC In general, the pattern of results for the other driver groups was quite similar to the pattern just described (see Tables 6.2 -6.6). Figure 2 and Table 6 .6 show a similar pattern for driver involvement in all fatal crashes. The following represent major differences among the other driver groups. (1) For fatally injured drivers, relative risk increased slower with increasing BAC in two vehicle than in single vehicle crashes. As indicated earlier, this was to be expected since in multi-vehicle fatal crashes, some involved drivers were likely to be no more than marginally at-fault. (2) Also, since most fatally injured drivers were killed in a single vehicle or in a two vehicle crash, the overall rate of increase in relative risk was between the rates of increase for single vehicle and two vehicle crashes. 
4.
Discussion
Confirmatory Findings
This study has confirmed that, in general, relative risks of fatal injury and fatal crash involvement both steadily increased with increasing driver BAC within each of the six driver age and sex groups studied. The only exception was that among drivers 21 and over, relative risk was lower at near-zero positive BAC than at zero BAC. The classical Grand Rapids study by Borkenstein et al. (1974) found a similar "dip" in the risk curve. Hurst (1973) showed that controlling self-reported drinking frequency eliminates the Grand Rapids dip. The customary interpretation of these results is that the anomalous dip probably results from differing alcohol tolerance between crash-involved and non-crash involved drivers. Since drinking frequency data were not available in our study, we were unable to estimate risk curves by drinking frequency. With few exceptions, relative risk was found to decrease with increasing driver age at every BAC level, both for males and for females -a finding that extends similar age trends reported for moderate BACs by Zador (1991) .
The current study also confirms the substantially higher relative risk for involvement in a single vehicle crash of young drivers at a zero BAC previously reported by Mayhew et al. (1986) . Overall, young drivers experienced higher relative risks of single vehicle crashes than did older drivers of the same sex. Additionally, female drivers exhibited substantially lower relative risk than male drivers of the same age. To a somewhat lesser extent, both sets of findings were also true for most of the other five driver groups studied.
In this study, lower and upper 95% confidence bound estimates for relative risk as a function of driver BAC take into account both the sampling variation of the roadside driver exposure sample, and the effect of multiple BAC imputations performed by Rubin et al. (1999) for NHTSA. Not surprisingly, relative risk confidence intervals are wide. For example, lower and upper confidence bounds were 16.5 and 164 for male drivers 16-20 killed in single vehicle crashes with a BAC between 0.08% and 0.10%. 8 We note that the width of 95% confidence intervals increases with increasing BACs for mathematical reasons. 9 We also note that allowing for comparable variation in prior estimates, the relative risk estimates presented here are largely in line with estimates published elsewhere. 10
New Findings
This is the first study that estimated relative risk from compatible data sources using the same methods for six driver groups of interest defined by the number of crash-involved vehicles and, whether the driver was just involved, or also fatally injured in the crash. Drivers killed in single vehicle crashes are of particular interest for assessing the pure effect of drinking and driving because in single vehicle crashes: driver fault is not shared, crash configuration is less of a factor, vehicle occupancy is not relevant, and the seating position of the fatally injured occupant is fixed. In two vehicle crashes, the possibility that fault may be split between two drivers, one or both of whom may have a (possibly different) positive BAC, would seem to make it difficult to estimate the pure effect of BAC on crash risk. It was all the more gratifying to find the relative risk of a fatal driver injury depend on driver BAC in 8 These relative risk estimates apply to BAC range mid-points at 0.09%. 9 Both relative risk and its confidence bounds depend exponentially on the corresponding logistic regression parameters. 10 Relative risk estimates in this paper differ in several ways from similar estimates in Zador (1991) . In the former study, the baseline BAC group was defined to include drivers at or below a BAC of 0.01%, age groups and BAC groups were defined differently, driver fatalities were included from only 29 states with low rates of missing BACs, missing BACs were not imputed, and the numeric BAC values were not used in analyses except to classify drivers.
almost the same way for single vehicle crashes as for two vehicle crashes provided that the relative risk model of two vehicle crashes statistically accounted for the possible roles of not at-fault sober drivers (see Appendix F). In this study, we focused on the general effect on relative risk of a positive driver BAC, rather than on its pure effect. Our main statistical model for estimating relative risk did not, therefore, adjust relative risk estimates for the over-representation of sober (probably not-at-fault) drivers. Consequently, the model we used in this study appears to have generally underestimated the pure effect of positive driver BAC on relative risk, except for drivers in single vehicle crashes.
As noted earlier, this study confirmed that relative risk and driver age are inversely related at every BAC. However, somewhat surprisingly in part contrary to Zador (1991) , relative risk was found to be generally lower at all BAC levels for females than for males for the 16-20 group. This lower relative risk (roughly comparable to adult drivers 21 to 34 at BACs of 0.02% and over) is important because of the increasing incidence of drinking females in that age group in the nighttime driving population observed in the 96NRS. In that most recent survey, there were more, but not significantly more, women drinking drivers in the 16-20 age group than males. Perhaps the lower relative risk could attributed to females driving more cautiously than their male age counterparts.
Finally, this study is the first that systematically estimated relative risk for drinking drivers with BACs between 0.08% and 0.10%, 1 1 and the relative risk estimates obtained here provide clear evidence that drinking and driving at BACs under 0.10% is very dangerous. For driver fatalities in single vehicle crashes with a BAC in this range, relative risk estimates ranged from a low of 11.4 for drivers 35 and over, to a high of 51.9 for male drivers under 21, and even the lowest among the six lower confidence bounds indicated a nearly six fold rise in fatality risk. This similar pattern was also found overall (i.e., for any involvement in a fatal motor vehicle crash), although with smaller magnitudes. Drivers 35 and over had the lowest relative risk of involvement at about 6.1, followed by those in the 21-34 age group at 6.3. The youngest male age group had a relative risk of about 24 -four times that of the other age groups (Table 6 .6 and Figure 2 ). Naturally, relative risk was considerably higher for drivers with a BAC between 0.10% and 0.15%, and ranged between 29 for drivers 35 and over and 241 for male drivers under 21 for driver fatalities in single vehicle crashes. Relative risk for drinking drivers with a BAC at or above 0.15% ranged from 382 for drivers 35 and over, to 15,560 for male drivers under 21.
Policy Implications
There is considerable evidence that lowering state BAC limits to 0.08% from 0.10% reduced fatal motor vehicle crashes (e.g., Hingson et al., 1996; Voas and Tippetts, 1999) , and according to recent NHTSA information, 17 states plus the District of Columbia defined a driver BAC of 0.08% as illegal per se. New findings from this study lend support to lowering the illegal per se limit by showing that driving at BACs under 0.10% is indeed very dangerous. Additionally, an ongoing laboratory investigation at the Southern California Research Institute with participation by the first author of this study, has provided strong evidence that impairment of driving-related performance occurs at very low BAC levels even among experienced drinkers.
Obviously, baseline differences are important for comparing driver groups in absolute terms since overall crash risk is affected both by baseline risk differences among sober drivers, and by age-and sexrelated differences in the effects of drinking and driving. For example, when considering policy options for young drivers, it is important to bear in mind overall risk, not just sober-driving or drinking and driving risks. Since young male drivers in the 16-20 age group start from an already high baseline risk level in all driver groups (see Figure 3 ), even at slightly elevated BACs in the 0.02% -0.05% range, this group experienced fatal driver injuries in single vehicle crashes more than eight times as often as sober male drivers 21-34. Policy measures designed to reduce drinking and driving and alcohol-related crashes in the youngest age group include the enforcement of minimum drinking age laws that prohibit the purchase of alcoholic beverages by persons under age 21, and the establishing and enforcing of near-zero BAC limits (zero tolerance) for drivers under 21. Complementary strategies designed to reduce both sober-driving and drinking and driving crashes among the youngest drivers include graduated licensure and young curfews (U.S. DOT, 1998) . Figure 3 .
Baseline risk at BAC=0 relative to male 21-34 group
With the new findings of this study, and parallel results currently being observed in laboratory studies at the Southern California Research Institute, one can state with confidence that driving at nonzero BACs somewhat lower than 0.10% is indeed very dangerous. Thus, reducing BAC limits from 0.10% to 0.08% is an effective method of saving lives. Moreover, these results show that with such elevated relative risks, reducing drinking and driving at any BAC level is likely to further reduce alcoholrelated motor vehicle fatalities in the United States. 
