This paper investigates the problem of synthesizing parameterized rings that are "self-stabilizing by construction". While it is known that the verification of self-stabilization for parameterized unidirectional rings is undecidable, we present a counterintuitive result that synthesizing such systems is decidable! This is surprising because it is known that, in general, the synthesis of distributed systems is harder than their verification. We also show that synthesizing self-stabilizing bidirectional rings is an undecidable problem. To prove the decidability of synthesis for unidirectional rings, we propose a sound and complete algorithm that performs the synthesis in the local state space of processes. We also generate strongly stabilizing rings where no fairness assumption is made. This is particularly noteworthy because most existing verification and synthesis methods for parameterized systems assume a fair scheduler.
Introduction
Developing parameterized Self-Stabilizing (SS) distributed systems is an important and challenging problem since a parameterized SS system must be selfstabilizing regardless of the number of processes. An SS system (i) recovers from any configuration/state to a set of legitimate states -that captures the normal behaviors of a system, and (ii) guarantees global recovery to legitimate states solely based on the local actions of its processes (without any central point of coordination). Designing self-stabilization becomes even more challenging for parameterized systems that include families of symmetric processes, where the code of each process is obtained from a template process in a symmetric network. Since the general case synthesis problem is undecidable, several researchers have recently proposed methods where they generate specific parameterized systems from their temporal logic specifications, mainly by exploiting verification techniques (e.g., cutoff theorems [13] ) and boundedness assumptions [16] . As the verification of SS parameterized unidirectional rings is known to be undecidable [22] , the common understanding has been that synthesizing such systems should also be undecidable. In this paper, we prove otherwise! We show that synthesizing self-stabilization is actually decidable for parameterized unidirectional rings where all processes follow the same synthesized rules.
Numerous approaches exist for the synthesis of parameterized systems, most of which focus on synthesis from temporal logic specifications while assuming some sort of fairness. For example, Finkbeiner and Schewe [16] present a method where they solve the synthesis problem in a scope-based fashion similar to the scope-based verification methods [19] . They formulate the synthesis problem as a set of constraints that are fed to a Satisfiability Modulo Theory (SMT) solver [9] . Jacobs and Bloem [20] reduce the problem of synthesizing parameterized systems to synthesizing a small network of symmetric processes under the assumption of fair token passing. They exploit bounded synthesis and cutoff theorems to enable a semi-decision procedure that will eventually find a solution if one exists. Additionally, some researchers have investigated the synthesis of parameterized self-stabilizing systems in a problem-specific context. For instance, Bloem et al. [6] provide a method for the synthesis of synchronous systems that are SS and tolerate Byzantine failures and their underlying communication topology is a clique. Dolev et al. [11] present a verification-based method to generate synchronous and constant-space counting algorithms that are self-stabilizing under Byzantine faults. Lenzen and Rybicki [25] provide an SS and Byzantine-tolerant solution for the counting problem with near-optimal stabilization time and message sizes. What the aforementioned methods have in common is that they synthesize from temporal logic specifications and/or make assumptions about synchrony, fairness and complete knowledge of the network for each process. Moreover, some of them investigate specific problems.
In addition to proving some undecidability results for bidirectional rings, this paper presents an algorithmic method for the synthesis of symmetric unidirectional rings that are self-stabilizing by construction. The proposed algorithm works in a graph-theoretic context rather than synthesis from temporal logic specifications. In our work, we consider processes that are deterministic, selfdisabling and constant-space, where a self-disabling process stops executing once it executes an action until it is enabled again by an action of its predecessor. 1 Moreover, we investigate this problem for sets of legitimate states that can be specified as the conjunction of local legitimate states. While our assumptions may seem restrictive, there are important applications for such systems [18, 28] . The decidability result of this paper is counterintuitive as in our previous work [22] we have shown that verifying self-stabilization for unidirectional rings is undecidable. This is surprising because it is known [26] that, in general, the synthesis of distributed systems is harder than their verification. We first present a necessary and sufficient condition for the existence of a symmetric SS unidirectional ring. Our necessary and sufficient condition states that an SS symmetric unidirectional ring exists if and only if (iff) there is a value in the state space of the template process that can make the locality of each process true. We then use this result and design a sound and complete algorithm. The input to our algorithm includes a set of legitimate states and the size of the state space of the template process. The output of the proposed algorithm is the symmetric code of the template process so that the entire ring becomes self-stabilizing for any arbitrary (but finite) number of processes. Our approach is easier than synthesis from temporal logic specifications in that we perform the synthesis in a bottomup fashion by intelligently searching the state space of the template process. Subsequently, we investigate the synthesis of bidirectional symmetric rings that are self-stabilizing, and show that this problem is undecidable. Our proof of undecidability is a reduction from the problem of verifying self-stabilization for unidirectional rings [22] . While we have used our algorithm to synthesize a few example systems in this paper, we are currently investigating the generalization of our algorithm for other topologies and more interesting case studies.
Contributions. This paper makes the following contributions. We -present a surprising result that synthesizing parameterized SS unidirectional rings under the interleaving semantics and no fairness assumption is decidable; -provide an algorithm that takes a set of legitimate states and the size of the state space of the template process, and automatically generates the code of the template process, and -prove that synthesizing SS bidirectional rings is undecidable.
Organization. Section 2 presents some basic concepts. Section 3 shows that synthesizing SS unidirectional rings is decidable. Section 4 investigates the synthesis of SS bidirectional rings and proves that this problem is undecidable. Section 5 examines related work. Finally, Sect. 6 makes concluding remarks and discusses future extensions of this work.
Basic Concepts
This section presents the definition of parameterized rings, their representation as action graphs, and self-stabilization. Wlog, we use the term protocol to refer to parameterized rings as we conduct our investigation in the context of network protocols. A protocol p for a computer network includes N > 1 processes (finitestate machines), where each process P i has a finite set of readable and writeable variables. Any local state of a process (a.k.a. locality/neighborhood) is determined by a unique valuation of its readable variables. We assume that any writeable variable is also readable. The global state of the protocol is defined by a snapshot of the local states of all processes. The state space of a protocol, denoted by Σ, is the universal set of all global states. A state predicate is a subset of Σ. A process acts (i.e., transitions) when it atomically updates its state based on its locality. The locality of a process is defined by the network topology. In this paper, our focus is on the ring topology. For example, in a unidirectional ring consisting of N processes, each process P i (where i ∈ Z N , i.e., 0 ≤ i ≤ N − 1) has a neighbor P i−1 , where subtraction and addition are in modulo N . We assume that processes act one at a time (i.e., interleaving semantics).
Thus, each global transition corresponds to the action of a single process from some global state. An execution/computation of a protocol is a sequence of states C 0 , C 1 , . . . , C k where there is a transition from C i to C i+1 for every i ∈ Z k . We consider symmetric protocols, where processes have identical rules for changing their state and the rules are parameterized. That is, the code of each process can be instantiated from a template process. We use triples of the form (a, b, c) to denote actions (x i−1 = a ∧ x i = b −→ x i := c; ) of the template process P i in a unidirectional ring protocol. An action has two components; a guard, which is a Boolean expression in terms of readable variables and a statement that atomically updates the state of the process once the guard evaluates to true; i.e., the action is enabled.
Definition 1 (Transition Function).
Let P i be any process with a state variable x i in a unidirectional ring protocol p. We define its transition function ξ : Σ × Σ → Σ as a partial function such that ξ(a, b) = c if and only if P i has an action (
In other words, ξ can be used to define all actions of P i in the form of a single parametric action:
Visually, we depict the actions of a process (hence a protocol) by a labeled directed multigraph, called the action graph, where each action (a, b, c) in the protocol appears as an arc from node a to node c labeled b in the graph. For example, consider the self-stabilizing Sum-Not-2 protocol given in [15] . Each process P i has a variable x i ∈ Z 3 and actions (
. This protocol converges to a state where the sum of each two consecutive x values does not equal 2. The set of such states is formally specified as the state predicate ∀i : (x i−1 + x i = 2). We represent this protocol with a graph containing arcs (0, 2, 1), (1, 1, 2), and (2, 0, 1) as shown in Fig. 1 . Since protocols consist of self-disabling processes, an action (a, b, c) cannot coexist with action (a, c, d) for any d. Moreover, when the protocol is deterministic, a process cannot have two actions enabled at the same time; i.e., an action (a, b, c) cannot coexist with an action (a, b, d) where d = c.
Livelock, deadlock, and closure. A legitimate state captures a state to which a protocol is required to recover. Let I be a predicate representing the legitimate states for some protocol p. A livelock of p is an infinite execution that never reaches I. When legitimate states are not specified, we assume a livelock is any infinite execution. A deadlock of p is a state in ¬I that has no outgoing transition; i.e., no process is enabled to act. The state predicate I is closed under p when no transition exists that brings the protocol from a state in I to a state in ¬I.
Definition 2 (Self-stabilization).
A protocol p is self-stabilizing [10] with respect to its legitimate state predicate I iff from each illegitimate state in ¬I, all executions reach a state in I (i.e., convergence) and remain in I (i.e., closure). That is, p is livelock-free and deadlock-free in ¬I, and I is closed under p.
Definition 3 (Weak Stabilization).
A weakly stabilizing protocol ensures that from each illegitimate state in ¬I, there is some execution that reaches a state in I (i.e., reachability) and remains in I.
Next, we represent some of our previous result that we shall use in this paper.
Propagations and Collisions.
When a process acts and enables its successor in a unidirectional ring, it propagates its ability to act. The successor may enable its own successor by acting, and the pattern may continue indefinitely. Such behaviors can be represented as sequences of actions that are propagated in a ring, called propagations. A propagation is a walk through the action graph. For example, the Sum-Not-2 protocol has a propagation (0, 2, 1), (1, 1, 2), (2, 0, 1), (1, 1, 2) whose actions can be executed in order by processes P i , P i+1 , P i+2 , and P i+3 from a state (
. A propagation is periodic with period n iff its j-th action and (j+n)th action are the same for every index j. A periodic propagation corresponds to a closed walk of length n in the graph. The Sum-Not-2 protocol has such a propagation of period 2: (1, 1, 2), (2, 0, 1) . A collision occurs when two consecutive processes, say P i and P i+1 , have enabled actions; e.g., (a, b, c) and (b, e, f ), where b = c. In such a scenario,
A collision occurs when P i executes and assigns c to x i . If that occurs, P i will be disabled (because processes are self-disabling), and P i+1 becomes disabled too because x i is no longer equal to b. As a result, two enabled processes become disabled by one action.
"Leads" Relation. Consider two actions A 1 and A 2 in a process P i . We say the action A 1 leads A 2 iff the value of the variable x i after executing A 1 is the same as the value required for P i to execute A 2 . Formally, this means an action (a, b, c) leads (d, e, f ) iff e = c. Similarly, a propagation leads another iff for every index j, its j-th action leads the j-th action of the other propagation. In the action graph, this corresponds to two walks where the label of the destination node of the j-th arc in the first walk matches the arc label of the j-th arc in the second walk (for each index j). In [22] , we prove the following theorem: Theorem 1. A unidirectional ring protocol of symmetric, self-disabling processes has a livelock for some ring size iff there exist some m propagations with some period n, where the (i − 1)-th propagation leads the i-th propagation for each index i modulo m; i.e., the propagations successively lead each other modulo m.
Undecidability of Verification. We have shown [15] that verifying deadlockfreedom in unidirectional rings is decidable. However, checking livelock-freedom is an undecidable problem (specifically Π 0 1 -complete) for unidirectional ring protocols (with self-disabling and deterministic processes) [22] . The following results hold for cases where the set of legitimate states I is a conjunctive predicate; i.e.,
captures the locality of process P i , which depends on its own state and that of its predecessor. Varghese [28, 29] presents methods for specifying some global state predicates as conjunctive predicates. Theorem 2. Verifying livelock-freedom in a parameterized unidirectional ring protocol (with self-disabling and deterministic processes) is undecidable [22] .
We have also shown that verifying livelock-freedom remains undecidable even for a special type of livelocks, where exactly one process is enabled to execute in every state of the livelocked computation; i.e., deterministic livelocks [22] . Theorem 3. Verifying livelock-freedom in a parameterized unidirectional ring protocol (with self-disabling and deterministic processes) remains undecidable even for deterministic livelocks [22] .
The above results imply the undecidability of verifying self-stabilization for parameterized unidirectional rings.
Theorem 4. Verifying self-stabilization for a parameterized unidirectional ring protocol (with self-disabling and deterministic processes) is undecidable [22] .
Decidability of Synthesizing Unidirectional Rings
In this section, we show that synthesizing SS unidirectional rings is decidable. Proof. ⇒: Assume that no γ exists such that L(γ, γ) is true. This implies that ∀i : x i−1 = x i in I. In this case, a stabilizing protocol would be a coloring protocol, which Bernard et al. [5] have shown is impossible for a unidirectional ring of size greater than M . (If the ring has at most M processes, then assigning unique values modulo M will provide a coloring.) This means if we check the entire domain Z M and find no value that makes L true, then using Bernard et al.'s result we can decide that no solution exists. That is, the problem is decidable when L(γ, γ) is false for all γ ∈ Z M . We are left to show how to construct a stabilizing protocol p when some γ can make L(γ, γ) true. One could argue that a stabilizing protocol could contain just an action ¬L(x i−1 , x i ) → x i := γ, but this protocol is just weakly stabilizing.
Find a γ such that L(γ, γ) is true. Assuming such a γ exists, it is trivial to find it by trying each value in Z M . Intuitively, we will make the stabilizing protocol p converge to (∀i : x i = γ) unless it reaches some other state that satisfies I. L(a, b) is true. Let G be this digraph (e.g., formed by both solid and dashed lines in Fig. 2a ). Closed walks in G characterize all states in (∀i : L(x i−1 , x i )) [15] . Derive a digraph G (and corresponding relation L ) from G by removing all arcs that are not part of a cycle (e.g., arcs (4, 1), (3, 1), (2, 6) , and (5, 6) in Fig. 2a ). Since closed walks of G characterize states in I, we know that for every arc (a, b) in G that is not part of a cycle, no legitimate state contains x i−1 = a ∧ x i = b at any index i. All closed walks of G are retained by G , which means I def = (∀i : L (x i−1 , x i )).
Construct a bottom-up spanning tree τ with γ at the root. Let τ be a function that returns the parent of a node in a tree; i.e., τ (a) = c means that c is the parent of a. First, let τ (γ) def = γ represent the root of the tree. Next, create a tree by backward reachability from γ in G , and assign τ (a) def = c for each a that has a path a, c, . . . , γ in G . Finally, let τ (a) def = γ for each node a that has no path to γ in G . These extra arcs of τ create no cycles. Since all arcs of G are involved in cycles, any walk in G can find its way back to a previously visited node. Therefore, if a node cannot reach γ in G , then γ cannot reach that node. Since the extra arcs of τ would not introduce cycles in G , we know that (∀i :
) is yet another equivalent way to write I. (a, b, c) of p by labeling each arc (a, c) of τ with all b values such that (¬L (a, b) ∧ τ (a) = b). In this way, τ defines how a process P i in p will assign x i when it detects an illegitimate state. Figure 2b illustrates the solution protocol for our example, as well as τ if we ignore the arc labels. The protocol p is written succinctly by the following action for each process P i .
Construct each action
This protocol p stabilizes to I. Deadlock-freedom in ¬I and closure of I hold because each process P i is enabled to act iff (¬L (x i−1 , x i ) ∧ τ (x i−1 ) = x i ) holds. Livelock-freedom holds because all periodic propagations of p consist of actions of the form (γ, b, γ) where L(γ, b) is false (e.g., the self-loops of Node 5 in Fig. 2b ). Obviously none of these (γ, b, γ) actions lead each other since b = γ; i.e., no periodic propagations exist. Thus, based on Theorem 1, no livelocks exist in ¬I for any ring size greater than M . Therefore, the protocol p stabilizes to I for any number of processes.
Proof ⇐: Let p be a protocol p that stabilizes to I for all ring sizes. Thus, closure of I in p, deadlock-freedom and livelock-freedom of p in ¬I must hold. Since processes are deterministic and self-disabling, each process P i contains some actions that are enabled in ¬L(x i−1 , x i ). After the execution of such actions L(x i−1 , x i ) holds by setting x i to some value λ ∈ M , and P i becomes disabled. Due to livelock-freedom of p and Theorem 1, no periodic propagations should exists in p. That is, there are no closed walks in the action graph of p other than self-loops over λ. The existence of such self-loops means L(λ, λ) holds.
Using the proof of Theorem 5, we present Algorithm 1. Since this algorithm is self-explanatory, we just prove its soundness and completeness.
Theorem 6 (Soundness). Algorithm 1 is sound.
Proof. The proof of soundness includes two parts, namely proof of closure of I and convergence to I, where I = ∀i : L(x i−1 , x i ). Step 7 of the algorithm guarantees closure. Steps 4 to 7 ensure that starting from any state where L(x i−1 , x i ) does not hold, process P i will eventually set the value of x i to γ, hence evaluating L(x i−1 , x i ) to true. Likewise, every process would perform local recovery, thereby eventually ensuring that ∀i : L(x i−1 , x i ) holds.
Theorem 7 (Completeness). Algorithm 1 is complete.
Proof. This algorithm declares failure only in Step 2, where no value γ exists that can satisfy L(x i−1 , x i ). The non-existence of some value that can make L(x i−1 , x i ) true implies that no process can recover to its local invariant; hence self-stabilization to I is impossible.
We now present some case studies for the synthesis of parameterized unidirectional symmetric rings using Algorithm 1.
Sum-Not-2 protocol. The Sum-Not-2 protocol is a simple but interesting protocol that illustrates the complexities of designing self-stabilizing systems. This is again a protocol on unidirectional parameterized rings with a domain of M = 3 values; i.e., {0, 1, 2}. The invariant of the protocol specifies the legitimate states where ∀i : (x i−1 + x i ) = 2 holds, where addition and subtraction are in modulo 3. As such, for each process P i , we have L( Figure 3a illustrates the directed graph representing L in the locality of a process. (Notice that processes are symmetric.) In this case, there are two candidate values for γ, where L(γ, γ) holds; i.e., values of 0 and 2. Wlog, we choose γ = 0 and form the spanning tree of the graph G with the root of 0. Stripping the graph in Fig. 3b from the labels on its arcs would give us the spanning tree of G, and the graph with the labels is the action graph of the synthesized self-stabilizing protocol (in Fig. 3c ).
Even Difference. The Even Difference protocol specifies the local invariant of each process P i as L(
Thus, the set of legitimate states is ∀i : ((x i−1 − x i ) mod 2) = 0. Notice that if there is an even (respectively, odd) value in the ring, then all values will be even (respectively, odd) in a legitimate state. As such, from any state, Even Difference will converge to either an all-odd or an all-even state. This protocol has applications in choosing a common parity policy in a distributed system, where from an arbitrary state all nodes will agree on a common parity policy. Figure 4a represents the graph corresponding to the predicate L. All four values in the domain M are candidate values for γ. We choose γ = 1, and generate the action graph of Fig. 4b . Figure 4c illustrates the actions of the self-stabilizing protocol. Please notice that this protocol would recover to global states where all values are odd. Symmetrically, one could generate a protocol that would stabilize to states where all values are even. This could be achieved by strengthening L(x i−1 , x i ) by an additional constraint (x i mod 2 = 0) (respectively, (x i mod 2 = 0)). (c) Actions of each process Pi. (c) Actions of each process Pi. 
Undecidability of Synthesizing Bidirectional Rings
While synthesizing parameterized self-stabilizing protocols is decidable for unidirectional rings, we show that synthesis is undecidable for bidirectional rings. Proof. To show undecidability, we reduce the problem of verifying livelock freedom of a unidirectional ring protocol p to the problem of synthesizing a bidirectional ring protocol p that stabilizes to I , where I has some form determined by p. We construct I such that exactly one bidirectional ring protocol p resolves all deadlocks without breaking closure, but it only stabilizes to I if p is livelockfree. Thus, p is the only candidate solution for the synthesis procedure, and the synthesis succeeds iff p is livelock-free. Our reduction is broken into two parts: (1) showing that exactly one particular p resolves all deadlocks without breaking closure, and (2) showing that p is livelock-free iff p is livelock-free.
Silent stabilization. Wlog, we present our proof for silent stabilizing protocols where the protocol p does not take any actions in I .
Assumptions about p.
We assume that p (1) has a deterministic livelock that (2) involves all actions and (3) includes all values. These assumptions do not affect the undecidability of verifying livelock freedom in p. First, by Theorem 3, deterministic livelock detection is undecidable in unidirectional rings. Second, deterministic livelock detection remains undecidable when the livelock involves all actions; otherwise, we could detect deterministic livelocks by checking each subset of actions. Third, deterministic livelock detection is undecidable even when the livelock involves all values; otherwise, we could detect deterministic livelocks by checking each subset of values. Thus, verifying livelock-freedom under our assumptions for p remains undecidable.
Forming I from p. To form I , we augment each process P i with a new variable x i−1 ∈ Z M , which is a local copy of x i−1 , along with its x i ∈ Z M , making its effective domain size M def = M 2 . Since p is a bidirectional ring, P i can read x i−1 and x i−2 from P i−1 and can read x i+1 and x i from P i+1 . For each action (a, b, c) ∈ ξ, we use x i−1 = a and x i = b to encode the precondition of a P i action (a, b, c) , and x i = c to encode its assignment. Notice that x i is from P i+1 as depicted in Fig. 5 . Thus, we must ensure that x i eventually obtains a copy of x i . The resulting I def = (∀i : L (x i−1 , x i )) is as follows with instances of x i replaced with x i and a condition that x i−1 is a copy of x i−1 .
Forming p from I . We want to show that a particular p stabilizes to I when p is livelock-free, and it is the only bidirectional ring protocol that resolves deadlocks without breaking closure. This p has the following action for each P i .
Notice that p is deadlock-free and preserves closure since a process P i can act iff its L (x i−1 , x i ) is unsatisfied. We now show that this p is the only such protocol. Consider a ring of 5 processes executing p where a process P 2 and its readable variables from P 1 and P 3 have arbitrary values. By our earlier assumptions about p, it has an action (a, b, c) for any given a or c (not both), and  P0  P1  P2  P3  P4  P0   x0  x1  x2  x3  x4  x0 x 4 x 0 (a, c) ∈ Pre(ξ) because processes of p are self-disabling. Thus, we can choose x 0 of P 0 to make (x 0 , x 1 ) ∈ Pre(ξ) for P 1 , and we can choose x 3 of P 4 to make (x 2 , x 3 ) ∈ Pre(ξ) for P 3 . We have satisfied L 1 and L 3 , and we can likewise satisfy L 0 and L 4 by choosing values of x 4 and x 4 respectively. Thus, p is in a legitimate state iff L 2 is satisfied. Therefore, if L 2 is satisfied, then P 2 cannot act without adding a transition within I (i.e., breaking closure). As a consequence, no other process but P 2 can act if L 2 is not satisfied. Since processes are symmetric, each P i of p must have the above action to ensure
If p has a livelock, then p has a livelock. Assume p has a livelock. We show that p has a livelock too. We prove this by showing that p can simulate the livelock of p. By assumption, p has a deterministic livelock from some state C = (c 0 , . . . , c If p is livelock-free, then p is livelock-free. Assume p is livelock-free. We show that p is livelock-free too. First, notice that if P i+1 acts immediately after P i in p , then P i will not become enabled because x i = x i and self-disabling processes of p ensure that (a, c) ∈ Pre(ξ) for every action (a, b, c). This means that in a livelock, if an action of P i+1 enables P i , then P i−1 must have acted since the last action of P i . As such, an action of P i−1 must occur between every two actions of P i in a livelock of p . The number of such propagations clearly cannot increase, and thus must remain constant in a livelock. In order to avoid collisions, an action of P i+1 must occur between every two actions of P i . Since P i+1 always acts before P i in a livelock of p , it ensures that x i = x i when P i acts. By making this substitution, we see that P i is only enabled when (x i−1 , x i ) ∈ Pre(ξ), and assigns x i := ξ(x i−1 , x i ), which is equivalent to the behavior of protocol p. Since p is livelock-free, p must also be livelock-free, hence self-stabilizing iff p is livelockfree. Therefore, synthesizing stabilization on bidirectional rings is undecidable.
Related Work
This section discusses existing work related to verification and synthesis of parameterized systems.
Verification. The literature for the verification of parameterized systems can broadly be classified into undecidability results and verification methods for decidable cases. In their seminal work, Apt and Kozen [2] prove that verifying an Linear Temporal Logic (LTL) formula for a parameterized system is in general undecidable. Suzuki [27] extends their results by showing that the verification problem remains undecidable for unidirectional ring protocols of symmetric processes. While Farahat and Ebnenasir [15] show that verifying deadlockfreedom of parameterized rings is decidable, Fabret and Petit [14] prove that if the underlying communication graph is a planar grid, then deadlock-freedom becomes undecidable. In our previous work [22] , we show that verifying livelockfreedom is undecidable even on a symmetric ring of self-disabling and deterministic processes. Our results imply the undecidability of verifying self-stabilization on unidirectional rings. Several researchers present cutoff theorems that reduce the verification of parameterized systems to the verification of a small-scale instantiation (i.e., cutoff) thereof such that the parameterized system meets a specific property iff its cutoff instantiation satisfies the desired property. For example, Emerson and Namjoshi [13] provide a cutoff theorem for the verification of LTL without the next-state operator in token passing rings. Several other researchers [3, 12, 17, 24] extend Emerson and Namjoshi's results for other topologies and for different properties/systems. Methods based on regular model checking [1, 7] represent states of parameterized rings as strings of arbitrary length, and a protocol is represented by a finite state transducer. The properties such as deadlock and livelock-freedom are formulated in an automata-theoretic context. The aforementioned approaches are mostly used to verify local properties that are specified in terms of the locality of a process or a proper subset of processes, whereas self-stabilization includes a global liveness property that must be met by local actions of all processes.
Synthesis.
Existing synthesis methods can be classified into problem-specific and general approaches. The problem-specific methods focus on generating a parameterized solution for a specific problem (e.g., counting [11, 25] , consensus [4] , sorting [8] , etc.). General methods [16, 20] for the synthesis of parameterized systems are mainly specification-based in that they provide a decision procedure for extracting the skeleton of symmetric processes from their temporal logic specifications. Some existing methods [6] exploit cutoff theorems to generate the template code of parameterized systems. Moreover, several researchers [6, 11, 21] utilize SMT/SAT solvers for synthesis where they either directly encode the synthesis problem as a set of constraints fed into the solver, or exploit counterexample guided search [11] to find solutions in a bounded scope. While existing methods are effective in their stated objectives, they often make restrictive assumptions (e.g., synchrony, fairness) to mitigate the complexity of synthesis. We believe that part of this complexity is because of the way synthesis is conceived; that is, generate code skeleton from temporal logic specifications. By contrast, we think that synthesis of parameterized systems must be done on a property-based fashion where we devise methods for the synthesis of systems that meet a specific property (e.g., self-stabilization). Such an investigation can be extended to different network topologies (e.g., tree, mesh).
Conclusions and Future Work
In this paper, we investigated the problem of synthesizing parameterized rings that have the property of self-stabilization. The ring processes are deterministic and have constant state space. Moreover, we consider self-disabling processes, where a process disables itself after executing an action until it is enabled again by the actions of other processes. While it is known that verifying selfstabilization of unidirectional rings is undecidable [22] , in this paper, we present a surprising result that synthesizing self-stabilizing unidirectional rings is actually decidable. We present a sound and complete algorithm for the synthesis of self-stabilizing unidirectional rings, and apply our algorithms to a few case studies. We also show that the synthesis problem becomes undecidable if we assume bidirectional rings. As an extension to this work, we are investigating the application of our approach to other topologies such as trees and meshes. Furthermore, we are integrating our algorithms in Protocon (http://asd.cs.mtu.edu/projects/ protocon/), which is a framework for the synthesis of self-stabilizing systems.
