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Abstract
This project revolves around Hardy’s integral inequality, proved by G. H. Hardy
in 1925. This inequality has been studied by a large number of authors during
the twentieth century and has motivated some important lines of study which are
currently active. We study the classical Hardy’s integral inequality and its gener-
alizations. We analyse some of the first results including weighted inequalities and
prove the key theorem of B. Muckenhoupt, who characterized Hardy’s integral in-
equality with weights for the diagonal case in 1972. After this fundamental result,
different authors considered the general context and new characterizations appeared
until closing definitely the problem in 2000.
Also we study Hardy’s integral inequality in the cone of monotone functions.
This point of view is really interesting and has a lot of surprising consequences. For
example, M. A. Arin˜o and B. Muckenhoupt realized in 1990 that Hardy’s inequality
in the cone of monotone functions is equivalent to the boundedness of the Hardy-
Littlewood maximal operator between Lorentz spaces. Just after E. Sawyer proved
that the classical Lorentz space Λp(w) is normable if, and only if, Hardy’s integral
inequality in the cone of monotone functions is satisfied for w. We study also the
normability of both spaces Λp(w) and Λp,∞(w) in terms of the boundedness of the
maximal operator.
iii
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Chapter 1
Introduction
The project that follows corresponds to the Master Thesis in Mathematics of the
Faculty of Mathematics of the University of Barcelona by Sergi Arias.
This Master Thesis is organized in four chapters. In Chapter 2 we give some
preliminary concepts and results. Throughout the project we will need to work
with some specific spaces such as weighted Lebesgue spaces, weak-type Lebesgue
spaces, classical Lorentz spaces or weak-type Lorentz spaces, which are defined in
this chapter. It is necessary to introduce some concepts in order to define Lorentz
spaces, and therefore the distribution function and nonincreasing rearrangement
function are presented, as well as some important properties. It is also presented
some duality principles needed in Chapter 5.
This project revolves around Hardy’s integral inequality, discovered in 1925 by
G. H. Hardy. This inequality has been studied by a large number of authors during
the twentieth century and has motivated some important lines of study which are
currently active. In Chapter 3 we study the classical Hardy’s integral inequality
and its first generalization, studied by Hardy himself, including power weights. We
also study in both cases if the constants appearing are sharp. In addition, Hardy’s
inequality can be generalized even more. It can be studied with weights instead of
power weights, which at the same time can be considered different in both sides of
the inequality, as well as working with different indexes. In Chapter 4 we deal with
this kind of problem. We present some of the first results considering weights until
reaching the key theorem of B. Muckenhoupt, who characterized Hardy’s integral
inequality with weights for the diagonal case (when the indexes are the same) in
1972. After this fundamental result, the authors studied the general case and new
results appeared until closing definitely the problem in 2000.
Finally, in Chapter 5 we study Hardy’s integral inequality in the cone of mono-
tone functions, that is, Hardy’s inequality considered just for positive decreasing
functions. This point of view is really interesting and has a lot of surprising conse-
quences. M. A. Arin˜o and B. Muckenhoupt realized in 1990 that the boundedness of
Hardy’s inequality in the cone of monotone functions is equivalent to the bounded-
ness of the Hardy-Littlewood maximal operator between Lorentz spaces. Thus, the
characterization of the weighted Hardy inequality for positive decreasing functions
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2has been widely studied. M. A. Arin˜o and B. Muckenhoupt proved that the charac-
terization of Hardy’s inequality in the cone of monotone functions for the diagonal
case is not equivalent to the one given by B. Muckenhoupt in 1972. Here a new class
of weights, called Bp, play a crucial role. But this approach of Hardy’s inequality
has another surprising consequences. For example, E. Sawyer realized that the clas-
sical Lorentz space Λp(w) is normable if, and only if, Hardy’s integral inequality in
the cone of monotone functions is satisfied for the weight w and the index p. Actu-
ally, the normability of the classical Lorentz space Λp(w) is equivalent to the weak
boundedness of the Hardy operator in the cone of monotone functions (when p ≥ 1)
and, similarly, the normability of the weak-type Lorentz space Λp,∞(w) is equivalent
to Hardy’s integral inequality for positive decreasing functions. Furthermore, the
weak boundedness of the Hardy-Littlewood maximal operator is equivalent to the
weak boundedness of the Hardy operator in the cone of monotone functions.
In the execution of this project, the chronological evolution of the study of
Hardy’s inequality has been extracted from A. Kufner, L. Maligranda and L.-E. Per-
son’s book [9] and A. Kufner and L.-E. Person’s book [10]. The main results appear-
ing along this Master Thesis have been consulted directly from the original articles.
In some cases, the proofs have been extracted from other articles, whose reason-
ing were easier to understand. Also, some general concepts have been studied in
C. Bennett and R. Sharpley’s book [3].
Chapter 2
Preliminary concepts
In this chapter we are going to present some definitions and results that we will need
in the subsequent chapters.
We start defining the Lebesgue spaces, weighted Lebesgue spaces and weak-type
Lebesgue spaces. The weighted Lebesgue spaces will be very important throughout
the project and they will be used constantly. The weak-type Lebesgue spaces will
appear in Chapter 5. Next we present some duality principles that will be useful
in Chapter 5 and the Minkowski’s integral inequality. Finally, we define the con-
cepts of distribution function and nonincreasing rearrangement, we give some basic
properties and we define both the Lorentz spaces and the weak-type Lorentz spaces.
These materials will be used as well in Chapter 5.
2.1 Lebesgue Spaces
We define the classical Lebesgue spaces. We present the general definition for an
arbitrary measure space although we will mostly work with Rn.
Definition 2.1.1. Given a measure space (X,µ) and 0 < p ≤ ∞, we define the
Lebesgue space Lp as the set of measurable functions on X such that
‖f‖p :=
(∫
X
|f(x)|pdµ(x)
) 1
p
<∞,
when 0 < p <∞, and such that
‖f‖∞ := ess sup
X
f = inf{a ∈ R : µ ({x ∈ X : f(x) > a}) = 0} <∞.
The next definition states what we will consider by a weight function.
Definition 2.1.2. Consider the interval (a, b) ⊆ R with −∞ ≤ a < b ≤ +∞. We
say that w : (a, b) −→ R is a weight function if it is measurable, w(x) ≥ 0 a.e.
x ∈ (a, b) and it is locally integrable on (a, b).
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Definition 2.1.3. Given a weight function w and a real number 0 < p < ∞, we
define, for measurable functions f : (a, b) −→ R,
‖f‖p,w :=
(∫ b
a
|f(x)|pw(x)dx
) 1
p
.
Proposition 2.1.4. ‖f‖p,w is a quasinorm.
Proof. We observe that ‖f‖p,w ≥ 0 and ‖λf‖p,w = |λ|‖f‖p,w for all λ ∈ R. In
addition, as two real numbers |x| ≥ |y| satisfy the inequality
|x+ y| ≤ |x|+ |y| ≤ 2|x|
we have
|x+ y|p ≤ (2|x|)p ≤ 2p (|x|p + |y|p) . (2.1.1)
So using (2.1.1), we conclude
‖f + g‖p,w ≤
(∫ b
a
|f(x) + g(x)|pw(x)dx
) 1
p
≤
(∫ b
a
2p (|f(x)|p + |g(x)|p)w(x)dx
) 1
p
= 2
(∫ b
a
|f(x)|pw(x)dx+
∫ b
a
|g(x)|pw(x)dx
) 1
p
≤ 2 · 2 1p
((∫ b
a
|f(x)|pw(x)dx
) 1
p
+
(∫ b
a
|g(x)|pw(x)dx
) 1
p
)
= 21+
1
p (‖f‖p,w + ‖g‖p,w) .
Finally, if f ≡ 0 then ‖f‖p,w = 0. Furthermore, if ‖f‖p,w = 0, we deduce
|f(x)| = 0 a.e. x ∈ (a, b).
Definition 2.1.5. For a given weight function w and a real number 0 < p <∞, we
define the weighted Lebesgue space Lp(a, b;w) as (classes of equivalent) functions f
on (a, b) such that ‖f‖p,w <∞.
Remark 2.1.6. We will usually work with the interval (0,∞) and then the weighted
Lebesgue space will be denoted by Lp(w).
We finally define the weak-type Lebesgue spaces.
Definition 2.1.7. Given 0 < p < ∞ and a weight w, we define the weak-type
Lebesgue space as
Lp,∞(w) =
{
f : ‖f‖Lp,∞(w) = sup
t>0
t
1
p
∫
{s:|f(s)|>t}
w(s)ds <∞
}
,
where f is a measurable function defined on Rn or R+.
Remark 2.1.8. We observe that the ‖.‖Lp,∞(v)-norm can be also written as
‖f‖Lp,∞(v) = sup
t>0
|f(t)|
(∫ t
0
w(s)ds
) 1
p
.
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2.2 Duality principles and Minkowski’s integral
inequality
We present this well-known duality principle for Lp spaces.
Proposition 2.2.1. Let v and g be measurable functions in (0,∞) with v positive.
Then
sup
f≥0
∣∣∫∞
0
f(x)g(x)dx
∣∣(∫∞
0
f(x)pv(x)dx
) 1
p
=
(∫ ∞
0
|g(x)|p′v(x)1−p′dx
) 1
p′
,
where 1
p
+ 1
p′ = 1.
Proof. First of all we observe that, by Ho¨lder’s inequality,∣∣∣∣∫ ∞
0
f(x)g(x)dx
∣∣∣∣ ≤ ∫ ∞
0
f(x)v(x)
1
p |g(x)|v(x)− 1pdx
≤
(∫ ∞
0
f(x)pv(x)dx
) 1
p
(∫ ∞
0
|g(x)|p′v(x)1−p′dx
) 1
p′
,
for any f ≥ 0. On the other hand, if we consider
f(x) = sign(g(x))v(x)1−p
′|g(x)|p′−1,
then ∣∣∣∣∫ ∞
0
f(x)g(x)dx
∣∣∣∣ = ∫ ∞
0
|g(x)|p′v(x)1−p′dx
and (∫ ∞
0
f(x)pv(x)dx
) 1
p
=
(∫ ∞
0
|g(x)|p′v(x)1−p′dx
) 1
p
.
Therefore, ∣∣∫∞
0
f(x)g(x)dx
∣∣(∫∞
0
f(x)pv(x)dx
) 1
p
=
(∫ ∞
0
|g(x)|p′v(x)1−p′dx
)1− 1
p
.
Another duality principle, which can be proved in a similar way, is the following.
Proposition 2.2.2. Given a function f ∈ Lp, 1 < p <∞, we have that
‖f‖p = sup
g∈Lp′ ,g 6=0
∫
Rn |f(x)g(x)|dx
‖g‖p′ .
As a consequence of this last duality principle (Proposition 2.2.2), we can deduce
the Minkowski’s integral inequality.
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Theorem 2.2.3. (Minkowski’s Integral Inequality) For 1 ≤ p ≤ ∞,∥∥∥∥∫
Rn
F (·, y)dy
∥∥∥∥
p
≤
∫
Rn
‖F (·, y)‖p dy.
Proof. The case p = 1 corresponds to Fubini’s Theorem. For the case p = ∞ we
just notice that ∣∣∣∣∫
Rn
F (x, y)dy
∣∣∣∣ ≤ ∫
Rn
sup
x∈Rn
|F (x, y)|dy.
If 1 < p <∞, applying Fubini’s Theorem and Proposition 2.2.2, we get∥∥∥∥∫
Rn
F (·, y)dy
∥∥∥∥
p
= sup
g∈Lp′ ,g 6=0
∫
Rn
∣∣∫
Rn F (x, y)dy g(x)
∣∣ dx
‖g‖p′
≤ sup
g∈Lp′ ,g 6=0
∫
Rn
∫
Rn |F (x, y)g(x)|dxdy
‖g‖p′
≤
∫
Rn
sup
g∈Lp′ ,g 6=0
∫
Rn |F (x, y)g(x)|dx
‖g‖p′ dy =
∫
Rn
‖F (·, y)‖pdy.
2.3 Distribution functions, decreasing rearrange-
ments and Lorentz spaces
We present the notion of distribution function. Throughout this section we will
work on a measure space (X,µ).
Definition 2.3.1. Given a measurable function f , we define its distribution function
as
λf (t) = µ({x ∈ X : |f(x)| > t}),
with t ≥ 0.
Example 2.3.2. ([3, Example I.1.4]) Let us consider a positive simple function
f(x) =
n∑
j=1
ajχEj(x),
where a1 > ... > an > 0 and the sets Ej are pairwise disjoint with finite measure.
Then, we have
λf (t) =
n∑
j=1
mjχ[aj+1,aj)(t),
where
mj =
j∑
i=1
µ(Ei).
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We give some properties of the distribution function (cf. [3, Proposition II.1.3]).
Proposition 2.3.3. The following properties are satisfied:
(i) If |g| ≤ |f | µ−a.e., then λg ≤ λf .
(ii) If |f | ≤ lim infn−→∞ |fn|, then λf ≤ lim infn−→∞ λfn.
Proof. For (i) we just notice that |g(x)| > t ⇒ |f(x)| > t for almost every x ∈ X.
Hence λg ≤ λf . To prove (ii) we fix t > 0 and we define the sets
E := {x ∈ X : |f(x)| > t} and En := {x ∈ X : |fn(x)| > t}, n ∈ N.
Notice that µ(E) = λf (t) and µ(En) = λfn(t). Now by hypothesis we deduce that
there is an m ∈ N such that for all n > m we have |f(x)| ≤ |fn(x)| and, therefore,
E ⊆ ∪m∈N ∩n>m En. We also notice that
µ
(⋂
n>m
En
)
≤ inf
n>m
µ(En) ≤ sup
m∈N
inf
n>m
µ(En) =: lim inf
n−→∞
µ(En) (2.3.1)
for all m ∈ N. Finally, as
⋂
n>m
En increases with m, we conclude, by the Monotone
Convergence Theorem and (2.3.1), that
µ(E) ≤ µ
( ∞⋃
m=1
⋂
n>m
En
)
=
∫
X
χ∪∞m=1 ∩n>m En(x)dµ(x)
= lim
m−→∞
∫
X
χ∩n>mEn(x)dµ(x) = limm−→∞µ
(⋂
n>m
En
)
≤ lim inf
n−→∞
µ(En).
A concept related to the distribution function is the nonincreasing rearrangement
function.
Definition 2.3.4. Given a measurable function f , we define its nonincreasing rear-
rangement as
f ∗(t) = inf{s > 0 : λf (s) ≤ t},
with t ≥ 0.
We present some properties of nonincreasing rearrangement functions (cf. [3,
Proposition I.1.7]).
Proposition 2.3.5. Let f , fn and g be measurable functions. The following prop-
erties are satisfied:
(i) f ∗ is decreasing.
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(ii) We have
(f + g)∗(t1 + t2) ≤ f ∗(t1) + g∗(t2)
for any t1, t2 > 0.
(iii) If |g| ≤ |f | µ-a.e., then g∗ ≤ f ∗.
(iv) λf (f
∗(t)) ≤ t whenever f ∗(t) <∞.
(v) If |f | ≤ lim infn−→∞ |fn|, then f ∗ ≤ lim infn−→∞ f ∗n.
(vi) If |fn| ↗ |f |, then f ∗n ↗ f ∗.
Proof. Properties (i), (ii) and (iv) are immediate consequences of the definition. To
see (iii) we notice that, by Proposition 2.3.3 (i) we have λg ≤ λf and hence
{s > 0 : λf (s) ≤ t} ⊆ {s > 0 : λg(s) ≤ t},
from which the property follows.
Now, to prove (v) we observe that λf ≤ lim infn−→∞ λfn by Proposition 2.3.3 (ii).
So there exists an m ∈ N such that for all n > m we have λf (t) ≤ λfn(t) for all
t > 0 and, therefore,
{s > 0 : λfn(s) ≤ t} ⊆ {s > 0 : λf (s) ≤ t}
for all n > m, from which the property can be deduced.
Finally we proof (vi). First of all, by (iii) we deduce that f ∗n ≤ f ∗ and hence
lim inf
n−→∞
f ∗n ≤ lim sup
n−→∞
f ∗n ≤ f ∗. (2.3.2)
Furthermore, as |f | ≤ lim infn−→∞ fn = limn−→∞ fn = |f |, by (v) we deduce that
f ∗ ≤ lim inf
n−→∞
f ∗n. (2.3.3)
The result follows by combining (2.3.2) and (2.3.3).
Example 2.3.6. For the function defined in Example 2.3.2, we have
f ∗(t) =
n∑
j=1
ajχ[mj−1,mj)(t),
where we define m0 = 0.
The following proposition [3, Proposition II.1.8] is a well known property of the
nonincreasing rearrangement functions, which states that f and f ∗ have the same
‖.‖p-norm.
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Proposition 2.3.7. If 0 < p <∞ and f is a measurable function, then∫
X
|f(x)|pdµ(x) = p
∫ ∞
0
tp−1λf (s)ds =
∫ ∞
0
f ∗(t)pdt.
Furthermore, when p =∞,
ess sup
x∈X
|f(x)| = f ∗(0).
G. H. Hardy and J. E. Littlewood provided the following inequality ([3, Theo-
rem II.2.2]), which bounds the ‖.‖1-norm of the product f · g of two functions by
the ‖.‖1-norm of the product f ∗ · g∗ of their nonincreasing rearrangement functions.
Proposition 2.3.8. If f and g are measurable functions, then∫
X
|f(x)g(x)|dµ(x) ≤
∫ ∞
0
f ∗(s)g∗(s)ds.
We define the function f ∗∗, the average of the nonincreasing rearrangement func-
tion f ∗.
Definition 2.3.9. For a measurable function f , we define f ∗∗ as
f ∗∗(t) =
1
t
∫ t
0
f ∗(s)ds,
with t > 0.
The operator f 7→ f ∗∗ is subadditive ([3, Theorem II.3.4]).
Proposition 2.3.10. If f and g are measurable functions, then
(f + g)∗∗(t) ≤ f ∗∗(t) + g∗∗(t)
for all t > 0.
Now we present a theorem [3, Theorem II.6.2] that provides a useful expression
for f ∗∗ in terms of the Peetre’s K-functional (cf. [3, Definition V.1.1]) for L1 and
L∞ , K(t, f, (L1, L∞)), which is a very common operator in Interpolation Theory.
Theorem 2.3.11. If f is a measurable function, then
K(t, f, (L1, L∞)) := inf
f=g+h
{‖g‖L1 + t‖h‖L∞} =
∫ t
0
f ∗(s)ds = tf ∗∗(t), (2.3.4)
for all t > 0.
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Proof. The last identity in (2.3.4) follows from the definition of f ∗∗. In order to
prove the second identity in (2.3.4), we fix a measurable function f and t > 0,
denoting by at the infimum on (2.3.4). We want to prove first that∫ t
0
f ∗(s)ds ≤ at. (2.3.5)
Let us assume that f ∈ L1 +L∞ since, otherwise, the infimum would be infinite and
(2.3.5) would hold trivially. So expressing f as f = g + h with g ∈ L1 and h ∈ L∞,
and applying Proposition 2.3.10, we get∫ t
0
f ∗(s)ds ≤
∫ t
0
g∗(s)ds+
∫ t
0
h∗(s)ds.
Now, by Proposition 2.3.7, we have∫ t
0
g∗(s)ds ≤
∫ ∞
0
g∗(s)ds = ‖g‖L1
and ∫ t
0
h∗(s)ds ≤ th∗(0) = t ess sup
x∈X
|h(x)| = t‖h‖L∞ .
Therefore, ∫ t
0
f ∗(s)ds ≤ ‖g‖L1 + t‖h‖L∞ ,
and taking the infimum over the representations of f , we get (2.3.5).
In order to prove the reverse inequality,
at ≤
∫ t
0
f ∗(s)ds,
we are going to construct functions g ∈ L1 and h ∈ L∞ such that
‖g‖L1 + t‖h‖L∞ ≤
∫ t
0
f ∗(s)ds. (2.3.6)
Assuming that the right hand side on (2.3.6) is finite (otherwise there is nothing to
prove), Proposition 2.3.8 and Example 2.3.6 provides that f is integrable over any
subset of X of measure at most t. Now if we define E := {x ∈ X : |f(x)| > f ∗(t)}
and we denote t0 = µ(E), by Proposition 2.3.5 (iv) it must be t0 ≤ t, concluding
that f is integrable over E. As a consequence, the function
g(x) := max{|f(x)| − f ∗(t), 0} · sign(x)
is integrable, as well as
h(x) := min{|f(x)|, f ∗(t)} · sign(x)
11 Chapter 2. Preliminary concepts
is a function in L∞ bounded by f ∗(t). We observe that f = g + h. Hence, by
Proposition 2.3.8,
‖g‖L1 =
∫
E
(|f(x)|−f ∗(t))dµ(x) =
∫
E
|f(x)|dµ−µ(E)f ∗(t) ≤
∫ t0
0
f ∗(s)ds− t0f ∗(t),
and so
‖g‖L1 + t‖h‖L∞ ≤
∫ t0
0
f ∗(s)ds+ (t− t0)f ∗(t) =
∫ t
0
f ∗(s)ds,
where in the last equality we have used that f ∗(s) is constant when t0 ≤ s ≤ t with
value f ∗(t).
Finally, we present the classical Lorentz spaces and the weak-type Lorentz spaces.
Definition 2.3.12. Given a weight w in R+ and 0 < p <∞, we define the weighted
Lorentz space Λp(w) as the set of measurable functions satisfying
‖f‖Λp(w) := ‖f ∗‖p,w =
(∫
X
(f ∗(t))pw(t)dµ(t)
) 1
p
<∞.
Definition 2.3.13. Given a weight w in R+ and 0 < p < ∞, we define the weak-
type Lorentz space as
Λp,∞(w) =
f : ‖f‖Λp,∞(w) = supt>0 t
(∫ λf (t)
0
w(s)ds
) 1
p
<∞
 ,
where f is a measurable function defined on Rn.
Remark 2.3.14. We observe that the ‖.‖Λp,∞(w)-norm can be also written as
‖f‖Λp,∞(w) = sup
t>0
f ∗(t)
(∫ t
0
w(s)ds
) 1
p
.

Chapter 3
Classical Hardy inequalities
In this short chapter we present the classical Hardy inequality, an historical result
that G. H. Hardy proved in 1925, and its generalization with power weights, also
studied by G. H. Hardy in 1928.
3.1 The classical Hardy’s integral inequality
The following theorem is known as the Hardy’s integral inequality.
Theorem 3.1.1. If f(x) ≥ 0, p > 1 and ∫∞
0
fp(x)dx is convergent, then∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
dx ≤
(
p
p− 1
)p ∫ ∞
0
f(x)pdx.
Proof. Changing the variable (t = xs) we get(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
dx
) 1
p
=
(∫ ∞
0
(∫ 1
0
f(xs)ds
)p
dx
) 1
p
.
Using Minkowski’s integral inequality (Theorem 2.2.3) and changing again the vari-
able u = xs, we conclude(∫ ∞
0
(∫ 1
0
f(xs)ds
)p
dx
) 1
p
≤
∫ 1
0
(∫ ∞
0
f(xs)pdx
) 1
p
ds
=
∫ 1
0
(∫ ∞
0
f(u)p
du
s
) 1
p
ds
=
(
p
p− 1
)(∫ ∞
0
f(x)pdx
) 1
p
.
Definition 3.1.2. We define the classical Hardy operator as
Hf(x) := 1
x
∫ x
0
f(t)dt.
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Remark 3.1.3. (See Example 1 in [9]) The constant p
p−1 in Theorem 3.1.1 is sharp.
Indeed, H is bounded on Lp(0,∞) and ‖H‖Lp(0,∞)−→Lp(0,∞) ≤ pp−1 but, actually, we
are going to prove that the norm of H is exactly p
p−1 . To see this, we can take the
functions defined as f(t) = t
−1
p
+χ(0,a)(t) with 0 <  <
1
p
and a > 0. Then
‖f‖p =
(∫ a
0
x−1+pdx
) 1
p
=
([
xp
p
]a
0
) 1
p
=
a
(p)
1
p
and, changing variables
(
s = t
x
)
,
‖Hf‖p =
(∫ ∞
0
(
1
x
∫ x
0
t−
1
p
+χ(0,a)(t)dt
)p
dx
) 1
p
=
(∫ ∞
0
(∫ 1
0
(sx)−
1
p
+χ(0, ax)
(s)ds
)p
dx
) 1
p
=
(∫ a
0
(∫ 1
0
(sx)−
1
p
+ds
)p
dx+
∫ ∞
a
(∫ a
x
0
(sx)−
1
p
+ds
)p
dx
) 1
p
=
(∫ a
0
(
1
x
x1−
1
p
+
1− 1
p
+ 
)p
dx+
∫ ∞
a
(
1
x
a1−
1
p
+
1− 1
p
+ 
)p
dx
) 1
p
=
 1
(1− 1
p
+ )p
[
xp
p
]a
x=0
+
(
a1−
1
p
+
)p
(1− 1
p
+ )p
[
x1−p
1− p
]∞
x=a

1
p
=
a
1− 1
p
+ 
(
1
p
+
1
p− 1
) 1
p
.
As a consequence
‖H‖Lp(0,∞)−→Lp(0,∞) ≥ ‖Hf‖p‖f‖p =
1
1− 1
p
+ 
(
1 + 
p
p− 1
) 1
p
−−→
→0
p
p− 1
and then ‖H‖Lp(0,∞)−→Lp(0,∞) = pp−1 .
Remark 3.1.4. Theorem 3.1.1 is not true for p = 1. If it would exist a constant C
such that ∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)
dx ≤ C
∫ ∞
0
f(x)dx,
we could choose f(x) = χ(0,1)(x) and we would get a contradiction, since
Hf(x) =
{
1 if 0 < x < 1,
1
x
if x ≥ 1,
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and ∫ 1
0
dx+
∫ ∞
1
1
x
dx =
∫ ∞
0
(Hf)(x)dx ≤ C
∫ ∞
0
f(x)dx = C,
where the left hand side of the inequality is not convergent.
3.2 Hardy’s inequalitiy with power weights
The following theorem (cf. [9, Theorem 2]) generalizes the classical Hardy’s integral
inequality by introducing power weights xα.
Theorem 3.2.1. If f is a positive function, p ≥ 1 and α < p− 1, then∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
xαdx ≤
(
p
p− α− 1
)p ∫ ∞
0
fp(x)xαdx.
Proof. Changing the variable (t = xs) we get(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
xαdx
) 1
p
=
(∫ ∞
0
(∫ 1
0
f(xs)ds
)p
xαdx
) 1
p
=
(∫ ∞
0
(∫ 1
0
f(xs)x
α
p ds
)p
dx
) 1
p
.
Now, applying Minkowski’s integral inequality (cf. Theorem 2.2.3) and changing
the variable (u = xs), we conclude(∫ ∞
0
(∫ 1
0
f(xs)x
α
p ds
)p
dx
) 1
p
≤
∫ 1
0
(∫ ∞
0
fp(xs)xαdx
) 1
p
ds
=
∫ 1
0
(∫ ∞
0
fp(y)
(y
s
)α dy
s
) 1
p
ds
=
(∫ 1
0
s−
1
p
(α+1)ds
)(∫ ∞
0
fp(y)yαdy
) 1
p
=
p
p− α− 1
(∫ ∞
0
fp(y)yαdy
) 1
p
.
Remark 3.2.2. The constant p
p−α−1 in Theorem 3.2.1 is sharp. Indeed, proceeding
in the same way as in Remark 3.1.3, we can consider the functions
f(t) = t
− 1
p
− 1
α
+χ(0,a)(t),
with a > 0. Then
‖f‖p,xα =
(∫ a
0
x−1−α+pxαdx
) 1
p
=
([
xp
p
]a
0
) 1
p
=
a
(p)
1
p
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and, changing variables
(
s = t
x
)
,
‖Hf‖p,xα =
(∫ ∞
0
(
1
x
∫ x
0
t−
1
p
−α
p
+χ(0,a)(t)dt
)p
xαdx
) 1
p
=
(∫ ∞
0
(∫ 1
0
(sx)−
1
p
−α
p
+χ(0, ax)
(s)ds
)p
xαdx
) 1
p
=
(∫ a
0
(∫ 1
0
(sx)−
1
p
−α
p
+ds
)p
xαdx+
∫ ∞
a
(∫ a
x
0
(sx)−
1
p
−α
p
+ds
)p
xαdx
) 1
p
=
(∫ a
0
(
1
x
x1−
1
p
−α
p
+
1− 1
p
− α
p
+ 
)p
xαdx+
∫ ∞
a
(
1
x
a1−
1
p
−α
p
+
1− 1
p
− α
p
+ 
)p
xαdx
) 1
p
=
(
1
(1− 1
p
− α
p
+ )p
[
xp
p
]a
x=0
+
ap−1−α+p
(1− 1
p
− α
p
+ )p
[
xα−p+1
α− p+ 1
]∞
x=a
) 1
p
=
a
1− 1
p
− α
p
+ 
(
1
p
+
1
p− α− 1
) 1
p
.
Finally,
‖H‖Lp(0,∞;xα)−→Lp(0,∞;xα) ≥ ‖Hf‖p,x
α
‖f‖p,xα =
1
1− 1
p
− α
p
+ 
(
1 + 
p
p− α− 1
) 1
p
−−→
→0
p
p− α− 1
and hence the constant in Theorem 3.2.1 is sharp.
Remark 3.2.3. (cf. [9, Theorem 2]) Conditions p ≥ 1 and α < p−1 are essential in
Theorem 3.2.1. Indeed, if we consider the functions fa(x) = χ(a,a+1)(x) with a > 0,
then
Hf(x) =

0 x < a,
x−a
x
a ≤ x ≤ a+ 1,
1
x
x ≥ a+ 1,
and, if α ≥ p− 1,∫ ∞
0
Hfa(x)pxαdx ≥
∫ ∞
a+1
Hfa(x)pxαdx =
∫ ∞
a+1
xα−pdx,
where this last integral is not convergent since α ≥ p− 1.
On the other hand, if 0 < p < 1 and α ≤ p− 1, then∫∞
0
Hfa(x)pxαdx∫∞
0
fa(x)pxαdx
≥
∫∞
a+1
xα−pdx∫ a+1
a
xαdx
≥
∫∞
a+1
xα−pdx
(a+ 1)α
=
1
p− α− 1
(a+ 1)α−p+1
(a+ 1)α
−−−→
a→∞
∞,
and Theorem 3.2.1 does not hold.
Chapter 4
Hardy inequalities with weights
Hardy’s integral inequality can be generalized by considering different weights (in-
stead of just power weights) in both sides of the inequality. In Section 4.1 we present
some of the first results considering the Hardy inequality with weights. Several au-
thors considered this kind of inequalities until B. Muckenhoupt gave the first result
characterizing completely the Hardy’s integral inequality with weights in the diago-
nal case (p = q). In Section 4.2 we study this result. Finally, another large amount
of authors studied the general case (p 6= q), which is presented in Section 4.3.
4.1 First results involving weights
Definition 4.1.1. A weighted Hardy inequality is an inequality of the form(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤ C
(∫ ∞
0
f(x)pv(x)dx
) 1
p
,
where u and v are weights, and p, q are positive real numbers.
The first result characterizing completely the weighted Hardy inequality for the
case v(x) = 1 and p = q = 2 appeared in 1958 and it is due to Kac-Krein (cf. [9,
Theorem 3]).
Theorem 4.1.2. The inequality∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)2
u(x)dx ≤ C
∫ ∞
0
f(x)2dx (4.1.1)
holds for every f ∈ L2(0,∞) if, and only if, the supremum
A := sup
r>0
r
∫ ∞
r
u(x)
x2
dx
is finite.
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Remark 4.1.3. Equivalently, we can write u(x) instead of u(x)
x2
and then (4.1.1)
becomes ∫ ∞
0
(∫ x
0
f(t)dt
)2
u(x)dx ≤ C
∫ ∞
0
f(x)2dx (4.1.2)
and A is now
A := sup
r>0
r
∫ ∞
r
u(x)dx.
Proof. We are going to work with the changes done in Remark 4.1.3. First we
assume inequality (4.1.2) holds for every f ∈ L2(0,∞). We consider, for r, h > 0,
the functions
fh(x) := r
− 1
2χ(0,r](x)− r 12h−1χ[r+h,r+2h)(x),
which are in L2(0,∞). Now, we notice that∫ ∞
0
fh(x)
2dx =
∫ r
0
r−1dx+
∫ r+2h
r+h
rh−2dx = 1 +
r
h
and ∫ x
0
fh(t)dt =
∫ x
0
r−
1
2χ(0,r](t)dt−
∫ x
0
r
1
2h−1χ[r+h,r+2h)(t)dt
= xr−
1
2χ(0,r](x) + r
1
2χ(r,∞)(x)
− r 12h−1(x− r − h)χ(r+h,r+2h](x)− r 12χ(r+2h,∞)(x)
= xr−
1
2χ(0,r](x) + r
1
2χ(r,r+h](x)
+
(
r
1
2 − r 12h−1(x− r − h)
)
χ(r+h,r+2h](x).
Then∫ ∞
0
∣∣∣∣∫ x
0
fh(t)dt
∣∣∣∣2 u(x)dx
=
∫ r
0
x2r−1u(x)dx
+
∫ r+h
r
ru(x)dx
∫ r+2h
r+h
∣∣∣(r 12 − r 12h−1(x− r − h))χ(r+h,r+2h](x)∣∣∣2 u(x)dx
≥
∫ r+h
r
ru(x)dx.
We conclude
r
∫ r+h
r
u(x)dx ≤ C
∫ ∞
0
fh(x)
2dx = C
(
1 +
r
h
)
,
and hence, making h −→∞, we obtain
r
∫ ∞
r
u(x)dx ≤ C,
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which implies
A = sup
r>0
r
∫ ∞
r
u(x)dx <∞.
Now we assume that A <∞. Given the integral∫ ∞
0
(∫ x
0
f(t)dt
)2
u(x)dx,
we are going to integrate by parts with dv = u(x). First we notice that, by the
Lebesgue Differentiation Theorem, if v = − ∫∞
x
u(t)dt then dv = u(x) a.e. x. So we
have∫ ∞
0
(∫ x
0
f(t)dt
)2
u(x)dx = −
[(∫ x
0
f(t)dt
)2(∫ ∞
x
u(t)dt
)]∞
x=0
+ 2
∫ ∞
0
(∫ x
0
f(t)dt
)
f(x)
(∫ ∞
x
u(t)dt
)
dx
= 2
∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)
f(x)
(
x
∫ ∞
x
u(t)dt
)
dx.
Now, applying Ho¨lder’s inequality and Theorem 3.1.1, we get
2
∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)
f(x)
(
x
∫ ∞
x
u(t)dt
)
dx
≤ 2
(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)2
dx
) 1
2
(∫ ∞
0
f(x)2
(
x
∫ ∞
x
u(t)dt
)2
dx
) 1
2
≤ 2A
(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)2
dx
) 1
2 (∫ ∞
0
f(x)2dx
) 1
2
≤ 4A
(∫ ∞
0
f(x)2dx
) 1
2
(∫ ∞
0
f(x)2dx
) 1
2
= 4A
∫ ∞
0
f(x)2dx
Definition 4.1.4. For a given weight u, we define the modified Hardy operator as
Huf(x) :=
1
xu(x)
∫ x
0
f(t)u(t)dt.
The following theorem was proved by N. Levinson in 1964 (cf. [13, Theorem 4]).
Theorem 4.1.5. Let p > 1 and f ≥ 0. Let r(x) be an absolutely continuous function
defined for x > 0. Assume
p− 1
p
+
xr′
r
≥ 1
λ
(4.1.3)
for almost every x > 0 and for some λ > 0. Then∫ ∞
0
Hrf(x)
pdx ≤ λp
∫ ∞
0
f(x)pdx.
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Proof. We consider 0 < a < b <∞ and let
hr,af(x) :=
1
r(x)
∫ x
a
r(t)f(t)dt.
Then, defining Hr,af(x) =
1
x
hr,af(x) and integrating by parts (with u = (hr,af)
p
and dv = x−p), we obtain∫ b
a
Hr,af(x)
pdx =
∫ b
a
1
xp
(hr,af)
pdx =
[
1
1− px
−p+1(hr,af)(x)p
]b
a
+
∫ b
a
x−p+1
p− 1
(
p(hr,af(x))
p−1f(x)− p(hr,af(x))p r
′(x)
r(x)
)
dx.
Now we notice that the term[
x1−p
1− p(hr,af(x))
p
]b
a
=
b1−p
1− p(hr,af(b))
p
is negative, since p > 1, hr,af ≥ 0 and b > 0. Hence,∫ b
a
(Hr,af(x))
pdx ≤
∫ b
a
x−p+1
p− 1
(
p(hr,af(x))
p−1f(x)− p(hr,af(x))p r
′(x)
r(x)
)
dx,
or equivalently,∫ b
a
(
p− 1
p
+
xr′(x)
r(x)
)
(Hr,af(x))
pdx ≤
∫ b
a
(Hr,af (x))
p−1f(x)dx.
Now, using (4.1.3) and Ho¨lder’s inequality, we get
1
λ
∫ b
a
(Hr,af(x))
pdx ≤
(∫ b
a
(Hr,af(x))
p−1 p
p−1dx
) p−1
p
(∫ b
a
f(x)pdx
) 1
p
≤
(∫ b
a
(Hr,af(x))
pdx
) p−1
p
(∫ ∞
0
f(x)pdx
) 1
p
,
that is, ∫ b
a
(Hr,af(x))
pdx ≤ λp
∫ ∞
0
f(x)pdx.
If we take c > a then∫ b
c
(Hr,af(x))
pdx ≤
∫ b
a
(Hr,af(x))
pdx ≤ λp
∫ ∞
0
f(x)pdx,
and, by the Dominated Convergence Theorem, making a −→∞ we get∫ b
c
(Hrf(x))
pdx ≤ λp
∫ ∞
0
f(x)pdx
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for all c, b > 0. Finally, letting b −→∞ and c −→ 0,∫ ∞
0
(Hrf(x))
pdx ≤ λp
∫ ∞
0
f(x)pdx.
Corollary 4.1.6. Let p > 1 and f ≥ 0. Let u(x) be an absolutely continuous
function defined for x > 0. Assume
p− 1
p
− pxu
′
u
≥ 1
λ
(4.1.4)
for almost every x > 0 and for some λ > 0. Then∫ ∞
0
Hf(x)pu(x)dx ≤ λp
∫ ∞
0
f(x)pu(x)dx.
Proof. We define r(x) =
(
1
u(x)
) 1
p
and then (4.1.4) becomes
p− 1
p
+
xr′(x)
r(x)
≥ 1
λ
,
since
r′(x)
r(x)
= −1
p
u′(x)
u(x)
.
Now, we express f(x) = r(x)g(x) for the suitable g(x) ≥ 0 and we apply Theo-
rem 4.1.5 to g, obtaining∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
u(x)dx ≤ λp
∫ ∞
0
f(x)pu(x)dx.
4.2 Characterization of weighted Hardy inequal-
ities
Some authors like G. Tomaselli, G. Talenti or M. Artola worked in the weighted case,
giving some important results. However, B. Muckenhoupt was the first one who gave
the complete characterization of this kind of inequalities (cf. [15, Theorem 1]).
Theorem 4.2.1. Let 1 ≤ p ≤ ∞. For a given two weights u and v, we can find a
finite constant C > 0 such that(∫ ∞
0
∣∣∣∣1x
∫ x
0
f(t)dt
∣∣∣∣p u(x)dx) 1p ≤ C (∫ ∞
0
|f(x)|p v(x)dx
) 1
p
(4.2.1)
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if, and only if,
B = sup
r>0
(∫ ∞
r
u(x)
xp
dx
) 1
p
(∫ r
0
v(x)
−1
p−1dx
) 1
p′
<∞.
In addition, if C is the sharp constant for (4.2.1), then
B ≤ C ≤ p 1p (p′) 1p′ B,
if 1 < p <∞, and C = B if p = 1 or p =∞.
Remark 4.2.2. Equivalently, we can call U(x) = 1
x
u(x)
1
p , V (x) = v(x)
1
p and then
(4.2.1) becomes(∫ ∞
0
∣∣∣∣U(x)∫ x
0
f(t)dt
∣∣∣∣p dx) 1p ≤ C (∫ ∞
0
|V (x)f(x)|p dx
) 1
p
(4.2.2)
and B is now
B = sup
r>0
(∫ ∞
r
U(x)pdx
) 1
p
(∫ r
0
V (x)−p
′
dx
) 1
p′
<∞.
This is the notation used by Muckenhoupt in his paper [15].
Proof. We are going to use the notations given in Remark 4.2.2. We want to prove
first that(∫ ∞
0
∣∣∣∣U(x)∫ x
0
f(t)dt
∣∣∣∣p dx) 1p ≤ p 1p (p′) 1p′ B(∫ ∞
0
|V (x)f(x)|p dx
) 1
p
for 1 < p <∞, which would imply that C ≤ p 1p (p′) 1p′ B.
We define h(x) =
(∫ x
0
|V (t)|−p′dt) 1pp′ and, by Ho¨lder’s inequality, we have∫ ∞
0
∣∣∣∣U(x)∫ x
0
f(t)dt
∣∣∣∣p dx
=
∫ ∞
0
∣∣∣∣U(x)∫ x
0
f(t)
V (t)h(t)
V (t)h(t)
dt
∣∣∣∣p dx
≤
∫ ∞
0
|U(x)|p
(∫ x
0
|f(t)V (t)h(t)|pdt
)(∫ x
0
|V (s)h(s)|−p′ds
) p
p′
dx.
Now, applying Fubini’s theorem we get∫ ∞
0
∫ x
0
|U(x)|p|f(t)V (t)h(t)|p
(∫ x
0
|V (s)h(s)|−p′ds
) p
p′
dt dx
=
∫ ∞
0
|f(t)V (t)h(t)|p
(∫ ∞
t
|U(x)|p
(∫ x
0
|V (s)h(s)|−p′ds
)p−1
dx
)
dt.
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We want to bound∫ ∞
0
|f(t)V (t)h(t)|p
(∫ ∞
t
|U(x)|p
(∫ x
0
|V (s)h(s)|−p′ds
)p−1
dx
)
dt. (4.2.3)
First we notice that, by hypothesis,(∫ x
0
|V (s)|−p′ds
) 1
p′
≤ B
(∫ ∞
x
|U(s)|pds
)−1
p
,
and (∫ ∞
t
|U(s)|pds
) 1
p
≤ B
(∫ t
0
|V (s)|−p′ds
)−1
p′
= B|h(t)|−p.
Hence(∫ x
0
|V (s)h(s)|−p′ds
)p−1
=
(∫ x
0
|V (s)|−p′
(∫ s
0
|V (t)|−p′dt
)−1
p
ds
)p−1
=
([
p′
(∫ s
0
|V (t)|−p′dt
) 1
p′
]x
s=0
)p−1
= (p′)p−1
(∫ x
0
|V (s)|−p′ds
) p−1
p′
≤ (Bp′)p−1
∫ ∞
t
|U(x)|p
(∫ ∞
x
|U(s)|pds
)−1
p′
dx
= (Bp′)p−1
[
−p
(∫ ∞
x
|U(s)|pds
) 1
p
]∞
x=t
= p(Bp′)p−1
(∫ ∞
t
|U(s)|pds
) 1
p
≤ p Bp (p′)p−1|h(t)|−p.
Then, (4.2.3) is bounded by∫ ∞
0
|f(t)V (t)h(t)|p p Bp (p′)p−1|h(t)|−pdt = pBp(p′)p−1
∫ ∞
0
|f(t)V (t)|pdt,
and hence ∫ ∞
0
∣∣∣∣U(x)∫ x
0
f(t)dt
∣∣∣∣p dx ≤ pBp(p′)p−1 ∫ ∞
0
|f(t)V (t)|pdt.
Now we want to see that C ≤ B when p = 1 or p =∞. In the case p = 1 we have,
applying Tonelli’s theorem,∫ ∞
0
∣∣∣∣U(x)∫ x
0
f(t)dt
∣∣∣∣ dx ≤ ∫ ∞
0
∫ x
0
|U(x)||f(t)|dt dx =
∫ ∞
0
|f(t)|
∫ ∞
t
|U(x)|dx dt,
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and since 1|V (t)|
∫∞
t
|U(x)|dx ≤ B, we conclude that∫ ∞
0
∣∣∣∣U(x)∫ x
0
f(t)dt
∣∣∣∣ dx ≤ B ∫ ∞
0
|f(t)||V (t)|dt.
On the other hand, when p =∞, we have
B = sup
r>0
(
ess sup
x>r
|U(x)|
)(∫ r
0
1
|V (x)|dx
)
,
and then ∣∣∣∣U(x)∫ x
0
f(t)dt
∣∣∣∣ ≤ |U(x)|∫ x
0
|f(t)| |V (t)||V (t)|dt
≤
(
ess sup
t>0
|f(t)V (t)|
)
|U(x)|
∫ x
0
1
|V (t)|dt
≤ B
(
ess sup
t>0
|f(t)V (t)|
)
.
Finally, we want to see that B ≤ C. First we notice that for non negative f and for
r > 0 we have(∫ ∞
r
∣∣∣∣U(x)∫ r
0
f(t)dt
∣∣∣∣p dx) 1p ≤ (∫ ∞
0
∣∣∣∣U(x)∫ x
0
f(t)dt
∣∣∣∣p dx) 1p ,
and taking V (x)χ(0,r)(x) as V (x), (4.2.1) becomes(∫ ∞
r
|U(x)|pdx
) 1
p
∣∣∣∣∫ r
0
f(t)dt
∣∣∣∣ ≤ C (∫ r
0
|V (x)f(x)|pdx
) 1
p
. (4.2.4)
Now we are going to prove that(∫ ∞
r
|U(x)|pdx
) 1
p
(∫ r
0
|V (x)|−p′dx
) 1
p′
≤ C, (4.2.5)
which would imply B ≤ C.
In the case p 6= 1 and 0 < ∫ r
0
|V (x)|−p′dx < ∞, taking f(x) = |V (x)|−p′ we get,
from (4.2.4), that(∫ ∞
r
|U(x)|pdx
) 1
p
(∫ r
0
|V (x)|−p′dx
)
≤ C
(∫ r
0
|V (x)|p−pp′dx
) 1
p
= C
(∫ r
0
|V (x)|−p′dx
) 1
p
,
and (4.2.5) holds.
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When p = 1 and 0 < ess sup0<x<r
1
|V (x)| < ∞, we can take f the characteristic
function of the set {
x :
1
|V (x)| ≥
−1
n
+ ess sup
0<x<r
1
|V (x)|
}
,
and, by (4.2.4), we get(∫ ∞
r
|U(x)|dx
) ∣∣∣∣∫ r
0
f(t)dt
∣∣∣∣ ≤ C ∫ r
0
|V (x)f(x)|dx
≤ C 1−1
n
+ ess sup0<x<r
1
|V (x)|
∫ r
0
f(t)dt.
Therefore, (∫ ∞
r
|U(x)|dx
)(−1
n
+ ess sup
0<x<r
1
|V (x)|
)
≤ C,
and letting n −→∞ we get (4.2.5).
Finally, we observe that if
∫ r
0
|V (x)|−p′dx = 0 then (4.2.5) is obvious. If∫ r
0
|V (x)|−p′dx =∞,
we can consider the functions
fn(x) = |V (x)|−p′χAn(x),
where An :=
{
x > 0 : 1
n
≤ |V (x)|−p′ ≤ n}. Then, (4.2.4) becomes
(∫ ∞
r
|U(x)|pdx
) 1
p
(∫ r
0
|V (x)|−p′χAn(x)dx
)
≤ C
(∫ r
0
|V (x)|−p′χAn(x)dx
) 1
p
,
that is, (∫ ∞
r
|U(x)|pdx
) 1
p
≤ C
(∫ r
0
|V (x)|−p′χAn(x)dx
)−1
p′
.
Then, by the Monotone Convergence Theorem, if we let n −→∞, we get(∫ ∞
r
|U(x)|pdx
) 1
p
= 0,
and so (4.2.5) holds.
Remarks 4.2.3. The conditions given in Theorem 4.1.2 or Theorem 3.2.1 are equiv-
alent to the condition given in Theorem 4.2.1.
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1. If the take, in Theorem 4.2.1, p = 2 and v(x) ≡ 1, then
B = sup
r>0
(∫ ∞
r
u(x)
x2
dx
) 1
2
(∫ r
0
dx
) 1
2
= sup
r>0
(
r
∫ ∞
r
u(x)
x2
dx
) 1
2
,
which is finite if, and only if,
sup
r>0
(
r
∫ ∞
r
u(x)
x2
dx
)
is finite. But this last condition is exactly the one appearing in Theorem 4.1.2.
2. If we take, in Theorem 4.2.1, u(x) = v(x) = xα, for some α real, we have
B = sup
r>0
(∫ ∞
r
xα−pdx
) 1
p
(∫ r
0
x−
α
p−1dx
) 1
p′
.
But B is finite if, and only if,
α− p < −1 and −α
p− 1 > −1,
that is, α < p− 1, which is exactly the condition in Theorem 3.2.1.
4.3 Weighted Hardy inequalities of (p, q) type
Now we focus in the general case with two different indexes p and q. The following
result (cf. [4, Theorem 1]) characterizes the weighted Hardy inequality (p, q) for
q ≥ p and it is due to J. S. Bradley. It is an extension of Muckenhoupt’s diagonal
case (cf. Theorem 4.2.1).
Theorem 4.3.1. Let 1 ≤ p ≤ q ≤ ∞. Given two weights u and v, we can find a
finite constant C > 0 such that(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤ C
(∫ ∞
0
f(x)pv(x)dx
) 1
p
(4.3.1)
for all positive function f if, and only if,
B = sup
r>0
(∫ ∞
r
u(x)
xq
dx
) 1
q
(∫ r
0
v(x)
−1
p−1dx
) 1
p′
<∞.
In addition, if C is the sharp constant for (4.3.1), then
B ≤ C ≤ p 1q (p′) 1p′ B,
if 1 < p < q <∞, and C = B if p = 1 or q =∞.
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Remark 4.3.2. Equivalently, we can call U(x) = 1
x
u(x)
1
q , V (x) = v(x)
1
p and then
(4.3.1) becomes
(∫ ∞
0
(
U(x)
∫ x
0
f(t)dt
)q
dx
) 1
q
≤ C
(∫ ∞
0
(V (x)f(x))p dx
) 1
p
(4.3.2)
and B is now
B = sup
r>0
(∫ ∞
r
U(x)qdx
) 1
q
(∫ r
0
V (x)−p
′
dx
) 1
p′
<∞. (4.3.3)
Proof. The proof of (4.3.2) ⇒ (4.3.3), that is, B ≤ C, is analogous to the one in
Theorem 4.2.1.
We are going to prove, then, the implication (4.3.3)⇒ (4.3.2), or more precisely,
C ≤ p 1q (p′) 1p′ B. First we assume 1 < p < q <∞ and we define
h(t) =
(∫ t
0
V (s)−p
′
ds
) 1
pp′
.
Now, applying Ho¨lder’s inequality and Minkowski’s integral inequality (cf. Theo-
rem 2.2.3), we get
I =
∫ ∞
0
(
U(x)
∫ x
0
f(t)
V (t)h(t)
V (t)h(t)
dt
)q
dx
≤
∫ ∞
0
U(x)q
(∫ ∞
0
(f(t)V (t)h(t))pχ{0<t<x}(t, x)dt
) q
p
(∫ x
0
(V (s)h(s))−p
′
ds
) q
p′
dx
=
∫ ∞
0
(∫ ∞
0
U(x)p(f(t)V (t)h(t))pχ{0<t<x}(t, x)
(∫ x
0
(V (s)h(s))−p
′
ds
) p
p′
dt
) q
p
dx
≤
∫ ∞
0
(f(t)V (t)h(t))p
(∫ ∞
t
U(x)q
(∫ x
0
(V (s)h(s))−p
′
ds
) q
p′
dx
) p
q
dt

q
p
.
To perform the innermost integral, we observe that, since by hypothesis
(∫ x
0
V (u)−p
′
du
) 1
p′
≤ B
(∫ ∞
x
U(s)qds
)− 1
q
,
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we have that(∫ x
0
(V (s)h(s))−p
′
ds
) q
p′
=
(∫ x
0
V (s)−p
′
(∫ s
0
V (u)−p
′
du
)−1
p
ds
) q
p′
=
([
p′
(∫ s
0
V (u)−p
′
du
) 1
p′
]x
s=0
) q
p′
=
(
p′
(∫ x
0
V (u)−p
′
du
) 1
p′
) q
p′
≤ (p′B) qp′
(∫ ∞
x
U(s)qds
)−1
p′
.
Therefore,
I ≤ (p′B) qp′
∫ ∞
0
(f(t)V (t)h(t))p
(∫ ∞
t
U(x)q
(∫ ∞
x
U(s)qds
)−1
p′
dx
) p
q
dt

q
p
.
Again, to perform the inner integral we observe that, since by hypothesis(∫ ∞
t
U(s)qds
) 1
q
≤ B
(∫ t
0
V (x)−p
′
dx
)−1
p′
= Bh(t)−p,
we have that(∫ ∞
t
U(x)q
(∫ ∞
x
U(s)qds
)−1
p′
dx
) p
q
=
([
−p
(∫ ∞
x
U(s)qds
) 1
p
]∞
x=t
) p
q
= p
p
q
(∫ ∞
t
U(s)qds
) 1
q
≤ p pqBh(t)−p.
Therefore,
I ≤ (p′) qp′Bqp
(∫ ∞
0
(f(t)V (t))pdt
) q
p
,
and hence
I
1
q ≤ (p′) 1p′ (p) 1qB.
Now, for p = 1, we first observe that, by hypothesis,(∫ ∞
t
U(x)qdx
) 1
q 1
V (s)
≤ B
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for all 0 < s ≤ t, and hence, by Minkowski’s integral inequality (cf. Theorem 2.2.3),
we get(∫ ∞
0
(
U(x)
∫ x
0
f(t)dt
)q
dx
) 1
q
≤
(∫ ∞
0
(∫ ∞
0
U(x)f(t)χ{0<t<x}(t, x)dt
)q
dx
) 1
q
≤
∫ ∞
0
f(t)
(∫ ∞
t
U(x)qdx
) 1
q
dt
≤ B
∫ ∞
0
f(t)V (t)dt.
Finally, if 1 ≤ p ≤ q =∞, we apply Ho¨lder’s inequality to get∫ x
0
U(x)f(t)dt = U(x)
∫ x
0
1
V (t)
f(t)V (t)dt
≤
(
ess sup
s≥x
U(s)
)(∫ x
0
1
V (t)p′
dt
) 1
p′
(∫ x
0
(f(t)V (t))pdt
) 1
p
≤ B
(∫ x
0
(f(t)V (t))pdt
) 1
p
.
For the case 0 < p < 1, Q. Lai proved (cf. [12, Theorem 1]) that the weighted
Hardy inequality cannot be true, except for trivial situations. His proof is based on
a result due to M. M. Day (cf. [8]), which states that the dual space of a Lebesgue
space is the zero space when 0 < p < 1, under some hypothesis on the measure.
Theorem 4.3.3. (Day) Let µ be a nonatomic measure and let 0 < p < 1. Then
every linear and continuous functional, T : Lp(µ) −→ R, must be zero.
Theorem 4.3.4. (Lai) Given 0 < q < ∞, if 0 < p < 1 then there is no constant
C > 0 such that(∫ ∞
0
(
1
x
∫ x
0
f(y)dy
)q
w(x)dx
) 1
q
≤ C
(∫ ∞
0
f(x)pv(x)dx
) 1
p
(4.3.4)
for all f ∈ Lp(v), except for the trivial case w(x) ≡ 0 a.e. x ∈ (0,∞).
Remark 4.3.5. If we consider w(x) as w(x)
xq
in Theorem 4.3.4, then (4.3.4) becomes
(∫ ∞
0
(∫ x
0
f(y)dy
)q
w(x)dx
) 1
q
≤ C
(∫ ∞
0
f(x)pv(x)dx
) 1
p
. (4.3.5)
We prove now Theorem 4.3.4 with the notations of Remark 4.3.5.
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Proof. We define
c = inf {τ > 0 : w(x) ≡ 0 a.e. x ∈ (τ,∞)} .
If c = 0, then w(x) ≡ 0 a.e. x ∈ (0,∞) and (4.3.5) trivially holds. We assume
0 < c <∞ and hence w(x) ≡ 0 a.e. x ∈ (c,∞), and∫ c
b
w(x)dx > 0 (4.3.6)
for all 0 < b < c.
Now we observe that it has to be v(x) > 0 a.e. x ∈ (0, c). Indeed, if we assume
that the set
E = {0 < x < c : v(x) = 0}
has positive measure, then we get a contradiction. It would exist an x0 ∈ (0, c) such
that |(0, x0) ∩ E| > 0 and, if f(x) = χE(x),∫ x
0
f(y)dy > 0
for all x ≥ x0. But we would also have that∫ ∞
0
f(y)pv(y)dy = 0,
so if (4.3.5) holds, we would get∫ ∞
0
(∫ x
0
f(y)dy
)q
w(x)dx ≤ 0,
and necessarily w(x) ≡ 0 a.e. x ∈ (x0,∞), in contradiction with the definition of c.
Given 0 < p < 1, we define
N ′p,v(g) = sup
‖f‖p,v≤1
∣∣∣∣∫ ∞
0
f(x)g(x)v(x)dx
∣∣∣∣ ,
and we claim that, for any interval (a, b) with 0 ≤ a < b < c,
N ′p,v
(
χ(a,b)(·)
v(·)
)
= sup
‖f‖p,v≤1
∣∣∣∣∫ b
a
f(x)dx
∣∣∣∣ <∞. (4.3.7)
Otherwise, there would exist a sequence (fn)n of positive functions such that ‖fn‖p,v ≤ 1
and ∫ b
a
fn(x)dx > n,
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for all n ∈ N. But then, if (4.3.5) holds, and since ‖fn‖p,v =
(∫∞
0
fn(x)
pv(x)dx
) 1
p ≤ 1
for all n ∈ N, we have
C ≥ C
(∫ ∞
0
fn(x)
pv(x)dx
) 1
p
≥
(∫ ∞
0
(∫ x
0
fn(y)dy
)q
w(x)dx
) 1
q
≥
(∫ c
b
(∫ x
0
fn(y)dy
)q
w(x)dx
) 1
q
≥
(∫ c
b
(∫ b
a
fn(y)dy
)q
w(x)dx
) 1
q
> n
(∫ c
b
w(x)dx
) 1
q
for all n ∈ N. However, this is only possible if∫ c
b
w(x)dx = 0,
in contradiction with (4.3.6).
We observe now that the condition (4.3.7) implies that the operator
T : Lp(v) −→ R
defined by
f 7−→
∫ b
a
f(x)dx
is linear and bounded. Therefore, by Theorem 4.3.3, it must be T ≡ 0, that is,∫ b
a
f(x)dx = 0
for all f ∈ Lp(v). Obviously, this is false since, for example, we can consider the
function f(x) = χ(a,b)(x), which is in L
p(v) but∫ b
a
f(x)dx > 0.
So (4.3.5) cannot be satisfied.
Finally, if c =∞, we have that for all b > 0 there exists a real number d > b such
that
∫ d
b
w(x)dx > 0 and the argument of the case 0 < c <∞ can be applied.
When q < p the situation is slightly more complicated and different arguments
are needed. W. Mazya and L. Rozin characterized the case 1 ≤ q < p < ∞ in the
eighties, G. Sinnamon characterized (1987) the case 0 < q < 1 < p < ∞ and the
case 0 < q < 1 = p is due to G. Sinnamon and V. D. Stepanov (1996).
G. Sinnamon and V. D. Stepanov published a paper [18] where they gave the
proof of the 0 < q < 1 = p case and a more elementary proof of the case 0 < q < p,
1 < p <∞ (cf. [18, Theorem 2.4]). We give here the proofs presented in this paper.
First, in order to deal with the case 0 < q < p, 1 < p < ∞ we need some previous
results.
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Lemma 4.3.6. Assume α, β and γ are positive functions and γ is increasing and
absolutely continuous. If ∫ ∞
x
α(t)dt ≤
∫ ∞
x
β(t)dt (4.3.8)
for all x > 0, then ∫ ∞
0
γ(t)α(t)dt ≤
∫ ∞
0
γ(t)β(t)dt.
Proof. It is known that for any positive, increasing and absolutely continuous func-
tion γ, we can write
γ(t) = γ(0) +
∫ t
0
γ′(s)ds. (4.3.9)
Hence, applying (4.3.9), Tonelli’s Theorem and (4.3.8), we get
∫ ∞
0
γ(t)α(t)dt = γ(0)
∫ ∞
0
α(t)dt+
∫ ∞
0
∫ t
0
γ′(s)ds α(t)dt
= γ(0)
∫ ∞
0
α(t)dt+
∫ ∞
0
∫ ∞
s
α(t)dt γ′(s)ds
≤ γ(0)
∫ ∞
0
β(t)dt+
∫ ∞
0
∫ ∞
s
β(t)dt γ′(s)ds
=
∫ ∞
0
γ(t)β(t)dt.
Proposition 4.3.7. Let u, b and F be positive functions such that F is increasing
and absolutely continuous. We assume also that b satisfies∫ ∞
x
b(t)dt <∞ ∀x > 0 but
∫ ∞
0
b(t)dt =∞. (4.3.10)
If 0 < q < p <∞ and 1
r
= 1
q
− 1
p
then
(∫ ∞
0
F (x)qu(x)dx
) 1
q
≤
(
r
p
) 1
r
(∫ ∞
0
(∫ ∞
x
u(t)dt
) r
q
(∫ ∞
x
b(t)dt
)− r
q
b(x)dx
) 1
r
×
(∫ ∞
0
F (x)pb(x)dx
) 1
p
.
Proof. We define U(x) :=
∫∞
x
u(t)dt and B(x) :=
∫∞
x
b(t)dt. We express u as
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u(t) = u(t)
q
r
+ q
p and applying Ho¨lder’s inequality with r
q
and p
q
, we get(∫ ∞
0
F (x)qu(x)dx
) 1
q
=
(∫ ∞
0
(∫ t
0
U(s)
r
pB(s)
−r
q b(s)ds
) q
r
F (t)q
(∫ t
0
U(s)
r
pB(s)
−r
q b(s)ds
)−q
r
u(t)dt
) 1
q
≤
(∫ ∞
0
(∫ t
0
U(s)
r
pB(s)
−r
q b(s)ds
)
u(t)dt
) 1
r
×
(∫ ∞
0
F (t)p
(∫ t
0
U(s)
r
pB(s)
−r
q b(s)ds
)−p
r
u(t)dt
) 1
p
= I × II.
Now, applying Tonelli’s Theorem we obtain
I =
(∫ ∞
0
∫ t
0
U(s)
r
pB(s)
−r
q b(s) u(t) ds dt
) 1
r
=
(∫ ∞
0
U(s)
r
pB(s)
−r
q b(s)
∫ ∞
s
u(t)dtds
) 1
r
=
(∫ ∞
0
U(s)
r
qB(s)
−r
q b(s)ds
) 1
r
.
(4.3.11)
In order to bound II, we want to apply Lemma 4.3.6 with
α(t) =
(∫ t
0
U(s)
r
pB(s)
−r
q b(s)ds
)−p
r
u(t), β(t) =
(
r
p
) p
r
b(t) and γ(t) = F (t)q.
By hypothesis, γ(t) has to be increasing and it remains to check that
∫∞
x
α ≤ ∫∞
x
β
for all x > 0. To see this, we observe that as
(∫ t
0
U(s)
r
pB(s)
−r
q b(s)ds
)−p
r
and U are
decreasing, we have∫ ∞
x
α(t)dt =
∫ ∞
x
(∫ t
0
U(s)
r
pB(s)
−r
q b(s)ds
)−p
r
u(t)dt
≤
(∫ x
0
U(s)
r
pB(s)
−r
q b(s)ds
)−p
r
∫ ∞
x
u(t)dt
≤
(∫ x
0
B(s)
−r
q b(s)ds
)−p
r
U(x)−1
∫ ∞
x
u(t)dt
=
(∫ x
0
B(s)
−r
q b(s)ds
)−p
r
,
and integration together with (4.3.10) yields(∫ x
0
B(s)
−r
q b(s)ds
)−p
r
=
(
p
r
(∫ ∞
x
b(t)dt
)−r
p
)−p
r
=
∫ ∞
x
β(t)dt.
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Finally, applying (4.3.11) and Lemma 4.3.6 we conclude(∫ ∞
0
F (x)qu(x)dx
) 1
q
≤
(∫ ∞
0
U(s)
r
qB(x)−
r
q b(x)dx
) 1
r
×
(∫ ∞
0
(
r
p
) p
r
F (x)pb(x)dx
) 1
p
.
Proposition 4.3.8. Suppose that 1 < p <∞ and let w be a positive function such
that ∫ ∞
x
w(t)dt <∞ ∀x > 0 but
∫ ∞
0
w(x)dx =∞. (4.3.12)
Then(∫ ∞
0
(∫ x
0
f(t)dt
)p(∫ x
0
w(t)dt
)−p
w(x)dx
) 1
p
≤ C
(∫ ∞
0
f(x)pw(x)1−pdx
) 1
p
,
(4.3.13)
with C ≤ p′.
Proof. According to Theorem 4.2.1, the weighted Hardy inequality (4.3.13) holds if,
and only if,
B = sup
r>0
(∫ ∞
r
(∫ x
0
w(t)dt
)−p
w(x)dx
) 1
p (∫ r
0
w(x)dx
) 1
p′
<∞
and, moreover, C ≤ p 1p (p′) 1p′ B. But applying (4.3.12) and taking into account that
p > 1, we have(∫ ∞
r
(∫ x
0
w(t)dt
)−p
w(x)dx
) 1
p
=
(
1
p− 1
((∫ r
0
w(t)dt
)1−p
−
(∫ ∞
0
w(t)dt
)1−p)) 1p
=
(
1
p− 1
) 1
p
(∫ r
0
w(t)dt
) 1
p
−1
=
(
1
p− 1
) 1
p
(∫ r
0
w(t)dt
)−1
p′
,
and hence
B =
(
1
p− 1
) 1
p
<∞.
In addition,
C ≤ p 1p (p′) 1p′
(
1
p− 1
) 1
p
= p′.
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Theorem 4.3.9. Assume 0 < q < p, 1 < p < ∞ and 1
r
= 1
q
− 1
p
. Let u and v be
two weights. Then, the weighted Hardy inequality(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤ C
(∫ ∞
0
f(x)pv(x)dx
) 1
p
(4.3.14)
holds for all positive function f if, and only if,
D :=
(∫ ∞
0
(∫ x
0
v(t)1−p
′
dt
) r
p′
(∫ ∞
x
u(t)
tq
dt
) r
p u(x)
xq
dx
) 1
r
<∞. (4.3.15)
Moreover, if C is the sharp constant for (4.3.14), then
p
′ 1
p′ q
1
p
(
1− q
p
)
D ≤ C ≤
(
r
q
) 1
r
p
1
p p
′ 1
p′D.
Remark 4.3.10. As usual, if we consider u(x) as u(x)
xq
then (4.3.14) becomes(∫ ∞
0
(∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤ C
(∫ ∞
0
f(x)pv(x)dx
) 1
p
(4.3.16)
and (4.3.15) becomes
D :=
(∫ ∞
0
(∫ x
0
v(t)1−p
′
dt
) r
p′
(∫ ∞
x
u(t)dt
) r
p
u(x)dx
) 1
r
<∞. (4.3.17)
Proof. We use notation introduced in Remark 4.3.10. First we assume that (4.3.16)
holds for all f ≥ 0. We define w(x) = v(x)1−p′ and we consider u0 and w0 integrable
functions such that 0 ≤ u0 ≤ u and 0 ≤ w0 ≤ w. We consider the function
f(x) :=
(∫ ∞
x
u0(t)dt
) r
pq
(∫ x
0
w0(t)dt
) r
pq′
w0(x),
and we observe that∫ x
0
f(t)dt =
∫ x
0
(∫ ∞
t
u0(s)ds
) r
pq
(∫ t
0
w0(s)ds
) r
pq′
w0(t)dt
≥
(∫ ∞
x
u0(s)ds
) r
pq
∫ x
0
(∫ t
0
w0(s)ds
) r
pq′
w0(t)dt
=
(∫ ∞
x
u0(s)ds
) r
pq
[(
r
pq′
+ 1
)−1(∫ t
0
w0(s)ds
) r
pq′+1
]x
t=0
=
p′q
r
(∫ ∞
x
u0(s)ds
) r
pq
(∫ x
0
w0(s)ds
) r
p′q
.
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Now, applying this last estimate, (4.3.16) and integrating by parts, we get
(∫ ∞
0
(
p′q
r
)q (∫ ∞
x
u0(t)dt
) r
p
(∫ x
0
w0(t)dt
) r
p′
u0(x)dx
) 1
q
≤
(∫ ∞
0
(∫ x
0
f(t)dt
)q
u0(x)dx
) 1
q
≤
(∫ ∞
0
(∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤ C
(∫ ∞
0
f(x)pv(x)dx
) 1
p
= C
(∫ ∞
0
(∫ ∞
x
u0(t)dt
) r
q
(∫ x
0
w0(t)dt
) r
q′
w0(x)dx
) 1
p
= C
(∫ ∞
0
r
q
p′
r
(∫ ∞
x
u0(t)dt
) r
p
(∫ x
0
w0(t)dt
) r
p′
u0(x)dx
) 1
p
= C
(
p′
q
) 1
p
(∫ ∞
0
(∫ ∞
x
u0(t)dt
) r
p
(∫ x
0
w0(t)dt
) r
p′
u0(x)dx
) 1
p
.
But since u0 and w0 are integrable functions, the right hand side of the inequality
is finite and hence
p′q
r
(
q
p′
) 1
p
(∫ ∞
0
(∫ ∞
x
u0(t)dt
) r
p
(∫ x
0
w0(t)dt
) r
p′
u0(x)dx
) 1
p
≤ C. (4.3.18)
Finally, approximating u and w from below by an increasing sequence of integrable
functions, and applying the Monotone Convergence Theorem, (4.3.18) becomes
p′q
r
(
q
p′
) 1
p
D = p
′ 1
p′ q
1
p
(
1− q
p
)
D ≤ C.
Now assume (4.3.17) holds. For the moment, we will also assume that w satisfies
(4.3.12) and we define W (x) :=
∫ x
0
w(t)dt. Given a positive function f , we want
to apply Proposition 4.3.7 with b(x) = W (x)−pw(x) and F (x) =
∫ x
0
f(t)dt. Notice
that b is under the hypothesis of Proposition 4.3.7 since∫ ∞
x
b(t)dt =
∫ ∞
x
W (t)−pw(t)dt =
1
p− 1W (x)
1−p <∞
and ∫ ∞
0
b(x)dx =
∫ ∞
0
W (t)−pw(t)dt =∞.
So applying Proposition 4.3.7, integrating, using Proposition 4.3.8 and integrating
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by parts, we conclude
(∫ ∞
0
(∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤
(
r
p
) 1
r
(∫ ∞
0
(∫ ∞
x
u(t)dt
) r
q
(∫ ∞
x
W (t)−pw(t)dt
)− r
q
W (x)−pw(x)dx
) 1
r
×
(∫ ∞
0
(∫ x
0
f(t)dt
)p
W (x)−pw(x)dx
) 1
p
=
(
r
p
) 1
r
(∫ ∞
0
(∫ ∞
x
u(t)dt
) r
q
(
1
p− 1
)− r
q
W (x)
r
q′w(x)dx
) 1
r
×
(∫ ∞
0
(∫ x
0
f(t)dt
)p
W (x)−pw(x)dx
) 1
p
≤
(
r
p
) 1
r
(∫ ∞
0
(∫ ∞
x
u(t)dt
) r
q
(
1
p− 1
)− r
q
W (x)
r
q′w(x)dx
) 1
r
× p′
(∫ ∞
0
f(x)pw(x)1−pdx
) 1
p
=
(
r
p
) 1
r
(p− 1) 1q p′
(∫ ∞
0
p′
q
(∫ ∞
x
u(t)dt
) r
p
W (x)
r
p′ u(x)dx
) 1
r
×
(∫ ∞
0
f(x)pw(x)1−pdx
) 1
p
=
(
r
q
) 1
r
p
1
p p
′ 1
p′D
(∫ ∞
0
f(x)pv(x)dx
) 1
p
.
Now we work with a general w (not necessarily satisfying (4.3.12)). We fix u and
w and for each n ∈ N we define un(x) = u(x)χ(0,n)(x) and wn(x) = min(w(x), n) +
χ(n,∞)(x). Now these functions wn satisfy (4.3.12) since
∫ x
0
wn(t)dt ≤ (n+ 1)x <∞
for all n ∈ N, x > 0 and
∫ ∞
0
wn(x)dx =
∫ ∞
0
min(w(x), n)dx+
∫ ∞
n
dx =∞
for all n ∈ N. So we can apply the previous argument for each pair un and wn to
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conclude that(∫ n
0
(∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤
(
r
q
) 1
r
p
1
p p
′ 1
p′
(∫ n
0
(∫ x
0
min(w(t), n)dt
) r
p′
(∫ n
x
u(t)dt
) r
p
u(x)dx
) 1
r
×
(∫ ∞
0
f(x)pwn(x)
1−pdx
) 1
p
.
(4.3.19)
Now, for a given positive function g, we write f(x) = g(x) min(w(x), n)
1
p′χ(0,n)(x)
and (4.3.19) becomes(∫ n
0
(∫ x
0
g(t) min(w(t), n)
1
p′ dt
)q
u(x)dx
) 1
q
≤
(
r
q
) 1
r
p
1
p p
′ 1
p′
(∫ n
0
(∫ x
0
min(w(t), n)dt
) r
p′
(∫ n
x
u(t)dt
) r
p
u(x)dx
) 1
r
×
(∫ ∞
0
g(x)pdx
) 1
p
and letting n −→∞ we have, by the Monotone Convergence Theorem, that(∫ ∞
0
(∫ x
0
g(t)w(t)
1
p′ dt
)q
u(x)dx
) 1
q
≤
(
r
q
) 1
r
p
1
p p
′ 1
p′
(∫ ∞
0
(∫ x
0
w(t)dt
) r
p′
(∫ ∞
x
u(t)dt
) r
p
u(x)dx
) 1
r
×
(∫ ∞
0
g(x)pdx
) 1
p
.
In particular, if we take g of the form g(x) = f(x)w(x)
− 1
p′ for a positive function f ,
we get (4.3.16) with C ≤
(
r
q
) 1
r
p
1
p p
′ 1
p′ .
Now we characterize the weighted Hardy inequality for the case 0 < q < 1 = p.
First we need some previous results.
Definition 4.3.11. Given a positive function v, we define
v(x) = ess inf
0<t<x
v(t) = sup{λ ∈ R : |{0 < t < x : v(t) < λ}| = 0}.
Remark 4.3.12. v(x) is a decreasing function. Indeed, if x < y, then
{0 < t < x : v(t) < λ} ⊆ {0 < t < y : v(t) < λ}
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and hence
|{0 < t < y : v(t) < λ}| = 0⇒ |{0 < t < x : v(t) < λ}| = 0.
Therefore,
{λ ∈ R : |{0 < t < y : v(t) < λ}| = 0} ⊆ {λ ∈ R : |{0 < t < x : v(t) < λ}| = 0},
and taking supremum in λ we get v(y) ≤ v(x).
The following theorem is a technical result due to G. Sinnamon and V. D. Stepanov
(cf. [18, Theorem 3.2]), and states that the weighted Hardy inequality has the same
sharp constant when we consider v instead of v.
Theorem 4.3.13. Suppose that 0 < q <∞. Then the best constant in the inequality(∫ ∞
0
(∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤ C
∫ ∞
0
f(x)v(x)dx, f ≥ 0,
is unchanged when v is replaced by v.
The next proposition is due to V. D. Stepanov (cf. [20, Proposition 1(b)]). It
is a real analysis result which states that the inclusion L1(v) ⊆ Lq(u) holds when
0 < q < 1 under some conditions on the weights u and v.
Proposition 4.3.14. Assume 0 < q < 1. Let us consider C as the best constant in
inequality (∫ ∞
0
f(x)qu(x)dx
) 1
q
≤ C
∫ ∞
0
f(x)v(x)dx, f ≥ 0,
and consider
E0 =
(∫ ∞
0
(∫ ∞
x
u(t)dt
) q
1−q
(∫ ∞
x
v(t)dt
) q
q−1
u(x)dx
) 1−q
q
.
Then E0 ≈ C.
Finally, we give the characterization of Hardy’s inequality when 0 < q < 1 = p
(cf. [18, Thoerem 3.3]).
Theorem 4.3.15. Suppose that 0 < q < 1. Let us consider C as the best constant
in inequality(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤ C
∫ ∞
0
f(x)v(x)dx, f ≥ 0, (4.3.20)
and define
E =
(∫ ∞
0
v(x)
q
q−1
(∫ ∞
x
u(t)
tq
dt
) q
1−q u(x)
xq
dx
) 1−q
q
.
Then E ≈ C.
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Remark 4.3.16. Again, if we consider u(x) as u(x)
xq
then (4.3.20) becomes(∫ ∞
0
(∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤ C
∫ ∞
0
f(x)v(x)dx, f ≥ 0,
and E is now
E =
(∫ ∞
0
v(x)
q
q−1
(∫ ∞
x
u(t)dt
) q
1−q
u(x)dx
) 1−q
q
.
Proof. We use the notation introduced in Remark 4.3.16. By Theorem 4.3.13 C is
also the best constant in inequality(∫ ∞
0
(∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤ C
∫ ∞
0
f(x)v(x)dx, (4.3.21)
with f ≥ 0. We consider first that v is of the form v(x) = ∫∞
x
b(t)dt where b satisfies∫ ∞
x
b(t)dt <∞ ∀x > 0 but
∫ ∞
0
b(t)dt =∞. (4.3.22)
By Tonelli’s Theorem, (4.3.21) becomes(∫ ∞
0
(∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
≤ C
∫ ∞
0
f(x)
∫ ∞
x
b(t)dt dx
= C
∫ ∞
0
(∫ t
0
f(x)dx
)
b(t)dt,
and, by Proposition 4.3.14, E = E0 ≈ C.
Now we consider the case of a general v. For each n ∈ N, we define the function
vn(x) = v(x)χ(0,n)(x), which is finite, decreasing (cf. Remark 4.3.12) and tends to 0
when x −→∞. Fixed n ∈ N, we can approximate vn from above by functions of the
form
∫∞
x
b(t)dt with b satisfying (4.3.22). Let us consider a decreasing sequence of
such functions (vm)m converging pointwise to vn at almost every x > 0. We define
also the function un(x) = u(x)χ(0,n)(x) for each n ∈ N. Then, by the first part of
the proof, the inequality(∫ ∞
0
(∫ x
0
f(t)dt
)q
un(x)dx
) 1
q
.
(∫ ∞
0
vm(x)
q
q−1
(∫ ∞
x
un(t)dt
) q
1−q
un(x)dx
) 1−q
q
×
∫ ∞
0
f(x)vm(x)dx
holds for all f ≥ 0. Hence, expressing f as f(x) = g(x)
vm(x)
, where g ≥ 0, we have
(∫ ∞
0
(∫ x
0
g(x)
vm(x)
dt
)q
un(x)dx
) 1
q
.
(∫ ∞
0
vm(x)
q
q−1
(∫ ∞
x
un(t)dt
) q
1−q
un(x)dx
) 1−q
q
×
∫ ∞
0
g(x)dx
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and, as both (vm)
−1 and (vm)
q
q−1 are increasing, by Monotone Convergence Theorem
we have, letting m −→∞,
(∫ ∞
0
(∫ x
0
g(x)
vn(x)
dt
)q
un(x)dx
) 1
q
.
(∫ ∞
0
vn(x)
q
q−1
(∫ ∞
x
un(t)dt
) q
1−q
un(x)dx
) 1−q
q
×
∫ ∞
0
g(x)dx.
Using Monotone Convergence Theorem again, the last expression becomes, letting
n −→∞,
(∫ ∞
0
(∫ x
0
g(x)
v(x)
dt
)q
u(x)dx
) 1
q
.
(∫ ∞
0
v(x)
q
q−1
(∫ ∞
x
u(t)dt
) q
1−q
u(x)dx
) 1−q
q
×
∫ ∞
0
g(x)dx.
Expressing g as g(x) = f(x)v(x) with f ≥ 0 in the last expression, we get C ≈ E.

Chapter 5
Hardy inequalities for monotone
functions
In this chapter we are going to study the weighted Hardy inequalities presented
in previous sections but, instead of working just with positive functions, we will
consider monotone functions.
Some authors as G. H. Hardy already considered the study of Hardy inequalities
when we impose the restriction of monotony. In Section 5.1 we will give some of
the first results concerning monotone functions. However, the study of the Hardy
inequality in the cone of the monotone functions started to generate a real inter-
est when M. A. Arin˜o and B. Muckenhoupt proved, while they were studying the
boundedness of the Hardy Littlewood maximal operator, that the maximal operator
is bounded between Lorentz spaces if, and only if, the weighted Hardy inequality
restricted to positive and decreasing functions holds. We will see this fact in Sec-
tion 5.2. Then it is interesting to study the classical Hardy operator in the cone
of monotone functions, which will be the main goal in Section 5.3. Finally, in Sec-
tion 5.4 we give some applications of the study of the Hardy inequalities in the cone
of monotone functions. We study when the Lorentz spaces Λp(w) and the weak-
type Lorenz spaces Λp,∞(w) are Banach, and we relate the weak boundedness of the
maximal operator with the weak boundedness of the Hardy operator.
5.1 First results for monotone functions
As has been said in the introduction of the chapter, the Hardy inequalities in the cone
of monotone functions were considered before M. A. Arin˜o and B. Muckenhoupt’s
approach. In particular, we have a similar result to Theorem 3.2.1 with an estimate
from bellow for monotone functions (cf. [9, Theorem 2]) .
Theorem 5.1.1. If p ≥ 1, α < p− 1 and f is a positive decreasing function, then∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
xαdx ≥ p
p− 1− α
∫ ∞
0
f(x)pxαdx.
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Proof. We define F (x) =
∫ x
0
f(t)dt and, by Lebesgue Differentiation Theorem, we
have
d
dt
(F (t))p = pf(t)(F (t))p−1 ≥ pf(t)(f(t)p−1tp−1) = ptp−1f(t)p
for almost every t. Integrating from 0 to x, we get
F (x)p ≥ p
∫ x
0
tp−1f(t)pdt.
Finally, applying Tonelli’s Theorem we conclude∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
xαdx =
∫ ∞
0
F (x)pxα−pdx
≥
∫ ∞
0
(
p
∫ x
0
tp−1f(t)pdt
)
xα−pdx
= p
∫ ∞
0
(∫ ∞
t
xα−pdx
)
tp−1f(t)pdt
= p
∫ ∞
0
tα+1−p
p− α− 1t
p−1f(t)pdt
=
p
p− α− 1
∫ ∞
0
f(t)ptαdt
Remark 5.1.2. If we apply both Theorem 3.2.1 and Theorem 5.1.1 when p > 1
and α = 0, we get that, for any positive decreasing function f ,
p′
∫ ∞
0
f(x)pdx ≤
∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
dx ≤ (p′)p
∫ ∞
0
f(x)pdx.
Under some additional conditions, we can get that the integrals∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
xαdx
and ∫ ∞
0
fp(x)xαdx
are comparable (cf. [9, Theorem 2]).
Theorem 5.1.3. If 0 < p < 1, α < p − 1 and f is a positive monotone function,
then ∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
xαdx ≈
∫ ∞
0
f(x)pxαdx.
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Proof. First we assume f to be decreasing. Then one of the inequalities is Theo-
rem 3.2.1 and the other one is consequence of 1
x
∫ x
0
f(t)dt ≥ f(x). Now we assume
that f is increasing. First we notice that, for any real number α ≤ 0, we have
∫ ∞
0
f(x)xαdx =
∞∑
k=−∞
∫ 2k
2k−1
f(x)xαdx ≤
∞∑
k=−∞
f(2k)2k−12α(k−1)
=
1
2α+1
∞∑
k=−∞
f(2k)2k(α+1) =
1
22α+1
∞∑
k=−∞
f(2k)2α(k+1)2k
≤ 1
22α+1
∞∑
k=−∞
f(2k)
∫ 2k+1
2k
xαdx ≤ 1
22α+1
∞∑
k=−∞
∫ 2k+1
2k
f(x)xαdx
=
1
22α+1
∫ ∞
0
f(x)xα.
Now we observe that if f(x) is increasing then so is 1
x
∫ x
0
f(t)dt. Then, if 0 < p < 1
and α < p− 1, we have
∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
xαdx ≈
∞∑
k=−∞
(∫ 2k
0
f(t)dt
)p
2k(α−p+1)
=
∞∑
k=−∞
(
k∑
m=−∞
∫ 2m
2m−1
f(t)dt
)p
2k(α−p+1)
≤
∞∑
k=−∞
k∑
m=−∞
(∫ 2m
2m−1
f(t)dt
)p
2k(α−p+1)
≤
∞∑
k=−∞
k∑
m=−∞
f(2m)p2p(m−1)2k(α−p+1)
=
∞∑
m=−∞
( ∞∑
k=m
2k(α−p+1)
)
f(2m)p2p(m−1)
=
1
1− 2α−p+1
∞∑
m=−∞
2m(α−p+1)f(2m)p2p(m−1)
=
1
2p
1
1− 2α−p+1
∞∑
m=−∞
f(2m)p2m(α+1)
≈
∫ ∞
0
f(x)pxαdx.
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5.2 Maximal operator and the Hardy inequality
for monotone functions
We present in this section M. A. Arin˜o and B. Muckenhoupt’s approach to Hardy
inequalities in the cone of monotone functions. We first recall the definition of the
maximal operator.
Definition 5.2.1. Given f a locally integrable function in Rn, we define the Hardy-
Littlewood maximal operator as
Mf(x) := sup
x∈Q
1
|Q|
∫
Q
|f(y)|dy,
where x ∈ Rn and the supremum is taken over all cubes in Rn containing x.
We have the following bound (cf. [3, Theorem III.3.3]) for the nonincreasing
rearrangement of the Hardy-Littlewood maximal operator.
Proposition 5.2.2. If f is an integrable function in Rn, then
t(Mf)∗(t) ≤ 4n‖f‖L1 ,
with t > 0.
The following technical lemma (cf. [3, Lemma III.3.7]), known as the Caldero´n-
Zygmund covering Lemma, is needed later on.
Lemma 5.2.3. Let Ω be an open subset of Rn with finite measure. Then there is
a sequence of dyadic cubes Q1, Q2, ..., with pairwise disjoint interiors, that covers Ω
and satisfies
(i) Qk ∩ Ω 6= ∅ for all k = 1, 2, ....
(ii) |Ω| ≤∑∞k=1 |Qk| ≤ 2n|Ω|.
Now we present a theorem (cf. [3, Theorem III.3.8]) stating that the nonincreas-
ing rearrangement of the Hardy Littlewood maximal operator (Mf)∗ is equivalent
to the Hardy operator applied to the rearrangement of f , that is, f ∗∗.
Theorem 5.2.4. There exist constants c and c′ such that
c(Mf)∗(t) ≤ f ∗∗(t) ≤ c′(Mf)∗(t) (5.2.1)
for any t > 0 and any locally integrable function f in Rn. The constants c and c′
only depend on n.
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Proof. We prove first the left-hand inequality in (5.2.1). Let us fix t > 0 and assume
that f ∗∗(t) <∞ (otherwise there is nothing to prove). By Theorem 2.3.11, for any
 > 0 there are functions gt ∈ L1 and ht ∈ L∞ such that f = gt + ht and
‖gt‖L1 + t‖ht‖L∞ ≤ tf ∗∗(t) + .
Now, using Proposition 2.3.5 (ii) and (iii), Proposition 5.2.2 and taking into account
that ‖Mf‖L∞ ≤ ‖f‖L∞ , we get
(Mf)∗(s) ≤ (Mgt)∗
(s
2
)
+ (Mht)
∗
(s
2
)
≤ c
s
‖g‖L1 + ‖ht‖L∞
=
c
s
(‖g‖L1 + s‖ht‖L∞)
for all s > 0. Hence, putting s = t, we get
(Mf)∗(s) ≤ c
t
(‖g‖L1 + t‖ht‖L∞) ≤ cf ∗∗(t) + c
t
.
Letting  −→ 0, we get the left-hand inequality in (5.2.1).
Let us show now the right-hand inequality in (5.2.1). Again, we assume (Mf)∗
is finite since, otherwise, there is nothing to prove. We define the set
Ω = {x ∈ Rn : (Mf)(x) > (Mf)∗(t)}.
This set is open because if x ∈ Ω, then
sup
x∈Q
1
|Q|
∫
Q
f(y)dy > (Mf)∗(t)
and we can find a cube Q0 3 x such that
1
|Q0|
∫
Q0
f(y)dy > (Mf)∗(t),
that is, Q0 ⊆ Ω. Then Ω is a measurable set and, applying Proposition 2.3.5 (iv)
we deduce |Ω| = λMf ((Mf)∗(t)) =≤ t. Now, applying Lemma 5.2.3 we know that
there is a sequence of cubes Q1, Q2,..., with pairwise disjoint interiors, that covers
Ω, satisfying
Qk ∩ Ω 6= ∅, (5.2.2)
for all k = 1, 2..., and
∞∑
k=1
|Qk| ≤ 2n|Ω| ≤ 2nt. (5.2.3)
We define the set F = (∪∞k=1Qk)c and the functions
g = fχF c =
∞∑
k=1
fχQk and h = fχF ,
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so that f = g + h. Now, by Proposition 2.3.10 and Proposition 2.3.7 we get
f ∗∗(t) ≤ g∗∗(t) + h∗∗(t) = 1
t
∫
Rn
|g(s)|ds+ h∗(0) ≤ 1
t
‖g‖L1 + ‖h‖L∞ . (5.2.4)
We notice that by (5.2.2) each cube Qk contains a point in Ω
c and, at these points,
the maximal function is bounded by (Mf)∗(t) (because of the definition of Ω).
Hence,
1
|Qk|
∫
Qk
|f(y)|dy ≤ (Mf)∗(t)
for all k = 1, 2, ... Therefore, using this last estimate and (5.2.3), we get
‖g‖L1 =
∞∑
k=1
∫
Qk
|f(y)|dy ≤
∞∑
k=1
|Qk|(Mf)∗(t) = 2nt(Mf)∗(t). (5.2.5)
On the other hand, F is contained in Ωc and hence the maximal function is bounded
by (Mf)∗(t) in F . Now, as |f(x)| ≤ (Mf)(x) for almost every x ∈ Rn, we deduce
‖h‖L∞ = ‖fχF‖L∞ ≤ ‖(Mf)χF‖L∞ ≤ (Mf)∗(t). (5.2.6)
Finally, using (5.2.5) and (5.2.6) in (5.2.4), we conclude
f ∗∗(t) ≤ (2nt+ 1)(Mf)∗(t),
and the right-hand inequality in (5.2.1) holds with c′ = 2nt+ 1.
We define the cone of decreasing functions on Lp(w).
Definition 5.2.5. Given a weight w in R+ and 0 < p < ∞, we define the cone of
decreasing functions as
Lpdec(w) :=
{
0 ≤ f ↓ :
(∫ ∞
0
f(x)pw(x)dx
) 1
p
<∞
}
.
We already know that (Mf)∗ ≈ f ∗∗ = Hf ∗ and the following step is to see
that from this fact we can deduce that the boundedness of the Hardy-Littlewood
maximal operator M : Λp(v) −→ Λq(u) between weighted Lorentz spaces (cf. Def-
inition 2.3.12) is equivalent to the boundedness of the classical Hardy operator
H : Lpdec(v) −→ Lq(u) in the cone of monotone functions.
First we need the following lemma, stating that every positive decreasing function
on R+ is the nonincreasing rearrangement function of a function on Rn.
Lemma 5.2.6. Let f be a positive decreasing function and consider
g(x) := f(A|x|n), x ∈ Rn,
where A = |B1(0)|. Then g∗(t) = f(t) for almost every t > 0.
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Proof. First we consider that f is of the form
f(x) =
m∑
j=1
αjχ[aj ,aj+1)(t), (5.2.7)
with α1 > ... > αm and 0 = a1 < a2 < ... < am+1. Then
λg(t) = |{x ∈ Rn : f(A|x|n) > t}| =

0, if t ≥ α1,
a1, if α2 ≤ t < α1,
a2, if α3 ≤ t < α2,
...
am+1, if 0 ≤ t < αm,
that is,
λg(t) =
m+1∑
j=1
ajχ[αj+1,αj)(x),
where we define αm+1 = 0. Then
g∗(s) =

0 if s ≥ am+1,
αm if am ≤ s < am+1,
...
α1 if 0 < s < a1.
= f(s).
Now we consider a positive decreasing function f . Then we can find a sequence of
functions as the one in (5.2.7), say (sm)m, such that sm(x)↗ f(x) for almost every
x > 0. Then if we define gm(x) = sm(A|x|n) we have that gm(x)↗ f(A|x|n) = g(x)
for almost every x ∈ Rn. By Proposition 2.3.5 (vi), we have
g∗m(t) −→ g∗(t)
for all t > 0. But, as sm(t) −→ f(t) for almost every t > 0, we conclude that
g∗(t) = f(t) for almost every t > 0.
Finally, we see that the boundedness of M : Λp(v) −→ Λq(u) is equivalent to the
boundedness of H : Lpdec(v) −→ Lq(u).
Theorem 5.2.7. The boundedness of the Hardy-Littlewood maximal operator
M : Λp(v) −→ Λq(u)
is equivalent to the boundedness of the classical Hardy operator
H : Lpdec(v) −→ Lq(u)
restricted to positive functions, that is, the weights u and v for which the inequality(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)q
u(x)dx
) 1
p
≤ C
(∫ ∞
0
f(x)pv(x)dx
) 1
p
holds for all positive and decreasing functions f .
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Proof. First we assume that M : Λp(v) −→ Λq(u) is bounded. Given a positive and
decreasing function f , we consider g the function defined in Lemma 5.2.6. Then, by
Theorem 5.2.4, we deduce that
‖Hf‖q,u = ‖Hg∗‖q,u ≈ ‖(Mg)∗‖q,u . ‖g∗‖p,v = ‖f‖p,v,
and H : Lpdec(v) −→ Lq(u) is bounded.
Conversely, if H : Lpdec(v) −→ Lq(u) is bounded, using Theorem 5.2.4 we get
that
‖Mf‖Λq(u) = ‖(Mf)∗‖q,u ≈ ‖Hf ∗‖q,u . ‖f ∗‖p,v = ‖f‖Λp(v)
for all f ∈ Λq(u) and, therefore, M : Λp(v) −→ Λq(u) is bounded.
5.3 Characterization of the weighted Hardy in-
equality for monotone functions
The problem presented in Section 5.2 makes necessary to study Hardy inequalities
in the cone of monotone functions. This problem was solved by M. A. Arin˜o and
B. Muckenhoupt [1] for the diagonal case (p > 1) in 1990 and by E. Sawyer [17] in
the most general situation (p, q ≥ 1), in the same year.
First of all we consider the diagonal case, that is, the boundedness of the classical
Hardy operator H : Lpdec(w) −→ Lp(w) when p > 1.
Remark 5.3.1. One can think that the inequality(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
w(x)dx
) 1
p
≤ C
(∫ ∞
0
f(x)pw(x)dx
) 1
p
, f ≥ 0, f ↓, (5.3.1)
holds if, and only if, the Muckenhoupt condition in Theorem 4.2.1,
B = sup
r>0
(∫ ∞
r
w(x)
xp
dx
) 1
p
(∫ r
0
w(x)
−p′
p dx
) 1
p′
<∞, (5.3.2)
is satisfied. It is obvious that if the weight w satisfies (5.3.2) then (5.3.1) holds.
However, under the restriction of considering positive decreasing functions, the con-
verse is not necessarily true, i.e., if (5.3.1) is satisfied then the weight w might not
satisfy (5.3.2). For example (cf. [1]), we can consider the weight
w(x) =
1√
x
χ(1,2)c(x).
If r < 1, we have
(∫ 1
r
x−
1
2
−pdx+
∫ ∞
2
x−
1
2
−pdx
)(∫ r
0
x
p′
2pdx
) p
p′
=
(
r
1
2
−p
p− 1
2
+ Cp
)r p′2p + 1
p′
2p
+ 1

p
p′
= C ′p
1
r
+ Cp r
1
2
+ p
p′ −−→
r→0
∞,
51 Chapter 5. Hardy inequalities for monotone functions
where Cp and C
′
p are constants which only depend on p. Hence B =∞ and (5.3.2)
does not hold. However, by Theorem 3.2.1 and as f is decreasing, we have that(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
w(x)dx
) 1
p
≤
(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
x−
1
2dx
) 1
p
≤ C
(∫ ∞
0
f(x)px−
1
2dx
) 1
p
≤ C
(
2
∫ 1
0
f(x)px−
1
2dx+
∫ ∞
2
f(x)px−
1
2dx
) 1
p
≤ C ′
(∫ ∞
0
f(x)pw(x)dx
) 1
p
and (5.3.1) holds.
We want to characterize now the weighted Hardy inequality for positive mono-
tone functions in the diagonal case, with the proof given by M. J. Carro and J. Soria
(cf. [7]), which is easier than the original one of M. A. Arin˜o and B. Muckenhoupt.
First we need a previous result which is also due to M. J. Carro and J. Soria (cf.
[6, Theorem 2.1]).
Theorem 5.3.2. Let us consider a measure space (X,µ) and a weight w. Then, if
0 < p <∞, the identity∫ ∞
0
f ∗(t)pw(t)dt = p
∫ ∞
0
yp−1
(∫ λf (y)
0
w(t)dt
)
dy (5.3.3)
holds.
Proof. First we assume that f is a simple function, that is, of the form
f(x) =
N∑
i=1
aiχAi(x), (5.3.4)
where |a1| > ... > |aN | > 0 and the sets Ai are pairwise disjoint and have finite
measure. A direct computation as the ones in Example 2.3.2 and Example 2.3.6
give
λf (y) =
N∑
k=1
αkχ{|ak+1|≤y<|ak|}(y),
and
f ∗(t) =
N∑
k=1
|ak|χ{αk−1≤t<αk}(t),
5.3. Characterization of the weighted Hardy inequality for monotone functions 52
where αk :=
∑k
i=1 µ(Ai), aN+1 := 0 and α0 := 0. Then∫ ∞
0
f ∗(t)pw(t)dt =
N∑
k=1
|ak|p
∫ αk
αk−1
w(t)dt =
N∑
k=1
|ak|p
(∫ αk
0
w(t)dt−
∫ αk−1
0
w(t)dt
)
=
N∑
k=1
(|ak|p − |ak+1|p)
∫ αk
0
w(t)dt
= p
N∑
k=1
∫ |ak|
|ak+1|
yp−1
(∫ αk
0
w(t)dt
)
dy
= p
N∑
k=1
∫ |ak|
|ak+1|
yp−1
(∫ λf (y)
0
w(t)dt
)
dy
= p
∫ ∞
0
yp−1
(∫ λf (y)
0
w(t)dt
)
dy.
Now any measurable function f can be pointwise approximated (almost everywhere)
by an increasing sequence of functions as the one in (5.3.4), say (sm)m. Furthermore,
by Proposition 2.3.3 (i) and Proposition 2.3.5 (iii) we know that λsm ≤ λf and
s∗m ≤ f ∗. Then (5.3.3) follows from the Monotone Convergence Theorem.
Theorem 5.3.3. Let 1 < p <∞. The inequality(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
w(x)dx
) 1
p
≤ C
(∫ ∞
0
f(x)pw(x)dx
) 1
p
(5.3.5)
holds for all positive decreasing functions if, and only if, there exists a constant
C ′ > 0 such that ∫ ∞
r
w(x)
xp
dx ≤ C ′ 1
rp
∫ r
0
w(x)dx, (5.3.6)
for all r > 0.
Definition 5.3.4. We denote by Bp the class of weights which satisfy (5.3.6), or we
say that the weights for which (5.3.6) is true satisfy a Bp-condition.
Proof. First we assume that (5.3.5) holds for all positive decreasing functions. Fixed
r > 0, we can choose f(x) = χ(0,r)(x) and hence(∫ r
0
w(x)dx+ rp
∫ ∞
r
w(x)
xp
dx
) 1
p
≤ C
(∫ r
0
w(x)dx
) 1
p
,
or equivalently, ∫ ∞
r
w(x)
xp
dx ≤ C ′ 1
rp
∫ r
0
w(x)dx,
with C ′ = Cp − 1.
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Conversely, we assume that (5.3.6) holds for all r > 0. Let us observe that(∫ x
0
f(t)dt
)p
= p
∫ x
0
(∫ t
0
f(s)ds
)p−1
f(t)dt
= p
∫ x
0
(
1
t
∫ t
0
f(s)ds
)p−1
f(t)tp−1dt,
and if we define g(t) :=
(
1
t
∫ t
0
f(s)ds
)p−1
f(t), then
(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
w(x)dx
) 1
p
= p
1
p
(∫ ∞
0
∫ x
0
g(t)tp−1dt
w(x)
xp
dx
) 1
p
.
Now we observe that, if f is decreasing, then the function 1
t
∫ t
0
f(s)ds decreases with
t and hence, g is decreasing. Then we know that, by Theorem 5.2.6, g = h∗ with
h(x) := g(A|x|n). Applying Theorem 5.3.2, we get that∫ x
0
g(t)tp−1dt =
∫ ∞
0
∫ λh(y)
0
tp−1χ(0,x)(t)dt dy =
1
p
∫ ∞
0
min(λh(y), x)
pdy.
Finally, applying Tonelli’s Theorem, (5.3.6), Theorem 5.3.2 and Ho¨lder’s Inequality,
we conclude that∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
w(x)dx =
∫ ∞
0
∫ ∞
0
min(λh(y), x)
pdy
w(x)
xp
dx
=
∫ ∞
0
(∫ λh(y)
0
w(x)dx+ λh(y)
p
∫ ∞
λh(y)
w(x)
xp
dx
)
dy
≤ (1 + C ′)
∫ ∞
0
∫ λh(y)
0
w(x)dx dy
= (1 + C ′)
∫ ∞
0
g(x)w(x)dx
= (1 + C ′)
∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p−1
f(x)w(x)dx
≤ (1 + C ′)
(∫ ∞
0
f(x)pw(x)dx
) 1
p
×
(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
w(x)dx
) 1
p′
,
that is, (∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
w(x)dx
) 1
p
≤ C
(∫ ∞
0
f(x)pw(x)dx
) 1
p
,
with C = 1 + C ′.
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Now it remains to study the diagonal case when 0 < p ≤ 1. The conclusion will
be the same, that is, the Bp condition will be also necessary and sufficient. It is a
consequence of the following theorem (cf. [7, Theorem 2.4]).
Theorem 5.3.5. Let (N , dσ) and (M, dµ) be two σ-finite measure spaces. Given
a measurable function f in N we can define Tf(x) = Tk(f ∗σ)(x) for every x ∈ M,
where Tkg(x) :=
∫∞
0
k(x, t)g(t)dt with k(x, t) a positive kernel, and f ∗σ denotes the
nonincreasing rearrangement function of f with respect to the measure σ. Let σ0
denote another σ-finite measure in N and w0 a weight in R+. Then, if 0 < p0 ≤ 1
and p1 ≥ p0, the operator T : Λp0σ0(w0) −→ Lp1(dµ) is bounded if, and only if, there
exists a constant C > 0 such that(∫
M
(∫ σ(A)
0
k(x, t)dt
)p1
dµ(x)
) 1
p1
≤ C
(∫ σ0(A)
0
w0(x)dx
) 1
p0
, (5.3.7)
for all measurable sets A in N .
We characterize then the Hardy inequality in the cone of monotone functions for
p < 1 in the diagonal case (cf. [7, Proposition 2.5]).
Corollary 5.3.6. Let 0 < p ≤ 1 and w a weight in R+. Then tha classical Hardy
operator H : Lpdec(w) −→ Lp(w) is bounded if, and only if, w satisfies a Bp condition.
Proof. If H : Lpdec(w) −→ Lp(w) is bounded then(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
w(x)dx
) 1
p
≤ C
(∫ ∞
0
f(x)pw(x)dx
) 1
p
holds for all positive decreasing functions. In particular, given r > 0, we can consider
the characteristic function f(t) = χ(0,r)(t) and then∫ r
0
w(x)dx+
∫ ∞
r
rp
xp
w(x)dx =
∫ ∞
0
(
1
x
min(r, x)
)p
w(x)dx ≤ C
∫ r
0
w(x)dx,
which is the Bp condition.
Conversely, we take p0 = p1 = p, w0 = w, both σ and σ0 Lebesgue measure,
dµ = w(x)dx and k(x, t) = 1
x
χ(0,x)(t) in Theorem 5.3.5. Then Bp condition is
(5.3.7) and therefore the operator T : Λp(w) −→ Lp(w) is bounded. As Lpdec(w) is
a subspace of Λp(w), then T : Lpdec(w) −→ Lp(w) is also bounded. Finally, observe
that for decreasing functions, T = H.
For the non-diagonal case, the characterization of the weighted Hardy inequality
in the cone of monotone functions is based on a duality principle proved by Sawyer
in 1990 (cf. [17, Theorem 1]). We already now (cf. Proposition 2.2.1) that
sup
f≥0
∣∣∫∞
0
f(x)g(x)dx
∣∣(∫∞
0
f(x)pv(x)dx
) 1
p
=
(∫ ∞
0
|g(x)|p′v(x)1−p′dx
) 1
p′
. (5.3.8)
Sawyer result’s is the analogue of (5.3.8) when we consider the supremum over
positive and decreasing functions.
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Theorem 5.3.7. Suppose that 1 < p < ∞ and let v and g be positive measurable
functions on (0,∞) such that 0 < ∫ t
0
v(x)dx <∞ for all t > 0. Then
sup
0≤f↓
∫∞
0
f(x)g(x)dx(∫∞
0
f(x)pv(x)dx
) 1
p
≈
∫ ∞
0
(∫ ∞
x
g(t)∫ t
0
v(s)ds
dt
)p′
v(x)dx
 1p′
≈
(∫ ∞
0
(∫ x
0
g(t)dt
)p′−1(∫ x
0
v(t)dt
)1−p′
g(x)dx
) 1
p′
≈
(∫ ∞
0
(∫ x
0
g(t)dt
)p′
v(x)(∫ x
0
v(t)dt
)p′ dx
) 1
p′
+
∫∞
0
g(x)dx(∫∞
0
v(x)dx
) 1
p
.
(5.3.9)
Proof. We assume first that g has compact support in (0,∞) and ∫∞
0
g(x)dx = 1.
We define
ϕ(x) :=
(∫ ∞
x
g(t)∫ t
0
v(s)ds
dt
)p′−1
,
with 0 < x <∞. Integrating by parts we get that∫ ∞
0
ϕ(x)pv(x)dx =
[
ϕ(x)p
∫ x
0
v(t)dt
]∞
0
− p
∫ ∞
0
ϕ(x)p−1ϕ′(x)
(∫ x
0
v(t)dt
)
dx
= p′
∫ ∞
0
ϕ(x)g(x)dx.
Therefore, we have that
∫∞
0
ϕ(x)g(x)dx(∫∞
0
ϕ(x)pv(x)dx
) 1
p
=
1
p′
(∫ ∞
0
ϕ(x)pv(x)dx
) 1
p′
,
and since ϕ is a positive decreasing function, the supremum in (5.3.9) is bounded
by
1
p′
(∫ ∞
0
ϕ(x)pv(x)dx
) 1
p′
=
1
p′
∫ ∞
0
(∫ ∞
x
g(t)∫ t
0
v(s)ds
dt
)p′
v(x)dx
 1p′ . (5.3.10)
Conversely, if f is positive and decreasing, then we apply Tonelli’s Theorem and
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Ho¨lder’s inequality to get
∫ ∞
0
f(x)g(x)dx =
∫ ∞
0
f(x)
g(x)∫ x
0
v(t)dt
(∫ x
0
v(t)dt
)
dx
=
∫ ∞
0
(∫ ∞
t
f(x)g(x)∫ x
0
v(t)dt
dx
)
v(t)dt
≤
∫ ∞
0
f(t)
(∫ ∞
t
g(x)∫ x
0
v(t)dt
dx
)
v(t)dt
≤
(∫ ∞
0
f(t)pv(t)dt
) 1
p
(∫ ∞
0
(∫ ∞
t
g(x)∫ x
0
v(t)dt
dx
)p′
v(t)dt
) 1
p′
.
(5.3.11)
Using (5.3.10) and (5.3.11) we deduce the first equivalence in (5.3.9).
Now, since
∫∞
0
g(x)dx = 1, we can define (xj)−∞<j<0 as the real numbers satis-
fying
∫ xj
0
g(x)dx = 2j, and x0 :=∞. Then
∫ ∞
0
ϕ(x)pv(x)dx ≈
∫ ∞
0
(∫ ∞
x
g(t)∫ t
0
v(s)ds
dt
)p′−1
g(x)dx
=
0∑
j=−∞
∫ xj
xj−1
(∫ ∞
x
g(t)∫ t
0
v(s)ds
dt
)p′−1
g(x)dx
≥
−1∑
j=−∞
(∫ xj+1
xj
g(x)dx
)p′−1(∫ xj+1
0
v(x)dx
)1−p′ (∫ xj
xj−1
g(x)dx
)
&
−2∑
j=−∞
(∫ xj+2
0
g(x)dx
)p′−1(∫ xj+1
0
v(x)dx
)1−p′ (∫ xj+2
xj+1
g(x)dx
)
&
−2∑
j=−∞
∫ xj+2
xj+1
(∫ x
0
g(t)dt
)p′−1(∫ x
0
v(t)dt
)1−p′
g(x)dx
=
∫ ∞
0
(∫ x
0
g(t)dt
)p′−1(∫ x
0
v(t)dt
)1−p′
g(x)dx.
(5.3.12)
Conversely, we define N as the largest integer such that 2N−1 <
∫∞
0
v(x)dx (or
N = ∞ if v is not integrable). Then we define (xj)−∞<j<N as the real numbers
satisfying
∫ xj
0
v(x)dx = 2j, and xN := ∞. First of all we observe that, if ak are
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positive numbers then applying Ho¨lder’s inequality for series we get that
N−1∑
j=−∞
2j
(∑
k≥j
ak
)p′
=
N−1∑
j=−∞
2j
(∑
k≥j
2
j−k
pp′ 2
k−j
pp′ ak
)p′
≤
N−1∑
j=−∞
2j
(∑
k≥j
2
j−k
p′
)p′−1(∑
k≥j
2
k−j
p ap
′
k
)
.
N−1∑
j=−∞
2j
(∑
k≥j
2
k−j
p ap
′
k
)
=
N−1∑
j=−∞
2
k
pap
′
k
∑
j≤k
2
j
p′ .
N−1∑
j=−∞
2kap
′
k .
(5.3.13)
Therefore, applying (5.3.13) with ak = 2
−k ∫ xk+1
xk
g(x)dx, we have that
∫ ∞
0
ϕ(x)pv(x)dx =
N−1∑
j=−∞
∫ xj+1
xj
(∫ ∞
x
g(t)∫ t
0
v(s)ds
dt
)p′
v(x)dx
≤
N−1∑
j=−∞
(∫ xj+1
xj
v(x)dx
)(∑
k≥j
∫ xk+1
xk
g(x)dx∫ xk
0
v(x)dx
)p′
=
N−1∑
j=−∞
2j
(∑
k≥j
2−k
∫ xk+1
xk
g(x)dx
)p′
.
N−1∑
j=−∞
2j
(
2−j
∫ xj+1
xj
g(x)dx
)p′
=
N−1∑
j=−∞
(∫ xj
0
v(x)dx
)1−p′ ∫ xj+1
xj
p′
(∫ x
xj
g(t)dt
)p′−1
g(x)dx
.
N−1∑
j=−∞
∫ xj+1
xj
(∫ x
0
g(t)dt
)p′−1(∫ x
0
v(t)dt
)1−p′
g(x)dx
=
∫ ∞
0
(∫ x
0
g(t)dt
)p′−1(∫ x
0
v(t)dt
)1−p′
g(x)dx.
(5.3.14)
Using (5.3.12) and (5.3.14) we deduce the second equivalence in (5.3.9).
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Finally, for the third equivalence in (5.3.9), we just integrate by parts, getting∫ ∞
0
(∫ x
0
g(t)dt
)p′−1(∫ x
0
v(t)dt
)1−p′
g(x)dx
=
[
1
p′
(∫ x
0
g(t)dt
)p′ (∫ x
0
v(t)dt
)1−p′]∞
0
+
1
p
∫ ∞
0
(∫ x
0
g(t)dt
)p′ (∫ x
0
v(t)dt
)−p′
v(x)dx
=
1
p
∫ ∞
0
(∫ x
0
g(t)dt
)p′
v(x)(∫ x
0
v(t)dt
)p′ dx+ 1p′
(∫∞
0
g(x)dx
)p′(∫∞
0
v(x)dx
)p′−1 .
At the beginning of the proof we have assumed that g has compact support in (0,∞)
and
∫∞
0
g(x)dx = 1. If g has not compact support, we can consider the functions
gχ(0,n)(x), n ∈ N, which have compact support, and apply the Monotone Conver-
gence Theorem in the equivalences we have seen. In addition, if
∫∞
0
g(x)dx 6= 1, we
can just divide g by its L1-norm, which does not modify the equivalences.
As a consequence of Theorem 5.3.7 we can characterize the weighted Hardy in-
equality in the cone of monotone functions for the non-diagonal case. For simplicity,
we will assume that v in Theorem 5.3.7 satisfies
∫∞
0
v(x)dx =∞, in such a way that
(5.3.9) becomes
sup
0≤f↓
∫∞
0
f(x)g(x)dx(∫∞
0
f(x)pv(x)dx
) 1
p
≈
(∫ ∞
0
(∫ x
0
g(t)dt
)p′
v(x)(∫ x
0
v(t)dt
)p′ dx
) 1
p′
.
Definition 5.3.8. We define the adjoint of the classical Hardy operator as
(H˜f)(x) :=
∫ ∞
x
1
y
f(y)dy.
Theorem 5.3.9. Let 1 < p, q < ∞ and u, v be weight functions with v satisfying∫ x
0
v(t)dt > 0 for all x > 0 and
∫∞
0
v(x)dx =∞. Then the inequality
(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)q
u(x)dx
) 1
q
.
(∫ ∞
0
f(x)pv(x)dx
) 1
p
holds for all positive and decreasing functions f if, and only if,(∫ ∞
0
(∫ x
0
(H˜g)(t)dt
)p′
v(x)(∫ x
0
v(t)dt
)p′ dx
) 1
p′
.
(∫ ∞
0
g(x)q
′
u(x)1−q
′
dx
) 1
q′
.
(5.3.15)
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Proof. First we assume that (5.3.15) holds. If we apply Theorem 5.3.7 with g re-
placed by H˜g then, by hypothesis,
sup
0≤f↓
∫∞
0
f(x)(H˜g)(x)dx
‖f‖p,v .
(∫ ∞
0
(∫ x
0
(H˜g)(t)dt
)p′
v(x)(∫ x
0
v(t)dt
)p′ dx
) 1
p′
.
(∫ ∞
0
g(x)q
′
u(x)1−q
′
dx
) 1
q′
= ‖g‖q′,u1−q′ .
(5.3.16)
Now we observe that, by Tonelli’s Theorem,∫ ∞
0
f(x)(H˜g)(x)dx =
∫ ∞
0
f(x)
∫ ∞
x
1
y
g(y)dy dx =
∫ ∞
0
g(y)
1
y
∫ y
0
f(x)dx dy
=
∫ ∞
0
(Hf)(x)g(x)dx,
and (5.3.16) becomes
sup
0≤f↓
∫∞
0
(Hf)(x)g(x)dx
‖f‖p,v . ‖g‖q′,u1−q
′ . (5.3.17)
Finally, by Proposition 2.2.1 and (5.3.17), we have that for all 0 ≤ f ↓,
‖Hf‖q,u = sup
g≥0
∫∞
0
(Hf)(x)g(x)dx
‖g‖q′,u1−q′
. sup
g≥0
‖f‖p,v‖g‖q′,u1−q′
‖g‖q′,u1−q′
= ‖f‖p,v.
For the converse, we proceed in a similar way. First of all we notice that by
Theorem 5.3.7,(∫ ∞
0
(∫ x
0
(H˜g)(t)dt
)p′
v(x)(∫ x
0
v(t)dt
)p′ dx
) 1
p′
. sup
0≤f↓
∫∞
0
f(x)(H˜g)(x)dx
‖f‖p,v
= sup
0≤f↓
∫∞
0
(Hf)(x)g(x)dx
‖f‖p,v .
(5.3.18)
Now, by Proposition 2.2.1 and the hypothesis, we get that
sup
g≥0
∫∞
0
(Hf)(x)g(x)dx
‖g‖q′,u1−q′
= ‖Hf‖q,u . ‖f‖p,v,
and hence, (5.3.18) becomes(∫ ∞
0
(∫ x
0
(H˜g)(t)dt
)p′
v(x)(∫ x
0
v(t)dt
)p′ dx
) 1
p′
. sup
0≤f↓
‖f‖p,v‖g‖q′,u1−q′
‖f‖p,v = ‖g‖q′,u1−q
′ .
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Remark 5.3.10. (cf [10, Example 6.7]) We can get an equivalent expression for
(5.3.15) which is easier to use. Indeed, we observe that∫ x
0
(H˜g)(t)dt =
∫ x
0
∫ ∞
t
g(y)
y
dy dt =
∫ x
0
(∫ x
t
g(y)
y
dy +
∫ ∞
x
g(y)
y
dy
)
dt
=
∫ x
0
g(t)dt+ x
∫ ∞
x
g(t)
t
dt,
and hence condition (5.3.15) holds if, and only if, both conditions(∫ ∞
0
(∫ x
0
g(t)dt
)p′
v(x)(∫ x
0
v(t)dt
)p′ dx
) 1
p′
. ‖g‖q′,u1−q′ (5.3.19)
and (∫ ∞
0
(∫ ∞
x
g(t)
t
dt
)p′
xp
′ v(x)(∫ x
0
v(t)dt
)p′ dx
) 1
p′
. ‖g‖q′,u1−q′ (5.3.20)
are satisfied. If 1 < p ≤ q < ∞, we know by Theorem 4.3.1 that (5.3.19) holds if,
and only if,
sup
r>0
(∫ ∞
r
v(x)(∫ x
0
v(t)dt
)p′ dx
) 1
p′ (∫ r
0
u(x)(1−q
′)(1−q)dx
) 1
q
<∞,
and if 1 < q ≤ p <∞, we know by Theorem 4.3.9 that (5.3.19) holds if, and only if∫ ∞
0
∫ ∞
x
v(t)(∫ t
0
v(s)ds
)p′ dt

r
p′ (∫ x
0
u(t)dt
) r
p
u(x)dx

1
r
<∞.
Inequality (5.3.20) is known as the dual of Hardy’s inequality. We have not studied
this kind of inequalities in this project but they have a characterization (cf [10,
p. 4]). Namely, if 1 < p ≤ q <∞ then (5.3.20) holds if, and only if,
sup
r>0
(∫ r
0
xp
′ v(x)(∫ x
0
v(t)dt
)p′ dx
) 1
p′ (∫ ∞
r
x−qu(x)dx
) 1
q
<∞,
and if 1 < q ≤ p <∞ then (5.3.20) holds if, and only if,∫ ∞
0
∫ x
0
tp
′ v(t)(∫ t
0
v(s)ds
)p′ dt

r
p′ (∫ ∞
x
t−qu(t)dt
) r
p
x−qu(x)dx

1
r
<∞.
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5.4 Applications
The characterization of the weighted Hardy inequality in the cone of the monotone
functions has several applications. As we have seen, it characterizes the boundedness
of the maximal operator. But, furthermore, we can study the normability of Lorentz
spaces and weak-type Lorentz spaces in terms of the Hardy inequalities for positive
monotone functions as well as characterizing the weak boundedness of the maximal
operator in terms of the weak boundedness of the Hardy operator acting in the cone
of monotone functions.
5.4.1 Normability of Lorentz spaces
In this section we are going to see when the classical Lorentz spaces Λp(v) are Banach
spaces, i.e., when they have a norm equivalent to the quasi-norm defining the space.
In particular, M. A. Arin˜o and B. Muckenhoupt’s result (cf. Theorem 5.3.3) jointly
with Theorem 5.3.7 of E. Sawyer can be used to determine when the classical Lorentz
space Λp(v) is a Banach space for p > 1 (cf. [17, Theorem 4]).
We will use the following space introduced by E. Sawyer in [17].
Definition 5.4.1. We define the space
Γp(v) :=
{
f measurable on Rn :
(∫ ∞
0
f ∗∗(x)pv(x)dx
) 1
p
<∞
}
.
Theorem 5.4.2. Suppose 1 < p <∞ and v(x) is a positive measurable function on
(0,∞). The following conditions are equivalent:
(i) Λp(v) is a Banach space.
(ii) Λp(v) = Γp(v) and ‖f‖ ≈
(∫∞
0
f ∗(x)pv(x)dx
) 1
p with ‖f‖ := (∫∞
0
f ∗∗(x)pv(x)dx
) 1
p .
(iii) The inequality
(∫ r
0
v(x)dx
) 1
p
(∫ r
0
(
1
x
∫ x
0
v(t)dt
)1−p′
dx
) 1
p′
≤ Cr
holds for all r > 0.
(iv) The inequality (∫ ∞
r
v(x)
xp
dx
) 1
p
≤ B
r
(∫ r
0
v(x)dx
) 1
p
(5.4.1)
holds for all r > 0, that is, the weight v satisfies a Bp-condition.
Proof. We are going to prove (i)⇒ (iii), (iii)⇒ (iv), (iv)⇒ (ii) and (ii)⇒ (i).
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We start by assuming that (i) holds, i.e., there exists a norm ‖.‖ on Λp(v) and
positive constants C1 and C2 such that
C1‖f‖ ≤
(∫ ∞
0
f ∗(x)pv(x)dx
) 1
p
≤ C2‖f‖, (5.4.2)
for all f ∈ Λp(v). Let f be a positive decreasing function on [0,∞) with(∫ ∞
0
f(x)pv(x)dx
) 1
p
<∞
and g(x) = χ[0,r), for a fixed r > 0. Then we define the functions f˜(y) = f(A|y|n)
and g˜(y) = g(A|y|n), y ∈ Rn, being A the Lebesgue measure of the unit ball in Rn,
in such a way that f˜ ∗ = f and g˜∗ = g (cf. Lemma 5.2.6). First of all we observe
that
(f˜ ∗ g˜)(y) ≥ C
∫ r
0
f(x)dx
for all |y| ≤ (A−1r) 1n , that is,
(f˜ ∗ g˜)(y) ≥ C
∫ r
0
f(x)dx χ
B
(
0,(A−1r)
1
n
)(y).
Now we notice that if we denote
h(y) = C
∫ r
0
f(x)dx χ
B
(
0,(A−1r)
1
n
)(y)
then
λh(t) = rχ[0,C
∫ r
0 f(x)dx)
(t)
and
h∗(s) = C
∫ r
0
f(x)dx χ[0,r)(s).
Hence, by Proposition 2.3.5 (iii),
(f˜ ∗ g˜)∗(s) ≥ h∗(s) = C
∫ r
0
f(x)dx χ[0,r)(s). (5.4.3)
Therefore, applying (5.4.3) and (5.4.2) we have that
C
(∫ r
0
f(x)dx
)(∫ r
0
v(x)dx
) 1
p
≤
(∫ ∞
0
(f˜ ∗ g˜)∗(s)pv(s)ds
) 1
p
≤ C2‖f˜ ∗ g˜‖
= C2
∥∥∥∥∫
Rn
f˜(x− y)g˜(y)dy
∥∥∥∥
≤ C2
∫
Rn
g˜(y)‖f˜(· − y)‖dy
≤ C2
C1
r
(∫ ∞
0
f(x)pv(x)dx
) 1
p
,
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where in the last inequality we have used that f = f˜ ∗ and that (f˜(· − y))∗ = f˜ ∗,
since
{x ∈ Rn : |f(x− y)| > t} = {z ∈ Rn : |f(x)| > t}.
Therefore, we get that(∫ r
0
v(x)dx
) 1
p
∫∞
0
f(x)g(x)dx(∫∞
0
f(x)pv(x)dx
) 1
p
=
(∫ r
0
v(x)dx
) 1
p
∫ r
0
f(x)dx(∫∞
0
f(x)pv(x)dx
) 1
p
≤ Cr,
for all positive and decreasing function f . If we take the supremum over all positive
and decreasing functions f we have that, by Theorem 5.3.7,
Cr ≥
(∫ r
0
v(x)dx
) 1
p
sup
0≤f↓
∫ r
0
f(x)dx(∫∞
0
f(x)pv(x)dx
) 1
p
≈
(∫ r
0
v(x)dx
) 1
p
(∫ ∞
0
(∫ x
0
g(t)dt
)p′−1(∫ x
0
v(t)dt
)1−p′
g(x)dx
) 1
p′
=
(∫ r
0
v(x)dx
) 1
p
(∫ r
0
(
1
x
∫ x
0
v(t)dt
)1−p′
dx
) 1
p′
,
which is (iii).
In the second place we assume that (iii) holds, and we want to prove (iv). We
define Ak =
(
2−kp
∫ 2k
0
v(x)dx
)1−p′
, with k ∈ Z. Then, using (iii) with r = 2m we
get that
m∑
k=−∞
Ak −
m−1∑
k=−∞
Ak = Am =
(
2−mp
∫ 2m
0
v(x)dx
)1−p′
≥ C
∫ 2m
0
(
1
xp
∫ x
0
v(t)dt
)1−p′
dx
x
= C
m∑
k=−∞
∫ 2k
2k−1
(
1
xp
∫ x
0
v(t)dt
)1−p′
dx
x
≥ C
m∑
k=−∞
Ak.
(5.4.4)
Hence, we have that
m−1∑
k=−∞
Ak ≤ β
m∑
k=−∞
Ak, (5.4.5)
where 0 < β = 1− C < 1. Now, iterating (5.4.5) and applying (5.4.4) again we get
that
Aj ≤
j∑
j=−∞
Ak ≤ βm−j
m∑
k=−∞
Ak ≤ Cβm−jAm, (5.4.6)
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for all −∞ < j ≤ m < ∞. Finally, applying (5.4.6) and using that 0 < β < 1, we
have that for all j ∈ Z,∫ ∞
2j
x−pv(x)dx ≤ C
∞∑
m=j+1
2−mp
∫ 2m
2m−1
v(x)dx ≤ C
∞∑
m=j+1
2−mp
∫ 2m
0
v(x)dx
= C
∞∑
m=j+1
A1−pm ≤ C
∞∑
m=j+1
β(p−1)(m−j)A1−pj ≤ CA1−pj
=
C
(2j)p
∫ 2j
0
v(x)dx,
which is (5.4.1) with r = 2j. To see (5.4.1) we notice that for r > 0, we can find
j ∈ Z such that 2j < r < 2j+1. Then∫ ∞
r
1
xp
v(x)dx ≤
∫ ∞
2j
1
xp
v(x)dx ≤ C
(2j)p
∫ 2j
0
v(x)dx ≤ C
(2j)p
∫ r
0
v(x)dx
=
C
(2j+1)p
2p
∫ r
0
v(x)dx ≤ C
rp
∫ r
0
v(x)dx.
Now we suppose that (iv) holds. Then, by Theorem 5.3.3 we know that(∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
v(x)dx
) 1
p
≤ C
(∫ ∞
0
f(x)pv(x)dx
) 1
p
holds for all positive decreasing function. In particular, given any f ∈ Λp(v), we
have that (∫ ∞
0
f ∗∗(x)pv(x)dx
) 1
p
=
(∫ ∞
0
(
1
x
∫ x
0
f ∗(x)dx
)p
v(x)dx
) 1
p
≤ C
(∫ ∞
0
f ∗(x)pv(x)dx
) 1
p
.
In addition, as f ∗ is decreasing, we have that
xf ∗(x) ≤
∫ x
0
f ∗(t)dt,
that is, f ∗(x) ≤ f ∗∗(x), and therefore,(∫ ∞
0
f ∗(x)pv(x)dx
) 1
p
≤
(∫ ∞
0
f ∗∗(x)pv(x)dx
) 1
p
.
Finally, we assume that (ii) holds. We have to see that ‖f‖ := (∫∞
0
f ∗∗(x)pv(x)dx
) 1
p
defines a norm on Λp(v). The only non-trivial property is the triangular inequality.
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We observe that using Proposition 2.3.10 and Ho¨lder’s inequality we have that
‖(f + g)∗∗‖pp,v =
∫ ∞
0
(f + g)∗∗(x)pv(x)dx
=
∫ ∞
0
(f + g)∗∗(x)(f + g)∗∗(x)p−1v(x)dx
≤
∫ ∞
0
f ∗∗(x)(f + g)∗∗(x)p−1v(x)dx
+
∫ ∞
0
g∗∗(x)(f + g)∗∗(x)p−1v(x)dx
≤ ‖f ∗∗‖p,v
(∫ ∞
0
(f + g)∗∗(x)pv(x)dx
) 1
p′
+ ‖g∗∗‖p,v
(∫ ∞
0
(f + g)∗∗(x)pv(x)dx
) 1
p′
= ‖(f + g)∗∗‖
p
p′
p,v (‖f ∗∗‖p,v + ‖g∗∗‖p,v),
that is, ‖(f + g)∗∗‖p
(
1− 1
p′
)
p,v ≤ ‖f ∗∗‖p,v + ‖g∗∗‖p,v. Therefore
‖f + g‖ = ‖(f + g)∗∗‖p,v ≤ ‖f ∗∗‖p,v + ‖g∗∗‖p,v = ‖f‖+ ‖g‖.
Now we focus on the Lorentz space Λ1(v). In this context the Bp condition is
not going to characterize the normability of this space. We will need a new class of
weights, called B1,∞.
Definition 5.4.3. We say that a weight v is in B1,∞ if there exists a constant C > 0
such that for all 0 < s ≤ r <∞,
1
r
∫ r
0
v(t)dt ≤ C 1
s
∫ s
0
v(t)dt.
Remark 5.4.4. If we write V (x) =
∫ x
0
v(t)dt, then v ∈ B1,∞ is equivalent to say
that V is quasi-concave.
In order to study the normability of Λ1(v), we will need the following result,
which is due to M. J. Carro and J. Soria (cf. [7, Theorem 3.3]).
Theorem 5.4.5. Consider the integral operator Tkf(x) :=
∫∞
0
k(x, t)f(t)dt where
k(x, t) is a positive kernel and assume that if f is decreasing so is Tkf . Then the
operator Tkf : L
p0
dec(w0) −→ Λp1,∞(w1) with p0 ≥ 1 is bounded if, and only if,
sup
x>0
sup
r>0
∫ r
0
k(x, t)dt
(∫ r
0
w0(t)dt
)− 1
p0
(∫ x
0
w1(t)dt
) 1
p1
<∞.
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The following theorem (cf. [5, Theorem 2.3]), due to M. J. Carro, A. Garc´ıa
del Amo and J. Soria, characterizes the weights v for which the space Λ1(v) is
normable. This characterization coincide with the boundedness of the maximal
operator between Λ1(v) and its weak version (cf. Definition 2.3.13) as well as with
the boundedness of the classical Hardy operator between the decreasing functions
on L1(v) and the weak-type space L1,∞(v).
Theorem 5.4.6. The following conditions are equivalent.
(i) Λ1(v) is a Banach space.
(ii) v ∈ B1,∞.
(iii) M : Λ1(v) −→ Λ1,∞(v) is bounded.
(iv) H : L1dec(v) −→ L1,∞(v) is bounded.
Proof. We prove first that (iii) is equivalent to (iv). So we assume (iii) holds and
we consider f ∈ L1dec(v) and a function g such that g∗ = f (cf. Lemma 5.2.6). Then,
using Theorem 5.2.4 we have that
‖Hf‖L1,∞(v) = ‖Hg∗‖L1,∞(v) = sup
t>0
(Hg∗)(t)
∫ t
0
v(s)ds . sup
t>0
(Mg)∗(t)
∫ t
0
v(s)ds
= ‖Mg‖Λ1,∞(v) . ‖g‖Λ1(v) = ‖f‖L1(v),
which is (iv). Conversely, we take f ∈ Λ1(v) and we apply Theorem 5.2.4 again,
getting
‖Mf‖Λ1,∞(v) = sup
t>0
(Mf)∗(t)
∫ t
0
v(s)ds . sup
t>0
(Hf ∗)(t)
∫ t
0
v(s)ds = ‖Hf ∗‖L1,∞(v)
. ‖f ∗‖L1(v) = ‖f‖Λ1(v).
Now we prove that (ii) and (iv) are equivalent. If we take k(x, t) = 1
x
χ(0,x)(t),
w0 = w1 = v and p0 = p1 = 1 in Theorem 5.4.5 then we have that the classical
Hardy operator H : L1dec(v) −→ Λ1,∞(v) is bounded if, and only if,
sup
x>0
sup
r>0
min(x, r)
x
(∫ r
0
v(t)dt
)−1 ∫ x
0
v(t)dt <∞. (5.4.7)
On one hand the boundedness of H : L1dec(v) −→ Λ1,∞(v) is equivalent to the
boundedness of H : L1dec(v) −→ L1,∞(v), since if f is a decreasing function, then
‖Hf‖L1,∞(v) = ‖Hf‖Λ1,∞(v). On the other hand, condition (5.4.7) is equivalent to
(ii). Indeed, suppose that (5.4.7) holds. Then
min(x, r)
x
(∫ r
0
v(t)dt
)−1 ∫ x
0
v(t)dt ≤ C
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for some C > 0 and for all x, r > 0. In particular,
r
x
(∫ r
0
v(t)dt
)−1 ∫ x
0
v(t)dt ≤ C
for all 0 < r ≤ x <∞, which is (ii). Conversely, if (ii) holds we fix an x > 0. Then,
if r ≤ x,
min(x, r)
x
(∫ r
0
v(t)dt
)−1 ∫ x
0
v(t)dt =
r
x
(∫ r
0
v(t)dt
)−1 ∫ x
0
v(t)dt ≤ C,
and if r > x,
min(x, r)
x
(∫ r
0
v(t)dt
)−1 ∫ x
0
v(t)dt =
(∫ r
0
v(t)dt
)−1 ∫ x
0
v(t)dt ≤ 1,
and (5.4.7) holds.
We prove finally that (i) and (ii) are equivalent. First of all we see that (i)
implies (ii). So we assume that there exist a norm ‖.‖ on Λ1(v) and constants
C1, C2 > 0 such that
C1‖f‖ ≤ ‖f‖Λ1(v) ≤ C2‖f‖,
for all f ∈ Λ1(v). Then, given N ∈ N and functions g1, ..., gN in Λ1(v), we have that
‖g1 + ...+ gN‖Λ1(v) ≤ C2 (‖g1‖+ ...+ ‖gN‖) ≤ C2
C1
(‖g1‖Λ1(v) + ...+ ‖gN‖Λ1(v)) .
(5.4.8)
We want to see that
V (r)
r
≤ CV (s)
s
for all 0 < s ≤ r <∞. We fix s > 0 and we consider r = 2ks, with k ∈ N. We define
the functions f(x) := χ(0,2ks)(x) and fj(x) := χ(js,(j+1)s)(x), with 0 ≤ j ≤ 2k − 1.
Then, taking into account Example 2.3.6 and Lemma 5.2.6, we can consider functions
F and Fj defined in Rn such that F ∗ = f and F ∗j = f ∗j = χ(0,s) and F =
∑
j Fj.
Now, using (5.4.8) we have that
V (2ks) =
∫ ∞
0
χ(0,2ks)(t)v(t)dt = ‖F‖Λ1(v) ≤
C2
C1
2k−1∑
j=0
‖Fj‖Λ1(v) = C2
C1
2k−1∑
j=0
V (s)
=
2kC2
C1
V (s),
(5.4.9)
which is (ii) when r is of the form r = 2ks, k ∈ N. For a general r > s, s > 0 fixed,
there exists k ∈ N such that 2k−1s ≤ r ≤ 2ks. Then, using (5.4.9), we get that
V (r)
r
≤ V (2
ks)
2k−1s
≤ C2
C1
2k
2k−1
V (s)
s
=
2C2
C1
V (s)
s
,
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which is (ii). Finally, if we assume that (ii) holds then, Theorem 1.1 in [11, §II]
claims that there exists a decreasing w such that if W (x) =
∫ x
0
w(t)dt, then V ≈ W .
Thus Λ1(v) = Λ1(w). The proof is over because ‖.‖Λ1(w) is a norm if, and only if, w
is decreasing (cf. [14]).
As in Theorem 5.4.6 the normability of the Lorentz space Λp(w) can be also
characterized in terms of the maximal operator when p > 1. We are going to see
that Λp(w) is normable if, and only if, the maximal operator M : Λp(w) −→ Λp,∞(w)
is bounded. We first consider the following result due to M. J. Carro and J. Soria
(cf. [7, Theorem 3.3]).
Theorem 5.4.7. Let Tkf(x) =
∫∞
0
k(x, t)f(t)dt and let us assume that Tkf is a
nonincreasing function whenever f is a nonincreasing function. Then, the operator
Tk : L
p
dec(w) −→ Λp,∞(w) is bounded if, and only if,
sup
z>0
(∫ ∞
0
(∫ y
0
k(z, t)dt
)p′ (∫ y
0
w(t)dt
)−p′
w(y)dy
) 1
p′
+
∫ ∞
0
k(z, t)dt
(∫ ∞
0
w(s)ds
)−1
p
)(∫ z
0
w(s)ds
) 1
p
<∞.
(5.4.10)
Proof. The operator Tk : L
p
dec(w) −→ Λp,∞(w) is bounded if, and only if,
sup
y>0
y
(∫ λTkf (y)
0
w(x)dx
) 1
p
≤ C‖f‖Lp(w)
for all f ∈ Lpdec(w). The functions in Lpdec(w) decrease and hence Tkf decreases for
all f ∈ Lpdec(w). Therefore for the previous supremum it is enough to take y of the
form Tk(z) for z > 0 and the operator Tk : L
p
dec(w) −→ Λp,∞(w) is bounded if, and
only if,
sup
z>0
Tkf(z)
(∫ z
0
w(x)dx
) 1
p
≤ C‖f‖Lp(w)
for all f ∈ Lpdec(w), where we have used that λTkf (Tkz) = z (since Tkf is decreasing).
Equivalently,
sup
z>0
Tkf(z)
‖f‖Lp(w)
(∫ z
0
w(x)dx
) 1
p
≤ C
for all f ∈ Lpdec(w), that is,
sup
z>0
sup
f∈Lpdec(w)
Tkf(z)
‖f‖Lp(w)
(∫ z
0
w(x)dx
) 1
p
≤ C.
Now notice that by Theorem 5.3.7 (taking g(t) = k(x, t)), the previous quantity is
comparable to (5.4.10).
69 Chapter 5. Hardy inequalities for monotone functions
Theorem 5.4.8. The following are equivalent:
(i) Λp(w) is a Banach space.
(ii) H : Lpdec(w) −→ Lp,∞(w).
(iii) M : Λp(w) −→ Λp,∞(w).
Proof. To prove (i)⇔ (ii) take k(x, t) = 1
x
χ(0,x)(t) in Theorem 5.4.7. Then (5.4.10)
becomes (∫ z
0
(
1
y
∫ y
0
w(t)dt
)−p′
w(y)dy
) 1
p′ (∫ z
0
w(t)dt
) 1
p
≤ Cz,
for all z > 0, which is equivalent to the Bp condition (cf. Theorem 5.4.2) and, hence,
to the normability of Λp(w). Notice also that Hf is always decreasing since f is
decreasing and, then, the image of H is a subspace of Λp,∞(w).
The equivalence H : Lpdec(w) −→ Lp,∞(w) ⇔ M : Λp(w) −→ Λp,∞(w) can be
proved in the same way as H : Lp,∞dec (w) −→ Lp,∞(w) ⇔ M : Λp,∞(w) −→ Λp,∞(w)
(see later on the proof (i)⇔ (ii) in Theorem 5.4.17).
5.4.2 Normability of weak Lorentz spaces
In this section we deal with the analogous problem of Section 5.4.1 for the weak-type
Lorentz space Λp,∞(v). We will see that the normability will be equivalent to having
the weight in Bp and, in this context, we can study all the cases at the same time
considering just 0 < p <∞. We follow in this section J. Soria’s article [19].
The following proposition (cf. [19, Proposition 2.1]) shows that, in some sense,
Λp,∞(v) does not depend on p.
Proposition 5.4.9. Let 0 < p <∞ and α > −1. For a given weight v, define
vα(t) := (1 + α)V (t)
αv(t).
Then ‖.‖Λp,∞(v) = ‖.‖Λp(α+1),∞(vα) and hence Λp,∞(v) = Λp(α+1),∞(vα).
Remark 5.4.10. If we take α = 1
p
− 1 > −1 in Proposition 5.4.9, we have that
Λp,∞(v) = Λ1,∞(v 1
p
−1),
in such a way that we have moved the p from the space to the weight.
Proof. Since(∫ t
0
vα(r)dr
) 1
p(α+1)
=
(∫ t
0
(1 + α)V (r)αv(r)dr
) 1
p(α+1)
=
([
v(r)α+1
]t
r=0
) 1
p(α+1)
= V (t)
1
p ,
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we have that
‖f‖Λp(α+1),∞(vα) = sup
t>0
f ∗(t)
(∫ t
0
vα(r)dr
) 1
p(α+1)
= sup
t>0
f ∗(t)V (t)
1
p = ‖f‖Λp,∞(v).
We will need also the following theorem (cf [19, Theorem 2.5]), which is a char-
acterization of a Bp weight v in terms of its primitive V .
Theorem 5.4.11. Let 0 < p <∞. The following are equivalent:
(i) v ∈ Bp.
(ii)
∫ r
0
tp−1
V (t)
dt ≤ C rp
V (r)
.
(iii)
∫∞
r
V (t)
tp+1
dt ≤ C V (r)
rp
.
Proof. A weight v ∈ Bp if and only if there exists a constant C > 0 such that∫ ∞
r
v(t)
tp
dt ≤ CV (r)
rp
for all r > 0. Equivalently, ∫ s
r
v(t)
tp
dt ≤ CV (r)
rp
(5.4.11)
for all s > r > 0. Integrating by parts,∫ s
r
v(t)
tp
dt =
V (s)
sp
− V (r)
rp
+ C
∫ s
r
V (t)
tp+1
dt,
and then (5.4.11) is equivalent to
V (s)
sp
≤ CV (r)
rp
and
∫ ∞
r
V (t)
tp+1
dt ≤ CV (r)
rp
.
But now observe that the first condition is consequence of the second one since∫ ∞
r
V (t)
tp+1
dt ≥
∫ ∞
s
V (t)
tp+1
dt ≥ V (s)
∫ ∞
s
1
tp+1
dt =
V (s)
sp
.
Therefore 5.4.11 is just equivalent to∫ ∞
r
V (t)
tp+1
dt ≤ CV (r)
rp
,
which is (iii). Finally, to see equivalence between (ii) and (iii) we use the following
result in [16]: if m is a positive function, 0 < r <∞, then∫ r
0
m(s)
ds
s
≈ m(r)
if, and only if, ∫ ∞
r
1
m(s)
ds
s
≈ 1
m(r)
.
The equivalence between (ii) and (iii) follows taking m(r) = r
p
V (r)
.
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Definition 5.4.12. Given a weight v, we denote V (t) =
∫ t
0
v(s)ds. For 0 < p <∞,
we say that V is a p quasi-concave function if there exists a constant C > 0 such
that for all 0 < s ≤ r <∞,
V (r)
rp
≤ CV (s)
sp
. (5.4.12)
The next proposition (cf. [19, Proposition 2.6]) allows us to construct Bp weights.
Proposition 5.4.13. Let 0 < p < ∞, α > −1 and  > 0. If V satisfies (5.4.12),
then vα ∈ Bp(α+1)+.
Remark 5.4.14. If we take α = 0 in Proposition 5.4.13, then v ∈ Bp+ for all  > 0,
that is,
v ∈ ∩q>pBq.
Proof. We observe that ∫ r
0
vα(s)ds = V (r)
α+1
and, by Theorem 5.4.11 (iii), it is enough to prove that∫ ∞
r
V (s)α+1
sp(α+1)++1
ds ≤ C V (r)
α+1
rp(α+1)+
.
But we notice that, integrating by parts,∫ ∞
r
V (s)α+1
sp(α+1)++1
ds = C ′
V (r)α+1
rp(α+1)+
+ C ′′
∫ ∞
r
V (s)α
sp(α+1)+
v(s)ds,
so it is enough to see that∫ ∞
r
V (s)α
sp(α+1)+
v(s)ds ≤ C V (r)
α+1
rp(α+1)+
.
Finally, using the p quasi-concavity of V , we conclude that∫ ∞
r
V (t)α
tp(α+1)+
v(t)dt =
∫ ∞
r
(
V (t)
1
p
t
)p(α+1)+
V (t)−1−

pv(t)dt
≤ C
(
V (r)
1
p
r
)p(α+1)+ ∫ ∞
r
V (t)−1−

pv(t)dt
= C
(
V (r)
1
p
r
)p(α+1)+ [
−p

V (t)−

p
]∞
t=r
≤ C
(
V (r)
1
p
r
)p(α+1)+
V (r)−

p = C
V (r)α+1
rp(α+1)+
.
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Before studying the normability of Λp,∞(v), it is necessary to study the bounded-
ness of the classical Hardy operator H between weak-type Lebesgue spaces Lp,∞(v)
restricted to positive decreasing functions. We need first the next proposition (cf. [19,
Proposition 2.7]), which shows that for certain monotone operators, the bounded-
ness on the class Lp,∞dec (v) of decreasing functions in L
p,∞(v) is determined by the
action on a particular function.
Proposition 5.4.15. Let X be a class of functions in R+. Consider a functional
N defined on functions on R+ satisfying
(i) f ∈ X if, and only if, N(f) <∞,
(ii) there exists C > 0 such that for all f, g ∈ X with 0 ≤ f ≤ g, N(f) ≤ CN(g),
(iii) there exists C > 0 such that for all λ > 0, N(λf) ≤ CλN(f).
Let 0 < p < ∞ and let T be a positive operator defined on Lp,∞dec (v) satisfying
that
(iv) there exists a constant C > 0 so that for all f, g ∈ Lp,∞dec (v) with 0 ≤ f ≤ g we
have T (f) ≤ CT (g).
Then T : Lp,∞dec (v) −→ X if, and only if, N(T (V −
1
p )) <∞.
Proof. First of all we notice that∥∥∥V − 1p∥∥∥
Lp,∞(v)
= sup
t>0
V −
1
pV (t)
1
p = 1 <∞,
an hence V −
1
p ∈ Lp,∞(v). If T : Lp,∞dec (v) −→ X, then T (V −
1
p ) ∈ X or, equivalently,
N(T (V −
1
p )) <∞.
Conversely, we notice that if f ∈ Lp,∞dec (v), then
f(t) ≤ ‖f‖Lp,∞(v)V (t)−
1
p
for all t > 0. Then, using the properties of T we get that
T (f) ≤ C‖f‖Lp,∞(v)T
(
V (t)−
1
p
)
and using the properties of N , we conclude that
N(Tf) ≤ C‖f‖Lp,∞(v)N
(
T
(
V (t)−
1
p
))
.
We characterize now (cf. [19, Theorem 2.8]) the weights for which the operator
H : Lp,∞dec (v) −→ Lp,∞(v) is bounded and, in addition, we state a p−  condition for
the corresponding weights.
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Theorem 5.4.16. Let 0 < p <∞. Then
(i) H : Lp,∞dec (v) −→ Lp,∞(v) if, and only if,∫ r
0
1
V (t)
1
p
dt ≤ C r
V (r)
1
p
(5.4.13)
for all r > 0.
(ii) If v satisfies (5.4.13), then there exists q > p such thatH : Lq,∞dec (v) −→ Lq,∞(v).
Proof. To prove (i) we take T = H, X = Lp,∞(v) and N = ‖.‖Lp,∞(v) in Proposi-
tion 5.4.15. Then∥∥∥H(V − 1p )∥∥∥
Lp,∞(v)
= sup
t>0
1
t
(∫ t
0
V (s)−
1
pds
)
V (t)
1
p <∞,
which is (5.4.13).
Now we prove (ii). Let f(t) = V (t)−
1
p in such a way that ‖f‖Lp,∞(v) = 1
(cf. proof of Proposition 5.4.15). We define
Hkf(t) := H(Hk−1f)(t),
with H1f(t) = (Hf)(t). We notice that if v satisfies (5.4.13), then by (i) we have
that H : Lp,∞dec (v) −→ Lp,∞(v), and therefore Hf ∈ Lp,∞dec (v). So Hk is well-defined.
Now we claim that
Hkf(t) = 1
t
∫ t
0
f(r)
(k − 1)! log
k−1
(
t
r
)
dr.
Indeed, for k = 2 we have that, integrating by parts,
H2f = 1
t
∫ t
0
1
r
∫ r
0
f(s)ds dr =
1
t
∫ t
0
f(s)ds log(t)− 1
t
=
1
t
∫ t
0
f(r)
1!
log2−1
(
t
r
)
dr.
In addition, if we assume the formula hols for k then, applying Fubini’s Theorem,
Hk+1f(t) = 1
t
∫ t
0
1
r
∫ r
0
f(s)
(k − 1)! log
k−1
(r
s
)
ds dr
=
1
t
∫ t
0
f(s)
∫ t
s
1
r
1
(k − 1)! log
k−1
(r
s
)
dr ds
=
1
t
∫ t
0
f(s)
1
k!
logk
(
t
s
)
ds.
By (i), we know there exists A > 0 such that ‖Hkf‖Lp,∞(v) ≤ Ak‖f‖Lp,∞(v) = Ak. If
we take 0 <  < 1
A
, then
∞∑
k=1
‖kHkf‖Lp,∞(v) ≤
∞∑
k=1
(A)k <∞,
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and hence
∞∑
k=1
‖kHkf‖Lp,∞(v) ≤ C
for some C > 0. Now notice that given α = 2
p
−1 we have that, by Proposition 5.4.9,
‖g‖Lp,∞dec (v) = ‖g‖L2,∞dec (vα) for all function g ∈ L
p,∞
dec (v). Then, as L
2,∞
dec (vα) is a Banach
space,∥∥∥∥∥
∞∑
k=1
kHkf
∥∥∥∥∥
Lp,∞dec (v)
=
∥∥∥∥∥
∞∑
k=1
kHkf
∥∥∥∥∥
L2,∞dec (vα)
≤ C
∞∑
k=1
‖kHkf‖L2,∞dec (vα)
= C
∞∑
k=1
‖kHkf‖Lp,∞dec (v) ≤ C.
(5.4.14)
Now we observe that( ∞∑
k=1
kHkf
)
(t) =
1
t
∞∑
k=0
k+1
∫ t
0
V (r)−
1
p
k!
logk
(
t
r
)
dr
=

t
∫ t
0
V (r)−
1
p
∞∑
k=0
(
 log
(
t
r
))k
k!
dr
=

t
∫ t
0
V (r)−
1
p e log
t
r dr
=

t
∫ t
0
V (r)−
1
p
(
t
r
)
dr
and (5.4.14) gives (

t
∫ t
0
V (r)−
1
p
(
t
r
)
dr
)
V (t)
1
p ≤ C (5.4.15)
for all t > 0. Now from (5.4.13) we have that
s
V (s)
1
p
≤
∫ t
0
1
V (r)
1
p
dr ≤ C t
V (t)
1
p
for all s > t > 0, which is the p quasi-concave condition. Applying this to (5.4.15)
we get that
V (t)

p
t
V (t)
1
p
∫ t
0
V (r)−
1
pV (r)−

pdr ≤ C,
which is ∫ t
0
V (r)−
1+
p dr ≤ C t
V (t)
1+
p
.
This implies that H : Lq,∞dec (v) −→ Lq,∞(v) with q = p1+ .
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Finally, we present the desired result (cf. [19, Theorem 3.1]). The norma-
bility of the weak-type Lorentz space Λp,∞(v) will be equivalent to the bound-
edness of the Hardy operator H : Lp,∞dec (v) −→ Lp,∞(v), the maximal operator
M : Λp,∞(v) −→ Λp,∞(v) or to have the weight v in Bp.
Theorem 5.4.17. Let 0 < p <∞ and let v be a weight in R+. Then, the following
are equivalent.
(i) M : Λp,∞(v) −→ Λp,∞(v).
(ii) v satisfies (5.4.13), that is,∫ r
0
1
V (t)
1
p
dt ≤ C r
V (r)
1
p
for all r > 0.
(iii) v ∈ Bp.
(iv) If ‖f‖∗Λp,∞(v) := supt>0(Hf ∗)(t)V (t)
1
p , then ‖.‖Λp,∞(v) ≈ ‖.‖∗Λp,∞(v).
(v) Λp,∞(v) is a Banach space.
Proof. We will prove (i)⇔ (ii)⇔ (iii) and (ii)⇔ (iv)⇒ (v)⇒ (ii).
We start proving (i)⇔ (ii). First of all we are going to see that the boundedness
of M : Λp,∞(v) −→ Λp,∞(v) is equivalent toH : Lp,∞dec (v) −→ Lp,∞(v). So we assume
(i) holds and we take f ∈ Lp,∞dec (v). Then, by Lemma 5.2.6, we can find a function
f˜ such that f˜ ∗ = f . Therefore, applying Theorem 5.2.4,
‖Hf‖Lp,∞(v) = ‖Hf˜ ∗‖Lp,∞(v) = sup
t>0
(Hf˜ ∗)(t)V (t) 1p . sup
t>0
(Mf˜)∗(t)V (t)
1
p
= ‖Mf˜‖Λp,∞(v) . ‖f˜‖Λp,∞(v) = ‖f‖Lp,∞(v).
Conversely, assume H : Lp,∞dec (v) −→ Lp,∞(v) and take f ∈ Λp,∞(v). Then, applying
again Theorem 5.2.4,
‖Mf‖Λp,∞(v) = sup
t>0
(Mf)∗(t)V (t)
1
p . sup
t>0
(Hf ∗)(t)V (t) 1p = ‖Hf ∗‖Lp,∞(v)
. ‖f ∗‖Lp,∞(v) = ‖f‖Λp,∞(v).
Finally, by Theorem 5.4.16, H : Lp,∞dec (v) −→ Lp,∞(v) is equivalent to (ii).
We prove now (ii) ⇔ (iv). Assume first that (iv) holds and take f ∈ Lp,∞dec (v).
As before, we can find f˜ such that f˜ ∗ = f . Then,
‖Hf‖Lp,∞(v) = sup
t>0
(Hf˜ ∗)(t)V (t) 1p = ‖f˜‖∗Λp,∞(v) . ‖f˜‖Λp,∞(v) = ‖f‖Lp,∞(v),
which means that H : Lp,∞dec (v) −→ Lp,∞(v), which is equivalent to (ii) by Theo-
rem 5.4.16. Conversely, assume (ii) holds and, by Theorem 5.4.16, we have that
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H : Lp,∞dec (v) −→ Lp,∞(v). On one hand, as f ∗ ≤ f ∗∗, ‖f‖Lp,∞(v) ≤ ‖f‖∗Lp,∞(v). On
the other hand,
‖f‖∗Lp,∞(v) = sup
t>0
(Hf ∗)(t)V (t) 1p = ‖Hf ∗‖Lp,∞(v) . ‖f ∗‖Lp,∞(v) = ‖f‖Λp,∞(v).
Since ‖.‖∗Λp,∞(v) is a norm (recall that (f + g)∗∗ ≤ f ∗∗ + g∗∗) clearly (iv) implies
(v).
We prove now (ii) ⇔ (iii). Suppose that v satisfies (ii). Then, by Theo-
rem 5.4.16, there exists q > p such that H : Lq,∞dec (v) −→ Lq,∞(v). Then v satisfies
(ii) with q instead of p and hence (cf. proof of Theorem 5.4.16) V satisfies the q
quasi-concave condition (5.4.12). By Proposition 5.4.13, v ∈ Bp. Now assume (iii)
is satisfied. If 0 < p ≤ 1 then V satisfies the p quasi-concave condition and, by
Theorem 5.4.11 (ii),(
t
V (t)
1
p
)p−1 ∫ t
0
1
V (r)
1
p
dr ≤
∫ t
0
(
r
V (r)
1
p
)p−1
1
V (r)
1
p
dr ≤ C t
p
V (t)
,
which is (ii). If p > 1 we take 1 < q < p such that v ∈ Bq (cf. [2, Theorem 1.1])
and s = q−1
p−1 . Then, using Ho¨lder’s Inequality and Theorem 5.4.11 (ii),∫ t
0
1
V (r)
1
p
dr =
∫ t
0
rs
V (r)
1
p
1
r
s
p
1
s
s
p′
≤ C
(∫ t
0
rps
V (r)
dr
rs
) 1
p
t
1−s
p′
= C
(∫ t
0
rq−1
V (r)
dr
) 1
p
t1−
q
p ≤ C t
V (t)
1
p
.
Finally, we prove that (v) implies (ii). So we assume Λp,∞(v) is a Banach space.
Using Proposition 5.4.9, we can assume that p = 1. Proceeding as in the proof of
(i) ⇒ (ii) in Theorem 5.4.6, we have that V is quasi-concave. Now we claim that
given A > 0, we can find B > 0 such that for all t > 0,
V (At) ≤ BV (t). (5.4.16)
Indeed, using the quasi concavity of V ,
V (At) ≤ V ((A+ 1)t) ≤ C(A+ 1)t
t
V (t) = BV (t).
Now fix N ∈ N even and  > 0. Define fj(x) = 1V (|j−|x|n|) with x ∈ Rn, j = 1, ..., N .
We want to show that there exists C > 0 independent of  and j such that
‖fj‖Λ1,∞(v) ≤ C. (5.4.17)
With this aim we define m := inft>0
1
V (t)
. We notice that m > 0 if, and only if,
v is integrable on Rn. Indeed, if v is not integrable then there exists t0 such that
V (t) =∞ for all t ≥ t0, and hence m = 0. Conversely, if v is integrable in Rn, then
1
V (t)
≥ 1‖v‖L1(Rn) > 0.
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When m = 0, we take 0 < s <∞ and define
α(s) := inf
{
r :
1
V (r)
= s
}
.
Notice that by the continuity of v, V (α(s)) = 1
s
. We have the following estimate for
the distribution function of fj:
λfj(s) =
∣∣∣∣{x : 1V (|j − |x|n|) > s
}∣∣∣∣ = C ∫{ρ: 1V (|j−|ρ|n|)>s} ρn−1dρ
= C
∫
{ρ:|j−ρn|<α(s)}
ρn−1dρ = C
∫
{ρ:ρn>j−α(s) and ρn<j+α(s)}
ρn−1dρ
=
 C
∫ (j+α(s)) 1n
0
ρn−1dρ, if j − α(s) ≤ 0,
C
∫ (j+α(s)) 1n
(j−α(s)) 1n
ρn−1dρ, if j − α(s) > 0,
=
{
C 1
n
(j + α(s)), if j − α(s) ≤ 0,
C
n
2α(s), if j − α(s) > 0,
≤ Cα(s).
Hence, using (5.4.16),
‖fj‖Λ1,∞(v) = sup
t>0
tV (λfj(t)) ≤ sup
t>0
tV (Cα(t)) ≤ C sup
t>0
tV (α(t)) = C.
For the case m > 0 we proceed similarly. The problem would be that for the
real numbers satisfying s < 1‖v‖L1
we would have λfj(s) = ∞. But notice that for
s < 1‖v‖L1
, sV (λfj(s)) ≤ 1‖v‖L1 ‖v‖L1 = 1, and this would not affect that ‖fj‖Λ1,∞(v) is
bounded.
Now, given x ∈ Rn with |x|n < N, we take the k ∈ {0, ..., N − 1} satisfying
k ≤ |x|n < (k + 1). Then
N∑
j=1
1
V (|j − |x|n|) =
k∑
j=1
1
V (|j − |x|n|) +
N∑
j=k+1
1
V (|j − |x|n|) = I + II.
In I, since |x|n − j ≤ (k + 1− j), then
I ≥
k∑
j=1
1
V ((k + 1− j)) =
k∑
j=1
1
V (j)
.
Similarly, applying in II that j − |x|n ≤ (j − k), we have that
II ≥
N∑
j=k+1
1
V ((j − k)) =
N−k∑
j=1
1
V (j)
.
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Then either k ≥ N
2
or N − k ≥ N
2
, so
N∑
j=1
1
V (|j − |x|n|) ≥
k∑
j=1
1
V (j)
+
N−k∑
j=1
1
V (j)
≥
N
2∑
j=1
1
V (j)
(5.4.18)
for all |x|n < N. Now, using (5.4.18), (5.4.16), the hypothesis and (5.4.17), we have
that  N2∑
j=1
1
V (j)
V (N) ≤ C ∥∥∥∥∥
N∑
j=1
fj
∥∥∥∥∥
Λ1,∞(v)
≤ CN,
for all |x|n < N. Then, as 1
V
decreases,(
1

∫ N
2

dr
V (r)
)
V (N) ≤
 N2∑
j=1
1
V (j)
V (N) ≤ CN. (5.4.19)
Now if we take s = N
2
in (5.4.19) then
N
∫ s
2s
N
dt
W (t)
≤ CN 2s
W (2s)
≤ CN 2s
2W (s)
= CN
s
W (s)
,
and taking N −→∞, ∫ s
0
dt
W (t)
≤ C s
W (s)
,
which is (ii).
5.4.3 Maximal operator and normability of Lorentz spaces
We can summarize what has been seen in Sections 5.4.1 and 5.4.2 in the following
way. Using Theorem 5.2.7, Theorem 5.3.3, Corollary 5.3.6 and Theorem 5.4.17, we
have that, for p > 0,
M : Λp(u) −→ Λp(u)⇔ H : Lpdec(u) 7−→ Lp(u)
⇔ u ∈ Bp
⇔ Λp,∞(u) is Banach.
(5.4.20)
That means that the strong boundedness of the maximal operator is equivalent
to the normability of the weak-type Lorentz space. Similarly, using Theorem 5.4.2,
Theorem 5.4.6 and Theorem 5.4.8, we get that
M : Λp(u) −→ Λp,∞(u)⇔ H : Lpdec(u) 7−→ Lp,∞(u)
⇔ u ∈ Bp
⇔ Λp(u) is Banach,
(5.4.21)
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if p > 1, and
M : Λ1(u) −→ Λ1,∞(u)⇔ H : L1dec(u) 7−→ L1,∞(u)
⇔ u ∈ B1,∞
⇔ Λ1(u) is Banach.
(5.4.22)
Example 5.4.18. Now, for example, if we take p = 1 and u ≡ 1 in (5.4.20), we get
M : L1 −→ L1 ⇔ L1,∞ is Banach.
Since the maximal operator is not bounded in L1, we can deduce that the weak-type
Lebesgue space L1,∞ is not normable. Similarly, if we take u ≡ 1 in (5.4.21), we get
that
M : Lp −→ Lp,∞ ⇔ Lp is Banach,
and the weak boundedness of the maximal operator on Lp, p > 1, can be deduced.
Furthermore, if we take u ≡ 1 in (5.4.22), we have that
M : L1 −→ L1,∞ ⇔ L1 is Banach,
and the weak boundedness of the maximal operator on L1 can be deduced.
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