Active model based control scheme and reference model of a helicopter
illustrates the active model based control scheme. The error between the reference model and the actual dynamics of the controlled plant is estimated by an on-line modeling strategy. The control, which is designed according to the reference model, should be able to compensate the estimated model error and it in real time. In the followings of this paper, we use the ASMF as the active modeling algorithm and the modified GPC as the control. For normal missions of an unmanned helicopter, the flight modes include hovering (velocity under 5m/s), cruising (velocity above 5m/s), taking off and landing (distance to the ground is below 3m while significant ground effect exists) and the transitions among these modes. A reference model is typically obtained by linearizing the nonlinear dynamics of a helicopter at one flying mode. The model errors from linearization, external disturbance, simplification, and un-modeled dynamics can be considered as additional process noise [22] . Thus, a linearized state-space model for helicopter dynamics in full flight envelope can be formulated as 
where 13 XR ∈ is the state, including 3-axis velocity, pitch and roll angle, 3-axis angle rate, flapping angles of main rotor and stabilizer bar, and the feedback of yaw gyro.
8 t YR ∈ is the output, including 3-axis velocity, pitch and roll angle and 3-axis angle rate, 0 A and 0 B contain parameters that can be identified in different flight modes, and we use them to describe the parameters in hovering mode.
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UR ∈ is the control input vector.
8
CR × ∈ is the output matrix, kR ∈ is the time-delay for the driving system. The detail of building the nominal model and physical meaning of parameters is explanted in Appendix A.
To describe the dynamics change, in equation (1), here, we introduce 13 (,, ) tt t fXXW R ∈  to represent the time varying model error in full flight envelope, and 13 t WR ∈ is the process noise.
The following two sections, based on model (1) will describe the way to estimate (,, ) tt t f XXW  and to compensate for model errors from process noise, parameters change, control delay and flight mode change in real applications.
ASMF based active model error estimation
As illustrated in Fig.1 , adopting the active modeling process to get the model error f and system state X is the basis for elimination of the model error. Controller can only work based on nominal model and feedback of state and model error from active modeling process. In this section, the active modeling process is built based on an adaptive set-membership filter (ASMF) [19] since the UBB process noise. First, we must obtain the reference equation for estimation. Compared with the sampling frequency (often >50Hz for flight control) of the control system, the model error ( , , ) f XXW  can be considered as a slow-varying vector, which means Thus, the Kalman type filter cannot be applied, and adaptive set-membership filter, which is developed for UUB process noise and can get the uncertain boundaries of the states, is considered to estimate the states and model errors here. In this section we only present the result of ASMF and please refer to [19] 
Modified GPC for unmanned helicopters
To eliminate the negative influence of model errors and control delay in flight, besides the active estimation algorithm like ASMF that does not require a normal distribution assumption, an effective control algorithm has to be designed according to the reference model of Eq. (1) while adopting the on-line estimation of f as compensation. We describe the normal GPC in Section 4.1, and then, the modified scheme is proposed in Section 4.2 & 4.3 to eliminate the negative influence of model errors in real applications.
Preliminary work for generalized predictive control
Generally, for a linear system with actuator time delay like,
where
is the system state vector at sampling time t,
is the output vector,
is the control input vector, k is the actuators' time-delay and t W is process noise;
traditional Generalized Predictive Control (GPC) [23] can be designed as:
Step I: Make prediction
Firstly, for the case that predictive step i is less than time-delay k (i.e., the time instant that system behavior cannot be regulated through current and future control action), prediction can be denoted as following equation,
whereˆ| ti Xt + is the prediction state at time t+i, the superscript 1 denotes that the part of predicted variable that is independent of the current and future's control actions. Secondly, for the case that prediction step i is larger than the time delay k,
where p is the prediction range; similarly,
denotes the sub-variable of 1| tki t X ++− that is independent of the current and future's control actions.
Step II: Receding horizon optimization After making prediction, the control vector can be obtained by minimize the following cost function:
And the optimal control inputs can be denoted as, Step III: Control implementation
The first element of vector * t U is used as the control to the real plant. After that, go back to step I at the next time instant. However, with application to the unmanned helicopters, this kind of GPC algorithm has the following three disadvantages, which will be solved in the next two sections: 1. It cannot reject the influence of working mode changes, i.e., if 00 0 00 0
where 00 (,) xu is the current operation point, which cannot be ensured on-line, 00 (,) xu π is the valid range for model linearization and t x is the absolute state at time t, t u is the absolute control input at time t. The biased prediction, due to the changing operation point 00 (,) xu , will bring steady errors for velocity tracking.
2. Normal GPC is sensitive to mismatch of the nominal model, which means slow change in parameters (,) dd A B may result in prediction error and unstable control.
3. The transient model errors of the nominal model from external disturbance, estimated by ASMF, cannot be eliminated. And this will also result in the non-minimum variance and the instability of the closed control loop.
Stationary increment predictive control
To reject the influence of working mode change and sensitivity to nominal parameters change in real application, i.e. the problem 1) and 2) in Section 4.1, we assume that the process noise t W 's increment in Eq. (4) is a stationary random process, which means
is normal distribution. Where
factor. Thus, Eq. (4) can be rewritten as follows,
if behavior prediction is made based on Eq. (11), only the absolute state t x and control input t u , which can be measured or estimated directly from sensors, are used and the current operation point 00 (,) xu disappears in prediction. Thus, the problem of biased prediction due to changing of working point, i.e., problem 1), can be solved.
Otherwise, according to the process of traditional GPC, the set-point
R must be obtained for every prediction step, and this is often set as current reference states. However, for helicopter system, only measurable outputs are cared, such as position, velocity and etc; and the internal states, such as rotor's pitch angle and yaw gyro's feedback and so on, are coupled with the measurable states/outputs, and cannot be set independently. Others, this reference input often comes from position track planning, which changes quickly for flight and often cause a step-like signal for tracking. To avoid the step signal reference tracking, which is dangerous for unmanned helicopter system, we use a low pass filter to calculate the set-point inputs of the output in the future i-th step, i=1, …, p.
be the set-point input at time t, then we have
where α is the cut-off frequency of the filter, the initial value Thus, the set-point problem is solved and the output prediction can be implanted based on increment model (11) as follows:
When the prediction step i is less than time-delay k,
When the prediction step is larger than time-delay k, let Hence, the above problem 1), which comes from working mode change, is solved because 0 x disappears in predictive equation (14).
We can obtain the following prediction matrix for the output, which is often cared in helicopter tracking problem, from Eq. (12) and (13) 
Compared with the normal GPC, the prediction of SIPC has better characteristics that can be described by the following theorem, which solves the above problem 2) in Section IV.A. Theorem: for nominal model (11) (14), U Δ , including p control inputs, need to be optimized, while only the first one is used for control. This will occupy a great deal of computation resource and result in very low computational efficiency, especially with respect to the fast applications. In order to reduce the computational burden of Eq. (14), we propose here a 'step plan' technique,
where β is an mm × diagonal matrix presenting the length of one step, which will be a parameter to be selected. Then, we can simplify Eq. (14) by only calculating the unknown control, which has smaller dimensions. 
where mm I × is an mm × unit matrix. Thus, the number of the unknown control input vector (from current time t to the future time t+p-1) is reduced from p to 1, and the dimension of predictive matrix is changed from plp m × to plm × . This reduction brings low computer memory consuming and simplifies the receding horizon optimization in the following calculation.
To complete the horizon optimization and obtain the control input, the cost function of the stationary increment predictive control is designed as: Step IV: Control implementation Current control input 1 tt t uu u − =+ Δ , which is used as the control to the real plant. After that, go back to step I at the next time instant. Thus, for real implementation, only the prediction of Eq. (13-15), the intenerating of Eq. (12), and the control law (20) need to be calculated online, thus the real time computation load, and steady tracking error are both reduced greatly compared with GPC, and the real test in section V has shown its feasibility. The model error, problem 3), will be compensated by an online optimal strategy, which will be described later.
Optimal strategy for model error compensation
In order to compensate the model error in Eq. (1), the control vector has to match the following equation, which can be directly obtained from Eq. (1) where H is a weight matrix, which can be selected. On the other hand, t f is obtained from the ASMF algorithm introduced in section III, thus its convergence is very important for the validity of the whole controller. Actually, the convergence of ASMF algorithm is also influenced by the control action t U . This is because the stability of the ASMF can be represented by the filter parameter t δ , while t δ in Eq. (3) can be rewritten as follows, 
In [19] , it has been shown the stability of the ASMF can be represented by the filter parameter t δ , i.e., the ASMF is stable when 
We introduce the following cost function () tt JU with consideration of both (22) and (25) 
For the unknown measurement at time t+1 in Eq. (24) Thus, the proposed active modeling based predictive controller can be implemented by using the following steps:
Step I: Make increment prediction Step III: Receding horizon strategy Go back to step I at the next time instant.
Flight test

Flight test platform
All flight tests are conducted on the Servoheli-40 setup, which was developed in the State Key Laboratory, SIACAS. It is equipped with a 3-axis gyro, a 3-axis accelerometer, a compass and a GPS. The sensory data can be sampled and stored into an SD card through an onboard DSP. Tab.1 shows the physical characteristics of SERVOHELI-40 small-size helicopter. More details of this experimental platform can be found in [24] . Table 1 . Physical characteristics of SERVOHELI-40 small-size helicopter
Experiment for the verification of model error estimate when mode-change
We use the identified hovering parameters, through frequency estimate [25] , as the nominal model for hovering dynamics of the ServoHeli-40 platform. The model accuracy is verified in hovering mode (speed less than 3m/s) and cruising mode (speed more than 5m/s), the results for lateral velocity are shown in Fig.3a . Fig. 3 further shows the model difference due to mode change, where the red lines are the results calculated by the identified model with the inputs of hovering and cruising actuations, respectively, and blue lines are the measurements of the onboard sensors.
Comparison shows that the hovering model outputs match the hovering state closely, but clear differences occur while being compared to the cruising state, even though the cruising actuations are used as the model inputs. This is the model error when flight mode is changed. 
Predictive Control for Active Model and its Applications on Unmanned Helicopters
To verify the accuracy of the estimate of the model error, described in Fig.3 , the following experiment is designed: 1. Actuate the longitudinal control loop to keep the speed more than 5 meter per second; 2. Get the lateral model error value and boundaries through ASMF, and add them to the hovering model we built above; 3. Compare the model output before and after compensation for model error. This process of experiment can be described by Fig.4 , and the results are shown in Fig.5 . Fig.5a shows that model output (red line) cannot describe the cruising dynamics due to the model error when 'mode-change', similar with Fig.3b ; however, after compensation, shown in Fig.5b , the model output (red line) is very close with real cruising dynamics (blue line), and the uncertain boundaries can include the changing lateral speed, which mean that the proposed estimation method can obtain the model error and range accurately by ASMF when mode-change. To complete this mission, the following experimental process is designed: 1. Using large and step-like reference velocity, red line in Fig.6-8 , input it to longitudinal loop, lateral loop and vertical loop; 2. Based on the same inputted reference velocity, using the 3 types of control method, GPC, SIPC and AMSIPC to actuate the helicopter to change flight mode quickly; 3. Record the data of position, velocity and reference speed for the 3 control loops, and obtain reference position by integrating the reference speed; 4. Compare errors of velocity and position tracking of GPC, SIPC and AMSIPC, executively, in this sudden mode-change flight. GPC, SIPC and AMSIPC are all tested in the same flight conditions, and the comparison results are shown in Figs. 6-8. We use the identified parameters in Section 5.2 to build the nominal model, based on the model structure in Appendix A, and parameters' selection in Appendix C for controllers It can be seen that, when the helicopter increases its longitudinal velocity and changes flight mode from hovering to cruising, GPC (brown line) has a steady velocity error and increasing position error because of the model errors. SIPC (blue line) has a smaller velocity error because it uses increment model to reject the influence of the changing operation point and dynamics' slow change during the flight. The prediction is unbiased and obtains better tracking performance, which is verified by Theorem. However, the increment model may enlarge the model errors due to the uncertain parameters and sensor/process noises, resulting in the oscillations in the constant velocity period (clearly seen in Fig.6&7 ) because the error of its prediction is only unbiased, but not minimum variance. While for AMSIPC (green line), because the model error, which makes the predictive process non-minimum variance, has 
Conclusion
An active model based predictive control scheme was proposed in this paper to compensate model error due to flight mode change and model uncertainties, and realize full flight envelope control without multi-mode models and mode-dependent controls. The ASMF was adopted as an active modeling technique to online estimate the error between reference model and real dynamics. Experimental results have demonstrated that the ASMF successfully estimated the model error even though it is both helicopter dynamics and flight-state dependent.In order to overcome the aerodynamics time-delay, also with the active estimation for optimal compensation, an active modeling based stationary increment predictive controller was designed and analyzed. The proposed control scheme was implemented on our developed ServoHeli-40 unmanned helicopter. Experimental results have demonstrated clear improvements over the normal GPC without active modeling enhancement when sudden mode-change happens. It should be noted that, at present, we have only tested the control scheme with respect to the flight mode change from hovering to cruising, and vice versa. Further mode change conditions will be flight-tested in near future.
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Advanced Model Predictive Control 262 7. Appendix A. Helicopter dynamics A helicopter in flight is free to simultaneously rotate and translate in six degrees of freedom. Fig. A-1 shows the helicopter variables in a body-fixed frame with origin at the vehicle's center of gravity. HI × =
