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Excitons are bound states of electrons and holes formed when light is absorbed in a
semiconductor with a radiative lifetime typically of the order of a few nanoseconds. Putting
these excitons inside a cavity allows them to mix strongly with the cavity photons, which
creates a new quasi-particle called an exciton-polariton. These dressed photons have a small
effective mass and an effective repulsive interaction, allowing them to thermalize and form
a Bose-Einstein condensate within their lifetime.
In this thesis, I will report some recent experiments which I performed in the Snoke
group on exciton-polariton condensation in a ring-shaped semiconductor microcavity. In a
first set of experiments, the ring geometry along with a unidirectional force acting on the po-
laritons helped us realize the rigid pendulum potential for the polaritons. Exciton-polaritons
are monitored by detecting the photons leaking from the microcavity allowing us to observe
real-time dynamics of the polariton condensate in the potential. I observed pendulum-like os-
cillations of the polariton condensate which were damped about the potential minimum. By
measuring the temporal evolution of the density and the spectral energy shift of the polariton
emission, I made a direct measurement of the polariton-polariton interaction strength. In
the course of these measurements, I found a non-equilibrium population of excitons traveling
much further than previously anticipated, which demonstrates the anomalous “polariton ef-
fect” on the transport of excitons. The polaritons constitute an example of a pseudospin-1/2
Bose gas which shows distinct properties from electrons in a semiconductor. By quenching
a gas of polaritons in the rigid pendulum potential I observed the spinor dynamics, which
showed characteristics of the optical spin Hall effect. The role of the free carrier reservoir on
the energy dissipation of the condensate is theoretically investigated and applied to the
interpretation of the recently observed “polariton drag effect”, in our group, where driving an 
electric current through the neutral polariton condensate produced momentum and energy
shift  of  the  condensate.  These  experimental  and  theoretical  studies  on  transport
iv
and equilibration of the polariton condensate in narrow waveguide microcavities move 
towards making coherent polariton circuits for optical information processing.
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Bosons are integer spin particles which show the fundamental quantum effect of Bose–
Einstein condensation (BEC) [1, 2, 3]. At sufficiently low temperatures or high particle
densities, when the thermal de-Broglie wavelength is comparable to the average separation
between the particles, a macroscopic coherent state is formed in an otherwise incoherent,
thermalized many-particle system. The discovery of superconductivity in mercury at low
temperatures [4] and superfluidity in liquid 4He below a critical temperature while flowing
through a capillary were the first examples of a fluid to show such a coherent behavior
[5, 6]. Since the first demonstration of Bose-Einstein condensation in dilute atomic gases
in 1995 [7, 8], a number of other platforms have emerged, including molecules [9, 10, 11],
photons [12] and exotic quasi-particles [13, 14, 15, 16, 17, 18], which regularly produce this
state of matter. Early experiments with ultracold atoms have studied several fundamental
properties of these atomic condensates like coherence [19, 20], bosonic stimulation [21], sound
propagation [22, 23, 24], collective excitations [25, 26, 27], superflow [28, 29] , critical velocity
[30], vortices [31, 32, 33, 34, 35], matter-wave amplification [30, 36] etc. These studies have
contributed to our understanding of macroscopic coherent phenomena in nature.
One of the challenges of accessing this state of matter in atomic gases is the requirement of
extremely low temperatures (∼ 100 - 200 nK) and elaborate experimental setups for trapping
and cooling atoms [37, 38]. Thus miniaturization is a technical challenge at present in cold
atom experiments [39]. On the other hand, solid-state based systems are known for compact
design. Semiconductors are also known to host quasi-particles which are much lighter than
atoms [40]. One such quasi-particle is an exciton [41], a bound state of an electron and a hole.
Due to its lighter mass the same density of excitons as atoms may undergo condensation
at much higher temperatures (∼ 0.2 mK [42]). Mixing these quasi-particles with photons
produces even lighter quasi-particles, known as exciton-polaritons [43] which can undergo
condensation from 4 K (in GaAs [18]) to room temperature (in perovskites [44], GaN [45],
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ZnO [46] and potentially transition-metal dichalcogenides). Therefore semiconductor based
platforms show promise for making practical future devices which harness the properties of
Bose-Einstein condensates.
Over a decade has passed since the first demonstration of Bose-Einstein condensation of
exciton-polaritons in a semiconductor microcavity [17, 18]. It stands out as a unique plat-
form for exploring physics of out-of-equilibrium systems. Recent reports on the observation
of thermal equilibration [47, 48] have triggered interest in studying equilibrium physics in
non-hermitian systems [49, 50, 51, 52, 53] and offer promise for making devices based on
polariton condensates which operate near equilibrium [48]. Such a feat has been achieved in
microcavities with Q > 105, allowing several collision events between polaritons to distribute
energy and thermalize within their lifetime [47, 48, 54, 55]. In cold atom systems, the life-
time of the atoms trapped in magnetic traps or optical dipole traps are typically ∼ 1 − 10
seconds, while the particle-particle scattering times range from 1 − 100 ms [7, 8, 56]. Several
scattering events are required to achieve thermal equilibrium, leading to thermalization times
consistently ∼ 10 times longer than the scattering times [57]. Efficient thermalization in a
dilute Bose gas is required to achieve quantum degeneracy limit. For dilute atomic gases,
the thermalization times range between 0.01 − 1 seconds. This gives lifetimes about 10 −
1000 times greater than the thermalization times, leading to equilibrated populations of the
atoms in the trap. For polaritons, the scattering time is estimated to be ∼ 1 ps [58, 59].
This leads to thermalization times typically about 10 ps, which was found to be consistent
with a previous study on thermalization [60]. In the earlier generation of the microcavities,
the polariton lifetimes were about 2 − 10 ps, which prevented the polaritons from reach-
ing equilibrium in a trapping potential. In the latest generation of polariton microcavities
the lifetimes have significantly improved making way for equilibrated polariton populations.
With an average polariton lifetime of approximately 200 ps [54, 47], nearly 10 − 20 times
longer than the thermalization times the polaritons reach thermal equilibrium.
One of the most debated questions in the polariton community is on the strength of the
polariton-polariton interactions. Despite measurements reported from several groups there
is a spread of two orders of magnitude in the measured values for the interaction strength in
GaAs quantum wells [61], leading to strong disagreement with theory [62]. Interactions be-
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tween polaritons are what separates them from photonic platforms, which are non-interacting
at low photon fluence and only weakly interacting due to the χ(3) nonlinearity at high photon
fluence [63]. In a typical polariton system, the effective χ(3) is several orders of magnitude
higher than nonlinear crystals due to the Coulomb mediated scattering of the excitons. Inter-
actions also play a key role in the process of thermalization of a polariton gas. In this thesis,
I provide strong bounds on the interaction strength in the condensate regime by directly
observing the density and the energy shift of the polaritons as a function of time. All the
previous measurements were reported in a continuously pumped steady state regime. The
ability to monitor continuously the evolution of the polaritons through the leakage light from
the microcavity allowed us to study dynamics of the long lifetime polaritons thermalizing
in a trap. These studies are complimentary to the studies in cold atom systems, and we
observed motion of the polariton condensate in a macroscopic trap. The trap was created
in a circular waveguide with an energy gradient along a diameter.
Repulsive interaction between the polaritons and the reservoir excitons is at the heart
of creating optical traps for polaritons [64]. The question of the transport of the excitons
in polaritonic system is central for precisely controlling trap geometries. Several theoretical
proposals explore this mechanism for creating and studying polaritons in trapped optical
networks [65]. One of the main assumptions is that the excitons have a small diffusion length
≈ 1 µm. In the old generation of polariton microcavities, this assumption was not carefully
tested, as almost all the studies looked at the polaritons at the location where they were
created by the pump laser. For the present generation of the polariton microcavities with long
lifetime (∼ 200ps) this assumption was used to design optical traps and interpret the blueshift
of the polariton energy away from the pumping region [66]. This looked reasonable, because
in bare GaAs quantum wells excitons do not show anomalous transport characteristics. We
found that the scenario is drastically altered when the quantum wells are placed within a
microcavity. In both two- dimensional and one-dimensional microcavities we found evidence
of an exciton reservoir away from the pump spot [67, 68], challenging the long-held viewpoint
of small diffusion lengths of excitons in polariton microcavities.
Polaritons have been studied extensively for spintronic applications due to their pseu-
dospin - 1/2 nature (see chapter 9 in Ref. [69] and references within). In a microcavity, the
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longitudinal and transverse splitting of the excitons is enhanced after mixing with the trans-
verse electric (TE) and transverse magnetic (TM) modes of the cavity [69]. This gives rise
to an in-plane magnetic field which makes the spin of the polaritons precess as they move.
It manifests itself in the formation of complex polarization textures [70, 71, 72]. In the long-
lifetime cavity, the polaritons can travel long distances and their motion can be directed by
the waveguide. The interplay between the polariton wavevector and the in-plane magnetic
field gives rise to non-trivial polarization patterns. I investigated this phenomenon using
time-resolved techniques to study the spin dynamics of the polariton condensate as it flowed
and relaxed in a circular trap. In this study, I showed the onset of polariton BEC in the
trap minimum monitored through the polarization build-up. In this thesis, the connections
with the optical spin Hall effect are also illustrated in the dynamics as the polaritons are
transported from the region of their creation to the minimum energy region in the trap. This
study lays the foundation for future studies investigating topological phases in a network of
polariton waveguides.
In all the experiments discussed in this thesis, the polariton condensate is formed spon-
taneously as a result of bosonic stimulation [21] from a hot bath of polaritons, excitons and
free-carriers into the k = 0 state. Once the condensate is formed it shows energy dissipation
despite showing characteristics of a superfluid. For example, the observation of strong damp-
ing of the pendulum motion in the tilted rings [68] was seen in a region spatially separated
from the pump spot. This raises the question of how a superfluid dissipates energy and
what role the reservoir plays in this mechanism. I develop a theory describing energy and
momentum- conserving interactions between polaritons in the condensate and the excitons
and free electrons comprising the reservoir without any particle exchanges, along similar
lines as previous theories describing the energy dissipation in atomic BEC in a trap. I adopt
this theory to explain the observations in a series of experiments driving an electric current
through a polariton condensate. The surprising result is that an electric current flowing
through a neutral polariton condensate can produce a drag effect, i.e., change the average
momentum of the the particles in the condensate while also giving rise to an energy shift,
and it can be explained from the perspective of the effect of a moving bath on a BEC.
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1.2 Thesis outline
The thesis is organized as follows:
• Chapter 1 provides an introduction to the exciton polaritons which are produced inside
a monolithic semiconductor based microcavity. Properties of these quasi-particles are
discussed to familiarize the readers with the main concepts and the jargon that are used
in the polariton community.
• Chapter 2 provides an overview of the experimental techniques used to study the po-
lariton condensates in this thesis. It describes both the optical methods used to detect
the polariton luminescence and the semiconductor fabrication process used to design the
quasi-one dimensional ring shaped circular waveguides.
• Chapter 3 details the spectral properties of the fabricated rings and the experiments on
measuring the time-period of oscillations of a polariton condensate in a rigid pendulum
potential. It discusses the method for measuring the interaction strength of the polaritons
in the condensate using dynamics and also provides evidence for the presence of an exciton
reservoir away from the pump region.
• Chapter 4 looks at the spin polarization dynamics in a highly non-equilibrium condensate
undergoing energy relaxation in a rigid pendulum potential. Spontaneous generation
of non-trivial polarization pattern of the condensate in the course of the dynamics was
observed. Dynamical signatures of the optical spin Hall effect are shown and a theoretical
model is developed to account for the observed effects.
• Chapter 5 develops a theory from an open quantum system perspective to describe
the mechanism of dissipation in polariton condensates. The theory is applied to the
interpretation of the polariton drag effect observed in recent experiments where the
effect of driving an electric current through a polariton condensate was studied.
• Chapter 6 summarizes the main results of the thesis and discusses next directions for
future work.
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1.3 Introduction to exciton-polaritons
1.3.1 Cavity photons
Light trapped between two perfectly reflecting plane mirrors forms a standing wave just
like a plucked guitar string. The dispersion relation of such a light wave in a dielectric











where k|| is the component of the wavevector ~k in the plane of the mirrors while k⊥ is the
component normal to the mirrors. Due to confinement, k⊥ will take discrete values given by
k⊥ = mncavπ/L, where m is the order of the confined mode and L is the separation between
the mirrors. An example of the dispersion of different modes of the confined light wave is
shown in Figure 1. The energy of the modes could be tuned by changing the separation
between the mirrors. In the example the cavity length is chosen as 1.2 µm, much smaller
than the cavity length of typical Ti:Sapphire lasers, which ranges from a few centimeters to
few hundreds of centimeters. A small cavity will have larger energy separation between two
consecutive order modes. A larger energy separation is desirable for making the cavity work
in single mode regime when a mechanism is introduced to select a desired mode.
When the mirrors of the cavity are not 100% reflecting, a small amount of light could
be coupled out of the cavity. Since the cavity is usually made of an optically dense medium
(ncav > 1), the photons leak from optically denser medium to optically rarer medium (air or
vacuum). Energy and momentum conservation implies that the photons can escape into the
vacuum only within a range of in-plane momentum (k||). In Figure 2, the dispersion of the
photons outside the cavity, for critical angle of incidence at the boundary (E = h̄c|k|||), is
plotted over the energy dispersion of the m = 1 mode of the cavity. Photons with energy and
momentum dispersion lying within the region bounded by the dispersion curves E = h̄c|k|||
are within the lightcone and could couple out of the cavity. Photons with dispersion lying
outside the light cone will undergo total internal reflection at the boundary and will remain









Figure 1: Dispersion of the cavity photons as a function of the in-plane momentum k|| for a
cavity length of 1.2 µm and ncav = 3.3. The energy separation between the modes normal
to the mirror (k|| = 0) is h̄cπ/L.
1.3.2 Microcavity
A cavity with dimensions in the range of a few hundreds of nanometers to a few microm-
eters is called a microcavity [73]. Microcavities are fabricated in different shapes and the
most common designs are pillar [74], disc [75] and toroid [76] microcavites. The microcavity
used in the present work resembles a pillar structure made of III-V group elements. A sketch
of an empty microcavity is shown in Figure 3. High quality mirrors of the microcavity are
made of alternating layers of high (nH) and low (nL) refractive index dielectric materials
stacked on top of each other. When the thickness of each layer is made a quarter wavelength
of the light wavelength it is designed to trap, the structure is known as a distributed Bragg
reflector (DBR). An example of the reflectivity of such a structure is shown in Figure 4.
The high reflectivity of such periodic structures emerges due to the constructive interference
between reflected beams in each layer and also across different layers producing the unique
features in the reflectivity spectra; stop band and Bragg modes. The stop band is the region





Figure 2: Re-plot of the m = 1 cavity mode showing the region of the dispersion bounded
by the light cone boundary h̄c|k|||. Only the photons with energy and momentum falling
within the light cone can couple out of the microcavity. At very high in-plane momenta, all
the modes m = 1,2,3, etc. approach the linear dispersion h̄c|k|||/ncav.
the dips in the reflectivity beyond the stop band; the DBR is a poor reflector at these wave-
lengths. The reflectivity spectrum of a DBR is calculated using a transfer matrix formalism
[69] which is an efficient way of solving the boundary conditions of Maxwell’s equations at
each interface considering both the incoming and the outgoing waves at the boundary.
As shown in Figure 3, the microcavity is made by a spacer layer sandwiched between two
DBRs. For the optimal case, the thickness of the spacer layer, which forms the cavity, and
the thickness of the layers forming the DBR are not independent. If the cavity is designed
to operate at a central wavelength λ0 at order m, then the cavity length L = mλ0/2ncav, and
the thickness of the layers are λ0/4nH and λ0/4nL for high and low refractive index layers,
respectively. Figure 4 shows the reflectivity spectra of a microcavity designed at λ0 = 775
nm. In addition to the features of a single DBR spectrum, there is an additional dip in





Figure 3: Sketch of a basic microcavity design showing the DBRs formed by alternating
layers of high and low refractive index dielectric and the cavity spacer filling the region
between the DBRs. The DBRs and the cavity spacer is usually made with a high bandgap
dielectric, such that the light at the designed central wavelength of the cavity is not absorbed
in the DBRs.
the cavity mode and can be used to couple light directly into the cavity. In this example
the free spectral range (wavelength separation between any two successive modes of the
cavity) of the cavity is larger than the stop band width, as a result only a single cavity mode
is trapped. For large m cavity, many modes can be trapped in this structure. Since the
reflectivity is not 100 % at this wavelength, the trapped cavity light has a finite lifetime and
eventually leaks from the cavity. The instantaneous electric field of the trapped light is given
by ~E(r, t) = ~E0(r)e
iω0t−γt/2, where γ is the rate at which the photons decay. Transforming to
the frequency domain, the Fourier transform of an exponential decay function is a Lorentzian
function. Thus, the linewidth of the cavity mode is due to the decay rate of the photons;
narrower linewidth implies slower decay rate.
How good a microcavity is in trapping the light can be assessed by the quantity Q, known
as the quality factor, which is defined as the ratio of the frequency of the cavity mode to the
linewidth of the mode, i.e. Q = ω0/γ. The microcavity used in this work is a high Q cavity
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Figure 4: Reflection spectra of an empty microcavity formed by 16 periods DBR calculated
using transfer matrix method. The central designed wavelength of the microcavity is 775
nm which is shown as a dip in the reflectivity in the middle of the stop band.
with Q > 105 corresponding to a cavity photon lifetime of about 100 ps [55, 54]. There are
two ways to increase the quality factor of a cavity: (1) increase the number of layers of the
DBR, and (2) increase the contrast between the refractive indices of the layers in the DBR.
Changing the refractive index of a material means choosing a different material which may
not always be an option due to other constraints from the growth and design considerations.
Therefore we chose the first method to design a high-Q cavity.
1.3.3 Excitons in quantum wells
Excitons are neutral excitations of a dielectric medium. They can be described as bound
states of an electron and a hole, much like a positronium or a hydrogen atom. In our work,
excitons are formed in a thin layer of direct-bandgap semiconductor whenever the attractive
Coulomb energy between the electrons and holes wins over their kinetic energy. Since the
energy cost of forming the bound pair is cheaper than the cost of having free electrons and
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Figure 5: Energy and in-plane momentum dispersion of the heavy-hole exciton in a 7 nm
thick quantum well for different hydrogenic levels n = 1s, 2s and 3s.
holes, excitons are naturally formed at low temperatures when the thermal energy is not
sufficient to break the pair, i.e., the binding energy (EB) is greater than the average thermal
energy (kBT ). The energy of a free exciton in a GaAs quantum well is given by,








where Eg is the bulk band gap of GaAs at the Brillouin zone center, the second term is the
two-dimensional binding energy of the exciton, the third term is the confinement energy due
to the quantum well of thickness l, assuming an infinite square well potential, and the last
term is the in-plane kinetic energy of the exciton. If me and mh are the effective masses of
the electron and hole in the conduction and valence bands in GaAs, then the reduced mass
mr = memh/(me + mh) and the total mass mp = me + mh. Ry is the Rydberg energy in
GaAs, which is about 4.1 meV and nq is the mode order in the confinement direction. The
dispersions of the exciton confined to the lowest mode in a quantum well for n = 1s, 2s and
3s states are shown in Figure 5.
In GaAs, the valence shell is formed by mixing of 4s and 4p orbitals. A linear combination














Figure 6: Energy bands in a GaAs quantum well. The spin-orbit coupling splits the p-type
valence bands into split off band (J = 1/2) and heavy-and light-hole bands (J = 3/2). The
heavy hole and the light hole bands are degenerate at k = 0. Since these two bands have
different effective masses, they are split in energy when confined in a quantum well structure.
The bonding states are lower in energy and are therefore completely occupied while the
anti-bonding states are empty. The highest energy of the bonding states to be occupied
are p-type while the lowest energy of the anti-bonding states are s-type. Together they
form the valence and conduction bands respectively. The excitons, which consist of holes
from a p-type band and electrons from an s-type band classify into states with total angular




= 2 ⊕ 1. Only the states with J = 1 can couple with light and thus
these states can be optically controlled. The manifold of valence and conduction band states
at the Brillouin zone centre for a GaAs quantum well is shown in Figure 6.
Excitons, which are viewed as excitations in the quantum well, live only for a finite
amount of time. The electrons and holes in the exciton can recombine and emit a photon.
This process determines the radiative lifetime of the exciton. It depends on the spatial
overlap of the electron and hole wavefunctions. A larger overlap indicates greater probability
of recombination and thus shorter lifetime. Since in this process a photon is emitted, the
lifetime depends on the available photon states. The density of states for the photons can
be modified in a cavity, where fewer states are available in a given energy range than in free
vacuum. Thus the radiative lifetime of the excitons are increased inside an optical cavity.
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Excitons can also be lost due to collisions with impurities, high energy electrons and other
excitons by ionizing them. These processes lead to the non-radiative lifetime of the excitons.
The linewidth of the excitons is also broadened due to the disorder in the quantum well and
due to coupling with the lattice phonons.
1.3.4 Strong coupling
We have introduced the two components, photons and excitons, which can be coupled
inside a cavity to generate polariton states. In an ideal scenario, whenever there is finite
coupling between the photons and excitons, the “hybridized states” defined in the polariton
basis are always present. This picture may not always hold when both photons and excitons
have a finite lifetime. Let us illustrate this by writing a Hamiltonian for this system and
allowing complex-valued energy for both photons and excitons,
H = (Ec − iΓc)|C〉〈C|+ (EX − iΓX)|X〉〈X|+ g0|X〉〈C|+ g∗0|C〉〈X|. (1.3)
States |C〉 and |X〉 represent cavity photons and excitons, respectively, with real energies
Ec and EX . The term g0 is the strength of coupling between the photons and excitons, Γc
and ΓX are introduced to account for the finite lifetime of the photons and excitons. Figure
7 shows the real and imaginary parts of the eigenenergies of this system at zero in-plane
momentum as Γc is varied from 0 to 5g0 while keeping ΓX fixed.
From these figures we see that when the photon lifetime is infinite, which corresponds
to Γc = 0, the energy gap between the two eigenenergies, “upper polaritons ” and “lower
polaritons”, is maximal and is equal to 2g0. As the photon lifetime is decreased, the gap
also decreases and eventually closes when Γc = 2g0. The decrease in the energy splitting
between the two states could be viewed as an effective decrease in the coupling between the
two states, i.e., g0 decreases with increasing loss. Therefore, the regime where the splitting
between the states can be observed is known as the strong coupling regime. When the loss
in the system dominates the coupling energy scale, the splitting vanishes and the system is
said to be in the weak coupling regime. The condition for strong coupling could be expressed
as Γc,ΓX  2g0 and also |Γc − ΓX |  2g0. Note that when the system is in strong coupling
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Figure 7: Plot of the real and imaginary parts of the upper and lower polariton energies as a
function of photon lifetime Γc = h̄/γ. In the example, ΓX is chosen as g0/100, with g0 = 15
meV. In the microcavity used in the thesis, the excitons in the GaAs quantum wells show
a linewidth of about 4 meV (due to inhomogeneous broadening) and the cavity linewidth
is much narrower than the resolution of our spectrometer (< 50 µeV). The Rabi splitting
in our samples are typically around 15 meV, which puts our system in the strong coupling
regime.
regime, the imaginary parts of the energies of upper and lower polaritons are same.
When strong coupling is present, the system rapidly switches between photons and ex-
citons in a reversible cycle and therefore it is appropriate to perform a basis change from
excitons and photons to upper and lower polariton states, which are indeed the eigenstates
of the system. The crossover from strong to weak coupling in this system leads to lasing at
the energy of the cavity photons.
1.3.5 Exciton-photon coupling
The strength of coupling between excitons and photons is derived by considering the
interaction between electrons (in conduction band |c〉, electron creation operator b†c,k) and
holes (in valence band |v〉, electron annihilation operator bv,k) with the photons (creation
14




























































Summation over k′ gives a factor of
√
V/πa3B. Putting this back in the above expression we
obtain,





Although this calculation is done in three dimensions, it shows an important consequence
of the formation of excitons which enhances the coupling strength by a factor of V/πa3B. In
the two-dimensional limit, the coupling strength will be further enhanced as the Bohr radius
decreases due to an increase in the binding energy of the excitons.
1.3.6 Polariton dispersion
Figure 8 shows the upper (UP) and lower (LP) polariton states in a strongly coupled
microcavity. The eigenstates of the microcavity are split due to the exciton-photon coupling











Figure 8: Typical reflectivity spectra of a microcavity with quantum wells obtained under
a broadband (white light) low power light source. This is a transfer matrix simulation of
the reflectivity of the microcavity at normal incidence. Due to the strong coupling between
the excitons in the quantum wells and the cavity photons, two new dips in the spectra are
seen. These correspond to the upper and lower polaritons. The splitting between these dips
is given by the exciton-photon coupling strength. [Figure is produced using the code written
by Mark Steger and Jonnathan Beaumariage.]
We are primarily interested in a narrow range of in-plane momentum for which we can
ignore the momentum dependence of the exciton-photon coupling. Further, we can approx-
imate the dispersion of the cavity photons with a parabolic dispersion near k|| = 0 with an
effective mass mcav = (ncav/c)
2Ecav(k|| = 0). Since the cavity photons are much lighter than
the excitons (mcav  mp), the dispersion of the excitons is flat for small k||. With these












We define the energy mismatch between the excitons and the photons at zero in-plane
momentum as detuning, which is given by δ = Ecav(0)−EX(0). The LP and UP eigenstates
are given by [43],
|LP 〉 = αk|||C〉+ βk|| |X〉,
|LP 〉 = αk|||C〉 − βk|| |X〉.
(1.10)
























|αk|| |2 and |βk|||2 represent the photonic and excitonic fractions of the polariton state. A
larger photonic fraction implies that the polariton is more “photon-like”. Figure 9 shows
a comparison between the dispersion of lower polaritons as the photonic fraction varies
in the microcavity sample. From this figure we see that the curvature of the dispersion
becomes flatter as the photonic fraction is decreased. Since the curvature determines the
effective polariton mass, the mass becomes heavier with decreasing photonic fraction. For
comparison, I plot the UP and LP dispersion with corresponding photon fraction at positive,
negative and resonant detunings in Figure 10.
The reason why there is a spatial variation of detuning in the microcavity sample can
be traced back to the inhomogenenous growth rate of the microcavity during the molecular
beam epitaxy (MBE) process. A typical cross-section of the microcavity is plotted in Figure
11 where a thickness variation of the wafer from the centre to the circumference is shown.
The variation in thickness leads to a smaller cavity photon energy near the center of the
wafer, where it is thicker than the edge. The spatial dependence of the exciton energy is
much weaker; as a result the polaritons have a smaller photonic fraction near the edge of the
wafer because the photon energy is higher than the exciton energy.
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Decreasing photonic fraction
Figure 9: Energy and momentum resolved photoluminescence images from different locations
on the microcavity sample. It shows how the lower polariton dispersion changes when the
photonic fraction changes from one location in the sample to the other. This data is taken
from a 3λ/2 GaAs microcavity at 5 K.
1.4 Forces on polaritons
Polaritons, being neutral particles, do not respond to the electric and magnetic fields as
electrons respond in semiconductors. Therefore applying a force to manipulate the polaritons
is not so straightforward. We know that a particle in an inhomogeneous potential (U)
experiences a force (~F ) given by the negative gradient of the potential, i.e. ~F = −∇U .
Therefore any spatial variation of the exciton energy or the cavity photon energy will lead
to a force on the polaritons. The tilt in the microcavity wafer applies a net force on the
polaritons, pushing them radially inwards towards the center of the wafer (since the photon
energy decreases towards the center). The exciton energy can be spatially varied by applying
strain on the quantum wells. The strain redshifts the exciton energy; this can be used to
create a local trap for the polaritons [79]. Further, the cavity can be etched to create a
strain mismatch near the free boundary, which again causes redshift of the exciton energy
near the boundary. Figure 12 shows the energy profile in an etched square microcavity
where an energy minima is found near the edge of the square pillar. This effect of edge
trapping is utilized in the present work to create narrow channels for polaritons by bringing
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𝛿 = −5 𝑚𝑒𝑉 𝛿 = 0 𝑚𝑒𝑉 𝛿 = 5 𝑚𝑒𝑉
Figure 10: The top row shows the dispersion of the upper and lower polaritons at three
different detunings. The bottom row shows the corresponding photonic fraction and the
excitonic fraction at those detunings. Note that the photonic fraction varies with the in-
plane momentum. This produces a momentum dependent lifetime for the polaritons in the
microcavity.
the two opposite edges closer, about twice the healing length of the strain from each edge,
thus producing a flat bottom potential for the polaritons in the channel. The minimum of
the strain potential is about 7 µm [79] from an edge. A local blueshift in the energy of the
polaritons due to interactions with the exciton reservoir pushes the polaritons away from
this region. In this work we will use these concepts to engineer a trapping potential for the
polaritons.
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Figure 11: Shows a cut through the microcavity wafer. Due to the growth rate anisotropy
the wafer is about 15% thinner at the edges than in the center. This gives rise to large
variation in the cavity photon energy and relatively smaller variation in the exciton energy
in the wafer. Reprinted with permission from Ref. [78].
1.5 Polariton-polariton interaction
Photons by themselves are only very weakly interacting due to χ(2) nonlinearity; on
the other hand excitons can interact. The interaction between excitons emerges from the
Coulomb interactions between the electrons and holes which comprise them. For a dilute
gas of excitons (nexa
2
B  1, aB is the Bohr radius of the exciton and nex is the density
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Figure 12: (a) SEM image of an etched pillar. (b) The etched pillar structure, with the top
DBR removed except in a square area. The bottom DBR and QW layers are un-etched,
leaving an open cavity except at the location of the pillar. (c) Linearly interpolated data
showing the resulting low density potential landscape. Since the pillar was a square with
≈ 100 µm long sides, these data come from entirely within the pillar and out to about 5 µm
from the edges. A mostly flat region in the middle gives way to low energy regions at the
edges, with minima at the corners. The overall tilt of the landscape is due to the sample
gradient. Figure reprinted with permission from Ref. [79].
of the excitons in the quantum well) the interactions are mostly dominated by elastic two-
body scattering. The scattering amplitude between an initial state |i〉 and a final state |f〉
due to the hamiltonian Hint is given by 〈f |Hint|i〉. |i〉 and |f〉 are two particle states with
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Superscripts e and h represent electrons and holes, respectively, and the subscripts 1 and
2 label the two excitons. In the limit of cold collisions (k1, k2, q  a−1B ) for excitons in 1s











Therefore the effective interactions between the excitons with same spin is repulsive and is
short-ranged. For GaAs quantum wells V0 was approximated as 6EBa
2
B, where EB is the
binding energy of the exciton. The above result is obtained at the Hartree-Fock level and is
entirely due to the exchange terms [58, 80]. Recent experiments [66] have shown that this
value may be higher than the theoretical estimate and in general not very well known from
the experiments. Another point to be highlighted in the above calculation is the use of 3D
Coulomb interaction (≈ 1/r) rather than the 2D Coulomb interaction (≈ ln(r/r0)). In Ref.
[58] a 2D Fourier transform of the 3D Coulomb interaction was used to calculate the matrix
element of the elastic exciton-exciton scattering using Vk ≈ 1/k. In Ref. [81] it was pointed
that the excitons in the quantum wells may not be completely confined and have some 3D
character for which Vk ≈ 1/k2 was used to calculate the exciton-exciton interaction strength.
In this calculation the interaction strength was found to be higher than that reported earlier
in Ref. [58].
Polaritons inherit the repulsive interactions from the excitons, and there role is very
important for the formation of stable polariton condensates. The repulsive interactions
energetically favour the condensate against fragmentation [40]. Polariton-polariton inter-
actions also play a major role in thermalization of the polariton gas, which eventually led
to the realization of a fully thermalized polariton gas following Bose-Einstein distribution
[47]. In recent years the question of interactions have come up in two-dimensional materials
(transition metal dichalcogenides such as WS2, WSe2, MoS2, MoSe2, MoTe2 etc.) where
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Rydberg excitons have been reported [82, 83, 84, 85]. In GaAs quantum well microcavi-
ties the repulsive interactions have been used to engineer trapping potentials for polaritons
by non-resonantly pumping the microcavities [86, 87]. The interaction between the exciton
cloud which is formed due to the non-resonant pump and the polaritons reshapes the poten-
tial felt by the polaritons. In several studies an optical gate was realized in a microcavity
[88, 89, 90, 91] where switching on a non-resonant laser produced an exciton barrier which
stopped the flow of polaritons across the laser barrier.
1.6 Bose-Einstein condensation of polaritons
There are two types of particles in the Universe: Bosons and fermions. When two parti-
cles are exchanged, the overall wavefunction Ψ(r1, r2) picks up a phase. If the particles are
Bosons, 2π phase is picked such that Ψ(r1, r2) = Ψ(r2, r1). On the other hand, fermions pick
up a π phase such that Ψ(r1, r2) = −Ψ(r2, r1). This property has important consequences
when considering a large collection of particles and give rise to very different behaviour. We
are interested in the state of matter which is formed when a collection of Bosons is cooled to
a very low temperature. In thermodynamic equilibrium, Bosons occupy the available energy





where µ is the chemical potential, kB is the Boltzmann constant and T is the temperature
of the system. One consequence of this distribution is that when the chemical potential
equals the lowest energy of the system µ = E0, then the occupation of this state blows up
nBE(E0) → ∞. In experiments we always have a finite number of particles so the ground
state occupation never blows up, but instead it is peaked. When the occupation of the
ground state becomes much larger than 1, a new state of matter is formed known as Bose-
Einstein condensate. Bose-Einstein condensation can occur in a system when number of
available excited states are finite. When the number of particles is greater than the number
of available excited states, the extra particles are forced to occupy the ground state. So there
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is a critical number of particles that are required to form a Bose-Einstein condensate (BEC).
The number of particles occupying all the excited state will be smaller at low temperatures,
thus the system can undergo Bose-Einstein condensation with a smaller critical number of
particles [92].
In two dimensions, due to the constant density of states, the occupation of the excited
states cannot be saturated, thus preventing the formation of a BEC. The scenario is changed
when a trapping potential is added which modifies the density of states in the trap, saturating
the number of particles occupying all the excited states. Therefore polaritons form a BEC
whenever they are trapped in a potential. Figure 13 shows the BEC phase transition of
polaritons as the density of polaritons is increased in a harmonic trap.
The commutator of the ground state modes a0, a
†
0 asymptotically goes to zero, which
makes the ground state mode special than the other modes occupying the excited states;
a0 becomes a complex valued number given by
√
Ne−iθ. All the particles in a BEC act in
unison and behave as a single giant wave which can be described classically. The phase of
the BEC is not known beforehand and is chosen spontaneously during the phase transition.
This freedom of choosing the phase is due to U(1) symmetry (particle number conservation)
of the Hamiltonian and is preserved when particles interact by short range collisions.
Polaritons can be regarded as Bosons as long as the commutation relation for the exciton
operators hold. As before, exciton operator (Xν,k) can be expressed as a product of electron
(êk) and hole (ĥk) operators; exciton annihilation operator Xν,k =
∑
p ϕν(p)ĥk/2−pêk/2+p,
where ϕν(p) is the envelope function of the exciton. The commutator [Xν,k, X
†
ν,k] calculated



















As long as the carrier density is small, the second term can be neglected and the excitons
can be treated as Bosons. Polariton condensates are described by an order parameter (Ψ =
〈BEC|a0|BEC〉) which is non-zero in the condensed phase and zero in the normal phase.
Since the condensate is formed in a trapping potential the dynamics of the condensate can
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Figure 13: (A-D) Angle and energy resolved PL with increasing pump power. The polaritons
were trapped in a harmonic potential created by applying strain to the microcavity wafer.
As the polariton density increases in the trap, the spectral linewidth of the PL emission
narrows as well as the emission intensity increases around k|| = 0. (E) Higher pump power
shows a peak in the occupation number at the ground state energy. Figure reprinted with
permission from Ref. [18].







∇2Ψ(x, t) + V (x)Ψ(x, t) + g|Ψ(x, t)|2Ψ(x, t), (1.18)
where g is the repulsive interaction strength and V (x) is the trapping potential. For polari-
tons the trapping potential may arise due to both the photonic and excitonic contributions.
To summarize, the polaritons embody the best of features from both the photons and
the excitons. From photons they inherit the extremely light mass, approximately 10,000
times lighter than the mass of an electron in vacuum, and size of the order of few hundreds
of nanometers. Having a size much larger than the exciton, which is about the size of Bohr
radius (aB, ≈ 10 nm in GaAs quantum well), the polaritons can average over the disorder
at the scale of tens of nanometers in the quantum wells, which otherwise for excitons would
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be trapped in local disorder potential. From excitons they inherit interactions which allow
them to rapidly exchange energy and thermalize into a BEC, once the necessary conditions
are met. By producing an out-of-equilibrium condensate in a trap, in this thesis we study
how the condensate evolves in time, and whether it can cool to the bottom of the trap. This
has implications for performing neuromorphic computing which depends on the ability of
the polariton condensate to find global minimum in a complex potential landscape.
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2.0 Experimental methods
This chapter summarizes the experimental techniques used to study the phenomenon
of Bose-Einstein condensation of polaritons. Polaritons as mentioned previously can be
considered as renormalized photons trapped inside a microcavity. The photons leaking from
this cavity carry spectral information about the polaritons which can be used to study them.
We employ optical methods to detect and image various information associated with these
photons, namely, their frequency, angular distribution, temporal and spatial location of
emission, polarization and phase coherence. Thus these methods not only allow us to make
qualitative observations but also quantitative measurements of various features of polariton
condensates. I will describe a flexible optical setup which I built to perform the experiments
I present in this thesis and discuss the optical lithography technique which was used to
produce the ring shaped microcavities used in the study.
2.1 Skeleton of an experiment
We can think of our polariton microcavity as a “light in, light out” system. In a typical
experiment we pump the microcavity with a coherent light and make observations of the light
coming out of the sample. We can choose either a continuous wave (CW) light source or a
pulsed light source depending on the type of experiment we are interested in. The CW light
source is used to produce a nonequilibrium steady state which is created by compensating the
loss of the polaritons from the microcavity by the leakage through the cavity mirrors. The
pulsed light source on the other hand creates an instantaneous population of polaritons which
eventually decays away. By monitoring continuously the light leaking from the microcavity
we can watch the dynamics of this decaying population of polaritons. It is to be noted that
for our experiments both the CW and the pulsed laser have a linewidth smaller than 0.1 nm
and are considered as monochromatic. We can not only make a spatially localized pump spot
but also have a choice of shaping the phase of the pump beam to create a spatially extended
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pump profile which can be used to generate complex optical traps and lattices [93, 94]. We
can also control the frequency, angle of incidence and the polarization of the pump light to
make polaritons either resonantly (energy and in plane momentum matched with the pump)
or non resonantly (energy of the pump is higher than the energy of the polaritons in the
microcavity). Another way of creating polaritons is by electrical injection, [95, 96, 97] not
discussed in this thesis.
The light coming out of the microcavity is collected by a lens system and subsequently
imaged onto a charged coupled device (CCD). It must be noted that the power of the light we
collect from the polaritons range from a few nW to µW for which nitrogen cooled, intensified
CCDs are sufficiently capable for detection. If the power of the signal is low, in the range of
a few pW , then we must consider single photon avalanche photo-diodes (SPAD) or low noise
photo-detectors to detect the low signal light. The two-dimensional array of the pixels of
the CCD offers spatial resolution of the magnified image of the focal plane of the collection
optics from which the light is being emitted. This is highly desirable since we are often
interested in knowing the spatial distribution of the light emitted from the microcavity. We
can also learn about the spectral distribution of the emitted signal by taking a vertical slice
of this image and passing it through a monochromator, which creates a two-dimensional
image on the plane of the CCD, where the vertical direction of the image is a slice of the
real space image and the horizontal direction corresponds to the wavelength. Thus we have
traded the spatial resolution along the horizontal direction to gain spectral resolution for a
given vertical slice of the image. We can perform a full tomographic scan of the image along
the horizontal direction to construct a three-dimensional image to learn the full spectral
composition of the image. We can apply the same principle to a two-dimensional Fourier
transform of the real space image and produce a three-dimensional image with spectral and
angular resolution. The Fourier transform of the image is produced using a lens. See Ref.
[98] for more discussion of Fourier imaging.
A streak camera is used to take a horizontal slice of the image and resolve it in time.
The net result is again a two-dimensional image with the vertical direction now representing
time axis. Light arriving relatively late appears in the bottom region of such an image.
Again performing a tomographic scan across the vertical direction of the image we can learn
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about the spatio-temporal features in the signal. A four-dimensional image can also be
constructed by adding the spectral resolution to the spatio-temporal signal. If we perform a
Fourier transform on the image then we obtain momentum- and temporal- resolved images.
In addition we can perform polarimetry on the signal and learn about the spatio-temporal
polarization resolution of the signal. By adding holographic interferometry to this technique
we can infer the phase of the signal. In the following sections I have outlined some of
the commonly used optical image/signal processing tools in our toolbox which are used to
retrieve information about the polaritons in the microcavity. Our main focus in this thesis
will be on studying dynamics, so temporal measurements will be the workhorse of most of
the experiments detailed in this thesis.
2.2 Optical pumping
The efficiency of the photons injected into the microcavity depends on their energy (h̄ω)
and the wavevector (~k||) in the plane of the quantum wells. This is because the mirror of the
microcavity is highly reflective (more than 99.5%) only over certain bands of wavelengths
and the reflectivity drops below 50% at certain wavelengths which can be used to couple light
into the microcavity. The highly reflective band is known as the stop band and is a feature of
distributed Bragg reflectors (DBR). It arises due to the interference between light reflected
from different interfaces of the DBR. A typical reflectivity spectrum of a DBR structure
is shown in Fig.14. Whenever the pump wavelength is tuned to match one of the Bragg
dips of the microcavity lying at higher energy (shorter wavelength) with respect to the stop
band, the injected photons have higher energy than the resonant modes of the cavity. Such
a pumping scheme is called non-resonant pumping. On the other hand when the wavelength
of the pump laser is tuned to match with one of the resonant modes of the cavity it is called
resonant pumping. Below we discuss how the two schemes differ in the process by which the
polaritons are produced inside the microcavity.
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Figure 14: (a) Shows a simplified sketch of the microcavity sample comprising of top and
bottom DBR mirrors and embedded quantum wells inside the cavity. (b) A typical reflec-
tivity spectra as a function of the angle of incidence θ labeled in the sketch and calculated
for a top DBR using the transfer matrix method. [99] (c) A cross section of the reflectivity
spectrum for normal incidence (θ = 0) showing the stop band and the Bragg modes.
2.2.1 Non-resonant pump
When the energy of the incident photons injected into the microcavity is higher than
the energy of the resonant modes of the cavity (upper and lower polaritons), the pump is
said to be non-resonant. Since the energy of the non-resonant pump is higher than the
bandgap of the quantum well semiconductor, a hot distribution of free electrons and holes is
generated. Due to the free carrier scattering and coupling with phonons this hot distribution
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rapidly cools and produces a distribution of excitons and excitonic polaritons at cold lattice
temperatures. Further cooling occurs due to the polariton-polariton interactions, and the
lower polariton branch near k|| ∼ 0 is occupied. This occupation can be further stimulated
due to the bosonic nature of the polaritons, and a macroscopic occupation of the k|| = 0 state
is possible if the pump has enough photon flux. During the entire thermalization process,
the phase information about the pump is completely lost. It is believed that the polarization
information may not be completely lost due to the much slower relaxation of the spin degree
of freedom of the polaritons. Figure 15 pictorially summarizes the relaxation process which
produces polaritons with non-resonant pump.
If the lifetime of the polaritons is longer than the time of collisions, it is expected that the
gas of polaritons will reach thermal equilibrium. In recent experiments, the polaritons have
been shown in thermal equilibrium in high Q microcavities [47]. Therefore the polaritons
created non-resonantly in a high Q microcavity are useful for studying thermalization and
dynamics in a potential trap. Associated with the polaritons created by non-resonant pump
is a reservoir of heavy mass excitonic polaritons and excitons. Due to the polariton-exciton
interactions, this reservoir acts as an additional potential for the polaritons. Since the lifetime
of the particles forming the reservoir is much longer than the lifetime of the polaritons, the
reservoir can also act as a source of polaritons, which can be depleted by stimulated scattering
into the polariton states. A non-resonant pump was used to show spontaneous coherence in
the polariton microcavities [18, 17, 86].











where ψ is the condensate order parameter and nr is the density of the reservoir. H is the
mean field Hamiltonian of the system given by the sum of kinetic, potential and interaction
terms. The explicit imaginary term in the equations of motion of the order parameter
accounts for the gain and loss of the density of the condensate. Parameters γ and R account
for the process of polariton decay due to the finite lifetime of the cavity and the process of








Generation of free carriers 
by non-resonant pump
Figure 15: Describes the excitation mechanism of polaritons due to a non-resonant pump.
Energy relaxation pathways are necessary for cooling down the hot electron-hole free car-
riers created by the pump laser. We only highlight the most important channels for en-
ergy relaxation, namely free carrier relaxation and charge-phonon scattering to occupy high
momentum polariton states. In the next stage, polariton-polariton collisions and multiple
polariton-phonon emissions further cool down the hot polariton gas.
that the pump replenishes the reservoir, the dynamics of the reservoir is modelled classically
by a rate equation
∂nr
∂t
= D52 nr −R|ψ|2nr − γrnr + P (2.2)
where D is the diffusion coefficient of the reservoir and it is often neglected because the
mass of the reservoir particles is three orders of magnitude heavier than the mass of the
polaritons. Therefore the timescale of the dynamics is much slower than the timescale of
reservoir dynamics of the polaritons. Parameter γr accounts for the loss of reservoir particles
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due to both radiative and non-radiative processes. P is the spatio-temporal pump feeding
the reservoir. Some theoretical models make an explicit distinction between the reservoir
states into active, inactive and dark states [100]. The active reservoir is the one which couples
directly to the condensate as shown in the above equation. The inactive reservoir is the one
which does not have the correct energy and momentum to couple with the condensate and
are comprised of hot excitons which must undergo further cooling to become part of active
reservoir. The dark reservoir comprises of optically inactive exciton states which can’t couple
to light because they have total angular momentum J = 2.
The reservoir can be used to produce a complex-valued potential for the polaritons.

















Also, due to the interactions between the polaritons and the reservoir, the polaritons expe-
rience a blueshift in energy proportional to the density of the reservoir (= 2gnr). We see
that the non-resonant pump creates a complex potential which depends on both the pump
shape and the intensity. By reshaping the pump interesting gain and loss scenarios can be
created to study non-Hermitian physics.
2.2.2 Resonant pump
When the energy and the incident in-plane wavevector (~k||) of the pump matches with a
certain region of the dispersion of one of the eigenmodes (upper and lower polariton branches)
of the cavity then the pump is said to be resonant with that eigenmode. In most experiments
resonant pumping implies pumping the lower polariton branch. The energy, propagation
wavevector, pseudospin and phase of the coherent polaritons generated is determined by the
wavelength, incident in-plane wavevector (~k||), polarization and the phase of the pump laser.
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The polaritons created in this way are similar to an oscillator driven, by an external force.
The resonant pump is therefore useful to generate a coherently driven out-of-equilibrium
polariton fluid.
Such coherently driven polaritons usually show no sign of thermalization since all the po-
laritons flow in the same direction with the same velocity and the probability of them cooling
by collisions is low. It was shown that polaritons generated resonantly showed signatures of
superflow while flowing past a stationary defect [101, 102]. However, the interpretation of
these experiments was later challenged, and it was argued that for coherently driven polari-
tons the superfluid response, which is the difference between responses to longitudinal and
transverse forces, is zero [103]. Thus the signature of dissipationless flow is a sign of a new
rigid state and not a superfluid. In further applications of resonant pumping, the polariza-
tion of the pump laser (right or left circularly polarization) can be used to create polaritons
with a particular pseudo-spin [104, 105]. Solitons can be generated by pumping the negative
curvature part of the polariton dispersion [106, 107]. Since the pump beam directly creates
the polaritons it is expected that the reservoir comprising of excitons or mostly excitonic po-
laritons are absent. In a recent experiment this notion was challenged by directly measuring
the dispersion of the collective excitations in a resonantly driven polariton fluid [108].
The dynamics of the coherent polaritons (ψ) can be described by a different modification




= Hψ − ih̄
2
γψ + P. (2.5)
In contrast to non-resonant pumping the spatio-temporal pump P directly pumps the po-
laritons in this case.
One of the main challenges for resonantly pumping our microcavity sample is the sepa-
ration of the incident pump from the polariton photoluminescence (PL). Since the bottom
DBR has 8 additional pairs compared to the top DBR, the photons leaking from the bottom
DBR are exponentially suppressed. Therefore the photons primarily escape the microcavity
through the top DBR. Due to momentum conservation of the in-plane pump wavevector and
the polariton wavevector, it is difficult to distinguish the polariton PL from the reflected
pump. Since the polariton emission is coming with the same ~k|| as the reflected pump, any
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Fourier filtering is not helpful. Real space filtering may be attempted only for the emission
away from the pump region. However, such images have a high background noise due to
scattered pump from the roughness of the top DBR. Adding a Fourier filter to such an image
may cut down the noise signal from the scattered pump in the region of interest. It is possible
to reject maximally the reflected pump by coming with the pump at an angle greater than
the numerical aperture of the imaging setup. This criterion usually inhibits us from using
a high numerical aperture microscope objective with a short working distance. Such tech-
niques were employed to observe ballistic polariton propagation [54]. Another difficulty with
resonant pumping of high Q microcavities is that the linewidth of the lower polariton mode
is narrow. This makes coupling light into the microcavity inefficient if the laser linewidth is
broader than the linewidth of the dip in the stopband.
Most of these problems are alleviated while considering non-resonant pumping. Firstly,
since the pump wavelength is different than the emission wavelength of the polaritons, using
a wavelength filter we can filter out the reflected pump from the emission. Secondly, the
non-resonant coupling efficiency of light into the microcavity is higher than the resonant
coupling efficiency. This helps us to reach much higher polariton densities using the same
pump power.
2.3 Imaging concepts and optical setup
The designed optical microscope serves to accomplish two objectives: (1) to perform
differential reflectivity measurements to characterize the microcavity, and (2) to image the
emission from the microcavity with a high spatial resolution. For both types of measurements
we require a well-calibrated imaging setup. The most important consideration in designing
the setup is the available working distance between the objective lens and the sample placed
at the imaging plane. Since we perform all our measurements below 10 K, the choice of
the cryostat is the limiting factor in deciding the objective lens because of the dead space
between the sample and the outer window of the cryostat. For my experiments discussed
in this thesis, I worked with a continuous flow liquid Helium transfer cryostat from Oxford
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with a short working distance. It provided ample space to use a 0.4 NA (numerical aperture)
microscope objective with a 2 cm working distance from Mitutoyo. The microscope objective
consists of infinity-corrected optics and can be thought of as a lens with a focal length of
10 mm. It produces collimated light for any source placed at its focal plane. This light can
be directly sent to a CCD for imaging. However, for spectroscopy it is desirable to spatially
select light from a region of interest. This is done by reconstructing a secondary real space
image plane and carefully placing an aperture in that plane. The secondary image plane
is formed at the focal plane of another lens (f1) which is inserted after the objective. By
using another pair of plano-convex lenses (f2, and f3) we image the secondary plane to the
entrance slit of the spectrometer. A schematic of this setup is shown in part (a) of Figure
16. The overall magnification of this setup is given by the ratio (f1 (in mm)/10 mm)·(f3 (in
mm)/f2 (in mm)).
To obtain angular resolution of the light emitted from the cavity we perform Fourier
imaging. A Fourier plane of a lens is where rays coming from different parts of the object
but travelling with the same angular direction meet. For a microscope objective this plane is
formed inside its body (approximately 1 cm from its rear end). The same lens (f1) forms an
image of this plane with 1:1 magnification at a distance of twice the focal length of this lens,
as shown in part (b) of Figure 16. This is the secondary Fourier plane formed in free space,
and we can place an aperture in this plane to select emission within a narrow range of angles.
We use another pair of lenses (f4, and f5) to form a real space image of the secondary Fourier
plane at the entrance slit of the spectrometer. The choice of the focal lengths of these lenses
(f4, and f5) is such that a demagnified image is formed which fits within the width of the
CCD array. This is done to avoid clipping of the Fourier image. It is to be noted that the
region between the lenses f2, and f3 in part (a) and (f4, and f5) in part (b) of Figure 16 has
collimated light. This is particularly useful for introducing various optical elements such as
a dove prism in this space without causing noticeable distortion of the images. The design
took a careful consideration of the size of the real space and Fourier space (k-space) planes
along the image path to avoid unwanted clipping while introducing optical elements such as
neutral density filters, wavelength filters, polarizers, waveplates etc.
For performing energy spectroscopy of the image, a spectrometer is placed before the
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Figure 16: Basic outline of the optical setup for performing (a) real space imaging and (b)
Fourier (k-space) imaging. The Fourier plane is indicated inside the microscope objective
with a dashed line.
CCD. The spectrometer is made of four components: an entrance slit, a concave mirror
placed at a focal length away from the slit, a reflective blazed diffraction grating mounted
on a rotating turret, and a focusing concave mirror placed at a focal length away from the
CCD chip. The image formed at the entrance slit is collimated by the first concave mirror
and is sent to the grating. The zero-order mode of the grating acts as a plane mirror (with
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polarization and wavelength dependent reflectivity). The entire zero-order reflected image
from the grating is focused by the last concave mirror on the CCD mounted at the exit
port. To get energy resolution, the spectrometer slit is closed to select a narrow slice of
the image (parallel to the grating lines), and the turret of the grating is rotated to send
the first diffracted order to the CCD. The angular rotation of the turret is calibrated with
a light source of known wavelength to map the horizontal pixel row of the CCD to the
angular spread of the diffracted image. Thus this setup preserves the real space or k-space
information along the narrow image slice and the corresponding energy information is added
to the perpendicular direction to produce a real space or k-space energy spectra which can
be recorded by the CCD.
There is a second exit port of the spectrometer where we attached a streak camera from
Hamamatsu. A streak unit is a device which can temporally resolve any optical signal with
a resolution of 2 ps. The time scale of dynamics of the polariton condensate ranges between
10 ps - 1 ns, which makes the streak camera an appropriate tool to perform time resolved
studies in this system. The main components of the streak camera are shown in Figure 17.
The light enters the streak unit through a horizontal slit and illuminates a photocathode
which is biased with a high voltage. Here the photons are absorbed and electrons are
emitted with a quantum efficiency of about 60%. These emitted electrons are accelerated
and passed through a pair of sweep electrodes. A 2 kV sinusoidal voltage is applied to these
electrodes which causes a time-dependent deflection of the passing electron beam. This
voltage is generated by a synchroscan and delay unit which is triggered by the optical pulses
from a stable modelocked laser operating at 76 MHz. It is important to adjust the delay
between the signal from the emission and the trigger from the laser such that the electrons
are always deflected while passing through the sweep electrodes by the linear part of the
sinusoidal signal, to maintain linearity of the temporal axis. The deflected electron beams
strike a micro-channel plate (MCP) which amplifies the electron beam without losing spatial
resolution. The MCP consists of hundreds of small channels with high bias voltages to guide
and amplify the electron signal as they cascade to the other side. Emerging from the MCP,
these amplified electron beams strike a phosphor screen causing it to luminescence; the final




















Figure 17: Working principle of a streak camera. The detection starts with the arrival of the
laser pulse at the photodiode/photodetector. We used a laser with a repetition rate of 76
MHz which corresponds to 13.1 ns time delay between two consecutive pulses. This trigger
signal is phase locked to an internal oscillator signal which is used to apply sinusoidally
varying voltage with appropriate electronic delay on the sweep electrodes. The delay is used
to compensate the time difference between the laser pulse reaching the photodiode and the
emission signal from the microcavity arriving at the streak camera port. The emission signal
arriving at the photocathode of the streak camera is shown in color; red - arriving earlier
and blue - arriving later in time. The photons hitting the photocathode generate electrons
with spatial resolution which are accelerated by the accelerating mesh. The electron beam
on passing through the sweep electrodes deflect vertically, such that the earlier signal is
deflected upwards with respect to the later signal. These electrons pass through MCP and
hit a phosphor screen, and the phosphorescence is captured by the CCD as shown.
the horizontal axis either contains spatial, spectral or momentum information about the
polaritons.
Figure 18 shows the two configurations for the incident pump laser. In most experiments
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when a high NA microscope objective (for example 0.7 NA objective) is used normal pumping
is the only option. In normal pumping the imaging region and the pumping region are the
same because the objective which is used to bring the pump laser and collect the emission
from the microcavity is the same. This may be a disadvantage if the region of interest to
be imaged lies much further away from the pump location. The remedy would be to use
a different lens to focus the pump which could be done by bringing in the pump laser at
an oblique angle. To accommodate the necessary space a lower-NA objective with larger
working distance must be used. If the angle of incidence is greater than the angular field
of view of the microscope objective, the reflected laser doesn’t enter the imaging setup and
can be blocked by a beam dumper. In contrast to a normal-incidence, non-resonant pump
either wavelength filters or dichroic beam splitters must be used to separate the pump from
the emission. Due to its oblique angle of incidence, the pump spot is asymmetric at the
sample plane which could be not favoured in some experiments. If the sample plane is
fixed with no freedom for translation then the only way to scan the sample surface is to
put the microscope objective on a three-axis translation stage. However it must be pointed
out that when the objective is moved, the principal axis for all the downstream optics are
offset, which may cause additional spherical aberrations. Therefore, in our setup we leave
the microscope objective fixed and mount the cryostat on a three-axis movable stage. The
setup also accommodates a Michelson interferometer for measuring phase coherence and an
additional pump path for reshaping beam with a spatial light modulator, which will be useful
for future experiments.
2.4 Fabrication of rings
In this section I will describe the fabrication process which was used to etch the top DBR
of the microcavity in the shape of a ring. For a more detailed overview of fabrication of III-V
semiconductors see Ref. [109]. The MBE grown microcavity sample by our collaborators is a
wafer of 2 inch diameter which is cleaved into small 5 mm square chips for fabrication. From













Figure 18: Pump configurations used in the experiments to produce polaritons. (a) Pump
at normal incidence, (b) pump at oblique incidence.
energy equals the exciton energy of the quantum wells) is determined. The chip containing
this resonance region is used to fabricate the rings.
Before beginning the process it is important to clean the chip surface of any contaminants
which may produce undesired results. In standard semiconductor processing a combination
of acetone, methanol and isopropanol is used to clean wafers/chips. Acetone is a polar,
aprotic solvent. It will dissolve commonly occurring organic contaminants from the wafer
surface. However, due to its high evaporation rate it will leave behind the dissolved residues.
To maximize the effectiveness of acetone as a solvent one can use a bath of acetone in a
sonication chamber. This will remove the organic contaminants from the wafer surface and
mix it with a large volume of acetone bath. Having an acetone bath reduces the contaminant
concentration when the acetone vaporizes after the wafer/chip is taken out of the bath.
Methanol is polar, protic solvent which has lower evaporation rate than acetone and can be
used after the acetone bath to clean the wafer. Isopropanol is used for dissolving non-polar
contaminants and is suitable as a secondary chemical for removing impurities left by acetone
and methanol. Solvents act better when stirred and in high volume; therefore a sonication
bath is the most commonly used method for cleaning wafers using solvents. Finally, deionized
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water is used to rinse the wafer after it has been cleaned using the organic solvents. The
wafer is dried by blowing dry nitrogen over the wafer surface, and sometimes, even heated
to vaporize the solvents before being secured safely for future processing.




Figure 19: Process flow of the fabrication process depicting the main steps in photolithog-
raphy for patterning the wafer/substrate. Details for each step and GaAs specific recipe is
given in the main text. The above processes were carried out in a clean room environment.
The rings are designed to have a diameter between 60 µm and 120 µm, and the radial
width between 10 µm and 20 µm. Since the nominal dimensions of the rings are much
larger than the wavelength of ultraviolet (UV) light, we can transfer sharp patterns using
UV photolithography. The main steps of the process are shown in Figure 19.
Ultraviolet photolithography is usually considered as the first step in transferring a de-
sired pattern from a mask to a photoresist. In this step, a layer of photoresist is spin coated
on the surface of the wafer. The thickness of the photoresist is chosen depending on the
depth that needs to be etched underneath. In the recipe, thickness is controlled by the speed
at which the wafer is rotated inside the spin-coating chamber and the photoresist viscosity.
The thickness is generally proportional to (spin speed in rpm)−1/2. A photoresist is typically
an organic compound which undergoes a chemical reaction when exposed to light; exposure
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to light modifies the solubility of the photoresist in a basic solution, commonly known as
developer. Photoresists are classified into two categories: i) positive tone, and ii) negative
tone. A positive tone photoresist becomes more soluble in the developer after exposure to
light while a negative tone photoresist becomes less soluble after exposure to light. A mer-
cury lamp is the most commonly used light source for exposing the photoresist. Typical
available wavelengths from this source are 436 nm (G-line), 405 nm (H-line) and 365 nm
(I-line). It is desirable to have a uniform absorption and chemical reaction throughout the
entire thickness of the photoresist. This will produce straight-walled profile. However, to
ensure such a profile, a dose test is usually preceded to fix an optimum intensity and ex-
posure time. Nitrogen gas is the by-product of the chemical reaction that occurs when the
photoresist is exposed to radiation. A correct dose ensures gas escape at an acceptable rate
without causing any deformities in the photoresist profile, which can cause unwanted etch
patterns. To ensure uniformity in photoresist behavior the wafer is pre-baked on a semi-
conductor hotplate before exposure to radiation. This step helps to remove excess moisture
and thicken the photoresist. The development time is selected to provide adequate time for
the exposed areas to dissolve without degradation of the unexposed resist. Gentle agitation
during this process helps with uniformity. Post-development baking of the patterned wafer
helps to toughen the photoresist and improve its resistance to the subsequent etch process.
One must be cautious to not overheat the wafer as it may cause re-flow of the photoresist to
minimize the surface area (it starts bulging at the center and becomes dome shaped) when
temperatures exceed the glass transition temperature of the resist. Details of the recipe are
provided at the end of the chapter.
In the next step we etch the exposed areas of the chip which are not covered by the
photoresist. We chose a dry etch process over wet etch due to the higher degree of anisotropy
between the etching rates in the vertical and horizontal directions. Processes with isotropic
etch rates will produce curved sidewalls with significant undercut below the photoresist
which is undesirable. The etching is performed in an inductively coupled plasma (ICP)
chamber. The plasma consists of electrons, positively charged ions, neutral molecules and
neutral radicals. Typically the degree of ionization of the plasma is less than 1%. The
neutral radicals chemically react with the exposed wafer surface forming volatile compounds
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which are released as gases due to the bombarding of the heavier ions. Since the ions are
accelerated along the vertical direction, the etch rate is significantly higher in this direction.
The chemical reactivity and selectivity are determined by the gases which are used to make
the plasma while the feature profile and the etch rate depends on the kinetic energy of the
ions. Too energetic ions may cause surface damage. The etching process was carried out in
a Plasma Therm Versaline ICP RIE system with a chamber pressure of 3 mTorr, 600 W ICP
power, 75 W RF bias power, and 20:7 BCl3/Cl2 gas mixture ratio [110]. The ICP power is
used to produce a high density plasma at the center of the chamber in a toroid geometry.
The inhomogeneous plasma diffuses out from this region and forms a uniform plasma at
the wafer location. The wafer is placed on an electrode to which the RF bias power is
applied. This controls the directionality and the kinetic energy of the ions hitting the wafer.
A low chamber pressure implies less collisions with gas molecules and hence higher kinetic
energy for the ions reaching the wafer. The gas composition is chosen to provide equal etch
rates for AlAs and AlGaAs alloy and provides an etch selectivity of 3:1 over the photoresist
while also giving smooth etched profiles. The top DBR is about 3.2 µm thick and it takes
approximately 340 s to etch it completely.
Some feedback about the number of layers etched can be obtained in real time by moni-
toring the reflectivity of the wafer which changes periodically as each layer is etched (DBR
is a periodic structure). This can be used to set the endpoint for the process. The chip is
placed on a silicon wafer whose back surface remains in contact with a closed Helium line
to extract the heat that is generated due to the sputtering effect of ions. After etching, the
photoresist mask is removed by sonicating in Microposit Remover 1165 for 1 minute, followed
by soaking in a different container of the same solution for 4 minutes. The sample is then
immediately rinsed in acetone then methanol (or isopropanol) then DI water to avoid having
any residue settle on the surface, and then dried by blowing with compressed Nitrogen. A
scanning electron microscope image of sample with etched rings is shown in Figure 20.
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Figure 20: An example of scanning electron microscope image of the surface of the etched
microcavity sample.
2.4.1 Recipe for photolithography
Spin coat. AZ P4210 photoresist is spin coated on a clean chip at spin speed of 4000
rpm for 60 seconds in Laurell WS-400B Spin Processor. This gives a photoresist thickness
of about 2700 nm. The high rotation speed keeps the photoresist edge bead width to a
minimum. After spinning, the chip is soft-baked at 95 ◦C for 2 minutes.
UV expose. A lithography mask containing the pattern to be printed is first aligned
on top of the chip in a Suss MJB-3 mask aligner. The mask is made from chromium on a
quartz glass. Once the alignment is made, the mask is brought in close contact with the chip
for exposure, which was done using 405 nm radiation at 25 mW/cm2 for 6 seconds, giving a
total exposure energy density of 150 mJ/cm2.
Develop pattern. Following exposure, the pattern is developed in a solution of AZ400K
and DI water with a developer:water ratio of 1:3 by volume. A development time of 45
seconds usually gives desired results. Following development the chip is baked at 115 ◦C for
30 minutes to harden the photoresist. Higher temperatures will cause difficulty in removing
the photoresist after etching.
Descum unmasked surface. To remove any residue left after the development on the
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exposed chip surface a short O2 plasma is used. This is done in a Trion Phantom III LT
RIE, set to 500 mTorr chamber pressure and 50 mW RF power for 10 seconds. Next we
proceed for etching.
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3.0 Pendulum oscillations of a polariton condensate
Exciton-polaritons in microcavities are now ubiquitous for studying fundamental prop-
erties of Bose-Einstein condensation [111, 92]. In many ways, polariton condensate studies
are complementary to cold atom condensate studies [112, 113, 114, 115, 116], with contin-
uous decay due to leakage through the confining mirrors of the microcavity allowing direct,
time-resolved, non-destructive monitoring of the polariton condensate by external optics.
Although this decay tends to also deter equilibration, in recent years it has been possible to
make this term small enough that equilibrium condensation can be reached [47, 48]. Studies
of polariton condensates near equilibrium, however, have so far been restricted to steady-
state conditions [48, 117, 118]. In this work, we present results for microcavity polaritons
with long lifetimes (≈ 200 ps as compared to 20 ps in the older generation microcavity sam-
ples) and transport distances up to hundreds of microns, which allow us to see macroscopic
dynamics of a condensate all the way from a quench event (i.e. generation of a highly non-
equilibrium gas of polaritons by a short pulse) to equilibrium; in particular, as the condensate
nears equilibrium, we observe damped oscillations of a polariton condensate corresponding to
pendulum motion modified by interaction effects in the condensate. These observations show
that the kinetic and interaction energies play a significant role in the temporal dynamics,
which we observe directly in real-time movies of the condensate. These studies also allow us
to extract quantitative information about the polariton-polariton interaction constant, and
lay the foundation for future studies of one-dimensional motion, including networks of paths
with nodes and thermalization of strongly interacting gases.
The top mirror of the microcavity structure used in this experiment consists of 32 alter-
nating layers of Al0.2Ga0.8As and AlAs, while the bottom mirror consists of 40 alternating
layers of the same materials. The entire structure was grown on a GaAs substrate by molec-
ular beam epitaxy (MBE) with three sets of four 7 nm thick GaAs quantum wells with AlAs
barriers embedded at the three antinodes of the cavity photon mode as shown in the sketch
in Figure 14. The large Q-factor (∼ 106) of this microcavity results in long-lived polaritons
with the lifetime of the order of 200 ps. Due to the spatial gradient in the rate of deposition
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of the layers during the MBE process, there is a thickness variation of the cavity. This leads
to a strong variation of the cavity photon energy (≈ 6−9 meV/mm) across the microcavity
wafer.
The gradient of the cavity also leads to a variation of the detuning, defined as the
mismatch δ = EC −EX between the cavity photon energy EC and the quantum well exciton
energy EX . Since the detuning regulates the relative photonic and excitonic properties of
the polaritons, we can have control of the lower polariton (LP) mass and the strength of the
polariton-polariton interactions simply by examining rings at different places on the wafer.
Typically the detuning is nearly constant over a single ring, while varying more significantly
from ring to ring.
This chapter is an adaption of the work published in papers [68, 67]. The polariton rings
were fabricated by Burcu Ozden. Jonathan Beaumariage, Mark Steger and David Myers
performed characterization of the microcavity grown by Loren Pfeiffer and Ken West. David
Myers and I designed the experiment. Rosaria Lena, Andrew Daley, David Snoke and I
developed the theoretical model. I performed the measurements and carried out numerical
simulations with Rosaria Lena. The project was supervised by David Snoke.
3.1 Radially confined states in the ring
Etching away the top DBR in the shape of a thin ring, as shown in Figure 20, produces
a trapping potential for the polaritons in the radial direction. The strain mismatch in the
quantum well at the outer and inner edges of the ring produce an energy minimum within
the ring width. The polaritons are pushed away from the edges into the minimum which
acts as a channel for the polaritons to flow around the ring. This restricts the polariton
condensate to one-dimensional motion, while not decreasing their lifetime too much; as
shown in previous work,[79] strain effects push the polaritons away from the free, etched
surfaces, so that surface recombination does not play a significant role. The trapping in
the radial direction gives rise to a ladder of states in the channel as shown in Figure 21.
These states are arranged from lower to higher energy with increasing number of nodes,
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just like states in a harmonic potential. Earlier work with confined states of polaritons in
a harmonic potential were reported in Refs. [119, 120]. The spacing between these states
is approximately 220 µeV for a 15 µm channel. Figure 21 is an energy resolved image of
the PL from a small region (radial slice) of the ring. To produce polaritons, the whole ring
is uniformly illuminated by a defocussed, low power pulsed laser with wavelength tuned to
one of the Bragg modes of the cavity. A mode-locked Ti:sapphire pump laser with a pulse
repetition of 76 MHz, a pulse width of ≈ 2 ps, and incident at an angle of ≈ 45◦ was used for
non-resonant excitation (Epump ≈ 1750 meV) of the rings at their highest energy region. A
0.5 m spectrometer was used to spectrally resolve the photoluminescence (PL) with a 1200
grooves/mm reflective grating. PL from the rings was collected using a microscope objective
with a numerical aperture (NA) of 0.40. All measurements were performed by cooling the
microcavity to low temperature (below 10 K) in a continuous-flow cold-finger cryostat. Non-
resonantly excited polaritons undergo significant energy relaxation to occupy the low lying
radial states in the ring. Another example of the radial states in a ring of diameter 100 µm
and a channel width of 20 µm is shown in Figure 22. The PL is collected from a diametric
slice of the ring and it also shows the energy difference between these opposite regions in
the ring. In this case, the energy separation between the two lowest radially confined states
in the channel is approximately 150 µeV . In the azimuthal direction, each of these confined
states allows continuous one-dimensional motion.
The polaritons also experience an overall gradient of their potential energy due to a
wedge in the optical cavity; as discussed in earlier work, [54] this gradient leads to an ef-
fective “gravity” for the polaritons, demonstrated in macroscopic ballistic parabolic motion
of the polaritons. Because of this analogy to gravitational force, in this work we will refer
to the point of highest potential energy on the ring as the “top” of the ring, and the point
of lowest potential energy as the “bottom” of the ring. The combination of the restriction
to one-dimensional circular motion and the overall potential-energy gradient gives rise to
dynamics similar to rigid pendulum, up to modifications from interactions between conden-
sate polaritons. In this work we directly image the real-time motion of the condensate in
the azimuthal trap to show damped pendulum-like oscillations in the ring. The oscillation
period depends on the mass in the present case, unlike the case of a gravitational pendu-
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Figure 21: Confined radial states in a ring with radial width 15 µm at quantized energies.
Separation between these states is approximately 220 µeV .
∆𝐸 = 0.8 𝑚𝑒𝑉
Figure 22: A normalized intensity image of the energy resolved polariton PL from the top
and bottom of a ring with radius 50 µm and radial width 20 µm. The ring is uniformly
illuminated with a low power, non-resonant laser. It shows the trapped polariton states in
the channel as well as the overall energy difference between the top and bottom of the ring.
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lum, because the force on the polaritons due to the cavity gradient is independent of their
mass. Thus, although the dynamics of this system are those of a rigid pendulum, there is






Figure 23: Ring channel microcavity. a) A sketch of the ring structure showing the oblique
incidence of the pump laser and introducing ‘top’ and ‘bottom’ nomenclature in the ring,
and the definition of the angle (θ) which is used to refer to different regions in the ring. b)
Scanning electron microscope image of an etched ring used in the experiment. c) Radial mode
separation in the ring channel with a width of 15 µm. d) Time-integrated and normalized
photoluminescence from a typical ring structure for pulsed, non-resonant laser excitation at
the top (θ = 0) of the ring.
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3.2 Non-equilibrium motion and pendulum oscillations
In these experiments, the polariton condensate was created by a short (2 picosecond)
laser pulse, localized to a spot a few microns in size (≈ 20 µm), at the top of the ring (θ = 0
as defined in Figure 23). As discussed in numerous previous papers (e.g., Refs. [121, 79, 122])
the non-resonant laser light creates a cloud of excitons at the laser excitation spot, which then
convert down into polaritons; although there is a continuous transition between polariton
and exciton states, it is useful to treat these as two distinct populations, with the exciton
population at higher energy known as the “exciton reservoir”[67]. Above a critical threshold
of pump power, the polaritons at the creation spot undergo Bose-Einstein condensation in
a highly non-equilibrium state, which then ballistically stream out of the exciton spot. As
seen in Figure 24, the polaritons then rapidly fill the entire ring in a macroscopic condensate
state far from equilibrium. A movie of the motion of the polaritons in the ring is presented
in the Supplementary Material of the paper [68]; Figure 24 gives single snapshots from this
movie; Figure 23 shows time-integrated photoluminiscence from the ring.
As seen in Figure 24, and also in the movie, after the initial explosive, ballistic motion
to fill the ring in the first 100 ps, the condensate then undergoes a much slower equilibration
both spectrally and spatially into the bottom of the ring. Although the lifetime of the
polaritons is around 200 ps, the time scale for this equilibration is much longer, because there
is an interplay between the polariton population and the exciton reservoir with much longer
lifetime. A previous study [67] has shown that excitons created by the pump laser diffuse
about 30 µm away from the creation spot, but here we see evidence of reservoir excitons all
the way around the ring, 150 µm from the creation spot. This indicates that polaritons may
convert back into excitons via polariton-polariton collisions. Evidence for the build up of
the exciton reservoir under resonant pump was given in Ref. [123]. There are two effects of
this background population of excitons. One is to extend the lifetime of the polaritons, as
they can convert into excitons, with a lifetime of nanoseconds or greater, and then back into
polaritons. The other effect of the exciton population is to give a smooth renormalization
of the potential energy profile of the ring trap, due to the repulsion of polaritons from the
excitons. This latter effect is seen in the shift to lower energy of the polariton emission
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Figure 24: Polariton propagation in the rings and time period of oscillations. a) Time
snapshots of the PL from the ring with width 20 µm and radius 50 µm recreated by combining
temporal intensity data from various locations on the ring with an angular resolution of 10◦.
Each time frame has been normalized with respect to the maximum intensity from the ring
in that frame. For a movie of the evolution, see the online Supplementary Material [68].
b) Solid lines: Intensity oscillations at the bottom of the rings as a function of time, for
three different ring radii and with width 15 µm. Broken lines: Numerical simulation of the
density evolution at the bottom of the ring due to the rigid pendulum potential.
spectrum at late times in Figure 29, as the background exciton population decays.
As seen in Figure 24, and also in Figure 29 when the polaritons are near equilibrium
in the trap, pendulum-like oscillations arise. These oscillations are damped over a period
of several hundreds of picoseconds and are seen in rings of different radii and widths. The
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period of these oscillations at low density is in good agreement with the natural frequency
predicted for the classical low-amplitude oscillation frequency of a rigid pendulum, namely
ω =
√
g/R, where R is the radius of the ring and g is the effective gravity constant, given by
mgh = ∆U , where m is the effective mass of the polaritons, and ∆U is the potential energy
difference for a distance h. The mass of the polaritons was inferred from the curvature of the
polariton dispersion as a function of the azimuthal wavevector in the ring. The measurements
were done by exciting the entire ring with a low power, non-resonant laser. The pump power
used to observe pendulum oscillations in PL intensity as in Figure 24 was approximately 6
times the threshold power for condensation at the source, as seen in the transport to the
bottom in these rings, which is not sufficient to drive the polaritons at the bottom into a
single transverse mode condensate. Therefore the dominant contribution to the PL intensity
comes from higher order transverse and non-zero in-plane momentum k‖ states as shown
in Figure 25. A comparison of the time-resolved PL intensity for three different ring radii
is shown in Figure 24 and the measurement of the ring parameters are given in Table T1.
Additional data showing oscillations in rings of different radii and widths are shown in Figure
26.
3.3 Open-dissipative condensate dynamics
Numerical simulations of the temporal and spatial dynamics for a polariton wave packet
at late times are plotted with broken lines on top of the respective experimental data in
Figure 24, for typical ring parameters given in the end of the chapter. The numerical model










+ V (θ) + g1D|ψ(θ, t)|2 + iG(t)− iΓ(t)
]
ψ(θ, t), (3.1)
where ψ(θ, t) is the wavefunction for the condensate, V (θ) is the potential-energy profile of
the ring and g1D is the effective one dimensional polariton-polariton interaction strength.
This model included some simplifications: we start with a wavefunction at the bottom of
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Figure 25: Time- and energy- resolved images of the PL emission from the bottom of the rings
of radii 40 µm, 50 µm and 60 µm. The rings were excited non-resonantly with approximately
same power. Each of these images is normalized with respect to the maximum pixel value
in each image, such that the colorscale ranges between 0 and 1 in each image. Time t = 0 in
each image is different and comparison between the arrival time of the signal from the top
of the ring cannot be made.
the ring, using the generation term G(t) to account for the fast dynamics of polaritons
moving from the top and considered a single radial mode decoupled from higher energy
ones. Although we found compelling evidence for the presence of exciton reservoir at the
bottom of the trap, we do not attempt to describe its exact dynamics because the mechanism
by which they reach there is only speculative at present. Therefore in the model we only
describe the condensate dynamics with effective time dependent terms G(t) and Γ(t) which
empirically account for particle exchange with the reservoir. For the numerical simulation,
the above GPE was efficiently solved by using the split step Fourier technique [124, 125].
Although this model has a few simplifications, we can draw two strong conclusions.
One is that the oscillations are indeed driven by the interplay between the potential-energy
profile and the kinetic energy term of Equation 3.1, which is sensitive to the long-range,
spatial curvature of the condensate wave function. The second is that a kinetic-energy
damping term, given by iα here in Equation 3.1, is crucial to account for the damping of the
oscillations as observed in the experiment. Such a term has been used in previous studies of
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60 0.88 6.0× 10−5m0 331 343 ± 5
50 0.83 6.4× 10−5m0 302 306 ± 5
40 0.66 6.7× 10−5m0 270 272 ± 5
Table 1: Comparison of time periods for different rings studied in Figure 24. ∆U is found
by taking a slice of the PL across a diameter of the ring under a broad, low power pump
spot. The uncertainty in this measurement is approximately 10%. Mass of the LP is found
by fitting a parabola to the LP dispersion for k‖ close to zero. m0 is the free electron mass
in vacuum (5.1×105eV/c2). Tmeas is the time period of the oscillations measured between
the first and the third peak from the experimental data.
polariton condensates [69, 126, 127, 128], and has been justified in the cold-atom literature by
ZNG theory [129] as due to the interplay between the condensate and thermal background
particles. In the present experiments, this term may arise due to the interplay between
the polariton condensate and the exciton reservoir. There may also be an interaction of the
condensate with free carriers, as suggested by prior work [59] on the thermalization processes
of polaritons.
3.4 Density dependence of thermalization
These experiments also show the importance of particle-particle scattering in the onset of
coherence in the condensate. As seen in Figure 27, at late times the condensate settles down
into the global ground state of the ring, renormalized by the polariton interactions. At this
point, only the lowest transverse state is occupied, and the emission becomes spectrally very
narrow, which is an indication of coherence (see, e.g., Ref.[40], Chapter 9). Figure 27 shows
the time-resolved spectra and the spectral width of the ground state emission as a function
of time, for two excitation densities. At low density, the thermalization is slow (emission
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Figure 26: Temporal oscillations in the PL intensity from the bottom of the rings of radii 40
µm, 50 µm and 60 µm. The top row is from rings with width 20 µm and the bottom row
is from rings with width 15 µm. Temperature in the cryostat was approximately 7 K. Each
of these images is normalized with respect to the maximum intensity. Time t = 0 in each
image is different and comparison between the arrival time of the signal from the top of the
ring cannot be made.
from the second transverse state persists for over 100 ps), and the narrowing of the spectral
width continues over hundreds of picoseconds as the condensate cools. At high density, the
thermalization into a coherent condensate occurs much faster, as expected for a collision-
dependent process of condensation. Prior theoretical work [130] has shown that both the
thermalization rate and the rate of onset of coherence depend on the particle-particle collision
rate, which is linear with particle density.
Non-resonant pumping of these rings with pulsed laser shows threshold behaviour, see
Figure 28, which is seen commonly in several experiments with a CW pump. Such a be-
haviour for a non-resonant CW pump is because the pump does not directly feed the con-




Pump power = 𝑃
Pump power = 2.86 𝑃
Figure 27: A comparison of energy- and time-resolved images of the PL emission from the
bottom of a ring with a 50 µm radius and 15 µm radial width under different excitation
power. Note the greater effect of linewidth narrowing at higher excitation density. Also, the
signal from the top enters our imaging region relatively earlier at high pump power. This is
because the polaritons are launched from a higher potential energy hill when the power is
higher.
stimulated scattering. Thus, there is a threshold pumping rate above which the condensate
can be formed. It is interesting to note that such a behaviour is also observed when collecting
PL emission from the bottom of the ring, where the common assumption is that the reservoir
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Figure 28: A comparison of the energy- and time- resolved PL from the bottom of a ring of
radius 50 µm and radial width 15 µm at different excitation powers. All the three streak
images correspond to different polariton peak densities in the bottom of the ring. The
peak densities show over three orders of magnitude difference, with low energy radial modes
occupied at higher polariton densities. The pick-off pump power was 10% of the power
hitting the microcavity sample.
is absent. This behaviour may be interpreted as the formation of a non-equilibrium conden-
sate with the reservoir at the pump location which travels all the way to the bottom of the
ring. Depending on the density of the particles (including the polaritons and the reservoir),
either a macroscopic occupation of a single mode or several modes form in the bottom region
of the ring. Since a two population dynamics occurs at the bottom of the ring, hence the
threshold curve is seen while plotting the pump power with peak polariton density in Figure
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28. Energy resolved streak images are also shown from three different points on this curve.
3.5 Measurement of the polariton-polariton interaction strength
We can use these data to extract quantitative information about the polariton-polariton
interaction strength g1D. As discussed above, the period of the pendulum oscillations depends
on the mass of the particles, unlike the case of a real gravitational pendulum, because the
potential-energy gradient that gives the restoring force does not depend on the mass in
this case, while the kinetic energy does. Therefore we can immediately conclude that the
background excitons, which have mass very different from the polaritons, do not contribute
to the oscillations, and only contribute a slowly varying, overall potential energy shift of the
polaritons.
We can then compare the oscillations seen in two types of data to extract the polariton-
polariton interaction parameter. The first is the oscillation of the polariton population
at the bottom of the ring, which is observed in the emission intensity of the polaritons.
Using the known calibration of photon emission rate to population density, presented in
the Supplementary information, we can measure the density |ψ(π, t)|2 to within 40% of
its absolute value. In addition, we have direct observation of the energy shift due to the
renormalization of the polariton ground state energy, seen in the oscillation of the spectral
energy position of the polariton photoluminescence, as shown in Figure 29. Assuming that
the energy renormalization is linear with the polariton density, as expected for a mean-
field energy shift, the comparison of these two oscillation magnitudes therefore allows a
direct measurement of the constant g1D, as shown in Figure 29. This number can then be
converted to a value for the pure exciton-exciton interaction. The details of this analysis
are presented in the Supplementary information of this chapter, and give a value of the pure
exciton-exciton interaction in a single quantum well of the order of 10 µeV-µm2 (12 ± 6 µeV-
µm2). This is in agreement with theoretical calculations [58], and also in the same range as
previous experimental measurements using the same sample [81, 47] when the polaritons are
at high density, that is, at or above the condensation threshold, as is the case here. It is much
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Figure 29: Measurement of the exciton-exciton interaction strength. a) Energy-resolved
photoluminescence intensity from the bottom of the ring (θ = 180◦) as a function of time
following a short (2 ps) laser pulse at the top of the ring (θ = 0), integrated over a wide
angle of emission, corresponding to in plane k-vectors of the polaritons −15◦ < k‖ < +15◦.
The approximate level of the pump power used to excite the ring is 19 times the threshold
power for condensation at the source, as seen in the transport to the bottom in this ring. b)
Solid lines: Oscillations in the density of observed polaritons multiplied with the appro-
priate exciton fraction yielding an effective density of the excitons. The shaded area is the
uncertainty in the density originating from the error bounds in the measurement. (Details
in the Supplementary information). Broken line: Estimate of the exciton density invoked
to obtain good fits to the energy shift using the mean field approach. c) Solid line: Os-
cillations in the energy shift of the ground state measured from respective streak images.
Broken line: Energy shift deduced from the local density of the polaritons and excitons
shown in (b), for the best fit case.
lower 1 than prior values reported for polaritons at low density [66, 131, 132], indicating the
possibility that the polariton-polariton interaction strength may depend on their density. In
1In Ref. [131], the authors were not careful to account that the PL intensity that was measured had
contribution from all the quantum wells whereas the observed blue shift was due to repulsion between
particles in a single quantum well. Therefore, accounting for the 12 quantum wells give an order of magnitude
higher value for g in [131].
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contrast, resonant injection experiments [133, 134, 135] estimated a much lower value of the
interaction strength.
3.6 Conclusion
The results presented here, which are the only experiment with polaritons to reproduce
the damped population oscillations seen in cold atoms, have been made possible by three
experimental steps forward: first, the very high Q-factor of the microcavities used, which
gives very long lifetime to the polaritons, allowing them to evolve in time all the way from
a highly non-equilibrium, quenched initial state to spatial and spectral equilibrium at late
times; second, the low disorder in these structures which allows long-range motion of the
polariton condensate; and the development of etching processes which allows us to constrain
the polariton motion to one dimension. The pendulum-like oscillations are not strongly
affected by the interaction between the condensate polaritons in the regime observed here and
at late times damped out to produce a fully thermalized, single-mode polariton condensate.
These dynamics are reproduced by a numerical solution of a Gross-Pitaevskii equation
which includes generation and continuous decay, as well as energy renormalization due to the
polariton-polariton interaction and kinetic energy loss due to interplay with the background
population of thermal excitons. Future work will examine the coupling of different radial
modes, which can be important at early times after the creation of the polaritons when the
density of the polaritons is not too high; at high density, the condensate quickly thermalizes
into just the lowest radial state.
By measuring the absolute density of the polaritons and their energy shift, we have
extracted the polariton-polariton interaction strength, which is in agreement with other
measurements at high particle density; all of the measurements in which there is a condensate
give similar values for this parameter, while the outliers that give much higher interaction
strength are from experiments with much lower polariton density.
Now that we can create 1D wires for polaritons with macroscopic transport, a natural
extension is to create networks of one-dimensional wires for transport of coherent polaritons
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over macroscopic distances, i.e., polariton circuits. Because polaritons can be deflected by




To count all the photons entering our collection optics and reaching the CCD of the streak
camera, we used a half wave plate and a polarizer before the entrance slit of the spectrometer.
For all the measurements the orientation of the transmission axis of the polarizer was kept
fixed, which removed the polarization sensitivity of all the optics inside the spectrometer as
the light that entered the spectrometer was always at a fixed linear polarization. Two images
were taken for each individual measurement, one with the half-wave plate fast axis (placed
just before the final polarizer) at 0◦ and one with it at 45◦. By adding these two images
together, the total contribution of both polarizations (both parallel and orthogonal to the
final polarizer) were taken into account. The setup was calibrated to convert the intensity
counts on the CCD to the photon counts emitted from the ring. The photon counts were
subsequently converted into an absolute polariton number per state after accounting for the
lifetime of the LP state. Details about this calibration can be found in the next sections. This
method has been shown previously to agree accurately with density measured independently
from chemical potential of the polariton gas at the Bose-Einstein condensation threshold
[47].
3.7.2 Example of streak images used for measuring interaction strength
Energy resolved streak images of the PL from the bottom of the ring are shown in the
first column of Figure 30. The detuning at the bottom of the ring in Figure 30(d-f) which
is a re-plot of Figure 29 of main paper is −4.7 meV, while for Figures 30(a) and 30(g) it is
−4.1 meV, which leads to a slight variation in the LP mass between these two rings. The
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pump power used to capture these streak images is much higher (by approximately a factor
of two or more) than the previous condition discussed above. In this high density regime,
we measured the time period of the oscillations to be longer than what is predicted from the
energy gradient in the rings. This is due to the reshaping of the potential at the bottom of
the ring, which makes the effective gravity weaker in the rings. The effect of the nonlinearity
arising due to the interactions between the polaritons on the dynamics can be understood
as a renormalization of the mass of the lower polaritons. In all of these figures, we see clear
oscillations in the intensity as well as in energy with time. At early times we see a significant
population in non-zero in-plane momentum states (k‖ < 2 µm
−1), which corresponds to
the arrival of the spatially inhomogeneous precondensate from the top of the ring. As the
population at the bottom builds up, the occupation in the finite k|| states is depleted while
the emission from the k‖ = 0 state increases. This is also reflected in the spectral narrowing
of the emission with time. The oscillations in the intensity of the emission are related to the
dynamics of the condensate in a rigid pendulum potential. As the energy of the emission also
tracks the rise and fall of the intensity, which is expected from a mean field approximation,
we apply this theory to directly measure the exciton-exciton interaction strength gxx as
outlined below. A natural advantage of measuring the repulsive interaction strength in this
experiment over other steady-state experiments using the non-resonant pump is that there
are constraints on the measured density and energy which come from the dynamics of the
system, resulting in tighter bounds on the measured value of the interaction strength.
Mean field theory predicts that the local blue shift in the energy in a condensate having
repulsive particle-particle interactions is proportional to the local density of the particles.
It therefore seems quite straightforward to directly fit the observed evolution of the ground
state at the bottom of the ring to the density evolution of the observed polaritons at the
same point in the ring. However, we find poor fits for all the data that we have analyzed if
we use this method alone. An example is shown in Figure 31(b), for a 50 µm ring radius
with 15 µm etch width. The oscillations in both the density and the energy are correlated
in phase and period, but the amplitude of the oscillations is relatively less in the blue shift
than in the density. This indicates that something else is giving rise to an additional blue





























































































































































Figure 30: a, d, g) Energy-resolved PL intensity from the bottom of the ring as a function
of time following a short (2 ps) laser pulse at the top of the ring. The value reported in the
top right corner in each of these plots indicate approximate level of the pump power used
to excite the rings. b, e, h) Solid lines: Oscillations in the density of observed polaritons
multiplied with the appropriate exciton fraction yielding an effective density of the excitons.
The shaded area is the uncertainty in the density originating from the error bounds in the
measurement. Broken lines: Estimate of the exciton density invoked to obtain good fits
to the energy shift using the mean field approach. c, f, i) Solid lines: Oscillations in the
energy shift of the ground state measured from respective streak images. Broken lines:
Best fit to the observed energy shift using the mean field formula by using the total density
of the excitons.
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Figure 31: Example of a fit with no exciton reservoir. a) Re-plot of Figure 30(d) with red
dashed lines showing the extracted energy oscillations using a Lorentzian linewidth. Black
dashed lines show the reference ground state energy measured at 1593.3 meV at the bottom
of this ring. Energy shift at early times is measured with respect to this value. Black solid
lines show the temporal window used for fitting the density and energy oscillations. b) Black
solid curve is the measured energy shift of the ground state from Figure 31(a). Broken lines
is the best fit of the energy shift obtained from the observed polariton density and assuming
no contribution from the exciton reservoir. The fit returns a value for gXX = 39.9 µeVµm
2
which lies within the 95% confidence interval of (39.5, 40.3) µeVµm2 .
As we have seen above, the oscillation frequency is dependent on the lower polariton
mass near the bottom of the ring consistent with the rigid pendulum model. Therefore the
cause of the oscillations in both the density and the energy data can be attributed entirely
to the local changes in the lower polariton density. A reasonable conclusion is therefore
that the remaining, non-oscillating energy shift arises from the polaritons interacting with
a background exciton population, which must also have moved around the ring from the
laser excitation spot. The presence of the exciton population will not affect the time period
of the oscillations because their mass is much greater than that of the polaritons. Motion
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of excitons away from the laser spot for distances of 20-30 µm has been directly verified
by recent experiments [67]. Here, at least some of the excitons must have traveled 150 µm
around the ring from the pump spot, which is quite surprising, because excitons in GaAs
quantum wells were previously observed to migrate only a few microns away from the laser
excitation region. This indicates that the placement of the quantum wells in the optical
cavity to give the strongly coupled polariton effect strongly affects the effective diffusion of
the excitons in the quantum wells.
The second column of Figure 30 shows the effective exciton density due to polaritons
alone, found by multiplying the measured polariton density by the respective exciton fraction.
As discussed above, this density is not sufficient to explain the blue shift of the ground state
energy of the polaritons by a linear proportionality. Therefore, we guessed a population
evolution of the (unseen) excitons at the same location as the polaritons. The simplest
choice for the time dependence of this exciton population is to have a rise time and a fall






The parameters of this function were varied to give the best fits to the measured energy
shifts, as shown in the third column of Figure 30, where the fit also gives the exciton-exciton
interaction strength gxx. The quality of these fits assessed from the R-squared estimator is
above 99% for all the three fits. Knowing the absolute density of the polaritons from photon
counting as discussed above, and the number of quantum wells (12) over which the excitons
are distributed, we obtain the following values for the pure exciton-exciton interaction gxx:
8.4 µeV-µm2 with an uncertainty interval of (4.9, 14.2) for Figure 30(c), 13.5 µeV-µm2 with
an uncertainty interval of (8.4, 23.5) for Figure 30(f), and 10.2 µeV-µm2 with an uncertainty
interval of (6.1, 17.8) for Figure 30(i). The uncertainty interval is determined by adding
the exciton reservoir density to the upper and lower boundaries of the observed polariton
density uncertainty (shown with shaded region in the second column of Figure 30) and fitting
the total density to the observed energy shift. We determined the sensitivity of gxx on the
reservoir density by varying the density of the reservoir used in each of these fits by changing
ñr within a reasonable range while keeping the R-squared estimator of the fits above 99%.
We found a drop in the value of the estimator with an increasing spread of the fit residues,
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indicating worse fits. Thus we conclude that the dynamics severely constraints our estimate
of the reservoir density as well.
3.7.3 Finding the interaction strength from a streak image
The energy and time-resolved image of the PL taken by the streak camera shows how the
energy distribution of the polariton states at a given location in the ring evolve with time. To
make a direct measurement of the interaction strength we determine the polariton density
as a function of time from the image pixel counts. This process involves two steps. The
first step is to relate the counts recorded at the pixel to the number of photons leaking from
the cavity. This requires a careful calibration of our optical setup at the central wavelength
of PL emission. The second step involves converting the photon counts to the number
of polaritons inside the microcavity using the lifetime of the polaritons. From the streak
image, we find that the polaritons have a spread in their in-plane momentum. Therefore
to correctly convert, we must consider the in-plane momentum dependence of the lifetime
of the polaritons, which makes this conversion slightly non-trivial. In this regard, the first
step is to find a mapping between the energy of the polariton and its in-plane momentum,
which is usually provided by the dispersion relation of the polaritons in the microcavity.
We consider the effect of the interactions between the polaritons, which renormalises their
dispersion relation adding an energy correction proportional to the density at the mean field
approximation level. Since the density of the polaritons changes with time, so does the
energy-momentum dispersion of the polaritons.
The interactions between the polaritons originate from the exciton part and so for weak
interactions, we expect the energy of the excitons to be blue shifted by gxxnx, where gxx is
the exciton-exciton interaction strength and nx is the exciton density. In the absence of any
reservoir of excitons (nres) this will be given by fxnpol, where fx is the exciton fraction of the






/2 and npol is the density of the







∆Ex can be determined by diagonalizing the standard coupled Hamiltonian for the photon





(EC − EX)2 + Ω2
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/2, the overall shift due to the change in the
exciton energy is







δ2 + Ω2 −
√
(δ −∆Ex)2 + Ω2
)
, (3.4)
where E ′LP(0) is the interaction-shifted LP energy, and ELP(0) is the low density LP energy,
both at k‖ = 0. The Rabi splitting energy (Ω) and the detuning (δ) are determined from
the sample characterization procedure. The detuning (δ) used in the above equation is the
strain-adjusted detuning in the ring channel. E ′LP(0) is directly measured at each time step
from the streak image by fitting the k‖ = 0 emission with a Lorentzian lineshape. ELP(0) is
found from the measurement of the LP energy under a broad and low power pump spot at
the region of our interest. The above equation is numerically inverted to find ∆Ex at each
time step. It is straightforward to see that the new energy dispersion for the polaritons will
have smaller radius of curvature near zone center and thus will have lighter mass.
















∆E(k‖) is defined as the energy difference between the cavity photon (Ecav) and the exciton
(Eexc). For the range of k‖ considered in our measurements, Eexc is essentially constant for




⊥. The dependence of Ecav on k‖ leads to the dependence
of fcav on k‖. With ∆Ex known as a function of time, we map the LP energy for each pixel
of the image to corresponding |k‖| value using the renormalized dispersion relation. This
will help to determine the number of polaritons (Npol) in the time interval (t, t + ∆t) and






where ∆Nphot is the number of photons counted by the camera pixel with energy between
E and E + ∆E in the time interval (t, t + ∆t). Putting everything together the observed







where index i runs over the energy bins, frep is the repetition rate of the laser and ∆T is
the integration time of the image. As mentioned in the main text, the fits to the energy
oscillations are poor when using only the observed polariton density. Therefore, we consider
blueshift of the ground state (k‖ = 0) per particle due to polaritons and reservoir interactions
which leads to























where f 0x is the low density, k‖ = 0 exciton fraction given by (1 + δ/
√
δ2 + Ω2)/2 and gfit =
g̃xxf
0
x . The term in parenthesis is the total effective density of excitons which is used to fit the
energy shift in Figure 3 of main text and Figure 30 above. We considered the k‖ dependence
of the exciton fraction while calculating the effective density of the excitons from the observed
polariton density. It is also noted that the above relation could be derived from Equation
3.3 and Equation 3.4 within the mean field approximation. It is quite straightforward to
show ∆ELP (t) = f
0
x ∆Ex(t) + O(∆E
2
x) from Equation 3.4. And using Equation 3.3, we find






after neglecting higher order terms in density. The
value of g̃xx obtained from Equation 3.9 is related to the total density observed for all the
quantum wells in the microcavity. In order to make direct comparison with the theoretical
prediction of gxx in a single quantum well, we multiply the fit value of gfit by the number of
quantum wells NQW and divide by the appropriate exciton fraction.
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Additionally, one may consider a contribution to the blueshift from the saturation of the
exciton oscillator strength at high exciton density in the quantum wells which result in the
decrease of Rabi splitting energy [136]. Since both the contributions are proportional to the
exciton density, we cannot distinguish them using the measurement of gfit using Equation





f 0x (1− f 0x ). (3.10)






















Figure 32: Photoluminescence intensity for the same conditions as that of Figure 30(a), but
with the range of in-plane k‖ collected in the experiment cut down to −2◦ < k‖ < +2◦, using
an aperture in the collection optics, corresponding to the emission from just the ground state
of the ring.
3.7.4 Determining error bounds on gfit
The uncertainty in the fit parameter gfit arises from the measurement of the polariton
density. Explicitly this depends on the intensity counts at each pixel in the CCD camera, the
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Figure 33: Normalized PL intensity plotted on a log-linear scale. (a) corresponds to the
streak image shown in Figure 30(g) while (b) corresponds to the streak image shown in
Figure 30(d). We do not observe any single exponential decay of the signal for regions with
signal-to-noise ratio > 0.1.
conversion factor (η) to convert intensity counts to photon counts, the cavity lifetime, the
absolute cavity fraction and the area of the region from where the PL has been measured.
Uncertainty in the intensity recorded by the pixels of the CCD are related to the random
noise which follows a normal distribution with full width half maximum of 22 counts. η is the
photon collection efficiency of our setup, which was determined by sending a known power
of light at the same wavelength as the polariton PL through the setup from the location of
the sample, and then imaging it in the same way that the data is collected during an actual
experiment. For our setup and typical image parameters, this was 151 ± 11 photons/count.
The cavity lifetime (135 ± 10 ps) used in this study was previously estimated for a similar
microcavity structure [54]. We could not establish a good estimate for the polariton lifetime
from the streak images because it did not show a single exponential decay, even for very late
times (see Figure 33), which is an indication for the presence of an exciton reservoir.
Together the spectrometer slit and the time slit of the streak camera selected a rectangu-
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gXXnX without energy offset
gXXnX with energy offset
Measured with energy offset
Measured without energy offset
Figure 34: Comparison of fits with and without an energy offset to ELP (0). (a) The red
curve shows the new density of the reservoir used to obtain a good fit as shown in (b). The
blue curve is the re-plot of the reservoir density from Figure 30(e) in main text. (b) Fit
to the measured energy shift with (red solid lines) and without (blue solid lines) an energy
offset of 1 meV using the observed polariton density (as plotted in Figure 30(e)) and the
reservoir density in (a). The value of gXX obtained from the new fit is 14.5 µeVµm
2 which
is within the error bounds (8.4, 23.5)µeVµm2 as reported in the main text. This shows that
any constant energy shift due to the presence of reservoir does not affect our measurement
of gXX due to the constraints from the dynamical feature in the data.
lar region from the image of the PL which corresponded to a collection area of 53.94 ± 3.72
µm2 on the sample. The uncertainty in determining the absolute cavity fraction is related
to the uncertainty in the sample characterization as discussed in the Appendix of Ref. [67].
These uncertainties are used to find an upper and lower bound on the observed polariton
density as shown by the shaded area in Figure 30. Another source of uncertainty arises from
the choice of the unobserved exciton reservoir density. We extensively varied the density of
the reservoir to determine the best fits to the energy shift. The density of the exciton reser-
voir shown in Figure 30 corresponds to these best fit cases. It must be noted that any error
in part of finding the energy shift due to the uncertainty in finding the ground state energy
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of the polaritons is compensated by the assumption of invoking a reservoir density and the
value of ELP (0) only determines an offset of the energy, without affecting the oscillations.
As a demonstration of this notion we compare the fit obtained in Figure 30(f) with the fit
where the measured energy shift is offset by 1 meV. By choosing an appropriate reservoir
density we obtained best fit with nearly identical value of the fit parameter (see Figure 34).
The uncertainty in measuring E ′LP (0) at a given time slice obtained from the 95% confidence
interval of the Lorentzian fits are small (< 50 µeV) and is therefore neglected.
3.7.5 Theoretical model
To model the oscillations in the PL from the condensate at the bottom of the ring
as shown in Figure 24(b) in main text, we employ the open-dissipative Gross-Pitaevskii
(ODGPE) model [137] with a phenomenological kinetic damping term α, a spatially homo-
geneous generation term with temporal rise and fall behavior G(t) and an effective loss term
















where θ ∈ [−π, π] and θ = 0 is the lowest energy point in the ring. We choose G(t) of
the form G0(1 − exp(−t/τ1))exp(−tτ2) to approximately match the rise time of the PL
intensity and Γ(t) of the form Γ0(1 − exp(−t/τ3)) to match the particle loss rate at later
times. We note that the inclusion of the kinetic damping term not only damps the motion
of the condensate about the bottom of the trap, but also results in additional particle loss.
We correct for this by appropriately renormalizing the wavefunction in our calculation to
obtain only the overall loss implied by the terms in G(t) and Γ(t). It is useful to transform
the above equation into its dimensionless form by introducing xd = x/a0, td = ωt/2π and
ψd =
√
a0/Nψ, where a0 =
√
h̄/mω and ω =
√
V0/2mR2 are the natural length scale
and the natural angular frequency of the harmonic oscillator potential associated with the
bottom of the ring potential respectively. We also choose to work on a linear geometry
by unwrapping the co-ordinates on the ring using the relation x = Rθ. The dimensionless
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where xd ∈ [−πR/a0, πR/a0], Gd and Γd are the appropriate dimensionless gain and loss
functions. We choose a dimensionless gaussian wavefunction with a variance of σ centered















































Figure 35: Time evolution of the polariton condensate density at the bottom of the ring. (a)
Broken lines show the evolution under the Schrodinger operator and the solid line compares
the observed PL intensity. (b) We make a direct comparison between the two theoretical
models and show that the simpler model can capture the oscillation time period as long as the
potential trap is not reshaped at higher polariton density. We also notice that, while when
neglecting the interaction term the density peaks are narrower than the experimental ones,
when turning the repulsive interaction on they become broader and their width increases
with increasing interaction strengths.
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R (µm) ωτ1/2π ωτ2/2π ωτ3/2π 2πG0/h̄ω 2πΓ0/h̄ω α σ
60 0.20 0.6 0.5 1.0 1.0 0.8 5
50 0.20 0.6 1.5 1.0 1.0 1.1 6
40 0.15 0.6 0.5 1.0 0.9 1.1 5
Table 2: Parameter values used in the simulation for Figure 24(b) in the main text.
This initial condition is propagated forward in time according to the dimensionless 
ODGPE defined above with g1DN = 0.25 µeV-mm and the parameters for the generation and 
loss functions with the damping coefficient as listed in Table 2.
The results from this simulation (in Figure 24(b)) match reasonably well with the oscilla-
tion amplitudes with the typical ring parameters given in Table T1. We also compare these 
results with the linear case when the time evolution is only under the ring potential term 
and find that the time periods are in good agreement with each other as shown in Figure 
35. This underlines the dominant role played by the ring trap potential in determining the 
oscillations period we observed here.
3.7.6 Evidence of the exciton reservoir at low density
To further investigate the hypothesis of a reservoir population away from the pump spot 
we performed an experiment where we excited a piece of the planar microcavity sample with a 
low power, non-resonant CW laser and tightly focused at the plane of the sample. The pump 
power was below the threshold power (Pth) needed to observe polariton condensation. This 
sample was part of the same wafer which was used to fabricate the rings. In these experiments 
we searched for PL emission from lower polariton states at high in-plane momentum. We 
typically don’t see this emission because it is outside the NA of our microscope.
We placed the cryostat on a rotation stage as shown in Figure 36 and measured one-
sided energy- and momentum-resolved PL emission. We pumped through the microscope 
objective as shown in Figure 18. By comparing the relative polariton population below and
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Figure 36: (a) A diagram showing the basics of the optical setup, viewed from above. The
sample was mounted in a cold-finger cryostat, which could be rotated by angle θ. The pump
laser was reflected off a beam splitter (BS) through the imaging microscope objective (MO).
The photoluminescence was collected by the objective and then imaged by lens L1 onto a
secondary real-space plane. At this plane, a movable slit (R-space Slit) was placed to select
regions of the sample from which to resolve photoluminescence. The Fourier plane of the
objective was also imaged by lens L1 at location FP. Lenses L2 and L3 then imaged this
secondary Fourier plane onto the slit of the spectrometer. (b) A diagram of the real-space
plane at the location of the slit (R-space Slit in (a)) as viewed along the imaging axis. The
slit could be moved horizontally to select different regions of the image without changing the
pump location. The +x; +k, and cavity gradient (“uphill”) directions are all the same.
above the inflection point at k‖ = 2.6µm
−1, we determined the population of the bottleneck
polaritons (5.5µm−1 > k‖ > 2.6µm
−1). The bottleneck polaritons have significantly different
mass than the polaritons near k‖ = 0 and are therefore assumed to have a different diffusion
length. The discovery of these states away from the location of creation of the polaritons
by the laser, provides an evidence of the transport of polariton states with high in-plane
momentum. The dispersion of the polaritons are shown in Figure 37. It should be noted
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that these states are occupied all the way to the maximum limit of the NA of our setup. It
is reasonable to assume that these states are also occupied beyond this cut-off k‖.
The relative number of polaritons occupying the high k‖ branch of the dispersion as a
function of distance from the pump spot are also shown in Figure 38. This real space distri-
bution is fit with a Voigt distribution [67] and a diffusion length of 20 µm is deduced.
Figure 37: Normalized lower polariton population as a function of energy and momentum,
taken from angle-resolved images and adjusted for the momentum-dependent photon fraction
to show the relative particle populations. The pump power was about Pth/2, where Pth is the
threshold pump power for forming BEC, and the detuning was about 8 meV. The positions
of the real-space filter with respect to the pump spot are given in the upper right corners of
each plot. The red lines show the theoretical lower polariton dispersion. The counts for each
image were normalized separately, so the counts of separate images are not comparable.
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Figure 38: (a) The relative number of particles within the lower polariton band as a function
of the real-space filter position for various ranges of k‖ for a pump power of about Pth/2
and detuning of about 8 meV. The zero point in position was set by looking only at the
symmetric range of visible k‖ near k‖ = 0 (green squares). (b) The experimental data (red
diamonds) are the sum of the relative numbers at opposite sides of the pump spot (opposite
x positions) for the k‖ range of 2.6 to 5.5 µm
−1, shown as red diamonds in (a). The simulated
profile (solid black line) is the Voigt profile representing the real-space distribution of the
bottleneck excitons, which was normalized to show its shape compared to the data. The
simulated data (blue squares) came from integrating the Voigt profile over small bounds in
X, simulating the effect of the real-space slit in acquiring the experimental data. For details
about the error bounds, see Appendix of Ref. [67].
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4.0 Spin dynamics of a polariton condensate
4.1 Motivation
In this chapter we will consider another aspect of a dilute polariton gas which make
them behave as a spin-1/2 Bose gas. This behaviour is at the heart of several experimental
studies on optical spin Hall effect. First proposed by Kavokin, Malpuech and Glazov [138]
in 2005, the optical spin Hall effect originates due to the spin dependent elastic scattering
of exciton-polaritons. Two years later after the proposal, this effect was observed in a short
lifetime planar microcavity with embedded GaAs quantum wells [71]. As the polaritons are
detected from the light leaking from the microcavity, information regarding the spin state of
the polaritons is made from the polarization of the emitted light. Thus, the manifestation
of the optical spin Hall effect lies in the observation of angle dependent polarized emission
from the microcavity.
Exciton-polariton systems naturally offer a way for describing a pseudo-spin 1/2 Bose
gas [99]. The order parameter of a polariton condensate is described by a two-component
complex valued spinor, which is connected to the electric polarization of the polaritons in
the microcavity [40]. The pseudo-spinor describes polarization states of the polaritons in the
microcavity. The lowest energy exciton in a GaAs quantum well has total angular momentum
J = 1 which couples with photons. The projection ±h̄ along the crystal growth axis forms
the two components of the polariton spinor (chapter 9 of Ref. [99]). In the presence of
a non-aligned magnetic field the spin of the polaritons precesses similar to the spin of an
electron in a magnetic field. It results in polarization patterns of an expanding polariton
gas and this phenomenon is known as the optical spin Hall effect [71, 139]. It turns out
that for a quantum well embedded inside a semiconductor microcavity, a small but non-
negligible momentum dependent effective magnetic field is present which lies in the plane of
the quantum well. This effective field is excitonic in origin and is different than the Rashba
and Dresselhaus field and arises due to the long range electron-hole exchange interaction
of the exciton [140]. This has been used to realize a polaritonic analog of extrinsic [71] as
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well as intrinsic [139] spin Hall effect. In contrast to the electronic systems where the spin
Hall effect gives rise to a spin current and no mass transport, the optical spin Hall effect
is realized by actual transport of polaritons while the spin of the polaritons precess as they
move.
Figure 39 shows an example of the dispersion of the polaritons with a large photonic frac-
tion. The dispersion shows an energy splitting of about 1 meV at high k‖ ≈ 5.5µm−1. Clearly
this energy splitting depends on k‖ and is absent (or negligible) for k‖ ≈ 0. These branches
of the dispersion can be interpreted as the TE (transverse electric) and TM (transverse mag-
netic) modes inside the microcavity having slightly different effective masses. These branches
are a combined result of the effective field acting on the excitonic part of the polariton in
the quantum well and the difference in the reflectivity of the TE and TM polarizations of
the photonic component of the polaritons at oblique angle of incidence [141]. In analogy to a
spin-1/2 electron in a magnetic field, the degenerate spin states are split, where the splitting
energy is proportional to the magnitude of the magnetic field. Similarly, we can think of the
splitting of the polariton states as due to an effective magnetic field which depends on the
in-plane momentum and is proportional to k2‖.
In this chapter we address how the two spinor components of a gas of highly excited
trapped polaritons evolve following a quench in a long lifetime (≈ 200 ps) microcavity. The
trapping potential is created by patterning the top mirror of the GaAs microcavity in the
shape of a ring. The polaritons in the ring maintain the same long lifetime (≈ 200 ps),
high quality (Q > 105) and low disorder as in the two-dimensional planar microcavity used
previously [86, 54, 142, 47, 79]. With the presence of a unidirectional gradient in the energy
of the polaritons, the circular symmetry of the ring is broken, giving rise to a rigid pendulum
potential. Combined with a momentum dependent effective magnetic field in the trap, this
results in intrinsic optical spin Hall effect as the polaritons are transported to the region
with the lowest energy in the trap. We map the spin of the condensed polaritons in the ring
using space- and time- resolved polarization spectroscopy.
The rings used in this study were fabricated by etching the top distributed Bragg reflector
(DBR) of the microcavity as described in previous chapters. Further details may be found
in the papers [79, 67, 68]. The rings of width (the difference of the outer and the inner
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𝛿 = −44.27 𝑚𝑒𝑉
Figure 39: Lower polariton dispersion in a planar microcavity showing the TE-TM branches.
The PL is collected from a portion of the microcavity wafer with detuning δ = −44.27 meV.
radii) 15 µm and radius (average of outer and inner radii) 50 µm was chosen for the study.
Across the typical dimensions of the ring, the thickness of the microcavity varies which leads
to a cavity energy gradient (≈ 7−9 meV/mm). The cavity gradient effect is similar to an
artificial gravity for the polaritons making the rings look tilted on the potential energy plane.
Due to the analogy to gravity, here we will refer to the point of highest potential energy as
the “top” of the ring, and the point of lower potential energy, on the opposite side of the
ring, as the “bottom”. The effect of the artificial gravity on the spin-polarized polaritons
have been theoretically studied in Ref. [143].
This chapter is an adaption of the work in Ref. [144]. The polariton rings were fabri-
cated by Burcu Ozden. Jonathan Beaumariage, Mark Steger and David Myers performed
characterization of the microcavity grown by Loren Pfeiffer and Ken West. Valerii Kozin
and Anton Nalitov developed the theoretical model. I designed the experiment, performed





























Figure 40: Schematic of the experimental setup. Inset shows a time integrated image of
the photoluminiscence from the ring microcavity also showing the direction of the cavity
gradient ∆E. QWP: quarter waveplate, HWP: half waveplate, LP: linear polarizer.
4.2 Experiment
The top of the rings are non-resonantly pumped (Epump ≈ 1710 meV which is at least
100 meV higher than the energy of the lower branch polaritons at the point of excitation)
with a mode-locked Ti:sapphire laser with a pulse repetition rate of 76 MHz, a pulse width
of ≈ 2 ps, a spot size of ≈ 15 µm on the sample and incident at an angle of ≈ 45◦ from
the plane of the sample with more than 90% linear polarization. Due to the high angle
injection, the pump spot is not circular on the plane of the sample and creates asymmetry
in the direction of the polaritons streaming from the pump spot. Photoluminescence (PL)
from the rings was collected using a microscope objective with a numerical aperture (NA) of
0.40 and imaged onto the entrance slit of a spectrometer. The image was then sent through
the spectrometer either to a standard charged coupled device (CCD) chip located at one of
the exit ports of the spectrometer for time integrated imaging, or onto a Hamamatsu streak
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camera located at the other exit port for time-resolved imaging. All measurements were
performed by cooling the microcavity to low temperature (below 10 K) in a continuous-flow
cold-finger cryostat. A sketch of the experimental setup is shown in Fig. 40.
The non-resonant optical pulse excites a population of free electrons and holes at the
top of the ring which undergo rapid thermalization, turning into excitons. Excitons further
relax down in energy and reach the anti-crossing spectral region of the photonic and excitonic
dispersion branches, forming a dense polariton gas (see, for example, Tassone et al. [62]),
which above a critical density undergoes non-equilibrium Bose-Einstein condensation. This
non-equilibrium condensate streams out ballistically from the excitation spot and fills the
entire ring, while also dropping in energy as it moves in the ring. Energy resolved streak
images from the top and bottom of the ring are combined together in Fig. 41 (c) for direct
comparison. As shown in Fig. 41 (c) the polaritons are initially formed with a large blue-
shifted energy at the pump spot which rapidly red shifts with time. This is followed by
a spectrally narrow emission which slowly drops in energy, asymptotically approaching the
k|| = 0 lower polariton energy at this location. The initial blue shift seen at the pump spot
is due to the interaction of polaritons with the exciton cloud. The rate of energy drop of the
polaritons measures the rate at which the exciton cloud decays. By the time the polaritons
arrive at the bottom of the ring trap it has already undergone considerable energy relaxation
(≈ 2 meV). The energy- and time- resolved image from the bottom in Fig. 41 (c) shows that
as the occupation density of the polaritons increases, the spectral linewidth of the emission
narrows indicating build up of coherence in the bottom of the trap. In Fig. 41 (a) and (b)
we show spatially and temporally resolved energy and linewidth of the emission from the
bottom of the trap. From these plots we infer that the spatial coherence extends at most
to one-third of the ring circumference at any given point in time, which is signaled by the
energy locking of the emission. At late times the energy of the emission approaches the local,
low density k|| = 0 lower polariton energy.
We resolved the polarization of the PL from the ring by performing a full Stokes vector
measurement (S0, S1, S2, S3) using combinations of half or quarter waveplate and a linear
polarizer. The measurement was done on the collimated signal just after the microscope





Figure 41: Example of condensate energy (a) and linewidth (b) as a function of time from
different locations on the ring. 3π/2 corresponds to the bottom of the ring. The zero of the
time axis corresponds to the time of excitation at the top of the ring. The condensate energy
is obtained at each spatial location by fitting a lorentzian function to the energy- and time-
resolved image captured by the streak camera. (c) shows a spectral comparison between the
PL emission from the top and bottom of the ring as a function of time.
and was kept fixed throughout the experiment. This was done to remove the polarization
sensitivity of the optics downstream in the setup. We used another half waveplate and a
polarizer before the entrance slit of the spectrometer to collect all the signal which didn’t get
reflected, scattered or absorbed after passing through the optics. For all the measurements
the orientation of the transmission axis of the final polarizer was also kept fixed, which
removed the polarization sensitivity of all the optics inside the spectrometer as the light that
entered the spectrometer was always at a fixed linear polarization. Two images were taken
for each individual measurement, one with the half waveplate fast axis (placed just before
the final polarizer) at 0◦ and one with it at 45◦. By adding these two images together, the
total contribution of both polarizations (both parallel and orthogonal to the final polarizer)
were taken into account. Additional details on the full Stokes vector measurement are given
in Supplementary information 4.5.2.
Time-resolved Stokes vector measurements were done using the streak camera. Mapping
of the observed intensity to the Stokes vector is given in Supplementary information 4.5.2.
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A diametric slice of the image of the ring was aligned with the horizontal time slit of the
streak camera. To collect the PL from a different location on the ring, the image was rotated
using a dove prism. The dove prism was placed in a nearly collimated region of the optical
path, as shown in Fig. 40. Before the experiment, the dove prism was carefully aligned to
minimize the image walk-off when the prism was rotated by adjusting the tilt screws on the
mount. Small adjustments were made during data collection by moving the final imaging
lens, Lens 3, in the transverse plane to ensure consistent overlap of the diametric slice of the
ring with the time slit.
We note that the intensity collected by the streak camera after a pulsed excitation of
the ring is the sum of the intensity of millions of such realizations. The density of polaritons
created by each pulse was above the critical density of polaritons required for undergoing
Bose-Einstein condensation (BEC) at the given temperature. If the realization of each
instance of the BEC picks up a random polarization state in the ring (due to spontaneous
symmetry breaking), then by averaging we should obtain a strong component of unpolarized
light in the emission. However, from previous time resolved studies on spontaneously formed
polariton BEC it is known that the polarization of the BEC is not random and is sensitive
to underlying crystal symmetries and other symmetries or imperfections of the microcavity.
Due to the sensitivity of the polarization of the polariton BEC we can use the degree of
polarization of the PL to distinguish between emission from condensed and uncondensed or
excited polaritons.
We compare the time resolved polarization of the PL emission from the point of excita-
tion (top) and the diametrically opposite point (bottom) on the ring in Fig. 42. We find






3) of the emission at
the pump spot following the arrival of the pump pulse. This is correlated with a decrease
in the PL emission intensity at the pump spot. This signal is post hot thermalization and
indicates appearance of a local non-equilibrium condensate which undergoes further energy
relaxation. As the condensate streams and fills the ring, the DOP plateaus. At the same
time, there is a slow build up of the polarized emission from the bottom of the ring which
persists as long as the polaritons leak from the microcavity. In contrast, the DOP drops at
the pump location after plateauing because the condensate drifts away from this location
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towards the bottom of the ring. The oscillations in the intensity of the PL emission from the
bottom of the ring is due to the pendulum like oscillations about the ring trap minimum [68].
(a) (b) (c)
(d) (e)
Figure 42: Comparison of the polarization between the top and bottom of the ring as a







Measurement of the time-resolved components of the Stokes vector from different angular
positions on the ring are shown in Fig. 45 and a Bloch vector visualization at different
time instances are shown in Fig. 46. The circular polarization component S3 in these
measurements reveal that before the appearance of condensate in the ring, highly excited non-
thermal polaritons moving out from the pump spot show spin imbalance polarity depending
on whether they are moving in the clockwise or anti-clockwise direction. This is due to the
polariton pseudo-spins experiencing the effect of the in-plane magnetic field arising due to
the splitting of the transverse electric (TE) and transverse magnetic (TM) mode in the cavity
and depending on the polariton wave-vector. It is easily verified in a simulation showing the
time evolution of a linearly polarized wavepacket under the TE-TM splitting Hamiltonian
and is shown in Figure 48.
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Figure 43: PL intensity from the ring at different time instances t0 and the corresponding
polarized emission shown with the Bloch sphere representation of the Stokes vectors at
different angular positions on the ring. Black arrows depict the projection of the Stokes
vector on the equatorial plane of the Bloch sphere. The length of the arrow is a measure
of the degree of linear polarization within the polarized sector of emission and half of the
angle w.r.t. the positive x-axis measures the direction of the linear polarized light. The
red and green arrows depict the spin up and spin down projection of the polariton spinor
respectively. The length of these arrows indicate the degree of circular polarization (or spin
polarization) of the polaritons. Stokes vectors for intensity below a cut-off level (Icut = 3) is









Figure 44: (a) The direction pointed by the linearly polarized Stokes vector S1x̂+S2ŷ around
the ring at two time instances. The angle tan−1(S2/S1) has been unwrapped in the range
[0, 6π]. (b) and (c) show the linearly polarized Stokes vector in the ring at t = 103 ps and t
= 265 ps respectively.
The linear polarization components S1 and S2 show a spontaneous emergence of four-
leaf angular pattern as shown in Fig. 45 (b) and (c). This pattern persists in the ring
until the polaritons fully leak from the microcavity. Manifestation of this pattern could
be visualized by representing the Stokes vector on the Bloch sphere and tracing it around
the ring. The projection of the Stokes vector on the equatorial plane of the Bloch sphere
gives the component of linear polarization of the emission. This is shown in black arrows in
Fig. 43 at different time instances. We see in these figures and in Fig. 44 that after t =
265 ps, the linear polarization component appears to wrap around the ring by 4π radians,
which corresponds to a rotation by 2π radians for the major axis of the elliptically polarized
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Total intensity (arb. units) Horizontal polarization (𝑆 ) Diagonal polarization (𝑆 ) Circular polarization (𝑆 )
(a) (b) (c) (d)
(e) (f) (g)
Figure 45: Example of time and polarization resolved PL from tilted ring. Components of
the Stokes vector S0, S1, S2 and S3 measured at an angular resolution of 10
◦ as a function of
time. We integrated the polarization resolved PL over the radial width of the ring to process
the Stokes components at any given angular position on the ring. The intensity collected by
the streak camera after a pulsed excitation of the ring is the sum of the intensity of millions
of such realizations. Bottom row shows the four-leaf pattern in the components S1 and S2
at t = 265 ps.
emission from the ring. In Fig. 44 we compare the direction of the linear polarization of the
Stokes vector from different angular positions in the ring at two different time instances. The
wrapping of the linear polarization component by 4π radians is found at t = 265 ps, while it
only wraps by 2π radians at t = 103 ps. The linear polarization component forms domains in
the ring where the direction changes slowly within a domain while across a domain there is a
change in the direction by ±π/2 or more. The direction of the linear polarization component
from the lower half of the ring remains nearly stationary in time after t = 265 ps. This is
despite the fact that there is noticeable angular variation of the intensity of emission from
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this region with time as shown in S0 component in Fig. 45 (a) as well as in Figure 43. Both
spatial and temporal dependence of the PL intensity from the ring indicates variation of the
density of the polaritons in the ring. The overall polarization component of the emission
does not show a strong dependence on the polariton density which could be deduced from
plots of the plots of the Stokes vector around the ring in Fig. 43. We can thus conclude
that the interactions between the polaritons do not play a dominant role in determining the
polarization direction of the emission. At late times, the non-equilibrium state shows very
little spin imbalance as shown in Fig. 45 (d) which is due to good spatial overlap of nearly
identical density profiles of the two spin components.
In the following section we develop a minimal model capturing the qualitative features
discussed above highlighting the essential physics needed to interpret our observations. We
derive an effective one-dimensional Hamiltonian by projecting the two-dimensional Hamil-
tonian onto the ground state of the radially confining potential due to the finite width of
the ring channel. The periodicity of the wavefunction in the azimuthal direction results in
discrete orbital angular momentum states in the ring. We assume that the polaritons oc-
cupy only a small part of the lower polariton dispersion near k|| = 0, allowing us to make
an effective mass approximation for the polaritons. The cavity gradient in the ring reduces
the circular symmetry to a left-right mirror symmetry in the ring. It also creates a small
spatial anisotropy in the TE-TM splitting energy which is ignored in the present model. A
schematic of the quantum states in the ring in absence of a cavity gradient is shown in Fig.
47 (a). We also neglect the spin-dependent interactions for reasons discussed previously.
4.3 Theoretical model
Here we present the theoretical model of a single polariton ring of radius R and width a
with a cavity gradient along the vertical axis (see the inset in Fig. 40), where only the lowest
radial mode is occupied. In the absence of the polariton-polariton and polariton-reservoir
interaction, the ring is described by the following matrix Hamiltonian Ĥ, whose elements
are given by (see the derivation in Supplementary information 4.5.1)
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t = -6 ps t = 48 ps t = 103 ps
t = 482 pst = 428 ps
t = 374 pst = 211 ps t = 320 pst = 265 ps
t = 157 ps
t = 754 pst = 700 pst = 645 ps
t = 591 pst = 537 ps
t = 808 ps
Figure 46: Visualization of the components of the Stokes vector at different angular positions
on the ring at different time instances. Black arrows depict the projection of the Stokes vector
on the equatorial plane of the Bloch sphere. The length of the arrow is a measure of the
degree of linear polarization and half of the angle w.r.t. the positive x-axis measures the
direction of the linear polarized light. The red and green arrows depict the spin up and spin
down projection of the polariton spinor respectively. The length of these arrows indicate
the degree of circular polarization (or spin polarization) of the polaritons. Stokes vectors for
intensity below a cut-off level (Icut = 3) is not plotted due to poor signal to noise ratio.
Ĥ11 = Ĥ22 =
h̄2
2meffR2
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Figure 47: (a) A schematic showing the effect of the radial confinement, TE-TM splitting
and the ring geometry on the quantum states in the ring. Visualization of the expectation
value of the Stokes components in the ground state of the ring without the tilt is also shown.
In the ground state Sz = 0 while S1 and S2 components are phase shifted by π/4 w.r.t. each
other. The white arrows depict the polarization plane direction, corresponding to the local
Stokes parameters. In the ground state the polarization wraps in the azimuthal direction in
the ring. (b) Direction of the effective magnetic field due to TE-TM splitting shown with
red arrows in the momentum space.
where ˆ̃k = −i(d/dϕ). ϕ is measured from the positive direction of the x-axis in anticlockwise
sense. For the sake of simplicity we introduced the dimensionless quantity B + V1 sinϕ
which corresponds to the TE-TM splitting, inherited from the plane microcavity, here B =
2βmeff/h̄
2 (β defines the TE-TM splitting of the plane microcavity without tilt) and V1
accounts for the dependence of the TE-TM splitting on the changing width of the quantum
well. V0 describes the position-dependent shift of the energy levels due to the cavity gradient.
The dimensionless parameter ∆ = (πR/a)2 corresponds to the LT-splitting, stemming from









(a) (b) (c) (d)
(e) (f) (g) (h)
Normalized intensity
Figure 48: Time evolution of the horizontally polarized condensate spinor. Parameters for
both rows are meff = 6.14 × 10−5m0, B = 0.05 and ∆ = 250, where m0 is the rest mass
of an electron in vacuum. Top row (a-d): V0 = 16, Λ = 1; Bottom row (e-h): V0 = 335, Λ
= 0.3; A larger energy damping rate is chosen for smaller tilt case (top row) because the
initial state has a lower potential energy than the larger tilt case (bottom row), so energy
relaxation is slower for the same value of Λ in the smaller tilt case.
linear polarizations which acts as a static in-plane field, and described by α and ϕ0. This
field is usually linked with the crystallographic axes and appears because of the anisotropy
of the quantum well.
One can relate the parameters B = βmeff/h̄
2 and V1 introduced in Eq. (4.1) to the


















where n0 and nc are the refractive indexes of the surrounding media and the cavity respec-
tively Lc,0, Lc,π/2 are the widths of the cavity at the points of the ring defined by ϕ = 0, π,
respectively and ωc,0 is the real part of the cavity eigenfrequency at zero in-plane momentum.
LDBR = nanbλ̄/(2(nb−na)), which is frequently called the effective length of a Bragg mirror,
na,b are the refractive indices of the layers comprising the DBRs and λ̄ is the wavelength,
corresponding to central frequency of the stop-band λ̄ = 2πc/ω̄. In the following discussion,
we drop V1 and α. The time evolution of the polariton condensate spinor Ψ in presence of




= (1− iΛ) ĤΨ− ih̄
2τ
Ψ (4.4)
Energy relaxation is phenomenologically included in the model by multiplying the Hamil-
tonian (4.1) by the complex coefficient 1−iΛ, where Λ is the dimensionless energy relaxation
parameter. This is an energy diminishing scheme, where the higher energy eigenstates re-
lax more quickly than the lower energy eigenstates. For longer temporal evolution only the
ground state survives. This form of energy relaxation was first suggested by Pitaevskii [145]
and applied in context of damped atomic condensates [146, 147]. Since the rate of energy
dissipation and the rate of particle loss is not equal, we accounted for the leakage rate with
the parameter τ . While numerically integrating the term proportional to Λ we preserve the
norm of the wavefunction by adding back the particles that are lost during the energy relax-
ation step. To account for the finite lifetime of the polaritons we added another imaginary
term proportional to Ψ, which describes the loss of particles from the microcavity with time.
Thus, the number of polaritons in the simulation exponentially decays with time at a rate
1/τ .
We evolve an initial state which is close to the state observed in the experiment after
hot thermalization at the pump spot. As shown in Figs. 42 and 45, the Stokes parameters
are S1 ∼ 0.5 and S2 ∼ −0.5 when the degree of polarization is maximum at the top of
the ring. This implies that the linear polarization makes an angle of about -22.5◦ with
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the horizontal axis. Any spatially extended state with this uniform polarization is not a
polarization eigenstate of the ring because it lacks the left-right mirror symmetry of the
ring. In the simulations, we preferred to use an initial state which respects the mirror
symmetry of the ring to show that the observed experimental signatures like the four-leaf
pattern (in S1 and S2) and the spin flips (in S3) arise in the course of dynamics and do not
sensitively depend on the choice of the initial conditions. Since the initial condensate is over
80% horizontally polarized, the initial condensate order parameter in the simulations was
chosen to be completely horizontally polarized and localized at the top of the ring,






[1, 1]T . (4.5)
This initial polarized state has a left-right mirror symmetry with S2(ϕ, t = 0) = 0 as well as
spin balanced S3(ϕ, t = 0) = 0. The angular width (d = π/10) of the gaussian wavepacket
in the simulations was chosen comparable to the spot size of the pump ≈ 15µm. Numerical
solution of Equation (4.4) is shown in Fig. 48 for two different choices of cavity tilt and
different energy relaxation rates to elucidate the role of the cavity gradient and the energy
damping in the polarization pattern formation in the ring. The simulation captures the
coherent evolution of the polariton spinor after excitation by a single pulse.
As the initial spin balanced state diffuses from the top, the two components of the spinor
are pushed in opposite directions creating a spin imbalanced state. This is shown at early
times in the circular polarization components S3 in Fig. 48 (d) and (h). In the first 100 ps
we observed similar spin imbalance near the top of the ring in the S3 component as shown
in Fig. 45. This imbalance is manifested by the appearance of opposite polarity of the S3
component for clockwise and counter-clockwise flow of the polariton condensate. From Fig.
45 (c) we also see that after 200 ps, the top half of the ring shows a spin flip, i.e. the region
where S3 > 0 in the first 100 ps becomes S3 < 0 and vice-versa. From our simulations we
see this when the condensate motion is not strongly damped in Fig. 48 (h). The opposite
spin components do not immediately come to rest on reaching the bottom from the top, and
continues onward motion converting back the gained kinetic energy into potential energy.
It is during this course of motion that we observe spin flip in the ring. In Fig. 48 (d)
we do not see this feature because the condensate motion is overdamped, dissipating the
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kinetic energy very quickly and bringing the condensate to rest in the bottom of the ring.
In the linear polarization sector, which is a measure of the relative phase between the two
spinor components, we find rotation of the polarization as the condensate flows out from the
point of generation. This is shown by appearance of non-zero S2 component shortly after
evolution of the initial state in Fig. 48 (b) and (f). As the condensate fills the entire ring, we
see emergence of the four-leaf pattern in S1 and S2. This is clearly seen in Fig. 48 (b) and
(c) while obfuscated in Fig. 48 (f) and (g) due to interference between clockwise and anti-
clockwise moving waves. Similar observation made in Fig. 45 (b-c) and the four-leaf pattern
is shown in Fig. 45 (e-f). As the condensate settles to the minimum of the trap potential,
this pattern is seen at the bottom of the ring in Fig. 48 (b), (c), (f) and (g). In this state the
circular polarization is nearly absent as the ground state of the ring is not circularly polarized
as shown in Supplementary information 4.5.1. The S3 component at late times in Fig. 45
(d) is also absent in the bottom half of the ring. It should be noted that the model neglects
the evolution of the excitonic reservoir in the ring, which dynamically reshapes the effective
potential for polaritons. Evidence of long transport of the reservoir was shown in these rings
in Ref. [68]. Also the contribution of the higher radial modes are not included which are
found to be occupied only at early times after the quench since we address a much slower
spin precession dynamics. We found that these are not crucial for understanding the generic
polarization patterns in the ring but will be important when addressing details regarding
the transport and energy relaxation of the nonequilibrium polariton condensate in the ring.
The model introduced in this section captures all the qualitative aspects of the linear and
circular polarization precession following a quench, which emphasizes the role of the TE-
TM splitting on the condensate dynamics. Finally, we note that the polarization of the
condensate observed in the experiment at late times doesn’t correspond to any eigenstate
of the tilted ring and requires further theoretical investigation into the details of energy
relaxation and thermalization processes which could lead to such a pre-thermal state.
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4.4 Conclusion
Ring shaped polariton waveguides is attracting a great deal of attention for exploring
various topological effects [148, 149, 150, 151] due to the TE-TM splitting in these structures.
We present in this direction the first experiments on etched polariton rings. We studied
the polarization dynamics of a non-equilibrium polariton condensate formed after a pulsed
excitation. Through time resolved measurements we were able to observe the temporal
signature of intrinsic optical Hall effect shortly after quench. We provide a qualitative
estimate of the length scale over which the spatial coherence builds up in the ring by observing
spatial energy locking and linewidth narrowing of the emission. We also present a theoretical
model which captures qualitatively the formation of a four-leaf pattern in the S1 and S2
components of the Stokes vector, the relative angular phase offset between S1 and S2 and
finally the contrasting ratio between the degree of linear and circular polarization in the
ring thus elucidating the role of the anisotropic pseudo magnetic field originating from the
TE-TM splitting and the tilt in the microcavity structure.
Future work will explore making the rings radially thinner pushing further apart the
radially confined states in energy while also diminishing the cavity tilt. In the present
rings with radial width 15 µm, the separation between the radial modes is about 250 µeV
[68]. Rings with negligible cavity gradient would restore the full rotational symmetry and
would bring the orbital momentum states into play when the diameter of the rings are
also reduced. Another aspect of making thinner rings would be to increase the effective
interactions between the polaritons which could be a route to studying the intermediate
regime between weakly and strongly interacting Bose gases. These rings could then serve as
an ideal platform for studying one-dimensional macroscopic quantum phenomena similar to
superconducting rings. Already with these long lifetime samples we could address interesting
questions in nonequilibrium physics, such as generation of long lived non thermal states,
which could be observed and studied in this system.
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4.5 Supplementary information
4.5.1 Derivation of Hamiltonian
In this section we derive the effective Hamiltonian describing a single polariton ring of
radius R and width a, accounting for the effect of the TE-TM splitting and the tilt of the
well, where only the lowest radial subband is occupied.
We start with the Hamiltonian of 2D polaritons inside a planar microcavity neglecting





where the diagonal terms Ĥ0 describe the kinetic energy of lower cavity polaritons, and
















where β governs the strength of the TE-TM splitting and may be expressed in the longitu-




order to proceed with the derivation of the correct 1D Hamiltonian let us pass to the polar
coordinates and add the confining potential V (r) confining the polariton wave functions on
the ring in the radial direction to the planar cavity Hamiltonian Ĥ2D. The confining poten-
tial is taken as an infinite square well in the radial direction. The terms associated with the













































+ V (r). (4.10)
Since we can now separate the variables assuming only the lowest radial mode occupation
Ψ̃(r, ϕ) = R0(r)Ψ(ϕ), the effective Hamiltonian [153] for Ψ(ϕ) reads
Ĥ = 〈R0(r)|Ĥ1(r, ϕ)|R0(r)〉, (4.11)
where R0(r) is the lowest radial mode of the Hamiltonian (4.10). For an infinite square
well potential of width a centered at R in the radial direction, the radial modes, which are



















and 0F1(a; z) is the
confluent hypergeometric function and An is the normalization constant. The eigenvalues εn











Now we perform the averaging over the lowest radial mode R0(r) corresponding to the lowest







′(r)dr = R20(r)/2|∞0 = 0 for




where we used that R′′0 + r
−1R′0 = −(2meff/h̄2)E0R0 and the fact that from dimensional
analysis it follows that E0 = h̄
2C0/(2ma














|R0(r)〉 = F(a/R)/R2, (4.14)
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where the equation in the last line is obtained from dimensional analysis and F(x) is a
dimensionless function. We approximate R0(r) by its first Fourier harmonic, which is rea-







This function is properly normalized
∫∞
0
R20(r)rdr = 1 and satisfy the boundary conditions
R0(R − a/2) = R0(R + a/2) = 0. Then, we have C0 = π2 and for 0 < x < 1 it follows




· ˆ̃k2 Be−2iϕ(−ˆ̃k2 + 2ˆ̃k + ∆)
Be2iϕ(−ˆ̃k2 − 2ˆ̃k + ∆) ˆ̃k2
 (4.15)
where ˆ̃k = −i(d/dϕ) and the energy levels are now shifted by a constant as compared to
the Hamiltonian (4.6). For the sake of simplicity we introduced a dimensionless parameter
B corresponding to the TE-TM splitting as B = 2βmeff/h̄
2 and a dimensionless parameter
∆ = (πR/a)2 corresponding to the LT-splitting, stemming from the confinement in the radial
direction. In the case where the ring is infinitely thin, the model reduces to the one described
in [149].
In general, solutions of the stationary Schrodinger equation with the Hamiltonian (4.15)
can be represented in the following form
Ψk,α(ϕ) = χ̃α(ϕ, k)e
ikRϕ, (4.16)










a2B(kR− 1)(kR− 3) + 8π2R2
a2((kR + 1)2 − Eαk )
. (4.18)
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The energy spectrum of the Hamiltonian can be found analytically, the energy levels are
given by








2) units. As we consider polaritons with spin ±1 as a two-level system, the
z-projection of the operator of total angular momentum is Ĵz = h̄
ˆ̃k+h̄σz. One can check that
ĴzΨ(ϕ) = h̄k̃Ψ(ϕ) which clarifies the physical meaning of k̃ = kR. The periodic boundary
condition imposes the condition Ψ(ϕ) = Ψ(ϕ + 2π), which yields integer k̃ corresponding
to the quantized orbital angular momentum. According to Eq. (4.19) the energy becomes
quantized as well.
To account for the tilt of the well one needs to replace B in the Hamiltonian (4.15) by
B + V1 sinϕ and add V0 sinϕ to the diagonal elements, where we assume that the value of
the TE-TM splitting as well as the shift of the energy levels linearly depends on the width of
the well. Having done that, we arrive at the Hamiltonian (4.1), where an additional splitting
between linear polarizations is added (see the text) below Eqs. (4.1).
The dependence of the TE-TM splitting on the local width of the ring can be calculated





which is frequently called the effective length of a Bragg mirror, where na,b are the refractive
indexes of the layers comprising the DBRs and λ̄ is the wavelength, corresponding to the
central frequency of the stop-band λ̄ = 2πc/ω̄. Next, introducing
δ = ωc − ω̄ (4.21)
where ωc is the real part of the cavity complex eigenfrequency, the TE-TM splitting thus
reads [99]





1− 2 sin2 φeff
δ, (4.22)
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where φeff ≈ arcsin ((n0/nc) sinφ0), the coefficients and Lc is the width of the cavity, n0 and
nc are the refractive indexes of the surrounding media and the cavity respectively. Now, one
can relate the parameters B = βmeff/h̄





























where k|| = (ωc/c) sinφ0 and Lc,0, Lc,π/2 are the widths of the cavity at the points of the ring
defined by ϕ = 0, π, respectively and ωc,0 is a cavity eigenfrequency at k|| = 0, which also
depends on the local width of the cavity.
Let us investigate the ground state of a flat ring (no tilt) and in the absence of bire-
fringence. For the experimentally relevant values B = 0.052 and ∆ = 61.36, the ground
state Ψ0,L is non-degenerate and corresponds to k̃ = 0 of the lower branch (minus sign in







The Stokes vector for this state is given by






thus, the ground state of a flat ring with no birefringence is completely linearly polarized
with the polarization direction remaining tangential to the ring. It should be noted, that the
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Stokes vector in the ground state (4.25) repeats the pattern of the effective magnetic field
produced by the TE-TM splitting (shown in Fig. 47 (b)), but in the XY-plane. We observed
a large degree of linear polarization and a small degree of circular polarization in the ring
as seen in Fig. 45 and Fig. 48; the TE-TM splitting term in the Hamiltonian mixes the
left and right circular components of the pseudo spinor creating a large component of linear
polarized state with a small circular component. Although, the four-leaf angular pattern in
S1 and S2 are not phase shifted by π/2 as predicted from the theory but the 2ϕ angular
dependence of both the patterns point towards the 2ϕ angular dependence of the pseudo
magnetic field originating from the TE-TM splitting in the ring microcavity.
4.5.2 Stokes vector measurement
Jones matrix formalism is a simple method for keeping track of the polarization of light
as it interacts with various optical elements. Commonly it is used to characterize only
completely polarized light while Mueller matrix formalism can describe a partial polarized
state of light. The full polarization state of light is then characterized by a set of four real
numbers known as the Stokes vector. In this Supplementary information we discuss our
measurement scheme with the help of Jones matrix to characterize any arbitrary state of
partially polarized light, so that the connection between our measurements and the state of
the polariton spinor remains transparent.
Our goal is to measure any arbitrary input state |ψ〉 = (Ex, Ey)T , where Ex(= |Ex|eiθx)
and Ey(= |Ey|eiθy) are complex numbers. Such a state can faithfully represent the state of a
completely polarized light. To include partially polarized light we can add to the above state
random noise ε(Wx,Wy)
T , such that 〈Wx〉 = 〈Wy〉 = 0 and 〈W 2x 〉 = 〈W 2y 〉 = 1/2. Therefore,
we see that in order to characterize the input state, we need to find just four real numbers
{|Ex|, |Ey|, θyx(= θy − θx), ε} requiring only four measurements summarized in Table 3.
The action of λ/2- and λ/4-waveplates with fast axis rotated by θ from the vertical on
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where R(θ) is the 2D rotation matrix given by,
R(θ) =
 cos θ sin θ
− sin θ cos θ
 (4.28)
θλ/2 θλ/4 Polarizer orientation Measured intensity Observed intensity
0 − vertical |Ey|2 + ε2/2 I1
π/8 − vertical 1
2
(
|Ex|2 + |Ey|2 + (E∗xEy + E∗yEx) + ε2
)
I2
π/4 − vertical |Ex|2 + ε2/2 I3
− π/4 vertical 1
2
(
|Ex|2 + |Ey|2 + i(E∗yEx − E∗xEy) + ε2
)
I4
− 7π/4 vertical 1
2
(
|Ex|2 + |Ey|2 − i(E∗yEx − E∗xEy) + ε2
)
I5
Table 3: Stokes vector measurement scheme showing the relationship between the observed
intensity measured in the experiment and the corresponding expression of the intensity
written in terms of the electric field components of the light.
Since λ/2- and λ/4-waveplates have different thicknesses, so we expect them to have
slightly different transmission efficiency. To compensate for this we found that it is usu-
ally more accurate to take two measurements with λ/4-waveplate which could be added to
give the total intensity of light Itot (= S0). From our measurements we can calculate the
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components of the Stokes vector by taking linear combinations as shown below.






|Ex|2 + |Ey|2 + ε2
S2 =












|Ex|2 + |Ey|2 + ε2
(4.29)
Figure 49: Temporal snapshots of the S1 and S2 components from the ring which show nearly
stationary dynamics.
It is also straightforward to see that the intensity of the polarized and unpolarized light
are given by




















































Four-leaf pattern in the linear polarization sector is shown at different time instances
in Fig. 49 supplementing Fig. 42 (e-g). In these plots the Stokes vectors S1 and S2 are
normalized w.r.t. Ipol instead of Itot. Bloch vector representation showing the circular and
linear polarization components of the Stokes vectors are shown in Fig. 46, which supplements
Fig. 43.
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5.0 Drag and dissipation of a polariton condensate
5.1 Motivation
In this chapter we will consider the question of energy dissipation in the polariton con-
densates. We have already seen in the experiments reported in the previous two chapters
how the energy dissipation in propagating polariton condensates is essential to understanding
the dynamics of this system. In these experiments, the condensate is created non-resonantly
along with a reservoir. The reservoir is primarily made of the excitons, “bottleneck polari-
tons” and free carriers. Energy, momentum and number-conserving interactions between
the coherent polaritons and the reservoir can lead to effective damping of the motion of
the polaritons. Such an effect provides a microscopic basis for understanding the simplified
models of energy dissipation used in the previous chapters. In particular we will look at the
interactions between the polaritons and the free electrons in the quantum wells which act as
the reservoir for exchanging energy and momentum with the polaritons. I apply this theory
to analyze the experiments in straight wire microcavities which study the effect of an electric
current driven through a one-dimensional polariton condensate in a steady state [154], where
a second reservoir consisting of excitons is also considered. This chapter is adapted from
[154]. The experiments reported in this chapter were performed by David Myers and Qi
Yao and I developed the theory to explain the observations. The project was supervised by
David Snoke.
It is often stated in simplified terms that a superfluid does not experience drag. More
accurately, a superfluid does not react to transverse forces, such as the sliding friction of
a wall in a rotating ring condensate [155, 156, 157], and has quantized vorticity, so that a
superfluid has no turbulence in the limit of low excitations. A superfluid will still react to
longitudinal forces and body forces, such as the force of gravity. It is also well established
from experiments and theory of cold atom condensates [147, 158, 159, 160, 161, 162, 163,
164, 165, 166, 167] that a condensate out of equilibrium experiences damping and dissipation
due to scattering of condensate particles with non-condensate particles.
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It is a natural consequence of this damping force due to non-condensate particles that
a steady-state flow of non-condensate particles in one direction will lead to a net drag force
on the condensate. Such a situation has already been demonstrated by our experimental
work [154] for a polariton condensate in a wire with a net flow of free electrons moving
through the condensate in one direction. In those experiments, two effects were observed:
first, the average momentum of the condensate was shifted up and down due to the collisions
with the electrons, and second, under the same conditions, a shift of the chemical potential
of the condensate was seen. One of the advantages of polariton condensate experiments is
that both the momentum and energy of the condensate can be easily observed in situ, non-
destructively, by spectroscopy of photons slowly leaking out of the condensate, which have
a one-to-one mapping to the state of the polaritons from which they came [99, 168, 169].
In this chapter, we adapt previous theory [158, 170] on the damping of nonequilibrium
condensates to the case of an exciton-polariton condensate (henceforth simply referred to
as polaritons), in which the reservoir of non-condensate particles is a fermionic electron gas
instead of just the excited states of the same type of particle as in the condensate. This
case is realistic for the polariton condensate experiments, in which the coherent condensate
fraction was very high, 90% or more, so that the dominant drag force came from free electrons
driven through the system. We will assume that the density of the electrons is low enough,
and their temperature high enough, that Pauli statistics do not come into play, and they
can be modeled as a classical Boltzmannian gas. Although we will apply this theory to
the specific case of a polariton condensate, the theory is quite general, applying to any
condensate experiencing a net drag force.
In system-reservoir theory for open quantum systems [171, 172], energy damping in
a system arises from its interactions with the reservoir which result in both particle and
energy transfer. In far-from-equilibrium or non-steady-state scenarios, processes which do
not conserve the number of particles in the condensate, e.g. collisions in which a condensate
particle scatters with a non-condensate particle and leaves the condensate, going into the
excited-state reservoir, are known to dominate over processes which conserve particle number
in the condensate (and in the reservoir), e.g., a collision in which a condensate particle
transfers energy to a particle in the reservoir, but remains in the condensate. This second
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process will occur even if the reservoir is a distinct species from the condensate, such as a
fermionic electron gas. While energy damping is important in thermalization of a condensate
out of equilibrium, this latter scenario is also important when a steady state is established
between the system and the reservoir. In this chapter we describe the process of energy
damping via a two-particles-in, two-particles-out elastic collision between the particles of
the system and the reservoir. In particular we emphasize on the connection of this process
leading to a drag force acting on the system.
Polaritons inherently have a finite lifetime ∼ 20 − 200 ps inside a microcavity. It has
been shown [47] that in the upper range of these lifetimes, polaritons can reach thermal
equilibrium. In general, it is possible to observe the time evolution of a polariton condensate
far from equilibrium all the way to equilibrium [68, 173, 174, 175]; spectroscopy and imaging
of the leaked photons from the microcavity give direct access to the polariton states inside the
microcavity. In this chapter, we consider the case of a steady-state system with continuous
generation and decay of the condensate, with constant unidirectional flow of the electron
reservoir, which has constant density.
It may at first seem surprising that polaritons, which are electrically neutral and hence
do not respond to electric field, will respond at all to an electric current. A polariton
spends part of its existence as an exciton, however, which is a bound electron-hole pair, and
excitons interact with free electrons in the same way that a hydrogen atom interacts with a
free electron, as a charged dipole interacting with a free charge, with a short-range potential
[59, 176, 177, 178]. Because of this, the polariton drag effect [154] is effectively a new type of
nonlinear process in which an electron transfers its momentum to a photon; in the entire “life
cycle”, a photon enters the system, is virtually absorbed into becoming an exciton; while it is
in that state, it receives a momentum kick from a free electron; and then finally the exciton
turns back into a photon which is emitted from the system with an altered momentum. In
this chapter, we will not consider in detail the dipole-free charge interaction, and will instead
simply model the electron-polariton interaction as a short-range elastic collisional process.
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5.2 Theory
Let us consider as an example a classical object moving through a viscous fluid. The
drag force on the object is proportional to the relative velocity between the object and the
fluid, and there is an equal but opposite force acting on the fluid. When the fluid is not
moving, this drag force is responsible for dragging the fluid along with a moving object, and
if the object is initially at rest, it can be moved by the drag force of a moving fluid. Our
theory aims to capture this effect by showing that the case of a condensate colliding with
electrons generates an effective, real-valued potential which depends on the relative motion
of the condensate and electrons in the same way as in the case of a classical object moving
through the viscous fluid.
The interaction between the polariton condensate ψ(~r, t) and the electrons φ(~r, t) which
comprise the reservoir is modelled using hard core repulsive collisions. The interaction








where the scalar fields ψ(~r, t) and φ(~r, t) obey the equal time bosonic commutation and
fermionic anti-commutation relations, respectively. The fields evolve under the Hamiltonian
























Here gnφ(r) is the Hartree energy shift due to the interactions between the electron reservoir
and the condensate, and U is the strength of the polariton-polariton repulsive interactions.
The momentum prel = mψvrel = mψ(vψ−pφ/mφ), is the steady-state drift momentum of the
condensate measured in the rest frame of the electron reservoir. The electron momentum pφ
is the steady-state average linear momentum of the reservoir measured in the lab frame due
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to the application of an electric field on the electron reservoir. The electrons in the quantum
well are assumed to be freely moving and the effect of applying a constant potential in the
plane of the well is taken as setting up a steady-state flow with a drift momentum pφ. Vψ(r)
is the effective potential experienced by the polaritons due to the photonic energy gradient
in the microcavity and repulsive potential due to the interaction with the excitons created
by the non-resonant pump.
Our goal in this section is to derive an effective equation of motion for the polariton
condensate, ignoring both the thermal and quantum fluctuations of the condensate order
parameter. We adopt the formalism of the Master equation approach which has been ap-
plied previously to the theory of finite temperature Bose-Einstein condensates to describe
number and energy dissipation in such systems [158, 171]. An important consideration in
this approach is that the states comprising the system and the reservoir have different energy
scales; low-lying energy states make up the “system” while high-energy excited states make
up the “reservoir.” Such a distinction introduces a cut-off energy parameter separating the
two regions, which finds its way into the scattering rate and at first glance seems ad-hoc. In
the theory of stochastic Gross-Pitaevskii equations, this cut-off parameter is chosen self con-
sistently using Hartree-Fock theory, conserving the total number of particles, and is found to
predict quantitative estimates for observables measured in the experiments [163, 162, 167].
In the case considered here, of a fermionic electron reservoir, there is no need for such an en-
ergy cutoff because the reservoir particles are a different species, completely distinguishable
from the condensate particles.
We assume that the reservoir maintains thermal equilibrium while interacting with the
system, due to strong interactions with lattice phonons. The polaritons, on the other hand,
have weak coupling with the phonons [59], and thus must come to equilibrium via interactions
with each other, with excitons, and with the free electrons. We assume that the electrons have
a much higher average kinetic energy than the polaritons, because the polariton condensate
fraction is so high that it mostly occupies very low energy states.
The starting point of the theory is to describe the time evolution of the system density






In the interaction picture, Hint(t) = e
i(Hψ+Hφ)t/h̄Hinte
−i(Hψ+Hφ)t/h̄ and the interaction picture
























































We assume that at the initial time the electrons and the polaritons are uncorrelated,
allowing us to represent the density matrix at t = 0 as a direct product of the two subsystems
ρI(0) = ρψ ⊗ ρφ. The first term on the right hand side of the above equation gives a Hartree
energy contribution = gnφ(r) which has already been absorbed in the definition of Hψ.
Therefore this term is dropped. Further, we assume that the electron-polariton interactions
are weak, so that correlations between the reservoir and the polaritons are small even on
long time scales, such that ρI(t
′) ≈ ρIψ(t′) ⊗ ρφ. As discussed above, we assume that the
energy separation between the electrons and the polaritons is large, which implies a much
slower evolution of ρIψ(t
′), allowing us to replace ρIψ(t
′) → ρIψ(t) in the time integral. This
approximation is known as the Markov approximation and amounts to assuming that the
evolution of the density matrix depends on the instantaneous state of the system and makes
no reference to the past. In addition to the electron reservoir considered here, there exists
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an exciton reservoir whose effect on the polaritons will be considered later. After evaluating












































, n̂ψ(r) = ψ
†(r)ψ(r), L̂ψn̂ψ(r) = [n̂ψ(r), Hψ], Eφ(k) =
h̄2k2/2mφ and F (k) = 1/(e
(Eφ(k)−µ)/kBT + 1), assuming the electronic reservoir is in thermal
equilibrium with chemical potential µ and temperature T . Details of the calculation in going
from (5.6) to (5.7) are given in Supplementary information 5.5.1. For book-keeping purposes,
we define the eigenenergies of the super-operator L̂ψ, which are given by {ε}. With this we
define







δ (ε+ Eφ(k1)− Eφ(k2)) e−i(k1−k2).(r−r
′),







δ (−ε+ Eφ(k1)− Eφ(k2)) ei(k1−k2).(r−r
′).
(5.8)
Interchanging k1 and k2 in M1(r − r′, ε) and using the property F (k2)
(








M1(r − r′, ε)
eβε/2
=
M2(r − r′, ε)
e−βε/2
. (5.9)
For βε 1, we can linearize (5.8) using (5.9) to obtain






M(r − r′, 0),





M(r − r′, 0).
(5.10)
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Next, we map this equation to the Fokker-Planck equation in the semi-classical limit, which is











inside the integral map to second-
order field derivatives, which give rise to a multiplicative noise in the time evolution of the
c-field ψ(r, t) [180]. As we are only interested in the coherent field dynamics, we drop this




































Here W (ψ, ψ∗) is the Wigner function which is defined as the Weyl transform of the density
matrix, ∇′ denotes spatial derivatives with respect to r′ co-ordinates, and j(r′) is the con-
densate current. Details of this mapping are discussed in Supplementary information 5.5.2.
Similarly, applying the Wigner-Weyl transform to the other terms in (5.11), we arrive at a
semi-classical equation for the evolution of the Wigner function after ignoring the second



































Vε(r) is the field-dependent drag potential which is nonlinear. It is straightforward to show
[170] that the drag potential causes energy dissipation of the condensate, since it is propor-
tional to the negative of the divergence of the condensate current. To apply this theory to
the interpretation of the experimental observations under consideration here, we first im-
pose the geometrical constraints of the experiments. We assume that the condensate can
flow only along one-dimension (x-direction) while its motion is frozen in the transverse di-
rection (y-direction). The condensate is assumed to be in the ground state of the particle in
a box potential of width w along the y-direction. The condensate c-field can now be written
as ψ(x, y, t) =
√
(2/w) cos (πy/w)ψ(x, t). The equation of motion for the condensate field
















(−ih̄∂x − prel)2 + Vψ(x) + gnφ(x) +
3
2w




Here Ec is the confinement energy due to the confinement along the y-direction and can
be dropped. An expression for Vε(x, t) is derived in Supplementary information 5.5.4. In a
typical experiment, the electron density concentration nφ can only be estimated and cannot
be determined precisely, nor the chemical potential µ and the effective temperature 1/β of
the electron reservoir. These parameters are free parameters in our theory, which we can
adjust to obtain qualitative agreement with the overall behavior in the experiments, to show
that the drag effect exists.
We will now refer to the general mathematical form of the Fokker-Planck equation for
understanding the equivalence between the above two equations 5.13 and 5.14. In one















where Wt describes a Wiener process (Brownian motion). In Equation 5.15, ρ is the prob-









is the diffusion term. The Wigner function is a quasi-probability dis-
tribution mapping the wavefunction to a probability distribution in phase space. It could be


















































This leads to two stochastic differential equations for the fields ψ and ψ∗ with no noise
















The Gross-Pitaevsksii equation for the polariton condensate is further adjusted by introduc-
ing a finite lifetime and decay out as photons from the microcavity, and generation of the
polaritons by a source term proportional to an external pump laser intensity. The system
can reach steady state when a continuous wave (CW) laser is tuned in wavelength to create
excitons and exciton-polaritons at high energy, which then cool down into the condensate by
stimulated scattering [57, 181, 40]. We also consider an exciton reservoir which is known to
be present beyond the non-resonant pumping region [68] and provides an additional source of
energy dissipation. Treating the exciton reservoir classically with free particle dispersion, the
interactions between the polaritons and the excitons lead to a dissipative potential Vχ(x, t)







d2r′Mχ(r− r′)~∇′ · j(r′), (5.19)
117
where 1/βχ is the temperature of the exciton reservoir, gχ is the interaction strength between
the excitons and the polaritons and Mχ(r− r′) is the exciton-polariton scattering amplitude














where mχ is the exciton mass and µχ is the exciton chemical potential. The exciton reservoir
is unaffected by the application of the electric field in the quantum well.
The decay rate of the polaritons is included in Equation 5.14 by the imaginary term
−ih̄γψ(x, t)/2. The rate of generation of the polaritons by the pump P (x, t) is included in
the continuity relation for the condensate density n(x, t) = |ψ(x, t)|2 as
dn(x, t)
dt
= P (x, t)− γn(x, t)− dj(x, t)
dx
, (5.21)
where j(x, t) is the condensate current. Equations 5.14 and 5.21 describe an energy dissipa-
tive system with the particle number given by the balance between the generation and loss
of polaritons. These equations are evolved for a long time until a steady state is reached
under a CW pump.
A simple model is considered first to illustrate the effect of the drag potential on the
condensate. By assuming very short polariton lifetime (2 ps) in a flat one dimensional wire
we restrict the polaritons closer to the region of their generation because their population
decays rapidly. They are produced on top of a hill due to the repulsion of the polaritons
with the excitons at the pump location. When there is no drag potential, the expansion
of the condensate is given by the kinetic and the repulsive polariton-polariton interactions
as well as the generation and decay rate of the polaritons. This creates a population of
the condensate extending outside the pump region. When the drag potential is introduced,
the condensate density looks squeezed with more particles in the center than in the tails
of the spatial profile, as shown in Figure 50. In Figure 50 we also see that the momentum
distribution is altered when the drag potential is turned on. The drag potential slows down
the velocity of the particles moving outwards as a result the maximum velocity reached by
the particles is smaller when drag is present. A smaller velocity distribution of the particles
implies that the particles cannot travel as much farther in their lifetime as when the drag
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Figure 50: Example of the effect of the drag potential on a freely expanding polariton
wavepacket in presence of a continuous generation and decay rates. The left figure compares
the spatial profile of the wavepacket in presence and absence of the drag potential when a
steady state has been reached. The right figure shows the momentum distribution of the
steady state corresponding to the spatial profiles shown left.
is absent. This results in a shrunken tail of the condensate spatial distribution as seen in
Figure 50. Another aspect of the drag potential is discussed in the next section, which gives
an energy shift to the chemical potential of the condensate.
5.3 Polariton drag effect
The experiments reported in this section were performed in a straight wire microcavity
which was fabricated by etching the top DBR layers and exposing the quantum wells. Two
NiAuGe contacts were then placed upon the quantum wells at the ends of the wire, allowing
electrical current to flow through the quantum wells. A simple schematic of the experimental
setup is shown in Figure 51. More details of the experiment are given in reference [154]. For









Figure 51: Top view sketch of the polariton wire fabricated by etching the top DBR layers.
Polariton condensate is created in the wire by pumping non-resonantly with a CW laser near
one of the edges of the wire. A current is driven through the wire by applying voltages at
the two ends of the wire as shown above.
generated polaritons near one end, but not exactly at the end, of a one-dimensional (1D)
wire. Free excitons generated by the laser (in addition to the condensate polaritons) created
a potential energy maximum felt by the polaritons at that point, since the excitons have a
strong repulsion on the polaritons. Some of these excitons diffuse away from the pump spot
[67], giving a smeared-out spatial peak that repels the polariton condensate. An example of
an effective potential experienced by the polaritons in the wire, used in the numerical model,
is shown in Figure 52.
The polariton condensate flows away from this generation spot in both directions along
the 1D wire. At the end of the wire nearest to the pump spot, a local trap is formed for
the condensate, in which the condensate velocity is nearly zero; on the other side, which
has much longer distance for the condensate to travel, a steady-state flow is set up in which
the polaritons have net velocity away from the pump spot, as they are continuously gen-
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Figure 52: Static potential felt by the polaritons in the wire due to the overall cavity gradient
and the exciton hill created by the non-resonant pump. The ends of the wire are modeled
as a hard wall.
erated at the pump spot and then decay away as they travel. Angle-resolved spectroscopy
experimentally determined the average momentum of this moving condensate [154]. Electric
current was introduced into the same structure in which the optically-generated condensate
flowed, using electrical contacts. The energy of both the extended as well as the localized
condensate were found to shift in response to the magnitude and direction of the electric
current. Examples of typical average momentum shifts observed in the PL on applying volt-
age in the wire are shown in Figure 53. In the experiments no energy shift was observed
at the location of the pump spot, which is primarily composed of excitons, any excitonic
mechanism contributing to the energy shifts of the condensate due to the variation of the
exciton density could be ruled out.
Real-space, time-integrated spectra of the condensate moving to the right (positive x-
direction) in the wire is shown in the top row of Figure 54. These data were taken by energy
resolving the PL using a grating. The PL was collected from the region in the wire away
from the pump spot. Results from the model developed here is shown in the bottom row.
From the experimental spectra it is evident that the energy of the steady state condensate
is continuously dropping as it travels along the wire. Similar feature is seen in our model
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Figure 53: PL intensity vs. k‖ at various applied voltages, taken by integrating along the
energy axis in spectral images recorded in the CCD. Figure taken from Ref. [154].
where the energy dissipation is caused by the drag potential. Since in the model we assumed
a longer polariton lifetime (200 ps), the condensate reaches the end of the wire, which is also
the minimum energy in the wire and accumulates there. In the actual wires due to the strain
at the end of the wire there is a small trap as shown in Figure 55 where polaritons could
be seen accumulating. Since the condensate is moving to the right, the net momentum is
non-zero and positive as shown in the Figure 53 with no applied voltage. When a negative
voltage is applied, the moving electrons apply a force on the condensate to the left, which
slows down the condensate. Conversely, when a positive voltage is applied the condensate
receives a kick from the moving electron reservoir and the net momentum is increased. These
features are shown in Figure 53. We now compare the energy shifts of the condensate ob-
served in the real space spectra when the reservoir is moving. The electron concentration
can be considered homogeneous, therefore it will result only in a uniform blue shift of the
energy of the condensate. As the photoluminiscence intensity, which directly indicates the
density of the condensate, was not found to be significantly different for different applied
voltages, we can rule out the shifts in the condensate energy due to the polariton-polariton
and polariton-exciton interactions. What remains is the effect of the real-valued effective
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potential derived for the electron drag in the previous section of this chapter.







Figure 54: Top row: Experimental time-integrated spectra of the condensate along the wire
for different relative velocities of the electron reservoir. The solid white line serves as a
guide to the eye for observing the changes in the condensate energy. Bottom row: Real
space spectra obtained by the Fourier transform of the late time wavefunction in a temporal
window and averaged over many such windows. In the simulation, the parameters used were
mψ = 1×10−4me, U = 10 µeV µm2, vrel = 1×105 m/s. Exciton drag potential was included
which did not responded to the applied electric field in the quantum well in addition to the
electron drag potential to observe the energy shifts in the model. The strength of the exciton
drag potential was chosen to be a quarter of the electron drag potential in this simulation.
Each image is plotted on a normalized color scale from 0 - 1.
In a closed system with no particle generation or loss, the drag potential will cause any
excited state of a trapping potential to evolve towards the stationary ground state of the trap.
Once this state is reached, the drag potential becomes zero since there is no net current in
this state. The scenario discussed in this section is different since the condensate in the trap
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Figure 55: PL intensity vs. energy and position along the length of the wire at zero applied
voltage for two different pumping rates. The white dotted lines give the outline of the
potential felt by the polaritons. The PL intensity was normalized separately for each image.
Figure taken from Ref. [154].
does not reach the stationary ground state of the trap, instead it reaches a non-equilibrium
steady state. In this state, the drag potential is non-zero since there is a finite inhomogeneous
particle current in the condensate. By creating a moving reservoir we probe the change in
the drag potential which gives an energy shift to the condensate. This is clearly seen in
Figures 54 and 56. There is relative shift of the energy of the condensate with respect to
the stationary reservoir scenario when the reservoir is either co-moving with the condensate
or moving in the opposite direction. Moreover, the shift in the energy is not symmetric for
the motion of the electron reservoir in the same and the opposite directions to the motion of
the condensate. This asymmetric shift could be understood as due to the different velocities






Figure 56: Trace of the spectral energy of the condensate in the wire shown in Figure 54 for
the three different cases considered, highlighting the energy shifts.
Figure 57: Time-integrated average momentum of the condensate corresponding to the the-
ory plots in Figure 54. For comparison with the experiments see Figure 53.
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5.4 Conclusion
We have shown that the general theory for dissipation of a nonequilibrium condensate
can be directly adapted to describe the case of a steady-state condensate with net current
of a different species passing through it. This theory directly reproduces the experimental
results for polariton drag, that is, the direct effect of DC electric current on the velocity
and energy of neutral polaritons. The same theory underlies the cooling of a nonequilibrium
condensate, which has been observed experimentally in a ring geometry [68].
The general picture that emerges from this theoretical model is one in which the con-
densate keeps its overall coherence, and is well described by a modified Gross-Pitaevskii
equation for a single-valued wave function, but still undergoes energy damping and drift
force, which are modeled in the Gross-Pitaevskii equation by introducing a real term for an
effective potential due to the drift force, which has been the subject of this chapter. More
common way of introducing energy damping is through an imaginary term [146] which also
arise from the same underlying theory of interaction of the condensate with an incoherent
reservoir and adapted in the previous chapters for modelling energy loss in the system.
5.5 Supplementary information
5.5.1 Quantum master equation
In this Supplementary information we will fill the steps between (5.6) and (5.7). As
mentioned earlier, we’ll assume that at the initial time the electrons and the polaritons are
uncorrelated implying that we could represent the density matrix at t = 0 as a direct product













ψ†(r, t)φ†(r, t)φ(r, t)ψ(r, t), ρψ⊗ρφ
]]
. (5.22)





















We recall from the definition of Hint(t) above that φ
†(r, t)φ(r, t) = eiHφt/h̄φ†(r)φ(r)e−iHφt/h̄















= 0. Now let us make
an assumption that the electron reservoir remains in the thermal equilibrium at all times,



















ψ†(r, t)ψ(r, t), ρψ
]
. (5.26)
We have already absorbed this term in the definition of Hψ as given in (5.2). Let us now




















where we have used a short hand notation, 1 = (r, t) and 2 = (r′, t′). Taking partial trace









































































































To make further progress we’ll make assumptions about ρI(t
′). First we assume that the
interactions are weak so that correlations between the reservoir and the polaritons are small
even at long time scales. This motivates us to approximate ρI(t
′) ≈ ρIψ(t′)⊗ρφ. Secondly we’ll
assume that the energy separation scale between the electrons and the polaritons is large.
This will result in a much slower evolution of ρIψ(t
′) allowing us to replace ρIψ(t
′)→ ρIψ(t) in
the time integral. This approximation is also known as the Markov approximation because
128
it says that the evolution of the density matrix depends on the instantaneous state of the
system and makes no reference to the past. We’ll introduce another notation for the trace
in terms of calculating thermal reservoir average, Trφ[ρφ . ] = 〈 . 〉. Therefore the above
























= 〈φ†(r′, 0)φ(r′, 0)φ†(r, τ)φ(r, τ)〉,
(5.42)
where we have defined τ = t− t′. Repeating the same steps we have
〈φ†(1)φ(1)φ†(2)φ(2)〉 = 〈φ†(r, τ)φ(r, τ)φ†(r′, 0)φ(r′, 0)〉. (5.43)
























′, t− τ), n̂ψ(r, t)
] (5.45)
Going back to the reservoir correlation functions we’ll apply Hartree Fock factorization to
express the four field correlation function as a product of two field correlators. Keeping
in mind that the anti-commutation relation results in a negative sign for odd number of
field exchanges, we see that the only relevant factorization involves even exchanges. We’ll
drop anomalous paired correlators like 〈φ†φ†〉 and 〈φφ〉 because they don’t conserve particle
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number. Also equal time correlators like 〈φ†φ〉 will be dropped because they are time in-
dependent, which will lead to incorrect energy conservation relation as seen after doing the
integral w.r.t. τ . Therefore correlators (5.42) and (5.43) simplify to
〈φ†(r′, 0)φ(r′, 0)φ†(r, τ)φ(r, τ)〉 = 〈φ†(r′, 0)φ(r, τ)〉〈φ(r′, 0)φ†(r, τ)〉 (5.46)
〈φ†(r, τ)φ(r, τ)φ†(r′, 0)φ(r′, 0)〉 = 〈φ†(r, τ)φ(r′, 0)〉〈φ(r, τ)φ†(r′, 0)〉 (5.47)









The plane wave basis is chosen since the electrons are assumed to be propagating freely in
the quantum well. The density of the free electrons are assumed to be low such that we can
ignore the repulsive interactions between them. Thermal expectation value for the operator












where Eφ(~k)/h̄ = ω~k = h̄
~k2/2mφ. Calculating products of the field operators at different
space and time coordinates is straightforward,









Using these we can now look at the correlators,



































































































With the definition n~k = F (k) = 1/(e

























In expressions (5.44) and (5.45) we could define an operator L̂ψ whose action is defined
through L̂ψn̂ψ(r
′) = [n̂ψ(r
′), Hψ], which leads to n̂ψ(r
′, t) = e−iL̂ψt/h̄n̂ψ(r
′). We will make a






and also set the upper limit of the integral to ∞. This is done with a presumption that if
we wait long enough we can recover energy and momentum conserving scattering between
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the coherent polaritons and the reservoir. This is usually true if t correlation time of the
reservoir. Doing the τ integral one obtains for product of the expressions (5.44) and (5.56),
h̄πδ
(
L̂ψ + Eφ(k1)− Eφ(k2)
)
(5.58)
and for (5.45) and (5.55)
h̄πδ
(
L̂ψ − Eφ(k1) + Eφ(k2)
)
. (5.59)
We have now calculated everything we need to put back in equation (5.6) to obtain (5.7).
5.5.2 Weyl-Wigner transformations
Strings of quantum operators appearing in Equation (5.11) are mapped to classical vari-
ables using Wigner-Weyl transformations. Readers are directed to references [172, 179] for
an introduction to semi-classical transformations which are used in studying quantum dy-
namics using phase space methods. In this section we simply provide the transformation


































































5.5.3 Calculation of the scattering amplitude M(r− r′)
In this section we consider a general case of the electron reservoir drifting with a momen-
tum h̄k0, such that the energy of the electrons are now given by E(k) = h̄
2(k− k0)2/2mφ.
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We evaluate the scattering amplitude M(r − r′) = M(v) by defining the Fourier transform























δ (Eφ(k1)− Eφ(k2)) δ
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1− F (k1 − q)
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We consider the high temperature and low electron density limit in which FFD(1− FFD)→
FMB, where subscripts stand for Fermi-Dirac and Maxwell-Boltzmann distributions respec-
tively. FMB is given by e
βµe−βh̄
2q2/8mφe−βh̄














5.5.4 Drag potential in one-dimension
Using ψ(x, y) =
√











j(x′) and vrel has non- zero components only along ± x-direction. Therefore, J(r′) is a vector
pointing along ± x-direction. Divergence of this current gives













Substituting for the divergence of current and the inverse Fourier transform of M(r− r′) in



































































J (qx) is defined as the Fourier transform of
(
|vrel|(v̂rel · x̂′)∂x′ |ψ(x′)|2 +∂x′j(x′)
)
. Finally, to
obtain Vε(x) we simply multiply Vε(r) with the transverse probability of finding the particles




































The primary focus of this thesis was to study the dynamics of the polariton condensate
flowing in a quasi-one dimensional ring microcavity. Using ultraviolet lithography, the narrow
ring channels were etched to confine polaritons in the radial direction and allow continuous
motion in the azimuthal direction. The polaritons were produced by a tightly focused, pulsed
and non-resonant pump laser which acted as a quench. By imaging the PL we studied the
nonequilibrium dynamics of the polariton condensate in the rings. Much to our surprise, the
coherent polaritons showed energy dissipative dynamics away from the pumping region. This
behaviour is in stark contrast to the dissipationless flow observed in these planar microcavity
structures when polaritons were created by a resonant pump [122]. In those experiments,
polaritons even after traveling distances over 100 µm away from the pump region did not
show any drop in energy. The difference between these two experiments lies in the generation
of the reservoir due to the pumping scheme. This thesis puts forward the direct evidence
of the presence of a reservoir away from the region where they were first created. The
time-resolved measurements in this thesis as well as steady-state measurements in long wires
reported in Ref. [154] corroborate this evidence.
Apart from dissipation, we showed the importance of polariton-polariton interactions for
reaching a single-mode extended condensate in a macroscopic rigid pendulum potential. Due
to collisions between the polaritons flowing in the opposite direction, the first temporal signal
of condensation in the trap was observed when they met near the bottom of the trap. The
time scale of the dynamical motion of these non-equilibrium polaritons in the low density
limit agreed well with the energy scale set by the rigid pendulum potential. By creating
a spatio-temporal map of the energy of the single mode condensate in the rigid pendulum
trap we found the spatial coherence extended up to 100 µm while the temporal coherence
lasted up to 1 ns until the polaritons leaked from the trap. These length and time scales of
coherence indicate promising applications to ultrafast polariton circuits.
We performed a direct measurement of the mean field interaction strength of the po-
laritons in a polariton condensate. We found the upper and lower bounds on the value of
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the interaction strength by developing a detailed polariton density counting method which
accounts for the blueshift and the redshift of the polariton dispersion due to interactions
and strain effects in the etched channel respectively. Through these measurements we also
deduced an estimate of the reservoir population at the bottom of the trapping potential.
Since the mass of the polaritons and the reservoir particles differ by at least three orders of
magnitude, the dynamical nature of the experiments helped to separate their effects in real
time. Future work with these rings may be to study the energy and momentum distribution
of the early non-equilibrium condensate to find out the energy relaxation rate and then to
compare it against the damping rate of the oscillations of the trap. Obtaining a quantitative
agreement with a microscopic theory will cement our understanding of the energy dissipation
in this system.
We studied the pseudospin-1/2 character of the polariton condensate in the rings. By
performing polarization-resolved PL measurements, we observed the intrinsic optical spin
Hall effect of the precession of the polariton spins as they flowed in the ring. The polarization
dynamics resulted in the formation of a nearly stationary linear polarization pattern in the
ring which was stable. The polarization of the condensate appeared to be close to the ground
state polarization of a ring without any energy gradient. This polarization was unaffected
by the changing density of the inhomogeneous condensate as the polaritons leaked from the
trap. This is an indication that the late-time condensate polarization is not random and
is connected to the polarization states of the trap. This fact could be utilized to create
complex polarization patterns for optical spintronic applications by engineering the trapping
potential.
I presented a general theory of drag on a condensate due to interactions with a moving
thermal bath of non-condensate particles, adapted from previous theory of equilibration
of a condensate in a trap [163, 164, 180, 165]. This theory can be used to model the
polariton drag effect observed previously [154], in which an electric current passing through
a polariton condensate gives a measurable momentum transfer to the condensate, and an
effective potential energy shift.
The present thesis opens several directions for future work. The process by which the
reservoir particles travel from their point of generation is not clearly understood. Theoretical
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as well as experimental efforts are required to understand this effect. A part of the reservoir,
the “bottleneck polaritons”, may come from the interplay of the repulsive interactions and
the negative curvature of the polariton dispersion creating bright solitons which can travel at
high group velocities. Solitons are non-dissipative wavepackets which maintain their shape
as they propagate and are robust against perturbations. Just as in stable modelocked lasers
which create soliton pulse trains [182], the polaritonic solitons could be formed when they
are excited on the non-parabolic part of the dispersion which has a negative curvature. Due
to the relative sign change between the kinetic energy term and the nonlinear interactions,
effectively the polaritons in this region of the dispersion interact with attractive interactions.
When the attractive interactions compensate the dispersion (kinetic energy) of the polaritons,
solitons are formed. The region of the dispersion where the “bottleneck polaritons” were
observed have the right energy and momentum for soliton formation. The polaritons, having
high in-plane momenta and a high excitonic fraction, may travel as waveguide modes in these
channels. The “bottleneck polaritons” may collide with each other in a process by which
one of them can scatter to higher momentum and energy states which make up the excitons
while the other enters the low energy and momentum polariton states. The excitons may
also collide in a Auger-like process where one of the exciton is ionized, forming free electron
and hole, while the other loses energy and enters the condensate. Investigation into these
effects will provide great insight into the propagation of the polariton condensate in narrow
channels. Another aspect of this study is that it will help to gain better control over optical
traps created by a non-resonant pump.
Future experiments with tilted rings may look for collective excitations of the rigid pen-
dulum potential. Circulation in the ring was not observed due to the presence of cavity
gradient. It would be interesting to look at systems with rotational symmetry, that is, with
no gradient, to see quantized circulation effects. Fabricating energy degenerate rings with
smaller radii as well as thinner widths at nearly resonant detunings would help to study the
circulation due to the different orbital modes in the ring. One such experiment would be to
study the spontaneous generation of condensate with non-zero orbital angular momentum us-
ing a CW non-resonant laser pumping the whole ring. Performing the same experiment with
temporal pulses would let us see the dynamics of these orbital modes. Having demonstrated
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that the polariton condensate in these long lifetime microcavities can find the ground state
of the rigid pendulum trap, we can utilize the dissipation as a resource to find the ground
state of an optically pumped complex potential [183, 184, 185, 186, 187]. The problem of
finding the ground state in a physical system is analogous to finding the optimal solution
which minimizes the cost function in an optimization problem [188]. The Hamiltonian of
our physical system plays the role of the cost function and the ground state is equivalent to
the solution which minimizes the cost function. The dissipation drives the system towards
the ground state by selectively eliminating the excited states. Thus, mapping cost functions
which are difficult to optimize to the physical Hamiltonian of the polaritons, one could speed
up the search for the optimal solutions.
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Appendix A
A.1 Radial modes in the ring
In this section I will consider a zero temperature model for the polariton condensate in
a quasi 1D ring where the condensate is confined in the radial direction by the harmonic
potential. I derive the effective equation of motion for the different radial modes. I start by
writing the Gross-Pitaevskii equation (GPE) for a non-interacting planar 2D geometry with
radial symmetry.


















Ψ(r, θ, t) (.1)
I expand the solution Ψ(r, θ, t) in the basis of 1D harmonic oscillator {φm(r)}. In cylindrical
co-ordinates, this basis is non-orthogonal. It could be shown that as the ratio of the radial
confinement width (ar =
√
h̄/mωr) to the radius of the ring (a) is made smaller, this basis




Ψ(r, θ, t) =
∑
m
φm(r − a)ψm(θ, t) (.2)
Basis functions φn are given below where Hn is the nth order Hermite polynomial





))Hn(r − (a/ar)) exp [− (r − (a/ar))2/2]. (.3)
Substituting (.2) in (.1) and multiplying (.1) by φ∗n(r) and integrating out the radial co-






















For a quasi-1D ring we ignore the off-diagonal terms and obtain,
LHS = ih̄∂tψn(θ, t). (.6)





Vnm −Knm∂2θ +QnmV (θ)
)
ψm(θ, t). (.7)






























φm(r − a) (.9)
The interactions between the polaritons occupying different radial modes (gnijm) are identi-







rφ∗n(r − a)φ∗i (r − a)φj(r − a)φm(r − a)
)
(.10)
|X|2 is the exciton fraction of the polaritons which is taken to be constant over the dimensions






i (θ, t)ψj(θ, t)ψm(θ, t) (.11)
We also consider an additional contribution to the potential which arises due to the interac-

















The Hamiltonian Hnm is given by
Hnm = Vnm −Knm∂2θ + δnm
[








The process of stimulated gain of condensate from reservoir and the lifetime of the polaritons
















The dynamics of the reservoir is given by the following equation which accounts for the loss
of reservoir due to the stimulated scattering into the condensate and finite lifetime of the
reservoir. A back-action term proportional to the particle loss of the condensate due to the
energy relaxation process is added to the reservoir to support the indirect observation of the













The equations .15 and .16 are solved numerically using a combination of Split-step Fourier
method and fourth-order Runge Kutta (RK-4) method [189] as outlined below. For a given


































Starting with ψn(ti), equation .17 is integrated using a symmetric splitting scheme to obtain
ψn(ti+1). The solution ψn(ti+1) is normalized w.r.t.
∑
n |ψn(ti)|2 to keep the total condensate
particle number constant. The set of equations in .18 are integrated with RK-4 method
starting with the initial conditions nres(ti) and ψn(ti+1).
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