This paper deals with a shape optimization problem in an exact controllability problem related to Maxwell equations. In the exact controllability problem, the energy induced by the electromagnetism field is minimized. In this paper we look for the minimum of that energy in a class of admissible domains. This is never but a shape optimization problem combined with exact controllability one. Our aim is to investigate the two problems in qualitative point of views. After this, the topological optimization problem is posed and the objective function permits to approximate both the distribution of the state variables (the functions and the domain with its topological variation).The adjoint method is discussed for the optimization of electromagnetic field with respect of the variations of the domain.
Introduction
The exact controllability is studied for distributed systems.The control is a boundary control or a local distributed control. Exact controllability consists in trying to drive the system to rest in a given finite time. The solution of the problems depends on the function spaces where the initial data are taken, and also depends on the function space where the control can be chosen. Shape optimization is also a part of the field of optimal control theory. The typical problem is to find the shape which is optimal in that case it minimizes a certain cost functional while satisfying given constraints. In many cases, the functional being solved depends on the solution of a given partial differential equation defined on the variable domain. Shape and topological optimization problems were originally developed for structures design and recently adapted for many other areas of design by taking other branches of science such as electromagnetic phenomena. The aim of this paper is to discuss under some conditions if an exact controllability problem can be solve as a shape and topological optimization problem. This paper is organised as follows. In section 2 the modeling of electromagnetism phenomena is presented. In the third section we look about the controllability of Maxwell equations with or without deformation of the medium. We will use the Lions HUM method [34] which is based on an observation of the estimation of the energy of the adjoint problem. The fourth section deals with a shape optimization problem. We look at in a class of domains how to optimize the same energy as in the exact controllability problem. In the fifth section a topological sensitivity framework using an adaptation of the adjoint method is introduced and discussed. In fact we propose a way to derive the expression of the topological sensitivity by using the approaches of Masmoudi [24] .
Modeling
The model of electromagnetism is known in the literature. This section is a quick overview with the modelling of the Maxwell's equations. These equations can be found in a lot of physics books so that it is often obtained that the model is classical. Meanwhile, let's mention that the Maxwell's system is expressed as follows :
The electrostatic field vector can be written as the gradient of a scalar
In magnetostatic, we define in the same way the magnetic vector potential A.
Since the divergence of the magnetic flux density B is zero, the vector B is written as the curl of a vector A.
There is an infinite vector from A to satisfy this equation. Indeed, since the curl of the gradient of any scalar function f is zero, all vectors A transform into:
satisfies (2) . Equation (3) is called gauge transformation. Let A such that its divergence is zero everywhere in space
This choice is called Coulomb gauge. It corresponds to ∇ 2 f = 0 everywhere in space, for Coulomb gauge, f = 0. Let
Where A(r P ) is evaluated at the point P whose position vector is r P . Let's check that this vector potential A satisfies the Coulomb gauge.
the operator ∇ P was introduced under the integral sign for ∇ P is continuous. Using
we get by setting f = 1 |r P −r M | and C = J(r M ):
The second integral above is zero because the operator ∇ P acting on the vector J(r M ) does not depend on the position vector r P . Then, we have:
Moreover, the operant gradient on the coordinates of the point P in the last integral can be replaced by reversing its sign, by the gradient acting on the coordinates of point M . Then, We have:
A second application of (8) give, noting that magnetostatic ∇ M .J(r M ) = 0 (direct current), gives:
The divergence theorem gives:
The surface integral is zero because J is always tangent to the surface of the medium in which the current flows. By introducing r, we then have the vector potential A at any point in space, created by a current distribution J :
For filiform circuits, we have J dV = I dl
Similarly the expression (14) is analogous to that the electrostatic scalar potential V for a volume distribution of distribution ρ:
where ρ acts of J and ε 0 the 1 µ 0 , After the differential equation of Poisson we have:
With Cartesian projections of vectors J and A, A = (A x , A y , A z ) and J = J x , J y , J z , where for A x satisfies the equation of Poisson with J x and
replacing, respectively, ρ and ε 0 , ∇ 2 A x = −µ 0 J. Using this for each of the coordinates we have:
By introducing the magnetic field
We recall that the Faraday's law is given by :
Let us summarize what we just saw in the form of systems of equations, we have:
Absence of magnetic charge (20) These equations are written in some form where the environment does not appear explicitly. All these statutes, only the Faraday's law describes phenomena dependent on time. Moreover this last connects the two fields, electric and magnetic. Maxwell fixes the Ampère theorem adding the current density of term J. The form of Ampere theorem becomes:
Prove that this equation is compatible with the equation of continuity. We have :
Hence the Maxwell's equations (20) become
Boundary conditions Apply the property of conservation of magnetic flux, choosing a closed area in a pill form whose base is situated in the mid 1, the other base in the mid 2. The dimensions of this pill are infinitesimal: its height is dh and each of its bases has a ds area. When dh and ds tend to zero, the vector B on either bases, tends towards its infinitely close value of the interface of both sides of it. The calculation of magnetic flux through the closed surface reduced the flux calculation magnetic through the two databases. The lateral face does not contribute to flow since dh tends to 0. Calling B 1 and B 2 densities of magnetic flux, very close to the interface, in settings 1and 2, conservation magnetic flux gives:
Where ν 1 and ν 2 are the unit vectors normal to the bases of the surface of the pill in settings 1 and 2. This equation (22 ) is written to (
The normal component of the density of magnetic flux is continuous at the interface between two magnetic media. Now lets look the condition imposed magnetic field H. Apply the theorem of Ampere by choosing a rectangular contour C of ABCD.
A part of this contour is in the middle 1 and the other in the middle 2. The line segments AB and CD have an infinitesimal length dl, so that the magnetic fields H 1 and H 2 preserve at any point in these segments, their magnitudes and directions. Straight line segments BC and AB have a magnitude that we will move towards zero; their contributions to the movement of the field H on C contours are negligible. In addition, AB and CD segments become tangent to the interface between the magnetic media. Under these conditions, we have:
The two terms in the above equation left limb contain, respectively, the tangential components of the vectors H 2 and H 1 . From where:
is nothing other than the normal component of the vector dl of the surface current density flowing on the interface (the parallele component does not contribute since it does not cross the C outline If J is the surface current density vector, call J t normal component dl we have:
This is valid for any edge parallel to the interface, i.e whatever the direction the vector dl on the plane tangent to the interface. we have then
The passage between two magnetic environments, the tangential component the magnetic field suffers a discontinuity equal to the surface current flowing. These results are general and apply between any two circles and one of them (or both mid) may be vacuum. If consider than mid 2 is any mid and the mid 1 a perfect medium we have: [33] .
With the boundary conditions of Maxwell's equation (20) becomes:
3 Exact controllability Problem
Position of the problem
The exact controllability of a linear dynamic system consists on taking the system to an desired state by an external action, at a fixed time T. The controllability and stabilization of Maxwell's equations have been the subject of many works. In this part of the paper, we still just remind some necessary tools for our study. For more details on this subject see for instance [34] and references therein. Let us consider Ω be a simply connected domain with a Lipschitz boundary Γ. The domain Ω is occupied by an electromagnetic medium of electrical permittivity and magnetic permeability µ which are real bounded functions and uniformly positive values.
Let us give some basic notions and useful results Thus, we need some tools like functional spaces and some definition as follows :
We remind the following fundamental results:
For proof, see [9] Definition 3.
for all solution (ϕ, ψ) Maxwell equation defined by the model, where 
for all solution (ϕ, ψ) of Maxwell's equation defined by model. 
The adjoint homogenous problem of (31) is given by:
For existence and uniqueness solution of (32) 
Shape optimization problem
After making the exact controllability of the energy induced by the Maxwell's equations, we present the optimization problem which consists to minimize the same energy by using the optimal domain as follow : Let O ε be the class of admissible domain defined by
D is an open set satisfying the ε-cône property and vol(D) = m 0 } (36) where vol denotes the volume, m 0 is a fixed volume in R * + , be a space of admissible domains. We study the existence result for shape optimization problem: Find Ω, φ = ϕ ψ such that
with
In the sequel we are going to use the following simplified notations:
with φ = ϕ ψ solution of (42).
Auxiliary Results
Definition 4.1 Let ζ be an unitary vector of R N , ε be a real number strictly positive and y be in R N . We call a cone with vertex y, of direction ζ and angle to the vertex and height ε, the set defined by C(y, ζ, ε) = {x ∈ R N : x − y R N < ε and < x − y, ζ > R N ≥ x − y R N cos ε}.
Let D be an open set of R N , D is said to have the ε-cone property if for all x ∈ ∂Ω then there exists a direction ζ and a strictly positive real number ε such that C(y, ζ, ε, ) ⊂ Ω, for all y ∈ B(x, ε) ∩D.
Let K 1 and K 2 be two compact subsets of Ω. Let
Note that
we call Hausdorff distance of K 1 and K 2 , the following positive number, de- -cone property and a subsequence (D n k ) k∈N such that
Proof of the lemma 4.1 For the proof see [19] .
Existence of solution of the shape optimization problem
Let O ε be the class of admissible domain defined by
D is an open set satisfying the ε-cône property and vol(D) = m 0 } where vol denotes the volume, m 0 is a fixed volume in R * + , be a space of admissible domains. We study the existence result for shape optimization problem: Find Ω, φ = ϕ ψ such that
Theorem 4.1 The problem: Find
Proof of the theorem 4.1 On have
Since the sequence (Ω n ) n∈N is bounded, according to the lemma 4.1 there exists a compact set F such that Ω n ⊂ F ⊂ Ω. There exists also a subsequence Ω n k verifying the ε-cône property and
Let us set φ Ωn = φ n , the sequence φ n is bounded in H = J(Ω, µ) ×Ĵ(Ω, ε), if not, for all s there exists a subsequence φ
As H is a reflexive space, there exists a subsequence (φ n l ) l∈N and a function
Taking the limit as n → +∞, Its follows that J(Ω n l )
Optimality conditions
Our goal now is to obtain some necessary optimality conditions on Ω solution of the shape optimization problem. They are characterized by evaluating the cost functional on a family Ω t = (Id + tV )(Ω) of perturbations of Ω and by computing for an admissible vector field V the shape derivative
Usually, the computation of the shape derivative requires that Ω is smooth enough. The regularity of the optimum Ω is, in general,difficult to prove. We refer to the reader to [19] for detailed discussions of the shape derivative.
Proposition 4.1
If Ω is the solution of the shape optimization problem
Preuve de la proposition 4.1 We apply the following result ( [19] for more details): If I(t) = Ωt f (t, x)dx then, under some regularities hypothesis,
(0, y)dy + ∂Ω f V (0, y).νdσ. We apply the last result to the functional J(Ω t ), where J(Ω t ) = 
Topological optimization problem
Shape and topological optimization is the most flexible optimization method that can simultaneously deal with geometrical and topological distribution. This method involves defining a fixed design domain such that it is larger than the resulting domain. In the fixed domain, an arbitrary configuration can be expressed, putting hole, allowing large change in the geometrical and topological design during the optimization process. Shape and topological optimization were originally developed for structures design and recently adapted for many other areas of design by taking other branches of science into consideration, such as electromagnetic.
The aim of the topological sensitivity analysis is to obtain an asymptotic expansion of shape functional with respect to the creation of a small hole inside the domain. The principle is the following. One considers a cost function j(Ω) = J(Ω, u Ω ) where u Ω is solution to a partial differential equation defined in the domain Ω ⊂ R d , d = 2 or d = 3, a point x 0 ∈ Ω and a fixed domain B ⊂ R d , containing the origin. One searches for an asymptotic expansion of j(Ω\(x 0 + εB) when ε tends to zeros. In most cases, it reads in the form
The topological sensitivity g(x 0 ) provides information when the creating a small hole located at x 0 : Hence, the function g will be used as descent direction in the optimization process.
In this section, we consider the same functional used in the controllability and shape optimization problem :
where φ = ϕ ψ is solution of (42)
are given respectively by (27) and (28) . The Cauchy problem (42) is equivalent to:
Position of the problem
Consider a regular and bounded domain Ω ⊂ R N (N = 2 or 3) for example of class C 2 , φ is solution to (42). Let ω ⊂ Ω a bounded open set of R N containing the origin and x 0 ∈ Ω. For all ε > 0 let us defined ω ε = x 0 +εω and Ω ε = Ω\ω ε . Let Φ ε be the solution in Ω ε of:
Consider the cost functional defined by
Our aim is to evaluate the difference J(φ ε ) − J(φ 0 ) if ε tends to zero by using the generalized adjoint method. 
and let
Following the same idea, in Ω, let
A generalized adjoint method
The mathematical framework for domain parametrization introduced by the Murat-Simon work [13] cannot be used here. Alternatively, it is possible however to invoke the adjoint method, as described in [24] , in application to topological optimization. A basic feature of the adjoint method is yield of an asymptotic expansion of a functional J(φ ε ) which depends on a parameter φ, using a adjoint state V which does not depend on the parameter. This implies the need to solve a certain system of equations in order to obtain an approximation of the topological gradient g(x); accordingly, let V be a fixed Hilbert space and L(V) (respL 2 (V)) denotes the spaces of linear (resp bilinear) forms on V. We are able then to state the following three hypotheses and lemma:
1. H − 1 There exists a real function f defined in R + , a bilinear and continuous form a 0 defined in L 2 (V) and a linear form δ a and δ J such that: lim ε→0 f (ε) = 0 (45)
2. H − 2 The bilinear form a 0 is coercive: there exists a constant α > 0 such that a 0 (u, u) ≥ α u 2 , ∀u ∈ V (48)
According to (48), the bilinear form a ε depends continuously on ε ; hence there exists ε 0 and β > 0 such that ∀ ε ∈ [0; ε 0 ] the following uniform coercivity condition holds.
Using inequality (49) for φ 1 = φ ε − φ 0 , for all ε ≥ 0, the function φ ε is solution to (44), the equalities (45) and (46) and the continuity of δ a , we obtain the following lemma Lemma 5.1 We have
with φ ε = (ϕ ε , ψ ε ), φ = (ϕ, ψ), φ ε − φ = (ϕ ε − ϕ, ψ ε − ψ) and
Discussion about the lemma 5.1.
We have a ε (φ ε , v) − a 0 (φ, v) =
One crucial step for the lemma is to show that:
Theorem 5.1 , If the hypothesis H − 1, H − 2 and H − 3 are satisfied and let φ ε the solution to (44). We suppose in addition that the lemma 5.1 is satisfied. Then the functional J ε admits the following asymptotic expansion
where δ L (u, v) = δ J (u) + δ a (u, v) − δ l and U is the solution of the adjoint problem: to look for U ∈ V such that a 0 (W, U ) = −DJ 0 (φ)W, ∀W ∈ V
In order to get the asymptotic expansion of the cost functional, we will use the fact that variation of the Lagrangian is equal to the one of the cost functional. Then
