New measurements at a centre-of-mass energy √ s
Introduction
The hadronic photon structure function is measured at e + e − storage rings via the interaction of two virtual photons e + e − → e + e − γ * γ → e + e − hadrons [1] [2] [3] where one of the scattered electrons 1) is detected (single tag). Here we present a new measurement obtained at LEP with the L3 detector at √ s 183 GeV for an integrated luminosity of 51.9 pb −1 . This measurement is an extension of the study at √ s 91 GeV with an integrated luminosity of 140 pb −1 detailed in Ref. [3] .
The structure functions of the photon are extracted in a deep inelastic scattering (DIS) process eγ → eX from the differential cross-section d 2 σ/dxdQ 2 . The photon (γ * ) of high virtuality, Q 2 , is used as a probe for the structure of the quasi-real target photon (γ) with virtuality P 2 ∼ 0. In the kinematic regime studied here (E tag ∼ E beam ) the measured cross-section is only sensitive to one structure function, F γ 2 (x, Q 2 ). The Bjorken variable x = Q 2 /(Q 2 + P 2 + W 2 γγ ) requires the measurement of the two-photon centre-of-mass energy W γγ which is obtained from the measurement of the effective mass of the hadronic system.
In the quark parton model (QPM) the contribution to F γ 2 comes from the diagram γ * γ → qq. Contrary to the structure functions of hadrons containing valence quarks, as for example the proton structure function, F p 2 , the QPM produces a large value of F γ 2 at large x and an increase with Q 2 at any value of x. In reality the photon can fluctuate into partonic states and in particular into vector mesons (Vector Dominance Model, VDM). Thus the overall contribution to F γ 2 is more complicated and different sets of parton distributions in the photon are available. Also QCD corrections (gluon radiation) modify both the QPM and VDM parts of F γ 2 . As for F p 2 , the biggest uncertainty comes from the gluon distribution which dominates the low x region. At LEP we have access to low values of x, 0.002 < x < 0.2 at √ s 91 GeV and 0.01 < x < 0.5 with the present data at √ s 183 GeV.
Monte Carlo models
Three different Monte Carlo generators are used in this study: PHOJET [4] , TWOGAM [5] and the generator of Vermaseren (JAMVG) [6] . PHOJET is an event generator for pp, γp and γγ interactions, described within the Dual Parton Model (DPM). In PHOJET the charm quark is treated as massless, but it is only generated for W γγ > 7 GeV.
In JAMVG, the QED processes e + e − → e + e − ff are generated via the two-photon interaction. Since the charm quark is not well simulated in PHOJET and is more important in the high Q 2 region, we use PHOJET for the light quark contributions and JAMVG for the charm quark contribution 2) , contrary to the previous analysis [3] where only PHOJET was used. TWOGAM generates three different processes separately: the QPM, the VDM and the QCD resolved photon contribution. A transverse momentum cut-off, p cut t = 3.5 GeV, is applied to separate soft and hard processes [7] . The transverse momentum cut-off has been increased relative to that of the previous data ( p cut t = 2.3 GeV [3] ) since the latter cut produces a too large cross-section for hard processes in the high Q 2 region [8] . [11] .
All Monte Carlo events are passed through a full detector simulation using the GEANT [12] and the GEISHA [13] programs and are reconstructed in the same way as the data.
Data Analysis

Event Selection
A detailed description of the L3 detector is given in Ref. [14] . The single tagged two-photon hadronic events are triggered by two independent triggers: the central track trigger [15] (77% of events with an efficiency of 76%) and the single tag trigger [16] (94% of events with an efficiency of 92%). The central track trigger requires at least two charged particles, each with p t > 150 MeV, back-to-back in the transverse plane within 60
• . The single tag trigger requires at least 70 GeV deposited in one of the small angle electromagnetic calorimeters, in coincidence with at least one track in the central tracking chamber. The total trigger efficiency is 98 ± 1% which takes into account also the high level software triggers [17] and is almost independent of the visible mass of the hadronic final state.
Single tagged two-photon hadronic event candidates are selected by similar cuts to the one applied in the previous analysis [3] with some modifications due to the higher beam energy:
• A tagged electron is identified as the highest energy cluster in one of the small angle electromagnetic calorimeters with E tag > 70 GeV and a polar angle in the range 30 mrad < θ tag < 66 mrad. The anti-tag condition is kept the same as for the previous measurement [3] , E anti−tag < 12 GeV for the most energetic cluster opposite to the tagged electron.
• The number of charged particles must be greater than two.
• The visible invariant mass, W vis , of the hadronic final state is required to be greater than 3 GeV. are given in Ref. [3] .
• The total energy deposited in the calorimeters must be less than 50 GeV.
After the selection cuts, a total of 1694 events is selected in the Q 2 range 9 GeV , we include the kinematics of the tagged electron in the visible mass calculation and define W rec by using the constraint of transverse momentum conservation as suggested in Ref. [18] .
The distributions for the variables W rec , Q 2 , x vis and x rec are shown in Fig. 1 . The variables x vis and x rec are calculated from W vis and W rec . Both PHOJET and TWOGAM give a reasonable description of the data. The energy flow versus the pseudorapidity, η = − ln(tan(θ/2)) where θ is the polar angle of final state particles, is shown for three Q 2 intervals in Fig. 2 . The tag direction is always on the negative side and the energy of the tagged electron is not shown in the plot. The agreement between data and the different Monte Carlo predictions is good except at pseudorapidity values, η > 3 and η < −1.
Extraction of F γ 2
To calculate the double differential cross-section d 2 σ/dxdQ 2 the data are subdivided into three x bins in the interval 9 GeV 2 ≤ Q 2 < 13 GeV 2 and into four x bins in the other two Q 2 intervals. They are corrected with the same unfolding technique [19] as used in Ref. [3, 20] . The structure function F γ 2 is then extracted as described in detail in Ref. [21] . The values of F γ 2 /α obtained by unfolding the data with PHOJET are given in Table 2 , where α is the fine-structure constant. The unfolding procedure gives strong correlations between neighbouring bins. For example the correlations between the lowest x bin and the adjacent, and next-to-adjacent bins are 60% and 40%, respectively. Since the Q 2 is well measured (∆Q 2 /Q 2 = 2%), the correlations between Q 2 bins are negligible. The systematic errors are given in Table 2 , these include:
• The uncertainties due to the selection procedure which are estimated by varying the selection cuts. The uncertainties from the individual selection cuts are added in quadrature.
• The effect of the discrepancies at pseudorapidity values, η > 3 and η < −1, are estimated by removing these regions from the extraction of F γ 2 . The difference is found to be negligible.
• The difference of F γ 2 obtained using x rec or x vis is used as an estimate of the unfolding uncertainty. The differences are in general smaller than 10%.
• The results obtained by correcting the data with TWOGAM are consistent. The differences are given in Table 2 as a separate systematic error.
The values of F γ 2 /α are not corrected for the fact that P 2 is not strictly equal to zero since the non-zero P 2 effect depends on the unknown mixture of point-like and hadronic photon coupling in the data [3] . As a consequence the values given in Table 2 are smaller than the values extrapolated to P 2 = 0, as can be seen in Ref. [21, 22] . The values of F γ 2 α in the three different Q 2 intervals are compared to the predictions of SaS1d [22] , GRV-LO (low order) [23] , GRV-HO (high order) [23] and LAC1 [24] in Fig. 3 . At low x the predictions of GRV and SaS-1d lie below the measured F γ 2 values and LAC1 is too large. It was already pointed out in Ref. [25] that the existing parametrisations do not fulfil the QCD sum rule for leading twist partonic distributions of real and virtual photon targets, since the data available to determine these parametrisations were not sensitive to the gluon distributions in the photon. Following this consideration the authors of LAC1 constructed F γ 2 by rescaling the proton structure function, using the Gribov factorisation [26] . The new predictions [27] obtained in our x and Q 2 ranges are similar to the SaS-1d prediction. The agreement between the data and the different parametrisations is good at high x, where they all give similar values.
The
The Q 2 evolution of F γ 2 is studied by using our previous measurements at [3] . The function a+b ln Q 2 is fitted to the data in the first two x bins (0.01 < x < 0.1 and 0.1 < x < 0.2) taking into account the statistical and systematic errors from the data selection and unfolding. The fit results are:
The correlation coefficients of the fit are -0.9 in 0.01 < x < 0.1 and -0.97 in 0.1 < x < 0.2. The second error on the coefficients gives the uncertainties from the Monte Carlo models, estimated by repeating the fit with values unfolded with TWOGAM. These values are compatible with the result, b = 0.10 ± 0.02
+0.05
−0.02 , obtained by OPAL [2] in the Q 2 range from 7.5 GeV 2 to 135 GeV 2 and the adjacent x interval 0.1 < x < 0.6. The predictions of GRV, SaS-1d and LAC1 are also shown in Fig. 4 . The slopes of different parametrisations, obtained by the same fit, are summarised in Table 3 . For the lowest x interval (0.01 < x < 0.1) the slope predicted by LAC1 is much larger than our fitted value as we discussed before. The one predicted by SaS-1d is too low. The results of the fit indicate also that the slope increases with x in the interval 0.01 < x < 0.2 because of the contribution of the QPM process. In the case of the proton structure function, F p 2 , the slope decreases with increasing x.
Conclusions
The photon structure function F γ 2 has been measured at LEP with the L3 detector at √ s 183 GeV. The measurement is done in the Q 2 interval from 9 GeV 2 to 30 GeV 2 . The x range is 0.01 < x < 0.5. The data show a reasonable agreement with the TWOGAM and PHOJET Monte Carlo models.
Our data are compared to the parametrisations of the photon structure function F γ 2 which were determined from the low energy data. At low values of x, the data are above the predictions of the GRV and SaS-1d models and below the prediction of the LAC1 model, indicating that the gluon density in the photon structure function is underestimated in the GRV and SaS-1d and overestimated in the LAC1 model.
Combining the present results at √ s 183 GeV with the data taken at √ s 91 GeV, the Q 2 evolution is studied in the Q 2 range from 1.2 GeV 2 to 30 GeV 2 in the low x region (x < 0.2) where the gluon contribution to the structure function is dominant. The measurements at the two different centre-of-mass energies are consistent. The ln Q 2 evolution is clearly observed in the data. At low x, the rise of F γ 2 is larger than predicted by the GRV and SaS-1d models, thus requiring a modification of the gluon density in the photon structure function F The data are unfolded with PHOJET. The statistical and systematic errors are added in quadrature. The data are compared to the predictions of GRV [23] , SaS-1d [22] and LAC1 [24] . /α as a function of Q 2 compared to the predictions of GRV-LO [23] , SaS-1d [22] and LAC [24] in four x bins. GRV-HO is similar to GRV-LO. The data are unfolded with PHOJET. The solid line is a fit to the data with the function a + b ln Q 2 . The statistical and systematic errors are added in quadrature.
