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The present thesis embodies the researches carried out at the Ahgarh 
Muslim Universit)', Ahgarh. The thesis comprises of six chapters. Besides the 
introductory 1 chapter, the next two chapters deal with various aspects of the 
study of three variables analogues of Legendre and Gegenbauer polynomials 
respectively. The fourth chapter is a study on calculus for the Tkx,y,z - Operator 
which are useful in the study of three variable polynomials. The next two 
chapters concern the study of n - variable analogues of certain factional 
integral operators due to M. Saigo and their use in integral transforms. 
Chapter I gives a brief Survey of some of the earlier and recent work 
connected with the present thesis in the field of various hypergeometric and 
double hypergeometric type polynomials and fractional calculus. The chapter 
also contains some preliminary concepts and important well-known results 
needed in the subsequent text. An attempt has also been made in this chapter to 
make the present thesis self contained. Further, a brief chapter wise summary 
of chapter II through VI have also been given in this introductory chapter. 
Chapter II introduces a study of a three variable polynomial ?„j,, (x,y,z) 
analogues to the Legendre polynomials P„(x). The chapter contains general 
class of hiple generating functions for polynomials of three variables, 
elementary properties of Pp.k.j (x,y,z), differential recurrence relations, three 
partial differential equations, additional triple generating functions. six 
variable nuiltiple hypcrgcomctric forms, a special property and a bilinear triple 
generating function for the newly dellned polynomial P„i^ (x.y.z). 
Chapter 111 concerns with a study of three variables polynomial 
Cl,k,j(x,y,z)analogues to the Gegenbauer polynomials C,','(x). The chapter 
contains general class of triple generating functions for polynomials of three 
variables, elementary properties of C;!,,^ j(x,y,z), differential recurrence 
relations, three partial differential equations, additional triple generating 
functions, six variable multiple hypergeometric fonns, a special property and a 
bilinear triple generating functions for the newly defined polynomial 
Chapter IV deals with the calculus of Tk x.y,z - operator. The operator is a 
three variable analogue of the operator given earlier by W. A. Al-Salam in 
1964 and later generalized by H. B. Mittal. The operator is useful for finding 
operational representation and generating functions of polynomials of three 
variables. 
Chapter V is a study of n -variable analogues of certain fractional 
integral operators introduced by M. Saigo. Besides giving n - variables 
analogues of earlier known fractional integral operators of one variable as 
special cases of newly defined operators the chapter establishes certain results 
in the form of theorems including integration by parts. 
In chapter VI, the studies of n -variable analogues of certain fractional 
integral operators of M. Saigo initiated in chapter V are continued. This chapter 
deals with the effect of operating three variable analogues of Mellin and 
VI 
L.aplace Iransforms on these n - variable analogues of fractional integral 
operator ol" chapter V. 
Contents of chapter il are published in [97] and contents of chapter III 
and chapter IV are accepted for publication in [113] and [100] respectively. 
In the end an exhaustive and upto date list of writings and original 
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1. SPECIAL FUNCTIONS AND ITS GROWTH 
A special function is a real or complex valued function of one or more 
real or complex variables which is specified so completely that its numerical 
values could in principle be tabulated. Besides elementary functions such as x", 
e\ log X, and sin x, "higher" functions, both transcendental (such as Bessel 
functions) and algebraic (such as various polynomials) come under the 
category of special functions. The study of special functions grew up with the 
calculus and is consequently one of the oldest branches of analysis. It 
flourished in the nineteenth century as part of the theory of complex variables. 
In the second half of the twentieth century it has received a new impetus from a 
connection with Lie groups and a connection with averages of elementary 
functions. The history of special functions is closely tied to the problem of 
terrestrial and celestial mechanics that were solved in the eighteenth and 
nineteenth centuries, the boundary - value problems of electromagnelism and 
heat in the nineteenth, and the eigenvalue problems of quantum mechanics in 
the twentieth. 
Seventeenth - century England was the birthplace of special functions. 
John Wallis at Oxford took two first steps towards the theory of the gamma 
function long before Euler reached it. Wallis had also the first encounter with 
elliptic integrals while using Cavalieri's primitive forerunner of the calculus, fit 
is curious that two kinds of special functions encountered in the seventeenth 
century, Wallis" elliptic integral and Newton's elementary symmetric 
functions, belongs to the class of hypergeometric functions of several variables, 
which was not studied systematically nor even defined fonnally until the end of 
the nineteenth century]. A more sophisticated calculus, which made possible 
the real flowering of special functions, was developed by Newton at Cambridge 
and by Leibnitz in Germany during the period 1665 - 1685. Taylor's theorem 
was found by Scottish mathematician Gregory in 1670. although it was not 
published until 1715 after rediscovery by Taylor. 
In 1703 James Bernoulli solved a differential equation by an infinite 
series which would now be called the series representation of a Bessel function. 
Although Bessel functions were met by Euler and others in various mechanics 
problems, no systematic study of the functions was made until 1824. and the 
principal achievements in the eighteenth century were the gamma function and 
the theory of elliptic integrals. Euler found most of the major properties of the 
gamma functions around 1730.In 1772 Euler evaluated the Beta - function 
integral in terms of the gamma function. Only the duplication and 
multiplication theorems remained to he discovered by Legendre and Gauss, 
respectively, early in the next century. Other significant developments were the 
discovery of Vandermonde's theorem in 1722 and the definition of Legcndrc 
polynomials and the discovery of their addition theorem by Laplace and 
Legendre during 1782 ~ 1785. In a slightly different form the polynomials had 
already been met by Liouville in 1722. 
The golden age of special functions, which was centered in nineteenth 
century German and France, was the result of developments in both 
mathematics and physics: the theory of analytic functions of a complex 
variable on one hand, and on the other hand, the field theories of physics (e.g. 
heat and electromagnetism) and their property of double periodicity was 
published by Abel in 1827. Elliptic functions grew up in symbiosis with the 
general theory of analytic functions and flourished throughout the nineteenth 
century, specially in the hands of Jacobi and Weierstrass. 
Another major development was the theory of hypergeometric series 
which began in a systematic way (although some important results had been 
found by Euler and Pfaff) with Gauss's memoir on the 2F1 series in 1812, a 
memoir which was a landmark also on the path towards rigour in mathematics. 
The 3F2 series was studied by clausen (1928) and the |F| series by Kummer 
(1836). The functions which Bessel considered in his memoir of 1824 are QF] 
series; Bessel started from a problem in orbital mechanics, but the functions 
have found a place in every branch of mathematical physics, Near the end of 
the century Appell (J880) introduced hypergeometric functions of two 
variables, and Lauricella generalized them to several variables in 1893. 
1 he suhject was considered to be part of pure mathematics in 1900. 
apphed mathematics in 1950. In physical science special functions gained 
added importance as solutions of the Schrodinger equation of quantum 
mechanics, but there were important developments of a purely mathematical 
nature also. In 1907 Barnes used gamma function to develop a new theory of 
Gauss's hypergeometric function 2F1. Various generalizations of 2F1 were 
introduced by Horn, Kampe de Feriet, MacRobert, and Meijer. From another 
new view point, that of a differential difference equation discussed much 
earlier for polynomials by Appell (1880), Truesdell (1948) made a partly 
successful effort at unification by fitting a number of special functions into a 
single framework. 
2. ORTHOGONAL POLYNOMIALS 
Orthogonal polynomials constitute an important class of special 
functions in general and hypergeometric functions in particular. The subject of 
orthogonal polynomials is a classical one whose origins can be traced to 
Legendre's work on planetary motion with important applications to physics 
and to probability and statistics and other branches of mathematics, the subject 
flourished through the first third of the century. Perhaps as a secondary effect 
of the computer revolution and the heightened activity in approximation theory 
and numerical analysis, interest in orthogonal polynomials has revived in 
recent years. 
The ordinal-}' hypergeometric functions have been the subject of 
extensive researches by a number of eminent mathematicians. These functions 
play a pivotal role in mathematical analysis, physics. Engineering and allied 
sciences. Most of the special functions, which have various physical and 
technical applications and which are closely connected with orthogonal 
polynomial and problems of mechanical quadrature, can be expressed in terms 
of generalized hypergeometric functions. However, these functions suffer from 
a shortcoming that they do not unify various elliptic and associated functions. 
This drawback was overcome by E. Heine through the definition of a 
generalized basic hypergeometric series. 
3. HISTORICAL DEVELOPMENTS OF FRACTIONAL CALCULUS 
The fractional calculus, like many other mathematical disciplines and 
ideas, has its origin in the striving for extension of meaning. Well known 
examples are the extensions of the integers to the rational numbers, of the real 
numbers to the complex numbers, of the factorials of integers to the notation of 
the F - function. In differential and integral calculus the question of extension 
. . d"y 
of meanina is : Can the derivatives of integer order, n > 0, and the n -
dx" 
fold integrals, be extended to have a meaning where n is any number fractional, 
irrational or complex? The alTirmative answer has led to the so - called 
fractional calculus, a misnomer for the theory of operators of integration and 
dilTerentiation of arbitrars- (fractional) order and their applications. 
Thus the theor\' of fractional calculus is concerned with the nth 
derivative and n - fold integrals when n becomes an arbitrar}' parameter. One 
versed in the calculus fuids that is nothins, but an indetlnite integral in 
dx"' 
disguise. But fractional orders of differentiation are more mysterious because 
they have no obvious geometric interpretation along the lines of the customary 
introduction to derivatives and integrals as slopes and areas. If one is prepared 
to dispense with a pictorial representation, however, will soon find that 
fractional order derivatives and integrals are just as tangible as those of integer 
order and that a new dimension in mathematics opens to him when n of the 
operator becomes an arbitrary parameter. It is not a sterile exercise in 
dx" 
pure mathematics,, many problems in the physical science can be expressed 
and solved succinctly by resource to fractional calculus. 
This is a discipline, "as old as mathematical analysis. It can be 
categorized, briefly, as applicable mathematical analysis. The properties and 
theory of fractional operators are proper objects of study in their own right. In 
recent decades, they have been found useful in various fields : rheology, 
quantitative biology, electrochemistry, scattering theory, diffusion, transport 
theory, probability, statistics, potential theory and elasticity etc. However, 
many mathematicians and scientists are unfamiliar with this topic and 
thus, while the theory has developed, its use has lagged behind " 
These reasons made Prof. B. Ross, the author of the above cited phrase, 
backed by other famous fractional analysts : Prof. A. Erdelyi, 1. Sneddon and 
A. Zygmund to organize in 1974 in New Haven the historical ilrst international 
conference on fractional calculus. Ten years later, a second international 
conference on fractional calculus took place in Scotland, at Ross Priory - the 
Strathclyde University's stunning property on the shores of Loch Lomond. 
Later on, in 1989, the third international conference was organized in Tokyo, 
on the occasion of the hundredth anniversary of Nihon University. 
Going back to the history, it seems that Leibnitz was first to try to 
d"y 
extend the meaning of a derivative of integer order n. Perhaps, it was 
dx" 
naive toying with the symbols that prompted L'Hospital to ask : "'What if n be 
— ?" Leibnitz, in 1965, replied, "it will lead to a paradox" but added 
prophetically. "From this apparent paradox, one day useful consequences will 
be drawn". In 1819 the first mentioning of a derivative of arbitrary order 
appeared in a published article by Lacroix. Later on, Euler and Fourier gave 
meaning to derivatives of arbitrary order but still without examples and 
applications. So, the honour of devising the first application belonged to Abel 
in 1823. He applied fractional calculus techniques to the solution of an integral 
equation, related to the so - called isochrone (tautochrone) problem. Abel's 
solution was so elegant thai it probably attracted the attention of Liouville to 
make the first major attempt in giving a logical definition of the fractional 
derivative, starting from two different points of view. In 1847, Riemann, while 
student, wrote a paper, which was eventually published posthumously and gave 
the definition, whose modifications is now known as the Riemann-Liouville 
integral. Like other mathematical ideas, the development of fractional calculus 
has passed through various errors, absurdities, controversies, etc. That 
sometimes made mathematicians distrusting in the general concept of fractional 
operators. Thus, it has taken 279 years, since L'Hospital first raised the 
question, for a text to appear entirely devoted to the topic of fractional calculus: 
the book of Oldham and Spanier [134]. The intermediate period (1695 - 1974) 
in thoroughly described by Ross in his "chronological Bibliography of the 
Fractional Calculus with commentary" [146]. Among the many authors 
contributing to the topic the names of Lagrange, Laplace, De Morgan, 
Letnikov, Lourant, Hadamard, Heaviside, Hardy, Littlewood, Weyl, Post, 
Erdeiyi, Kober, Widder, Osier, Sneddon, Mikolas, Ai-Bassam can be 
mentioned. A more detailed exposition could be found in the historical remarks 
of Ross [147] and Mikolas [125] - [127] as well as in the surveys of Sneddon 
[153] - [154] and Al-Bassam [1] and the huge encyclopedic book of Samko, 
Kilbar and Marichev [151]. ' 
4. OPERATORS OF FRACTIONAL INTEGRATION 
Certain integral equations can be deduced from or transformed to 
differential equations. In order to make the transformation the following 
Leibnitz's rule, concerning the differentiation of an integral involving a 
parameter is very useful. 
- ' t F ( x , t ) d t = 'f AF(x,t)dt + F ( x , B ) ^ - F ( x . A ) ^ (1.4.1) 
dx^/^) ^ ex dx dx 
dF The tormula (1.4.1) is valid if both F and — are continuous of both x 
dx 
and t and ifbolh A'(x) and R'(x) are continuous. 
A useful application of the formula (1.4.1) is the derivation of the 
following formula: 
[ I" |"f(x)dxdx d x = — ^ ("(x-t)""' f(t)dt (1.4.2) 
^ ' (n-1) ' •' 
a a ;i n limes V / ' a 
Formula (1.4.2) is known as Cauchy's Multiple Integral formula. It 
reduces n - fold integrals into a single integral. Fractional integration is an 
immediate generalization of repeated integration. If the function f (x) is 
integerable in any interval (0, a) where a > 0, the first integral Fi(x) of f(x) is 
defined by the formula 
F, (x)^j f ( t )d t , 
0 
and the subsequent integrals by the recursion formula 
Fr . ,W=|F , ( t )d t , r = l,2.3 
0 
Then easily be proved by induction that for any positive integer n 
F,,(x) = - i j (x- t r f ( t )dt (1.4.3) 
n ' 
1 1 . (J 
Similarly an indefinite integral F*(x) is defined by the formulae 
F ; ( X ) = - J f(t)dt. F;,(X) = - ] F;(t)dt, r = l,2,3, 
and again it can be shown by induction that for any positive integer n. 
C,(x) = - \ j ( t - x r r ( t ) d t . (1.4.4) 
" • 0 
The Ricinann - Liouville fractional integral is a generalization of the 
integral on the right hand side of equation (1.4.3). The integral 
R „ « x > x } : . - ^ j ( x - t r ' f ( t ) d t . (1.4.5) 
in convergent for a wide class of function f (t) if Re a > 0. Integral (1.4.5) is 
called Riemann - Liouville fractional integral of order a. Integrals of this kind 
occur in the solution of ordinary differential equations where they are called 
Euler transforms of the first kind. There are alternative notations for 
Rn{f(t); x} such as T f(x) used by Marcel Riesz. 
The Weyl fractional integral is a generalization of the integral on the 
right hand side of equation (1.4.4). It is defined by the equation (Weyl) 
W„{f(x);x} = J - j ( t-x)"- ' f ( t)dt ,Rea>0. (1.4.6) 
na)o 
A pair of operators of fractional integration of a general kind have been 
introduced by Erdeiyi and Kober (see Kober [121], Erdelyi and Kober [14], 
Erdelyi [12 - 13], Kober [122] and it seems appropriate to call the operators 
h].a, ^^.a defined below which are simple modifications of these operators, the 
Erdelyi - Kober operators. The operators I,,,„ and K,,.a are defined by the 
formulae 
l„„f(x)=x ^"^"R < t"f 
( 1 A 
V ) 
2x 2 i ; -2 i i \ 
r(a) \[y^'--^^'Y' u"^^' f(u)du 
and 
(1.4.7) 
K,,., r(x)=x^"wJr-^f ^'1 J 
^ 1 u ^ - x ^ r u — ' f ( u ) d u 
r(a) ^  
(1.4.8) 
where Re a > 0 and Re r| > 
The modified operator of the Hankel transform is defined by 
K. f W H H |t'-vj„,.„(xt)f(t)dt (1.4.9) 
5. DEFINITIONS NOTATIONS AND RESULTS USED 
Frequently occurring definitions, notations and results used in this thesis 
are as given under: 
THE GAMMA FUNCTION: The gamma function is defined as 
r(x)= 




Rl(z)<0,z^O, - 1 . - 2 , - 3 . 
POCHHAMMER'S SYMBOL AND THE FACTORIAL 
FUNCTION 
The Pochhammcr symbol (?L)„ is defined as 
(n, = + n -1). if n = 1, 2. 3, 
1 ,if n = 0 
(1.5.2) 
Since (I)„ = n !, (A.),, may be looked upon as a generalization of 
elementary factorial. In terms of gamma function, we have 
W„^'|if^,..o,-.,-2, 
The binomial coefficient may now be expressed as 
f l 
vny 




Also, we have 
M. (-1)" (1-4 , n = l,2,3, ,X^0. ±1 ±2, (1.5.5) 
Equation (1.5.3) also yields 
(^)m+n = (?^)m (>^ + m ) „ 
which, in conjunction with (1.5.5), gives 
( l - ^ - n ) , 
(1.5.6) 
For A. = 1, we have 
i^lfnl 
, 0 < k < n (-n) , = . (n -k ) ! 
0 , k > n 
(1.5.7) 
12 
LEGENDRE'S DUPLICATION FORMULA : In view of the definition 
(1.5.2), we have 
(^L, . 2n | I ^1 + 0 n = 0.1.2, (1.5.8) 
n V ^ y„ 
which follow.s also from Legendre's duplication formula for the Gamma 
function, viz. 
71 r(2z)=2''-' r(z) rfz+-'), z^o. - - , - i , - - (i.5.9) 




, n = 0, 1, 2, (1.5.10) 
m 
which reduces to (1.5.8) when m = 2. 
THE BETA FUNCTION: The Beta function B (a, (3) is function of two 
complex variables a and p, defined by 
B(a,p): 




,r((x + p) , Rl(a)<O.Rl(p)<0, a, p ^ - 1 , - 2 , - 3 , 
THE GENERALIZED HYPERGEOMETRIC FUNCTION: The 
generalized hypergeometric function is defined as 
a , -a , , ,a ; 
pF. 
P,-P2. .Pp-
^ (g.Ua^),, («,J„/^ (1.5.12) 
wherep,5t0,-1,-2,-3, ; j= 1.2 ti-
l l 
I he scries in (1.5.12) 
(i) Converges for | z | <ooifp<q. 
(ii) Converges for | z | < I if p = q +1, and 
(iii) Diverges for all z, z ;t 0, if p < q + 1 
I urUicrmore, if we set 
(1) 
1-1 1-1 
then the pF^  series, with p = q + 1. is 
I. Absolute convergent for | z | = 1, if Re (to) > 0, 
II. Conditionally convergent for t | z | = 1, z ^ 1 , 
If- 1 <Re(co) <0, and 
III. Diverges for | z | = 1 of Re (co) < - 1. 
Further, af symbols of the type A (k, a) stands for the set of k 
parameters 









(a.)n(a2)n (ap l 
^a^ Ta + n Ta + k - O 
A, k / n 
n!(b,Ub,)„ (bj_, fR\ P] f p + i ) f P + r - l 
V I ; ,A ' J V 1" J 
(1.5.13) 
in terms of hypergeometric function, we have 
o-r^i^-,p. a ;z (1.5.14) 
I I - 0 
*' = y — = F (1.5.15) 
n-O n ! 
The linear transformations of the hypergeometric function, known as 




. ( l - z ) - 2F, 
a, c - b; z 
c z - 1 
(1.5.16) 




= (l-z)' c-a-h 2F, 
c - a, c - b; (1.5.17) 
c ; ^0 , - 1,-2, , | a r g ( l - z ) | < 7 r ; 
Appell function of two variables are defined as 
F,[a,b,b';c;x.y]=£ £ ^A^^^Mn^ y,'-y" ^ 
111=0 11=0 n! (c),n.,i 
m a x { I X I, I y I } < 1; (1.5.18) 
Fja,b,b';c,c';x,y]=f ^ ^ ' H M ^ ^ ^ - ^ " "'^  '^^ ^ 
m! n! (cj^(c )„ m=0 n=0 
xi + | y | < l ; (1.5.19) 
F3[a,a',b,b';c;x,y]=f; f ] ^A^IIMML ^'^^ y'^^ 
111=0 11=0 n ! (c)„,.„ 
m a x ( I X {, I y I } < 1; (1.5.20) 
r j a:> 
r--[a.b;c.c;x,yl=XI^#73^^- y 
n i ^ O ii=--() ni!n!(c)„.(c')„ 
x i+. / lx l < [ . (1.5.21) 
Lauricclla (1893) further generalized the four Appell functions F|, F2. 
I'l, !•) to functions of n variables. 
''x''[a^f^M h„;c,, c„;x, , x j 
Z 
m,! m, ' 
'"1 '"2 "In " V^l An, V'^n )m„ 
|x i |+ + ! x „ | < l ; (1.5.22) 
Fi '^k, a,,,b, ,b„;c;x, , x j 
f t '^).^, i^XS^X, (bnU X,"- x^^ 
"ii "h m„=0 vClAi i ,+ +m„ m,! m„! 
max{|xi I, IX2I , | x „ | } < l ; (1.5.23) 
Fc"'kb;c,, ,c„:x,, , x j 
nii+ +ni„ V /m,+ +m„ E '1 ^ n 
-i .ni: m„=0 (c , ),,, ( c j ^ ^ 111,! ' m „ ! 
lx,i + + VK> |<1- (1-5-24) 
FD" [^a,b,, ,b„;c;x,, , x j 
(a),,,^ ..„(bL, (b„),„„ xr' x' Z 'm„ '^1 ' ^ i , 
m, m, m -0 ( c , ) m , ! ITl, 
1,,-r -,,,,„ 
iTiax{ |x, I, , | x„ | }< 1 (1.5.25) 
Clearly, we have 
F^-UF F''^-r F'-> = F F^'' = F 
c(l) _ p(l) _ pd) _ c(l) _ p 
also, wc have 
F*,''[a,b|,b2,b,;c;\,y,z] 
k 0 n,-0 n=0 ( C , ) u n , . „ k ! I l l ! t l ! 
Just as the Gaussian 2F1 function was generalized to pFq by increasing 
the number of numerator and denominator parameters, the four Appell 
functions were unified and generalized by Kampe' de Feriet (1921) who 
defined a general hypergeometric function of two variables. 
The notation introduced by Kampe' de Feriet for his double 
hypergeometric function of superior order was subsequently abbreviated in 
1941 by Burchnall and Chaundy [5]. We recall here the definition of a more 
general double hypergeometric function [than the one defined by Kampe' de 
Feriet] in a slightly modified notation [see, for example Srivastava and Panda 
[158]]. 
(ap):{bj;(cj; rpq k 
^ n i l n 
.(«"):(Pl);(y„); ''*' 
P 
TCla,) nih,] Ti(c, r b j j _ i : ' .^A ''• .A ''- JL 3L (1.5.27) 
7r(a ) 71 (p) n() 
1=1 
r! s! 
where, for convergence 
(i) p + q < / + m + 1, p + k < / + n + 1 , I X I < 00, I y I < 00, or 
(ii) p + q = / + m + 1, p + k = / + II -t- I, and 
17 
! \ (p 1) + \y (p I) < l.if p > l 
max 11 X I, I y I I < I, i f p < 1 
(1.5.28) 
Although the double hypergeometric function defined by (1.5.27) 
reduces the Kampc' de heriet function in the special case: 
q = k and m - n, 
It is usually referred to in the literature as the Kampe' de Feriet function. 
Similarly, a general triple hypergeometric series F'^ ^ [x, y, z] (cf. Srivastava 
1155J, p. 428) is defined as: 
F(^'[x,y,z]=F (3) -(a)::(b);(b');(b"):(d);(d'):(d"): 
.(e)::(g);(g');(g"):(h);(h'):(h"); x,y,z 
00 -J^ DO 
Z Z Z A(m,n.p,)^  
m=0 n=0 p=0 
x'" y" 7J 
m! n! p! 
(1.5.29) 
where, for convenience 
n(^L„.,n(b,L„n('';i,.n('';l,„n(''J,„n(<';in(<l 
Mm.n,p)=Ji Ji rl rl £] e EJ 
n(',L„.„rife,Ln(8;l.n(s;l,„n(h,),„n(h;)„n(h;l 
j=i j=i 1=1 
(1.5.30) 
where (a) abbreviates, the array of a parameters ai, aj, aA, with similar 
interpretations for (b). (b'), (b"), et cetera. The triple hypergeometric series in 
(i.5.29j converges absolute!} when 
!S 
1 + E + G + C}" + [-[ - A - B - B" - C > 0 
! + F + G + G" + H' - A - B - B' - C" > 0 
1 + E + G' + G" + H" - A - B' - B" - C" > 0 
(1.5.31) 
where the equations hold true for suitable constrained values of 
I X |. j y I a n d | z |. 
In this thesis we also need to extend the definition of Kampe" de Feriet 
double hypergeometric function to generalized triple hypergeomelric function. 





CO CO CO 7r(a,) , „ 7 (^b,)-, nic) , ^ 7i(d ) 
~ Z-, 2-1 2 J TT 
j ^ ' j ~ * .' • .* ' 
k=0 r=0 s=0 
^(h.) Tifi,), Jifl,), Tifn,), 
1^ 1^  .l''Xk+nr+vs p p l ^ C k + r r |^ |^ l / tk+i is |=i^ 1'vk+ws 
X . i M l M M ^ . ^Vil (,,32, 
""f \ '( \ "^l \ k! r ! s ! 
K(nJ, nip, Tr(q,l 
For a = p=y==6 = £ = r i=0 = (i) = p = i^  = ii/ = X'"'^^'"M"^'^"C""''^^f 
= u = v = w = a = A = V = l , (1.5.32) reduces to the three variables version of 
the general form of the Kampe' de Feriet's double hypergeometric function. 
6. FRACTIONAL DERIVATIVES AND HYPERGEOMETRIC 
FUNCTIONS: 
The simplest approach lo a deilniiion of a fractional commences 
derivatives with the formula 
c"')=D'; (e'")=a" e'' (1.6.1.) d" 
d ^ 
where a is an arbitraiy (real or complex) number. 
Vox a function expressible as 
f ( z ) . X C „ e x p ( a „ z) (1.6.2) 
11=0 
Liouville defines the fractional derivative of order a by 
D" {f(z)} = | : C „ a > x p ( a „ z) (1.6.3) 
n=0 
The 1731 Euler extended the derivative formula 
D« {z'- }= X(X-\) (A.-n + l)z'-"(n = 0, 1, 2, ) 
- ^y^"^' z'--'' (1.6.4) 
r(A.-n + l) 
write general form: 
where fi is an arbitrar}' complex number. 
Another approach to fractional calculus begins with Cauchy's iterated 
integral. 
Dz"{fW}=l '1 j ' j t-(t,)dt,dt, dt„ 
0 0 0 () 
= ^ ~^~ | " f ( t ) ( z - t r ' dt, n = l,2.3 (1.6.6) 
i n - l j ! ,^  
writing ji for -n. we gel 
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D '^ / \ r(z)| = - : : ^ I f ( t ) ( z - t r - ' d(, Re(M)<0. (1.6.7) 
where the path of integration is along a line from 0 to z in the complex t-plane 
and Re (^ i) < 0. 
Equation (1.6.7) defines the Riemann - Liouville fractional integral of 
order - | j , ; it is usually denoted by F"*^  f (z). 
In case m - 1 < Re {\x) < m (m = 1, 2, 3, ), it is customary to write 
(1.6.7) in the form: 
D»{f(z)} = - ^ D r i f W } dz 
- T ^ V C ^ 1 f ( 0 ( ^ - 0 - ™ - ' d,. (1.6.8) 
dz r ( - ^ + m) ^ 
The representation (1.6.7) is consistent with (1.6.5) when f (z) ^ z\ 
smce 
z'^ -^  
r(-^^) B ( ^ + I - M ) 
r ( ^ - | i + l) 
starting from the iterated integral 
30 OT crj on 
,Dr{ f (z )}= | I j | f ( l , )d t ,d t , dt, 
- ^ |"f(t)(t-7.)" ' dt, n = l,2,3 (1.6.10) 
(n - l ) ! J 
21 
(1.6.11) 
and replacing n by - \i, we are led to the definitions 
..D^:m} = -^]((i)ii-z)'^~' dt,n = l,2,3, 
dz 
= ^ L - L ^ ] f (t) ( t - z r " " dt (1.6.12) 
Equation (1.6.11) defines the Weyl fractional integral or order - fi; it is 
generally denoted by K"*^  f (z). 
There is yet another approach based upon the generalization of Cauchy's 
integral formula: 
• ' to' 
°;!fWl = i ^ l ( ^ ' " - 0.6.13) 
which is employed by Nekrossov. 
The literature contains many examples of the use of fractional 
derivatives in the theory of hypergeometric functions, in solving ordinary and 
differential equations and integral equations, as well as in other exists. 
Although other methods of solution are usually available, the fractional 
derivative approach to these problems often suggests methods that are not so 
obvious in a classical formulation. 
Fractional derivative operator plays the role of augmenting parameters 
of the hypergeometric functions involved. Appling this operator on identities 
whiling infinite series a large number of generating functions for a variet\ of 
special functions have been obtained by numerous mathematicians. 
?? 
The following theorem on term-by-term fractional differentiation, in an 
explicit form, the definition of a fractional derivative of an function: 
Theorem I: If a function f (z), analytic in the disc | z | < p, has the power 
series expansion 
f ( x ) = | ; a „z" . ' z | < p . (1.6.14) 
n=0 
D" (z" ' f ( z ) l = I a „ D,^  {z 
rW . X - M | ; l ^M^z" (1.6.15) 
-z-^-
pro\ided that Re {X) > 0, Re (fi) < 0 and j z | <p. 
Consider theorem is stated as follows. 
Theorem 2: Under the hypotheses surrongind equation (5.14) 
n=0 
r ( ^ ) X - M - i y ^ n ( ^ ) n n ( 1 6 1 6 ) 
provided that Re {X) > 0 and | z | < p. 
The following fractional derivative formulas are useful in deriving 
generating functions: 
D r { z ' - ' ( l - a z ) " ( l - b z r P ( l - c z r | 
--4^z^-'Fi ' ' [A.a.p.y;^;az. bz.cz] (1.6.17) 
Re(^)>0. |az < l . !bz |< l . | cz !< 1; 
2S 
Dj" '^ y ' - ' O - y r a,P; X 
l |^y'- 'Fja,p,l:y4i;x.y] (1.6.18) 
Re (^) > 0,1 X I + I y I < 1. 
In particular (6.17) with c = o yields 
Dj--"jz'-'{]-azr(]-b2X 
= —7-^  z*"'' F| [X, a, p; ji; az, bz] (1.6.19) 
Re(;i)>0, |az |< L|bzi< 1. 
On the other hand, in its special case when a = 1 and b == c = 0, (1.6.17) reduces 
immediately to 
D^-^^z'- '(l-zr = -g _ r(x) , Z - 2 F 1 
?L.a;z (1.6.20) 
Re(^)>0, | z | < l . 
7. ON A THREE VARIABLES ANALOGUE OF LEGENDRE 
POLYNOMIALS: 
The Hermite polynomials Hn (x), the Legendre polynomials ?„ (x) and 
the Gegenbauer polynomials C^ j (x) are respectively defined by 
g2xt-t^ ^ y . ' ^ " ^^^^" 
n! 
(1.7.1) 
(l-2xt + t-) - -X ' ' . .Wt" (1.7.2) 
n-(l 
24 
d ( l -2xt + t-)-^=|;c:;(x)t" (1.7.3) an 
A careful inspection of the L.H.S. of (1.7.1), (1.7.2) and (1.7.3) reveals 
the fact that the L.M.S. of (1.7.1) is e". that of (1.7.2) is 
I 
(l-u) '- and that of (1.7.3) is (1-u)"^' where u =2xt- t^ Thus Hn(x), P„(x) 
and C),'(x) are examples of polynomials generated by a function of the form 
G(2xt-t"). 1he expansion of (1-u)"", (1-u - v)"'' and (1-u - v-w) 'are 
given by 
( l -u) -= | ;^^^ (1.7.4) 
n=0 " • 
^^('•K„ ""v' 
nl k! n=n k=o 
CO CO JO 
and ( l - u - v - w r = 1 1 1 ' " ' r " . , " ' " ' ; ' (1-7.6) 
n=0 k=o j=0 " • '^- J-
The expansion (1.7.5) with v = — motivated M.A. Khan and M.P. 
Singh [107] to introduce two variable analogue of Legendre polynomial by 
taking u = 2xs-s" and v = 2yt-t^ in (1.7.5). Thus they first attempted to 
define two variable analogues of polynomials by means of generating functions 
of the form G (u.v) where u=2xs-s and v = 2yt - t" before embarking on a 
particular example of it namely two variable analogue of Legendre polynomial. 
Later M.A. Khan and G.S. Abukhammash [96] defined and studied a two 
variable analogue of Gegenbauer polynomials on the lines of [107]. In the II 
chapter an attempt has been made to define three variable analogues of 
polynomials by means of generating functions of the form G (u, v. w) where 
u = 2xr - r", V = 2ys - s" and w = 2zt - t" and then use the expansion (1.7.6) 
with V = — to introduce a three variable analogue of Legendre polynomials 
2 
and study its various aspects and finally to generalize it to n variables. 
The expansion (1.7.5) with a = — motivated M.A. Khan and M.P. 
Singh [110| to introduce two variable analogue of Legendre polynomial by 
taking u = 2xs-s" and v = 2yt-t" in (1.7.5). Thus they first attempted to 
define two variable analogues of polynomials by means of generating functions 
of the form G (u,v) where u=2xs-s and v = 2yt - t" before embarking on a 
particular example of it namely two variable analogue of Legendre polynomial. 
Later M.A. Khan and G.S. Abukhammash [99] defined and studied a two 
variable analogue of Gegenbauer polynomials on the lines of [110]. Recently, 
M.A. Khan and B. Rouhi [97] introduced and studied a three variables 
1 1 
analogue of Legendre polynomials by taking u = 2xr - r", v = 2ys - s" and w = 
2zt - t^  in (1.7.6) with a = — .In the III chapter an attempt has been made to 
defined and study a three variables analogue of Gegenbaur polynomials on the 
lines of [113]. We also recall here the following theorem due to M.A. Khan and 
B. Rouhi [97] : 
THEOREM 1: From 
G (2xr-r- , lys -s" , 2zt - t - ) = X Z Z gnxil^ y^^ ^^ ) '""s't^  
II 0 k (I I (I 
it follows that 
^ ^ "^  
— go,M(X'y'2) = 0' k>0,j>0,—- g„,, (x,y,z) = 0 , n > 0 , j > 0 , ~ g„,„(x,y,z) = 0, 
r \ oy dz 
ti >0, k>0 and forn,k,j> 1, 
c d 
X —g,a.j(x,y,z)-n gn,,,j(x,y,z) = —g„_,, (x,y,z) (1.8.1) 
o\ ax 
d d 
yT7gn,k,j(X'y.z)-k g„_, {x,y,z) = —g„ , . , (x,y,z) (1.8.2) 
dy dy ' 
and z —g,a,j(x,y,z)-j g„, (x,y,z) = ^ g „ , , ,(x,y,z) (1.8.3) 
oz dz 
Adding (1.8.1), (1.8.2) and (1.8.3), we obtain 
8 d d 
^^^ + y ^ " + ^ V ) gn,k,j(x,y,z)-(n + k + j)g„, (x,y,z) 
ox dy dz 
d d d 
OX 5y oz 
The differential recurrence relations (1.8.1), (1.8.2), (1.8.3) and (1.8.4) 
are common to all sets g n k i (>^ . y, z) possessing generating function of the 
form 
CO -O CO 
G (2xr-r-, Zys-s", 2zt - t - ) = X ^ ^ g„.k,j(x,y,z) r"s'tJ (1.8.11) 
n=0 k=0 j=fl 
In III chapter we shall consider the polynomial g,, i, |(x,y,z) for the choice 
G(u, V, w) = (1 - u - V - w)^" has been considered. 
9. A STUDY ON A CALCULUS FOR THE T^,,,,„- OPERATOR 
In 1964, W.A. Al- Salam [2| defined and studied the properties and 
applications of the operator 
e = x(l + xD),D = — (1.9.1) 
dx 
He used this operator very elegantly to derive and generalize some 
known formulae involving some of (he classical orthogonal polynomials. He 
also gave a member of new results and obtained operational representations of 
the Laguerre, Jacobi, Lcgendre and other polynomials. 
In 1971, H.B. Mittal [129] generalized the operator 6 by means of the 
relation 
T^  sx(k + xD) ,D^"^ (1.9.2) 
dx 
where k is a constant. He used this operator to obtain results for generalized 
Laguerre, Jacobi and other polynomials. 
In 1992, M.A. Khan [41], introduced q-extension of the operator (1.9.2) 
by means of the following relation : 
TM,x-x(l-q){[k] + q^xD^J (1.9.3) 
where k is a constant. | q | <1, [k] is a q-number and Dq v, is a q-derivative with 
respect to x. Here the q - member [a} and the q-derivative Dq ^ are defined as 
[al=—^,0<q<l 
1-1 
and D , . f ( x ) = ^ f e H k ) . 
(l-qjx 
Letting q-^ I, (1.9.3) reduces to (1.9.2). 
The paper [41] is a study of a calculus for the '\\ , ,^- operator. Later, in 
a series of papers M.A. Khan |47, 5L 61] used this operator to obtain 
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operational generating formulae for q-Laguerre, q-Bessel, q-Jacobi and other q-
polynomials. In particular, various generating functions and recurrence 
relations were obtained for q-Laguerre polynomials. 
Quite recently in 2004, M.A. Khan and M.P. Singh [111] defnied a two 
variable analogue of the operator (1.9.2) by means of the following relation : 
T , . , - x y {k + x — + y - - } (1.9.4) 
dx oy-
and studied its calculus. 
The IV chapter deals with the calculus of the three variable analogues of 
the operators (1.9.1) and (1.9.2). The aim is to use these operators and the 
results of IV chapter to obtain various operational representations, generating 
functions and recurrence relations of the three variable polynomials 
10. A STUDY OF n-VARIABLE ANALOGUES OF CERTAIN 
FRACTIONAL INTEGRAL OPERATORS 
The fractional calculus has been investigated by many mathematicians 
[145]. In their works the Riemann - Liouvulle operator (R - L) defined by 
R ^ , f = = - i ^ ] ( x - t r f(t)d. (1.10.1) 
was the most central, while Erdeiyi and Kober defined their operator (E - K) in 
connection with the Hankel transform [129] as 
^ | ( x ^ t f 't"f(l)dt (1.10.2) 
Weyl and another Erdelyi - Kober fractional operators are defined as 
follows: 
W ::.f=J-.j(t-xr-'f(t)dt d.ioj) 
and 
: f = 7 7 - T J ( t - x r ' t - ' ^ - " f ( t ) d t (1.10.4) 
respectively. 
In 1978, M. Saigo [148] defined a certain integral operator involving the 
Gauss hypergeometric function as follows: 
Let a > P and r\ be real numbers. The fractional integral operatorI"'^'\ 
which acts on certain functions f(x) on the interval (o, oo) is defined by 
C'^"f = ^ J ( x - t r ' F f a + p , -T i ;a ; I - - l f ( t )d t (1.10.5) 
no-Jo V x ; 
where F is the gamma function, F denotes the Gauss hypergeometric series 
2F,(a,b:c;z)=|; % ^ z ' \ | z | < | (1.10.6) 
n=0 
• • I /, M , / \ r ( a + n) 
and Its analytic continuation into arg (1 - zj < TI, and (aj„ = , . . 
r(a) 
Such an integral was first treated by Love [124] as an integral equation. 
However, if one regards the integral as an operator with a slight change, it will 
contain as special cases both R - L and E - K owing to reduction formulas for 
the Gauss function b\' restricting the parameters. The more interesting fact is 
that for this operator two kinds of product rules may be made up by virtue of 
Erdelyi's formulas [11], which were first proved by using the method of 
fractional integration by parts in the R - L sense. From the rules, of course, the 
ones for R - L and E - K are deduced. Moreover this operator is representable 
by products of R - L's, from which it is possible to obtain the integrability and 
estimations of Hardy - Littlewood type [26]. Saigo [148] also defined an 
integral operator on the interval (x, oo) as an extension of operators of Weyl and 
another Erdelyi - Kober operators as follows: 
Under the same assumptions in defining (1.10.5), the integral operator 
r/''' is defined by 
J-'^-^f = - ^ ] ( t - x r t - ' ^ F f a + P , -T i ; a ; l - - l f ( t )d t (1.7) 
Later on in 1988, Saigo and Raina [150] obtained the generalized 
fractional integrals and derivatives introduced by Saigo [148], [149] of the 
system S"(x), where the general system of polynomials 
S;(x)=X t^A„,x^ 
were defined by Srivastava [160], where q > 0 and n > 0 are integers, and An.r 
are arbitrar>' sequence of real of complex numbers.. 
11. ON FRACTIONAL INTEGRAL OPERATORS OF 
n - VARIABLES AND INTEGRAL TRANSFORMS 
In 1978, M. Saigo [148] defined certain integral operators involving the 
Gauss hypergeometric function as follows: 
Let a > P and r| be real numbers. The fractional integral operatorl""^*'', 
which acts on certain functions f (x) on the interval (0, oo) was defined as 
[':''" f = ^ V ^ f (x- t )" ' ' F a + p-Ti;a;l--lf(t)dt (l.!l.l) 
r(a) (•; ^ xj 
Under the same assumption in defining (1.11.1), he also defined the integral 
operator J"'' ' 'as 
ja.(i.n ^ 
~j-r f ( t - x r ' t - " - P F f a + p.-Ti;a; l-- lf( t)dt (1.11.2) 
r (a ) J ^ tj 
Later on in 1988, Saigo and Raina [150] obtained the generalized 
fractional integrals and derivatives introduced by Saigo [148 - 149] of the 
system Sq(x), where the general system of polynomials 
were defined by Srivastava [160], where q > 0 and n > 0 are integers, and Ap r 
are arbitrary sequence of real or complex numbers. 
In chapter V certain n - variables analogues of (LI 1.1) and (1.11.2) 
which are as given below were defined and studied in [114]: 
I. Let Ci > 0, C2 > 0 , Cn > 0, a, bi, b2 , b„ be real numbers. An n 
- variable analogue of fractional integral operator I^f'' due to M. Saigo is 
defined as 
I <\ b | bn b „ L| 1-2 c, 
1 0 \ , 0 \ , 0 \„ 
^' " ''^Xc,)r(cJ. r(cj 
I J 1 (>^ l -Ui)' '"'(x2-U2r"' (x„-U,J'"" 
0 0 0 
;(iO a,b,,b-,, b • I '-, 
X-, 
c.c 2 ' - • ' C n ; 
f(ui,U2 ,Un)dU| du2 du„ (1.11.3) 
where F^"' is a Lauricella function of n - variables defined by 
^ A 
a.b,,b2 ,b^; x^x^, ,x„ 
C i , C 2 , 
GO GO 
r,=0 r_,=0 r„=0 T, ! T, ! r „ ! ( c , ) ( C 2 ) , ( c j 
-x,'x I ^^2 X p ; 
X| +1 X2 .+ X I<1. (1.11.4) 
Under the same conditions of (1.11.3), an n - variable analogue of J° a p 11 
is defined as 
ra.b, b_, ,b„,c, c_, c„ n/ Y ) -
r(c,)r(c2) r(cj 
CO CO CO j 1 j(u,-x,r'(u2-x2r' (u„-xj^-
\ , X. \ „ 
:(") a,b„b„ b „ ; l - ^ , l - ^ , , 1 - ^ 
u, u- u. 
t p C 2 , c„ ; 
(ui u: u,i) '' f (ui, U2, u„) dui du^  du„ (1.11.5; 
II. Let c > 0, ai, aj, a,„ b|, b2, , b,, be real numbers. Then a 
second n - variable analogue of r j ; ' ' is as follows: 
r a, CIT J „ b , b-. b„ 
t ' ( -^M>^2 >^n)^ 
a, - a , 
X , ' X , 
(r(c)l" 
I j I (>^ | -U | ) ' ' ' (x , -U2r ' ( x „ - u j ' ' 
0 0 0 
a,, a,, , a„ ,b , ,b . ,b,,; 1 - ~ ^ , 1 - ^ 
'1 -^2 
c ; 





^1 ,32 , a , , , b , , b 2 , , b „ ; x , , X 2 , , x ^ 
c ; 
CO en 
^Y^ ^ 1^  MrM^i (aj,(b,^ b,)^^ ^^ "^ S;^ ;^ " x", 
r,=0 r,=0 r =0 ' ' l- "^2 ""n-V^/r,+r,+ +r„ 
max II x,|,j x,j X n W < (1.11.7) 
Under the same conditions of (1.11.6). a second n - variable analogue of 
J"f,'^  is as defined below: 
I a, ,a- a„ b|,b2 b 
2 " ' \ , j - \ , 3-^  \ „ x ^•(X|,x, , x j = {r(c)}" 
]] ](u,-x,r(u,-x,r k-xj' 
(n) a,,a. a, .b,.b-, ,b, 
Xi , X , 
u, u. 
c ; 
a 1 - . 1 , 
U, ' U . - u,;' f (U| ,u , , u J d U | d u , du„ (1.11.8) 
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III. Lei C| > 0, C2 > 0 c„ > 0, a, b be real numbers. Then a third n 
U |i II 
variable analogue of 1Q | '^  is as defined below: 
'"^ '^^ -^ '" f (x„x„ , x j = ("^ '"^  ^"^" V O \, 0 X, 0 : 
r(c,)r(c,) r(c„) 
j ] ](x,-u,)- ' (x,-u,r ' (x„-u„)-' 
0 0 
p(", a ,b ; 1 - ^ . 1 - ^ i - ^ ' -
' ^ l ' * ^ 2 ' ' ^ 1 1 ' 
f(ui,U2, ,u,Odui du2 du„ 
where 
r(n) 
^ l ' ^ 2 ' ' ' ^ n ' 
CO 0 0 CO 
I (al,„, ,Jb) r,+ -^ r,, 
r|=0 r2=0 'r„=o r,! r^ ! r„!(c|) (cj^^ ( c j 
• x ' x - X " 
(1.11.9) 
X, +^^2 + + V^n < (1.11.10) 
Under the same conditions of (1.11.9), a third n - variable analogue of 
ra P 11 J^^'^ is given below: 
j 3 b C , . C 2 ,C„ 
3 \ , ,«) , \2-=°. An =" t ( X | , X 2 , ,X|^ ) -
r(c,)r(c,) r(cj 
S- -f CO 
j j j ( u , - x , ) - ' ( u , - x , r ' ( u „ - x j -
Fl-l 
•^1 , ^1 
a,b; 1 — L j _ 1 1 I _ Z ^ 
U, U T 
t p C 2 ' ^ n ; 
(U] U2 u„) '' f ( U | . U 2 U | i ) d U | d u 2 du„ (1.11.11) 
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IV. Let c > 0, a, b|, b2, , h„ be real numbers. A fourth n - variable 
analogue of fractional integral operator 1,"^  '^  due to M. Saigo is defined as: 
4 ' 0 \ , 0 \ , ( ) \ „ ' V ^ P ^ 2 ' • ^ n / {r(cr 
j j 1 ( X l - U i r ' ( x 2 - U 2 r ' ( X n - U n T 
0 0 0 
a,b|,b2, ,b^; 1 - - ^ , ! - ^ -
X, X . 
? ? 
c ; 
1 - ^ 
f(Ui ,U2, ,U,OdU| dU2 dUn (1.11.12) 
where 
pi". 




(a)r, .r , . + r „ ( b , ) , , ( b 2 X ( b j , ^ ,, , 
r,=0 r,=0 r =0 r|! h^- rn!(cLr,. . . 
v ' l v 2 V " 
^ 1 -^2 '^n 
max {ixiH^al. ' h n | } < l - (1.11.13) 
Under the same conditions of (1.11.12), a fourth n - variable analogue 
of another fractional integral operator J^J'' due to M. Saigo is defined as 
follows 
|r(c)I" 
j I J (U , -X , ) ' ' (U2-X2) ' ' (U„-X„)' 
I7(") a ,b , .b2 , ,b,^; 
c ; 
U T (L'I "2 Un)" 
l '(U|,U2, . u j d u , duj du, (1.11 14) 
The aim of the present chapter is to study the effects of integral 
transforms say the Meilin and Laplace transforms on the n - variable analogues 
of fractional integral operators introduced in [121] and reproduced here through 
(1.11.3), (1.11.5), (1.11.6), (1.11.8). (1.11.9), (1.11.11), (1.11.12) and 
(1.11.14). 
Triple hypergeometric series F*^ ' [x, y, z] (cf. Srivastava [161], p. 428) 
defined as: 
F(')[x,y,z]=F (3) (a)::(b);(b');(b"):(d);(d');(dO; 
.(e)::(g);(g'>,(g"):(h);(H');(h">, x,y,z 
CO CO CO 
= Z E Z (^m'"'?') 
ni=0 11=0 p=0 m! n! p! 
(1.11.15) 





n(^ ,), „n(g.,L.fi(§;l,n(8;l,„ri(h,ln(h;ln(h:i 
1=1 i= i i= i 1=1 1=1 1-1 1=1 
( l . l l 16) 
where (a) abbreviates, the array of a parameters a|. a2, aA, with similar 
interpretations for (b). (b'). (b"). et cetera. The triple hypergeometric series in 
(1.11.35) cojiiverges absolutely when 
) / 
1 + li + G + G" + H - A - B - B" - C > 0 
1 + E + G + G" + H' - A - B - B' - C" > 0 [ 
+ 1- 4 (i ' + (i" + 11" - A ~ B' - B" - C" > 0 
(1.11.17) 
where the equations hold true for suitable constrained values of |x|, |y| and |z|. 
We need here the detlnition of hypergeometric in n - variables defined 
by means of n - summations on the pattern of (1.11.15) and (1.11.17). Let such 
a series be briefly denoted b\' F^"' [xi, x^  , x,ij. 
We also need the results of the following theorems of [121] in this 
paper: 
Theorem 1.1: For functions f (xi, X2 , x„), g (xi, X2, , x,,). 
f I 1 
1 1 




^ X | Xj 
defined for 0 < X| < co, 0 < X2 
^1 J 
<Go, , 0 < Xn < CO and C| > 0, C2 > 0, , c,, > 0, we have 
J I J < \-c, -1 a-Cn - i XT 
0 0 
I ^0 \ | 0 \ n , 0 \„ 
V - ^ l -^2 X n J 
g(x,,X3 , x j dxidx, dx„ 
I j 1 ;^ '^•' -r^ =-' 
f 
. a - c „ - l 
0 0 'n J 
_1_ J_ 
ja.bi.b., b„ c,., A> f (Y Y \ "1 dx d \ d \ 
provided that each n - fold integral exists. 
Theorem 1.2: Under the conditions stated in theorem 1.1, we have 
(1.11.18) 
H i^r-'^- x;: ' - ' ' r 
0 0 X , X 
,-i::'\^:.'\'^; -^"g^i-x ,^ xjdx,dx3 dx„ 
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1 J 1 x;-^'^'x^-^^"' xr--' 8 - . 
0 0 X, X- n^ y 
> J : ^ " . / " ^ ' ^ "<~(x,.x, x j d x . d x , dx„ (1.11.19) 
provided that each n - fold integral exists. 
Theorem 1.3: For functions f (xj, X2 , x j , g (X|, X2, , Xn). 
j_ _1_ and g 
•n J ^ X , X^ 
defined for 0 < X| < oo, 0 < x^  
'II J 
< GO, , 0 < X|, < CO and c > 0, we have 
CO cr> jj \ \ 1 xf'-'^-'x:^^^-' xy-'-'i t 1 
0 0 ^x, X, 'n y 
2 ^ O , X , . O A 2 , .O.X„ sl^pX^, ,x„;aX|ax2 ux„ 
11 1 
0 0 0 
a.-c-l a;-c- l Ya „ -c - l 
X l X T X,, g 
1 1 
V ^ i ^ 2 
:Io:Co.x:'" At; " - ^ f ( x „ X „ , x j dx, d x , d x , (1.11.20) 
provided that each n - fold integral exists. 
Theorem 1.4: Under the conditions stated in theorem 1.3, wc have 
OO CO 00 j j jxr-'xr"' xr-'f 1 ^ 1 
0 0 0 ^ X , X j 'n / 
ra, a, a„,b,,b,. .b„,c (^  y "l d x d x d x 
2-'x|,«.^ 2,o,, A„,co glXpXT, ,x, jaX|ax2 ux„ 
= j I I ;^'^ '-' ^r- x'--=-' a 
0 0 V X | X , 
I ''l <'2 '""n b] b j , b | , .(.• f(x, .x, , ,x„) dx.dx, dx,^  (1.11.21) 
provided that each n - fold integral exists. 
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Theorem 1.5: For functions f (X|. X2 , Xn), g (X], X2, , x„). 
X , X 
f 
and o 1 1 
\ 
' n y X, \ , 
defined for 0 < Xi < x. 0 < x--
J 
< 00, , 0 < x„ < 00 and C| > 0, CT > 0, c„ > 0, we have 
1 j jxp-'xr-' xr-T 
0 0 v ' ^ i ^•. 'n J 
; I o x , O x ' 0"x„ g ( > ^ P ^ 2 . . > ^ n ) c l > ^ l d X 2 d x „ 
CO 00 GO j 1 jxp-'xr-' xr--' g 1 1 5 5 1 
0 0 0 V ^ i ^ 2 •n y 
ra,b,C|.C2 ^„ 
s'^O.Xi.O.x"-., ,0 x„ f(x,,X2, , x j dx, dx2 dx„ (1.11.22) 
provided that each n - fold integral exists. 
Theorem 1.6: Under the conditions stated in theorem 1.5, we have 
CO CO 00 
11 1 
0 0 0 
X | X 2 X' : - - ' f 
V^-I ^ 2 '11 J 
O j k \ , . g ( x . ^ 2 , xJdX,dX2 dx„ 
GO 00 GO 
1 I 1 
0 0 0 
xf-^ '^-' xr="' ? ? •> 
y X | X T 
'n y 
, o : » x.f(^.->^2 ,xjdx,dx2 dx, (1.11.23) 
provided that each n - fold integral exists. 
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Theorem 1.7: For functions f (X|. x^  , Xn), g (xi, X2, x,,). 
1 1 
^ X , X j 
A ( 
and o 
'M J X , X , V'N 
defined for 0 < X| < cc, 0 < XT 
' n ; 
< 00 , 0 < x„ < CO and c > 0, we have 
j I j (>^ i 2^ xj"''^' f 
0 0 , X , ' X 2 ^n ) 
4lo'';o,;\, ^:L g(xpX2' ^Xn) dx, dx. dx„ 




^ X , X2 
_l 
ra.bi.b,, ,b„,c ; f(x,,X2, , x j dx.dx, dx,, (1.11.24) 
provided that each n - fold integral exists. 
Theorem 1.8: Under the conditions stated in theorem 1.7, we have 
j j I (x, X2 xj'"'~' f 
0 0 
1 1 
y X , X2 
'n J 
4 J : ; t t c . , " " : „ . g ( x „ X 2 , , x J d x , d X 2 dx„ 
j I I (x, X2 xj""'' g 
0 0 ^ X , X2 ' n J 
.J:;':;t».'l«f(>^i'>^^' .xjdx.dx^ dx. (1.11.25) 
provided that each n - fold integral exists. 
Theorem 1.9: For functions of n - variables f (xi, X2, , x„) and 
g (X|, X2 x„) defined in the portion of the space with all positive 
dimensions of an n - dimensional space and C| > 0, Cj > 0, , c„ > 0. we 
have 
j j j r ( x , , x , ,x„),!;;•:';;;-, •\^;^ ^"g(x,,x, , , x„ )dx ,dx , dx,, 
0 0 0 
= 1 I jg(x , ,x„ K).KX:;. '":;.» "' I'Cxpx,, , x jdx ,dx , dx, 
0 (! 0 
(1.11.26) 
provided thai each n - fold integral exists. 
Theorem 1.10: For functions of n - variables f (xi, X2, , x j and 
g (x.. X2, , x„) defined in the portion of the space with all positive 
dimensions of an n - dimensional space and c > 0, we have 
CO O? CO 
11 jf(xMX, ,xj,ij;^:,j-^-::- -^-^gix^x,, ,xjdx,dx, dx„ 
0 0 0 
= \ 1 j g ( x „ x , , X J , J : ; 2 . , ^ ^ " ^ ^ ^ ; , •'-' f ( x „ x , , x j d x , d x 3 dx„ 
0 0 0 
(1.11.27) 
provided that each n - fold integral exists. 
Theorem 1.11: For functions of n - variables f (xi, X2, , Xp) and 
g (xi, X2, , x,i) defined in the portion of the space with all positive 
dimensions of an n - dimensional space and Ci > 0, C2 > 0, , Cp > 0, we 
have 
j j j f (x | ,X2 x,j3i;;;!;;5;; 'o\„g(xpX2, , x j d x , dx2 dx„ 
0 0 0 
^ X CO 
= \ j j g ( x , , x „ x j3 j ;^ ; :^ : - X ^ f (x , ,x„ x„)dx,dx, dx„ 
0 0 0 
(1.11.28) 
provided that each n - fold integral exists. 
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Theorem 1.12: For functions of n - variables f (X|, X2, , x„) and 
g (xi, X2 , x„) defined in the portion of the space with all positive 
dimensions of an n - dimensional space and c > 0, we have 
•y.') -r< ji,i 
I j /^(x,,X2, ,xj , i ; ; j ; ; ; ;-^ \^ , g(x,,X2, ,x„)dx,dx, dx„ 
0 0 0 
-/J cri c j 
1 1 j g ( x „ x „ , x„),J':;^J,;:-„-''";;^„f(x„X2, ,x jdx,dx2 dx„ 
0 0 
(1.11.29) 
provided thai each n - fold integral exists. 
CHAPTER 
ON A THREE VARIABLES ANALOGUE OF 
LEGENDRE POLYNOMIALS 
ABSTRACT: The present chapter deals with a study of a three variable 
polynomial P^x] (x,y,z) analogous to the Legendre polynomial P„(x). The 
chapter contains general class of triple generating functions for polynomials of 
three variables, elementary properties of Pn.y (x,y,z), differential recurrence 
relations, three partial differential equations, additional triple generating 
functions, six variable multiple hypergeometric forms, a special property and 
a bilinear triple generating function for the newly defined polynomial 
Pn,kj (x,y,z). 
§ 2.1. INTRODUCTION : The Hermite polynomials H„ (x), the Legendre 
polynomials ?„ (x) and the Gegenbauer polynomials C^ ' (x) are respectively 
defined by 
2xt-t^  _ y H„ (x)t (2.1.1) 
n=0 1 
(l~2xt + t'} '-=Y^l\(x)t" (2.1.2) 
[1 = 0 
and (l-2xt + t ') '^= j;c:;(x)t" (2.1.3) 
II (I 
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A careful inspection of the L.H.S. of (2.1.1), (2.1.2) and (2.1.3) reveals the fact 
that the L.H.S. of (2.1.1) is e", that of (2.1.2) is 
( l - i i ) - and that of (2,1.3) is(1-u)"' where u =2xt-t' Thus H„(x), Pn(x) 
and C'„(\) are examples of polynomials generated by a function of the form 
G{2xt-t'). The expansion of (l-u)"', (I-u-v)'" and (1-u-v-w) "'are given 
by 
( l - u ) - = | ; ^ ^ ^ (2.1.4) 
n=o n. 
n=0 k=o n=n L - n n . K . 
K CO CO (y\ U"V''W' 
and ( 1 - u - v - w r = 1 1 5 : ' V \ , •, < 2 ' « 
„=0 k=o j=0 I*' ^' J-
The expansion (2.1.5) with v = — motivated M.A. Khan and M.P. 
Singh [110] to introduce two variable analogue of Legendre polynomial by 
taking u = 2xs-s^ and v = 2yt-t^ in (2.1.5). Thus they first attempted to 
define two variable analogues of polynomials by means of generafing functions 
of the form G (u,v) where u=2xs-s and v = 2yt - t before embarking on a 
particular example of it namely two variable analogue of Legendre polynomial. 
Later M.A. Khan and G.S. Abukhammash [99] defined and studied a two 
variable analogue of Gegenbauer polynomials on the lines of [110]. In the 
present chapter an attempt has been made to define three variable analogues of 
polynomials by means of generating functions of the form G (u, v, w) where u 
= 2xr - r", V = 2ys - s" and w = 2zt - t and then use the expansion (2.1.6) with 
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to introduce a three variable analogue of Legendre polynomials and 
study its various aspects and finally to generalize it to n variables. 
§2.2. TRIPLE GENERATING FUNCTIONS OF THE FORM G 
( 2 x r - r \ 2 y s - s \ 2 z t - t - ) : 
Consider the triple generating relation 
y T i X i 
G(2xr-rS2ys-s\2zt- t^) = X Z Zg„.M(x,y,^) r"sH^ (2.2.1) 
n=0 k=o j=n 
in which G (u,v,w) has a formal triple power series expansion where a formal 
triple power series expansion is one for which the radius of convergence is not 
necessarily greater than zero. Thus G determines the coefficient set 
{g„^^^{\,y,z)} even if the triple series is divergent for r ?i 0, s ?t 0, t T^  O.Let 
F = G(u,v,w) where u = 2xr = r ^ v = 2ys-s^ and w = 2zt - t^} (2.2.2) 


















































































































^ = 2 r ^ (2.2.4) 
d\ 5u 
OF , , dF .^ ^ -. 
-~- = 2(x~r)~ (2.2.3) 
()r ou 
^ = 2 s ^ (2.2.6) 
dy ov 
f7F dF 
^ = 2 ( y - s ) ^ (2.2.7) 
OS OV 
^ = 2 t ^ (2.2.8) 
rTz cHv 
^ ^ 2 ( z - t ) ^ (2.2.9) 
dt dw 
Multiplying (2.2.4) by (x-r) and (2.2.5) by r and subtracting, we get 
( x - r ) — - r ^ = 0 (2.2.10) 
d\ dr 
Similarly, from (2.2.6) and (2.2.7), we have 
O)' OS 
and from (2.2.8) and (2.2.9), we have 
( z - t ) ^ - t — = 0 (2.2.12) 
di dt 
Since 
F = G ( 2 x r - r \ 2ys-s - , 2zt-t^) = J ] J^ XgnA,(x,y,z) •-"s't\ it follows 
n=0 k=0 j=l) 
from (2.2.10) that 
<<:i yj yi 
l E Z ng„, ,^(x,) ,z)r"s^t '=0 
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OO C/ T - > y GO JO 
11=0 k=() j=« C'X „ - 0 k=0 j=0 
n^O k fl J (I <^^ 
Similarly, from (2.2.11) and (2.2.12), we have 
J-J CO ' - \ CO « 3 " 
E I Iy^g„,M(x,y,z) r"s4^ - X Z I k g„,,(x,y,z) r"s4' 
n=:0 k -0 j - 0 ^ n=() k -0 j=0 
CC CO O-J 
S I l | -gn,k..(x,y,z) r"s4^ (2.2.14) 
n=0 k = l j=0 CX 
and 
CO CO CO ' > X ) M CO 
Z I I -^gn, . . (x ,y ,z) r"s4^-S I I j g„,k,(x,y,z) r^sH> 
n=0 k=0 j=0 (^ n-0 k=0 j=0 
= ZI l | -gn ,k ,H( - ' y ' - ) ' - "«^ t^ (2.2.15) 
n=0 k=o j= l C X 
Equating the coefficients or r" s*^  t^  in (2.2.13), (2.2.14) and (2.2.15), we obtain 
the following results: 
THEOREM 2.1. From 
X) ^J y j 
G (2xr-r\ 2ys-s% 2 z t - t ^ ) - H 2 g„,k,(x,y,z) r-s"-!^  
,,=() k-O J=() 
it follows that 
— go,j(x,y,z) = 0, k > 0 , j > 0 , ^ g (x ,y , z ) -0 ,n>0 , j>0 ,— g„,o(x,y,z) = 0, 
ox oy oz 
n > 0 , k > 0 and forn,k,j>l, 
X—g„,k,j(x,y,z)-n g„,k.j(x,y,z) = ^ g „ ,.k,,(x,y^z) 
ox ox (2.2.16) 
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y —Sn,k,j(x,y,z)-k g„,i,A->i;y,z) = ^gn.w^iA^^y^^) (2.2.17) 
ay " d}' ' 
a'Kl Z ™ g n , k , j ( x , y , z ) - i gn ,k , j ( ' ' ^ ' y ' ^ )=^gn ,k , j - l (x ,y , z ) (2 .2 .18) 
A d d i n g ( 2 . 2 . 1 6 ) , ( 2 .2 .17 ) and (2 .2 .18 ) , w e ob ta in 
•:> ~\ /^  
^ ^ ^ + y ^ ^ ^ ^ ^ g„,k,j(x,y,z)-(n + k + j)g„ (x,y,z) (2.2.19) 
a\ (5y 5z 
"^  T "^  
= -r-8n-i,k,j('^'y'^) + -:^gn,k-i,j(x,y,z) +—gn,k,j-i(x,y,z) 
OX dy dz 
The differential recurrence relations (2.2.16), (2.2.17), (2.2.18) and (2.2.19) are 
common to all sets g n. k. j (x, y, z) in (2.2.1). In chapter we shall consider the 
polynomials gn 1, J (x, y, z ) for the choice G(u,v,w) = (1-u-v-w) ^. 
§ 2.3. THE LEGENDRE POLYNOMIALS OF THREE 
VARIABLES : We define the Legendre polynomials of three variables, 
devoted by ?„ ^j (x, y, z) by the triple generating relation 
(l-2xv + r' -2ys + s'- -Izt + t'i '• =Y.I.Z^\KM^y^^^^ '•"''^' (2.3. 
,1=0 k=0 j=0 
in which ( l - 2 x r + r " - 2 y s + s^-2zt + t ' ) ^ denotes the particular branch 
which -> 1 as r -> 0, s ^  0 and t -^ 0. We shall first show that Pn.k.j (x,y,z) is a 
polynomial of degree precisely n in \, k in y and j in z. 
» OT ^ ( (x ) u " V W ^ 
Since (1 - u - v - w) ° = X X S '~~~' '• ' ^^^ '^ ^^ ^^  write 
n=(l k^() 1^ 11 f • ' ^ - .!• 
I 
( I - 2 x r + r - - 2 y s + . s - - 2 z t + t^ ) ' 
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.2x11 . 2 ^ l < . ^ . . 2 . j 
= y y y(i^2)^.^u^^'-- '-) ' '(2ys-^ )(2zt-t^V 
11=0 k=0 j=0 n! k! j ! 
\" /'>„c\'* O-wtMi r s f 
.. .1 . s (1/2),,^, (2xr)" (2ys)^ (2zt)M-n)„ (-k)„(-j) ,( , ;)" '(-;)"(--) 
l^ l^ LI. - n! k! j ! m! p! q! 
n,k,j=0 111=0 |)=0(i=0 
« n k j (1/2)__^ ^^ . (2x)"-'" (2y)''-'' {IT)'-" r'"^" s"^" t^ "'' (-I)"'+P-I 
'.i,M=o .^. p=og=o m! p!q!(n-m)! (k-p)! (j-q)! 
- L|J i |Jl |] (l^,k.j-n,-p-,(2xr^'"(2y)^-^P (2z)J-^V" s^  tJ (-1)-"^" 
n,k,j=0 m=0 p=Oq=0 m! p! q! (n-2m)! (k-2p)! (j-2q)! 






2, n-2m.-, x k - 2 p . ^ . j -2q 
Pn,kJ (x,y,Z)= S Z Z 
m=0 p=Oq=0 
(-D-^ ^P^q (l/2)„,,,j.,.p.q (2x)""'" (2y)'-^P (2z) 
m! p! q! (n- 2m).' (k-2p)! (j-2q)! 
(2.3.2) 
from which it follows that Pn,ko (x,y,z) is a polynomial in three variables x,y and 
z of degree precisely n in x,k in y and j in z. Thus Ppk^  (x,y,z) is a polynomial 
in three variables x,y and z of degree n+k+j. Equation (2.3.2) also yields 
(H+k+j 
Pn.kj (x,y,z) ^ 2"--J(l/2)„,,,^x"y 
n!k!j! 
1 / T J 
+ n , 
/ o -» •^ \ 
^ 2 . j . j j 
where O is a polynomial in three variables x, y and z of degree n+k+j-3. 
If in (2.3.1), we replace x by -x and r by ~r, the left member does not 
change. Hence 
P,,ko(-x.y,z) = (-l)'MV,(x,y,z) (2.3.4) 
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Similarly by replacing y by -y and s by -s in (2.3.1), we obtain 
P,a,, (x,-y,z) = (-l)HV,(x,y.z) (2.3.5) 
And by replacing z by -z and t by -t in (2.3.1). we get 
P„ko(x,y,-z) = (-iyP,,k,(x,y,z) (2.3.6) 
So that P„|^  I (x,y,-z) is an odd function of x for n odd. an even function of x for 
n even. Similarly ?„]<, (x,y,-z) is an odd function of y for k odd. an even 
function of y for k even, an odd function of z for j odd and an even function of 
z for J even. 
Similarly, replacing x by -x, y by -y, z by -z, r by -r, s by -s and t by -t 
in (2.3.1), we obtain 
Pn.ko (-x,-y,-z) = (-1 r^""' Pn,L, (x,y,z) (2.3.7) 
Puttings = t = oin (2.3.1), we get 
Pn,o,o(x,y,z)= P„(x) (2.3.8) 
where ?„ (x) is the well known Legendre polynomial. Similarly by putting r = t 
= 0 in (2.3.1), we get 
Po,k,o(x,y,z) = Pay) (2.3.9) 
And by putting r=s=o in (2.3.1), we obtain 
P0.0.J (x,y,z) = P, (z) (2.3.10) 
Putting t = 0 in (2.3.1), we get 
Pn,k.o(x,y,z)-P,a(x,y) (2.3.11) 
which is a Legendre polynomial of two variables due to M.A. Khan and M.P. 
Singh [107]. 
From (2.3.1) with x=y=z=o, we get 
OO OO CO 
n=0 k=0 j=0 
But (l.r^+.s^+t^)"^=XX t - ^ -^ T-f 
n=0 k=l) 1=0 ^- "•• J -
: lence 
P2„.,.2uj(0,0,0) ^ 0,P,„,,,„ ,^  (0,0,0) = 0,P„,,,,,j„ (0,0,0) = 0 
P2„.,,2..,,2,(0,0,0)^0,P,„,,,,,,,^„ (0,0,0) = 0,P,„3„,,^„ (0,0,0) = 0^ ^2 3 , 2 ) 
P2„.,,2u..,2ju(0,0,0) = 0,and P,„,,,,j (0,0,0)^ W T ^ 
n! k! j ! 
Equation (2.3.2) yields 
n- l 
m=0 p=Oq=0 
n - l - 2 m . 7 s k - 2 p . , s j -2q (-!)"•->'--' (l/2)„,,,j.,.p.q 2(2x)"-— (2y)--''(2z) 
m! p! q! (n- l -2m)! (k-2p)! a-2q)! 
(2.3.13) 
— P (X z) ~ y y y ^'^^"'^'^^ (l/2)„,,,^.,.„.J2x)"-^-2(2y)^-'-^"(2z)^"'' 
Sy -^'^'^'^'^^ ^0 i ^ ; ^ m ! p ! q ! ( n - 2 m ) ! (k-2p) : ( j - l -2q)! 
(2.3.14) 





, ' 2n,-.l 2 k , 2 j V X ? y 5 ^ ) 
.Il + k+J 
x=0,\=0,z=0 n! k! j ! 
d 
^^^ ' 2iMl 2k+l ,2 jV^ 'y '^ ) 
x=0,\=0,z=0 
ax 





, ' 2n + l 2k + l , 2 j + l ' ^ ' y ' ^ ' ' 
x=0,y=0,z=0 
"211 2k,2jV^'y'^/ = 0 
x=0,y=0,z=0 
n .3.16) 
ax " 2 n , 2 k + l , 2 j V ^ ? y 9 2 ) 
= 0 
x=O,y=O,z=0 
dx * 2n 2k,2j+l(*'y'^) 
- 0 
x=0,y=0,z=0 





dy » 2 i i+ l ,2k ,2 j ( ' ^ ' y ' ^ ) x=0,>=0,z=O 
dy 
* : i i + i , 2 k 4 i , 2 j v ^ i y ' ^ ) 
\=0,y=0,z=0 
dy • 2 i i+ l ,2k ,2 j+ | ( ' ^ 'y '^ ) 
= 0 
Jx=0,5=0.z=0 
dy "2in-l,2k + l,2j+l v ^ ' y ' ^) x=0,y=0,z=0 
(2.3.17) 
_dy P2n.2k,2 , (X,y ,z) 
= 0 
x=0,\=0.z=0 
dy " 2 n , 2 k + l , 2 j ( ^ ' y ' ^ ) \=0,\=0,z=0 n! k! j ! 














x=0,y=O,z=0 n! k! j ! 





^ " 2 n + l , 2 k , 2 i ( ^ ' y ' ^ ) 
dz x=0.5=0,z=0 













§ 2.4. DIFFERENTIAL RECURRENCE RELATIONS; From Theorem 
1, il is evident that the generating relation 
CO CO CO 
(l-2xr + r^-2ys + s^-2zt + t^)"^^2]E JlKxM^y^''^) ^"^'^' (2-4.1) 
n-O k = (l I 0 
implies the differential recurrcnec relations 




dy ' ' 'J dy ' 
' ^T:»Vkj(vy '^) - . iPn,k j (Msz) = T:Pn,k,j i(^.y.z) (2 4.4) 
dz. ' ' 5z •* 
and 
d d d 
^^  V ^ > ^ ^ ' ^)''n,k,j (x^y^z) - (n + k + j)P„,, (\,y, z) 
rj\ dy 5z 
= 7-Pn-l,k,j('''y'2^) + ^ Pn,k- l , j (^ 'y '^) + -^Pn.k,H(X'y'Z) (2 4 S) 
From (2.4.1) it follows by differentiation that 
_ ! l CO CO 00 -^  
( l - 2 x r + r2 -2ys + s2 -2z t + t ' ) ' = Y. I. Z ^Pn,k,j(^'y'^) '"""'s'^tJ 
n=0 k=0 j=0 '^^ 
(2 4.6) 
_ _ 00 CO 00 -N 
( l - 2 x r 4 - r 2 - 2 y s + s2-2z t + t^) ^ = J ] ^ J ^P",k,j(x.y,^) •'"s'-'t^ 
n=0 k=0 j=0 ^ 
(2.4 7) 
_ _ CO X) CO p 
( l - 2 x r + r2 -2ys + s^ -2zt + t2)" ^ = ^ Z Z -Pn,k,j(X'y'^) •""s'tJ-' 
n=0 k=0 j=0 '^ 
(2.4.8) 
_ Z- 00 00 00 
( v - r ) ( l - 2 x r + r 2 - 2 y s + s ' - 2 z t + t2) ^ = ^^ Z Z " Pn,k,j(X'y'^) •""''s^J 
n=0 k=0 j - 0 
(2.4 9) 
( y - s ) ( l - 2 x r + r2 -2>s + s^-2zt + t^) ^ = J ] y ; ^ ^ P,a.j(vy,z) rNi^-'tJ 
11=0 k=() j=() 
(2 4 10) 
„ X) 00 GO 
( z - t ) ( l - 2 x r + r ^ -2ys + s^-2z t + t^) ^ = X Z Z J''n,k,j('^'y'Z) r "s ' t J - ' 
n=0 k=0 j=0 
(2.4.11) 
Since 
1 - r^ - s^ - 1 ^ - 2r(x - r) - 2s(y - s) - 2t(z - t) 
= l -2xr+r^ -2ys+s- -Izt + t', 
we may multiply the left member of (2.4.6) by 1-r, the left member of 
(2.4.7) by - s^ the left member of (2.4.8) by -t", the left member of (2.4.9) by -
2r, the left member of (2.4.10) by -2s and the left member of (2.4.11) by -2t 
and add and obtain the left member of (2.4.1). In this way we find that 
CO 00 00 -:^  
n=0 k=0 j=0 "^ 
00 00 C» 8 
n=0 k=0 j=0 "^ 
CO CO en 
n=0 k=0 j=0 ^ 
CO CO CO 
n=0 k=0 j=0 '-'^ 
CO CO CO 
Z Z Z2nP„,,,(x,y,z)r"sn^ 
n=0 k=0 ]=0 
CO CO OD 
Z Z Z 2 k P „ , , ( x , y , z ) r " s H ^ 
n=0 k=0 j=0 
CO 00 00 
Z Z Z2JP„,M(x,y,z)r".s^t^ 
n=ft k=0 j - f l 
X CO JO 
= Z Z Z P.k.(x,y,^ ) .-Vt^ 
n-fl k=0 j = n 
:?/ 
or 
o-j cr CO 
Z Z I !:?....,<».>•.-)'' '^''' - t I i ^P..M(».)'.')•-"" '^'' 
W (T) oO = r CO CO -^ 
CO CO 00 
= 1 1 Z ( 2 n + 2k + 2j + l)P„,,^(x,y,z) r"sH^ 
n=0 k=n 1=0 
We thus obtain another differential recurrence relation by equating the 
coefficient of r"s''t' , 
(2n + 2k + 2j + 1) P„,^ (x,y,z) = — P„„,,, (x,y, z) 
ox 
-^P„ - , . ko (^ 'y ' - ) - | -Pn .k - . . ( ^ ,y . - ) - ^Pn ,k . - . (X ,y ,Z) (2.4.12) 
ox ay oz 
Similarly, we can get 
(2n + 2k + 2j + l)P„,/x,y,z) = ---P„_,,,,(x,y,z) 
dx 
+|-P.k...(-'y'-)-|-Pn.-u(x,y,z)-|p„,,H(^,y,^) (2-4.13) 
5y 5y az 
and 
(2ii + 2k + 2j +1) P,i.,(x,y,z) = - — P.-,,u„(» '^y.z) 
5y oz C/. 
Adding (2.4.12) successively to (2.4.2). (2.4.3), (2.4.4) and (2.4.5), we get 
;3 u d ^ , , ^ 
x^P„,k,(x,y,z) = i^P„..,k,j(^'y'^)-—P...-..,(^'y'^) 
dx ax f?> 
- ^ P „ k , - . ( M ' , ^ ) - ( n + 2k + 2j-f-l)P,,,,,(x,y,z) (2.4.15) 
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O}' d\ dx 
~ — K..,.Ax,y,z)-(2n + k + 2j + l)P„_,,/x,y,z) (2.4.16) 
a/. 
at dx d\ 
'y 
-T~P,a-, , /x,y,z)-(2n + 2k + j + l)P„,,,/x,y,z) (2.4.17) 
^ ^ ^ 
(7x dy (9z 
= T7P„.,,k,j(x,y,z) - (n + k + j + l)P„,,,/x,y,z) (2.4.18) 
ox 
Adding (2.4.13) successively to (2.4.2), (2.4.3), (2.4.4) and (2.4.5), we get 
Cs cs ps 
XT:P„.k,j(x,y,z) = —P„,k.,j(x,y,z)---P„,k-,,j(x,y,z) 
ox dy dy 
-^P„,M-.(X'y,z)-(n + 2k + 2j + l)P„,^/x,y,z) (2.4.19) 
'3 -^ -^ 
yT-Pn,k,j(^'y'Z) =—p„,u.,.j(x,y,z)-—p„_,,k,j(x.y,z) 
5y dy ox 
-^Pn,M-.(^'y'Z)-(2n + k + 2j + l)P„,,,(x,y,z) (2.4.20) 
oz 
x-5 ;^ ^ 
^T:Pn,k,j(x,y,z) = —P„,^„,j(x,y,z)- —P„_,,,,j(x,y,z) 
dz dy dx 
--:^Pn,k-,,j(^'y'^)-(2n + 2k + j + l)P„,,,/x,y,z) (2.4.21) 
ov 
^ ' ' ^ + y ^ + ^ ~>PnA.(^'y'^) = —Pn,k..,,(>:'y'Z)-(n + k + j + l)P„ (x,y,z) 
dx ay c^ z ' oy 
(2.4.22) 
Adding (2.4.14) successively to (2.4.2), (2.4.3), (2.4.4) and (2.4.5), we get 
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ox oz oy 
-^Pn,.,,-,(x,y,z)-(n + 2k + 2j + l)P„,/x,y,z) (2.4.23) 
y —P„.M(x,y,z) = —P„,^j.,(x,y,z)---P,_,,,,/x,y,z) 
oy dz d\ 
-^Pnx.-.('^'y'^)-(2n + k + 2j + l)P„^^(x,y,z) (2.4.24) 
z T- P„,k,j ('^ 'y' z) = — Pn,k,j+. (x,y, z) - — P„-,.k,j (^ OS z) 
oz OL OX 
-^P„,k-.,j(x,y,z)-(2n + 2k + j + l)P„,_^(x,y,z) (2.4.25) 
( x ^ + X —+ X—)P„,^ j(x,y,z) = — P„,,_.,,(x,y,z) -(n + k + j + l)P„,,,j(x,y,z) 
(2.4.26) 
Shifting the index from n to n-1 in (2.4.15) and using (2.4.2), we get 
'^^ ^ "^^^^'n.M^^'y'^) = "^Pn,k,j(x,y,z)- —P„-,,kM,j(X'y,z) 
d\ dy 
-^P„-.,k,-,(^'y.z) -(n + 2k + 2j)P„^,,,,/x,y,z) (2.4.27) 
Similarly, shifting the index from k to k-1 in (2.4.20) and using (2.4.3), we get 
( y ' - l ) —P„,k.,(x,y,z) = kyP„,,,^(x,y,z)-^P„_,,,^,^(x,y,z) 
oy dx 
-^P„,k-i,j-,(x.^z)-(2n + k + 2j)P„,_,.(x,y,z) (2.4.28) 
and shifting the index from j to j-1 in (2.4.25) and using (2.4.4), we get 
(z' -l)^P„,k,,(v,y,z) = jzP„,,/x,y,z)-4^-P„ ,,,,,_,(x,v,z) , 
5 z o x . . . --'••' 
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dy 
Pn,k-i,j-. (>^ >y,z) - (2n + 2k + j)P„ ,^ _, (x,y, z) (2.4.29) 
Adding (2.4.27), (2.4.28) and (2.4.29) we obtain 
; ( x ^ - l ) ^ + ( y ^ - l ) ^ + (^^_l)A[p^^^^(x,y,z) 
ax dy dz 
= (nxfky + jz)P„,^j(x,y,z)- — + — P„_,,_,,^(x,y,z) 
_^-|}p„-,.,H(x,y,^)-g-|p.,,.H(^'y'^) 
• (n + 2k + 2j) P„_, ,^  (x,y, z) - -(2n + k + 2j) P„,,_,^  (x,y, z) 
•(2n + 2k + j)P (x,y,z) (2.4.30) 
§ 2.5. PARTIAL DIFFERENTIAL EQUATIONS OF P„,k,j (x,y,z) 
From (2.4.2), (2.4.3) and (2.4.4), we have 
P Pi 
— P„-.,u,j(x,y,z) = X — P„ ,,^(x,y,z) - n P„,^(x,y,z) 
dx dx 
'^2 ';>2 p 
XTPn-i,k,j(x,y,z) = X —Y Pn,K,j(x,y,z) + (1 - n) ^ ? „ , , (x,y,z) 
OX" dx' ox 
(2.5.1) 
^p„ ,k - i , j (X 'y 'Z ) = yxPn,M( '^ 'y ' ^ ) - ' ^ ' 'nA. , ( ' ^ ' y ' ^ ) 
5y ay 
5 d' 
5y % 5y 
(2.5.2) 
T-P„.k,j-i(x,y,z) = z — P „ , j ( x , y , z ) - j P „ , , j ( x , y , z ) 
ex dz 
^ 2 '-^  2 C) 
5z az" oz 
(2.5.3) 
Shifting the index from n to n-1 in (2.4.15), from k to k-1 in (2.4.20) and from 
to j - l in (2.4.25), we get 
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d d d 
<5x d\ d\' 
- |-Pn-,,. ,-.( '^,y.z)-(n + 2k + 2j)P„_,,,,^(x,y,z) (2.5.4) 
dz 
'\ ^ ^ 
d}' ' dy ' dx 
-^P„,u-i,-i(x,y,z)-(2n + k + 2j)P„,,_,,^(x,y,z) (2.5.5) 
oz 
z T- P„,k,j-i (x,y, z) =—P„,w,j (x,y, z) -—Pn-.,.,^! (X, y, z) 
Ol CTL OX 
- -^ P„..-,.-, (x,y,z) - (2n + 2k + j)P„,,,^ ,^ (x,y,z) (2.5.6) 
dy 
Differentiating (2.5.4) partially with respect to x, (2.5.5) with respect to y and 
(2.5.6) with respect to z, we obtain 
rs2 p2 p2 
X T - r Pn-i,k,j (x.y, z) = T-7 Pn,k,j (x,y, z) - -—— P„_,,,_,,J (x,y, z) 
5x 5x dxdy 
-P„-.,x,j-.(x,y,z)-(n + 2k + 2j + l)—P„„,,,,^(x,y,z) (2.5.7) 
^ ^ l l - i , K , J - | V ' ^ ' . ' v *» ' ' ^ 
5x5z ox 
y^P„,k-i,j('^'y'^) = T T P n , M ( x , y , z ) - - ^ ?„.,,,_,,, (x,y,z) 
5y 5y dydx 
d' ^ , . , . . _ . , . 5 
P„,k-,,H(^'y'^)-(2n + k + 2j + l)^P„,,_,,j(x,y,z) (2.5.8) 
5y5z 5>' 
->2 -^2 '^2 
z-r^-Pn.M .('^'y'^) = TTPn,M('^'y'^)-^:7-Pn-u,j-.(>^.y.z) 
dz^ 5z ozdx 
5^ „ , , . _ - . . . , 5 
Pn,k^i,H(x,y,z)-(2n + 2k + j + l)—P„,k,H(^'y'^) (2-5.9) 5z5y ""^ "^^ ^ ^z 
Using (2.5.1) in (2.5.7) (2.5.2) in (2.5.8) and (2.5.3) in (2.5.9), we obtain 
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-y2 p, 
( l -x^)-^P„^^{x,y ,z) -2(k + j + l) X —P„,^(x,y,z) + n(n + 2k + 2j + l)P„ (x,y,z) 
^ ' p„-.,..u(X'y^^)-T^p„-u,H(^'y'^^) = o (2.5.10) 
d\dy oxoz 
0-y^ ) -^P„ , , , / x ,y , z ) -2 (n + j + l )y^P„ . , , /x ,y ,z ) 
dy- dy 
+ k(2n + k + 2j + 1)P„,^ ^ (x,y, z) - —— P„_,,,_,,^  (x,y, z) 
dyd\ 
dydz p„,u-.,H(^'y'^)=« (2-5.11) 
( l - z ^ ) ^ P „ , ^ / x , y , z ) - 2 ( n + ^  + l)z^P„,^^(x,y,z) 
dz, uL 
+ j(2n + 2k + j + 1)P„,_ (x,y,z) - —— P„_,,,,j_, (x,y,z) 
CLOX 
d^ 
Pn,k-i,j-i(^'y.z) = 0 (2.5.12) 5z5y 
Adding (2.5.10) and (2.5.11) and subtracting (2.5.12) from this sum, we get 
{(.-x')^.a-y=)|,-(.-.= )|r}p.,.(M,.) 
2^ ( k + j + l ) x ^ + ( n + j + l ) y ~ - ( n + k + l ) z — P (x,y,z) 
[ cx ay ox] 
+ {«(n + 2k + 2j + l) + k(2n + k + 2j + l ) - j (2n + 2k + j + l)}P„,^,^(x,y,z) 
= 2 - ^ P „ - u , , ( x , y , ^ ) (2.5.13) 
5x5y 
Adding (2.5.10) and (2.5.12) and subtractmg (2.5.11) from this sum, we get 
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r^ ^^^^ '^-'^ l^^ '^ '-^ ^^^K^ '^''^ ^ 
- 2 | ( k + j + l )x-^-(n + j + l ) y ^ + (n + k + l)z^^P„,,,^(x,y,z) [ ox o}' ai\ 
+ {n(n + 2k + 2j + l)-k(2n + k + 2j + l) + j(2n + 2k + j + l)}P,.,^(x,y,z) 
-.1 
= ^^:^P"-^k,H(^'y'^) (2-5.14) 
Similarly, adding (2.5.11) and (2.5.12) and subtracting (2.5.10) from this sum, 
we get 
I ^ 7^ ^ 1 
- 2 -(k + j + l)x—+ (n + j + l)y —+ (n + k + l)z— P„,,_.(x,y,z) 
[ d\ dy dzj 
+ {-n(n + 2k + 2j + l) + k(2n + k + 2j + l) + j(2n + 2k + j+ !)}?„, ^ (x,y,z) 
= 2-^P„, ,_, , ._ , (x, y,z) (2.5.15) 
oydz 
Now differentiating (2.4.3) partially w.r.t 'x' and multiplying by x, we get 
'^y^^P„,k.j(x,y,z)-kx—P„,^j(x,y,z)=:—|x—P„_,„,j(x,y,z)l (2.5.16) 
Shifting the index from k to k-1 in (2.4.2), we get 
^T—Pn,k-i,j(X'y'Z)-nP„,,_„(x,y,z) = —P„.,,,_, (x,y,z) (2.5.17) 
dx dx 
Substituting the value of x P„^ _. (x,y,z) from (2.5.17) into (2.5.16) and 
using (2.4.2), we obtain 
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- ,2 ^ 
dxdy d\ 
^jnP„,k-i,j(^'y'^) + ^Pn-.,k ij(x,y,z) 
ay d\dy n—Pn,k-i,j(x,y,z) + ^::^Pn-i,k^i,j(x,y,z) 
= n j y ^  P„,k,j (X'y' z) - kPn,k,j (x,y, z) + ^ ^ P„-i,k-i.j (x,y, z) 
Thus we obtain 
x y ^ - ( k x — + ny—) + k n k , / x , y , z ) = ^P„_,,,_,,^(x,y,z) (2.518) 
Similarly, we obtain 
^ " ^ : ^ " ^ ^ ^ + " ^ ^ ) + " j K M ( ^ ' y ' ^ ) = ^::^Pn-i,k,i-.('^'y'^) (2.5.19) 
OXOL dx OZ \ OXOL 
and 
From (2.5.13) and (2.5.18), we obtain 
| ( l - x ^ ) | ^ + ( l - y ^ ) | ^ - 2 x y - ^ - ( l - z ^ ) ^ l p „ , , / x . y , z ) [ d\ dy dxdy dz'\ 
{ -3 ^ '3 [ 
(j + l)(x—- + y ^ ) - ( n + k + l)z —^P„,,,/x.y,z) 
+ {(n + k)(n + k + 2j + l)-j(2n + 2k + j + l)}P„ ,^,^ (x.y,z) = 0 (2.5.21) 
Similarly, from (2.5.14) and (2.5.19), we obtain 
( l - x ^ ) ^ + ( l - z ^ ) ^ - 2 v z ^ ~ ( l - y ^ ) ^ - V P„k,(M,z) 
ox" ri' rvcTz dy' I 
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d\ dz oy \ 
{(n + j)(n + 2k + j + l)-k(2n + k + 2j + l)}P„,^(x.y,z)=:0 (2.5.22) 
and 
d' d' d' d' 
\il-y')~-j + {l-z')^-2yz^ ( 1 - x O — P„,,,^ (x.y,z) 
I dy ai oyoz d\ J 
(n + l)(y + z - - ) - ( k + j + l)x— P„.,^ (x.y,z) 
5y 9z d\\ 
+ {(k + j)(2n + k + j + l)-n(n + 2k + 2j + l)}P„,/x.y,z) = 0 (2.5.23) 
Here (2.5.21), (2.5.22) and (2,5.23) are partial differential equations 
satisfied by Pp.kj (x,y,z). 
§ 2.6. ADDDITIONAL TRIPLE GENERATING FUNCTIONS : 
The generating function (l-2xr + r^-2ys + s^-2zt + t^) ^ used to define a 
polynomial Pn^ kj (x,y,z) in three variables x, y and z analogous to Legendre 
polynomials Pn(x) in a single variable x can be expanded in powers of r, s and t 
in new ways, thus yielding additional results. For instance 
CO CO 00 
n=0 k=0 j=0 
[ ( l -x r -y s - z t ) ' - r ' ( x - - l ) - s^ (y ' - l ) - t ' ( z^ - l ) -2xy r s -2xz r t -2yzs t ] "2 
(1 -x r -ys -z t ) 1- r^(x^-l) s ' ( y ' - i ) t^(z^-l) (1-x t -ys-z t ) (1 -xr -ys -z t ) - (1 -x r -ys -z t ) 
2xvrs 2xzrt 2yzst 
( 1 - x r - y s - z t ) ' ( l - \ r - y s - z t ) ' (1 - \ r - y s - z t ) ' 
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„tr> 6 ."^u^ f i 6 ; m! p! q! u! v! w! 
(2xyrs)" (2xzrt)' (2yzst)" 
- x r - y s - z t ) 
^ ^ «=o « » « « « (:^ )„,.„+q+u«.«(J + 2m + 2p + 2q + 2u + 2v + 2»)„,, 
-1111. Z 1111 ru-
j u + y+v, n + u + v k + u + u j + v+w n+2m + u + v k + 2p+u + w ^l + 2q + \+w / 2 _ | \ ' " / ' ^ 2 _ 1 \ P / y 2 _ 1 \ M 
CO V ^ / m + p+q + u+v+w \ / n + k+ j+2n i + 2|) + 2q + 2u + 2\ 2w 
f 2>v n,k,],m,p,q,u,v,v»,=0 n . K . J . H I . p . Q . U . V . W . ( i J2^^2p+2q+2u+2>+2 
•1u + >+w n+u + v k+u + w j + v+w n + 2in+u + v k+2p+u + » xj+2q + v+w / 2 _ j \n) / 2 _ 1 \ l > / y 2 _ J ' J ' ) 
" 1 1^1 r' 
00 05 m i 2 j I 2 J l2 jm in (n ,< : ) mm(n, / ) i i i in(A,/) / • ! \ r " « t ' 
= S I E S I I Z 1 1-7—^^-
11=0 i=0 /=0 m=0 /;=0 17=0 H=0 v^O H=0 V^/ni + p+q+u + \+w 
x"-^"'y'"^''z^'^''(x' -l) '"(y' -l) ' ' (z ' -1)^ 
2'" '" '"" '"" " m! p! q! u! v! w! (n -u -v -2m) ! (k -u -v / -2p ) ! ( j -v - w-2q)! 
Equating the coefficients of r" s'^ t-', we obtain 
[-1 [-1 1^ 1 ' 
[ 2 j [ 2 j [ 2 j m i n ( n , k ) niin(n,j) min(k, j) / „ 1 b , ; \ f 
^0 p^ q^ ; u:^  t^ t^^ m!p!q!u!v!w! 
(x- -l)"'(y- -l)"(z' -i)qx"'-"'y''-^"z^'^'' 
2'"'^ '^ ^^ '' ( l )„ ,^ , , , „ , , , Jn-u-v -2 in) ! (k -u-w-2p) !a -v -w-2q) ! 
(2.6.1) 
Let us now employ (2.6.1) to discover new triple generating functions for 
Pn k |(x,y,z). Consider, for arbitrary c, the triple sum 
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00 CO 00 (c) I • r " s ' ^ t n 2 j L2J L2jMiin(n,k) mm(n,j) min(k,j) /-„ , i , , : \ t 
Y Y Y ^^^n+k+j' ^ y y y y y y (n + k +j)i 
l - i ^ ^ <'n + k + iV ^ ^ 1-' ^ Z J Z-t m t n ' n ' i i ' v ' w ' 
n=0k=0j=0 ^ " + '^ + J ^ m=0 p=0 q=0 u=0 v=0 w=0 I " - P - M - " - > - W -
^n-2n,yk-2p^j-2q^^2 l ) " ' ( y 2 _ l ) P ( 2 2 _ i y , 
2ni + 2|) + 2q + u4^v+w 2""* " a ) . . . . p . . p „ . . . w ( n - " - v - 2 m ) ! ( k - u - w - 2 p ) ! ( j - v - w - 2 q ) ! 
O O C C O J C O CO CO CO 0 0 0 0 
Z ^ V ^ V^ V ^ X"* V^ \ ^ X"* V /n+k+j+2m+2p+2q+2u+2v+2w 
n=.0 k=0 j=Om=0 p-0 q-Ou-0 v=Ow-0 " ' ^ ^ • " • P' H- " • V. n . 
n + 2ni+u + \ k + 2p + u + w . j ^ 2 g + \+w n + v^w k + u + w / ^ ^ ^ ^ ^ / v * _ 1 \ " ' / y ' — t W x " — 1 V 
2m + 2p + 2q + u + \ + w 
V / ni i^p+q+^u-f \ +H 
CO = 0 CO CC CC CO 
=szzzzi; 
m=() p=n q=0 u = 0 \ = 0 w=0 
( C ) : . . 2 , . . 2 „ . 2 u . : . . 2 . ( x ' - l ) " ' ( y - l ) " ( z ' - i r 
V / n i + p + q + u^^\*w 
2m + 2p+2q+u + v + w 
(xy)"(xz)^(yz)"r^"'^""s^'"""t''^"^^ 
m!p!q!u!v!w! 
CD OQ 3 ^ 
n=0 k=0 j=0 
" /^• . ;c \ ' 'C. ,AJ (c + 2in + 2p + 2q + 2u + 2v + 2w)„,,,^ (xr)" (ys)'' (zt) 
n!k!j! 
00 CO CO CO CO CO 
m-Op=0 q=0 u^O \=0 w^O 
, 2 1 \ ' " / ' i r ^ 1 \ P / ' r » ^ 1 ^*1 / v « A " / v r » \ ^ A J ' F X ^ (c)2n..:p.2q.2u.2v.2»(x- -l)" '(y- - l ) 7 z - -l)Vxy)"(xz)^(yz) 
'J 2m + 2pi^2q+u + v+w / | \ 
2m-tu+^\ 2p + u + H ^2q + \i^w 
m!p!q!u!v!w! 
( l - \ r - y s - z t ) -c-2m-2p-2q-2u-2\-2« 
( ' ) ( ^ ^ ) 
=(i-xr-ys-zt)-'y y y y y y 
m-0 p=0 q=0 u=0 N =0 » =0 U^j^^p^^j^j,^, ^^ ^ IH . p . q . U . \ . V^ . 
( x ^ - l ) r ' (y - i ) s ' (z^-l)t^ 2xy 
( 1 - x r - y s - z t ) ^ J [ ( 1 - x r - y s - z t ) ' J [ ( 1 - x r - y s - z t ) ' J [(1 - x r -y s - z t ) ^ 
:xz 2y/-
1" 
( 1 - x r - y s - z t ) " J [ ( 1 - \ r ~ y s - z t ) 
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CfC ' ) 
= ( l - x r - y s - z t ) 'F 
2' 2 (X - l ) r ^ (y ' - i ) s ' 
( 1 - x r - y s - z t ) (1-xr-ys-zt)' 
(z ' - l ) t ' 2xy 2xz 2yz 
. 2 ' (1-xr-ys-zt)' (1-xr-ys-zt) (1-xr-ys-zt)' (1-xr-ys-zt)' 
:(6) where F [u,v,w,x,y,z] is a multiple hypergeometric function of six variables. 
We have thus discovered a family of multiple generating functions in terms of 
multiple hypergeometric functions of six variables 
c p ( 6 ) ( 1 - x r - y s - z t ) "^ F 
2xy 
£ CxJ •• 
2 ' 2 •• ( x ' - l ) r ^ (y^- l ) s ' ^ (z^-l)t^ 
1 : : - : - : - : - : - ; ( I - x r - y s - z t ) ^ (1-xr-ys-zt)^ (1-xr-ys-zt) 2 ' 
2xz 2yz 
2 ' 2 ' 2 
( 1 - x r - y s - z t ) ( l - x r - \ s - z t ) (1 -x r -ys -z t ) 




(n + k + j)! (2.6.2) 
in which c may be any complex member. If c is unity. (2.6.2) degenerates into 
the generating relation used to define Pn,kj (x,y,z) 
Let us now return to (2.6.1) and consider the triple sum 
O) 33 03 
n=0 k=0 1=0 (n + k + j)! 
00 oD CO 
Fk] 
- - Ui 
L-J L2J [2jinin(n,k| niin(n,j) inin(k,j) / 2 i\<" {^,- W^U-r' W 
n=o k=« j - ( l ni=fl p=" q=0 u=fl \=0 
^„ 2'"y'^-2|lyJ-^'lr"s'<tJ 
m!p!q!u!v!w!(n -2m -u - v)!(k-2p-u - w)!(j-2q - v - w)! 
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aci o c 0 0 CO t r j CO 
= y y y y y y^^'-^)'"(y'-i)^/^-irHxyrsrcx/rp' 
m = O p - 0 q=0 u=0 v=0 H =0 
( 2m+2p + 2q+u^ \ + \\ (1) n i 4 p i q 4-u ^-V + H 
^ » , 2 i n 2 p x 2 q a^  en n / v » - \ " / ' » 7 c \ ^ / ' ' ^ ^ ^ J (yzsOVs^"! 
m!p!q!u!v!w! „=„u,„j.o n!k!j 
(xr)"(ys)''(zt)^ 
CO CO CO : o /"^ CO 
' r ' ( x ' - l ) r f s ' ( y ' - l ) r f t ' ( z ' - l ) r j x y r s l " [xxreT j yzst 
== e 
xr-^\s + zt ^^(fi) 
I :: 
' r ' ( x ' - l ) s ' (y -1) t - ( z - - l ) xyrs xzrt vzst 
. 4 ' 4 ' 4 ' " T ' T ' ^ 
(2.6.3) 
§ 2.7. SIX VARIABLE MULTIPLE HYPERGEOMETRIC 
FORMS OF Pn^ kj (x,y,z): We return once more to the original definition of 
Pn.kj (x,y,z): 
CO CO CO 
(l_2xr + r^-2ys + s^-2zt + t^)"^=XZZPn,M(^'y'^)'-"s't^ (2-7.1) 
n=0 k=n j=0 
This time we note that 
( l -2xr + r^-2ys + s^-2zt + t^) ^ 
( 1 - r - s - t ) - 2 r ( x - l ) - 2 s ( y - l ) - 2 t ( z - l ) - 2 r s - 2 r t - 2 s t j 2 
( 1 - r - s - t ) 2r(x-l) 2s(y-l) 2t(z-l) 2rs ( 1 - r - s - t ) ' ( 1 - r - s - t ) ' ( 1 - r - s - t ) - ( l - r - s - t ) " 
2r t 2st 
( 1 - r - s - t ) ' ( 1 - r - s - t ) ' 
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which permits us to write 
,P„,,,^(x,y,z)r"s^t^ 
CO OC 00 
11=0 k 0 j=0 
on CO oO CO CO CO 
2 "•*"""'"""""(-) (x-I)™(y-l)"(z-I)''r""""s"'"'"t''^"" 
" Z-i 2-, L^ l^ 2-, 2^ m'n'n'ii'v'vv'n _ ^  _ c - t^ '^"^ '^""''*^ ""^ '^'^ "'' 
iii-0|)=oq=ou=o x=flw=o m . p . q . u . % .v>.^i r s ij 
2n.+|,»q^u + N+,w •> f x - l ) " V v -!)''(•/ - 1 ) ' ' 
oo 00 c o o Q CO c o r ) 00 CO ^ V « / m + ( ) + ( l + U J - \ ^ w ^ / V J / V / II II I II II 
n=0 k=0 j=0 m=0 p=0 q=0 u=C >=0w=0 " • ' ^ " J • ' " • ! ' • 4 ' " • ' • " • 
2 
n + m+u + v k+p + \+w J+q + \+w 
X 
/ 1 \ n + +u + v k+p + \+w 
l^ /2n i + 2p+2q + 2u + 2i+2w+n+k+j « 5> * 
(1) 2m + 2p + 2q+2u+2v + 2M 
•^m+p+q+u+v+w/J|^\ 
w 00 CO n k J min(n,k) min(n,j) min(k,j) ^ v - /m+p+q+u+v+w 
= Z Z S Z Z E S E I , , , ' , , 
n=0 k=0 j=Oiti=0 p=0 q=0 u=0 v=0 w=0 ' " " 1^ " 4 - " • ^- "^ 
CO 00 CO n k j min(n,k) min(n,j) mm(k,j) (\\ (\ - \S^ {\ - W^ (x - W^ 
Z 'Sr^ ST '^ 'SP SP \ ^ V^ \ ^ V'^n+k+j+m+p+q V-* ^i \J ' / V^  ^J 
•'--' . ^ . ^ Z-i /—I Z J Z _ ZIJ -»m+p+q+u+v+w „ i I I f I 
n=Ok=0 j=Om=0 p=0 q=0 u=0 v=0 w=0 1 ' ^ Hi! p ! q! u ! v! W 
r^ H^ 
(l)n,.p.q.u.v.w(n-m-u-v)!(k-p-u-w)!(j-q-v-vv)! 
^ » - " " k j mi|Hn,k) min(n,j) mi|^k,j) (n + k + j ) ! ( l + n + k + j ) ^ ^ p ^ q ^ 
^=Ok=o P^.=o p=o q=o u=o v=o wt; n!k!j!m!p!q!u!v!w! 
(-")..u.. (-k)p.u.. (-J)q...» (1 - X)-(1 - y)"(1 - /^ )" r"sH^ 
' ^ m + p+q-ru + v+w / ^ \ 
V / III t p + (| t u ' \ w 
Therefore, we obtain 
„ , , (n + k + J)! 
n!k!j! 
,(6) : - : - n ; - k ; - j ; l + n + k + j ; - 1-x l y 1-z 1 1 I 
2 ' 2 ' 2 ' 2 
. . . . . , , . 2 2 
(2.7.2) 
Since P„,k.j (-x, -y,-z) =(-l)"'''^ ^J P„ ^ j^ (x. y. z), it follows from (2.7.2) that also 
( - i r ' " ^ ( n + k + j)! 
Pn.kj (X ,y , z ) -
n!k!j! 
?(<>) 
: : - n ; - k ; - j ; l + n + l* + j ; 
1 :: 
1 + x 1 + y 1 + z 1 1 1 
~T^'T~'^2"'2'2'2 
Next, consider (2.3.2) again 
(2.7.3) 
P n . k o ( x , y , z ) = X X I 
m=0p=0q=0 





Pn,kj (x ,y,z) 
^ VT^/n+k+j* y ^ 
n.'k.'j! 
nirMN] - n . , - n + l, . k^ . - k + 1 , j , , - j + l 
™ A n ^ * 
2 ^ 2 
-oM,=0( _ , ,_J) m!p!q!x""y"'z''' 
m + p+q 
or in terms of triple hypergeometric function, we have 
(P+k+j 1 r " . , ' ' ^ ] 
•^  v -^+k+jX y ^ 
Pn,k,j (x,y, z) = — X 
n!k!j! 
r(3) 
n n 1 k, k 1 J i I 
: - - , 4 — : — — + - ; - - ' - - + - ; i i i 
2 2 2 2 2 2 2 2 2 -
2 ' 2 ' 2 
n - K - j : : - ; - ; - : -
(2.7.4) 
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§ 2.8. A S P E C I A L P R O P E R T Y O F Pn,k,j (x,y,z) : We now (urn to the 
original definition of Pp^j (x,y,z) and for convenience 
use p=: ( l -2xr + r^ -2ys + s^ -2zt + t^)2. We know that 
GO CO 00 
ZZZPn,k,j(x.y.z) = P" 
n=0k=0j=0 
(2.8.]) 
In (2.8.1), we replace X by ,y by^ ^ , z by , r by —, s by — and 
P P P P P 
w t by — to get 
P 
00 00 00 >J_i U U '-AJ J 
I I I P n , M ( ^ , ^ , ^ ) p - " - ^ - ^ u " v S v i 
„=0k=0j=0 P P P 
2(x-r)u u^ 2(y-s)v v^ 2(z-t)w w 
2 "*" Y 2 "*" Y 2 "*" 2" 
P P P P P P 
p ^ -2 (x - r )u + u^ -2 (y-s )v + v^ -2 ( z - t )w + vv^f 2 
We may now write 
CO (DO 0 0 
n=0k=0j=0 P P P 
[ i -2xr + r -2ys + s'^  -2zt + t -2xu + 2ru + u -2yv + 2sv + v -2zw + 2tw + w J 14 
[1 - 2x(r + u) + (r + u)^ - 2y(s + v) + (s + v)^ - 2z(t + w) + (t + w)" 
T 1 
2 
which by (2.8.1) yields 
CO CO GO 
LLL^nX\i ' ' )P U V W^ 
n=0k=0j=0 P P P 
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CO 00 00 
n=0 k=fl j=n 
" " " n u 3 n!u!j!P__^^(x,y,z)r'"s"t''u"-"'v'^-"vv'-'' 
n=0 k=0 j=0 in=0|i=0 q=0 in!p!q!(n-m)!(k-p)!a-q)! 
_ ^ ^ ^ " ^ ^ ( n + m)!(k + p)!a + q)!P„,,,,,„.^,.,(x,y,z)r-s"t"u"v^w' 
n=()k=oj=om=o„=oq=o m! p! q! ii! k! j ! 
Equating the coefficients of u" v'^  w' in tiie above, we find that 
-n-k-j-lp . x - r y - s z - t 
P P P 
(n + m)!(k + p)!(j + q)!P„,,,,,^,^,^(x,y,z)r'"s^t^ 
m!p!q!n!k!j! 
00 00 CO 
(2.8.2) 
n=0 k=0 j=0 
in which p = (1 -2xr + r^ -2ys + s^ -2zt +1^)^ 
§ 2 . 9 . M O R E G E N E R A T I N G F U N C T I O N : As an example of the use 
of (2.8.2), we shall apply (2.8.2) to the generating relation 
,xr+ys+ztE.{6) -'r\x''-l) s ' ( y ^ - l ) t^Cz^-l) 
4 ' 4 ' 4 
xyrs xzrt yzst 
2 2 2 
CO CD CO 
=zzz 
"c'^tJ P„,^^(x,y,z)r"s^t 
n=o k=o j=o (n + k + j)! 
(2.9.1) 
In (2.9.1), we replace X by , y by -—.z by , r by , s by 
P P P P 
— and t by and each member by 
p 'wherep = ( l - 2 x r + r^ - 2 y s + s^ - 2 z t 4 t - ) ^ , wc obtain 
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p exp 
ru(x - r) + sv(y - s) + tw(z -1) 
F ( 6 ) -=r^u^(x^ - l + 2ys-s^ + 2z t - t ^ ) 
4P^ 
s^v^(y^ - l - 2 x r - r ^ + 2 z t - t ^ ) tV^(z^ - 1 +2ys -s^ +2zt -1^) 
4p 4p 
uvrs(x - r)(y - s) uwrt(x - r)(z -1) vwst(y - s)(z -1) 
2p 2p 2p 
CO CO CD 
n=0 k=0 j-0 
/ j-.n + k+j -n —k- j - Ip / * •* y S 2 ' \ „n . .n 
P P P 
,^^-^)r"u"sS' ' tSv' 
(n + k + j)! 
y v y W y v " ^ ) (n + in)!(k + p)I(j + q)r u s ' v t ' ^ w p 
n=0 k=0 j=0 m=0p=0q=0 n!k!j!m!p!q!(in+ p + q)! n+m k+pj+q 
(x,y,z) 
00 00 00 n k y y y y y f (-lr-^-"-'-'n!k!j!u"-"v"^v--V"s t^- p 
^ 6 p ^ £ i ^ ^ ( n - r a ) ! ( k - p ) ! ( j - q ) ! i n ! p ! q ! ( m + p + q)! " ' ' ' ^ '^' 
O- cc OD 
-yyyyyy(-^)'"^''^'"''^'J'"'"^'^''''"^''t'Pn,k.^^-y-^) 
n=o k=o j=o m=op=o ^  mlpiqlCii - m)!(k - p)!(j -q)!(m + p + q)! 
00 oo 00 n k vvvvvv(-">-^-'^)pH).Pn.k.fcy^^)"'"^''^''''"s''t^ 
n=0 k=0 j=0 ni=Op=0 q=0 m!p!q!(m + p + q)! 
00 CO OD 
M 3 ) 





where F* [u,v,w] is a triple hypergeometric function. This gives a biHnear 
triple generating function. 
The results of this chapter are published in the paper [97]. 
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CHAPTER 
ON A THREE VARIABLES ANALOGUE OF 
GEGENBAUR POLYNOMIALS 
•rBmmimimmmmim^mmm^ama^gmx^^mim^sss^si^sam 
ABSTRACT: The present chapter deals with a study of a three variable 
polynomial C^^j(x,y,z) analogous to the Gegenbauer polynomial C;,(x). The 
chapter contains general class of triple generating functions for polynomials of 
three variables, elementary properties of C;;^j(x,y,z), differential recurrence 
relations, three partial differential equations, additional triple generating 
functions, six variable multiple hypergeometric forms, a special property and a 
bilinear triple generating functions for the newly defined polynomial 
ci,„j(x,y,z). 
§ 3.L INTRODUCTION: The Hermite polynomials H^ (x). the Legendre 
polynomials ?„ (x) and the Gegenbauer polynomials C^ (x) are respectively 
defined by 
2u-.^  >rH„(x)t" 
= I ^ ^ - T ^ (3.1.1) 
( l -2xt + t^)'^=X''n(^)^" (3.1.2) 
and (l-2xt + t^)- -f^C:ix)V' (3.1.3) 
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A careful inspection of the L.H.S. of (3.1.1), (3.1.2) and (3.1.3) reveals the fact 
that the L.H.S. of (3.1.1) is e", that of (3.1.2) is 
( l -u ) ' 2 and that of (3.1.3) is (1-u) ' ' where u ^2\t-t\ Thus H,(x), Pn(x) 
and C;,(x) are examples of polynomials generated by a function of the form 
G(2xt-t '). The expansions of (1-u)'", ( l - u -v ) " and (1-u-v-w) "are 
i. If. 
given by 
n=0 " • 
n=0 k=o " • *^' 
CO CO CO ^ f f ) I I " v W * 
and ( l - u - v - » r = 1 2 1 - „ , " " ; , ,, <3.1.6) 
n=0 k=o j=0 " • '^' }• 
The expansion (3.1.5) with a = — motivated M.A. Khan and M.P. 
Singh [110] to introduce two variable analogue of Legendre polynomial by 
taking u = 2xs-s^ and v = 2yt-t^ in (3.1.5). Thus they first attempted to 
define two variable analogues of polynomials by means of generating functions 
of the form G (u,v) where u=2xs-s and v = 2yt - t" before embarking on a 
particular example of it namely two variable analogue of Legendre polynomial. 
Later M.A. Khan and G.S. Abukhammash [99] defined and studied a two 
variable analogue of Gegenbauer polynomials on the lines of [llOJ. Recently, 
M.A. Khan and B. Rouhi [97] introduce and studied a three variables analogue 
of Legendre polynomials by taking u = 2xr - r", v = 2ys - s"^  and \\ = 2zl ~ t" in 
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(3.1.6) with a = — .In the present chapter and attempt has been made to 
2 
defined and study a three variables analogue of Gegenbaur polynomials on the 
lines of [97]. We also recall here the following theorem due to M.A. Khan and 
B. Rouhi [97] : 
THEOREM 3.1: From 
CO CO GO 
G (2xr-r-, 2ys-s% 2zt-t^) = ^  Z Z gnxjC^^ y^ )^ '""«'*' 
n=0 k=0 i=0 
it follows that 
"^ ^ CS 
~ go,k,j(x,y,z) = 0, k > 0 , j > 0 , - - g„„j(x,y,z) = 0 , n > 0 , j > 0 , — g„,o(x,y,z) = 0, 
dx dy dz 
n > 0 , k > 0 and forn,k,j>l, 
X—gn,k,j(x,y,z)-n g„,u,j(x,y,z) = —•g„_,,,,j(x,y,z) 
dx dx (3.1.7) 
y ^ g n , k , j ( x , y , z ) - k gn,k,j(X'y'Z) = —gn ,k - l , j (x ,y , z ) (3.1.8) 
and z—g^^=(x,y,z)-j g„,k,j(x,y,z) = T:gn,k,H(x»y.2^) (3-1.9) 
Adding (3.1.7), (3.1.8) and (3.1.9), we obtain 
-5 -^ ^ 
ox dy dz 
- ^ - V - ^ 
= T-gn- l ,k , j (x ,y ,z ) + —gn,k - l , j (x ,y , z ) + ^ g n , k , M ( x . y . z ) (3 .1 .10) 
ax •  (9>' dz 
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The differential recurrence relations (3.1.7), (3.1.8), (3.1.9) and (3.1.10) are 
common to all sets g n. k. i (x, y. z) possessing generating function of the form 
O ) GO OQ 
G ( 2 x r - r \ 2ys~s\ 2zt-t^) = X E Z g„,.,(^'y'^) ^"'"t' (^-l-l') 
n=0 k=0 j=0 
In this chapter we shall consider the polynomial gn,kj(x,y,z) tor the choice 
G(u,v,w) = (l - u - v - v v ) ". 
§ 3.2. THE GEGENBAUR POLYNOMIALS OF THREE 
VARIABLES: We define the Gegenbaur polynomials of three variables, 
denoted by C^^j(x,y,z)by the triple generating relation 
CO CO CO 
( l -2xr + r^  -2ys + s^  -2zt+ t^)-" = X Z I Clu,M,y,z) r"s^t^ (3.2.1) 
n=0 k=0 j=0 
in which ( l - 2 x r + r ^ - 2 y s + s^ -2z t + t ^ ) " ' denotes the particular branch 
which ->1 as r ^ O , s - > 0 and t ^ 0. We shall first show that C^^j(x,y,z) is 
a polynomial of degree precisely n in x, k in y and j in z. 
00 CO CO (a) ^ u" v"* w^  
Since ( l - u - v - w ) " ° = Z S X "'^ '• ' ^^ may write 
n=0 k=0 j=0 n . k . j . 
( l - 2 x r + r^ - 2 y s + s^ -2z t + t^) 
hhh n! k! j! 
r . „ . s ,„ , t .„ 
« n k . ( v ) „ . k . j (2xr)" (2ys)^ (2zt)H-n) ,„(-k) , . ( - . j )^(--) '"(-)"( : - - ) 
n,k,j=o n,=o p=oq=o H! U! j ! 111! p! q! 
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~.hoh, hh m!p!q!(n-in)! (k-p)! (j-q)! 
n.tr=o ^^ h^h m! p! q! (n-2m)! (k-2p)! (j-Iq)] 
We thus obtain 
C^  (X z) = ^^ fy (-1)-^"^^ (V )n...,n.-p-, (2x)"-^ '" (2y)"^'' jlzy-"^ 
"•"•^  ' ^ , 1 ^ ^ m! p! q! (n-2m)! (k-2p)! G-2q)! 
from which it follows that C^^j(x,y,z)is a polynomial in three variables x,y 
and z of degree precisely n in x,k in y and j in z. Thus C^^j(x,y,z)is a 
polynomial in three variables x,y and z of degree n+k+j, Equation (3.2.2) also 
yields 
c:,..(x,y,z)= —-;;;:; +n , (3.2.3) 
n.'klj! 
where 11 is a polynomial in three variables x,y and z of degree n+k+j-3. 
If in (3.2.1), we replace x by -x and r by -r, the left member does not 
change. Hence 
C:,,,(-x,y,z) = (-l)"C„\/x,y,z) (3.2.4) 
Similarly by replacing y by -y and s by -s in (3.2.1), we obtain 
c:.,,(x,-y,z) = (-l)^C:,,/x,y,z) (3.2.5) 
And by replacing z by -z and t by -t in (3.2.1), we get 
C:,,, (x,y,-z) = (-l)'C:,,.^(x,y,z) (3.2.6) 
8U 
So that C^^  (x,y,-z) is an odd function of x for n odd, an even function of .\ 
for n even. Similarly C^^ ^ (x,y,-z) is an odd function of y for k odd, an even 
function of y for k even, an odd function of z for j odd and an even function of 
/ for j even. 
Similarly, replacing x by -x, y by -y, z by -z, r by -r, s by -s and t by -t 
in (3.2.1), we obtain 
C:,,, (-x,-y,-z) = (-ir^^J c:,,^ (x,y.z) (3.2.7) 
Putting s = t = o in (3.2.1), we get 
c:,„,„ (x,y,z) = C:(x) (3.2.8) 
where C^ (x) is the well known Gegenbaur polynomial. Similarly by putting r 
= t = o in (3.2.1), we get 
C:,M (>^J'Z) = C^y) (3.2.9) 
and by putting r=s=o in (3.2.1), we obtain 
C;„,^  (x,y,z) = C; (z) (3.2.10) 
Putting t = o in (3.2.1), we get 
C„\„ (x,y,z) = C;, (x,y) (3.2.11) 
which is a Gegenbaur polynomial of two variables due to M.A. Khan and G.S. 
Abukhammash [99]. 
From (3.2.1) with x=y=z=o, we get 
x> yj cc 
(l + r ^ + s ^ + t ^ ) - ^ = X I Ic:,,.(o,o,o) rVt^ 
n=0 k=0 j=0 
But (l + r - . - s ^ + t ^ ) ^ = 1 1 1 ^^,^, 
Hence 
C2n...2u,2j(0,0,0) ^ 0,C „^ ,,,,,,^ (0,0,0) = 0,C^„,,,,,^ ,, (0,0,0) = 0 
CL..,2u.,,2, (0,0,0) = 0,CL,,2Mi.. (OAO) = 0,C;^^ , (0,0,0)^0 
CL..2U.K2J..(0,0,0) = 0,and C^^,^, (0,0,0) (-l)"^'^^(v)„. k+J 
n! k! j ! 
(3.2.12) 
Equation (3.2.2) yields 
'dx c : . , , ( x , y , z ) = X E I 
"^llMi (-l)- '"^ (v)„,,.,.-p.,2(2x)"-^"'(2y)^-^^(2z)^ vn- l -2m /-» x k - 2 p ^ - . v j - 2 q 
ni=0 p=Oq=0 m! p! q! (n-l-2m)! (k-2p)! (j-2q)! 
(3.2.13) 
5 [|j LV1[1J (_i)- .- .(v) (2x)"-^ "'2(2y)^ -'-^ '>(2z)^ -^ '' 
dy " '^^' '" '^ £^ „ ^ , 4 ? ni!p!q!(n-2m)! (k-2p)! (j-l-2q)! 
(3.2.14) 
a ^ . ^ ^ L|] p V j (_i)-p^M(v) (2x)"-^-(2y)^-^'>2(2z)'-'-^'' 
5z ni=0 p=0 q=0 m! p! q! (n-2m)! (k-2p)! Cj-l-2q)! 
(3.2.15) 
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^ ^ 2 n , + l , 2 k , 2 j ( ' ^ ' y ' ^ ) 
OX 
. n+k+j 
Jv=0,v=0,z=n n! k! j ! 
^ ^ 2 i n l,2k^ l„2j y^->y->'^> 
Jx=O,)=0,z=O 
^ ^ 2 n + l , 2 k , 2 j + l V ^ ? y 5 Z ) 
OX x=0,\=0,z=0 
" 5 








T ~ ' ^ 2 n , 2 k + I , 2 i V X i y ? Z ) 
dx Jx=0,y=0,z=0 
~r~ ^ 2n,2k,2j+l ( ^ ' y ' ^ ) 
OX x=0,v-O,z=O 
^ ^ 2 n . 2 k + l , 2 j + l v X i y ? Z ) 

















~ C 2 n , 2 k , 2 j + l ( ' ^ ' y ' ^ ) 
Sy x=0,y=0,z=0 





^2n,2k ,2 j (^ 'y ' ^ ) = 0 
x=0,y=0,7,=0 
^2n,2k+l,2iv '^ 'y '^^ 0 
x=O,y=O./.=0 
p. ^2n ,2k ,2 j+ l (^ 'y ' ^ ) 
(-l)"^^-^2(v)„,,,^„ 
x=0,v=0.z=0 n! k! j 




a ^2n+l ,2k+ l ,2 i (^ ' y ' ^ ) 
OZ 










§ 3.3. DIFFERENTIAL RECURRENCE RELATIONS: From Theorem 
3.1, it is evident that the generating relation 
•rj QO CO 
( l -2xr + r^  -2ys + s^ - -2zt + t^r '^ = X Z Ic ; , , / x ,y , z ) x^%^i^ (3.3.1) 
n=0 k=(l j=-0 
implies the differential recurrence relations 




yir-C:,,,/x,y,z)-kC:,,,^(x,y,z) = —C:,,_,^(x,y,z) (3.3.3) 
^ — C ; (x ,y ,z ) - jC; (x ,y , z )= - -C; (x,y,z) (3.3.4) 
and 
^ 'Ts •~s 
^ ^ ^ + y ^ + z—)C;,,j(x,y,z) - (n + k + j)C;, (x,y,z) 
5x 5y 5z 
= irC"-'.M('^'y'^) + ^ C:,,_,^(x,y,z) + - C „ \ ^ , ( x , y , z ) (3.3.5) 
5x 5y az 
From (3.3.1) it follows by differentiation that 
( l - 2 x r + r^-2ys + s^-2zt + t ^ ) - - ' = f ; X Z |-C;,^(x,y,z) r ^ V t ' 
n=0 k=0 j=0 C'X 
(3.3.6) 
CO CO CO •:^ 
( l - 2 x r + r^-2ys+s^-2zt + t ^ ) ' - ' = X I Z ^C;,,(^'y'=^) «-"s"'t^  
n=0 k=0 j=0 C j 
(3.3.7) 
CO CO CO 
( l - 2 x r + r^-2ys + s^-2zt + t ^ ) - - = Z Z Z ^ C ; , / x , y , z ) r"s4'-' 
n=0 k=fl j=0 < ^ 
(3.3.8) 
Ti To :f 
(x - r ) ( l - 2xr + r^  -2ys + s^  -2z t+ t')-^-' = Z Z Z nC:,,,^(x,y,z) r"-'s4^ 
n=0 k=0 j=0 
(3.3.9) 
yj GO J ^ 
( y - s ) ( l - 2 x r + r^-2ys + s^-2zt + t ^ ) ^ ^ - - Z Z Z •^C:,,,/x,y,z) r"s^"'t' 
rl=(l k=0 j - l l 
(3.3.10) 
( z - t ) ( l -2xr + r^--2ys + s^ -2z t f t ^ ) "^' = Z Z Z .iC:,k,,(x.y.z) r - s^ ' - ' 




1-r^ - s^ - t^ - 2r(x - r) - 2s(y - s) - 2t(z - t) 
= l -2xr + r^  -2ys + s^  -2zt + t \ 
we may multiply the left member of (3.3.6) by 1-r, the left member of (3.3.7) 
by - s", the left member of (3.3.8) by -t , the left member of (3.3.9) by -2r, the 
left member of (3.3.10) by -2s and the left member of (3.3.11) by -2t and add 
and obtain the left member of (3.3.1). In this way we find that 
en en cr 
ZSi:|c:,„(x,y,z)r-V.' 
n=0 k=0 j=0 f^* 
00 00 CO ^ 
V- l V ^ V - ' O 
n=0 k=0 j=0 C'X 
ZEZ£c:„(x,y,z)rVV 
n=0 k=0 j -0 ^ 
CO 00 cc ^ 
ZZS|:C;,„(x,y,z)rVf' 
n=0 k=0 j=0 '^^ 
E E |;2nC:,,/x,y,z)r"s4^ 
n=0 k=0 j=0 
GO CO CO 
E I E2kC:,,^(x,y,z)r"sV 
n=0 k-0 j=0 
OO CO CC 
Z Z Z2jC:,,^(x,y,z)r"s^t^ 
n=0 k=n 1=0 
CO CO OJ 
- Z E Z C:,,(x,y,z) r"s4' 
,1^ 0 k=(l j=(l 
or 
CO oO CO 
n-(l k-0 J = f ^ n (1 k-0 I 0 "^^ 
Z Z I f:C;,,,(.,y,z) r-'s'.' - Z E I -C;„„(x,y,z)r-V.' 
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<» 00 CO ;> j n ^ w ^ 
- S Z Z |;C".M(^ 'y'^ ) •""^^^'^^  - Z I Z ^c:,,^(x,y,.)r"s4-
n = 0 k=0 j=0 C y n = 0 k = 0 j=0 t / / ; 
CG X GO 
= Z Z Z ( 2 n + 2k + 2j + 2v)C:,,,/x,y,z) vS'V. 
n=fl k=0 j=0 
We thus obtain another differential recurrence relation by equating the 
coefficient of r"s''t' , 
(In + 2k + 2j + 2v) C;^/x,y,z) = —C:,,,,,j(x,y,z) 
- | -C : . , , , ,3 (x ,y ,z ) -^C; ,_ , , ^ (x ,y ,z ) -^C: , , . , , (x ,y ,z ) (3.3.12) 
9x oy <7Z 
Similarly, we can get 
(2n + 2k + 2j + 2v)C:,^/x,y,z) = -—C:_,,^^(x,y,z) 
+ |-C:,,..,(x,y,z)-^C:,,_,,^(x,y,z)-|-C;^.^,(x,y,z) (3.3.13) 
dy oy oz 
and 
(2n + 2k + 2j + 2v)C:,^,(x,y,z) = -—C:_,,^,(x,y,z) 
' 9x 
- f C:,^,,^(x,y,z) + fc:,,„,,(x,y,z)-Ac:,,,^^,(x,y,z) (3.3.14) 
dy oz Gz 
Adding (3.3.12) successively to (3.3.2), (3.3.3), (3.3.4) and (3.3.5), we get 
x|-C:,,(x,y,z) = —C:„,,.^(x,y,z)---C:,,_,,^(x,y,z) 
d\ ox oy 
- —C:u,-i(x.y'2^)-(n + 2k + 2j + 2v)C:,,,/x,y,z) (3.3.15) 
9z 
y^C:. , /x ,y,z) = | -C: , ,„ (x ,y ,z) - '^ ^C;, ,,„(x,y,z) 
dy o\ ('^  
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-—C;,,^_,(x,y,z)-(2n + k + 2j + 2v)c;,,j(x,y,z) (3.3.16) 
z —C„\,j(x,y,z) = — C : , , , (x,y,z)-—C;;.,,, (x,y,z) 
dz dx dx 
- ^ C : , K „(>^,y,z)-(2n + 2k + j + 2v)C:;,,/x,y,z) (3.3.17) 
, d d 5 .^v . 
ox dy dz 
= ^ C : „ , , , / x , y , z ) - ( n + k + j + 2v)C;,_^(x,y,z) (3.3.18) 
Adding (3.3.13) successively to (3.3.2), (3.3.3), (3.3.4) and (3.3.5), we get 
'^  '5 j ^ 
XT-C„\j(x,y,z) = —C;^ , , ( x , y , z ) - - - C ; (x,y,z) 
d\ dy dy 
-—C;.,^-.(x,y,z)-(n + 2k + 2j + 2v)C;^/x,y,z) (3.3.19) 
yT-C;,,j(x,y,z) = —-C; (x,y,z)-—C„^,, (x,y,z) 
dy dy dx 
-^C;^^_,(x ,y ,z)- (2n + k + 2j + 2v)C:;,,/x,y,z) (3.3.20) 
d d d 
z — C ; , (x,y,z) = — C ; , „ (x,y,z)-—C:_,,, (x,y,z) 
dz dy dx 
-^C: , ,_ ,^(x ,y ,z) - (2n + 2k + j + 2v)C:;^^(x,y,z) (3.3.21) 
dy 
(X—- + y T - +z--)C:,,,j(x,y,z) = -—€;;,,, (x,y,z)-(n + k + j + 2v )C; (x ,y , z ) (5x cy (3z <5y • 
(3.3.22) 
Adding (3.3.14) successively to (3.3.2), (3.3.3). (3.3.4) and (3.3.5), we get 
o 
dx 
^'^c,;,,/v,y,z) = --c,;,,^,,(.v,y,z)---r;, ,,,(.x,>,z) 
(9z <•?}' 
-—C:,M-. (*'y' z) - (n + 2k + 2j + 2v )C: ,^  (x,y, z) (3.3.23) 
dy &i ' d\ 
- ^C:.,,^^,(x,y,z) - (2n + k + 2j + 2v )C,;,,^(x,y,z) ^3.3.24) 
Cs C\ "^ 
z—C;^/x,y,z) = —C;^^,,(x,y,z)- —C;,_,,_^(x,y,z) 
-^C:,.-M(X'y'^)-(2n + 2k + j + 2v)C:;,,/x,y,z) (3.3.25) 
T\ 'y "!> ">, 
( ^ ^ + ^ ^ + ''^)C:,M(X'y'^) = ^C:,M^.(^'y'^)-(n+k + j + 2v)C:,,,^(x,y,z) 
(3.3.26) 
Shifting the index from n to n-1 in (3.3.15) and using (3.3.2), we get 
(x^-1)—C:,^/x,y,z) = nxC:,,,^(x,y,z)- —C:_,,,_,,^(x,y,z) 
ox oy 
-T:C:^u,H(^'y'2)-(n + 2k + 2j + 2v-l)C:: (x,y,z) (3.3.27) 
dz 
Similarly, shifting the index from k to k-1 in (3.3.20) and using (3.3.3), we get 
(y'-l)—C:,^^(x,y,z) = kyC;,^(x,y,z)-^C:_,,,_,,^(x,y,z) 
OS' dx 
- — C : , , ^ . , ( x , y , z ) - ( 2 n + k + 2,i + 2 v - l ) C : ; , . , / x , y , z ) (3.3.28) 
and shifting the index from] to j-l in (3.3.25) and using (3.3.4), we get 
d d 
(5z dx 
-^C:,_,^,,(x,y,z)-(2n + 2k + ,i + 2v-l)C:;,,^„,(x,y,z) (3.3.29) 
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Adding (3.3.27), (3.3.28) and (3.3.29) ue obtain 
r "^ ^^ ^^ '^ ~*^ ^^ '^'' "'^ r^'"'"^ '^^ ''""^  
d d (nx + ky + jz)C;^^(x,y,z)- —+ — C:_,,,^ ,_^(x,y,z) 
^ £ . £ | c : „ , , , ^ , ( x , y , . ) - | A , | c : : , , , ^ . ( x , y , z ) 
•(n + 2k + 2j + 2v-l)C:_,,,^(x,y,z)-(2n + k + 2j + 2v-I)C:,,_,^(x,y,z) 
-(2n + 2k + j + 2v-l)C:;,,^^,(x,y,z) (3.3.30) 
§ 3.4. PARTIAL DIFFERENTIAL EQUATIONS OF c : ,^  (x,y,z): 
From (3.3.2), (3.3.3) and (3.3.4), we have 
d d 
Cl-ixi (^'y' ^) = * T : C",k,j (x,y, z) - n Clh,, (x,y, z) 5x 8x 
d d 
.TCn-i,k.j(x,y,z) = x—jC;,_^(x,y,z) + (l-n)—-C;,j(x,y,z) 
OX (j\ 0\ 
(3.4.1) 
5 d 
" C ; , _ , (x,y,z) = y - - C ; , (x,y,z)-kC;;, (x,y,z) 
oy c\' 
C;u-,j(x,y,z) = y—yC;,/x,y,z) + (l-k)—C;,j(x,y,z) 
ay 5y dy 
(3.4.2) 
T-C;, ,(x,y,z) = z —C; , (x,y,z)-jC;, (x,y,z) 
dz CL 
pj. -^1 p. 
-^C„\j._,(x,y,z) = z---C;,,^(x,y,z) + (l-j)—-C;,.(x,y,z) 
5z 5z^  az 
(3.4.3) 
Siiifting the index from n to n-1 in (3.3.15), from k to k-1 in (3.3.20) and from j 
loj-1 in (3.3.25), v\e get 
X —C:_,,,,j(x,y,z) = ^-C;,,,,(x,y,z)^--C,;,,,, ,,j(x,y,z) 
d\ c\ oy 
-^C:^,,,,^_,(x,y,z)-(n + 2k + 2,j + 2 v - l ) C : ,,,(x,y,/0 (3.4.4) 
d . d d 
y—Cn'.K-i,j(x,y,z) = - — c ; (x,y,z)-—c:,_,, ,,,(x,>,7.) 
dy d\ c\ 
-^C:,,_,,^_,(x,y,z)-(2n + k + 2j + 2v-l)C:,_,^(x,y,z) (3.4.5) 
az 
ZT:C;k,j-i(x,y,z) = — c ; , (x,y,z)-—c;;_, (x,y,z) 
OL dl CX 
-l^C:,,_,^_,(x,y,z)-(2n + 2k + j + 2v-l)C:,^.,(x,y,z) (3.4.6) 
Differentiating (3.4.4) partially with respect to x, (3.4.5) with respect to y and 
(3.4.6) with respect to z. we obtain 
d^ d^ d^ ' 
^^::^^"-'-M(*'y'^)"xT^n,k,j(x,y,z)--—~c:_,,,_ (x,y,z) 
ox dx oxdy 
•C:_,,,,_, (x,y,z) - (n + 2k + 2j + 2v )^c:.,,,,^(x,y,z) (3.4.7) 
5x5z d\ 
^2 ';>2 ^^2 
yT-rC:,u-,,j(x,y,z) = — y C ; , (x,y,z)-——-c:_,,_, (x,y,z) 
dy dy dydx 
5^ ^v . . .^ . .. ^ . d 
^ ^ C:,,_,,._,(x,y,z)-(2n + k + 2j + 2v)--C:;,_,,/x,y,z) (3.4.8) 
oyai By 
rsl p,2 p,l 
2^;rC:,k,H(^'y'2;)^-r:TC:,„j(x,y,z)-——C:_,,,j_,(x,y,z) 
az 5z azax 
- T ^ C ; . _ . o - . ( ^ ' y ' ^ - ) - ( 2 n + 2 k . j + 2v) | -C; ,^ , (x ,y ,z) (3.4.9) 
ozoy dz 
Using (3.4.1) in (3.4.7), (3.4.2) in (3.4.8) and (3.4.3) in (3.4.9), we obtain 
(1-x^)—^C:,^(x,y,z)-(2k + 2j + 2v + l ) x —C:,^(x,y,z) + n(n + 2k + 2j + 2v)C:,,^(x,y,z) 
d\ dx 
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d' ^. , . d' 
^^ -C:_,,.,,^(x,y,z)--—-C:_,,,^.,(x,y,z) = 0 (3.4.10) 
(l-y^)^C:., ,^(x,y,z)-(2n + 2,i + 2v + l)yAc:,,,,(x,y,z) 
+ k(2n + k + 2j + 2v)C:,, (x ,y ,z ) -—^C; ; ,,,^,,/x,y,z) 
d}'c\ 
^ C„V,,.,(x,y,z) = 0 (3.4.11) 
dydz 
(l-z^)--yC;^.(x,y,z)-(2n + 2k + 2v + l ) z —C;,/x,y,z) 
OZ GZ 
+ j(2n + 2k + j + 2v)C:;^(x,y,z)-——C:^,,,,^_,(x,y,z) 
^ C:,,.,^_,(x,y,z) = 0 (3.4.12) 
di.dy 
Adding (3.4.10) and (3.4.11) and subtracting (3.4.12) from this sum, we get 
-\ (2k + 2j + 2v + l)x— K2n + 2j + 2v + l)y —-(2n + 2k + 2v + l)z —ic;;\ (x,y,z) 
1 d\ dy dil "''' ^ 
n(n + 2k + 2j + 2v ) + k(2n + k + 2j + 2v ) - j(2n + 2k + j + 2v )}c;, ,^ (x,y, z) 
= 2^C: , , , . , , . (x ,y ,z ) (3.4.13) 
Adding (3.4.10) and (3.4.12) and subtracting (3.4.11) from this sum, we get 
- ^ "T 
( i - x ^ ) ^ - ( i - y ^ ) ^ + (i- / /)^ |-c: , , , (x,y, /^) 
dx d\' OZ 
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'> -^  "> 1 
(2k + 2j + 2v + l ) x — - ( 2 n + 2j + 2v + l ) y ~ - + (2n + 2k + 2v + l ) z — c : , , ( x , v , z ) 
era dy dzl ' 
+ {n(n + 2k + 2j + 2v ) - k(2n + k + 2j + 2v ) + j(2n + 2k + j + 2v )|c;,,^ (x,y, z) 
= 2^C„ \ , , _ , (x ,y , z ) (3.4.14) 
oxaz 
Similarly, adding (3.4.11) and (3.4.12) and subtracting (3.4.10) from this sum, 
we get 
•(2k + 2j + 2v + l)x—+ (2n + 2j + 2v + l )y - - + (2n + 2k + 2v + l)z— C:. (x,y,z) 
dx dy dz\ ' 
+ {- n(n + 2k + 2j + 2v) + k(2n + k + 2j + 2v) + j(2n + 2k + j + 2v )}c:;,,j(x,y,z) 
= 2 - ^ C :,,.,,._, (x,y,z) (3.4.15) 
oyaz 
Now differentiating (3.3.3) partially vv.r.t 'x' and multiplying by x, we get 
^> '^^" .M(^ 'y ' ^ ) -»«^C: , , /x ,y , z ) = |-jx^C;,_,,^(x,y,z)l (3.4.16) 
dxdy d\ ay [ dx J 
Shifting the index from k to k-1 in (3.4.2), we get 
^-^C:.,_,,^(x,y,z)-nC:;,_,,^(x,y,z) = ^C:_,,,_,,^(x,y,z)l (3.4.17) 
dx dx \ 
Substituting the value of x C \^_. (x,y,z) from (3.4.17) into (3.4.16) and 
dx ' 
using (3.3.2), we obtain 
x y ^ ^ - C ; (x,y,z)-kx—C; (x,y,/.) 
d\d}' dx 
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A{„c:.,_,„(,,y,^,.|^' — inC;,_,,/x,y z) + --C:^,,,_,,j(x,y,z) 
p\ '-si 
= nT-C; ,_ (x,y,z) + ——C:_,,^ (x,y,z) 
dy dxdy 
= " y^c„\/^ 'y'^ )-'^ Cn,M( ,^y,^ ) +^c:,, ,_,/x,y,z) 
Thus we obtain 
f -^  2 ^ ~\ I '5 2 
^ y ^ - ( k x — + n y ^ ) + knC:,,,^(x,y,z) = ^ C : ^ , , . , , / x , y , z ) (3.4.18) 
Similarly, we obtain 
and 
y z ^ - ^ - ( J y - - + l « ~ ) + kjC:;,,/x,y,z) = -—c:,,_,^_,(x,y,z) (3.4.20) 
oydz dy OL ] dyoz 
From (3.4.13) and (3.4.18), we obtain 
| ( l - x ^ ) ^ + ( l - y ^ ) - ^ - 2 x y ^ - ( l - z ^ ) - | ^ [ c : ; , / x . y , z ) . 2 ^ 
dx' ^ ^ ' dy' ^ dxdy ^ ' ' di' 
+ y ) - (2n + 2k + 2v + l)z — 
dx dy dz 
|(2j + 2v + l ) ( x ^ ^ ^ ^ ) - ( 2 i i ^C;^/x.y,z) 
+ {(n + k)(n + k + 2j + 2v)-j(2n + 2k + j + 2v)}c:,.^(x.y,z) = 0 (3.4.21) 
Similarly, from (3.4.14) and (3.4.19), we obtain 
| ( l - x ^ ) ^ 4 - ( l - z ^ ) ^ - 2 x z / ^ - ( i - y ^ ) | ^ l c : , , , ( x . y , z ) 
dx' UL dxdi dy 
1 ^ T -^  I (2k + 2v + l ) ( x - - + z -—)-(2n + 2 j .2v + l ) y - - C;,^/x.y,z) 
ax 5z dy 
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+ {(n + j)(n + 2k + j + 2v ) - k(2n + k + 2j + 2v )}c;,,^(x.y,z) = 0 (3.4.22) 
and 
d' d' d' 
r'^^'^'-'^^-'^-eye. •(i-x')£r}c:,M(^-y'^^) 
- (2n + 2v + l ) ( y ^ + z ^ ) - ( 2 k + 2j + 2v + l ) x | - C:,^^(x.y,z) [ dy di d\j 
+ {(k + j)(2n + k + j + 2v) - n(n + 2k + 2j + 2v ))c:;,,^(x.y,z) = 0 (3.4.23) 
Here (3.4.21), (3.4.22) and (3.4.23) are partial differential equations satisfied 
by C;^ ^ (x,y,z). 
§ 3.5. ADDITIONAL TRIPLE GENERATING FUNCTIONS : The 
generating function ( l-2xr + r^-2ys + s^-2zt + t^)'"• used to define a 
polynomial C^^j (x,y,z) in three variables x, y and z analogous to Gegenbaur 
polynomials CI (x) in a single variable x can be expanded in powers of r, s and t 
in new ways, thus yielding additional results. For instance 
CO 00 CO 
Z I Z c : , ^ , ( x , y , z ) r " s 4 ^ = ( l - 2 x r + r^-2ys + s^-2zt + t^)-^ 
11=0 k=0 1=0 
= [ ( l -xr -ys -z t )^ - r ' (x^ - l ) - s ^ ( y ' - l ) - t ' ( z ^ - l ) -2xyrs-2xzrt -2yzst ] 
= (1 - xr - ys - zt) -2v r^(x^- l ) s" ' (y ' - i ) t^ (z^- l ) ( 1 - x r - y s - z t ) ( 1 - x r - y s - z t ) ( 1 - x r - y s - z t ) 
2xyrs 2xzrt 2yzst 
(1-xr-ys-zt)" (1-xr-ys-zt) (1-xr-ys-zt) ' 
In ^ •> 
X) « DO :'^ J^ £ 
m=0 p=0 q=nu=0 i =1) H HI 
(V) r-'"(x' - l )" 's '"(y ' - l ) " t ^ " ( z ' - l ) " 
m! p! q! u! v! \v! 
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(2xyrs)" (2xzrt)' (2yzst)" 
CI _ x i - _ y c _ y i \ 2 n i + 2 p + 2q + 2u + 2v+2w + 2\ 
c o c o C O C O c« o o o o c o c o IZZEZIIIZ 
n=0 k=0 j=0 in=0 p=0 q=fl u=0 v=0 w=fl 
( V )„..p.q.u.w» (2v + 2in + 2p + 2q + 2u + 2v + 2w)„ ,^^ ^ 
n! k!j! m! p! q! u! v! w! 
•^  u + v+w n + u + v k + u + w j + v+w n + 2m + u + \ k + 2p + u + H J. j+2(| + v + w -- 2 l \ " ' / ' \ ; ^ I ' ^ I ' / ' ^ ^ 1 ^'^ 
I V 7m + (>+q+u + \+v* V Mi+-k + j + 2m + 2(>+2q+2u + 2v^2>» 
n,k,j,m,p,c,«,v,w,=o n! k!j! m! p! q! u! v! w!( 2v )j„^ 2p^ 2q.2u.2>. 2w 
' j u + \+w n+uJ-v k+u+w j + v+w n + 2m+u + v k + 2p+u + w, j+2q + v + w / 2 __ f\"' /w7^ — i\P i-r^ _ 1'kl 
- [-1 f^l 
<o CO CO [ 2 j I 2 J \2\mm{n,k) min(H;) mm(*;) ( Jv \ r" ^^ t' 
= Z I Z I Z E I Z Z "*• 
n=o *;=0 7=0 m=0 /)=0 (y=0 i/=0 v=0 11 =0 2v + l 
m+p+q+u + * +w 
Xn-2myk-2p^ j -2q^^2 _ j ^ m ^ y 2 _ j ^ p ^ ^ 2 _ j ^ q 
22m+2p+2q.u.v+« ^j p! q! u! v! w ! ( n - u - v - 2 n i ) ! ( k - u - w - 2 p ) ! ( j - v - w - 2 q ) ! 
Equating the coefficients of r" s t-*, we obtain " c"^ f-J 
-1 ["^ l [^ 1 
L2j I 2 J L2jmin(n,k) min(n,j) niin(k,j) ( 2v \ 
c:..(w)=i! z z z z z ',':;;„ 
m=0 p=0 q=0 u=0 >=0 w=0 I H . p . q . U . V. W . 
(x- - l ) " (y ' - l ) ' ' ( z - - l )^x"^ ' ' "y ' - ' ' ' z q ^ n - 2 m k-2p j -2q 
( 2m + 2p+2q+u + \ +v, 2v + l 
/ m + p + q + u + \-^w 
(n - u - V - 2m)!(k - u - w - 2p)!(j - v - w - 2q)! 
(3.5.1) 
Let us now employ (3.5.1) to discover new triple generating functions for 
Ci;,k,j (x.y.z)- Consider, for arbitrary c, the triple sum 
\"] [M M] 
CO m « (p\ r"<i^t' U J L l J L2jmin(n,k) niin(n,j) min(k,j) f 2 v ) 
IZS^^?f^S X Z S Z I ^^  ^  t^ if:;;^ :;? (2v)„,,,j „t;, M ^^ -^ ^ «^ ' m!p!q!u!v!w 
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Xn-2„,yU-2„^j-2q^^2 - l ) " ' ( y ' - I ) " ( z ' - l ) ' ' 
f 2in+2p+2q+u + \ + H ^2v + 0 (n - u - V -2m)!(k ~u - w - 2 p ) ! ( j - v - w -2q)! 
V / n n [i+q + u + \ ^ H 
j o c o G O o o CO C O C O c o c o 
Z I I Z E Z E I I v*-/n + k+j+2m+2p+2q+2u+2v+2w 
1=0 k=0 j=Om^O p=0 q=Ou=0 v=Ow=0 " ' ^-i' ' " ' P ' fl' " ' '^ ^ ^ ' 
n-f2m+u + v k + 2p + u+WAj+2q + v+w n + \ + w k+u+w J + ^+^^/w^2 I ' i " * / - / ^ 1 \ l * / T ^ 
t ( x ^ - l ) ' " ( y ^ - l ) ^ ( z ^ - i r 
^ 2 m + 2 p + 2 q + u + \ + w f2v + l\ 
\ / m + p+q+u + v+w 
00 CO oo 00 oo CO 
m=0 |)=0 q=0 u=0 v=0 w=0 
..2 _ 1 \ " ' / ' . . , 2 _i\Pt^^ _ 1 \ q (c)2.. . , . .2,.2..2..2«(x^-i)"'(y - D - C z - 1 ) 
r2v+i^ ^ 2m+2p+2q+u+v+w 
/ m + n+q + u + \ + 
m!p!q!u!v!w! 
CO CO CO (c + 2ni + 2p + 2q + 2u + 2v + 2w)„^,,j(xr)"(ys)''(zty 
n=ok=oj=o n!k!j! 
CO oO CO CO CO ^ ^•t\"'fx,^ _ 1 ^ p / ' 1 ^ _ i A ' i / ' ^ » A ' ' / ' - ^ ^ \ w „ - » \ " 
ni=0p=0q=0 u=0 v=0 w=0 
(c)2..2p.2,.2„.2..2«(x^ -l)"'(y' -^n^ -l)"(xyr(xz)Myz) 
^2m + 2p + 2q + u + v+w ^ 2v + 0 
\ ^ J m+p+q+u+v+w 
2m + u + v 2p+u^ w >.2q+\ +w 
m!p!q!u!v!w! 
( 1 - x r - y s - z t ) -c-2m~2i)-2q-2u-2\- 2w 
( ' ) ( - — ) 
V ^ / m + p+q+u + v+H V * / m + n+q+u + v + H 
=a-.r-ys-«)-i Z E E Z I T^ f-r ^ ^ 
00 oo CTD O O CO a ; 
m.O p=fl q=0 u=ft v=« «=0 ^V 4 - j m!p!q!u! v!w! 
m + p+q + u + v-t w 
( x ^ - l ) r ^ 7 ^ ^ 2 (y^-l)s^ I" f (z'-l)t^ r 2xy 
( 1 - x r - y s - z t ) l ( l - x r - y s - z t ) J [ . (1 -xr -ys -z t ) J [ ( 1 - x r - y s - z t ) 
2xz 2\z 
( 1 - x r - y s - z t ) " I [ ( 1 - x r - y s - z t ) 
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C V«') 
= ( l - x r - y s - z t ) 'F (x ' - l ) r ' (y -i)s^ (1 -xr -ys -z t )^ (1-xr-ys-zt)^ 
(z ' - l ) t ' 2xy 2xz 2yz 
(I-xr-ys-zt) (I-xr-ys-zt)" (1-xr-ys-zt) (1-xr-ys-zt) 
7(6) 
where F'"' [u,v ,w,x,y.z] is a multiple hypergeometric function of six variables. 
We have thus discovered a family of multiple generating functions in terms of 






(X -l)r^ (y'-i)s' (z^-l)t^ 
; (1-xr-ys-zt) (1-xr-ys-zt) (I-xr-ys-zt) 
2yz 
2 ' 2 ' 2 




in which c may be any complex member. If c is unity, (3.5.2) degenerates into 
the generating relation used to define C^ '^ ^ (x,y,z) 
Let us now return to (3.5.1) and consider the triple sum 
GO 0 0 CO c:,».,(i',y.i)r"s't' 
n=0k=0j=0 (2V)„^^ , ;^ 
<K m m ll\ [2 J [2Jmm(n,M mra(n,)) min(W,j) j- 2 _ 1 \ ' " / ' y 2 — 1 ) ' ' ( 7 ^ — 1 ) ' ' 
n=o k - 0 j=0 m=0 p=0 q=0 u=0 \ = 0 « = 0 ^ 2m + 2p + 2q + u + >+» / 2v + l 
m+p+q + u + v + w 
n 2m k -2n l - 2 q „ i i k ^ j 
X y z r s I 
m!p!q!u! v!« !(n - 2m - ii - v)!(k - 2p - u - w)!(j - 2q - v - vv)! 
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= y y y y y ^ (x^ -l)"'(y' - l)"(z ' -»)''(xyrs)"(xzrt)^ 
m Op Oq 0 u-O v=0 v,-0 -^  2m + 2p + 2q + u + v + w f2v + l'] 
V I J 
V '^  ni-i-p + q + u + V+w 
(yzst)Vs" ' t '" A^^(xr)"(ys)'(zt)^ 
ni!p!q!u!v!w! ifqJif^^ n!k!j! 
3" -y XI GO CO 
^ "11 III Z 
m-op oci-ou ov 0 «=(, m !p !q !u !v :w ! 
1 
2v + l 
m+p+q+u+\+« 
.2/ . .2 , x l l ' r . 2 . 2 t . l l 
r ' ( x ' - l ) s'(y -1) t'(z -1) xyrs xzrt yzst 
= e 
xr+ys+z( 17(6) 
2v + l 
2 
•r^(x^-l) s\y^-I) t^(z^-l) xyrs xzrt yzst 
4 ' 4 ' 4 ' 2 ' 2 ' 2 
_ 
(3.5.3) 
§ 3.6. SIX VARIABLE MULTIPLE HYPERGEOMETRIC FORMS 
OF C^ j^ (x,y,z): We return once more to the original definition of C^^ ^ 
(x,y,z): 
CO CO = 0 
( l -2xr + r^-2ys+s^-2zt + t^ r=XZIC: ,^ , (x ,y ,z ) r"s ' t ^ 
n=0 k=n j -0 
(3.6.1) 
This time we note that 
(1 -2xr + r- - 2ys + s' -2zt +1')"' 
= [ ( l - r - s - t ) ' - 2 r ( x - l ) - 2 s ( y - l ) - 2 t ( z - l ) - 2 r s - 2 r t - 2 s t ] ' 
= ( l - r - s - t ) " ' ^ 2r(x-l) 2s(y-l) 2t(z-l) 2rs ( 1 - r - s - t ) ' ( 1 - r - s - t ) ' ( 1 - r - s - t ) ' ( 1 - r - s - t ) ' 
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2r t 2st 
( 1 - r - s - t ) ' ( 1 - r - s - t ) ' 
which permits us to write 
fi rt y^ 
SZZc:,..( '^y'^ )'-" '^t^ 
n=n k=0 j=0 
c o c o c o c o CO C O O O c O c O " 7 " 
Z Z Z S Z I S S Z -
n=0 k=0 j=0 m=0 p=0 q=0 u=0 \=0w=0 
^(v)n.....,.u.v.»(x-ir(y-i)''(z-ir 
n! k!j! m! p! q! u! v! w! 
/ 2 v 'J n+m + u + \ k + p + %+w J+q+v+» 
V*^ /2nn-2p + 2q + 2u + 2v+2w+n + k + j ' * •^  
V •*• ' / 2nn-2p+2q+2u+2\ + 2M 
CO OO CO n k J niin(n,k) niin(n,j) niin(k,j) 2 " ' ^ P + 1 * " * ^ * " C v ' J 
Z Z Z I Z Z Z Z Z L J - - ^ , 
n=0 k=0 j - 0 m=0 p=0 q=0 u=0 v-0 »=0 m! p! q! u! v! w 
n „ k . J ( x - l ) - ( y - l ) 7 z - i r ( l U . , . „ . , . < , r " s ^ t 
(n-m-u-v)!(k-p-u-w)!(j-q-v-w)!(2v)j„^2P.2q.2u.2v.2w 
oj s-- oo n k J min(n,k) m.n(n,j) mm(k.j) { r\ \ , fX - 1)"" CV - I V Tz - 1)** 
Z ' ^ \ ~ ' XT' V ^ V ^ 'VP V ^ \ ^ V •^'^ / n + k + j+m + p+q V-* '• I VJ '•) V^ '-I 
L^ l-il-i 2-1 l-l L-l 2-i 2-1 2"'+l'+''+u + ^ +WfnJ „ ) „ ! ,,» y t ^ 
n=0 k=0 j=0 m=0 p-0 q=0 u=0 \=0 «=0 ^ ' " • V' 4 * " • * • " 
r^'t^ 
2v + l ( n - m - u - v ) ! ( k - p - u - v v ) ! ( j - q - v - w ) -xvV 
/ m^p+q+u^\+w 
w TO CO n k J mii)(n,k) min(ji,j) nim(k,j) ( 2v ^ . H + H + k + J ) 
Z ' ^ X" ' V"" Y" ' \ ^ X" ' V ^ V"' V •^'^ / n + k + j V^ 1 II I rv 1 J / , „+p+q 
2-1 2-12-1 2-1 ZJ 2-1 2-1 2-1 n ' k ' i ' m ' n ' n ' n ' v ' w ' 
n=0 k=0 j=0 111=0 p=0 q=0 u=ll >-(! «='! H . K . J . H I . p . q . U . V. >V , 
11 „ " o I- «^  J (-n) (-k) (-i) ( l - , \ ) ' " ( l -v)"( l -z )" r"s^ t 
^ m-t-1) + q + u ^ \ t w 2v + l 
-"^  m -t p ' q ^ 11 t \ M\ 
lierelbre, we obtain 
^Ix, (> ,^y,z) 
n!k!j! 
Mf') 
- n ; - k ; - j , 2 v + n + k + j ,— 
2 
1-x 1-y 1-z 1 1 1 
2 ' 2 ' 2 ' 2 
(3.6.2) 
wi+k+) Since C„\,^  (-x, -y,-z) =(-1)""'"' C ,^^  (x. y, z), it follows from (3.6.2) that also 
C„,^, (x,y,z) = - — X 
nik.'j! 
H6) 
n ; - k ; - j ; 2 v + n + k + j : 1 + x 1 + y 1 + z 1 1 1 
2 2 2 2 2 2 
Next, consider (3.2.2) again 
(3.6.3) 
" ' * • ] [ • ' 
2jL2jL:J(_l)-.-«(v)„_,,^,„,_„_^(2x)"-^-(2y)^-^''(2z)^-^'' 
CILI (x,y,z)=> > > 
"•'•^' ^ „ ; ^ ^ ni!p!q!(n-2m)!(k-2p)!a-2q)! 
We may write it as 
c:. , (x,y,z) - 2"^^^^(v)„.,.,x"y^z 
n Iv J 
n!k!j 
L 2 J L 2 - ) i^^ 
2 •" 2 
m=a p-0 q=0 (1 -v -n k-j)„,,„ nn (n q l i t 2ni 2p _ 2q mlp'q'x y 'z ^ 






n n 1 k, k I I I 1 
- , - - + - ; — • - - + - , - i ' - ^ + - ; I , , 
2 2 2 2 2 2 2 2 2 - - - l , _ 
2 2 2 
X ^ 7 
1 - V - n k - J 
(3.6.4) 
§ 3.7. A SPECIAL PROPERTY OF c:,,^ (x,y,z): We now turn to the 
original definition of C^. (x,y,z) and for convenience 
use p = (l-2xr + r -2ys + s -2zt + t - ) \ We know that 
OD CO 00 
EEEc:;^/^'y'^) = p' (3.7.1) 
n=0 k=0 j=0 
In (3.7.1), we replace X by -y by^ ^ , z by , rby - , sby - and t by 
P P p p p 
w to get 
oO c c CO 
Z J Z ^ Z J n,k,j( ' 
n=0k=0j=0 P P P 
X r y S Z t _„.(; n. k J 
- , )p u^ V w ' 
2(x-r)u u^  2(y-s)v v' 2(z-t)w w' 
P P P ' P P" P ' 
= p [p ^- 2(x - r)u + u' - 2(y - s)v + v' - 2(z - t)w + w' J 
We may now write 
CO CO GO 
n=0 k=0 j=0 
c;..,(^,^.^)P"---v^v. 
P ' P ' P 
= [l-2xr + r^  -2ys + s' -2zt+ t" --2xu + 2ru + u^  -2yv + 2sv +v^ -2zw + 2tw +w^J ' 
= [l - 2x(r + u) + (r + u)~ - 2y(s + v) + (s + v)' - 2z(t + w) + (t + w)' J ' 
which by (3.7.1) yields 
oO CO 0 0 
n=n k=o j-n 
X r y s ^ J^p-n-M-.^n^..^^, 
p ' p ' p 
ZZZc:,M('-+»)"(^+v)'-(t+wv 
n=0 k'O j -0 
CO OO CO 
hh>hh>t:th m!p!q!(n-m)!(k-p)!(j-q)! 
^ - - " ^ i (n + ni)!(k + p)!(j + q)!C:,,^,^^^^^Jx,y,z)r-s"fu"v^w^ 
n=0 k=0 j=0 m=Op=0 q~0 III. p . 4 . II . K. J . 
11 k 1 Equating the coefficients of u" v w in the above, we find that 
-n-k J Ipv ,'^ 1^  y ^ ^ N^ 
V *^n,k,jV ' 1 I 
P P P 
- - - (n + in)!(k + p)!0- + q)!C:,,^ ,,^ ,^ ,^ (x,y,z)r'"s''t^  
n=0 k=0 j=0 m!p!q!n!k!j! (3.7.2) 
2->> in which p = ( l-2xr + r -2ys + s -2zt + t ) 
§3 .8 . MORE GENERATING FUNCTION: As an example of the use 
of (3.7.2), we shall apply (3.7.2) to the generating relation 
^xr + \s+zt ¥7(6) r-(x'-I) s^(y^-I) t^(z^-l) 
2v+l 
2 
xyrs xzrt yzst 
- - - C„V^(x,y,z)r"s^t^ 
n-Ok-O J-O I ^^ I 
(3.8.1) 
\ - r , y - s , z -1 , - ru , - sv 
In (3 8.1). we replace \ by , y ny - — , z by . r b\ , s b> 
() P P P P 
- tw 
and t by and each member by 
P 
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p '•wherep = ( l - 2 x r + r" -2ys + s^  -2zt + t ^ ) ' , we obtain 
p exp ru(x - r) + sv(y - s) + t\v(z -1) 
r(6) -—'r-u-(x^ -1 +2ys-s^ +2zf - t^ ) 
: - ; 4p^ 
s^v^(y^- l + 2x r - r ^ + 2 z t - t ^ ) t^v^(z- - l + 2ys-s^ + 2 z t - t ^ ) 
4p 4p 
uvrs(x - r)(y - s) uwrt(x - r)(z -1) vwst(y - s)(z -1) 
2p 2p 2p 
III " ' ' ' CO CO 00 
iyyJ 
n=0 k=0 j=0 ( 2 v ) „ , , , j 
y y y y y y ( - l ) Hn + ni)!(k + p)!a + q)r"^"'u"s''"''v''t^"''wY' 
n-Ok-O j=0 m=0p=0q=0 O . K . J . m . p . 4 . (^  Z, V ^ ^ ^ p ^ ^ 
; ^ ;^ t^^o ;^^(n-n i ) ! (k -p) !a -q) !m!p!q! (2vUp, , n,k. ix,y,z) 
CO CO c c » ^ i ( - i r"-n!k!j!u-vVr"sH^C;^/x,y,z) 
hhroh>hh in!p!q!(n-in)!(k-p)!(j-q)!(2v)^^p^^ 
^ ^ ^ ^ ^ ^ ( - n L ( - k ) „ ( - j ) ^ C : , / x , y , z ) u ' " v " w V " s ' ' t ^ 
n-Ok-O j -0 m~0i)=0q-0 m!p!q!(2v)^,„,q 
30 X! ao 
n=0 k-0 j=0 
n,- -k , -J, 
"c'^^-J 
"'^'W C;,^j(x,y,z)r"s t 
where F^  ' [u,v,w] is a triple iiypergeometric function. This gives a bilinear 
triple generating function. 
The results of this chapter are accepted for publication in [ 113] 
lOS 
CHAPTER 
A STUDY ON A CALCULUS FOR THE T ,^ x, y, z 
OPERATOR 
mmmmmmimsmm0:mm^ummm^mmmmrfmmiis^^»g»m/fs!¥»s'*immmm!mmMf»mmmmmmim 
ABSTRACT: The present chapter deals with the calculus of Tk_x,y,z -
operator. The operator is a three variable analogue of the operator given earlier 
by W.A. Al- Salam [2] and H.B. Mittal [129]. The operator is useful for finding 
operational representations and generating functions of polynomials of three 
variables. 
4.L INTRODUCTION: In 1964, W.A. Al- Salam [2] defined and studied 
the properties and applications of the operator 
e = x(l + x D ) . D s — (4.1.1) 
dx 
He used this operator very elegantly to derive and generalize some 
known formulae involving some of the classical orthogonal polynomials. He 
also gave a member of new results and obtained operational representations of 
the Laguerre, Jacobi, Legendre and other polynomials. 
In 1971, H.B. Mittal [129] generalized the operator 0 by means of the 
relation 
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T, =x(k + xD),D = ^ (4.1.2) 
dx 
where k is a constant. He used this operator to obtain results for generalized 
Laguerre, Jacobi and other polynomials. 
In 1992, M.A. Khan [41], introduced q-extension of the operator (4.1.2) 
by means of the following relation : 
TM,X. -x( l -q){[k] + q^xD^,} (4.1.3) 
where k is a constant, j q | <l,[k] is a q-number and Dq x is a q-derivative with 
respect to x. Here the q-member [a] and the q-derivative Dq, ^ are defined as 
[0] = ,^—^,0<q<l 
1-q 
and D,/(x) = % i 4 ^ 
•^ '"^ '" ( l - q )x 
Letting q-^ 1, (4.1.3) reduces to (4.1.2). 
The paper [41] is a study of a calculus for the T^  q, x - operator. Later, in 
a series of papers M.A. Khan [47, 51, 61] used this operator to obtain 
operational generating formulae for q-Laguerre, q-Bessel, q-Jacobi and other q-
polynomials. In particular, various generating functions and recurrence 
relations were obtained for q-Laguerre poi\nomials. 
Quite recently in 2004, M.A. Khan and M.P. Singh [111] defined a two 
variable analogue of the operator (4.1.2) by means of the following relation : 
T ,xv -xy [ k + x | - + y - f} (4.1.4) 
r*x ay 
and studied its calculus. 
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The present chapter deals with the calculus of the three variable 
analogues of the operators (4.1.1) and (4.1.2). The aim is to use these operators 
and the results of this chapter to obtain various operational representations, 
generating functions and recurrence relations of the three variable polynomials. 
4.2. THE T,^^^- OPERATOR AND ITS PROPERTIES: We define the 
k^ \ y z • operator by means of the following relation : 
Tkxyz =xyz{k + x—- + y - - + z—} (4.2.1) 
ox oy oz 
which is a three variable analogue of (4.1.2). For k = 1, (4.2.1) reduces to 
^ ^ r^ 
T,.vz-xyz{l + x — + y — + z - } (4.2.2) 
ox oy oz 
which is a three variable analogue of (4.1.1). It is easy to verify that 
T " Iv""'^'^ i/P'*'^ -7^^ ' I — Qfi^ '^ '^CC + p + Y + r + a + l (x+r+n P+s+n y+t+n 
v\,y,z \^ y ^ i - ^ \ T ^ n ^ y 2, 
(4.2.3) 
where r,s and t are integers, n a positive integer and cc, P, and y are arbitrary. 
It can easily be seen by induction 
T;V^,, ^ x " y " z " n (6 ,+5 .+53+k + 3j) (4.2.4) 
J=0 
where 5, = x — ,5T = y — .63 = z^;^ 
dx ~ dy oz 
Let F (x) be a function, which has a Taylor's series expansion, then we have 
the formal shift rules: 
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F ( T K . , J { x " y V f (x,y,z)} 
.a„P^y x^y^z^ F [ T , , , , + ( a + p + Y)x>z] f(x,y,z) 
(4 2 5) 
F (T , , , J (exp[g(x) +h (y) + p (z)] r(x,y,z)} 
exp[g(x) +h (y) + p (Z) ]F[T, , , ,+x 'yzg ' (x ) + xy'zh'(y) + xyz'p'(/^)] f(x.y,z) 
(4.2.6) 
It may be noted that (4.2.4) can also be written as 
F(T, . , J { x " y V f (x,y,z)} = x « y V F r T „ „ . , ^ _ J f (x,y,z) 
(4.2.7) 
The analogues of Leibnitz formula for the operator T,^ . ^ z "^"e as follows k \ y z 
TLx.y,z{x'^u(x,y,z)v(x,y.z) 
/ n ^ 
^ ' Z r {T.":>z v(x,y,z)}{T\^^ u (x y,z)} 
r = O V 
(4.2.8) 
T"xvz{y^u(x,y,z)v(x,y,z)} 




{ T : : ^ , v(x,y.z)} {r^^ u(x,y,z)} (4.2.10) 
T: . ,z{x\v^u(x,y ,z)N(x,} ,2) 
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r=oV y 
nr' V (x.y,z)} {r; u (x,y,z)} (4211) 
T ; , , , { X ' Z ' u(x,y,z) v(x.y.z)} 
r=0V J 
( T : " v(x,y,z)}{T;^^, u (x,y,z)} 
T o \ > z ( y ' z ' " ( ' ^ ' y ' 2 ) v (x , y , z ) } 
^ y ^ z ^ Z f r V r i z ^ ( x . y , z ) } [ T ; ^ ^ u ( x , y , z ) } 
=ov y 
T,%y,{x'y' z 'u(x,y,z) v(x,y,z)} 
(4.2.12) 
(4.2.13) 
Tox, ,z(x 'y 'z 'u(x,y,z) v(x,y,z)} 
^ x ^ ^ z ^ S f ^ k r - . V (x,y,z)} { r _ u (x,y,z)} (4.2.14) 
x^y^z^i; r F r . w v ( x , y , z ) } [ r ^ ^ ^ u (x,y,z)} 
r = 0 ' 
Here (4.2.15) can also be written as 
T",,z(x'^y'^ z''u(x.>.z) v(x.y,z)} 
- x ^ y ^ z ^ S f r V r U z V (x.y,z)} {Ti^^ u (x,y,z)j 
r=OV / 
T" {xS^ z^u(x.>.z) v(x,y,z)} 




{ T r . w v ( x , y , z ) } | r . U , , u(x,y,z)} (4.2.1?: 
Further, we have 
17 i \"y'V'u(\ .N./ ) \ ( \ . } - z ) ; 
' k X V Z I J ^ k X y z 
r=ov y 
Here (4.2.18) can also be written as 
T^\y, {x'^y''z^u(x,y,7) v(x,y,z)} 
= x « y V x f ; k - , , , , V (x,y,z)} { T ; . . . , . U (x,y,z)} (4.2.19) 
r=0V J 
T,\y ,{x"y^^u(x,y ,z) v(x,y,z)} 
r=OV / 
T:,x,y,z{x"y^z'u(x,y,z) v(x,y,z)} 
= x " y ^ z ^ X f r k " ; U . . > . ^ (^'>''^)^ ^^o.y. u (x,y,z)} (4.2.21) 
r=0 V y 
From (4.2.8 - 21), we also have 
exp((oT,,yJ{x^u(x,y,z) v(x,y,z)} 
= x ' e x p { o T , ,^ Jv(x, y,z)exp(QT, _ J u ( x . y , z ) 
exp((DT,,^_J{y'u(x,y.z) v(x,y,z)} 










exp(coT,,,^ J{x ' z ' u (x .y , / ) \ (x.y,z) 
= x'^ z'^ exp(coT,^,y Jv(x,y,z)exp(o)T,^,, J u(x,y,z) (4.2.26) 
exp(a)T„^y J{y'^z'^u(x,y,z) v(x,y,z)} 
= y'z^ exp(coi; , ^ Jv(x,y,z)exp(o3T,,,, J u (x,y,z) (4.2.27) 
e>^p(f^T^,,x,y,7.){> '^y'z'u(x,y,z) v(x,y.z)} 
= x'y'z'exp((oT,,yJv(x,y,z)exp(coT,,yJ u(x,y,z) (4.2.28) 
exp(coT^,y Jlx^y'^z^ u(x,y,z) v(x.y.z)} 
^xV^z" exp(coT2^^, Jv(x,y.z)exp(coT,^,, Ju(x ,y ,z ) (4.2.29) 
Here (4.2.29) can also be written as 
exp((oTk^y Jlx'^y^z^ u(x,y,z) v(x,y.z)} 
= x^y^z^ exp(coT3;^,yJv(x.y,z)exp(oT^,,,) u(x,y,z) (4.2.30) 
exp(©T;^ ^y JlxS'^z'^ u(x,y,z) v(x.\,z)] 
-x'^y^z^ exp((DT4^,, Jv(x,y,z)exp(coT„,, J u(x,y,z) (4.2.31) 
Further, we have 
exp((oT^^^J{x''y'^z' u(x,y,z) v(x,y.z)} 
^x^yf^z^ exp(coT^,, Jv(x,y,z)exp((dT„,p,^,^ Ju(x ,y ,z ) (4.2.32) 
Here (4.2.32) can also be written as 
exp((oT;^ ^y J{x"y^z' u(x,y,z) v(x.y.z)j 
= x"yPz' exp((oT,,,,,Jv(x,y,z)expfcoT,,.,,,Ju(x,y,z) (4.2.33) 
exp(o3T,,, J(x">^z ' u(x,v,/) ^ ( \ . ^ , / ) | 
= x"y"z^ exp(coT,.„^i,,,jN(x,y,/)cxp(o)[;,, Ju(x ,y ,z ) (4.2,34) 
e>^p(wT,,, Jlx^y'^z'^ u(x,y,z) v(x,y,z)} 
= x"yPz^ exp(caT^^„,p,^,yJv(x,y,z)exp(coT„,yJu(x,y,z) (4.2.35) 
From (4.2.3), we have 
exp((t/3)T3,,^){x^"y^Pz^"} = x'"y'"z'^ 
(1 - xyzt) k^a+p+y (4.2.36) 
and hence, the genera! formula 
exp(-tT3,,,J{x^"y^'^z^^f(x\y\z^)} 
x^"y^V^ ^^ X 
(1-xyzt)^^"^^^^ 1-xyzt' 1-xyzt' 1-xyzt ) (4.2.37) 
It is easy to verify that 
00 j . n 
ET^T3l,,^,Jx^«-"y^P-"z^^-"f(x\y\z^)} 
n=o -> n. 
_ .,^3a 3p 3 y / ] . <.\k+a+(3+^-l f ^ 3 
= x^"y'V^(l + iY^--^-^'^ f(x^(I + t),y'(l + t),z'(l +1)} (4.2.38) 
T" F 
3k,X y,Zf-^ s 
a , , a , . 
t b , , b ; , - b . 




exp t T. k x,y z 
J 
rFs 
a, a, — a, \\z 
b, b". - ~ - b . 
(1-xyzt)-^  ,FJ a, a, - — a, b, b , b . xyz (1-xyzt) (4.2.40) 
j n p('>) r (a ( ' ) -T) ( b l (h> (b ) (L) ( O (L ) 3 ^ 3 -, 
( e ) ( .1 I ) (u ) (ii) ( l i ) (I ) ^ ' / ' ^ J 
, n , , . n n n ..0) , (a ) ,kHn (b) (b') , (b") (c) , (c') , (c") , 1 3 3 
i W n ^ y z 1- 1 ^^^^^ („^ (g'),(g") (h) , (h') , (h"), " '> '^'-
(4.2.41) 
where a general triple hypergeometric series F'^' [x,y,z] is defined as [153] ; 
F<^* [ v V -7I = P*^'r (^' e^' <''') C'") e '^ ('='> ''^ "' V V 7 1 
' L ' ^ i J ^ ^ J - l I (e) (g) (g') (g") (h) (h') (h") '^ W ' • ^ J 
CO 00 M Y "^ V " ' 7 ' ' 
= Z S S ^ oi^ '"'P) - - 7 ^ - 7 ' 
m=o n=o p:^  m! m! p! 
where for convenience 
n(a,),„.n.p n(b,)„.n n(b',).,.p fii^u. 
A / % j= i 1=1 1=' F ' 
A (m,n,p) = -!g ^^  ^. ^ ^ -
l i v ^ l A n + n + p | j [ v § i / n i - n l l v § | / n + p I j v g i J p + m 
J=l J=l 1=1 1=1 
FKs). nc^;). n«)p 
J i ^^ ^ (4.2.42) 
YK^x n(h;)nn(h;). 
J=l J=l F l 
where (a) abbreviates the an-ay of A parameters ai, ai , aA , with similar 
interpretations for ( b), ( b'). ( b" ) et cetera. 
p x n f i t T ^ F^^'r <''* (b).{b').(b") (c), (c') , (c"), 3 3 1 1 
^ ^P ^ •• ^3k,x,>,zJ ^ L (e) (g) (g') (g") (h) ,0i') ,(h"), '^ ^y -^ J 
- r t v w f V ^ - P ^ ^ ^ r <a) ( b ) , ( b ' ) (b") (c) (C) . (c") X ' y ^ 1 
- V i - A y z . L ; r [ ^^ ^ (g) , (a') . (a") (b) , (IV) , (h"), , ' , . • , J 
1 - xyzt 1 - xyzt 1 - xyzt 
(4.2.43) 
Also, we have 
r ^ ! ' ^ 2 ' ' ^ r ^ j t T.^^^^y^^ i 3a 3p 3Y , 
r^s L h. h , h, : J ,x V z / b,,b-,, , bs ; 
3a 3|3 3y ^ , a | , a „ - ^ - , a,-, kfo.+P+y : x>7i 
14 
rFs [ 
a, ,a2 , -
b, ,b2,-
a,- ; ~ t T 
- , bs ; 
3 ' '3k.,\.y,z I , 3a 3p 3y -x-^-v-' J ^x y z e -v- ' -z-
X 3a,,3P^3y 
CO 00 CO / x , ^ ^ r / T ; ^ \ ^ / -7-^ \ f 
y"^"! E Z 
r=o s=o j=o 
(-xO^J-yOM-zO' 
r! s! i! 
a,,32, , a^ , k-^a+p+Y + r+s+j 
r+i^s [ b,,b2, , bs 
3 3 
-5 J J ,1 
X y z t] (4.2.45) 
If is the inverse of the operator Ti^^^zthen 
T, l^ .'^ ,y,z 
3k,x.>,z 
X-3ay-3P2-3,i_ (-1)" 
3"(l + a + p + Y-k) , 
^_3a-ny-3p-n2-3y-n (4 .2 .46) 
T. 
- {(k - 3) log X log y log z + log x log y + log x log z + log y log z} 
3k,\.>,z 
= .log X. Jogy Jogz 
X y z 
(4.2.47) 
Again, let S, „ „ ,„ = uvw(l + u — + v— + w — ) and 
*—' 1,U,V,\V ^ '-V o ' ^ • ^ 
T,.,..y.^  = xyz(k +x~- + y~- + z--), then 
ay ay dz 
^31,u v,w 
T 
y 3k,x,y,z J 
x'"y'Pz'^ J 
(-l)"(l-;-5 + ;i + M)n u-''"^ v''^ "^ w'^^" 
(l + a + p + y-k)„ x'"""y ' z 3a + n ,3p+n 3|'+n 
(a + p + y 9 t k - l , k - 2 , ) 
(4.2.48) 
and hence, we have 
rFs [ a , , 3 2 , b,, b,. 
a,, S3,uv^^ r } ^ _ l ^ ^ l 
T 3k X y z 
r+i^ST-l L b, b . -b, l-a-^-P-'-k 
t U V \V 
X >' Z 
(4.2.49) 
In particular, we have 
„_p_y_l+K . 3g 3, 3,. 
1-t 
31 u V w 
T 3k,x,y,z j 
U V W 1 + t u vw 




^ ' ' ^U^S^V^^ 
T 3k,x,y,z y 
^3ay3P^3y ^3a^ ,3P^3, 2 1 
C,l+5+A+n, 
1+a+p+y-k 
t U V W 
x y z 
Also, we have 
(4.2.51) 
exp 
\J>^3k \ y,z J 
[x-'^y-''z'' 
,a+p+Y-k ^ 2 V Z I •'a-P+ p y-k 
VA/XT^J 
(4.2.52) 




A STUDY OF n-VARIABLE ANALOGUES OF 
CERTAIN FRACTIONAL INTEGRAL OPERATORS I 
ABSTRACT : The chapter deals with n-variable analogues of certain 
fractional integral operators introduced by M. Saigo. Besides giving n-
variable analogues of earlier known fractional integral operators of one 
variable as special cases of newly defined operators, the chapter establishes 
certain results in the form of theorems including integration by parts. 
5.L INTRODUCTION : The fractional calculus has been investigated 
by many mathematicians [145]. In their works the Riemann - Liouville 
operator (R - L) defined by 
RlJ = -^]{x-tr f(t)dt (5.1.1) 
was the most central, while Erdelyi and Kober defined their operator (E -
K) in connecfion with the Hankel transform [121] as 
i « ' : f = ^ | ( x - t r ' t M t t ) d t (5.1.2) 
Weyl and another frdclyi - Kobcr fractional operators are defined as 
follows: 
w, "»f = f/^](t-xrf(t)dt (5.1.3) 
and 
x'l K ^ ^ f ^ - ^ j (t-xr ' t- '^-^ Kt)dt (5.1.4) 
respectively. 
In 1978, M. Saigo [148] defined a certain integral operator involving 
the Gauss hypergeometric function as follows: 
Let a > P and r| be real numbers. The fractional integral 
operatorlgf'^, which acts on certain functions f(x) on the interval (o, co) is 
defined by 
C ^ f = ^ j ( x - t r ' F f a + p , -T i ; a ; l - - l f ( t )d t (5.1.5) 
where F is the gamma function, F denotes the Gauss hypergeometric series 
,F , (a ,b ;c ;z)= | ; ^^^f^ z'\\z\<\ (5.1.6) 
and its analytic continuation into I arg (l - z) { < TI, and (a),, = ^ ^ . 
r(a) 
Such an integral was first treated by Love [124] as an integral 
equation. However, if one regards the integral as an operator with a slight 
change, it will contain as special cases both R - L and E - K owing co 
reduction formulas for the Gauss function by restricting the parameters. The 
more interesting fact is iha( for (his operator two kinds of product rules may 
be made up by virtue of F.rdclyi's formulas 111], which were first proved by 
using the method of fractional integration by parts in the R - L sense. From 
the rules, of course, the ones for R - L and E - K are deduced. Moreover 
this operator is representable by products of R - L's, from which it is 
possible to obtain the. integrability and estimations of Hardy - Littlewood 
type [26]. Saigo [148] also defined an integral operator on the interval (x. 
oo) as an extension of operators of Weyl and another Erdelyi - Kober 
operators as follows: 
Under the same assumptions in defining (5.1.5), the integral operator 
J^ !J-^  is defined by 
, 0 0 / \ 
J"!l-'^ f = ^ j ( t - x r ' r - P F a + p , - t i ; a ; l - - f(t)dt (5.1.7) 
Later on in 1988, Saigo and Raina [150] obtained the generalized 
fracfional integrals and derivafives introduced by Saigo [148], [149] of the 
system S"(x), where the general system of polynomials 
r=o r! 
were defined by Srivastava [160], where q > 0 and n > 0 are integers, and 
An, r are arbitrary sequence of real of complex numbers. 
5.2. n-VARIABLE ANALOGUES OF OPERATORS (5.1.5) 
AND (5.1.7): We define the n-variable analogues of Saigo's operators 
(5.1.5) and (5.1.7) as follows: 
I. Let ci > 0, C2 > 0, , c„ > 0, a, b,, b2, , b„ be real numbers. 
An n-variable analogue of fractional integral operator lof'^  due to M. Saigo 
is defined as 
, a ,b | ,b , ,b„,C|,C2, ,c„ c( . , \ 
iVlAi .Ox, . ,0,x„ l V A p ^ 2 ' ' ' ^ n / 
xr-'x;^ x'^ '' '^  F ( T O ^ 1 1 H-"'^ '(--)^^-' (^•-••^ 
xFr a ,b , ,b2 , . • ' ^ n 
^\^^2' ^ n -
f(ui,U2, ,ujdu,du2 du„ 
where F["' is a Lauriceila function of n - variables defined by 
M a ^ b p b j , , b ^ ; x , , X 2 , ,X|^ 
OD CO CO 
= E Z I 





(i) For a = b | = b2 = = bn = 0, ci = a i , C2 = a2, , Cn = a,,, (5.2.1) 
reduces to 
rO.OO, 0.a, .a , . u„ ^Yv v Y "i 
lo.x,,O.N: Ox„ H X , , X 2 , , X „ ; 
r(a,)r(, a 2/ M^n / 0 0 0 
f(u,,U2, ,u„)dL:|du2 du,, (5.2.2) 
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Here (5.2.2) may be taken as an n ~ variable analogue of Riemann -
Liouville fractional integral operator Ro.x-
(ii) For a = ci = ai. bi= -r|, hi = bi . = b„ = 0, C2 = a2, , c„ = r/n. 
(5.2.1) becomes 
Ta,,-ri,0,0, ,0,a, ,a. ,a„ r( \ 
1^0,x,,0,X2. -O.Xn H ^ l ' - ^ 2 ' ^nJ 
~ 1 ^ 0 x , Ox, Ox„ H ^ l ' ' ^ 2 ' ' ^ p / 
r{a,)r(aj. r{aj^^ «•' 0 
u ' f(u,,U2, ,ujdu,du2 du„ (5.2.3) 
(iii) Fora = Ci =a i , bi=b3 = b4 = = bn = 0, b2 =-T], C2 = a2, ,Cn = an, 
(5.2.1) gives 
ya.O.-ii.O.O, ,0.a, a , , u„ r( \ 
1^0,x, ,0xj , ,0,x„ 1 V A , . A . , , A „ ; 
_ \ , p a , . a , , ,a„ -i c( \ 
~ l ' ^ 0 \ , , 0 . x , . Ox, M ^ l ' - ^ I ^nJ 
- a , - a , - ! ] - a , , - ( i , \ , ^: ^j, 
r(cc,jr(aj r(aj i i ,f 
U2' f(u,,U2 ,u,jdu,du-, du„ (5.2.4) 
(iv) For a = c = ai, bi= bi = = b„ i = 0, bn = -r|, C2 = a^, C3 = a3, , 
On ~a„, (5.2.1) yields 
Tft.O.O. ,0,-ri,a,,a2, .a„ r( \ 
l ' 0 \ | , 0 . X 2 , 0,x„ I V ^ I ' ^ 2 ' ' • ' ^ n / 
1^0,X|,0,X2. ,0,\„ H ^ l ' ^ 2 ' -^nJ 
X, ' X - « l - i , " * ^ ! ' " ' ! ^1 ^2 
h^M^S^/ / /(-"'^'(---)-' (^-"•.)-v; 
f(u|,U2, ,ujdu,du, du. (5.2.5) 
Here (5.2.3), (5.2.4) and (5.2.5) may be regarded as n - variable 
analogue of Erdelyi - Kober fractional integral operator. 
Under the same conditions of (5.2.1), an n - variable analogue of 
J"t"'^  is as defined below: 
Ta,b | ,b2 , ,b„,C|,C2 .c 
1 \ | . t » . X , , » , .^„.=^ " f(Xl'X2 , x j 
X 3D CO 
- , , , ; ^ - f f f (U , -X , )^ '" ' (U2-X2^- ' (u - X f-
r(c,)r(c,). r ( c j J I n i -^  v 2 2; v „ „; 
•^  A 
X, . X-
a,b,,b2, ,b„;l ,1 
u, u. 
^1 ' ^ ^ 2 ' ^n^ 
ur'u;' u;' M " 2 
f(u|,U2, ,ujdu,du3 du„ (5.2.6) 
SPECIAL CASES: 
(i) For a = hi = bj = = b,, = 0, C| = ai, C2 = a?, , c„ = ttp, (5.2.6) 
reduces to 
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TO,0 ,0 , ,0,a,,a2, ,a„ c( ) = T «i "2- •«„ fCv v y ^ 
JD y^ y 
r(a,}r(aj. r(aj^-| 4 
f(u,,U2, ,ujdu,du2 du„ (5.2,7) 
We may consider (5.2.7) as an n - variable analogue of Weyl 
fractional integral operator L" „. 
(ii) Fora = Ci =ai,bi=-r) ,b2 = b3 = b^ = 0, C2 = a2, , c^  = a,„ 
(5.2.6) reduces to 
Ta|,-n,0,0, ,0,a,,a2, ,a„ ffy y ^ ] 
!''x,,ao,X2,oo, .x„,oo H ' ^ l . ' * ^ ^ ' ' ^ n / 
= X, r r a i . a j , ,a„,ii f(y y y ) 
I "^X|.oo.x2,<» ,x„,«! H ' ^ l ' ' ^ 2 ' ' - ^ n / 
]-l CO CO CO 
ur"'"'^  u^"' u;«' f(u,.u., ,ujdu,du2 du, (5.2.8) 
(iii) For a = C] = ai. bi= b3 = = bn = 0, b2 = -r\, C2 = a2, , Cn = 
ttn, (5.2.6) becomes 
Ta,0,-Ti,0,0, 0 0 , 0 2 , ,«„ r( \ 
l-'v^Mx-, (» \„ 00 ' V ' ^ l - ' ^ 2 ' • ' ^ i J 
\ 2 i ^ t t | , a 2 , .n„-il f / y Y Y ) 
1 '^\,,oo,x,,oo, ,x„,^ l ^ X p X j , , X „ ; 
on y JO 
n a i M a 2 ) H a n ) ' . 
up ' u;"'"^ u,"' u,,"' r{u,,u, ,ujdu,du2 du„ (5.2.9) 
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(iv) For a = ci = a,, bi= 62 = b„_i = 0, b,, = -i] , c, = aa, , c„ = 
ttn, (5.2.6) gives 
,J a,0,0, 0,-1] a, ,a2 1 X | , a > , X 7 » . ^ n ^ •"" f(x„x, x j 
f(>^pX2' '>^„) 
r(a,)r(. 
ur' ur' ,u;!;u-"'^'^f(u,,u„ ,ujdu,du, du, (5.2.10) 
We may consider (5,2.8), (5.2.9) and (5.2.10) as n - variable 
analogue of Erdeiyi - Kober fractional integral operator K n,a 
II. Let c > o, ai. ai , an, bi. hj , b,, be real numbers. Then a 
second n - variable analogue of l^f'^ is as follows: a,(3,11 , 
r a i . a j , ,a„,b,,b2 ,b„,c 
2 ^ 0 , \ | , 0 , x , , . 0 \ „ f(x,,X2, ,XJ 
- ^ 1 ^ 2 
y 11 - "- -
!r{c)| F ^ l 1 |(x,-u,r'(x,-u,r (x„-u„r 0 0 0 








a;,a. , ,a„,b,,b2, ,b„:x,,X2, x„ 
c; 
CO GO ^V V y (ai)r,(^2), (a„)Jb,)Jb2)„ (bj^ ^ ^ ^ 
r, =0 r, =0 r„ =0 
SPECIAL CASE: 
(i) Forai=a2 = = a„ = 0, c = a. (5.2.11) reduces to 
TO,0, ,0,b,.b,, ,b„,a n( \ 
~2^0,x. 0,x,, .0,x„ H ^ l ' ^ 2 ' ' ^ . J 
X, \2 X„ 
{r(a)r i W I |(x,-u,r(x,-u,r (x„-u„r 0 0 
f ( U p U 2 ' , " n ) d U , d U 2 d u „ (5.2.12) 
Here (5.2.12) may be regarded as an n - variable analogue of 
Riemann - Lioville fractional integral operator RQ 0,x 
(ii) For ai = c = a, 32 = 33 = - a„ = 0, b| = ~ ri, (5.2.11) becomes 
ra.O.O, .O.-'l-b^b, b„,a r(^ ^ ^ \ 
2^0.\,,0,X2. .0,x„ H ^ l ' ^ 2 ' ' ^ n j 
" 2 ^0,X|,0,x, 0\„ K> l^->^2 ^n) 
=7^1^^ l(-^.-".r(x.-.r k - . r 
U v " / / 0 0 0 
uj^  f(u,,U2 u„ )dU|du2 du„ (5.2.13) 
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(iii) Forai = a3 = = an = 0, a, = c = a, b2 = - r i , (5.2.11) gives 
yO.aOO, ,0 b, - n b j b„ a f( \ 
2^0,x,,0,X2, ,0,x„ 1 V ' ^ , . A 2 , , \ , J 
=" 2^Eox , , 0 , \ 2 , ,0,x„ H ^ l ' ^ 2 ' ^u) 
=S^]] ](x,-u,r(x,-u,)- (x„-u„r-' 
u5 f(u,,U2, ,ujdu,du, du„ (5.2.14) 
(iv) Forai = a2 = = an_i = 0, a,, = c = a, b2 = - r i , (5.2.11) becomes 
rO,0, .0,a,b,,b2, ,b„- i , - ' ia f/,, ^ ^ \ 
2^0,X|,0,x,, ,0,x„ H ' ^ l ' ' ^ 2 ' ' ^ n / 
2"Eo, 'x,,0,x,, ,0.x„ U ^ l 5 ^ 2 ' ^n) 
^1' 
^-a-r i "i ''2 
K f(u,,U2, ,u Jdu,du2 du^ (5.2.15) 
Here (5.2.13), (5.2.14) and (5.2.15) may be thought of as the second n -
variable analogues of Erdelyi - Kober fractional integral operator Eg n 
Ox 
Under the same conditions of (5.2.11), a second n - variable 
analogue of J!J'^ ''^  is as defined below: 
ra, a,, a„.b,,b2 ,b„ c r/ \ 
GO X) or T ^ U [(u,-x,r(u2-x,r (u,^ -xj-
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X F^"' a,,32, ,a„,b,,b2, ,b„: 1 - ^ . 1 - ^ , ,1 "• X, X. 
c; 
X U| ' U | •<" f(u,,U2, u„)du,du2 du„ (5.2.16) 
SPECIAL CASES: 
(i) For ai = 32 ^ = a,i - 0, c = a, (5.2.16) reduces to 
,0,0, ,0,b,,b2, b„,a fC^ „ -. \ 
= I " 
2 X|,co,X2,a>, ,X„ M f(^l'>^2' ' ^n) 
CO CC 00 
Ma)! W 1 i(u,-x,r'(u,-x,r (u.-x„r' X, X T X . 
f(u,,U2, uJdU|du2 du. (5.2.17) 
It can be considered as an n - variable analogue of Weyl fractional 
integral operator L" ^. 
(ii) For 32 = 33 = =an = 0, ai = c = a, bi =-r | , (5.2.16) becomes 
Ta.0,0. ,0,-n,bj.b,, ,b„,a f / y V v "i 
X|.CO,\2,00, ,Xn .» 
2 ' ^ \ , ' , c n , \ , , « , \„ J-. ' V ^ l ' ^ 2 ^"^n) 
n CO o^ ^ 
^ 1 ^j.f }(u,-x,r(u,-x,r (u„-x„r 
mr.', >•; .^  
U|"''"'' r(u|,u_, u„)dU|du2 du„ (5.2.18) 
(iii) Fora] ^a3 = a4 = - a„ =-0, a^  = c = a, b2 = -ri, (5.2.16) gives 
127 
TO.U.O.O. .b,,-ti,b3. .b„.a f l ' v V V "^  
2''x|,«),Xj.oo, ,x„,» H ^ A p A j , , \ , J 
2 '^X| ,co, \2 , ' -^^. • " „ . " f(Xl.X2, , x j 
x;' 
cfj cC CO 
!r(a)) ; r | j j (u|->i |) '" '(u;-X2)°' ' (u„-x„)°"' M "2 \ i 
U2""'^f(u,,U2, ,ujdu,du2 du„ (5.2.19) 
(iv) For ai = 32 = = ^ n ^  i = 0, a„ = c - a, b2 = -r), (5.2.16) yields 
TO,0, ,0.a,b,.b2 ,b„-| .-n.a f/,, Y y \ 
2-^x,,«,X2,oo, .x„,« H ^ p X ^ , , A ^ y 
2 X | , a 3 , X 2 ' ' " - •'^n " 
r(x, ,X2, ,x„ j 
GO CO CO 
^{rgriJ l("-'r'(--)"-' (--r-
u;""M(u,,U2, ,ujdu,du2 du. (5.2.20) 
Here (5.2.18), (5.2.19) and (5.2.20) may be taken as the second n 
variable analogues of Erdelyi - Kober fractional integral operator KJ)'^. 
III. Let C| > 0, C2 > 0, Cn > 0. a, b be real numbers. Then a third n 
variable analogue of IQ f'^  is as defined below: 
l^ o'xI.Oyj, -0 .^ U^l-^2' ^nj 
F<" 
U, U T 
a , b ; l - - - J - - -
X, \ , 
c ^ c , c„ ; 
u , 1 
x„ !l'(u,.U3, ,u„)du,du2 du„ 
(5.2.21) 
where 
(n) ^ 5 D •> X | •, ^ 2 ' ' ^ n 
C p C j , ^ 
• C n ; 
yj CO CO ( a ) ( 5 ) 
y y y '- '^^-^'i^^ ^'^^^ 'w n, ^ .^ r,^ r, .^„ 
= 0 r,=0 r.'r^! r„!(c,Wc.)^^ {cA 
Under the same conditions of (5.2.21), a third n - variable analogue 
of J"'^ '^  is as given below: 
CO CO 00 
w .rr rr ^ 1 1 1 (u, -x,r'-'(u, - x j - ' (u„ - x j -- I 
^1 ^ 2 ^n 
pi". 
X | . X-
a,b;l ,^1 
u, u-1 " 2 
X , 
f(u,,U2, ,ujdu,du2 du„ 
(5.2.22) 
IV. Let c > 0, a, bi, b2, , b„ be real numbers a fourth n - variable 
ra.P.il 
analogue of fractional integral operator Igf' due to M. Saigo is defined as 
T d b , b , .b„ c 
4 ^ 0 . \ , , 0 , x j , ,0,x„ H x p ^ 2 ' '^n J 
'^1 ^^2 '^n 
{r(c)}" 
I I 1 (X, - U , r ( x 2 - U 2 r ' (X, - u j ' ^ " ' 
0 0 0 
a,b,,b, b „ ; l - ^ , l - ~ ' -




7(n) s ^ b j , b j , b , , ; X | , X 2 , X | , 
c; 
CO CO O 
E I I 
r ,=0 r , = 0 • - 0 
( a ^ , . .,„(b,l,(b,), (b„\, ^  
l-'"2 ' n • V ' ' / r , + r , + +r, 
X •' \ '' X '" 
SPECIAL CASES: 
(i) For a = bi = bi ^ = bn = 0. c = a, (5.2.23) reduces to 
,0.0, ,0,0,a 
4'^0,x,,0,X2, O A , ' • V ' ^ 1 ' ' ^ 2 ^[^\. l: >^n) = 
2^0,X|,0.x, Ov„ H ^ P ^ 2 ' - ^ n / 
X| X i X„ 
( iwl/ l(^ -".r(^ -"^ »°-' -(^ .-^ r 
f{u,,U2, ujdu,du2 du„ (5.2.24) 
which is (5.2.12) i.e. an n - variable analogue of Rimann - Liouville 
fractional integral operator Rg ^. 
(ii) For a = c = a, bi =-ri. bi = bs = =bn = 0, (5.2.23) becomes 
Ta.-,1,0,0, .Oa . / \ 
-4^0,x,,O.X2, ,0 \„ n - ^ l ' ^ : ' - ^ n / 
- ''F"'^ f(x X X ) 
" " 3 ^ 0 \ | 0 \ , 0,\„ H ^ ^ l ' ^ 2 ' ^ n / 
_ A | A-, A { r ^ ^ n i(x,-u,r(x,-u,r (x„-u„r 
0 0 0 
U|'^  f(u|,U2, ,ujdu,du2 du„ (5.2.25) 
(iii) ¥ox a = c = a, b( --^  b^  ^ "' b„ = 0, b? = -y\. (5.2.23) gives 
j a ,0 , -n ,0 , ,0.a r-/ \ 
x-"xr"'x;" X-" ''• \ i \ T \ 
(r(a)}" ^ j 1 l (x , -u ,r (x , -u ,r (x„-uj" 0 0 0 
u5 f(u,,U2, uJdu,du2 du„ (5.2.26) 
(iv) For a = c = a, bi =b2 = = b,,-! = 0, b,, = -ri, (5.2.23) yields 
ra.OO ,0.-,i.a . / \ 
4^0,X|,0,X2. .Ox„ H ' ^ l ' ' ^ 2 ' ' ' ^ n / 
~ 3 ^ 0 X | , 0 x 2 . 0 \„ H " ^ l ' ^ 2 ' - ^ n / 
a - a - a -a - i i >-i x. 
X| X j X3 
{r(a)) ^ri^ ^^ l^ 1 | ( x , -u , r (x , -u , r (x.-u„r-0 0 0 
Un f(u,,U2, ,ujdu,du2 du„ (5.2.27) 
Here (5.2.25), (5.2.26) and (5.2.27) may be considered as third n -
variable analogues of Erdelyi - Kober fractional integral operator E"^'. 
It may be remarked here that (5.2.25), (5.2.26) and (5.2.27) can also 
be obtained from (5.2.3), (5.2.4) and (5.2.5) respectively by taking 
Ot] ~ 0^2 ~ ~ Ot„. 
Under the same condition of (5.2.23), a fourth n - variable analogue 
of another fractional integral operator .I"{J,'^  due to M. Saigo is defined as 
follows; 
ja b| bj b„. 
x„« ^(Xl'>^2 ^ X j 
{r(c)} ^ \ \ j (u,-> i^)' '(u.-x^r' (u , -x j ' ' 
F, (n) 
a , b | , b 2 , b , ;1 •^2 
u^ur. u ; ' f(u,,U2, i i j d u , d u 2 du,^ (5.2.28) 
SPECIAL CASES: 
(i) For a = b| =b2 = b3 ^ = b„ = 0, c = a, (5.2.28) reduces to 
0 0 ,0,a T U U ,V 
4 \ | » \2,' «, ,x„ « 
2 Xi.co,X2,'», .Xn ' " f(Xl'X2, X j 
00 CO CO 
7} j I ("(-xiT'lui-XiT' ("«-"„)""' |r(a)) 
f(u,,U2, ,uJdU|du2 du„ (5.2.29) 
which is (5.2.17) i.e. a second n - variable analogue of Weyl fractional 
integral operator L"„. It can also be obtained from (5.2.7) by taking 
ai = a2 = 
(ii) For a = c = a. b] ^ - Tj. bi = b; = bn = 0, (5.2.28) become 
r a - t ] 0 0 Od 
I •' 4 • \ I J^ \ T .CO 
X| j ^ a n 
3 \ | an \ , CO 
\ \ f(Xp^2 \ , ) -
n 20 o) y 
l^i \ 1(",-^:)' ' ( " - ^ : r (u„-x..r' 
f(U|,U2 U,JdU|dU2 ^l-' (5.2.30) 
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(iii) For a = c = a, b| = bs = b4 = = b,, = 0, bi = - r), (5.2.28) gives 
T«.0-'1.0,0, 0,a r( \ 
3 ^x, ,co,x , ,<», .x„,co • l V - ^ l ' ' ^ 2 ' ^ n / 
7 j \ j (u,-XiT'lu^-xJ""' ( u , - x j " " {r(a)}" I I 
u p u r ' u-« f(u,,u,, u jdu .du , clu„ (5.2.31) 
(iv) Fora = c = a, b, ==b2= =bn_i = 0, bn = -r|, (5.2.28) yields 
4-'x|,oo,x2,«', ,x„,« H ' ^ l ' ' ^ 2 ' ' ' ^ n / 
3" ^X|,oo,X2,oo, ,x,,a> H ^ l ' ' ^ 2 ' ' ^ 1 1 / 
n CO CO CO 
= 7 r ^ n j(u,-x,r(u,-x,r (u.-xj-
(r(ajj ,, ,^  
u ^ u r u;"-'^ f (u„u„ ,u„)du,du2 du„ (5.2.32) 
Here (5.2.30), (5.2.31) and (5.2.32) may be considered as third 
n - variable analogues of Erdelyi - Kober fractional integral operator K^;^. 
Further (5.2.30), (5.2.31) and (5.2.32) can also be obtained from (5.2.8), 
(5.2.9) and (5.2.10) respectively by taking ai == a2 = = a^. 
5.3. SOME RESULTS; In this section certain theorems involving the 
above operators will be given: 
Theorem 5.3.1: For functions f (X|, x^  , Xp), g (X|, X2, Xn). 
1 I 
1 J t 
y X | X2 X 
and g 
n J 
1 1 1 
VX, X, 
defined for 0 < X| < 00, 0 < X2 < 00, 
^1 J 
., 0 < x„ < GO and C| > 0, C2 > 0 €„> 0, we have 
CO CO CO 
1 j jxp-'xp' xr-'f ? 5 
0 0 0 y X , X2 'n J 
>^ > i S f c „ - V l ; "' g(> .^->^2, x.,)dx,dx, dx„ 
CO CO GO 
1 I I <"•"";"•- 1 v^"'^"" 
0 0 0 
1 1 
5 •> 5 
y X , X j ^ny 
l S i \ -'"or- "^ f(^.'^2, ,xjdx,dx, dx„ (5.3.1) 
provided that each n - fold integral exists. 
Theorem 5.3.2: Under the conditions stated in theorem 5.3.1, we have 
CO CO 00 
1 j jxp-'xp-' xr-'f 1 1 
0 0 0 
y X , X2 
'nj 
y a . b i . b j , .b„ .C| .c , , .c„ 
1 • \ , , = 0 , X T , = 0 . , \ „ CO g(xi:X2 ,x,Jdx,dx2 dx„ 
GO CO C O 
= j J I x; '•">^:'" •xr-^' g ^ ) 5 
0 0 0 y X| X2 'n J 
ja.b„b2. .b„.c„c„ .c„ f (x , ,x2, ,x,)dx,dx2 dx„ (5.3.2) 
provided that each n - fold integral exists. 
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Theorem 5.3.3: For functions f (xj, X2, , x,-), g (X|, X2, , Xp), 
1 1 
1 5 
V ^1 ^ 2 
and g 
' n y V -^1 ^^2 
defined for 0 < Xi < QO, 
' . .y 
0 < X2 < GO, , 0 < Xn < 00 and c > 0, we have 
CO •7" on 
11 j xr-'x---' xr-' f^ -
0 0 0 
•> ) 1 
X , X-
'n J 
ra,,aj, a„,b,,b,, b„ c / W d x d x 
2^0,x,,0,x,, ,0,x„ gV-^l '-^a' :X„/UX|UX2 UX„ V | , V , A 2 , , V , A „ 
CO CO CO 
11 1 
0 0 0 
a.-c-l ai-c-l , , a „ - c -
^1 ^^2 ^ n 
1 1 
5 5 1 
V ^ l ^ 2 n^ ) 
^t:,.::'il '"' f(^.'^2, ,>^n)dx,dx, dx„ (5.3.3) 
provided that each n - fold integral exists. 
Theorem 5.3.4: Under the conditions stated in theorem 5.3.3, we have 
G O C O <X> 
11 1 
0 0 0 
ai-c-1 a^-c-l ya„-c - l r^  1 1 
? ? •> 
X , X , V ^ i 'nj 
31,3 . , a„ ,b , ,b2 , ,b„,c g(x,,X2, ,xjdx,dx2 dx. 
CO 0 0 CO 
I j jxr-'xr^' x:-- • c - l 1 1 > 5 1 
0 0 0 V ^ l ^ 2 ^n J 
j a „ a „ a„,b,.b, ,b„,c f f^ ^ 
2 \ | , a ) . X j , o o , An =e \ I " i >^n)d>^iax2 dx„ (5.3.4) 
provided that each n - fold integral exists. 
J 3 
Theorem 5.3,5: For functions f (xi, X2, , Xn), g (xi, X2, , Xn), 
1 1 
5 1 1 
^x, x^ ^nj 
f \ \ \] 
and g —, —, — defined for 0 < X| < co, 0 < X2 
< 00, 0 < Xn < 00 and C| > 0, C2> 0 c„> 0, we have 
CO CO 0 0 
11 1 
0 0 0 
a-Ci-l,,a-Cn-l , a-c„-l r-X, ' X xr--' f 
1 1 
y X| X 2 
'n J 
3KX£;, 'i,x„ g(>^l'^2' 'Xjdx,dX2 dx„ 
CO CO CO 
1 j jxp-'xp-' xr-'g I 1 5 5 9 
0 0 0 y X | Xj 'n J 
^ O X Ax„ f(>^i'^2, , X n ) d x , d x , dx„ (5.3.5) 
provided that each n - fold integral exists. 
Theorem 5.3.6: Under the conditions stated in theorem 5.3.5, we have 
CO CO CO 
n h 
0 0 0 
a-C|- l , a-c ,- l a-c„-l 
xr--' f 
1 1 
V ^ l ^ 2 
; 5 
^nj 
ja,b,c„c,, ,c„ g ( x , , X , , , x j d x , d x , dx„ 
0 0 CO CO 
11 1 
0 0 0 
a-c.-l a-c,-
A, A j •xr-"' g 1 1 ) 5 J 
yX, Xj 
'n J 
rxi .osA,,*. ,\„,-o 1 l ,X, ,A2, , A ^ ; dx,ax2 ax„ (5.3.6) 
provided that each n - fold integral exists. 
136 
Theorem 5.3.7: For functions f (xi. X2, , x„), g (xi, X2, , x„), 
f ^ ^ - A f 
1 1 •> 





defined for 0 < X| <oo, 0<X2< 00, 
Ml J 
0 < x,i < 00 and c > 0, we have 
C3 OO GO 
I j j (^ 1^ 2 ^.J ' ' f 
0 0 0 
1 1 
; 5 5 
VX, X2 ^n J 
r a b | , b j b„ c 
4 ^ 0 , \ , . 0 , \ . . ,0x {^\^^i .Xn)dx,dx2 dx„ 
30 X> CO 
= 1 j 1(^ 1^ 2 Xj""' g 
0 0 0 
1 1 
5 5 5 
V-^1 ^ 2 x n J 
^ X . ' " L . f ( ^ l ' ' ^ 2 , , x j d x , d x , d x „ (5.3.7) 
provided that each n - fold integral exists. 
Theorem 5.3.8: Under the conditions stated in theorem 5.3.7, we have 
GO 0 0 CO 
1 1 1 (x,X2 x j ' ' f 1 ! 5 
0 0 0 y^  X , X , ^n J 
iJv''^^ '"•' g{x,,x,, ,xjdx,dx2 dx„ 
CO CO DO 
= j 1 j(^ 1^2 XnT'' g J_ _l_ J_ 7 J 5 
0 0 0 V ^ l ^ 2 X ny 
K^;:J-l. f(^ P>^ 2 Xjdx.dx, dx„ (5.3.8) 
provided that each n - fold integral exists. 
From these theorems certain interesting corollaries follow readily for 
the operators (5.2.2). (5.2.3). (5.2.4), (5.2.5), (5.2.7), (5.2.8), (5.2.9). 
(5.2.10), (5.2.12), (5.2.13). (5.2.14). (5.2.15), (5.2.17), (5.2.18), (5.2.19), 
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(5.2.20), (5.2.24), (5.2.25), (5.2.26), (5.2.27), (5.2.29), (5.2.30), (5.2.31) and 
(5.2.32). 
We now give proof theorem 5.3.7. Proof of other theorems follow on 
similar lines. 
Proof of theorem 5.3.7: We have 
CO 0 0 CO 
I j j (^1^1 XnT"' f 
0 0 0 
1 1 
5 5 1 
V ^ l ^ 2 'n y 
4IO;X;AX„ •%^„ g(^ . ->^2, , x J d x , d X 2 d x . 
CO =0 X) 
= j j j (>^ 1>^ 2 XnT ' ' ' g 1 1 1 ? 
0 0 0 y X , X2 n^ J 
(X|>^2 X n ) ' 
{r(c)}" 
u, = x ,u ,= \ , u,=\„ j j j (X,-U,r'(x2-U2)'"' (X, -Uj"^' 
u,=0 u,=0 u„ 
pi", 
Ui . U2 , U„ 
a,b,,b2, b„ ; ! - —,1 ,1 
M ^ 2 X , 
c ; 
g(UpU2, , U J 
dujduj du,^  dx,dx2 dx„ 
3D CO CO X tr 
1 1 j I 1 1 A I A. -1 A {r(cr nj ^ 
I 1 
•> •) ? 
\^\ ^2 
'n y 
{X^-U,Y~\X.-U,f'^ ( > ^ n - U n ) c-1 
Ul , U , , U„ 
a.b,,b2 b „ ; l - ^ . l - - ^ , ,1 
X-
c ; 
g ( U l ' U 2 ' . U p ) 
dx.ux^ dx„ du,du, du, 
CO CO CO CO CO 
-\ \ 111 
Pi=Op,=() p „=0 r ,=0 r ,=0 
] (PlP2 PnT' ' ^ 
„io {r(c)}" Pi P2 P,J VHl 
(ri-PiT'fe-p.r' {r„-p„r' 
r(n) a ,b , .b2 , . b „ ; l - £ 1 
1% r. g ( r i ' r 2 ' ' f n ) 
dp,dp2 dp^dridr, dr„ 




-,h ==—' '!"„ = — , P , = — , p . = — , ,p„ = Then the 
Xn U | 
above becomes 
CO CO 3D 
1 j j (>^ 1>^ 2 ^nV~' g 
X,-0 \ ,=0 \ -0 
•> •> 1 
V ^ l -^2 
( X | X 2 >^n 
'n y r(c))" 
• ^ 1 ^ 2 ^ 1 
i I I (>^,-Ul) '(^2-U:r (^n-Un)' 
u , - O u , - 0 11=0 
;(") a ,b , ,b3 , b „ ; l - ^ , l - ^ , , 1 - ^ 
X | ' X , 
c ; 
f(u,,U2, , u J d U | d u 2 du^dxidx, dx^ 
CO oD y^ 
= I j j (>^l'^2 >^n) ' ' " ' g 5 1 
, = 0 \ , = 0 -.„-() V^i >^ 2 ^n) 
\,JdX|d\2 dx, 
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This completes the proof of theorem 5.3.7. Similarly, we can prove 
theorems 5.3.1 to 5.3.6 and 5.3.8 
A genera/ triple hypergeometric series F*^ ' [x, y, z] [cf. Srivastava 
[161] p.428] is defined as 
F(')[x,y,z]-F -13) •(a)::(b);(b');(b"):(d);(d'):(d"); 
.(e)::(g):(g');(g"):(h);(h');(h")/'^'' 
oo 00 a • • ' " V " 7 ' ' X y z' 
~o ~o ~o m'n!p' m=0 n=0 p=0 
where, for convenience 
B' / X B- , D , , D' , D" 
^(^L„,^(^L^(•';l,^('';l™^kl^(d;l^kl 
A^m, n,pj = — ~, ~ '- 1^ ; 
n(e,L„,nfe,L„n(g;l,n(s;i™n(h,in(h;)„n(h;i 
1=1 1=1 1=1 1=1 j=i j=i j=i 
If the above hypergeometric function is generalized to n - variables 
with the help of n - summations and is denoted briefly by F*"' [X], X2, ..., Xn) 
then we can prove the following theorems: 
Theorem 5.3.9: if 
f ( x „x , , x „ ) = ] ] I fcx,)''-'{.-,x.)'-' (r,.x„)'-' 
0 0 0 
F*"'[r|Xi, r2X2, , r„x„J g (r,, r,, , r,0 dr, drj dtp 
andvj;(x,,X2, , x j = ,1 ; ; ! ; ; ' \ ^ 'V^ ; '" f(x,,X2, , x j 
for C| > 0, C2 > 0 c„ > 0 and a, b|, bo, b,, real numbers, then we 
have 
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00 CO cr 
M {^>^P>^2^ '>^n)= 1 1 j h'~'^2'^' fn" ' g(r,, f j , , r„) 
0 0 0 
ya,b,,b2, b„,C|,C2, ,C„ A | - l >.,-! X „ - l 
1 ^ 0 , \ , , 0 , x j . .C.x„ ^ 1 ^ 2 ^ n 
F*"* [r,x,, r2X2, , rpX,,] dr, dr, dr„ (5.3.9) 
provided that the n - fold integrals involved exist. 
Theorem 5.3.10: if 
OO 00 CO 
f(XpX2. '^n)= j j j fc^^l)'' '(^ 2^2 '^"' i^n^J 
0 0 0 
F*"* [r|Xi, r2X2, , TpX,,] g (r,, r2, , r,0 dr, dr2 dr^  
0 0 CO CO 
andv);(x,,X2, , Xn) ^ j j j r/'"' r2'^ '"' C"~^ g(ri,r2, ,rn) 
0 0 0 
Ta,b | ,b2 , ,b„,c,,C2, ,c„ -^,-1 ^ , - 1 y^-^ 
1 X|,oo,X2,co, .Xn.co ^ ^ 1 2 n 
F^ "^  [r,x,,r2X2, , r^xJ dr, dr2 dr^  (5.3.10) 
provided that the n - fold integrals involved exist. 
Theorem 5.3.11: if 
0 0 CO ^ 
f(x„K„ ,xj=l I |(r,x,f'-fex,)'-=-' (r.xj'--' 
0 0 0 
F [ r | X | , r2X2, , TiiXiij g(ri, r2, ,r„)dr, dr2 dr„ 
andv(;(x,,X2, ,^n)= 2K\.%:'"^)t]^ '^"'' ^i^i^^i^ . ^ J 
forc> 0, and a,, ai, , a,,, b,, b2 , b,, real numbers, we have 
M K > ^ P > ^ 2 ' >^n)= f } 1 ' " l " ' ^ ' ^2^^' C ' " ' S(rMl-2. ^l",,) 
0 0 0 
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Tdi .d j . , a„ ,b | ,b2 , ,b„,c / . , - l y?^2- l 
2 ^ 0 A I . 0 , \ 2 , . 0 ,X „ • ^ I 2 
X •' 
P"'[r,x,, r2X2, ,r„Xn] dr, dr2 dr„ 
provided that the n - fold integrals involved exist. 
(5.3.11) 
Theorem 5.3.12: if 
oD cr ro 
f ( x , . x „ ,x.,)=\ j j ( . , x , ) ' ' - ' ( r , . , ) ' - ' (r„x„) '-
0 0 0 
F^"'[r,xi, r2X2, , rnX„] g (r,, r2, r„) dr, dr2 dr^  
andv|/(xi,X2, , Xn) = .^x _ Ta, ,a2 . .a,, .b i .b i , b„ ,c 
.CO.X, CO , \ , , . » f(>^pX2' ' X j 
forc> 0, andai, 32, , ap, b|, 62, , b„ real numbers, we have 
00 CO CO 
M^(x,,X2, , x j = j I I r/^ '-' r^ '^ -' r^"' g(r,,r2, , r j 
0 0 0 
ra,,a2, ,a„,b|,b2. ,b„ ,c X,-! X, - ' Y>-n-l 
2 X|,co,X2,oo, ,X„ CO X | X2 
F^"' [rix,, r2X2, , r^xj dr, dr2 dr, 
provided that the n - fold integrals involved exist. 
(5.3.12) 
Theorem 5.3.13: if 
00 » -o 
f(x,,X2, , x j = j I j (r,x,)''~'{r2X2)'^"' ( r „ x j ' " ' 
0 0 0 
F*"* [riX|, r2X2, , r„x„] g (r,, rj, , r,) dr, drj dr^  
andij/(x,.X2, x„)= Jov,',';, '''^ ^^  f(x,,X2, , x j 
for ci > 0, c; ^  0, c„ > 0 and a, b real nu.mbers, we have 
^C^P^a' xj- j j r, ' r, - .x„-i g(r|,r2, , r j 
0 li 1/ 
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T a , b , C | , C 2 , ,c„ A | - l A j - 1 X „ - l 
3 ^ 0 , V | . 0 , X 2 , , 0 , x „ 1 2 • ^ " n 
F^">[r,x,,r2X2, , r„Xn] dr, dr2 dr„ (5.3.13) 
provided that the n - fold integrals involved exist. 
Theorem 5.3.14: if 
M CO CO 
f (x„x„ ,^j=lj |(r,x,)'-'{r,x,)'-=-' (r„x„)'--
0 0 0 
F^ "^  [r,x,, r2X2, , rnX^ ] g (r,, r2, , r^ ) dr, dr2 dr^  
andv|;(x,,X2, ,^n)= 3^^.'^]^^ \^^i^\^^2^ ^^n) 
for ci > 0, C2 > 0, Cn > 0 and a, b real numbers, we have 
CO CO CO 
M (^x„X2, , x j = j j j r,^ '-' r^-' r^"' g(r„r2, , r j 
0 0 0 
Ta.b,C|.C2, ,c„ Xf-\ X2-I X„~\ 
3-'x|,aD,X2,a,. x„ m ^ 1 -^2 -^n 
dr, dr2 dr^  (5.3.14) 
provided that the n - fold integrals involved exist. 
Theorem 5.3.15: if 
CO X i CO 
f(x,.x,. , x „ ) = f | I ( r ,x , ) ' - ( r ,x ,r (r.xj^-" 
0 0 0 
F*"'[r|X,,r2X2, , r„x„] g (r,, r2, , Tn) dr, dr2 dr„ 
andi|;(x,.X2, x„) = i^^ o.'x'.tx^  'Vx„ f(x,,X2, , x j 
for c > 0, then we have 
MHX,,X2 x„)= j j j r,'' ' r; ' r,;- ' g(r|,r, , r j 
0 0 (1 
14: 
r a . b i . b , , ,b„,c , ) . , - l ^ > . 2 - l , ; . „ - ! 
4^0 .X , ,0 ,X , , , 0 \ „ ^ 1 ^' 
F^"'[r,xi, r2X2, ,r„x„] dr, dr2 dr„ 
provided that the n - fold integrals involved exist. 
(5.3.15) 
Proof of theorem 5.3.15: We have 
V|;(X| ,X2, '^n/4lo!x', ' .o!xj, ' ".0,\„ ^ l ^ l ' ^ 2 ' ' ^ n ) 
=% ]^i ](x , - . ,r (x . -u,r (x„-u„)' {r(cr 0 0 0 
a,b,,b2, b„ ; 1 — ^ , 1 - - ^ 
X, X , 
c ; 
1 - ^ 
f(u,,U2, ,u jdu ,du2 du„ 
V V^li 0 0 0 
a,b,,b2, b„ ;1 ,1 Ul , U2 
X, X ; 
c ; 
f (u|,U2 , u j d u , du2 du„ 
00 00 CO 
X 1 I 1 fr,u,)''-'(r,u,)'--' (r.u.^-'F<"'[r,u„r,u„ , r . u j 
0 0 0 
g(r|,r2' 'i 'Jdr|dr2 dr, du, dUj du„ 
(^1^2 > ^ n ) " 
{r(c)!" 1! I U 0 0 •"l h ' V g(r , -r2 'Tn) 
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] 1 ] ";•'-' ^'r' <•" (x, -u, r i-.^o.r (x„ -u„r 
0 0 
a,b|,b2, b, ; 1 - — , 1 - - ^ , . 
c ; 
X , 
F*"*[r,u,,r3U2, JnUnldu, du, du„dr, dr2 dr„ 
GQ GO CO 
U j ^ ^ ' ' • ^ • ' 'y &('<•''• .o<i;:' X|,0 , \2 . .0,X„ 
0 0 0 
x;^ '"' x^--' x;-^' F("^[r,x„r2X2, ,r,xjdr, dr^  dr„. 
This completes the proof of 5.3.15 similarly, we can prove theorem 5.3.16 
stated below: 
Theorem 5.3.16: if 
00 GO CO 
f { x „ x „ , x . ) = | f |(r,x,)' '-'(r,x,)'-' (r.x,/--
0 0 0 
F'"'[r,Xi,r2X2, , TpXp] g (r,, r2, , rp) dr, drj dfn 
andv|;(x,,X2, , x )^ = 4^'^^;^'Z'^^ \,o. f(x,,X2, , x j 
for c > 0 then 
GO CO CO 
H' (xpX,, ,xj= f j j 
0 0 0 
J X. <n,X,,a3. , < „ , « I ' 2 n 
F"" |r|X,, r2X2, r,,x„] dr, dr2 dr, 
provided that the n - fold integrals involved exist. 
(5.3.16) 
The proofs of theorem 5.3.9 to 5.3.14 follow on similar lines. 
14.-) 
5.4. RESULT ANALOGOUS TO INTEGRATION BY PARTS: 
Certain results analogous to integration by parts for the operators (5.2.1), 
(5.2.6), (5.2.11), (5.2.16), (5.2.21), (5.2.22), (5.2.23) and (5.2.28) are given 
in this section in the form of the following theorems: 
Theorem 5.4.1: For functions of n - variables f(xi, X2, , x„) and g(X|, 
Xi, , Xn) defined in the portion of the space with all positive dimensions 
of an n-dimensional space and C| > 0, C2 > 0, , Cp > 0, we have 
00 00 CO 
I I | f(x, ,X2, ,xj,l^;^;;5-^ \ X ' - •^" g(x, ,x„ ,xjdx,dx, dx^  
0 0 0 
CO CO 0 0 1 1 ig(x,,x„ ,^XK'£.^.'-:::^ '" f(>^ MX2, ,xjdx,dx, dx„ 
0 0 0 
(5.4.1) 
provided that each n - fold integral exists. 
Theorem 5.4.2: For functions of n - variables f(xi, X2, , Xp) and g(X|, 
X2, , x,,) defined in the portion of the space with all positive dimensions 
of an n - dimensional space and c > 0, we have 
CO CO 00 
j j j f ( x , ,X2 ,xJ,I^-;-,^;^"Vx-: •'"' g(>^MX„ , x jdx ,dx , dx,. 
0 0 0 
00 CO CO 
j 1 jg(xMX, ,K) ,KXJ"''i:. '""-' f(x,,x„ ,xjdx,dx, dx, 
0 0 0 
(5.4.2) 
provided that each n - fold integral exists. 
Theorem 5.4.3: For functions of n - variables f(x|, X2 , x„) and g(xi, 
X2, x„) defined in the portion of the space with all positive dimensions 
of an n - dimensional space and C] > 0. C2 > 0, , c,, > 0, we have 
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00 00 00 
j j j f ( x | . X 2 ' •^'^n)}KZoX- Ax„ g(>^l'X2' >^n)dx,dX2 dx ^ 
0 0 0 
CO QO « ) 
= j j j g l ^ n X i ' '^n)3-^x'«,x'%. '"....oo f ( x , , X 2 , , x j d x , d x 2 dx„ 
n o 0 
provided that each n - fold integral exists. 
(5.4.3) 
Theorem 5.4.4: For functions of n - variables f(xi, X2, K„) and g(xi, 
X2, , x,,) defined in the portion of the space with all positive dimensions 
of an n - dimensional space and c > 0, we have 
00 CO CO 
I I j f (x,,X2, ,>^„) AKt^O.:,. ' \ \ g (x , ,X2 , ,xjdx,dx, dx, 
0 0 0 
CO 00 OO 
= 1 j j g ( x i ^ > ^ 2 . ' ^ n ) 4 J t ; ' i : » . ' " ; x „ . „ f ( x , , X 2 , , x J d x , d X 2 d x „ 
0 0 0 
provided that each n - fold integral exists. 
(5.4.4) 
Proof of theorem 5.4.4: We have 
GO GO 00 
I j Jf(xM>^2 '>^n)4^o'v;'o:x, •'",o';x„ sC^pX^, ,xJdX|dX2 dx . 
0 0 0 
00 CO CO 
1 1 J"f(^l->^2, X | X 2 . ^J' 
0 0 0 
u, = \ . u ^ = X , u „ = \ „ 
|r(c)}" 
j J I (xi-",r'(>:2-uj' k-"„r 
i i i = 0 u , = 0 1 1 = 0 
p(") 
U | U-, 
a , b | , b 2 , ^n - ! , 1 - - ^ , . 
c ; 
f (upUj, LiJdUi dii, du, 
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11 1 1 I i%#-(^.-,r(x.-uj-' k-u,j-
U | = 0 U 2 = 0 U n = 0 ' ' l = U l \ l = ' J 2 ^ n = " . i {r(c)} 
f(x,,X2, , x j FD" a,b,,b, b„ ; l -~^ , l 
u, . u. 
X. 
g(u,,U2, ,uJdX| dxj dx„ du, du, du„ 
OO 00 GO M CO CO 
U|=0ii2=0 u„=0 1 I / ) X |=U| \ ,= i i , \„=ii„ 
:(") a,b,,b2, b„ ; 1 - — , 1 - ^ -X, X , X. (>^ 1>^ 2 ^n)' 
f (X|, Xj, , x j d x , dxj dx„ du, du. du„ 
CO 20 OO 
= I I | g ( u , , U , , , u j 4 J u , ' X ' ' u , . « . ' " ; u „ . o o f ( U l ' U 2 ' ,uJdU,dU2 du„ 
u,=0 U2=0 u „ - 0 
« CO CO 
= j j |g(x . , .x , ,xJ,J:;^:;^-^-^-^,^^f(x,,x,, ,x jdx,dx2 dx„ 
0 0 0 
This completes the proof of theorem 5.4.4. similarly, we can prove 
theorems 5.4.1. 5.4.2 and 5.4.3. 
From the theorems Of this section certain interesting corollaries 
readily follows for the operators (5.2.2). (5.2.3), (5.2.4), (5.2.5), (5.2.7), 
(5.2.8), (5.2.9), (5.2.10), (5.2.12), (5.2.13), (5.2.14), (5.2.15), (5.2.17), 
(5.2.18), (5.2.19), (5.2.20). (5.2.24), (5.2.25), (5.2.26), (5.2.27), (5.2.29), 




ON FRACTIONAL INTEGRAL OPERATORS OF 
n - VARIABLES AND INTEGRAL TRANSFORMS I 
im^mm^mmmmmsiemmm^maJi 
ABSTRACT: The present chapter is a continuation to a study made in [114] 
where n - variable analogues of certain fractional integral operators of M. Saigo 
were investigated and are given in chapter 5. This chapter deals with the effect of 
operating n - variable analogues of Mellin and Laplace transforms on these n -
variable analogues of fractional integral operators of the earlier chapter. 
6.1. INTRODUCTION : In 1978, M. Saigo [148] defined certain integral 
operators involving the Gauss hypergeometric function as follows: 
Let a > (3 and x] be real numbers. The fractional integral operator I Q'^ *^^ , 
which acts on certain functions f (x) on the interval (0, oo) was defined as 
l o f i' = K^ ] ( x - t r Ffa + (3,-ii;a;l--lf(t)dt (6.1.1) 
r(a) ^ y xj 
Under the same assumption in defining (6.1.1), he also defined the integral 
operator .l"'[',''^ as 
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r(a) ,^  j (t - xf-' t-«-P F a + p.-ii;a;l - - f(t)clt 
X (6.1.2) 
Later on in 1988, Saigo and Raina [150] obtained the generalized fractional 
integrals and derivatives introduced by Saigo [148 - 149] of the system S"(x), 
where the general system of polynomials 
were defined by Srivastava [160], where q > 0 and n > 0 are integers, and An r are 
arbitrary sequence of real or complex numbers. 
In [114] certain n - variables analogues of (6.1.1) and (6.1.2) were defined 
and studied as reported in chapter 5. These are as given below: 
I. Let ci > 0, C2 > 0, , Cn > 0, a, b,, b2, bn be real numbers. An n -
/ariable analogue of fractional integral operator IQ;'^ due to M. Saigo is defined 
as 
Ta,b,,b2, ,b„,c,.cj, ,c„ r( \ l X | , X 2 , , X „ j 
""-"•"• • » - • •^" '^ ' "'~r{c,)r{c,). r(c„) 
]] ](x,-u,r(x,-u,r-' (x„ u„r 
0 0 0 
pi", 
' A 
Ul , U , . U, 
a,b, ,b, , ,b„; 1 '-A '-, ,1 ^ 
c,.c, ,c„; 
f (ui, u: , u„) dui du; ClUn (6.1.3) 
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where F^ "^  is a Lauricella function of n - variables defined by 
^ A 
a,b | ,b2, ,b^ ; X|,X2, ,x,, 
« » « (a) (b,) ( b j (b ) 
r|=0 r,=0 r^ o r.lr^! r j (c ,)(c2\ , {c) ^ n ' ' 
X, + Xj + + X^ < 1. (6.1.4) 
Under the same conditions of (6.1.3), an n - variable analogue of J";,'^  is 
defined as 
j a . b i . b j , ,b„,C|C2, ,c„ 
1 X | , i » , \ j , < » . ,x„ ,a> H ^ i j X j , , X , , ) 
r(c,)r(c2). r(cj 
CO CO CO 




a,b,,b^, ,b, : 1 - — , 1 - - ^ 
u, U2 
C] j C j , ,C^ . 
(ui U2 Un)~' f(ui, U2, , u,0 du, dua dUn (6.1.5) 
II. Let c> 0, ai, a2, , an, bi, b2, , bn be real numbers. Then a second n 
- variable analogue of I"; '^  is as follows; 
TDi.aT, , d , | . h | , b 2 ,b,, 
2 * 0 , \ | ' 0 . \ . , .0 V, i\^l^^2^ ' ^ n ) ^ 
^r>^2- K" 
MY 
1 1 | (x , -u,r ' (x2-u2r (x„-u„r' 
0 0 0 
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pi". a | , a2 , , a ^ , b | , b 2 , ,b, , ; 1 - ^ . 1 -X, X X, 
c ; 
f (U| , U2, , Un) dU] du? du„ (6.1.6) 
where 
:(n) 3-1,3.2, • ' ' ^ n ' ^ l ' ' ^ 2 ' ' ' - ' n ' ^ 1 ' ^ ; ' ^ n 
c ; 
GO CO CO 
^ ^ ^ r ' r ' r '(c) ' ' "' 
M- '2 'n-v' ' / r ,-(r ,+ +r„ 
{|> l^|'l max^l x,|,| X2I, , XJ \<[. (6.1.7) 
Under the same conditions of (6.1.6), a second n - variable analogue of 
ja.M jg g^ defined below: 
ja , ,a2, ,a„,b,.b2, ,b„.c 
2 \ , ,CO,\- , .CO, , \ j ^ ,CO f ixi .^i . ^„) = mr 
CO CO =0 j j j (u,-Xir'(u2-x,r' (u„-xj' 
' ' I ^ 2 ^n 
pin. a,,a, , ,a„,b,,b2, , b , ; 1 - - ^ , ! - ^ - , , 1 - - ^ 
u, u. u. 
c ; 
u,"'' u;'- u;'" f (UpU,, , u j d u , du2 du^ (6.1.8) 
n i . Let Ci > 0, C2 > 0, , c,i > 0, a, b be real numbers. Then a third n 
a.f) n /ariable analogue of l^' '^  is as defmcd below: 
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^0,x,.0,x,, ,0,x„ ^ ^ ^ 1 5 - ^ 2 ' • • • • ' ^ n 7 -
_ ( X \^2 > ^ n ) " ' 
i 0.\,,0.X2, ,0,x„ 
r(c,)r(c,) r(cj 
11 |(x,-u,r'(x,-u,r' (x , -uj-
0 0 0 
:(n) a , b ; l - ^ l - ^ , . 
X , X , 
c,,c ! ' ' - 2 ' ' ^ n ' 
where 
X , f(U| ,U2, ,Un)dU| du2 du,, 
(6.19) 
7(n) a , b ; X| ,X2, , x ^ 
^ l ' ' ^ 2 ' ' ' ' n ' 
CO 00 
I Z I 
r,=0 r,=0 r =0 
(aL,,, ,,(b). 
+r,+ +r„ 
r,!r2! rjlc.HcJ^^ (cj^ -x['x^^ x^", 
X, +->/X2 + + VXn < 1 (6.1.10) 
Under the same conditions of (6.1.9), a third n - variable analogue of J^ a p 11 
is given below: 
ja,b,c,.c„ .c„ f ( x , , X , , , x j = 
r(c,)r(cj r(cj 
CO CO CO j j f(u,-x,r'(u,-x,r (u„-x„r--' 
X| X, \ „ 
• c 
u 1 ^ 1 , X , X 
a,b; 1 ,1 , ,1 
u, u, u, 
^1 ' ' ' : " ^ n ' 
(U| U2 U„) '' f (U|, U2 , U„) dU] dU2 dUn (6.1.11) 
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IV. Let c > 0, a, b|, b2, , b„ be real numbers. A fourth n - variable analogue 
of fractional integral operator I|^ ; '^  due to M. Saigo is defined as: 
4^0,X|.0,X2 0,x„ ^ V ' ^ l ' ^ 2 ' - .X„ = 
r(c)r 
j 1 j (x , -u,r(x,-u,r (x„-u.r' 
0 0 0 
:M a,b,,b2, ,b,; 1-—,1 " X, X . 
c ; 
X, 
f(ui,U2, ,Un)du, du2 du„ (6.1.12) 
where 
a ,b^ ,b2 , ,b,^; Xj,X2, , x ^ 
c ; 
CO 00 CO (a^,. ..(M,(b.), {K\ , 
= Y.Y Z ^ '"^"-^ ^ ' "^""::" '—^^^x^ 'x? xi" 
r,=0 r,=0 r =0 '"l- h ^n-v ' ' j r |+r ,+ +r 
'1 "^2 
max| x,L Xj , xJ | < 1 . (6.1.13) 
Under the same conditions of (6.1.12), a fourth n - variable analogue of 
ra.P '1 another fractional integral operator J^;. due to M. Saigo is defined as follov/s : 
r a b i . b j . b„ c r( \ 
{r(c)}" 
IJ |(u,-x,r(i._,-x,r' (u,-x„r 
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pi"- a,b,,b2, ,b , ; 1- — , 1 - - ' 
u u. ("l "2 " n T 
f (u,,U2, , u jdu , du, du„ (6.1.14) 
The aim of the present chapter is to study the effects of integral transforms 
say the Mellin and Laplace transforms on the n - variable analogues of fractional 
integral operators introduced in [114] and reproduced here through (6.1.3), (6.1.5), 
(6.1.6), (6.1.8), (6.1.9), (6.1.11), (6.1.12) and (6.1.14). 
Triple hypergeometric series F*^ ^ [x, y. z] (of. Srivastava [161], p. 428) are 
defined as: 
FW[x,y,z] = F« (a);:(bUb');(b'):(d>,(d'>,(d->, (e)::(g>,(g'>,(g'):(h>,(h');(h->, x,y,z 
CO aO cO 
Z Z Z Mm n^^ P') 
m=0 n=0 p=0 m! n! p! 
(6.1.15) 
where, for convenience 
nKl.^nib.Lnii'iLniKi^nklnidilni'':), 
A(m,n,p)- "^' j=i 1=1 
n(sL.,n(s,L„nfeUn(g;Ln(hj„n(h;in(K), 
1=1 j=i j=i j=i j=i j=i j=i 
(6.1.16) 
where (a) abbreviates, the array of a parameters a], az, aA, with similar 
interpretations for (b), (b'). (b"), et cetera. The triple hypergeometric series in 
(6.1.! 5) converges absoluteh' when 
1 + E + G + G'' + H - A - B - B ' ' - C > 0 
1 + E + G + G" + H ' - A - B - B ' - C ' ' > 0 
1 + E + G' + G" + H" - A - B' - B" - C > 0 
(6.1.17) 
where the equations hold true for suitable constrained values of | x LI y I and I z I. 
We need here the definition of hypcrgeometric in n - variables defined by 
means of n - summations on the pattern of (6.1.15) and (6.1.17). Let such a series 
be briefly denoted by F^"' [x,, X2, , x,,]. 
We also need here the results of the following theorems of chapter 5: 
Theorem 6.1.1: For functions f (x,, X2, , x,,), g (xi, X2, , Xn), 
5 1 ) 
Y X| X j 
and g 
' n J 
1 1 
; ^ ? 
yX, X j 
defined for 0 < X] < oo, 0 < X2 < 
'n J 
00, , 0 <Xn <oo and Ci > 0, C2> 0, , Cn > 0, we have 
CO CO GO 
j j \y.r^^'y.V' -1 . . a - c „ - l X , 
0 0 0 X , X , ^ny 
| a , b , , b 2 , .b„,c,,Cj, .c„ Z \ J J J 
I^O,X|,0,x,, ,0,x„ 5 V ^ 1 ' ^ 2 ' ' ^ n / " - ^ ! " ^ ! " ^ n 
QQ GO 00 
'- \ I J 
0 0 0 
xr--' g 1 1 •^ 5 •> 
^ X | X j 
'n y 
Ta,b , ,b , , ,b„ ,c , , c j , c„ r - / \ , • , 
1^0,x,,0,X2. .(lv„ l V > ^ p > ^ 2 ' ^ n ) ^ ^ \ ^ ^ l ^>^n 
provided that each n - fold integral exists. 
(6.1.18) 
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Theorem 6.1.2: Under the conditions stated in theorem 6.1.1, we have 
j 1 j x p - ' x p - ' x-'^-'r 
0 0 0 l^x, ' x . ' p J 
r a , b | . b j b„,C|,c, , ,c 
i X i . c C A - ' . ^ An.= '5 " g(x,,X2, , x j dx, dx, dx^ 
GO cr CO 
= J J J ^ 
0 0 0 
a-c,-l a-c . . a-c„-l 
^ny 
Tab,.h,, ,b„.c, c,, .c„ r ( X "I d x d x d x (6.1.19) 
provided that each n - fold integral exists. 
Theorem 6.1.3: For functions f (xi, X2, , Xn), g (xi, X2, , Xn), 
1 1 
5 1 1 
y X | Xj 
and g 1 1 5 5 1 
n ; V ^ l ^ 2 
defined for 0 < Xi < oo, 0 < X2 < 
'n J 
GO, , 0 < Xn < 00 and c > 0, we have 
: » CQ CO 
j j I" 
0 0 0 
^i-c-l „ a ; - c - l y a „ - c - l f-
1 ^ 2 Xp 1 ? 1 5 
V ^ i ^ : • n ; 
ra, a,. a„.b,,b:, \ , c ( Y ) d x d x d x 
CO GC CO 
1 1 j x ; - ' x? x'--'^' a 
0 0 0 X| X T 
5 t 
Ta,,a,. ^„,b, ,b, , ,b„,cr-r X "1 d x d x d x (6.1.20) 
provided that each n - fold integral exists. 
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Theorem 6.1.4: Under the conditions stated in theorem 6.1.3, we have 
f 1 1 ^ 1 ^~i X „ " 
0 0 
1 1 
V>^i ^ : 'n J 
j a , a „ ;.„,b,.b„ K x ^ , X „ ) d X , d x , d x . 
1 1 I ^  a,-c-l . a^-c- a „ - c - l „ 
0 0 
1 1 
V ^ l ^1 •n / 
ja,.a„ a„,b„b2, X,cf/ , x j d x , dx, dx„ (6.1.21) 
\i,oo,x-5,oo, .x„,!» \ 1 ' 2 ' ' n / l z n >- / 
provided that each n - fold integral exists. 
Theorem 6.1.5: For functions f (xi, X2, , Xn), g (X|, X2, , Xp), 
y X , X j 
and g 1 1 
y^X, X j 
defined for 0 < Xi < co, 0 < X2 < 
^n y 
GO. 0 < Xn < 00 and C] > 0, C2 > 0, , Cn > 0, we have 
CC CO CO 
11 j 
0 0 0 
, a - C | - l a - C j - l , , 2 ~ c -1 1 1 
V ^ l ^ 2 n^ J 
J o i . A ^ ; o \ „ g ( ^ . ' ^ 2 , X „ ) d x , d x , dx„ 
ri yj 00 
I J I ^ 
0 0 0 
a-C | - l a - c , 
1 A-) 
\ X, X , X . / 
^ O M : i v , f ( ^ I ' ^ 2 . , x J d x , d X 2 d x . (6.1.22) 
provided that each n - fold integral exists. 
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Theorem 6.1.6: Under the conditions stated in theorem 6.1.5, we have 
j j j xr-' xr C i - I c i - c , - l r 
0 0 \ , \ 'n J 
iO::.. \,.8(x„x„ ,xjdx,dx, dx„ 
I J 1 X a-C|-l , a -C i - l V " O 
0 0 vx, x. 'n J 
3 ' \ | . oO ,X2 ,» , ' ; »f(x,,X2, , x j d x , dx, dx„ (6.1.23) 
provided that each n - fold integral exists. 
Theorem 6.1.7: For function's f (xi. X2, , Xp), g (xi, X2, , Xn), 
1 1 







X, X , 
defined for 0 < Xi < co, 0 < X2 < 
•n J 
00, , 0 < Xn < CO and c > 0, we have 
GO CO CO 
H l(x,x, x „ ) - f ^ A . 
0 0 
X , X-, 
^ 1 J 
4io::',s^„^;,g(xi-x„ xjdx.dx, dx. 
- j j j (x|X, xj'' ' g 
0 0 X , X , •n J 
C f e . M f { > ^ . - > ^ 2 , X j d x . d x , d x . (6.1.24) 
provided that each n - fold integral exists. 
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Theorem 6.1.8: Under the conditions stated in theorem 6.1.7, we have 
\ \ j(x,x, x„r" fi 
0 n X , X -
ja.b„b„ b„,c g(x X,, , x j d x , dx, dx„ 
cr CO en 
I I j (> i^X2 ^ n T " g 
0 0 ^ X , X , M l ; 
,j:i'::.t»'"•:„.. f(x„x„ ,xjdx,dx, dx, (6.1.25) 
provided that each n - fold integral exists. 
Theorem 6.1.9: For functions of n - variables f (xi, X2, , Xn) and 
g (X], X2, , Xn) defined in the portion of the space with all positive dimensions 
of an n-dimensional space and C| > 0, C2> 0, , Cn> 0, we have 
CO X- X 
j j j f ( x „ x , xJM':X %r^ '^"g(x„x„ , x j d x , d x , dx„ 
0 0 
xi a> x 
= \l |g(x,.x, ^„),C.; rr \ „ ^ 
0 0 
(xpX,, , x j dx, dxj dx^ 
(6.1.26) 
provided that each n - fold integral exists. 
Theorem 6.1.10: For functions of n - variables f (xi, X2, , Xn) and 
g (X], X2, , x„) defined in the portion of the space v.'ith all positive dimensions 
of an n - dimensional space and c > 0, we iiavc 
160 
-Q 00 00 
j j | f ( x | , X 2 , , x J .lo'.^ox/'"'()':, ' " ' g ( x , , x , , , x j d x , d x 2 dx„ 
0 0 0 
:o or CO 
= j j j g ( x „ x „ , X J , J : ; : ; , ^ ; " \ % "^^  f ( x , , x , , x j d x , d x , dx, 
0 0 0 
(6.1.27) 
provided that each n - fold integral exists. 
Theorem 6.1.11: For functions of n - variables f (X|, X2, , Xn) and 
g (X], X2, , Xn) defined in the portion of the space with all positive dimensions 
of an n - dimensional space and Cj > 0, C2> 0 , Cn > 0, we have 
CO CO j j j f ( x„x„ ,xjxi'iC^:. •o\„g(^>'^ 2, ,xjdx,dx, dx„ 
0 0 0 
00 CO 00 
= j j J g ( x , , X 3 , , x j 3 J : f A : v X - f ( ^ . ' ^ 2 . . x J d x , d X 2 d x „ 
0 0 0 
(6.1.28) 
provided that each n - fold integral exists. 
Theorem 6.1.12: For functions of n - variables f (x,, X2, , x„) and 
g (x,, X2, , x„) defined in the portion of the space with all positive dimensions 
of an n - dimensional space and c > 0, we have 
30 00 
j j j f ( x ! . x . , x j j in ! ; , '? . , V . „ g(x, ,x. , , x j d x , d x , dx„ 
J 
0 0 0 
= J j jg(X|,X2, ^n)A^lX.\. '"x„. ^'(x,,x,, xJdX|dx, dx„ 
0 0 0 
(6.1.29) 
provided that each n - fold integral exists. 
6.2. Mellin Transformation: In this section we shall study the effect of 
operating n - variable analogue of Mellin transform on the above defined 
operators. An n - variable analogue of Mellin transform of a function 
f (xi, X2, , Xn) of n - variables Xi, X2 , x,, is defined as follows : 
M{f (u,,U2, ,uJ:S|,S2, ,s,J 
CO CO CO 
= j j j u r ' u r ' ur'f(u,-u2, , u j du,du^ du„ (6.2.1) 
0 0 0 
The effects of operating (6.2.1) on the operators (6.1.3), (6.1.5), (6.1.6), 
(6.1.8). (6.1.9), (6.1.11), (6.1.12) and (6.1.14) are given in the form of the 
following theorems: 
Theorem 6.2.1: For c, > 0, c, > 0, , c^  > 0, Rl (s,) > 0, Rl (S2) > 0, 
Rl (Sn) > 0, we have 
^{^n"i:.^'-::^ ^^"f(x„x3, ,xj:s„s2 ,s„ 
r(s,)r(s2) r ( s j 
r(c, +s,)r(c2 +5,) r(c„ + s j 
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xFl"-
a,b,,b2, ,b„;l , l , ,1 
Cj + S | , C 2 + S 2 , , C|^  "^ ^n ' . 
X M|x['''x^/-'^ x';"' f(x,,X2, ,xJ:s,.S2 s„ (6.2.2) 
(") provided that term by term integration is valid and F\'' is given by (1.4) 
Theorem 6.2.2; For c> 0, Rl (s,) > 0, Rl (S2) > 0, , Rl (s„) > 0, we have 
^[2^:!XJ:'"t:^ -'"'^ftxpx,, ,xJ:s„S2, ,s„ 
r(s,)r(s2) r(s„) 
r(c + s,)r(c + s2) r(c + s j 
X B (n) 
-:a | ,b, ,c;a2,b2,c; ,a„,b^,c; 1,1, ,1 
c:c + s,;c + S2; ;c + s, ; 
X M i x P x p x P ' f{x,,X2, ,xJ:s,,S2, , s . (6.2.3) 
provided that term by term integration is valid and Bj"^  is given by 
B (n) 
- :a|, b,,c;a2, bjjC; , a^, b,^,c; x,. x^, , x^^ 
c:c + s,;c + S2; i'^  + s^; 
^ ^ ^ ( a , l , ( b , \ ( d , ( a 2 ) J b 2 ) J 4 MrMSA r . 
L L L —7~. 7~^—^—^^^ 7 r x,'x,= x;: 
r,=0 r,=0 r=0 ( 4 , . r , . . r „ ( c + S,) (C + S.),^ (c + s j ^ 
I - I ' 1 _ ' 1 1 
(6.2.4) 
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Theorem 6.2.3: For c, > 0, C2 > 0 , c„ > 0, Rl (s,) > 0, Rl (S2) > 0, 
Rl (Sn) > 0, we have 





C] + S ] , C 2 + S 2 , , C^ ' S ^ , 
X MIXI^'-'X^/-^ x ' ;" 'f(x, ,x, , x j : s , , s , , ,s . (6.2.5) 
provided that term by term integration is valid and F^ i"' is given by (6.1.10) 
Theorem 6.2.4: For c> 0, Rl (s,) > 0, Rl (s,) > 0, , Rl (s )^ > 0, we have 
M{Xi,t .o; '"; ,oof(x, ,X2, , x j : s , . s „ s„ 
r(s,)r(s2) r(sj 
r(c + si)r(c + s2) r(c + s j X B "' 
a:b,,c;b2,c; ;b„,c; 1,1, ,1 
_c:c + S|;c + S2; ;c + s„ ; 
M (x, X2 xJ"'f(x,,X2, xJ:s,,S2, ,s„ 
provided that term by term integration is valid and Ej is given by 
B (n) 
a:D|,c;D2,c; ;b„,c; x^Xj, , x j 
I 
c:c + S|,c + S2, ,c + s„; J 
= 1 1 1 
r,=0 r,=0 r,=0 ri!r2! ^'A^ + hXi^^ + ^ il. i^ + ^l 





Theorem 6.2.5: For a function of n - variables f (xi, X2, , Xn) defined in 
the portion of the space with all positive dimensions of an n - dimensional space 
and c, > 0, C2> 0, , c„ > 0, we have 
•X) X j j 1 f(x„x„ ,xj,i-^'t„ ":or- '^ i^r'^r xr' }dx,dx, dx 
0 0 0 
= M{^K!:^,..''^:i '" ^(^v>^2^ ^x j : s„ s„ , s j (6.2.8) 
provided that the n - fold integrals involved exist. 
Theorem 6.2,6: Under the condition stated in theorem 2.5, we have 
GO 00 00 
1 1 1 f(x„x„ ,x J ,J:;^;^;;.;^",^ :-;^^ '^ " [xr'x^ x^' } dx, dx, dx„ 
0 0 0 
= M{,Io;:;',fc 'tC ' " f ( x „ x „ ,xJ:s,,S2, , s j (6.2.9) 
provided that the n - fold integrals involved exist. 
Theorem 6.2.7: For a function of n - variables f (xi, X2, , Xn) defined in 
the portion of the space with all positive dimensions of an n - dimensional space 
and c > 0, we have 
T' '/; x^ 
1 1 1 r(x,x, ,xj,l^:;%,;^-';;:;- -^-^{xr'xr' x^'jdx.dx, dx. 
0 0 0 
M\jr^.Jr''t- ''^''(xpx^ x„):s,.s„ , s , j (6.2.10) 
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provided that the n - fold integrals involved exist. 
Theorem 2.8: Under the conditions stated in theorem 2.7, we have 
] j ] f(x„x„ ,XJ3J:;X^" 't^ •'"' {<'"' ^ r' x^' }dx, dx, dx. 
0 0 0 
= M { , I ^ : ; X ' - ^ ' i - ' " ' f ( x p x , ,x„):s„S3, , s j (6.2.11) 
pro\ ided that the n - fold integrals involved exist. 
Theorem 6.2.9: Under the conditions stated in theorem 2.5, we have 
CO 3" 00 j 1 1 f(x„x„ , x j 3 0 : ; ,a.„ {>^r'xr' xr' }dx,dx, dx. 
0 0 
-MJ3J:;;: ; :-;- •X, . f (x , ,X2, , x j : s , , s „ ,s„} (6.2.12) 
provided that the n - fold integrals involved exist. 
Theorem 6.2.10: Under the conditions stated in theorem 2.5, we have 
] ] ] f(x,-x, ,xJ 3J:;-^ ::. {xr' ^ r <"-'} dx, dx, dx. 
0 0 0 
= M{3i;;::;-5;:;; 5^^ f (x , , x , , x j : s , , s , , ,s„} (6.2.13) 
provided that the n - fold integrals involved exist. 
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Theorem 6.2.11: Under the conditions stated in theorem 2.7, we have 
« GO CO 
1 j i f(x„x„ ,xj,e:\, XKr 'xr ' xr'}dx,dx, dx„ 
0 0 0 
j ^ ja,b,,b„ ,b„,c f(x X,, , x j : s , , s , , s . (6.2.14) 
provided that the n - fold integrals involved exist. 
Theorem 6.2.12: Under the conditions stated in theorem 6.2.7, we have 
j 1 1 f(x„x„ ,xJ,j;V.>'";U{xr'x , s , - i 
0 0 
x';"' ^dX| dxj dx. 
= M h C : X , 'X. f(^.-^2, , x j : s „ s „ ,s„ 
provided that the n - fold integrals involved exist. 
(6.2.15) 
Theorem 6.2.13: For a functions of n - variables f (xi, Xj, , Xp) and 
g (X|, X2, , Xn) defined in the portion of the space with all positive dimensions 
of an n - dimensional space and Cj > 0, C2 > 0, , Cp > 0, we have 
ivii^i V x p X j , , A ^ ; I^OAI.OA,. .O,\„ 
{\''' x^^"' x^^"' g(x,,x,, x j } : s , ,s , , ,s„ 
= M[g(x,,x,, ,xJ,J';1tVoo '"x,;t' '" 
f s , - l s , - l | X , ' X , - . xr'f(x,.x.. :Jps,.s • . s , . 
pt ovided that the n - fold integrals in^  olved exist. 
(6.2.16) 
167 
Theorem 6.2.14: For a functions of n - variables f (xi, X2, , Xn) and 
g (xi, X2, , Xn) defined in the portion of the space with all positive dimensions 
of an n - dimensional space and c > 0, we have 
M[f(x„x„ ,x j3 l j ;^ a„ b, b, b,, c 
, ^ r ' A'~' ^n"'' g(>^pX2' ,>^n)p,,S2, ,S, 
M[g(xi,X2, ,xJ,J 31 .32 . ' ' n b | b , b„ C \,,X>,\^,'X> \ CO 
xr'xr'. ^ n " ^ V ' ^ l ' ' ^ 2 ' ' ^ n j j - S p S T , , S^ (6.2.17) 
provided that the n - fold integrals involved exist. 
Theorem 6.2.15: Under the conditions stated in theorem 2.13, we have 
M[f(x„x„ ,xj3l^,^ b,C| c, c„ O x , 0 \„ 
xr'xr'- Xn""'g(>^I '^2' ' ^ n ) p , , S 2 , , s j 
M[g(x,,x,, ,xJX be, c,, c„ CO X , CO \ CO 
xr'xr. Xn""'f(x,.X2, ,xJJ:S|,S2 ,s„ (6.2.18) 
Theorem 6.2.16: Under the conditions stated in theorem 6.2.14, we have 
M[f(x„x„ ,xj,i;;:;r.; 0 \, 
X|' X2" . ^: 'g(xpX2, ,xJ):s,,S2, ^s,. 
Mfe(x„x2 x„),i:;x. \ 
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. ^ r ' x r ' x^;-' f(x,,x., ,xj}:s,,S2, , s j (6.2.19) 
It is interesting to note that in terms of Mellin transforms of functions of n -
variables the result (6.1.18), (6.1.19), (6.1.20), (6.1.21), (6.1.22), (6.1.23), (6.1.24) 
and (6.1.25) can respectively be written as 
M f Ui'x, 
I 
'n J 
ra.bi.bj b„.c,.c;, ,c„ 
r o . \ , 0 \ , . 0\„ 
g(x,,X2, , x J : a - c , , a - C 2 , , a - c j 
= M _1_ J^  
X , ' X 2 
? ) 
Ta,b | ,b2 , ,b„,C|,CT, ,c„ 
1^0 x. O x , , ,0,x„ 
f (xpX,, , x J : a - c , , a - C 2 , , a - c j (6.2.20) 
M (\ 1 n 
•> "i 
U , ^7 
b„ ,C| , c , . ,c„ T a . b | . b ; u ,1-1,1-2 
1 Xi,^ XT CO. \,, .<» 
' t i / 
(xpX,, , x J : a -C | , a -C2 , , a - c j 
M 1 I 
^ X | X j 
a b , , b , , ,b„,C|,C3. c„ 
I" \ | .=o,\,,=o X ,a) 
'n J 
f (xpX,, , x J : a - c , , a - C 2 , , a - c j (6.2.21) 
M 
VX, X2 
i , i | , a , A„ b | , b , , ,b„ 
2^0 , \ , 0 . \ , , 0 \„ 
'n J 
(xpX,, , x j : a , - c , a . - c , , a „ -c j 
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M ? •> •> 
V ^ i X : 
i-a, a , , ,a„ .b, .b , - .h„ 
a^OA. i 'Ox , . ,0 . \ ' 
Ml y 




a | , a , , . a „ . b | . b , , .b„.c j a i . a , , . a„ .n | . 
2 \ | ,=o. \ i -o, A 
n^ J 
g(x,,X2, , x j : a , - c , a2 -c , . a „ - c 
M 1 1 1 5 •> 5 
V ^ l ^ 2 n^ J 
J a , .a , , / i„ .b | .b2, ,b„, 
2 X i . X J . X i . c o , A „ . a i 
f(xpX2' , x j : a , - c , a 2 - c , , a „ - c ] (6.2.23) 
M 1 1 1 ^ 5 9 
yX| X j 
ra.b,C|,C2, .c„ 
3 ^ 0 A I . 0 A , . .OA 
n^ y 
g(xpX2, , x J : a - c , , a - C 2 , , a - c j 
M 1 1 1 
x, x , X 
v^i 
ja.b.Ci.c,, .c„ 
3 ' 0 A , . 0 A , . .0„X„ 
n y 
f (x , ,X2, , x J : a - c , , a - C 2 , a - c j 
(6.2.24) 
M 1 1 1 1 1 1 
^x, x . 
l a . b . C i C , , ,c„ 
3 ' \ i ,30 \ , . C O . X OO 
Ml y 
f(x,,X2, x„):a-C|,a-C2 a - c j 
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M 1 1 1 1 5 
V-^l ^ 2 
t a h C| C; c„ 
3 \ , 3^ \ T CO \ „ ^' 
' n J 
f (xpX, , xJ :a -c , ,a -C2 , , a - c j 
(6.2.25) 
M 1 1 9 5 5 
V ^ l ^ 2 
a b| b i . ,b„,c 
4 ' 0 \ | , 0 \ , , ,0 \ „ J 
n^ J 
g(x,,X2, , x j : a - c , a - c , , a - c j 
= M 1 1 9 ? 9 
y X , X 2 
a bi.b, b„ c 
4^0,X|.0.x,, ,0, \„ ,1 
^n J 
f (x,,X2, , x j : a - c , a - c , , a - c j 
(6.2.26) 
M 1 1 5 5 5 
^ x , X2 ^nj 
r a . b j . b , , ,b„,c 
4 \ | , 03 ,X i , ' » , ,X„ « 
g(x,,X2, , x j : a - c . a - c , , a -c ] 
= M f 1 1 
V ^ 1 ^ 2 X n y 
ra.bib,, ,b„ c 
4 \ i =o,x CO, \ 3D 
r(x|,X2, , x j : a - c . a - c , , a -c ] 
(6.2.27) 
6.3. LAPLACE TRANSFORMATION: The Laplace transform of a 
function of n -variables f (X|, Xj Xn) defined in the portion of the space with 
17: 
all positive dimensions of an n - dimensional space is defined by the following 
equation: 
L{f(x,,X2, , x j : s , , s . , ,s„ 
'JJ GfJ I J J 
j j j e - ' ^ ' - ^ ^ - -'"'" f ( x , x , x j d x . d x , dx„ (6.3.1) 
0 0 
Making use of results (6.1.26). (6.1.27), (6.1.28) and (6.1.29) of theorems 
6.1.9, 6.1.10, 6.1.11 & 6.1.12, the relationship of (6.3.1) with the operators (6.1.3), 
(6.1.5), (6.1.6), (6.1.8), (6.1.9), (6.1.11), (6.1.12) and (6.1.14) are given in the 
fomi of the following theorems: 
Theorem 6.3.1: For a function of n -variables f (xi, X2, , Xn) defined in the 
portion of the space with all positive dimensions of an n - dimensional space and 
c, > 0, C2>0, , Cn>0, we have 
f f f f fx X \ ) V-^'-^-- ''""'"= dX| dxj dx^ 
0 0 
= L T a , b | , b 2 , ,b„,C|,C2, 
1 X | ,<K,X2 ,<» , , ^ n , < » I ( • ^ l ' ^ 2 ' ' ^ n / ' ^ l ' ^ : ' 'Sj , (6.3.2) 
provided that the n - fold integrals involved exist. 
Theorem 6.3.2: Under the conditions stated in theorem 6.3.1, we have 
f f ff(x„x, x„),i:;V:^ \"; '• dx, dx, dx, 
0 (I 
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_ T f T a . b , , b 2 , .b „ ,c , ,C2, ,c „ r - / \ 
- ' - L l ^ O . X i . O . x , . ,0,x„ I V - ^ p X , , \ , J . b | , S . , , S , , (6.3.3) 
provided that the n - fold integrals involved exist. 
Theorem 6.3.3: For a function of n -v ariables f (xi, X2, , Xn) defined in the 
portion of the space with all positive dimensions of an n - dimensional space and 
c > 0, we have 
CO X ) GO 
J J J f i X l ' X 2 ' ' ^ n ) 2^o !x | ;o , \ : . " .0,x^, 
g - S , X | - S 2 X j - -S„X„ dx, dx, dx, 
0 0 
L Ta|,a:,, ,a„ ,b | ,b i . ,b„,c r-/ \ (6.3.4) 
provided that the n - fold integrals involved exist. 
Theorem 6.3.4: Under the conditions stated in theorem 6.3.3, we have 
\ \ jf(x,,X2, ,XJ2J X, .CO.Xi.cO, .\„fj S|X| S jX j s „ x „ dx, dxj dx, 
0 0 0 
= L r a , , a , . ,a„.b, b , ,b„,c f ( , , Y V s S S (6.3.5) 
provided that the n - fold integrals involved exist. 
Theorem 6.3.5: Under the conditions stated in theorem 6.3.1, we have 
\ \ lf(x,.X2^ ^Xn)30t k 
0 0 0 
S | \ | -SoX, - -s„x„ dx, dx2 dx, 
{6.-}.6) 
provided that the n - fold integrals involved exist. 
Theorem 6.3.6: Under the conditions stated in theorem 6.3.1, we have 
g - S , \ | - S , x , - -S„X„ dX| dxj dx„ J J J l i X p X j , ' ^ 1 , j 3 ' ' \ , m'xj'oo \ „ 
0 0 0 
^ L L O : : ^ , ' O ^ f ( x „ x , , x j : s , . s „ , s j (6.3.7) 
provided that the n - fold integrals involved exist. 
Theorem 6.3.7: Under the conditions stated in theorem 6.3.3, we have 
00 0 0 GO 
\ j Jf(x„x„ ,xJ,Co^^l;, V.„r'^'-^^^- -"^"]dx,dx, dx. 
0 0 0 
= L T a , b , , b , b„ C {-(^ ^ X )-s; o n (6.3.8) 
provided that the n - fold integrals involved exist. 
Theorem 6.3.8: Under the conditions stated in theorem 6.3.3, we have 
J J J l i X p X j , ^'^n) ^K^m-C,,,^ \ „ , b | \ | S 2 X 2 - " ^ n ^ n dX| dx2 dx„ 
0 0 0 
L ra b, b, ^ '= f ( x V 
. 4 ^ 0 \ , 0 x j 0 x„ ^ \^\' ^ 2 v ..X|J:S|,S2, , s^  (6.3.9) 
provided that the n - fold integrals involved exist. 
We further give relationships among multiple Laplace transform, multiple 
Mellin transform and the operators (6.1.3). (6.1.5). (6.1.6). (6.1.8). (6.1.9), 
(6.1.1 1), (6.1.12) and (6.1 14) in the form of the following theorems: 
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Theorem 6.3.9: For functions of n - variables f (X|, X2, , Xn) and 
g (xi, X2, , Xn) defined in the portion of the space with all positive dimensions 
of an n - dimensional space and Ci > 0, c^  > 0 , c„ > 0, we have 
ivr f f fx X X "1 r-*''*'^- ^n<^^'^2- c„ 
-s,x,-s,x,- -„x„g(^^^^^^ ,x„)J:s,.s, , s , 
L /'v V ^ ya.bi.b,, ,b„,C|,c,, c„ 
l S ' , ^ 1 ' ^ 2 ' ^^n) r Xi.^.xV*. ,x„,« 
xr'xr. '•n '' V ^ P ^ 2 ' ' ^ n j j - S p S j ,S„ 
(6.3.10) 
Theorem 6.3.10: For functions of n - \ariables f (X|, X2, , Xn) and 
g (X|, X2, , Xn) defined in the portion of the space with all positive dimensions 
of an n - dimensional space and c > 0, we have 
M[f(x„x„ ,xJ,I^'--,/"'^'t ,b„.c 
—Si X| — S T ^ ? ^ ~S 
""" g(x,,X2, ,xj}:s, ,s. ,s 
= L[g(x,,x„ ,xj2J:;tx, a|,ai, ^„ .b | b , , ,b„ CO, X„,00 
. 5 , - 1 
X, ^ 2 " •*^ ti" t ( - ^ l ' ^ 2 ' ' ' ^ n / j ' ^ l ' S 2 ' S R 
(6.3.11) 
Theorem 6.3.11: Under the conditions stated in theorem 3.9. we have 
a b c, C-, c„ M[f(x,,X2, ,xj^ll^yi_ Ox„ 
1^  ^'^'^^^^ " ^ " " ' g ( ^ , - X 2 . X „ ) h s , - S 2 ,S 
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(6.3.12) 
x r ' ^2'"' ^n"'' H^i^^i^ > ^ n ) ) : ^ i - ^ : - .s , . 
Theorem 6.3.12: Under the conditions stated in theorem 3.10, we have 
M[f(x„x2, ,xj,l^;;;^' 1.C2, ,c„ 0.x-,. 0 \„ 
'""" g ( x , , X 2 , , x „ ) ) : S | , S 2 s„ 
- L [ g ( X | , X 2 , ,X„) 4Jx'|,a,',x,,oo, "\„ 
,s,-I x/"' x^;"'f(x,,x,, x j ) : s , , s , , s j 
(6.3.13) 
Theorem 6.3.13: Under the conditions stated in theorem 6.3.9, we have 
T [f Cx X X ) V'^"^'- '^ "•'''-- ''" 
J^ l^ l VXpX-j, ,^„J lio,x,,0,X2, ,0,x„ 
e-s,x,-s:x:- - s „ x „ g ( ^ ^ ^ ^ ^ ^ , x J j : S , , S , , s j 
I f g f x x X ) J"'^"^'' ' ' " ' ' ' = •'" 
^L&V 1' 2 ' ' ^ n / l-'x|.a),x:.». \„ » 
-S|X|-s,x,- -s "'" f(x,,X2, ,xj}:s, ,s . ,s„ 
(6.3.14) 
Theorem 6.3.14: Under the conditions stated in theorem 3.10, we have 
I ff ( x X X ) I ' " ' - ' ""• ' ' ' • ' ' ' 
^ [ ' V ' ^ l ' ' ^ 2 ' ' ' ^n / 2^0,x, O.x;. .0.\„ 
.h„ ,c 
- S | \ | - S i X i 
""'" g(x,.x., , x j | : s , . s , s,. 
176 
L[g(x|,x2, ^y^JjK a, a, Si„ b, b_ h„ 00 X, J- \ „ * 
- S | X | - S - , \ T - - S 
r ( X p X j , ,X,| j j I S , . S T , ,S^ ] . . 
(6.3.15) 
Theorem 6.3.15: Under the conditions stated in theorem 6. J.9, we have 
L[ l ( X , , X 2 , ,X^ j J IQ^^ QJ^^ 0 \ „ 
g-s,x,-s,x,- -s„x„g(^_^^^^ xJJ;s , ,s . , ,s . 
m x„ =0 
' " ' " f ( X p X 2 ' 'Xn)}:S,.S2, , s j 
(6.3.16) 
Theorem 6.3.16: Under the conditions stated in theorem 6.3.10, we have 
T ff (x X X ) r-'''^ "^ '^ '" 
^L V ^ i ' ' ^ 2 ' ' ^ n / 4^0,x, 0,X2 0\„ 
-S i X i S T X 7 —Sn 
"'"g(xpX2' xJ|:s,,S2, ,s„ 
L[g(x|,X2, , x J 4!'^ '': '^,' 
^ X „ CO 
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