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In the context of digitization of photographs and other documents with graphical value, cultural heritage organizations 
need to give a guarantee that the stored digital image is a faithful representation of the physical image both at the phy-
sical level and the perceptual level. On the physical level, image quality can be measured objectively in a simple way by 
applying certain physical attributes to the image, as well as by measuring how distorting images affects the performance 
of the attributes. However, on the perceptual level, image quality should correspond to the perception that a human 
expert would experience when observing the physical image under certain determined and controlled conditions. In this 
paper we address the problem of image quality assessment (IQA) in the context of cultural heritage digitization by appl-
ying machine learning (ML). In particular, we explore the possibility of creating a decision tree that mimics the response 
of an expert on cultural heritage when observing cultural heritage images.
Keywords
Photography collections; Cultural heritage digitization; Image quality assessment (IQA); Color; Machine learning (ML); 
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1. Introduction, problem statement and research questions
Cultural heritage images have been subject to digitization activities due to many reasons. For example, many cultural he-
ritage organizations, such as libraries, archives or museums, want to digitally archive their print media collections, whe-
reas others want to make the content available for end-users on a grand scale (Liu et al., 2012). In this regard, digitizing 
cultural heritage allows preservation of the original cultural artifacts while enabling user interactivity through advanced 
multimedia presentation and wider distribution channels for greater educational accessibility (Zhao; Campisi; Kundur, 
2004). Regardless of the reasons that make such organizations digitize cultural heritage images, assessing the quality of 
the digitized images has become crucial in order to storage faithful representations of the originals.
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Image quality can be assessed subjectively (with human 
intervention) or objectively (without human interven-
tion). Subjective evaluation is the most reliable method 
of quantifying visual image quality for applications in 
which images are ultimately to be viewed by human be-
ings (Wang et al., 2004). However, in practice, this heavy human intervention is time-consuming and expensive. This is 
the reason why objective evaluation has been widely applied to the field of image quality assessment (IQA). Objective 
image quality evaluation can be classified into two broad types: signal fidelity measures and perceptual visual quality 
metrics (Zhang et al., 2011). Several signal fidelity measures have been used in the literature to assess image quality. 
Signal-to-noise ratio (SNR), peak signal-to-noise ratio (PSNR) and mean-squared error (MSE) are good examples of we-
ll-known signal fidelity measures that have been widely applied. Although these kinds of measures have been success-
fully applied, they present an issue: they do not align well with human visual perception (Zhang et al., 2011). With the 
aim of addressing this issue, perceptual quality metrics have been developed, see for example (Aydin et al., 2008; Cadík 
et al., 2012; Kopf et al., 2012; Oeztireli; Gross, 2015).
In the context of digitization of heritage photographs and other documents with graphical value, cultural organizations 
need to give a guarantee that the stored digital image is a faithful representation of the physical image both at the physi-
cal level and the perceptual level. Only in this way can stored images be used for the functions of custody, conservation, 
reproduction, analysis, study and dissemination which they are meant to support, within certain ethical criteria that do 
not approve any change in the plastic characteristics or reinterpretation of the iconic and plastic messages (Fadgi, 2010; 
Frey; Reilly, 2006; Robledano-Arillo, 2016; Robledano-Arillo; Navarro-Bonilla, 2017). In this sense, on the physical level, 
digital image quality can be measured objectively in a simple way by applying signal fidelity measures on a variety of 
physical attributes, for example, those established in ISO 19293 and 19264 standards (ISO, 2017a; ISO, 2017b). However, 
on the perceptual level, image quality should correspond to the perception that a human expert would experience when 
observing the physical image under certain determined and controlled conditions.
Given the ease of computing attributes and distortions 
of a physical nature, one important line of research into 
the development of IQA systems has focused on con-
necting the physical and perceptual levels, such that the 
overall quality of an image at the perceptual level can be 
automatically derived through the use of easily compu-
table physical measures (Engeldrum, 1995; 2004). This is 
the focus of the research on perceptual quality metrics 
mentioned above. But nowadays we do not have per-
ceptual metrics that can adequately replace the work of 
a human being in work contexts where high precision 
quality measures are required, such as cultural heritage digitization and dissemination.
In the field of cultural heritage, the main attempts to do that have been essentially focused on using a limited set of 
physical attributes for which certain previously determined value acceptance ranges are established. In other words, a 
digitized image has been considered to have a good quality if several attributes are within several ranges of values, as 
proposed in (Williams; Longman, 2003; Puglia; Reed; Rhodes, 2004; Fadgi, 2010; Van-Dormolen, 2012; Nationaal Ar-
chief of The Netherlands, 2010). The two most recent ISO standards on quality assessment in cultural heritage digitaliza-
tion are based on this approach (ISO, 2017a; 2017b). This constitutes an important drawback because, as said above, in 
this context a high level of color fidelity is required. This implies that the human expert perception should be considered.
Due to this, in the field of cultural heritage digitization, the presence of experts on cultural heritage in the quality assess-
ment process is needed. This dependence on cultural heritage experts makes the task of assessing image quality really 
expensive. Therefore, developing methods that enable automatization of the IQA process becomes essential.
In this regard, machine learning (ML) can be very helpful because ML methods allow the IQA task to be addressed from a 
different perspective. Thus, instead of modeling the human visual system (HVS), ML methods can be used to mimic the HVS 
response to quality losses (Gastaldo et al., 2005). In particular, in the field of cultural heritage digitization, the goal would 
be to mimic the HVS response that an expert on cultural heritage would experience when observing the physical image. 
In this study we address the problem of IQA in the context of cultural heritage digitization by applying ML. In particular, 
we create a decision tree that mimics the response of an expert on cultural heritage when observing several images. 
The paper is structured as follows. Section 3. Methodology describes how the dataset has been created, and how the 
decision tree is created from the knowledge extracted thanks to the experts on cultural heritage. Section 4. Experimental 
results shows and analyzes the obtained results. Section 
5. Discussion provides a discussion of the experimental 
results. Finally, Section 6. Conclusions summarizes the 
conclusions of our work.
One important line of research into the 
development of IQA systems has fo-
cused on connecting the physical and 
perceptual levels, such that the overall 
quality of an image at the perceptual le-
vel can be automatically derived throu-
gh the use of easily computable physical 
measures
Assessing the quality of the digitized 
images has become crucial in order to 
storage faithful representations
Developing methods that enable auto-
matization of the image quality assess-
ment (IQA) process becomes essential
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2. Literature review
Perceptual quality metrics can be classified according to the availability of a reference image as full reference (FR), 
reduced reference (RR) and no reference (NR). The first approach has given rise to well-known metrics such as the 
structural similarity index (SSIM) (Wang et al., 2004), the multi-scale extension of SSIM (MS-SSIM) (Wang; Simoncelli; 
Bovik, 2003), the visual information fidelity (VIF) metric (Sheikh; Bovik, 2006), or the HDR-VDP-2 (Mantiuk et al., 
2011), among others. The second approach has been applied in works such as (Kusuma; Zepernick, 2003), where 
the authors present the hybrid image quality metric (HIQM); (Wang; Simoncelli, 2005), where the authors propose 
an RR method based on a natural image statistic model in the wavelet transform domain; (Li; Wang, 2009), where 
an RR algorithm based on a divisive normalization image representation is presented, or (Ma et al., 2011), where an 
RR method based on statistical modeling of the discrete cosine transform (DCT) coefficient distributions is presented. 
The third approach has been applied in many works as well. For example, in Sheikh, Bovik & Cormack (2005), the au-
thors propose to use natural scene statistics (NSS) to blindly measure the quality of images compressed by JPEG2000 
(or any other wavelet based) image coder. NSS has been applied also in Brandão & Queluz (2008), where a generic 
NSS-based NR algorithm that operates in the discrete cosine transform domain is proposed for JPEG or MPEG; or in 
Mittal, Moorthy & Bovik (2012), where an NSS-based distortion-generic NR model that operates in the spatial domain 
is proposed.
Numerous works have applied ML techniques to assess image quality from several approaches. For example, in Chang 
et al. (2016) convolutional networks, random forest classifiers and support vector machines have been used to au-
tomatically assess the quality of series of photos taken of the same scene in order to provide an automatic photo 
triage method. In Gastaldo et al. (2005), a circular back-propagation neural network is proposed for evaluating the 
effects of image enhancement filters, using general pixel-based image features. In Li, Bovik & Wu (2011), a general 
regression neural network is used to approximate the functional relationship between image features and subjective 
mean opinion scores. In Suresh, Babu & Kim (2009), an extreme learning machine classifier, which is a specific type 
of neural network, is applied to assess the problem of IQA from a classification problem perspective. In Narwaria, Lin 
& Cetin (2012), support vector regression (SVR) is used to map the high dimensional feature vector into a perceptual 
quality score. In Liu, Lin & Kuo (2013), a multi-method fusion (MMF) approach based on SVR is applied to IQA and 
two MMF-based quality indices are proposed. In Gao et al. (2013), image quality is estimated using a multiple kernel 
learning algorithm. In De & Sil (2011), a fuzzy relational classifier that assesses the quality of images is proposed. 
There even exist papers that evaluate and compare other works that apply ML techniques to IQA (Gastaldo; Zunino; 
Redi, 2013; Charrier; Lézoray; Lebrun, 2012).
3. Methodology
In this section, we describe how the dataset has been created, how the experiments have been set up, and how the 
decision tree has been created from the knowledge extracted thanks to the experts on cultural heritage.
3.1. Dataset creation
In the field of cultural heritage digitization, image quality is assessed by an expert on cultural heritage who compares the 
physical image and the digital image. This implies that the quality of the image cannot be assessed by any human, but by 
an expert on cultural heritage. This is the reason why, in our work, we do not use common image databases such as LIVE 
(Sheikh; Sabir; Bovik, 2006), CSIQ (Larson; Chandler, 2010) or TID2013 (Ponomarenko et al., 2015), which are based on 
mean opinion scores (MOS), but we create our own database.
Our dataset has been created by carrying out a psychometric experiment in which several experts on cultural heritage 
have evaluated a set of degraded images comparing them to the corresponding physical images. The physical originals 
have been compared to the corresponding on-screen digital images according to the standards for carrying out quality 
evaluation ISO 12646:2015, ISO 3664:2009 and ISO 20462-3:2012 (ISO, 2015; 2009; 2012).
The creation of our dataset comprises three phases: 
- Digitization of photographic images. 
- Creation of degraded images. 
- Assessment of image quality by the experts on cultural heritage. 
Three photographic images on paper that are representative of the 
type of documents found in many photography collections have 
been used to create our dataset (Fig. 1, Fig. 2 and Fig. 3). The digi-
tized masters of the original images have been created using a di-
gital single-lens reflex camera. In order to obtain images with high 
fidelity in color and contrast at the colorimetric and densitometric 
level, color management through customized ICC profiles has been 
applied. The colorimetric fidelity data obtained in the patches of the 
ColorChecker® color chart digitized together with the physical originals can be seen in Table 1.
DeltaE 1976 Ciede 00
Master 1 0.97 0.66
Master 2 1.12 0.80
Master 3 0.87 0.69
Table 1. Colorimetric fidelity of master images, showing 
deltas from each master image with respect to the 
colorimetric values of ColorChecker® patches
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Based on the masters, a series of 300 
degraded images per physical original 
have been created by editing their HSL 
perceptual values: Hue (H), Saturation (S) 
and Lightness (L). This has created a de-
gradation sequence that contemplated 
a sufficiently broad scale of perceptible 
changes in these three color-description 
variables. To do this, the images have 
been converted to the HSL color spa-
ce and progressively degraded in these 
three variables:
- Hue: from -20 to +19 (on a scale ran-
ging from -100 to +100).
- Saturation: from -39 to +39 (on a scale 
ranging from -100 to +100). 
- Lightness: from -20 to +20 for (on a 
scale ranging from -100 to 99). 
We have only focused on color problems 
that affect the image globally (i.e. in all 
its surface) in order to simplify the ex-
perimentation because local problems 
of the spatial inhomogeneity type (light 
fall-off or vignetting, for example) are 
usually detected and corrected in a pro-
fessional work environment prior to or 
after capture.
In addition, with the aim of analyzing the re-
liability of the human experts’ judgements, 
several repeated images have been inclu-
ded in each series of images to be evalua-
ted. Said repeated images have been used 
to analyze the consistency of the experts’ 
judgements. That is, we have analyzed whe-
ther the response of the human expert for a 
given image is always the same.
Once all the images have been created, 
several data for each image have been re-
corded automatically by applying various 
comparison metrics for color and image 
difference between the digital masters 
and their degradations. The color diffe-
rences between the digital images and 
the degraded digital images have been calculated using all the patches from the ColorChecker®.
As mentioned previously, the visual evaluation performed by the experts has been accomplished according to the stan-
dards for carrying out quality evaluation ISO 12646:2015, ISO 3664:2009 and ISO 20462-3:2012. Four experts on cultural 
heritage have been selected who satisfied the condition of being professionals with extensive experience in the sectors 
of professional photography and graphic arts. The visual evaluation carried out by the experts consisted of comparing 
the physical originals to the corresponding on-screen digital images, both the expert and the physical original being insi-
de a viewing booth. In this process, all the elements that comprise the viewing flow have been totally controlled. These, 
in addition to the digital image, include the following: 
- the calibration and ICC profile of the monitor; 
- the conversion from the color space of the image to the color space of the monitor made by the operating system’s 
color management system (CMS); 
- the quality of the monitor and of the conditions of its viewing environment; 
- the quality of the viewing booth for the physical originals and its viewing conditions. 
Table 2 shows calibration conditions according to ISO 12646 and Table 3 shows the adjustment and calibration data for 
the experiments viewing environment.
Figure 1. Mountain and water landscape. Matte color photographic print. Late 20th century. 
Figure 2. Human portrait. Monochromatic photographic print, hand-colored in ink. Early 
20th century. 
Figure 3. Human portrait. Glossy color photographic print. Early 21st century.
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Table 2. Viewing conditions according to ISO 12646
Monitor white point and display booth color temperature CIE D50 or 5.000K
Monitor white point luminance Between 80 cd/m2 and 160 cd/m2
Ambient light white point CIE D50
Environment luminance 32 lux
Display booth illuminance 500 lux ± 125
Environment Neutral color with a maximum reflection of 60% of the light
Monitor gamma value Between 1.8 y 2.4
Color temperature difference between ambient light and light from the 
viewing booth ± 200 K
Luminance difference between ambient light and monitor white point Less than 1/10
CRI booth display 90%
Contrast ratio between the monitor white and black point Above 100:1
Table 3. Experiment viewing conditions
Display booth color temperature  Between 5130K and 5160K
Monitor white point color temperature 5222K
Monitor white point luminance 113.04 cd/m2. Around 450 lux
Gamma monitor in RGB channels 2.2
RGB monitor chromaticity 0.656,0.327; 0.212,0.684; 0.150,0.072
Light intensity in display booth Around 600 lux 
Ambient light color temperature 4504 K 
Ambient light intensity 55.6 luxs 
CRI booth display 84.6 % 
Contrast ratio between the monitor white and black point  Above 410:1 
The screen interface used to show the digital images has been designed using the Adobe Bridge program so that the 
screen only showed the image being evaluated and a narrow band along the left side of the screen that allowed the 
evaluators to navigate through the images. The physical image and the ColorChecker® used to create the digital masters 
have been placed in the booth in a position that was very similar to that in the test images. The intensity of the grey 
background color of the screen was made to coincide with that of the booth.
Based on the quality detected, the experts were able to assign a score to each image based on a scale with three values: 
- The image would not pass a professional quality control measuring the proximity in the appearance of color and con-
trast between the image on the screen and the image on paper.
- The image would pass the quality control with a rigorous criterion.
- The image would pass the quality control with a less rigorous criterion. 
The purpose of our study is to explore the possibility of generating a system of rules that emulates a human expert with 
a high percentage of success. For this reason, the best of the evaluators is chosen, based on the highest consistency of 
his evaluation judgments. 
3.2. Experimental setup
Given that in the field of cultural heritage, automated digitization quality systems have been based essentially on using 
a limited set of physical attributes for which certain previously determined value-acceptance-ranges are established, in 
previous work, we analyzed the ranges of acceptance of several physical attributes for each expert on cultural heritage 
(Robledano-Arillo; Moreno-Pelayo; Pereira-Uzal, 2016). In said analysis, we observed that these ranges do not coincide 
at 100% for all of the experts. This prevented us from creating a decision tree based on the quality judgments given by all 
the experts. That is the reason why, in this work, we only use the judgements given by one of the evaluators. Specifically, 
the best of the evaluators according to the highest consistency of his results.
In the interest of simplifying our analysis, instead of allowing an image to have three different scores (1. not valid, 2. valid 
with a rigorous criterion, 3. valid with a less rigorous criterion), we have combined values 2 and 3 to work only with two 
quality classes: invalid image and valid image.
Out of the 903 images evaluated by the experts on cultural heritage, the best evaluator classified 223 images as “valid 
images’’ and 680 images as “invalid images’’. Thus, the number of valid and invalid images is unbalanced. This fact can 
affect the creation of the decision tree; therefore, instead of creating a decision tree from the 903 images, we have crea-
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ted three datasets, so that in each dataset we could have approximately 50% of valid images and 50% of invalid images. 
This is the number of valid/invalid image in each dataset:
- Dataset 1: 223 valid images + 227 invalid images 
- Dataset 2: 223 valid images + 226 invalid images 
- Dataset 3: 223 valid images + 227 invalid images 
It has to be pointed out that the invalid images have been randomly sorted, so there is no bias in their later selection. 
3.3. Decision-tree creation
As mentioned previously, ML techniques have been applied to assess image quality from several approaches. In this 
sense, approaches like neural networks (Gastaldo et al., 2005; Li; Bovik; Wu, 2011; Suresh; Babu; Kim, 2009), support 
vector regression (Narwaria; Lin; Cetin, 2012), multiple kernels (Gao et al., 2013) or fuzzy classifiers (De; Sil, 2011) have 
been used in the literature. In this work, the well-known C4.5 algorithm created by Ross Quinlan (Quinlan, 1992) has 
been used to generate a decision tree that classifies an image as valid or invalid. In terms of implementation, we have 
used the Waikato Environment for Knowledge Analysis, best known as Weka (Hall et al., 2009), to create the decision 
tree.
Different physical attributes of the images could be used to create the decision tree. In order to analyze what selection 
of physical attributes provides a higher success rate, we have created several decision trees from each dataset. The at-
tributes used in each test are the following ones:
- CIE76: Average of the color differences between the digitized physical image and real color from the ColorChecker® 
card.
- CIE76 + PSNR + SSIM: CIE76 measure plus the well-known peak signal-to-noise ratio (PSNR) and structural similarity 
index (SSIM).
- CIE76 + HSL: CIE76 measure plus the HSL perceptual values: hue (H), saturation (S) and lightness (L).
- CIE76 + HSL + patches: CIE76 measure plus the HSL perceptual values plus the 24 color differences between the digiti-
zed physical image and the real color from each of the 24 patches from the ColorChecker® card.
Using each of these four sets of attributes, we have applied three algorithms to create our classifier. Thus, as well as 
using the C4.5 algorithm, we have applied ensemble learning in order to study different classification approaches. En-
semble learning is the process of generating multiple classifiers and combining their results to give a classification result. 
In this work, we have used two ensemble learning strategies: bagging and boosting.
Among the ensemble-based algorithms that exist, bagging is one of earliest and simplest ones and its performance is 
quite good (Breiman, 1996). In bagging, the classifiers are obtained by using bootstrapped replicas of the training data. 
In other words, different training data subsets are created by randomly drawing a percentage of the data contained in 
the entire training dataset. After that, each subset is used to train a different classifier. The results given by each of the 
classifiers are combined by taking a simple majority vote of their decisions. That is, in our case, an image would be con-
sidered to be valid if the majority of the classifiers classified it as valid.
In boosting, an ensemble of classifiers is also created by resampling the data. However, in this case, resampling is stra-
tegically oriented to provide the best possible training data for each consecutive classifier. Essentially, three weak classi-
fiers are created in each iteration of boosting. The first classifier created is trained with a random subset of the training 
data. The second classifier is trained with the most informative subset, given the first classifier. Specifically, the second 
classifier is trained with some training data in which only half of the data is correctly classified by the first classifier, and 
the other half is misclassified. The third classifier is trained with instances on which the first and second classifiers disa-
gree. Then, the three classifiers are combined through a three-way majority vote.
4. Experimental results
The success rate obtained for each of the tests performed can be found in Table 4. Besides, the average of the success 
rates for all the datasets has been included in order to ease the comparison of each pair selection-of-attributes and 
decision-tree-creation-algorithm.
Table 4. Experimental results. Success rate (%) for each configuration.
CIE76 CIE76 + PSNR + SSIM CIE76 + HSL CIE76 + HSL + patches
C4.5 Bagging Boosting C4.5 Bagging Boosting C4.5 Bagging Boosting C4.5 Bagging Boosting
Dataset1 68.75 65.63 65.63 64.96 66.52 66.29 76.34 76.12 75.45 80.13 75.67 78.35 
Dataset2 66.52 64.51 63.17 70.54 71.88 69.42 81.03 79.69 79.46 79.91 92.19 99.11 
Dataset3 71.74 69.76 68.65 70.86 72.41 72.19 63.13 60.49 63.80 84.77 89.40 86.76 
Mean 69.00 66.63 65.82 68.79 70.27 69.30 73.50 72.10 72.90 81.60 85.75 88.07 
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Analyzing the results shown in Table 4, it can be observed that regardless of the learning algorithm used to create the 
classifier, the best results are always obtained when the physical attributes selected as input to the learning algorithm 
are CIE76+HSL+patches. That is, the best option is to use the following data as input to the algorithm:
- CIE76: Average of the 24 color differences between the digitized physical image and real color from the ColorChecker® 
card.
- HSL perceptual values: hue (H), saturation (S) and lightness (L).
- Patches: the 24 color differences between the digitized physical image and the real color from each of the 24 patches 
from the ColorChecker® card. 
In order to ease the comparison of all the experimental results, a figure that summarizes the results obtained has been 
created. This figure (Fig. 4) depicts the success rates averaged across all the datasets, for each learning algorithm and 
each selection of attributes.
Analyzing Fig. 4, we can observe that re-
gardless of the learning algorithm used, 
the worst success rates are obtained 
when the CIE76 is used as input attribu-
tes to the algorithm. Obviously, metrics 
such as CIE76 or CIE00 should give the 
worst performances, since they average 
color differences of several chromatic 
attributes. However, we have evaluated 
these metrics in isolation to contrast the 
low perceptual value of automated color 
fidelity evaluations based solely on these 
kinds of metrics.
The success rates obtained using CIE76 
as input to the algorithm are slightly im-
proved when the attributes used as input 
are CIE76+PSNR+SSIM. This confirms our 
concerns about SSIM, which is made for 
structural deformation due to, for exam-
ple, compression algorithms, and not chromatic deviations that maintain image structure substantially.
The success rates obtained using CIE76+PSNR+SSIM are lightly improved when the attributes used as input are CIE76+HSL, 
and finally, the best success rates are obtained when the attributes used as input to the learning algorithm are CIE76+HS-
L+patches. It has to be highlighted that using the patches improves the results because we are considering separately all 
the color patches without averaging. 
It can be observed that the best results are obtained when the decision tree is created using CIE76, Hue, Saturation, 
Lightness and patches as input variables, regardless of the algorithm used to create the decision tree.
Therefore, the main conclusion that can be derived from the experimental results obtained is that when the input attri-
butes are CIE76+HSL+patches, the best success rate is achieved when the classifier is created combining the well-known 
C4.5 algorithm and the ensemble learning strategy boosting.
It has to be highlighted that the best success rate obtained is close to the success rate of the expert. This can be due 
to the intrinsic characteristics of rule induction algorithms. Thus, these kinds of algorithms are robust in the presence 
of noise (errors, omissions or lack of data) during the rule induction process (Major; Mangano, 1995). This makes us 
suppose that the models obtained in this work will generalize the expert judgements, the models not being affected 
by the possible inconsistences in the judgements of the experts. However, it has to be kept in mind that if there were 
inconsistencies in the expert judgements, these inconsistencies would be included not only in the learning phase but 
also in the evaluation tests. Therefore, the evaluation results would be negatively affected. In other words, the maximum 
success rate obtained for the learning algorithm would be close to the success rate of the expert, even when the model 
behavior was adjusted to the data. This might be the reason why the best success rate obtained in our work is close to 
the success rate of the expert. 
5. Discussion
5.1. The need to use more complex perceptual color attributes for quality assessment in the field of heri-
tage photographs digitization 
The metrics based on vectorial distance (CIE76, PSNR and SSIM) have worse performance than the metrics that consider 
perceptual variables separately (HSL). Thus, it seems that modeling image quality according to metrics that give a sum-
Fig. 4. Accuracy rates for each learning algorithm. Comparative of the success rates obtained 
for each learning algorithm and each selection of attributes. 
Ana Granados; Valentín Moreno-Pelayo; Jesús Robledano-Arillo
e280305 El profesional de la información, 2019, v. 28, n. 3. eISSN: 1699-2407     8
mary of the performance of a complex perceptual attribute through one single number is not recommendable. Example 
of such metrics could be CIE76 or CIEDE2000 (Luo; Cui; Rigg, 2001) for color, PSNR for noise, or SSIM for image structure. 
The success rates obtained when such metrics are used as input for the learning algorithm are poor. Thus, we could 
say that we should not express the quality distances in a multidimensional space by only one number, but by as many 
numbers as dimensions the space has.
When perceptual color attributes are used as independent attributes (e.g. color is decomposed in its HSL perceptual 
values), better success rates are obtained. In fact, the best results are obtained when the input attributes to the learning 
algorithm are CIE76+HSL+patches. That is, the inputs are the average of the 24 color differences between the digitized 
physical image and real color from the ColorChecker® card, the HSL perceptual values (hue, saturation and lightness), 
and the 24 color differences between the digitized physical image and the real color from each of the 24 patches from 
the ColorChecker® card. 
5.2. Study limitations
In order to achieve a good performance applying ML, we had to discard the use of the data obtained by the evaluation 
carried out by three of the human experts that participated in the experiment, since the datasets created from their 
assessments were highly unbalanced. This imbalance has prevented us from emulating the behavior of different experts 
and doing comparative studies of great interest, such as creating a decision tree that emulates an average expert eva-
luator.
However, working with four experts has allowed us to realize that even when working with well-trained professionals, 
there is a wide disparity of results in the quality assessment. Thus, there is a very high subjectivity factor in this process 
that hinders the creation of a generalized model. It is important to highlight that this occurs even when working with a 
single person, since an expert can vary his performance in the evaluation due to subjective factors that vary over time. 
In particular, the evaluator used for the construction of the decision tree has given only a 89% consistency of results, as 
we showed in an experiment prior to the study presented here (Robledano-Arillo; Moreno-Pelayo; Pereira-Uzal, 2016). 
Since the consistency of results from the best human expert is 89%, one could think that the best effectiveness that we 
can achieve emulating our human expert will be close to 90%. However, we could obtain a model that emulates the 
expert’s best practice. For example, data could be taken from the intervals of time where his judgments are consistent 
(that is, he gives the same judgments when repeated images are showed to him). Therefore, the resulting model could 
perform even better than the expert himself, because the model would not be affected by human limitations such as 
fatigue, lack of concentration, distractions, and so on.
Finally, we have to emphasize that we are not dealing with a trivial problem of a deterministic nature, but rather with 
a complex problem of probabilistic type, which would require a more intensive future approximation. That is, it would 
be necessary to derive a psychometric function that models the quality judgment of the expert. Nevertheless, it has to 
be pointed out that we have not aspired to create a generalizable psychometric model, but to show that the automated 
systems that are currently used in the assessment of quality of patrimonial digitizations (based only on the use of color 
metrics, such a CIE color formulas, that reduce the dimensionality of the perceptual variables of color to a single dimen-
sion) do not match well with the perception of quality of human experts. Besides, we want to show that using more com-
plex models, based on n-dimensional vectors and on decision trees, we can obtain better performances, approaching 
the results of an expert in a particular quality assessment.
5.3. Future research
In future work we plan to try other ML algorithms to give a measure of the quality of the images. Besides, we plan to 
explore the possibility of emulating the quality judgement given by the best expert from the judgements given by the 
other experts. Moreover, we want to explore different color representation systems that segment the representation by 
independent channels of chrominance and luminance such as Cielab (ISO, 2008) or other perceptual methods.
6. Conclusions
In this paper we have addressed the problem of image quality assessment in the context of cultural heritage digitization 
by applying machine learning to develop a method that enables the assessment of image quality automatically. More 
specifically, we have explored the possibility of creating a decision tree that mimics the response of an expert on cultural 
heritage when observing several images under certain determined and controlled conditions. Different manners of crea-
ting the decision tree have been explored. In terms of attributes’ selection, we have explored the possibility of creating 
the classifier using four different selections of attributes: 
CIE76, CIE76+PSNR+SSIM, CIE76+HSL and CIE76+HSL+-
patches. In terms of learning algorithms we have used 
the well-known C4.5 algorithm by itself, combined with 
bagging and combined with boosting. 
We have applied machine learning to 
develop a method that enables the as-
sessment of image quality automatically
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The results presented in our work show that decision 
trees can be used to give a measure of quality in the 
context of cultural heritage digitization. More particu-
larly, our results show that the best option is to apply 
boosting to create the classifier that categorizes images 
as valid or invalid, being the inputs to the learning algorithm CIE76+HSL+patches. That is, being the inputs the average 
of the 24 color differences between the digitized physical image and real color from the ColorChecker® card, the HSL 
perceptual values (hue, saturation and lightness), and the 24 color differences between the digitized physical image and 
the real color from each of the 24 patches from the ColorChecker® card. 
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