Considered in this study is a cyclostationary generalization of an EOF-based prediction method. While linear statistical prediction methods are typically optimal in the sense that prediction error variance is minimal within the assumption of stationarity, there is some room for improved performance since many physical processes are not stationary. For instance, El Niño is known to be strongly phase locked with the seasonal cycle, which suggests nonstationarity of the El Niño statistics. Many geophysical and climatological processes may be termed cyclostationary since their statistics show strong cyclicity instead of stationarity. Therefore, developed in this study is a cyclostationary prediction method. Test results demonstrate that performance of prediction methods can be improved signi cantly by accounting for the cyclostationarity of underlying processes. The improvement comes from an accurate rendition of covariance structure both in space and time.
Introduction
A statistical prediction method is a simple and convenient tool and is commonly employed in practice for El Niño predictions (e.g., Climate Diagnostics Bulletin published by the U.S. Department of Commerce and Experimental Long-Lead Forecast Bulletin published by the Climate Prediction Center). Although dynamical prediction methods have improved signi cantly over the last decade (e.g., Behringer et al. 1998; Ji et al. 1998) , there is no consensus or evidence that their performance is better than that of statistical prediction methods (see Barnston et al. 1994 Barnston et al. , 1999 . The latter remain to be a useful tool because of their convenience and simplicity and serve as a valuable baseline comparison for dynamical prediction methods. Some operational statistical prediction schemes include canonical correlation analysis (CCA) method (Barnston and Ropelewski 1992) , principal oscillation pattern (POP) method (Penland and Magorian 1993) , neural network method (Tangang et al. 1997) , and constructed analog method (Van den Dool 1994) among others.
While many linear statistical prediction methods are constructed based on the minimization of prediction error variance, performance of such methods can be improved further since the fundamental premise of stationarity is not met for many predictand elds. For one thing, El Niño is often depicted as moving and deforming spatial anomaly patterns, which already de es the stationarity assumption. Such is a perception that prompted a prediction method based on the extended empirical orthogonal function (EOF) analysis (Graham et al. 1987a, b) or the cyclostationary EOF (CSEOF) analysis (Kim and Wu 1999) . Phase locking of El Niño with the annual cycle (Jin et al. 1994; Tziperman et al. 1994 Tziperman et al. , 1998 Chang et al. 1994 Chang et al. , 1995 is another good evidence of the nonstationarity of the tropical sea surface temperature anomaly (SSTA) eld. While, under the stationarity assumption, each month is equally preferrable, peak time of a typical El Niño is strongly phase locked with the seasonal cycle although there are some notable exceptions (Tziperman et al. 1998) .
Examined in this study is a cyclostationary generalization of linear statistical predic-tion method. Many geophysical and climatological processes may be termed cyclostationary since their statistics show strong cyclicity (Kim et al. 1996; Kim and North 1997) . A typical example is global average surface temperature (von Storch 1995) . Even after removing the annual cycle, variance in winter months is much larger than that in summer months. In other words, there is a strong annual cycle in the noise statistics of the global average surface temperature eld. Another notably cyclostationary process is precipitation, statistics of which show a strong diurnal cycle. El Niño is not a particularly good example of cyclostationary process since there is no rigorous periodicity in the occurrence of El Niños and since statistics of the tropical SSTA eld may be quite di erent for El Niño years than other years. Nevertheless, the fact that the peak time of a typical El Niño is strongly phase locked with the seasonal cycle suggests that the cyclostationarity assumption can improve performance of El Niño prediction models (e.g., Blumenthal 1991; von Storch et al. 1995) .
Main focuses in this study are (1) to develop a formal and rigorous prediction method based on the assumption of cyclostationarity and (2) to test if a statistical prediction method based on the cyclostationarity assumption indeed brings about signi cant improvement in its prediction performance. Importance of accounting for the seasonality of statistics has been recognized by many in the prediction business. It is re ected, for instance, in the separate statistics of di erent months or seasons in a prediction method (e.g., CCA or constructed analog methods). The manner the seasonality of statistics is dealt with, however, is not rigorous in most existing prediction methods. This study investigates a rigorous and formal treatment of the cyclostationarity of statistics in constructing a statistical prediction method. An EOF-based prediction method developed by Kim and North (1998) is adopted as a test case although some other prediction methods could be used instead. Test results in this study should generally be applicable to other linear statistical prediction methods as well.
The concept of EOF-based prediction is given in the next section in terms of prediction lter. Details of the construction of a prediction lter based on EOFs are presented here with a discussion on how this procedure is a ected by the cyclostationarity of a dataset. Then, in section 3, the EOF-based prediction scheme is shown to be equivalent to the socalled best unbiased linear prediction method in the form of a prediction normal equation in statistics. This is an important step in understanding the di erence between stationary and cyclostationary prediction approaches. Then, a cyclostationary prediction method is formally developed in section 4 in terms of CSEOFs with practical considerations on the actual implementation of a cyclostationary prediction lter in the following section. While CSEOFs are a natural choice of basis set for a cyclostationary process, sampling error and computational burden are practical concerns in constructing a statistical prediction method in terms of CSEOFs. An alternate but equivalent path to the cyclostationary generalization is suggested in the form of a phase-dependent prediction normal equation to alleviate this di culty. Prediction examples illustrating the usefulness and the improved performance of the developed cyclostationary prediction method are in section 6 followed by summary and conclusions.
EOF-Based Prediction Method and Prediction Filter
A linear prediction method discussed here was originally cast in a space-time domain (Kim and North 1998) . In a limited comparison test the adopted prediction method was shown to be quite comparable to other statistical prediction methods (Kim and North 1999) . For computational convenience and conceptual simplicity a linear prediction problem is often formulated in the spatial EOF space of prediction variable (e.g., Penland and Magorian 1993) . Namely, a prediction problem is constructed in terms of principal component (PC) time series of a number of spatial EOF patterns. In the context of the adopted prediction algorithm, PC time series are independent of each other under the stationarity assumption and space-time prediction proceeds in such a way as to predict individual PC time series. The POP prediction method is similar in concept except that POP patterns are used in place of EOFs. This is an important structural simplicity since any time series prediction method can be used in the prediction of space-time variables once a proper set of spatial basis functions is chosen. Therefore, formulation and discussion in the following is speci cally in terms of a one-dimensional form of prediction, i.e., time series prediction. Later, space-time notation will be restored when practical considerations for cyclostationary prediction method is discussed.
A linear predictor,T(t), essentially takes the form of a lter 
Detailed procedure of deriving an optimal lter and prediction examples are found elsewhere North 1998, 1999) . One remaining problem in constructing a detection lter is to generate EOFs. EOFs are obtained by solving Z D C(t; t 0 ) n (t 0 ) dt 0 = D n n (t); t 2 D; (4) and Z R C(t; t 0 ) n (t 0 ) dt 0 = R n n (t); t 2 R; (5) where covariance function is de ned by C(t; t 0 ) = hT(t)T(t 0 )i:
Here, h i denotes ensemble averaging. This immediately poses a di culty since T(t) is unknown in the prediction domain. Under the stationarity assumption, however, covariance function is a function only of lag , i.e., C(t; t 0 ) = C(t 0 ? t) = C( ):
Namely, covariance statistics are independent of a speci c time reference in an observational data stream. Therefore, the covariance function in (4) and (5) can be generated from observational data without speci cally referring to either the data domain or the prediction domain. For the accuracy of covariance statistics, dataset typically should be su ciently long|much longer than the data or prediction domains.
It can be proven under the stationarity assumption that the eigenfunctions of the covariance matrix in (7) are Fourier functions. That is, n (t) = exp(2 int=N); N ! 1; (8) where N is the total length of data. Due to the nite length of observational data, however, there is no truly stationary process. EOFs of a nite stationary time series are di erent from the de nition in (8) notably at the two end points. Actual prediction exercises indicate that performance is improved when the prediction lter is formulated in terms of EOFs computed from a sample covariance matrix instead of theoretical eigenfunctions in (8). Namely, b C n = D n n ; (9) where the sample covariance matrix is
For many climatic variables the stationarity assumption is not quite valid. Covariance statistics of many variables of climatic interest exhibit the nature of cyclostationarity. That is, C(t; t 0 ) = C(t + d; t 0 + d);
where d is called the nested periodicity. Thus, the covariance function is no longer a function only of lag but is also a periodic function of time (see Fig. 1 ). Equations (4) and (5) still can be used to generate CSEOFs. Due to the cyclic nature of covariance function, however, possible forms of CSEOFs are restricted to (Kim et al. 1996; Kim and North 1997) nm (t) = n (t)U nm (t);
where the Bloch function, U nm (t), is a periodic function with period d, i.e., U nm (t) = U nm (t + d):
Bloch functions are a cyclostationary generalization of spatial EOFs. Note that there are two indices, n and m, in (12) the former representing low-frequency modes and the latter Bloch (or nested) modes. There are several possible Bloch modes, the number of which depends on the nested periodicity, d, and sampling interval. The low-frequency dependency of Bloch functions is explicitly shown by using two indices. Only for the special case of harmonizable cyclostationary process are Bloch functions independent of low-frequency modes (Kim and North 1997) . A consequence of this low-frequency dependency of Bloch functions on the computation of cyclostationary prediction lter will be addressed later. A stationary process is a special limiting case of cyclostationary processes in which the nested periodicity is unity, i.e., d = 1. Thus, Bloch function simply is a constant and the low-frequency modes in (12) are identi ed with EOFs. For a truly cyclostationary process, therefore, low-frequency modes are found to be Fourier functions as in (8) (Kim and North 1997) . It is emphasized that the speci c phase dependency of a covariance function is included in the Bloch function. That is, when a domain is shifted in time, CSEOFs, (12), do not change except for the phase of Bloch functions. The low-frequency modes and the Bloch modes are mutually orthogonal since the low-frequency band and the nested-frequency band do not overlap.
Equivalence to Unbiased Linear Statistical Predictor
To better understand the di erence between stationary and cyclostationary predictions the prediction problem (1) is recast into a form involving covariance matrix. This leads to the equivalence of the EOF-based prediction method to a common statistical prediction scheme based on the so-called prediction normal equation. A typical form of linear prediction method in statistics is T(t + h) = n?1 X j=0 a (h) j T(t ? j); (14) where h and n are called the horizon and the memory, respectively. Note that (14) is essentially a discrete version of (1), where the lter function, ?(t; t 0 ), is discretized into a set of coe cients fa j g. Note the t-dependency of the lter function in (1) is shown in (14) by the superscript h on the lter coe cients. In this section the EOF-based prediction method is shown to be essentially equivalent to the unbiased linear statistical predictor of the form (14) that is common in statistics.
Multiplying (14) by T(t ? i), i = 0; : : :; n ? 1, and taking an ensemble average, then one obtains a system of equations (Newton 1988) Ca = f; 
Equation (19) can be rewritten in terms of EOFs by utilizing that
and
It should be stressed that D-domain EOFs are used in (22) while R-domain EOFs are used in (24) since t i and t j are points in the data domain and t h = t + h is a point in the prediction domain. Note also that ? n are the D-domain EOF expansion coe cients of prediction coe cients (weighting function). Then, (19) can be recast in terms of these equations as
Integrating (25) with respect to t j over the data domain and employing the orthogonality of EOFs, one obtains
where is the Kronecker delta. Multiplying (26) by n (t i ) and integrating the resulting equation with respect to t i over the data domain, one obtains
It then follows for t 2 D that
This is the desired lter equation that was derived earlier in (2). This proves the equivalence of the adopted EOF-based prediction method to a commonly used unbiased best linear prediction method in statistics.
Cyclostationary Generalization
For a cyclostationary process covariance function is periodic in time as shown in Fig. 1 . Thus, (15) needs to be solved instead of (19) for the lter coe cients. Because of the cyclic nature of covariance function, (11), one needs to solve (15) d times for a cyclostationary process with the nested periodicity d. That is, C (t) a (t) = f (t) ; (t) = mod(t; d):
The superscript, (t), denotes the phase dependency of the prediction normal equation. Using the same argument as in the stationary case, it can be shown that ?(t; t 0 ) = X n;m R m D n ( n ; m ) D m (t) n (t 0 ); t 0 2 D; t 2 R; (30) where n (t) and m (t) are D-domain and R-domain CSEOFs, respectively. Again, we arrived at the same lter equation as in (2). We only need to compute CSEOFs to construct the prediction lter of a cyclostationary process based on (30). Note, in particular, the speci c phase dependency of the lter because of the Bloch function. This can be shown clearly by rewriting (30), in view of (12), as: (31) where two indices are used for CSEOFs, i.e., m = (m 0 ; k 0 ) and n = (n 0 ; l 0 ).
Figures 2 and 3 show prediction lters for a stationary prediction method and a cyclostationary method, respectively. The NINO3 time series employed here will be discussed in more detail in the next section. As a comparison shows there is an important phase dependency of cyclostationary prediction lter that cannot be resolved in the stationary approach. Speci cally, in the winter and fall, amplitude of the lter function quickly decays with the lead time near the data domain boundary (t 0 ! 60) indicating that predictability quickly diminishes into the future. On the other hand, amplitude of the lter function does not decay as fast in the spring and summer indicating longer predictability. That consideration of this subtle phase dependency leads to improved predictability will be demonstrated in the next section.
Practical Considerations
In the previous section, prediction lter has been generalized for a cyclostationary process. While CSEOFs constitute a natural basis set for constructing a prediction lter there are some practical di culties to overcome. In the present section, such di culties are identi ed and practical solutions are suggested.
a. Computational burden
The cyclostationary prediction lter in (30), or equivalently (31), can be constructed once CSEOFs are found from a given dataset. For a space-time dataset, CSEOFs are given by nm (r; t) = n (t)U nm (r; t); (32) where n (t) are EOFs of Bloch PC time series
where the integration is over the whole spatial domain, , and over a nested period. The process is similar to moving averaging. These Bloch PC time series, by de nition, are stationary, in which case theoretical orthogonal functions are identi ed as Fourier functions. There are two sources of complication in the computation of CSEOFs. One is computational burden because of the low-frequency dependency of Bloch functions. The other is that n (t), instead of theoretical form, should be found from a sample covariance statistics of b nm (t) to enhance the performance of prediction method. These two sources of complication addressing the computational aspect of CSEOFs are related to each other. The former complication can be eliminated by introducing the assumption of harmonizable cyclostationary process, in which case Bloch functions are independent of lowfrequency modes (Kim and North 1997) . Thus, Bloch functions are computed just once for all. Then, Bloch PC time series can be computed from (33) and the corresponding low-frequency modes, n (t), can be found as eigenfunctions of the covariance statistics of Bloch PC time series. Although computational procedure is much simpli ed this assumption is not very accurate and the resulting prediction lter is unsatisfactory in performance. Therefore, we have a dilemma: computational e ciency implies computational inaccuracy.
A clue to circumvent this problem lies in the equivalence of (29) and (30). The need for CSEOFs comes from the phase dependency of (29). Equation (30) is essentially a phase-dependent prediction lter. Therefore, instead of recasting the prediction normal equation in terms of CSEOFs, one may consider constructing a separate lter for each phase. Namely, prediction lter may be constructed for each month using (2), which is an EOF representation of prediction lter. This is a very sensible and computationally e cient alternative to the CSEOF representation of prediction lter, (30), without sacricing the accuracy of lter. Computational burden is still high since a large covariance matrix lagged in both space and time should be inverted (or diagonalized). The resulting procedure would be hopelessly slow in many cases. One way to relieve computational burden is to construct (29) in the EOF space instead of the physical space of a prediction variable thereby reducing the spatial dimension of the problem. Even with the reduced spatial dimension by employing EOFs, computational burden is still very high for repeated inversion of covariance matrix although the approach is certainly viable in practice where covariance matrix needs to be inverted just once.
Another interesting alternative is to assume the independence of the PC time series of regular EOFs. A space-time cyclostationary dataset projected on regular EOFs may yield cyclostationary PC time series. Then, each PC time series can be predicted independently using a cyclostationary prediction method since the inversion of covariance matrix for a one-dimensional dataset poses no computational di culty. In this case, eigenfunctions may be written in the form np (t) q (r) = n (t)Û p (t) q (r) = n (t)Û m (r; t) = nm (r; t);
where q (r) is an EOF pattern. Note that the temporal part of the eigenfunction is denoted by np (t) since PC time series of EOFs are not stationary in the EOF expansion of a cyclostationary dataset. Although (34) represents a set of orthogonal basis functions, expansion of a dataset in terms of these basis functions is not e cient and convergence should be slow because these basis functions are not CSEOFs. Note, in particular, that the spatial pattern ofÛ m (r; t) in (34) is independent of time except for the time-dependent multiplication factor while spatial pattern of Bloch functions in (32) evolves in time (e.g., see Fig. 8 ). This alternate approach, \temporal" cyclostationary prediction method, is also considered in this study because of its computational e cienty. In a limited test, the performance of the \temporal" cyclostationary prediction method will be compared with the rigorous \space-time" cyclostationary prediction method. In the following the former method is distinguished from the latter by the name \analog" cyclostationary prediction method.
b. Sampling error
One important concern in constructing a cyclostationary (or phase-dependent) prediction lter is sampling error. Often, prediction lter based on (29) is inaccurate because of sampling error. The presence of sampling error is shown by the rather sensitive structure of the cyclostationary covariance function shown in the bottom panel of Fig. 1 to the sample length. Note that a sample covariance function under the cyclostationarity assumption may be computed, in practice, by
where (t) = mod(t; d) and is the lag. This equation may be compared with (10) for a stationary process. Because of the phase dependency the number of available data for computing cyclostationary covariance function is only N=d instead of N. For instance, a 40-yr monthly dataset o ers only 40 realizations for the computation of each month's covariance function instead of 480 realizations for the stationary case. As a result, representativeness of the resulting covariance function may be questionable. A test indicates that prediction lter based on such a short sample is slightly unreliable for the dataset employed in this study.
One way to circumvent this sampling problem is to smooth covariance function both in time and in lag. As a result, some of sampling error may be removed at the cost of introducing unknown bias. Note that this is not a rigorous procedure of removing sampling error and a better smoothing scheme can be implemented, which is beyond the scope of this study. A proper degree of smoothing should be found by examining the performance of prediction lter on a trial-and-error basis. As will be demonstrated later slight smoothing of covariance function much enhances the performance of resulting prediction lter. Due to smoothing, however, maximum performance of prediction lter is not likely to be achieved. Such inaccuracy is unavoidable until covariance function can be estimated reliably from a longer observational data. Whether an accurate statistics can be obtained from a numerical model is an important question to be answered.
Examples
The dataset used here is 2 2 tropical Paci c monthly SSTA during the period January 1950 through May 1998 which was derived from the Comprehensive Ocean Atmosphere Data Set (Woodru et al. 1987 ). Prior to prediction, 3-pt running averaging was applied to the observational data, which utilizes data one month in the future. The 3-pt smoothing is fairly common in practice (see, for example, climate diagnostics bulletin published by the U.S. Department of Commerce). This intends to remove background noise of Nyquist frequency, which seriously deteriorates performance of statistical prediction methods. The smoothing also slightly removes lower frequency component but its e ect at the annual cycle or longer is very negligible. Therefore, it should be noted in the following that actual lead time is one month shorter than nominal lead time. Sometimes, lead time is de ned as complete separation between two smoothing intervals (e.g., Barnston et al. 1994) . Namely, lead time between DJF (December-January-Feburuary) and MAM (March-April-May) is zero according to such a de nition. The latter lead time is three months shorter than the nominal lead time in this study.
The rst example is a one-dimension prediction of NINO3 (5 N ? 5 S and 150 ? 90 W) SSTA time series. The covariance function of the NINO3 time series is shown in Fig. 1 under the stationarity and the cyclostationarity assumptions. Prediction lters were constructed based on EOFs and CSEOFs of the covariance function. The size of the data domain and the prediction domain is 60 and 72, respectively. Cyclostationary covariance function, as discussed in the previous section, has been smoothed via 3-pt moving average in time and in lag. Namely, three consecutive points of the covariance function are averaged in the direction of time and lag. Shown in Fig. 4 are the forecast of NINO3 time series at 3-and 6-mo lead times. Predicted values are fairly reasonable at 3-mo lead time for both the stationary and the cyclostationary prediction methods. Major El Niño events have been reasonably captured in terms of their magnitudes although some phase lagging is obvious in the gure. At the lead time of 6 months the amplitude of major El Niño events has been signi cantly underestimated. The phase lagging is also more pronounced.
A comparison shows that the performance of the cyclostationary prediction method is slightly better than that of the stationary method. The amplitude of the 1997/1998 El Niño, in particular, has been better forecasted by the former method. A detailed account for the performance of these prediction methods is shown in Fig. 5 . As a measure of the performance the Brier-based skill score was used, which is given in terms of relative prediction error variance 2 e = 2 by (see Livezey 1995):
where is correlation between forecast and raw data, and , f , and e are standard deviation of raw data, forecast, and prediction error, respectively. The minimum value of is 0.25 when 0:5 and ( f = ) 0:5. The latter requirement is enforced since statistical prediction methods tend to underestimate f . As shown in the gure, the performance of both prediction methods is better than persistence. The prediction skill of the NINO3 time series is slightly improved by employing the cyclostationary approach.
It should be noted that the forecasting skill of the cyclostationary prediction method is poorer than the hindcasting skill. In the latter case, covariance function does not have to be smoothed. This may indicate that the cyclostationary statistics of the NINO3 time series vary more from one sample to another than the stationary statistics and henceforth are more sensitive to the sampling length. This also indicates that smoothing of covariance function to avoid signi cant sampling error introduces some inaccuracy in the construction of a lter. Bear in mind that this smoothing was necessary in the forecasting mode to avoid serious sampling error. The result indicates that the NINO3 time series is still not long enough to derive accurate cyclostationary statistics. Figure 6 clearly shows the improved performance of the cyclostationary prediction method. Shown here are seventeen 12-mo predictions since December 1996 until April 1998. Each curve represents a 12-mo prediction starting from the rst point of the curve. Both methods fail to warn signi cant warming until May 1997 when temperature already rose to about 1.5 degrees above normal. While the stationary prediction method forecasts a brief warming and downturn thereafter the cyclostationary method forecasts a steady warming with a peak around November 1997, which matches with the observational data, although the maximum temperature rise is much underestimated. This gure shows that the cyclostationary approach somewhat alleviates the phase lagging problem which is common to many statistical prediction methods. It is worthy of mentioning that both prediction methods do not forecast any La Niña condition (until May 1998).
The next example is a space-time prediction of the 3-pt moving averaged tropical Paci c SSTA eld. Figs. 7 and 8 show independent spatial patterns (computational normal modes) of the dataset under the assumption of stationarity and cyclostationarity, respectively. That is, Fig. 7 shows the rst two EOFs while Bloch functions of the same dataset are shown in Fig. 8 . Note that Bloch function is a cyclostationary generalization of spatial EOF pattern and is a function of space and time for a three-dimensional dataset. While there is obvious similarity between EOFs and corresponding Bloch functions a major dif-ference is the time dependency of Bloch functions as opposed to the stationarity of EOF patterns. The second Bloch function speci cally shows signi cant temporal dependency with the strong anomaly on the eastern side of the Paci c displaying interesting seasonal evolution.
For predictions of the SSTA eld, both \analog" and rigorous \space-time" cyclostationary prediction lters have been constructed using the PC time series of regular EOF patterns as suggested in the previous section. Twenty EOFs were retained, which explain about 95% of the total variability of the SSTA eld. Prior to the construction of prediction lters, both the temporal and the spatio-temporal covariance functions from the PC time series have been smoothed in time and in lag via 3-pt moving averaging which uses two adjacent points. Fig. 9 are the forecasts of NINO3 temperature anomaly time series constructed from the space-time predictions of the SSTA eld at 3-mo and 6-mo lead times. A comparison shows that the performance of the cyclostationary prediction method is superior to that of the stationary method. The former prediction result compares quite favorably with those of other statistical prediction methods in Barnston et al. (1994 Barnston et al. ( , 1999 . Phase lagging is obvious in the stationary prediction result. Although the prediction result using the \analog" cyclostationary prediction scheme is slightly better than that of the stationary method the former also shows similar phase lagging ( gure not shown). The delay of prediction, especially at long lead times, has signi cantly diminished in the cyclostationary prediction. While the NINO3 prediction skills of the stationary and the \analog" cyclostationary prediction methods are essentially the same as those of the corresponding one-dimensional versions, the space-time cyclostationary prediction method further extends the prediction skill by about 2 months (Fig. 10) . Although there has been much improvement, the forecasting skill of the cyclostationary method is still somewhat poorer than the hindcasting skill. This is due to the inaccuracy of prediction lter caused by sampling error and the smoothing of covariance statistics. Figure 11 shows forecasts of the tropical Paci c SSTA from May 1997 through September 1997 at 3-mo lead time. This is the maturing phase of 1997/1998 El Niño. The stationary prediction method much underestimates the degree of warming and causes signi cant phase lagging. This underestimation and lagging is fairly common to any statistical prediction methods and can be understood in terms of Fig. 6 . As shown in the gure the amount and timing of warming could not accurately be predicted even at relatively short lead time until warming advanced to some degree. The situation might be similar in the prediction of La Niña. The cyclostationary prediction shows much improved forecast. The phase delay and the underestimation of the peak are much less severe than that depicted in the stationary prediction result. While similar trend is observed in the \analog" cyclostationary prediction improvement is only minimal. This proves that an accurate rendition of the evolution of spatial patterns is important in cyclostationary prediction. Therefore, the simpli ed \analog" cyclostationary prediction method can only be suboptimal to the rigorous \space-time" prediction method using CSEOFs. Figure 12 further demonstrates the improved performance of the cyclostationary prediction method. The timing of the peak and the amount of warming are reasonably forecasted (see Fig. 6 for comparison) . The rising NINO3 temperature could be predicted as early as January 1997 with a fairly reasonable estimate of the peak time. Prediction in January 1997 estimates the warming of 1 degree in November 1997. The result should be compared favorably with those in Barnston et al. (1999) .
Shown in
Finally, spatial correlation skill of the hindcasting experiment is shown in Fig. 13 . Performance of the cyclostationary prediction method is much better with the prediction skill extending up to about 1 year. Although this prediction skill may not be achieved in the forecasting mode due to sampling error, the result is rather encouraging. More accurate cyclostationary statistics will be possible in the future as a longer observational data becomes available and the forecasting skill should approach that shown in Fig. 13 . In the left column, it is interesting to point out that the eastern Paci c area with prediction skill below 0.5 at 9-mo lead time resembles the second EOF mode, which is quite nonstationary as a comparison between Figs. 7 and 8 shows. Such a behavior is not obvious in the cyclostationary prediction. In order to demonstrate that the second EOF mode is responsible for the improved hindcasting skill in the cyclostationary prediction, hindcasting skill has been recomputed without the second EOF mode. Without the second EOF mode hindcasting skill is no longer signi cantly better for the cyclostationary prediction method than the stationary method as shown in Fig. 14. This indeed proves that a more accurate rendition of the covariance statistics in space and time is responsible for the improved predictability.
Summary and Conclusions
The main focus of this study was a cyclostationary generalization of the EOF-based prediction method developed in North (1998, 1999) . Such an attempt was sparkled by the (approximate) cyclostationarity of many geophysical and climatological processes and the near absence of prediction studies where cyclostationarity of prediction variable is a focus. While CSEOFs are a natural basis set for developing a prediction lter, there are some practical di culties posed by sampling error and computational burden in constructing an accurate prediction lter based on CSEOFs. When a dataset is short CSEOFs cannot reliably be derived from observational data due to sampling error. In other words, sample statistics may not be close to true statistics and the performance of resulting prediction lter may not be satisfactory, which turns out to be the case for the tropical Paci c SSTA eld considered in this study.
In an attempt to circumvent these di culties, cyclostationary prediction problem was recast in the form of a phase-dependent prediction normal equation. This step essentially shows that a prediction lter can be computed for each phase without invoking CSEOFs. Namely, a set of prediction lters was generated for all the months from a phase-dependent space-time covariance function. Further, as a practical suggestion for reducing sampling error phase-dependent covariance function was smoothed both in time and in lag prior to the construction of a lter. This procedure introduces some bias into the prediction lter but seems to be a sensible procedure when a longer dataset is not available. From a computational point of view the resulting prediction scheme is fairly ine cient since space-time covariance matrix should be inverted at every time step. Thus, an \analog" cyclostationary prediction method was also suggested in which each PC time series of regular EOFs was predicted independently via a one-dimensional cyclostationary prediction method. Test of this alternate approach should also reveal the importance of an accurate resolution of space-time covariance statistics (i.e., space-time cyclostationarity) as opposed to the accurate resolution of temporal covariance statistics (i.e., temporal cyclostationarity).
The limited tests employed in this study indicate that the performance of the prediction method is improved by accounting for the cyclostationary statistics of an underlying process. The improvement indeed comes from an accurate rendition of the statistics. In the prediction of El Niño, the severity of phase lagging and underestimation of peaks, which are common to many statistical prediction methods, is much alleviated by accounting for the seasonality of statistics. Prediction skill of El Niño is lengthened by slightly more than three months in the examples. A hindcasting experiment further suggests that the smoothed covariance function is not quite accurate and introduces some bias as should be anticipated. Speci cally, the forecasting skill is somewhat poorer than the hindcasting skill where predictor is based on unsmoothed covariance function. The improvement in the forecasting skill, nevertheless, is substantial for the cyclostationary prediction methods. With accurate cyclostationary statistics forecasting skill should be close to the hindcasting skill.
The employed experiments also indicate that the temporal evolution of spatial patterns is an important aspect of cyclostationary prediction. The performance of the \space-time" cyclostationary prediction method is consistently better than that of the \analog" cyclostationary method, which accounts for only the cyclostationarity or seasonality of the PC time series. The forecast of 1997/1998 El Niño is much more accurate than that by an \analog" method in which spatial patterns do not evolve in time. The performance of the prediction lter is much improved shown by the less serious phase lagging and underestimation of the 1997/1998 El Niño. It is concluded that an accurate rendition of the spatio-temporal structure of covariance statistics was important in improving the performance of the cyclostationary prediction method.
The results indicate that the cyclostationary prediction scheme developed in this study is an important generalization and improvement of the EOF-based statistical prediction method. Although in slightly di erent forms the cyclostationary generalization examined here should also apply to other statistical prediction techniques resulting in improved performance. 9 . Plot of smoothed monthly NINO3 SST time series (solid line) and its forecasts (dotted lines) from space-time predictions at 3-mo and 6-mo lead times: stationary prediction method (left) and cyclostationary prediction method (right). The SST time series was smoothed via running mean with the lag of 3 points ( 1 mo) before being used for prediction. Both the observation and predictions are smoothed in terms of 20 EOFs which explain about 95% of total variability. Fig. 9 . Plot of smoothed monthly NINO3 SST time series (solid line) and its forecasts (dotted lines) from space-time predictions at 3-mo and 6-mo lead times: stationary prediction method (left) and cyclostationary prediction method (right). The SST time series was smoothed via running mean with the lag of 3 points ( 1 mo) before being used for prediction. Both the observation and predictions are smoothed in terms of 20 EOFs which explain about 95% of total variability. Fig. 13 except that the second EOF mode was ltered out from the observational data.
