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Atomic charge transfer-counter polarization
effects determine infrared CH intensities of
hydrocarbons: a quantum theory of atoms in
molecules model†
Arnaldo F. Silva, Wagner E. Richter, Helen G. C. Meneses and Roy E. Bruns*
Atomic charge transfer-counter polarization effects determine most of the infrared fundamental CH
intensities of simple hydrocarbons, methane, ethylene, ethane, propyne, cyclopropane and allene. The
quantum theory of atoms in molecules/charge–charge flux–dipole flux model predicted the values
of 30 CH intensities ranging from 0 to 123 km mol1 with a root mean square (rms) error of only
4.2 km mol1 without including a specific equilibrium atomic charge term. Sums of the contributions
from terms involving charge flux and/or dipole flux averaged 20.3 km mol1, about ten times larger than
the average charge contribution of 2.0 km mol1. The only notable exceptions are the CH stretching
and bending intensities of acetylene and two of the propyne vibrations for hydrogens bound to sp
hybridized carbon atoms. Calculations were carried out at four quantum levels, MP2/6-311++G(3d,3p),
MP2/cc-pVTZ, QCISD/6-311++G(3d,3p) and QCISD/cc-pVTZ. The results calculated at the QCISD level
are the most accurate among the four with root mean square errors of 4.7 and 5.0 km mol1 for the
6-311++G(3d,3p) and cc-pVTZ basis sets. These values are close to the estimated aggregate experimental
error of the hydrocarbon intensities, 4.0 km mol1. The atomic charge transfer-counter polarization effect
is much larger than the charge effect for the results of all four quantum levels. Charge transfer-counter
polarization effects are expected to also be important in vibrations of more polar molecules for which
equilibrium charge contributions can be large.
Introduction
Infrared vibrational intensities of the hydrocarbon molecules
have been studied for many years since they are sensitive probes
of molecular electronic structure changes during vibrations.
One of the goals of these investigations has been the determi-
nation of hydrogen equilibrium atomic charges. Experimental
intensity studies by King and collaborators1 using the G inten-
sity sum rule showed that the hydrogen atom charges in C2H2
and HCN are significantly more positive than those of the other
simple hydrocarbons in line with their known acidic properties.
Electrooptical and equilibrium charge–charge flux (ECCF) models
contemplating equilibrium atomic charges and their changes
upon vibration have been used to interpret the infrared funda-
mental intensities.2–5 Owing to symmetry out-of-plane vibrations
do not have charge rearrangements upon vibration and the ECCF
model was used to determine atomic charges completely from
experimental structure and spectral data.6–8 Applications treat-
ing molecular orbital results included a quantum mechanical
interference term embedded in a charge–charge flux–overlap
(CCFO) model.9
Warnings have been issued that electronic structure models
should not ignore the dipolar relaxations of the charge density
that are an essential characteristic of vibrational displacements.10
Bearing this in mind the quantum theory of atoms in molecules
(QTAIM)11,12/charge–charge flux–dipole flux (CCFDF)13,14 model
has been applied here to a group of small hydrocarbons to
determine the importance of static and dynamic contributions
to their CH stretching and deformation vibrational intensities.
Charge flux contributions result from intramolecular charge
transfer and have been considered inmost of themodelsmentioned
above. However the dipole flux contribution includes changes in the
polarization of the atomic dipoles during the molecular vibrations
and is not included in the above models.
The difficulties in measuring accurate gas phase infrared
intensities15,16 are well known and care must be taken in
choosing the experimental intensity results to be used for com-
parison with the theoretical values. Furthermore, experimental
intensities suffer from anharmonicity effects that are normally
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not included in quantum chemical estimates. On the other hand,
intensity measurements on isotopically substituted molecules
have often been carried out to remove dipole moment derivative
sign ambiguities and these can serve as an internal check on the
consistency of the intensity results. In practice comparison of
intensities for isotopomers is only useful when hydrogen is
substituted by deuterium, so the hydrocarbon molecules are
especially attractive for testing quantum chemical methods for
accuracy in spite of anharmonicity concerns.
For some of the hydrocarbons more than a half-dozen
different measurements have been made. Of course some of
these are very early measurements and are not of the same
quality as others that were measured later. For determining
which experimental data should be included in our study three
criteria had to be satisfied: (1) intensities must have been
measured for all the fundamental bands of the molecule,
(2) error estimates from scattering of Beer’s law plots must have
been reported and (3) intensity measurements and error estimates
must have been made for at least two isotopomers. So the
G intensity sum rule17 and the isotopic invariance property of
atomic polar tensor elements18,19 can be applied to these data
providing some validation of the experimental measurements.
In this work the theoretical calculation of infrared intensities
of the hydrocarbon molecules are investigated at two electron
correlation treatment levels, the Quadratic Configuration Inter-
action with Single and Double excitations (QCISD)20 and the
second order Møller–Plesset perturbation (MP2)21 levels, and
two commonly used basis sets, Dunning’s cc-pVTZ set22 and the
6-311++G(3d,3p) one.23 The QCISD level and cc-pVTZ basis set
were chosen based on our recent study involving eight mole-
cules showing that QCISD/cc-pVTZ wave functions are prefer-
able to a large number of alternatives when considering both
accuracy of intensity results and computational demand.24
Furthermore the MP2 level with the 6-311++G(3d,3p) basis has
been frequently used by our group to calculate the intensities of
a large variety of molecules.16 Factorial design models were then
determined to investigate the effects of changing these basis sets
and electron correlation treatment levels.25 Finally the most
accurate wave function for calculating the intensities was used
to obtain the QTAIM parameters and charge–charge flux–dipole
flux models with the aim of understanding the physical pheno-
mena underlying the infrared fundamental intensities of the
simple hydrocarbons.
Experimental and
theoretical intensities
Theoretical intensity values were calculated on an AMD 64 Opteron
workstation using the Gaussian 03 program.26 Molecular geome-
tries were optimized at both electron correlation treatment levels,
MP2 and QCISD, using both basis sets, 6-311++G(3d,3p) and
cc-pVTZ levels and were used to calculate the intensities. QTAIM
atomic charges and dipoles were calculated using the MORPHY98
program.27 Charge and dipole flux contributions were calcu-
lated using the PLACZEK program28 from atomic charges and
dipoles calculated using MORPHY98 for atomic displacements
of 0.01 Å. The derivatives are averages of those calculated for
positive and negative displacements.
The experimental intensity data used for comparison with the
theoretical results follow the criteria stated in the Introduction.
The selected experimental intensities and their error estimates
are presented in Table 1. The methane data were taken from four
different experimental studies,29–31 the acetylene intensity values
from three sets of determinations32–34 and the ethylene35,36 and
methyl acetylene37,38 intensities from two sources. The ethane,39
Table 1 Experimental fundamental frequencies, intensities and theoretical
values calculated at the MP2 and QCISD levels with the 6-311++G(3d,3p)
and cc-p-VTZ basis sets
ni Ai (exp)
6-311++G(3d,3p) cc-pVTZ
SumMP2 QCISD MP2 QCISD
CH4
Q3 3019.0 67.5  1.5 54.1 72.9 49.9 69.3 68.7
Q4 1311.0 33.5  0.8 30.9 29.3 34.6 30.0 33.0
C2H2
Q3 3282.0 70.2  4.3 91.4 78.7 96.1 84.7 83.4
Q5 730.0 177  21 183.7 183.6 178.8 181.6 178.7
C2H4
Q7 949.2 82.1  2.5 97.2 93.3 98.2 89.1 89.6
Q9 3105.5 25.5  1.8 15.2 21.8 14.4 20.7 21.0
Q10 810.3 0.3  0.0 0.0 0.0 0.1 0.0 0.1
Q11 2989.5 13.9  1.2 10.8 15.0 9.6 13.4 13.8
Q12 1443.5 10.1  0.2 8.3 7.5 8.8 8.6 8.0
C2H6
Q5 2915.0 47.8  0.5 50.9 55.9 47.8 53.2 52.8
Q6 1379.2 4.0  0.4 0.7 0.3 1.3 0.8 0.9
Q7 2995.5 123.2  1.4 101.7 130.4 95.6 124.5 124.3
Q8 1472.2 13.4  0.2 16.7 15.9 16.9 14.7 16.1
Q9 821.5 6.1  0.1 6.0 4.6 6.6 5.3 5.2
C3H4 (prop.)
Q1 3334.0 44.2  2.4 54.1 49.4 57.1 53.2 52.4
Q2 2930.0 17.2  3.2 14.6 17.1 9.0 15.3 11.5
Q3 2142.0 5.3  0.3 3.6 3.7 2.4 2.9 2.5
Q4 1380.0 1.5
a 0.2 0.6 0.1 0.2 0.2
Q5 930.0 0.8  0.4 0.7 1.1 0.6 0.9 1.0
Q6 2981 16.6  2.9 8.9 15.3 12.8 15.3 19.2
Q7 1452.0 17.9
a 16.3 14.5 15.6 14.3 13.8
Q8 1052.0 0.3  0.2 0.2 0.01 0.5 0.2 0.3
Q9 633.0 87.9  5.0 92.4 90.7 90.0 89.4 88.3
Q10 327.0 16.2  0.8 15.6 15.9 13.0 14.6 13.3
C3H6
Q6 3102.0 30.2  2.5 18.6 31.0 29.4 27.9 41.8
Q7 854.0 0.5 0.3 0.1 0.4 0.2 0.2
Q8 3024.0 38.5  2.4 30.8 43.8 16.5 41.3 29.5
Q9 1438.0 1.8  0.1 1.4 0.8 1.9 1.4 1.3
Q10 1028.0 20.3  0.3 20.7 13.3 21.8 15.3 14.4
Q11 869.0 31.1  0.6 38.0 39.2 37.9 39.5 39.1
C3H4 (allene)
Q5 3007.0 5.5  0.8 0.3 2.5 0.1 2.3 2.3
Q6 1957.0 47.8  1.2 51.2 54.7 44.7 51.4 48.2
Q7 1398.0 6.1  1.3 2.5 1.7 3.3 2.5 2.5
Q8 3085.0 3.5  0.6 0.2 2.4 0.2 1.6 2.4
Q9 999.0 8.6  1.8 5.0 6.1 2.8 3.9 3.9
Q10 841.0 91.6  2.0 105.5 99.0 108.3 103.5 101.8
Q11 356.0 19.9  0.6 14.0 13.1 11.5 14.6 10.6
a Overlapped bands. The sum of the intensities is 19.3  1.3 km mol1.
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allene40 and cyclopropane41 intensities were each measured at
one laboratory.
Infrared fundamental intensities are proportional to the
square of the dipole moment derivatives with respect to normal
coordinates,42
Ak ¼ Np
3c2
@~p
@Qk
 2
k ¼ 1; . . . 3N  6: (1)
These derivatives are the result of three contributions to the
dipole moment derivative owing to charge, charge flux and dipole
flux terms13
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(2)
with s = x, y, z, i being summed over all atoms in the molecule
and qi and mi,s representing atomic charges and atomic dipole
Cartesian components.
The CCFDF contributions14 to the infrared intensity are
given by
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The first three squared terms represent the charge, charge flux
and atomic dipole flux contributions to the kth fundamental
vibrational intensity. The last three terms correspond to inter-
actions between charge, charge flux and dipole flux contri-
butions and can be positive when both derivative contributions
are of the same sign, reinforcing the total intensity, or negative
when the contributions have opposite signs, decreasing the total
intensity.
Results
Table 1 contains the experimental fundamental intensity values and
estimated errors for methane, acetylene, ethylene, ethane, propyne,
cyclopropane and allene. Theoretical values are provided at the MP2
and QCISD levels calculated using both the 6-311++G(3d,3p) and
cc-pVTZ basis sets. The theoretical results are graphed against the
experimental values in Fig. 1. In most cases the QCISD values are
closer to the line representing exact agreement than those calculated
at the MP2 level. A tendency for the QCISD results to over-estimate
the experimental values can be observed for intensity values above
about 40 kmmol1. This behavior was also observed in our previous
MP2/6-311++G(3d,3p) study for the high intensity bands of a
diverse group of thirty molecules.43
Table 2 contains the root mean square (rms) error values for
each molecule and each quantum level and basis set combination.
The total rms error given there shows that the QCISD level
calculations are within about 5 km mol1 of the experimental
values. This is close to the averaged estimate of the experi-
mental error for these molecules which is 4.0 km mol1. The
MP2 rms errors are about twice this experimental uncertainty.
Two level factorial design44 calculations performed on the
results of Table 1 quantify the quantum level and basis set
effects. The CH stretching vibrations have values that are
qualitatively different than those of the bends. The stretching
modes are characterized by larger electron correlation treat-
ment effects than basis set effects. Changing the quantum
level from MP2 to QCISD can be up to ten times more effective
than changing basis sets from 6-311G++(3d,3p) to cc-pVTZ.
The bending vibrations have smaller effect values than the
stretching ones and the electron correlation effects are
similar in magnitude to the basis set ones. For all vibrations
the interaction effects are small. So the effect of changing
electron correlation treatment levels does not depend on
the basis set used and vice versa. This means that a linear
model relating the calculated intensities is an accurate
Fig. 1 Theoretical intensities obtained using two electron correlation
treatment levels, MP2 and QCISD, and two basis sets, 6-311++G(3d,3p)
and cc-pVTZ vs. the experimental values for the hydrocarbons.
Table 2 Root mean square errors (rms)a for the calculated intensities of
each molecule for the four calculational levels (in km mol1)
Molecule
MP2 QCISD
Exp.
error6-311++G(3d,3p) cc-pVTZ 6-311++G(3d,3p) cc-pVTZ
CH4 9.5 12.5 7.5 2.5 1.2
C2H2 15.7 18.4 7.6 10.8 15.2
C2H4 6.9 7.0 4.3 4.6 1.5
C2H6 9.9 12.5 5.3 2.9 0.7
C3H4 (prop.) 4.4 5.3 2.3 3.3 2.5
C3H4 (allene) 6.5 7.9 5.1 5.7 1.3
C3H6 6.4 7.7 4.6 5.6 1.6
Total 7.6 9.1 4.7 5.0 4.0
a rms error = {
P
(ycalc  yexp)2/n}1/2, where n = the number of funda-
mental intensities of the molecules.
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approximation. As such the intensities of all the normal modes
are related by:
Ak(QCISD/cc-pVTZ) = Ak(QCISD/6-311G++(3d,3p))
 Ak(MP2/6-311G++(3d,3p)) + Ak(MP2/cc-pVTZ) (4)
where Ak represents the intensity of the kth normal mode. The
first two terms on the right hand side of this equation give the
effect of changing the correlation electron level from MP2 to
QCISD, which is added to the intensity directly calculated at the
MP2 level with the Dunning basis set. The results are presented
in the last column of Table 1 where they can be compared with
the intensity values calculated with this basis but at the QCISD
level. Fig. 2 shows that the correlation between the quantum
and estimated values is exceptionally good, r = 0.9968. The rms
error is only 3.3 km mol1.
Table 3 contains the QCISD/cc-pVTZ level charge, charge
flux and dipole flux contributions as well as their interactions
to the hydrocarbon intensities. Table S1 in the ESI† contains
these results for all the calculations carried out in this work.
Notice that the results in Table 3 for acetylene and propyne
correspond to the results at the QCISD/6-311++G(3d,3p) level.
Furthermore the CCFDF results for the total intensities of
these two molecules have larger divergences from the inten-
sities calculated directly from the molecular wave functions,
rms error of 12.1 km mol1 compared to 3.2 km mol1 for
intensities of the other molecules. The most pronounced
deviations occur for Q5 of acetylene and Q9 of propyne with
differences of 26 and 28 km mol1, respectively. Recently our
laboratory has reported numerical problems using MORPHY98,
caused mainly by difficulties integrating irregular atomic
surfaces in carbon atoms surrounded by high electronic
densities.45
Integration completely fails for acetylene and propyne when
using the Dunning basis set. This problem for acetylene could
be due to the existence of a (3,3) critical point, usually
associated with a nuclear critical point (or NCP), between the
two carbon atoms. This critical point is not associated with any
nucleus and, as such, is known as a non-nuclear attractor11,46
or NNA. The MORPHY program is not designed to integrate
electron density over the so-called non-nuclear attractors and
even the integration over the other atoms that constitute the
C2H2 molecule fail due to its presence. Some molecules with
homopolar unsaturated bonds between two identical atoms
have been reported to be more likely to indicate the presence of
NNAs.47–49 Acetylene (as Li2, Na2, P2, S2 and Si2) is a well known
example of this behavior when certain basis sets are employed
in molecular calculations. Nonetheless there have been recent
reports47 suggesting that the presence of NNAs in heteronuclear
molecules with similar electronegativities, such as in LiNa, are
also favorable around their equilibrium geometries.
Discussion
Previous papers13,14,50 on the QTAIM/CCFDF intensity models
have reported strong negative correlations between charge flux
and dipole flux contributions to dipole moment derivatives. This
has been shown to be due to intramolecular charge transfer on
vibrations accompanied by compensatory changes in electron
density polarization adjusting to the new charge arrangement.
Bader10 has used this phenomenon of charge transfer-counter
polarization to successfully explain the almost a null dipole
moment of CO in spite of the fact that the electronegativity
difference of its atoms implies that the oxygen atom is much
more negatively charged than the carbon.
Charge transfer and counter polarization are accounted for
by the second and third terms in eqn (2) for the dipole moment
derivative. We have called these terms charge flux and dipole
flux in line with the terminology from the older spectroscopic
models. Their squares in eqn (3) provide contributions to the
infrared intensities. The last term in eqn (3) is an interaction
term that is the product of the charge flux and dipole flux
dipole moment derivative contributions. If the equilibrium
charge contribution is zero only the charge flux, dipole flux
and their interaction term survive and their sum completely
determines the intensity. For very polar bonds the first term can
dominate the intensity although the fourth and fifth terms,
the charge–charge flux and charge–dipole flux terms can be
important. Most hydrogen atomic charges must be small since
there have been many discussions about their signs in many
molecules.51,52 So one can expect the second, third and last
terms in eqn (3) to be most important in the determination of
the hydrocarbon CH intensities.
This is indeed the case. The charge flux contributions to the
intensities range from zero to more than 1130 kmmol1 for the
CH vibrations. The dipole flux has even higher values varying
from 2 to 1750 km mol1. The charge term is normally much
smaller than 10 km mol1 except for the sp CH vibrations that
range from 10 to 50 km mol1. The CH2 rocking vibration for
allene has a value within this interval, 17.4 km mol1.
The charge flux–dipole flux interaction contribution to the
intensity, the last term in eqn (3), is negative because the
Fig. 2 Estimated hydrocarbon intensity values fromQCISD/6-311++G(3d,3p),
MP2/cc-pVTZ and MP2/6-311++G(3d,3p) results (eqn (4)) vs. calculated
QCISD/cc-pVTZ values.
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second and third dipole moment derivative terms in eqn (2) have
opposite signs. Its values range from 2700 to zero km mol1.
Finally the charge–charge flux and charge–dipole flux terms in
eqn (3) have intermediate values between the pure charge and
the flux terms.
Fig. 3 shows a graph of the sum of the charge flux and dipole
flux intensity contributions against the charge flux–dipole flux
interaction. As can be seen, the interaction contributions with
negative signs almost perfectly cancel the charge flux and
dipole flux sum. This cancellation is especially efficient for
some of the CH stretching vibrations as the individual charge
flux and dipole flux intensity contributions are so large. For
example, the CH stretching of methane has charge and dipole
flux contributions of 902.3 and 1452.3 kmmol1. Summed with
their interaction contribution of 2289.5 km mol1 the net
total is only 65.1 km mol1. This occurs even for the CQC
stretching intensity of allene. The charge and dipole flux
contributions are 8519.5 and 6036.4 km mol1 whereas their
interaction is 14342.2 km mol1. These very large, magnitude
cancelling contributions are characteristic of all the quantum
levels investigated here. For the CH stretch of methane the
charge flux values range from 902.3 to 1141.2 km mol1,
the dipole flux ones from 1440.8 to 1561.9 km mol1 and their
interaction values from 2670.2 to 2289.5 km mol1 for these
four calculation procedures. On the other hand their sums
range from only 32.9 to 65.1 km mol1.
Table 3 CCFDF contributions to the fundamental IR intensities of the hydrocarbons at the QCISD/cc-pVTZ level
Molecule Qj C2 CF2 DF2 C  CF C  DF CF  DF Total
CH4
F2 CH str Q3 0.06 902.3 1452.3 15.0 19.1 2289.5 69.3
F2 CH bend Q4 0.1 81.5 220.1 5.9 9.8 267.8 30.0
C2H2
Su CH str Q3 25.2 1785.0 1429.8 424.1 379.4 3194.0 90.7
Pu CH bend Q5 50.4 0.00 29.8 0.00 77.5 0.00 157.7
C2H4
B1u CH2 wag Q7 2.0 0.0 64.4 0.0 22.7 0.00 89.1
B2u CH2 str Q9 1.5 774.0 1135.4 68.3 82.7 1874.9 21.6
CH2 rock Q10 0.5 14.1 6.8 5.3 3.7 19.5 0.3
B2u CH2 str Q11 0.6 8.5 50.9 4.4 10.8 41.6 12.0
CH2 scis Q12 1.4 573.0 660.5 57.3 61.6 1230.5 8.7
C2H6
A2u CH2 str Q5 0.3 69.4 232.7 9.3 17.0 254.1 56.0
CH2 def Q6 1.9 225.4 310.2 41.9 49.1 528.8 1.5
Eu CH2 str Q7 2.1 1036.8 1750.7 93.3 121.3 2694.5 123.0
CH2 rock Q8 1.2 7.9 51.0 6.1 15.4 40.2 10.6
CH2 def Q9 1.2 42.6 108.0 14.6 23.2 135.6 7.6
C3H4 (propyne)
sp CH str Q1 9.5 1047.8 784.7 199.2 172.4 1813.5 55.3
sp3 CH str Q2 0.1 38.5 99.9 2.8 4.5 124.1 16.1
C str Q3 2.9 9.7 0.0 10.7 0.5 0.9 2.3
CH3 bend Q4 0.3 155.8 142.9 14.5 13.9 298.2 1.4
C–C str Q5 2.8 1.1 2.5 3.5 5.3 3.3 1.3
sp3 CH str Q6 0.4 629.6 788.2 28.6 32.0 1409.0 12.6
CH3 bend Q7 0.0 7.6 34.0 0.6 1.4 32.0 8.8
CH3 rock Q8 3.4 8.8 37.2 10.8 22.4 36.0 1.8
CH bend Q9 19.0 0.0 13.2 0.8 31.6 0.6 62.4
C–C bend Q10 7.2 0.2 2.6 2.4 8.8 1.4 22.6
C3H4 (allene)
CH str Q5 0.5 660.4 723.3 35.0 36.8 1379.0 3.4
CQC str Q6 49.5 8519.5 6036.4 1298.5 1093.0 14342.2 57.7
CH2 bend Q7 10.3 447.5 434.2 135.9 133.6 880.0 9.7
CH str Q8 3.0 697.0 907.6 91.6 104.4 1590.4 4.4
CH2 rock Q9 17.4 39.4 62.6 52.4 66.0 99.2 6.6
CCC bend Q10 0.4 1.6 86.4 0.2 10.8 4.6 94.4
CCC bend Q11 99.8 0.0 53.8 1.8 146.6 1.4 7.4
C3H6
CH str Q6 1.1 1138.2 1618.6 68.4 81.6 2714.6 30.1
CH2 rock Q7 0.4 32.4 27.3 6.9 6.4 59.4 0.0
CH str Q8 0.4 227.9 494.4 19.7 29.0 671.3 42.1
CH2 def Q9 1.1 239.3 244.2 32.0 32.3 483.4 1.4
CH2 bend Q10 1.2 115.2 178.2 23.9 29.7 286.5 14.0
Ring Q11 0.1 6.0 64.8 1.0 3.7 37.9 35.6
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The linear model regression results for the CH vibrations of
all molecules at the calculation levels employed here (all CH
vibrational results are provided in Table S1, ESI†) is
(Charge flux and dipole flux sum)
= 19.50  1.01 (Charge flux–dipole flux interaction)
with R2 = 0.9994 and a standard error of only 3.23 km mol1
and where the left side represents the sum of the second and
third terms in eqn (3) and the factor on the right side is the last
term in this equation. The very small intercept of 19.5 km mol1
and slope close to unity are especially impressive considering the
large range of more than 3000 km mol1 for both the abscissa
and ordinate.
With a negative correlation between the charge flux and
dipole flux terms of the dipole moment derivative (eqn (2))
one anticipates an excellent negative correlation between the
charge–charge flux and charge–dipole flux interaction intensity
contributions (eqn (3)). This is shown in Fig. 4 where slight
deviations from linearity are seen at the low and high ends of
the ranges for these interaction values. This contributes to a
regression slope of 1.000 and an intercept of 2.230 km mol1.
(Charge–Dipole flux interaction)
= 2.23  1.00 (Charge–Charge Flux interaction)
with R2 = 0.9531 and a standard error of 20.03 km mol1 and
where the left side is the second last term in eqn (3) and the
factor on the right side is the fourth in this equation. Again, the
graph in Fig. 4 includes the results from the use of both basis
sets at each electron correlation treatment level. Even though
Fig. 3 Sum of charge flux and dipole flux intensity contributions vs. the
charge flux–dipole flux interaction contribution.
Fig. 4 The charge–charge flux interaction intensity contribution vs. the
charge–charge flux interaction contribution.
Table 4 Sums of the charge flux, dipole flux and their interaction, and the
charge–charge flux and charge–dipole flux interactions as well as the
sums of all five contributions and the total CCFDF intensity values
CF2 + DF2
+ 2CF  DF
2C  CF
+ 2C  DF Sum Intensity
CH4
Q3 65.1 4.1 69.2 69.3
Q4 33.8 3.9 29.9 30.0
C2H2
Q3 20.8 44.7 65.5 90.7
Q5 29.8 77.5 107.3 157.7
C2H4
Q7 64.4 22.7 87.1 89.1
Q9 34.5 14.4 20.1 21.6
Q10 1.4 1.6 0.2 0.3
Q11 17.8 6.4 11.4 12.0
Q12 3.0 4.3 7.3 8.7
C2H6
Q5 48.0 7.7 55.7 56.0
Q6 6.8 7.2 0.4 1.5
Q7 93.0 28.0 121.0 123.0
Q8 18.8 9.3 9.5 10.6
Q9 15.0 8.6 6.4 7.6
C3H4 (propyne)
Q1 19.0 26.8 45.8 55.3
Q2 14.3 1.7 16.0 16.1
Q3 (C str.) 10.6 11.2 0.6 2.3
Q4 0.5 0.6 1.1 1.4
Q5 (C–C str.) 0.3 1.8 1.5 1.3
Q6 8.8 3.4 12.2 12.6
Q7 9.6 0.8 8.8 8.8
Q8 10.0 11.6 1.6 1.8
Q9 13.2 30.8 44.0 62.4
Q10 (C–C bend) 4.2 11.2 15.4 22.6
C3H4
Q5 4.7 1.8 2.9 3.4
Q6 (CQC str.) 213.7 205.5 8.2 57.7
Q7 1.7 2.3 0.6 9.7
Q8 14.2 12.8 1.4 4.4
Q9 2.8 13.6 10.8 6.6
Q10 (C–C–C bend) 83.4 10.6 94.0 94.4
Q11 (C–C–C bend) 52.4 144.8 92.4 7.4
C3H6
Q6 42.2 13.2 29.0 30.1
Q7 0.3 0.5 0.2 0.2
Q8 51.0 9.3 41.7 42.1
Q9 0.1 0.3 0.4 1.5
Q10 6.9 5.8 12.7 13.9
Q11 (ring) 32.9 2.7 35.6 40.3
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the charge flux and dipole flux derivative terms can be large the
charge–charge flux and charge–dipole flux intensity contributions
are modulated by the small equilibrium charges of the hydrogen
atoms in these hydrocarbons. In almost all cases these intensity
contributions have opposite signs and tend to cancel one another.
These interaction contributions can be positive or negative. Of the
30 CH vibrations listed in Table 3 about half have positive charge–
charge flux interactions. All of these positive charge–charge flux
contributions are accompanied by negative charge–dipole flux
contributions except one, a C–C bending mode in propyne that
has a small value, 2.4 km mol1.
Since the sum of the charge flux and dipole flux intensity
contributions is so highly correlated with the charge flux–
dipole flux interactions one expects their sums to be small for
all the CH vibrations investigated here. This is indeed true as can
be seen in Table 4. Its first numerical column contains these
sum values ranging from about zero to 93 km mol1, which are
much smaller than the values of the individual contributions
that range from zero to several thousand km mol1. The same
holds for the sum of the charge–charge flux and charge–dipole
flux contributions that range from close to zero to a little above
100 km mol1 whose values are listed in the second column
of the table.
The second last column in Table 4 contains a sum of the
values in the first two columns, i.e. it is a sum of all contribu-
tions to the hydrocarbon intensities except the charge. These
values for all the CH vibrations, whether they are stretching,
bending, deformation, etc. are in excellent agreement with the
total intensity values. The rms errors are very small for all
calculational levels being 11.6 kmmol1 for the QCISD/cc-pVTZ
results. A plot of the sums of all terms involving flux against the
total calculated intensity is shown in Fig. 5. Almost all the
points are on or close to the line representing exact agreement.
The notable exceptions are the four points for the CH stretch-
ing and bending intensities of acetylene calculated using the
6-311++G(3d,3p) basis set at the MP2 and QCISD levels. These
deviations can be explained by their high charge contributions,
25.2 and 50.4 km mol1 (QCISD/6-311++G(3d,3p) level), for the
stretching and bending vibrations, respectively. Smaller devia-
tions occur for the Q1 and Q9 intensities of propyne that have
charge contributions of 9.5 and 19.0 km mol1 at the QCISD/
cc-pVTZ level. These vibrations are the sp CH stretching and
bending motions as might be expected. Removing the vibra-
tions involving the two acetylene and two propyne vibrations
reduces the rms error to only 4.2 km mol1, which is quite low
considering that the calculated intensities range from 0.3 to
123.0 km mol1.
Fig. 6 contains a graph comparing the charge intensity
contributions (lower line) with the sum of the other five terms
involving the charge and/or dipole flux contributions (middle
line). Their sum is represented by the upper solid line in the
graph. Only two acetylene, two propyne and two allene vibra-
tions have charge intensity contributions noticeably different
from zero. The lines representing the sum of only the flux terms
are almost identical to the lines for the total calculated values of
all the other intensities except for these six.
Fig. 5 The sum of the charge flux, dipole flux, charge–charge flux, charge
dipole flux and charge flux–dipole flux contributions to the intensity vs.
calculated CCFDF intensity values.
Fig. 6 Graphs of the charge contribution, the contributions owing to all terms with flux factors and the total calculated intensities for the simple
hydrocarbons.
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These results provide clear evidence that only the charge
transfer-counter polarization effect is necessary to quantitatively
determine the CH stretching and bending intensity values of
hydrocarbons involving sp3 and probably most sp2 hybridized
carbon atoms. For acetylene and the other vibrations involving
sp hybridized carbon atoms equilibrium charge contributions
need to be added to other terms involving charge transfer and
counter polarization.
Charge transfer-counter polarization effects are probably
important to describe electronic density changes accompanying
vibrations in general. One of our previous studies14 showed that
the fundamental intensities of the CF stretching modes can be
calculated from the charge, charge–charge flux and charge–
dipole flux contributions, i.e. the first, fourth and fifth terms in
eqn (3). As the fluorine equilibrium charge is large owing to its
electronegativity these terms are much larger than the other
three that do not contain a charge factor. Intensity values for
20 CF stretching vibrations of the difluoroethylenes, the fluoro-
and fluorochloromethanes, F2CO and F2CS were calculated
with a 32 km mol1 rms error. This is quite good as the average
intensity of these vibrations was 195 km mol1 and the indivi-
dual values ranged from 4 to 470 km mol1.
Conclusion
The charge transfer-counter polarization effect was proposed some
years ago by Bader to explain the almost null dipolemoment of CO.
The dipole moment contribution owing to charge transfer from
carbon to oxygen on bond formation is compensated by electron
density polarizations in the opposite direction. Here, this phenom-
enon has been employed to accurately determine 30 infrared CH
stretching, bending and deformation intensities for molecules with
sp3 and sp2 carbon atoms. Equilibrium charge considerationsmust
also be taken into account for describing intensities involving
hydrogens bonded to sp carbons but the charge transfer-counter
polarization effect is still important for their vibrations. In fact this
effect seems to be important for most vibrations although the
equilibrium charge could be the dominating contribution as for the
CF stretching intensities. In fact the large dipole moment derivative
of CO itself can only be explained by a combination of equilibrium
charge and the charge transfer-counterpolarization effects. Since
the charge transfer-counter polarization effect is by far the domi-
nant one for quantitatively explaining the infrared intensites of the
CH bond vibrations it can be expected to be important for explain-
ing more complicated phenomena such as chemical reactivity
where bond distortions are much more pronounced.
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