One major problem in the development of a high bias current-voltage simulator for quantum devices is the resolution and treatment of resonant states. The resonance states strongly influence the transmission through and the scattering in the device. To calculate observables like the current and the charge at high bias we have to integrate in energy (and/or momentum) over these resonances. These resonance states are as sharp as lneV-5meV in an energy range of 0-1000meV spanned by the applied bias. A homogeneous energy grid resolution of laeV over an energy range of 1000meV would require 1,000,000 nodes which is unfeasible for our purposes, where a single integration point may be very expensive to compute, or the storage of all integration points is necessary. Since (2a)). We perform the numerical integration in four different schemes: 1) our new fixed energy grid with trapezoidal integration (see Fig. (2a) ), 2) our new fixed energy grid with Simpson integration (see Fig. (2b,c) ), 3) a typical adaptive grid scheme with trapezoidal integration (see Fig. (2a,b) ), and 4) a typical adaptive grid scheme with Simpson integration (see Fig. (2c) ). Figure (2) shows clearly that we typically obtain a savings of integration nodes of a factor of k 4-10. Depending on the calculation that has to be performed the number of operations may scale as k l-k 3 and the required memory scales as k k2.
The drawback of the adaptive schemes are that they have to "home in" on the resonances, which pushes the number of integration nodes up. The drawback of the fixed energy grid scheme described here is that we have to perform the resonance finding first. Single band resonance finding [2] scales as N : and multiband resonance finding [3] scales superlinear in N where N is the number of tight binding spatial nodes in the device. The recursive Green function algorithm [4] which can deliver the density of states and the transmission throughout the device scales as N. For the modeling of coherent transport [5] with not too sharp resonances (F > lteV) we find the adaptive grid optimization outperformes the fixed energy grid scheme including resonance finding. However in cases where the resonances are very sharp (F < laeV) our new scheme outperforms the usual adaptive scheme. For the modeling of incoherent transport [6] where we include acoustic and polar optical phonons, alloy disorder scattering and interface roughness scattering we find our fixed energy grid scheme essential. In this case we have to perform multidimensional, coupled integrals, where intermediate results have to be stored and we find ourselves severely limited by memory requirements of 400-500MB on a workstation. Another drawback of the fixed grid scheme presented here is that the integration accuracy cannot be specified a priori. Note, however, that the relative accuracy specified in the standard adaptive schemes does not correspond to the absolute accuracy (Fig. 2) 
