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Convergent Under-Approximations of Reachable Sets and
Tubes for Linear Uncertain Systems
Mohamed Serry ∗
Abstract
In this note, we propose a method to under-approximate
finite-time reachable sets and tubes for a class of
continuous-time linear uncertain systems. The class un-
der consideration is the linear time-varying (LTV) class
with integrable time-varying system matrices and uncer-
tain initial and input values belonging to known convex
compact sets. The proposed method depends upon the
iterative use of constant-input reachable sets which re-
sults in convergent under-approximations in the sense of
Hausdorff distance. We illustrate our approach through
two numerical examples.
1 Introduction
In recent years, the field of reachability analysis has
received intensive research attention due to its signif-
icant role in formal verification and control synthesis
[1, 13]. This resulted in a literature rich in various meth-
ods to approximate reachable sets and tubes for vari-
ous classes of systems [3]. In the context of reachabil-
ity analysis, approximation techniques can be classified
into over-approximation approaches that envelope reach-
able sets and tubes (see, e.g., [1, 11, 15, 16]) and under-
approximation approaches that inner bound reachable
sets and tubes (see, e.g., [7, 10, 18, 20]). In comparison
to over-approximation methods in the literature, under-
approximation approaches are relatively underdeveloped
despite their useful role in synthesis and verification (see,
e.g., [7, 20]). This motivates us in this work to develop
an under-approximation method for a class of linear un-
certain systems.
Up to the knowledge of the author, there have been
very few works on under-approximation methods for lin-
ear systems. For example, polytopic and ellipsoidal ap-
proaches have been proposed in [18] and [10], respectively,
which rely on solving several initial value problems to
obtain tight under-approximations that touch reachable
sets at some boundary points. Besides that, approaches
designed for nonlinear systems can be used for linear
systems, with the drawback of relatively high computa-
tional costs, where interval arithmetic [7] and coverings
of boundaries of reachable sets [20] are utilized.
In [19], second-order approximations of reachable sets
have been proposed, for linear uncertain systems, which
rely on the use of local third-order approximations
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of constant-input reachable sets. In this work, we
aim at utilizing constant-input reachable sets, due to
their under-approximating nature, to propose a con-
vergent under-approximation method for linear uncer-
tain systems. Moreover, the proposed method is mo-
tivated by the works in [1, 5, 11], where efficient over-
approximations have been introduced for linear time-
invariant (LTI) uncertain systems.
The contribution of the current work over the work in
[19] is as follows. First, the proposed method in the cur-
rent work is used to under-approximate both reachable
sets and tubes rather than only approximate final-time
reachable sets. Moreover, the assumptions imposed on
the linear systems under consideration are significantly
weaker than the ones in [19]. The weakened assump-
tions are motivated by the need of convergent under-
approximation methods that are applicable for a wide
variety of linear systems ( e.g., switched linear systems
[17]).
The organisation of this note is as follows. After the
introduction, we present the necessary mathematical pre-
liminaries. Then, we introduce the LTV system un-
der consideration, the associated assumptions, and the
problem statement. After that, we present the proposed
method and prove its convergence. Moreover, we dis-
cuss the implementability of our approach. Finally, the
proposed method is demonstrated through two numerical
examples.
2 Preliminaries
R, R+, Z and Z+ denote the sets of real numbers, non-
negative real numbers, integers and non-negative inte-
gers, respectively, and N = Z+ \ {0}. Given a, b ∈ R,
with a ≤ b, [a; b] denotes the discrete interval [a, b] ∩ Z.
Given S ⊆ R, |S| denotes the Lebesgue measure of S
[14]; e.g., |[a, b]| = b − a. Arithmetic operations in-
volving subsets of a linear space X are defined point-
wise, e.g. αM := {αy | y ∈M} and the Minkowski
sum M + N := {y + z | y ∈M, z ∈ N}, if α ∈ R and
M,N ⊆ X . We denote the identity map X → X : x 7→ x
by id, where the domain of definition X will always be
clear form the context. By ‖ · ‖ we denote any norm
on X , the norm of a non-empty subset is defined by
‖M‖ := supx∈M ‖x‖. dH denotes Hausdorff distance (see
[4, Chapter 1, Section 5, p. 65]). Given norms on Rn and
R
m, the linear space Rn×m of n×m matrices is endowed
with the induced matrix norm, ‖A‖ = sup‖x‖≤1 ‖Ax‖
for A ∈ Rn×m. Given a non-empty set X ⊆ Rn and
a compact interval [a, b] ⊆ R, X [a,b] denotes the set of
1
Lebesgue measurable maps with domain [a, b] and val-
ues in X . Integration is always understood in the sense
of Bochner, an extension of Lebesgue integration [9];
e.g., a function f : [a, b] → Rn is Bochner integrable,
or simply integrable, if f is measurable and ‖f(·)‖ is
Lebesgue integrable. Almost every (where) is abbrevi-
ated as a.e [14]. Given a non-emptyW ⊆ Rm, a compact
interval [a, b], and an integrable matrix-valued function
F : [a, b] → Rn×m,
∫ b
a
F (t)Wdt denotes the set-valued
integral
{∫ b
a
F (t)w(t)dt
∣∣∣w ∈ W [a,b]} .
3 Problem Formulation
In this section, we formulate and state the problem under
consideration in this note.
3.1 System Description
Consider the LTV system
x˙ = A(t)x +B(t)u(t), (1)
over the time interval
[
t, t
]
, −∞ < t < t < ∞, where
x(t) ∈ Rn is the system state, u(t) ∈ Rm is the input,
and A :
[
t, t
]
→ Rn×n and B :
[
t, t
]
→ Rn×m represent
the time-varying system matrices. The initial value x(t)
, and the input u(t) are subject to uncertainties. Assume
A(·) is integrable. Given an initial value x(t) = x0 and
an input signal u :
[
t, t
]
→ Rm, such that B(·)u(·) is
integrable, the unique solution, ϕ(·, t, x0, u), to system
(1), generated by x0 and u(·), on
[
t, t
]
is given by [12,
Theorem 6.5.1, p. 114]
ϕ(t, t, x0, u) = φ(t, t)x0 +
∫ t
t
φ(t, s)B(s)u(s)ds, (2)
t ∈
[
t, t
]
. Here, φ :
[
t, t
]
×
[
t, t
]
→ Rn×n is the state
transition matrix-valued function, which is continuous
on
[
t, t
]
×
[
t, t
]
and absolutely continuous in each vari-
able, satisfying ∂tφ(t, s) = A(t)φ(t, s), a.e. t ∈
[
t, t
]
and ∂sφ(t, s) = −φ(t, s)A(s), a.e. s ∈
[
t, t
]
[12, Theo-
rem 6.3.2, p. 109]. Moreover, φ(t, z)φ(z, s) = φ(t, s) and
φ(s, s) = id for all t, s, z ∈
[
t, t
]
. Finally, φ satisfies the
estimate
‖φ(t, s)‖ ≤e
∫
t
s
‖A(z)‖dz (3)
for all t ≤ s ≤ t ≤ t [12, Lemma 6.3.1, p. 108].
3.2 Assumptions
(i) The time interval
[
t, t
]
is compact and of non-zero
length (i.e.,
∣∣[t, t]∣∣ 6= 0).
(ii) A(·) is integrable.
(iii) B(·) is measurable satisfying
∫ t
t
‖B(s)‖p ds < ∞
for some p ∈ (1,∞]. Note that under the im-
posed assumption, B(·) is integrable [14, Corol-
lary 3, p. 142].
(iv) The uncertain initial value x(t) and input values
u(t), t ∈
[
t, t
]
are assumed to belong to known
sets X0 and U , respectively, i.e., x(t) ∈ X0, u(t) ∈
U, t ∈
[
t, t
]
.
(v) X0 and U are non-empty, convex, and compact.
The problem data t , t, A(·), B(·), X0 and U
are fixed and the associated assumptions hold
throughout this note.
3.3 Problem Statement
Let R(t) denote the reachable set of system (1) at time
t ∈
[
t, t
]
, with starting time t, initial values in X0, and
input signals with values in U . In other words, R(t) ={
ϕ(t, t, x0, u)
∣∣∣x0 ∈ X0, u(·) ∈ U [t,t]} , t ∈ [t, t], where
ϕ is defined as in (2). Moreover, let R(
[
t, t
]
) denote
the reachable tube of system (1) over the time inter-
val
[
t, t
]
, with initial time t, initial values in X0 and input
signals with values in U (i.e., R(
[
t, t
]
) =
⋃
t∈[t,t]R(t)).
Given the problem data and a time discretization param-
eter N , design a method that yields subsets SN ⊆ R(t)
and TN ⊆ R(
[
t, t
]
) satisfying SN → R(t) and TN →
R(
[
t, t
]
), in the sense of Hausdorff distance, as N →∞.
4 Under-Approximations
In the section, we address the problem stated in
the previous section by proposing a convergent under-
approximation method.
4.1 Proposed Method
In this subsection, we introduce the proposed method
and provide a thorough explanation of it. Let N ∈ N,
and define the sets {ΛNi }
N
i=0 as follows:
ΛN0 = X0, Λ
N
i = φ(ti, ti−1)Λ
N
i−1 +Wi, i ∈ [1;N ] , (4)
where
ti = t+ i(t− t)/N, i ∈ [0;N ] ,
Wi =
(∫ ti
ti−1
φ(ti, s)B(s)ds
)
U, i ∈ [1;N ] .
(5)
Each ΛNi , i ∈ [1;N ], corresponds to the reachable set
at time ti, with initial time ti−1, initial values in ΛNi−1,
and constant input signals with values in U . Therefore,
{ΛNi }
N
i=0 and
⋃N
i=0 Λ
N
i under-approximate {R(ti)}
N
i=0
and R(
[
t, t
]
), respectively. Convergence can be ex-
plained, informally, as follows. The iterative use of con-
stant inputs in the construction of {ΛNi }
N
i=0 results in
reachable sets under step input signals. As the value ofN
increases, the step input signals approximate measurable
input signals more accurately and therefore, {ΛNi }
N
i=0
converge to the exact reachable sets {R(ti)}
N
i=0. The
set
⋃N
i=0 Λ
N
i can be thought of as a set-valued step ap-
proximation of the set-valued function R(·). Due to the
continuity of R(·), in the sense of Hausdorff distance,
the accuracy of the step approximation increases as N
increases which implies the convergence of
⋃N
i=0 Λ
N
i to
R(
[
t, t
]
).
2
4.2 Main Results
Now, we introduce theorems 1 and 2, which are the main
results of this work, to validate the under-approximations
obtained by (4) and to illustrate their first order conver-
gence.
Theorem 1 (Convergent Under-Approximations of
Reachable Sets). Let N be a positive integer and {ΛNi }
N
i=0
and {ti}
N
i=0 be defined as in (4). Then, for all i ∈ [0;N ],
ΛNi ⊆ R(ti) and Λ
N
i →R(ti) as N →∞.
Theorem 2 (Convergent Under-Approximations of
Reachable Tubes). Let N be a positive integer and the
sets {ΛNi }
N
i=0 be defined as in (4). Then,
⋃N
i=0 Λ
N
i ⊆
R(
[
t, t
]
) and
⋃N
i=0 Λ
N
i →R(
[
t, t
]
) as N →∞.
To prove theorems 1 and 2, we resort to the following
result which implies the semi-group property of reachable
sets.
Lemma 3. Given a, b ∈
[
t, t
]
, a ≤ b, R(b) =
φ(b, a)R(a) +
∫ b
a φ(b, s)B(s)Uds.
Proof of Theorem 1. Let τ = (t − t)/N . Define
the set-valued maps I(·, ·) and J(·, ·) as I(b, a) =∫ b
a φ(b, s)B(s)dsU and J(b, a) =
∫ b
a φ(b, s)B(s)Uds,
where t ≤ a ≤ b ≤ t (note that, by definition I(b, a) ⊆
J(b, a)). For convenience, let Ii and Ji denote the sets
I(ti, ti−1) and J(ti, ti−1), respectively, i ∈ [1;N ]. The
first claim of theorem 1 holds for i = 0 as ΛN0 = R(t) =
X0. By induction, assume the first claim holds for
i ∈ [0;N − 1], then it holds for i + 1 in place of i as,
using lemma 3,
ΛNi+1 = φ(ti+1, ti)Λ
N
i +
=Ii+1︷ ︸︸ ︷
Wi+1
⊆ φ(ti+1, ti)R(ti) + Ji+1 = R(ti+1)
which proves the first claim. Now, we prove the second
claim. First, note that each set Ii, i ∈ [1;N ], can be
written as a set-valued integral as follows:
Ii =
(
1
τ
∫ ti
ti−1
φ(ti, s)B(s)ds
) =∫ titi−1 Uds︷ ︸︸ ︷
(τU) =
∫ ti
ti−1
LiUds,
where Li = (1/τ)
∫ ti
ti−1
φ(ti, s)B(s)ds. Define γi =
dH(R(ti),Λ
N
i ), i ∈ [0, N ] and αi = dH(Ii, Ji), i ∈ [1;N ].
Then, using lemma 3 and estimate (3), we have
γi ≤‖φ(ti, ti−1)‖ γi−1 + dH(Ii, Ji)
≤ e
∫ ti
ti−1
‖A(z)‖dz
γi−1 + αi, i ∈ [1;N ] ,
with γ0 = 0. It can be shown, using induction, that
γi ≤
∑i
j=1 e
∫ ti
tj
‖A(z)‖dz
αj , i ∈ [0;N ] , where
∑0
j=1(·) = 0.
Consequently, for all i ∈ [0;N ], we have
γi ≤ e
∫
t
t
‖A(z)‖dz
N∑
j=1
αj . (6)
Let C = ‖U‖ e
∫
t
t
‖A(z)‖dz. By utilizing estimate (3) and
properties of transition matrices, it can be shown that
each αi, i ∈ [1;N ], satisfies
αi ≤ C
∫ ti
ti−1
(
1
τ
∫ ti
ti−1
∥∥∥∥∥ψ(s)− Avg[ti−1,ti](ψ)
∥∥∥∥∥ ds
)
dz,
where ψ(·) = φ(t, ·)B(·) and AvgS(·) = (1/ |S|)
∫
S
(·) is
the integral mean over a measurable subset S (of finite
non-zero measure). Let ψ¯ : R → Rn×m be an extension
of ψ over the real line with zero values outside of
[
t, t
]
,
i.e.,
ψ¯(t) =
{
ψ(t), t ∈
[
t, t
]
,
0, otherwise.
Consequently, we have
αi ≤ C
∫ ti
ti−1
M#τ [ψ¯](s)ds, i ∈ [1;N ] , (7)
where M#τ [ψ¯](·) : R → R+ is a truncated sharp maximal
function (see, e.g., [8]) which is defined as
M#τ [ψ¯](x) = sup
S∋x, 0<|S|≤τ
1
|S|
∫
S
∥∥∥∥ψ¯(z)−Avg
S
(ψ¯)
∥∥∥∥ dz,
where the supremum is taken over all open intervals
S ⊂ R that contain x, with lengths less than or equal
to τ . Note that M#τ [ψ¯](·) is lower semi-continuous and,
consequently, measurable. Moreover, M#τ [ψ¯](·) satisfies∫
R
∣∣M#τ [ψ¯](x)∣∣p dx <∞, where p is the same as in subsec-
tion 3.2, assumption (iii). This claim is proved as follows.
Let M [ψ¯](·) : R→ R+ be the Hardy-Littlewood maximal
function which is defined as
M [ψ¯](x) = sup
S∋x, 0<|S|<∞
1
|S|
∫
S
∥∥ψ¯(z)∥∥ dz.
Then, it can be easily verified that M#τ [ψ¯](x) ≤
2M [ψ¯](x), x ∈ R. Moreover, using Hardy-Littlewood
maximal theorem [9, Theorem 2.3.2, p. 99], we have∫
R
∣∣M [ψ¯](x)∣∣p dx < ∞ as ∫
R
∥∥ψ¯(x)∥∥p dx < ∞ which
proves the claim. Consequently, M#τ [ψ¯](·) is integrable
over
[
t, t
]
for all 0 < τ ≤ t− t. Using estimates (6) and
(7), we have
γi ≤ Ce
∫
t
t
‖A(z)‖dz
∫ t
t
M#τ [ψ¯](s)ds, i ∈ [0;N ] .
Note that M#τ [ψ¯](x) ≤ 2Tτ [ψ¯](x), x ∈ R, where
Tτ [ψ¯](·) : R→ R+ is defined as
Tτ [ψ¯](x) = sup
S∋x, 0<|S|≤τ
1
|S|
∫
S
∥∥ψ¯(x)− ψ¯(z)∥∥dz.
Using Lebesgue differentiation theorem [9, Theo-
rem 2.3.4, p. 101], we have Tτ [ψ¯](s) → 0, a.e. s ∈
[
t, t
]
as τ → 0+ (N →∞). Therefore, using squeeze theorem,
M#τ [ψ¯](s) → 0, a.e. s ∈
[
t, t
]
as τ → 0+ (N → ∞). Fi-
nally, using dominated convergence theorem [9, Proposi-
tion 1.2.5, p. 16], we have
∫ t
t M
#
τ [ψ¯](s)ds→ 0 as N →∞
which completes the proof.
3
Proof of Theorem 2. Let {ti}
N
i=0 be as in (5), β(t, s) =∫ t
s
‖B(s)‖ ds, t ≤ s ≤ t ≤ t, and M =
∫ t
t
‖A(z)‖ dz. Us-
ing theorem 1, we have
⋃N
i=0 Λ
N
i ⊆
⋃N
i=0R(ti) ⊆R(
[
t, t
]
)
which proves the first claim. Now, we prove the second
claim. First we note, using the definition of reachable
sets and (3), that
‖R(t)‖ ≤ K, t ∈
[
t, t
]
, (8)
where K = eM
(
‖X0‖+ ‖U‖β(t, t)
)
. The Hausdorff dis-
tance can be estimated as
dH(
N⋃
i=0
ΛNi ,R(
[
t, t
]
)) ≤ max
i∈[0;N−1]
sup
t∈[ti,ti+1]
dH(R(t),Λ
N
i ).
(9)
Let ε > 0 be arbitrary. Choose N ∈ N sufficiently large
such that:
dH(Λ
N
i ,R(ti)) ≤
ε
2
, i ∈ [0;N ] , (10)
‖φ(t, ti)− id‖ ≤
ε
4K
, t ∈ [ti, ti+1], i ∈ [0;N − 1] , (11)
‖U‖ β(t, ti) ≤
ε
4eM
, t ∈ [ti, ti+1], i ∈ [0;N − 1] . (12)
Such N exists due to theorem 1, the uniform conti-
nuity of φ on
[
t, t
]
×
[
t, t
]
, and the fact that, using
Holder’s inequality [14, Theorem 1, p. 140] , β(t, s) ≤
(t − s)1/q
(∫ t
t ‖B(s)‖
p
ds
)1/p
, where q ∈ [1,∞) satisfies
1/p+ 1/q = 1 and p is the same as in subsection 3.2, as-
sumption (iii). Let i ∈ [0;N − 1] and t ∈ [ti, ti+1]. Using
the triangular inequality, we have
dH(R(t),Λ
N
i ) ≤ dH(R(t),R(ti)) + dH(R(ti),Λ
N
i ) (13)
Using lemma 3, R(t) can be written as R(t) =
φ(t, ti)R(ti) +
∫ t
ti
φ(t, s)B(s)Uds. Hence, using (3), (8),
(11), and (12),
dH(R(t),R(ti)) ≤‖φ(t, ti)− id‖ ‖R(ti)‖
+ ‖U‖
∫ t
ti
‖φ(t, s)‖ ‖B(s)‖ ds
≤ ‖φ(t, ti)− id‖K + ‖U‖β(t, ti)e
M
≤
ε
4
+
ε
4
=
ε
2
.
(14)
Therefore, using (14), (10), and (13), dH(R(t),Λ
N
i ) ≤
ε
2 +
ε
2 = ε. As ε is arbitrary and in view of (9), the proof
is complete.
4.3 Implementation
To enable implementing the proposed method, it is re-
quired that the initial and input sets, X0 and U , belong
to a class of sets that is closed under linear transforma-
tions and Minkowski sums. Such requirement is satis-
fied by the class of zonotopes (see, e.g., [1, Section 2]),
and hence, the proposed method is implementable using
zonotopes. Zonotopic approaches are well-established in
reachability analysis due to the reasonable computational
costs of the associated Minkowski sums and linear trans-
formations [5]. For a zonotopic implementation of the
proposed method, we refer the readers to, e.g., [5, Sec-
tion 3].
5 Numerical Examples
In this section, we demonstrate the proposed method via
two numerical examples. For both examples, the closed-
form formulas of the transition matrices are known ex-
actly. The proposed method is implemented using zono-
topes with the help of CORA software [2].
5.1 Academic Example
Consider the LTV system x˙ = A(t)x+B(t)u(t) over the
time interval
[
t, t
]
= [0, 1], where A(t) = α(t) id,
α(t) =
{
0, t = 0,
1
2
√
t
, otherwise,
B(t) = e
√
t
(
cos(t) − sin(t)
sin(t) cos(t)
)
,
x(t) ∈ X0 = {(0, 0)
⊺} and u(t) ∈ U = [−1, 1] ×
[−1, 1]. Note that A(·) is integrable (but not essentially
bounded). We implement the proposed method, with dif-
ferent values of the time discretization parameter N , to
obtain several under-approximations of R(t), ΛNN . Fig. 1
illustrates the obtained under-approximations which im-
prove in accuracy as N increases showing a converging
behaviour as predicted by theorem 1.
-4 -2 0 2 4
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Figure 1: Several under-approximations of R(t) (black),
from example 5.1: Λ11 (red), Λ
2
2 (green), and Λ
5
5 (blue).
5.2 Switched System
In this example, we adopt a modified version of the
DC-DC converter given [6]. Consider the LTV system
x˙ = A(t)x + u(t) on the time interval
[
t, t
]
= [0, 5],
where x(t) ∈ X0 = [0.9, 1.1]× [4.9, 5.1] and u(t) ∈ U =
[2/15, 8/15]× {0}. A(·) is defined as
A(t) =
{
A(1), t ∈ [0, 1] ∪ [2, 3] ,
A(2), otherwise,
where A(1) =
(
− 13 0
0 − 16
)
and A(2) =
(
− 12 −
1
6
1
6 −
1
6
)
.
We use the proposed method, with several values of
N , to obtain an under-approximations,
⋃N
i=0 Λ
N
i , of
R(
[
t, t
]
). Fig. 2 illustrates several under-approximations
of R(
[
t, t
]
). The mentioned figure displays the increased
4
accuracy of the obtained under-approximations as N in-
creases which matches with the findings of theorem 2.
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Figure 2: Under-approximations of R(
[
t, t
]
), from exam-
ple 5.2:
⋃5
i=0 Λ
5
i (red),
⋃10
i=0 Λ
10
i (green),
⋃20
i=0 Λ
20
i (blue),⋃50
i=0 Λ
50
i (black).
References
[1] Matthias Althoff. Reachability analysis and its appli-
cation to the safety assessment of autonomous cars.
PhD thesis, Technische Universita¨t Mu¨nchen, 7 July
2010.
[2] Matthias Althoff. An introduction to CORA 2015.
In Goran Frehse and Matthias Althoff, editors, Proc.
1st and 2nd Intl. Worksh. Appl. Verification for
Continuous and Hybrid Systems (ARCH), volume 34
of EPiC Series in Computing, pages 120–151. Easy-
Chair, 2015.
[3] Eugene Asarin, Thao Dang, Goran Frehse, Antoine
Girard, Colas Le Guernic, and Oded Maler. Recent
progress in continuous and hybrid reachability anal-
ysis. In Proc. 2006 IEEE Conf. Computer Aided
Control Systems Design (CACSD), Munich, Ger-
many, 4-6 October, 2006, pages 1582–1587, 2006.
[4] Jean-Pierre Aubin and Arrigo Cellina. Differential
Inclusions, volume 264 of Grundlehren der mathe-
matischen Wissenschaften. Springer, 1984.
[5] Antoine Girard, Colas Le Guernic, and Oded Maler.
Efficient computation of reachable sets of linear
time-invariant systems with inputs. In Proc. 9th
Intl. Workshop on Hybrid Systems: Computation
and Control (HSCC), Santa Barbara, CA, U.S.A.,
March 29-31, 2006, volume 3927 of Lect. Notes
Comput. Sci., pages 257–271. Springer, Berlin, 2006.
[6] Antoine Girard, Giordano Pola, and Paulo Tabuada.
Approximately bisimilar symbolic models for incre-
mentally stable switched systems. IEEE Trans. Au-
tomat. Control, 55(1):116–126, 2010.
[7] Eric Goubault and Sylvie Putot. Forward inner-
approximated reachability of non-linear continuous
systems. In Proceedings of the 20th International
Conference on Hybrid Systems: Computation and
Control, pages 1–10. ACM, 2017.
[8] Loukas Grafakos. Modern fourier analysis, volume
250. Springer, 2009.
[9] Tuomas Hyto¨nen, Jan Van Neerven, Mark Veraar,
and Lutz Weis. Analysis in Banach spaces, vol-
ume 12. Springer, 2016.
[10] Alexander B Kurzhanski and Pravin Varaiya. El-
lipsoidal techniques for reachability analysis: in-
ternal approximation. Systems & control letters,
41(3):201–211, 2000.
[11] Colas Le Guernic and Antoine Girard. Reachability
analysis of linear systems using support functions.
Nonlinear Anal. Hybrid Syst., 4(2):250–262, 2010.
[12] Dahlard L. Lukes. Differential equations, volume 162
of Mathematics in Science and Engineering. Aca-
demic Press Inc., London, 1982.
[13] Gunther Reissig, Alexander Weber, and Matthias
Rungger. Feedback refinement relations for the syn-
thesis of symbolic controllers. IEEE Trans. Au-
tomat. Control, 62(4):1781–1796, April 2017.
[14] Halsey Royden and Patrick M. Fitzpatrick. Real
analysis. New York, NY: Prentice Hall, 4th ed. edi-
tion, 2010.
[15] Joseph K. Scott and Paul I. Barton. Bounds on the
reachable sets of nonlinear control systems. Auto-
matica J. IFAC, 49(1):93–100, 2013.
[16] Mohamed Serry and Gunther Reissig. Hyper-
rectangular over-approximations of reachable sets
for linear uncertain systems. In Proc. 57th IEEE
Conf. Decision and Control (CDC), Miami, FL,
USA, 17-19 December 2018, pages 6275–6282, 2018.
[17] Zhendong Sun. Reachability analysis of switched lin-
ear systems with switching/input constraints. IFAC
Proceedings Volumes, 38(1):121–126, 2005.
[18] Pravin Varaiya. Reach set computation using opti-
mal control. In Proc. KIT Workshop on Verification
of Hybrid Systems, Grenoble, France, October 19-21,
1998, pages 377–383, 1998.
[19] Vladimir Veliov. Second-order discrete approxima-
tion to linear differential inclusions. SIAM J. Nu-
mer. Anal., 29(2):439–451, 1992.
[20] Bai Xue, Zhikun She, and Arvind Easwaran. Under-
approximating backward reachable sets by poly-
topes. In International Conference on Computer
Aided Verification, pages 457–476. Springer, 2016.
5
