ABSTRACT. By a result of Vallette [Val14], we put a sensible model structure on the category of conilpotent Lie coalgebras. This gives us a powerful tool to study the subcategory of Lie algebras obtained by linear dualization, also known as the category of pronilpotent Lie algebras. This way, we recover weaker versions of the celebrated Goldman-Millson theorem and Dolgushev-Rogers theorem by purely homotopical methods. We explore the relations of this procedure with the existent literature, namely the works of Lazarev-Markl and Buijs-Félix-Murillo-Tanré. 
Notation and conventions. Throughout the paper, we work over a field K of characteristic 0.
Unless stated otherwise, we always work over cochain complexes over K: all operads and all algebras are differential graded, and their differentials have degree 1. In particular, Maurer-Cartan elements of dg Lie algebras have degree 1.
For operads, cooperads and related concepts we follow as closely as possible the notations of the book [LV12] .
SOME NOTIONS OF CATEGORY THEORY
In this section, we give a reminder of the basic categorical notions we will need later, such as equivalences of categories, ind-and pro-objects in a category (i.e. formal colimits and limits), model categories and the homotopy category of a model category.
Equivalences of categories.
Given two categories C and D, an isomorphism of categories between them is a functor F : C → D such that there exists another functor F −1 : D → C satisfying F −1 F = 1 C and F F −1 = 1 D . This notion is far too strict to be really useful. A more sensible notion to compare categories is the following one. There is another notion of equivalence of categories which is at first sight stronger than the previous one.
Definition 2.2. An adjoint equivalence of categories between C and D is an adjoint pair
F : C −⇀ ↽− D : G
such that the unit and counit maps are natural isomorphisms.
In fact, the two notions of equivalence of categories are the same.
Theorem 2.3. Let F : C → D be a functor. The following statements are equivalent.
(1) The functor F is an equivalence of categories.
(2) The functor F is part of an adjoint equivalence of categories.
(3) The functor F is fully faithful and essentially surjective, i.e. for every object d ∈ D there exists c ∈ C such that d ∼ = F (c).
For details on these notions, see for example the book [ML70, pp. 92-95].
2.2. Categories of ind-objects and categories of pro-objects. Let C be a category. One can then consider the category of "formal colimits" in C (e.g. [AGV72, Sect. 8]).
Definition 2.4. A (non-empty) small category C is filtered if
(1) for every two objects x, y ∈ C, there exists an object z ∈ C and two arrows z → x and z → y, and (2) for every two arrows f, g : b → a in C, there exists an arrow h : c → b such that f h = gh.
The category C is cofiltered if it satisfies the dual properties. Lemma 2.7. Let C ′ and C ′′ be two equivalent or anti-equivalent categories. Then ind(C ′ ) is equivalent to ind(C ′′ ), respectively anti-equivalent to pro(C ′′ ).
Definition 2.5. The category ind(C) of ind-objects in C is the category that has as objects all the diagrams
Proof. This is straightforward.
We recall the definition of a compact object in a category.
Definition 2.8. Let C be a category that admits filtered colimits. An object c ∈ C is said to be compact if the functor hom C (c, −) : C −→ Sets preserves filtered colimits.
Proposition 2.9. Let C be a category and let C ′ be a full subcategory of C. Further, assume that
(1) the category C is cocomplete, (2) there exists a functor δ : C −→ ind(C ′ )
such that the composite colim δ is naturally isomorphic to the identity functor of C, where colim is (a choice for) the functor colim : ind(C ′ ) −→ C
given by taking the colimit in C, and (3) every object in C ′ is compact in C.
Then the functors δ and colim exhibit an equivalence of categories between C and ind(C ′ ).
Proof. Assumption (1) guarantees the existence of a colimit functor. The natural isomorphism colim δ ∼ = id C is given by assumption (2). We are left to prove that there exists a natural isomorphism
Let F : D → C ′ and G : E → C ′ be two objects in ind(C ′ ). Then we have
In the second line we used the fact that C ′ is a full subcategory of C, and in the third one the fact that
′ is always a compact object by assumption (3). It follows that for any F ∈ ind(C ′ ) we have
where we used the fact that colim δ ∼ = id C . Then, the identity morphism of colim F provides a natural isomorphism δ colim ∼ = id ind(C ′ ) as we wanted. Under some assumptions, one can transfer a model structure from a category to another along an adjunction. We will not directly need this, but only the following easier result. Definition 2.17. Let C be a model category, and let x ∈ C be an object.
(1) A cylinder object for x is a splitting of the fold map ∇ :
with the first map a cofibration and the second map a weak equivalence. (2) Dually, a path object for x is a splitting of the diagonal map ∆ :
with the first map a weak equivalence and the second map a fibration.
Notice that, since we are in a model category, cylinder and path objects always exist.
Lemma 2.18. Let C be a model category. Any two choices of cylinder object for an object x ∈ C are weakly equivalent. Dually, any two choices of path object are weakly equivalent.
Proof. By the definition of model category, there exists a choice of cylinder object x × I as a trivial fibration. Suppose thatx is another cylinder for x. By lifting property of cofibrations with respect to trivial fibrations, there exists a diagonal filler for the following diagram.
It is a weak equivalence by 2-out-of-3 property. The proof for path objects is dual.
These objects can be used to define notions of homotopies between maps, in an analogous way to what is done in topology.
Definition 2.19. Let f, g : x → y be two morphisms in the model category C.
(1) The two morphisms are left homotopic if there exists a map
from a cylinder object for x to y such that the following diagram commutes.
We denote this by f ∼ ℓ g. These notions of homotopy behave especially well when the source is cofibrant and the domain is fibrant.
Proposition 2.20. Let C be a model category, and let x, y be objects of C.
( . These results are proven by working directly on the algebras coming into play, but both have a distinct homotopical flavor. It is one of the main objectives of the rest of the present paper to expose a new, completely homotopy theoretical approach to the proof of these theorems.
3.1. Maurer-Cartan elements, gauge equivalences, and the Goldman-Millson theorem. A concept ubiquitous in mathematics today is that of the Maurer-Cartan elements of a Lie algebra.
Definition 3.1. Let g be a Lie algebra. A Maurer-Cartan element of g is a degree 1 element x ∈ g 1 satisfying the Maurer-Cartan equation
The set of Maurer-Cartan elements of g is denoted by MC(g).
Given λ ∈ g 0 , one can define a vector field g 1 → g 1 by
It is tangent to MC(g) in the sense that its flow -whenever it exists -preserves Maurer-Cartan elements. Let x 0 ∈ MC(g) and suppose that the floẇ
exists up to at least t = 1. Then we say that λ is a gauge between x 0 and x 1 := x(1), and that x 0 and x 1 are gauge equivalent. We denote the equivalence relation generated by this notion of gauge equivalence by ∼ gauge .
One can guarantee that the flows as above exist for all times t by requiring the Lie algebras one considers to be complete with respect to some well-behaved filtration. As a first example, let g be a Lie algebra, then we define its canonical filtration by If g is complete with respect to its canonical filtration, then being gauge equivalent is an equivalence relation on Maurer-Cartan elements on the nose by the Baker-Campbell-Hausdorff formula. Notice that any morphism of Lie algebras induces a morphism between the moduli spaces of MaurerCartan elements. In fact, MC : {g ∈ Lie-alg complete with respect to its canonical filtration} −→ Sets is a functor from Lie algebras which are complete with respect to the canonical filtration to sets.
One can generalize the canonical filtration defined above to a more general notion of filtration for Lie algebras.
Definition 3.4. Let g be a Lie algebra. A (complete) filtration for g is a sequence of subspaces
A complete Lie algebra is a couple (g, F • g), where g is a Lie algebra and F • g is a filtration for g.
is a filtered quasi-isomorphism if moreover it is a quasi-isomorphism and if the induced morphisms
are all quasi-isomorphisms. More generally, we say that a morphism of Lie algebras φ : g → h is a filtered quasi-isomorphism if there exist filtrations on g and h making it into one.
We will denote the category of complete Lie algebras and filtered morphisms by cdgLie.
The Goldman-Millson theorem tells us how the moduli space of Maurer-Cartan elements behaves under filtered quasi-isomorphisms. It was first proven in [GM88] , then generalized in [Yek12] . The version we expose here is the most modern and general one we are aware of, and it is a direct corollary of the Dolgushev-Rogers theorem [DR15] , which we will present shortly.
Theorem 3.6 (Goldman-Millson). Let g, h be complete Lie algebras, and let
is a bijection.
The proof of this theorem is an induction on nilpotence degrees using obstruction theory. One starts by proving that the statement is always true for abelian Lie algebras, which implies that it is also true for the induced maps
for any n ≥ 2. Then one can proceed by induction, where the induction step is done by using some obstruction theory on the morphism of short exact sequences [BFMT16] . We will look at it in some detail in Section 6.3.
Remark 3.7. A more homotopical proof of the Goldman-Millson theorem has recently appeared in
3.2. The deformation ∞-groupoid and the Dolgushev-Rogers theorem. The Goldman-Millson theorem is in fact only an avatar of a "higher" result. In [Hin97a] , Hinich introduced a simplicial set MC • (g) associated to a complete Lie algebra encoding not only Maurer-Cartan elements and gauges between them, but also all higher relations between those. This object was subsequently generalized and studied in depth by Getzler in [Get09] .
Denote by Ω • the Sullivan algebra. It is the simplicial commutative algebra of polynomial differential forms on the n-simplex. Namely, we have
endowed with the unique square zero differential extending d(t i ) = dt i , and with the obvious simplicial maps induced by pullback along the inclusion of lower dimensional simplices and the collapsing of simplices along subsimplices. It was first introduced by Sullivan in [Sul77] in the context of rational homotopy theory.
Let g be a nilpotent Lie algebra, i.e. a Lie algebra so that there exists an integer N > 0 such that any bracketing of N elements of g gives zero. The smallest such N is called the nilpotency degree of g. The tensor product g ⊗ Ω n is again a Lie algebra by
Therefore, g ⊗ Ω • is a simplicial Lie algebra by tensoring the simplicial maps of Ω • by the identity on g. More generally, if (g, F • g) is a complete Lie algebra, we will denote
Definition 3.8. Let g be a complete Lie algebra. The deformation ∞-groupoid of g -also called the DeligneHinich-Getzler ∞-groupoid -is the simplicial set
Notice that MC 0 (g) = MC(g), while MC 1 (g) gives a notion of gauge between two Maurer-Cartan elements which -although slightly different -is equivalent to the one defined in Section 3.1, see for example [RN17b, Prop. 4.3] . In particular, we have
The assignment of the Deligne-Hinich-Getzler ∞-groupoid to a Lie algebra gives a functor
The Deligne-Hinich-Getzler ∞-groupoid of a Lie algebra has nice homotopical properties: it is always fibrant in the category of simplicial sets, as implied by the following theorem. 
Theorem 3.10 (Dolgushev-Rogers). Let g, h be complete Lie algebras, and let
is a homotopy equivalence of simplicial sets.
Again, the proof of this theorem is done by induction on the nilpotence degree of the Lie algebras, with the help some obstruction theory and some simplicial homotopy theory (see the original paper [DR15] for a clear exposition of all the details). What is striking to us here is the fact that this theorem has a distinct homotopical flavor -its statement is of the form: "morphisms in such and such class are sent to weak equivalences of simplicials sets by the functor MC • " -but its proof is not really in this context and relies on different methods.
Remark 3.11. In fact, the material presented in this last subsection is true in a more general context: L ∞ -algebras and ∞-morphisms between them, see [Get09] and [DR15] . A generalization of the methods of the present article to treat the more general case could be an interesting research direction.
THE VALLETTE MODEL STRUCTURE ON CONILPOTENT COALGEBRAS OVER A COOPERAD
In this section, we present the Vallette model structure on conilpotent coalgebras over the Koszul dual cooperad of a Koszul operad P, see [Val14] . It generalizes the model structure on conilpotent coassociative coalgebras defined by Positselski [Pos11, Sect. 9.3]. We further develop the material found in Vallette's article and completely characterize the class weak equivalences in terms of filtered quasiisomorphisms. Finally, we specialize to P = S ⊗ Com and study the model structure induced on conilpotent Lie coalgebras.
4.1. The Vallette model structure. In order to make certain operadic results work, one needs an additional grading on operads and cooperads.
Definition 4.1. Let P be an operad. A connected weight grading on P is a decomposition
into subspaces P (ω) of weight ω such that the total weight is preserved both by the differential and by the composition map of P. Dually, a connected weight grading on a cooperad C is a similar decomposition such that the differential and the decomposition map of C preserve the total weight. Morphisms of (co)operads and twisting morphisms between connected weight graded (co)operads must preserve the weight.
Let (E, R) be an operadic quadratic data, see [LV12, Sect. 7 .1] for definitions and basic facts. Suppose that we have a decomposition of the generating S-module
into subspaces E (ω) of weight ω such that the relations in R are of homogeneous weight. Then the weight grading on E induces a connected weight grading on both the quadratic operad P := P(E, R) and the quadratic cooperad P 
More generally, if an operad P is connected, i.e. if we have P(0) = 0 and P(1) = Kid, then
is a canonical weight grading on P, and similarly for cooperads.
For the rest of this section, fix a Koszul operad P with a connected weight grading obtained as above from a weight grading on the quadratic data, and denote
the canonical twisting morphism given by Koszul duality. The category of P-algebras is given the Hinich model structure [Hin97b] , where the weak equivalences are the quasi-isomorphisms and the fibrations are the surjections. • The class W of weak equivalences is given by all morphism in conil. P ! -cog. that are sent to quasiisomorphisms by Ω κ .
• The class C of cofibrations is given by the injective morphisms.
• 
. Namely, we require that
(1) the filtration is exhaustive: colim
it respects the coproduct, that is
where ∆ C (c) := ∆ C (c) − c, and (3) it is preserved by the differential:
Example 4.6. A filtration that exists for any conilpotent P ! -coalgebra C is the coradical filtration. It is defined by
Definition 4.7. Let C 1 , C 2 be two conilpotent P ! -coalgebras, and let φ :
(1) Let F • C 1 and F • C 2 be filtrations. The morphism φ is filtered (with respect to the given filtrations) if for each n ≥ 0 we have φ(
) The morphism φ is a filtered quasi-isomorphism if it is a quasi-isomorphism and if there are filtrations
F • C 1 and F • C 2 such that φ is filtered and such that for each n ≥ 0, the morphism φ induces a quasiisomorphism
Remark 4.8. Notice that the coradical filtration is final, in the sense that if we put the coradical filtration on C 1
and any filtration on C 2 then any morphism of P ! -coalgebras will be filtered. 
Proof. This is a consequence of the proof of [Val14, Thm. 2.6].
Proof of Theorem 4.9. We denote by Fqi the smallest class of arrows in conil. P ! -cog. which contains all filtered quasi-isomorphisms and which is closed under the 2-out-of-3 property.
Lemma 4.10 implies that that Fqi ⊆ W . To prove the other inclusion, let
be a morphism of conilpotent P ! -coalgebras such that Ω κ f is a quasi-isomorphism, that is to say f ∈ W . We consider the diagram
where by Lemma 4.11 the arrow B κ Ω κ f is a filtered quasi-isomorphism, and by Lemma 4.12 both vertical arrows are also filtered quasi-isomorphisms. A double application of the 2-out-of-3 property proves that f ∈ Fqi, concluding the proof.
One could consider a twisting morphism different from the one given by Koszul duality and try induce a model structure on conilpotent C -coalgebras using the associated bar-cobar adjunction. This can indeed be done (as long as the characteristic of the base field is 0), as is shown in [LG16, Thm. 10]. Then one can try to compare two model structures on conilpotent C -coalgebras obtained this way. This is done in [LG16, Prop. 32]. We will need the following special case.
Proposition 4.13 ([LG16, Prop. 32])
. Let C be a cooperad, let P, P ′ be operads and suppose we have a diagram
where α : C → P is a twisting morphism and f is a quasi-isomorphism. Then the model structures on conilpotent C -coalgebras induced by α and f α are equal.
Case of interest: conilpotent Lie coalgebras.
We are interested in the study of certain dg Lie algebras, namely the ones obtained dualizing conilpotent Lie coalgebras.
Definition 4.14. A conilpotent Lie coalgebra is a conilpotent coalgebra over the cooperad coLie := Lie ∨ , the linear dual of the operad Lie encoding Lie algebras.
Notice that the cooperad coLie is Koszul and that its Koszul dual operad is the operad S ⊗ Com. Both are connected, and we endow them with the canonical weight grading. By what exposed above, we obtain a model structure on the category of conilpotent Lie coalgebras by pulling back the Hinich model structure on (suspended) commutative algebras along the Koszul twisting morphism
We fix the canonical weight grading on coLie. It is given by coLie (w) := coLie(w + 1) .
Therefore, we can change our conventions a bit and we define a filtration on a conilpotent Lie coalgebra C to be a sequence of sub-chain complexes
and (3) it is preserved by the differential: d C (F n C) ⊆ F n C. Notice that this corresponds to the notion of filtration of Definition 4.5 by a shift of index by 1. Explicitly, the model structure on the category conil. coLie of conilpotent Lie coalgebras has
• the closure of the class of filtered quasi-isomorphisms under the 2-out-of-3 property as weak equivalences,
• the monomorphisms as cofibrations, and • the class of morphisms with the right lifting property with respect to trivial cofibrations as fibrations.
Every conilpotent Lie coalgebra is cofibrant, and the fibrant objects are the quasi-free conilpotent Lie coalgebras.
Dualizing a filtered conilpotent Lie coalgebra we obtain a complete Lie algebra.
Lemma 4.15. Let (C, F • C) be a filtered conilpotent Lie coalgebra. Then the filtration on g := C ∨ defined by 
At the same time, we have dim(V ∨ ) = |R|. Notice that if we fix a basis of V ∨ , then bijections from the basis to itself are automorphisms. Therefore, we have
It follows that there must exist automorphisms of V ∨ that are not given as the dual of an automorphism of V .
There is another twisting morphism we can consider to construct a model structure on conilpotent Lie coalgebras, namely the canonical twisting morphism Proof. This is an immediate corollary of Proposition 4.13.
This fact will be of fundamental importance later on.
A MODEL STRUCTURE FOR THE GOLDMAN-MILLSON THEOREM
In this section, we show that a version of the Goldman-Millson theorem [GM88] can be obtained by a purely homotopical argument in the model category of Lie coalgebras introduced above.
Dualization of conilpotent Lie coalgebras.
We start by giving the correct framework in which to dualize conilpotent Lie coalgebras. where the horizontal arrows are given by linear dualization and the upper horizontal and left vertical arrows are an anti-equivalence of categories and an equivalence of categories respectively. Notice that all pronilpotent Lie algebras are complete: one can always write them as the dual of a conilpotent Lie coalgebras an take the orthogonal of the coradical filtration.
Remark 5.4. What stated above works in greater generality for conilpotent coalgebras over a cooperad. In a sense, this is the correct framework in which to dualize a conilpotent coalgebra, obtaining not an algebra, but a diagram of finite dimensional algebras.
We endow the category pro(fd nil. Lie) with the model structure obtained by transporting the Vallette model structure described in Theorem 4.4 along the two (anti-)equivalences of categories using Proposition 2.16. The two model structures are Quillen equivalent. Notice that fibrations and cofibrations change roles as we pass through an anti-equivalence.
Remark 5.5. One cna check that the model structure thus obtained is exactly the one of [LM15, Def. 9.9]. The main difference between our approach and theirs is the fact that we work directly with Lie coalgebras, while they only ever work with pronilpotent Lie algebras. We hope that the point of view we used in the present paper will appear more natural to some readers, as it avoids dualizing every coalgebra in order to only work with algebras.
5.2.
The cosimplicial Lie algebra mc • . Before going on, we need to introduce a particular cosimplicial Lie algebra playing a very central role in deformation theory and rational homotopy theory. It was discovered and studied in [Ban14] , [BFMT15] , [RN17b] , and [BFMT17] .
Recall the Sullivan algebra Ω • described in Section 3.2. The cocellular complex C n of the n-simplex can be given by a natural sub-cochain complex of Ω n . Namely, it is given by
It forms a simplicial cochain complex by restriction of the simplicial maps of Ω • . For his proof of the de Rham theorem for PL differential forms, Dupont [Dup76] introduced a simplicial contraction
from Ω • to C • . Thanks to this, the Homotopy Transfer Theorem (see e.g. [LV12, Sect. 10.3] for a standard reference) gives us a good way to endow C • with a simplicial C ∞ -algebra structure. Since C ∞ is finite dimensional in every arity, its dual is a cooperad, which is in fact isomorphic to S −1 ⊗ BLie. Since C n is finite dimensional for every n, we can dualize it to obtain a (not conilpotent) cosimplicial
• is then a BLie-coalgebra, so that we can take its complete cobar construction relative to the canonical twisting morphism π : BLie −→ Lie to obtain a cosimplicial Lie algebra
The underlying graded Lie algebra of mc • is simply the free complete Lie algebra
Notice that
where ι is the canonical twisting morphism of (1). Details on this construction can be found in [RN17a] and [RN17b] . From the latter article we also recall the following two results. The first tells us that the cosimplicial Lie algebra mc • represents the Deligne-Hinich-Getzler ∞-groupoid of Definition 3.8. The second one explicitly describes mc 0 and mc 1 .
Theorem 5.6 ([RN17b, Cor.5.3]). Let g be a complete Lie algebra. There is a homotopy equivalence
which is natural in g. (1) mc 0 is isomorphic to the Lie algebra generated by a single Maurer-Cartan element, and (2) mc 1 is isomorphic to the Lawrence-Sullivan algebra, that is the Lie algebra generated by two MaurerCartan elements in degree 1 and an element in degree 0 giving a gauge between them.
The Goldman-Millson theorem.
The idea is now to use the model structure given above to obtain statements about pronilpotent Lie algebras. Namely, by Proposition 5.8 we have that the set of MaurerCartan elements of a Lie algebra g is in natural bijection with the set of morphisms mc 0 −→ g of dg Lie algebras, where mc 0 is the free Lie algebra on a Maurer-Cartan element. Similarly, gauge equivalences between Maurer-Cartan elements are coded by morphisms
Intuitively, mc 1 behaves like a cylinder object for mc 0 , so that the gauge relation looks very similar to a left homotopy between Maurer-Cartan elements seen as maps. However, we do not have a good model structure on complete Lie algebras, and that's why we have to lift everything to the category of diagrams.
In order to push down the results we will obtain for diagrams to actual algebras, we will need the following technical lemma.
Lemma 5.9. Let g be a Lie algebra which is complete with respect to its canonical filtration, and such that g (n) := g/F Lie n g is finite dimensional for all n ≥ 2. Let g ∈ pro(fd nil. Lie) be the diagram 
Since all the maps in the diagram g were surjective, all the maps in this diagram are injective. Let N be the nilpotency degree of H(d). Then every map g → H(d) splits through g (n) for all n ≥ N , so that we have
for all n ≥ N . It follows that
which concludes the proof.
In particular, this is true for any g of the form g := Lie(V ), for V a finite dimensional graded vector space, with any differential. The examples of main interest to us will be the pronilpotent Lie algebras
Lemma 5.10. Let n ≥ 0. We have colim mc
In particular, mc n is cofibrant.
Proof. The dual of the quotient mc
Lie k mc n of mc n by the kth space of the canonical filtration is exactly the kth space of the coradical filtration of B ι (s −1 C n ), and the projections
become the inclusions of the various spaces of the coradical filtration of B ι (s −1 C n ). From this, the result follows.
Lemma 5.11. The diagram mc 1 is a cylinder object for mc 0 . After passing to the limit, the splitting of the codiagonal map becomes
where the two maps are as follows. The first Lie algebra is the free complete Lie algebra generated by two MaurerCartan elements α 0 and α 1 , while the second one is the free complete Lie algebra generated by two Maurer-Cartan elements β 1 , β 2 and a gauge λ from β 1 to β 2 , and the last algebra mc 0 is the free Lie algebra on a single MaurerCartan element α. The first map is determined by i(α j ) = β j for j = 1, 2, the second map is determined by t(β j ) = α for j = 1, 2 and t(λ) = 0.
Proof. By Lemma 5.10, we know that mc n corresponds to the conilpotent Lie coalgebra B ι (s −1 C n ). Since B ι is right adjoint, we have
with the obvious differential in the category of conilpotent Lie coalgebras. The diagonal map
in the category of C ∞ -algebras splits into
where T (1) = ω 0 + ω 1 , I(ω 0 ) = (1, 0), I(ω 1 ) = (0, 1), and I(ω 01 ) = (0, 0). The map T is a quasiisomorphism as it is induced by the homotopy equivalence ∆ 1 → ∆ 0 . Therefore, by a result analogous to Lemma 4.11, it is sent to a filtered quasi-isomorphism B ι (T ) by the bar construction. The map I is clearly surjective, and thus B ι (I) is a fibration by [Val14, Thm. 2.9(2)]. Notice that the mentioned theorem is stated for the twisting morphism κ, but it also holds for ι by repeating the same proof and using Lemma 4.17. It follows that B ι (s −1 C 1 ) is a path object for B ι (s −1 C 0 ), which is equivalent to the statement we wanted to prove. Recovering the exact structure of the maps after passing to the limit is straightforward.
We are now set for the proof of the Goldman-Millson theorem for pronilpotent Lie algebras.
Theorem 5.12. Let g, h be two pronilpotent dg Lie algebras, and let φ : g → h be the dual of a weak equivalence of conilpotent Lie coalgebras. Then φ induces a bijection
Proof. Let G, H ∈ pro(fd nil. Lie) and Φ ∈ hom pro(fd nil. Lie) (G, H)
be a weak equivalence such that lim G = g, lim H = h, and such that Φ corresponds to φ after passing to the limits. By definition, the moduli space of Maurer-Cartan elements of a Lie algebra g is the quotient
of the space of Maurer-Cartan elements of g by the gauge relation. As explained above, we can see Maurer-Cartans elements in g as morphisms mc 0 → g and gauge equivalences are coded by morphisms mc 1 → g. That is to say, two Maurer-Cartan elements x 0 , x 1 ∈ MC(g) are gauge equivalent if, and only if there exists a morphism mc 1 → g making the following diagram commute.
But by Lemma 5.9 and Lemma 5.11, this is exactly the left homotopy relation on morphisms mc 0 → G. Therefore, MC(g) ∼ = hom pro(fd nil. Lie) ( mc 0 , G)/ ∼ ℓ = hom Ho(pro(fd nil. Lie)) ( mc 0 , G) ,
where the last equality is given by the fact that all elements of pro(fd nil. Lie) are fibrant, as well as the fact that mc 0 is cofibrant by Lemma 5.10. The same thing is of course true for h, and since φ : g → h comes from a weak equivalence, it naturally induces a bijection
by Theorem 2.21, as desired.
Although this result is slightly weaker than the full Goldman-Millson theorem (it works only on some algebras, and we don't have all the morphisms we would like, cf. Remark 4.16), it has the advantage of having a fully homotopical proof, which is good considering the homotopical flavor of the statement.
FRAMINGS AND THE DOLGUSHEV-ROGERS THEOREM
The last section can be seen as the "level 0" of a higher theory, which we present in this section. We start with a short recollection on simplicial frames following [Hov99, Ch. 5] and then proceed to apply this theory to our model category, showing how the whole cosimplicial Lie algebra mc • appears naturally in this context. We are then able to recover the Dolgushev-Rogers theorem of [DR15] in this context by arguments similar to the ones used for the Goldman-Millson theorem in the last section.
6.1. Simplicial frames. Fix a model category (C, W, C, F ) and endow the category sC := C ∆ op of simplicial objects in C with the Reedy model structure, see e.g. [Hov99, Thm. 5.2.5]. Given an object c ∈ C, there are two natural ways to define an object X • ∈ sC:
(1) one can either ask that X n = L n X is the n-th latching object, in which case ℓ • c := X • is given by ℓ n c = c, (2) or one can impose X n = M n X, the n-th matching object, obtaining a simplicial object r • c := X • given by r n c = c × · · · × c, the (n + 1)-fold product of c.
There is a canonical natural transformation
given by the identity in degree 0 and by the diagonal in higher degrees.
Definition 6.1. A simplicial frame c * on an object c ∈ C is a factorization of the canonical map ℓ • c → r • c into a weak equivalence followed by a fibration that is an isomorphism in degree 0, 6.2. The Deligne-Hinich-Getzler ∞-groupoid and the Dolgushev-Rogers theorem. We apply the theory exposed above to our case. We take for C the category of conilpotent Lie coalgebras and for c ∈ C the Lie coalgebra B ι (s −1 C 0 ).
Lemma 6.4. The simplicial conilpotent Lie coalgebra
Proof. At level 0, both maps are the identity. For n ≥ 0 the maps are induced by the maps of C ∞ -algebras The map w is the pullback by the unique map ∆ n → ∆ 0 , which is a homotopy equivalence. Thus, w is a quasi-isomorphism and we obtain a weak equivalence when we apply the bar construction to it by an analogue to Lemma 4.11. Similarly, the map p is surjective, and thus is sent to a fibration by the bar construction, again by [Val14, Thm. 2.9(2)] as in the proof of Lemma 5.11. This simple fact is enough to recover all the most important results about hom dgLie (mc • , g). where the first isomorphism is given by Lemma 5.10, and the second one by the equivalence of categories of Corollary 5.2. By Theorem 4.4, we know that C is always cofibrant (and thus fibrant in the opposite category), and that B ι (s −1 C 0 ) is fibrant, since it is quasi-free. Proposition 6.2 concludes the proof.
The statement that the functor sends duals of injections to fibrations should be seen analogous to Theorem 3.9, while the assertion that duals of weak equivalences of coalgebras are sent to weak equivalences is a weaker version of Theorem 3.10, in the same way that Theorem 5.12 is a weaker version of Theorem 3.6. 6.3. Relations with the BFMT model structure on Lie algebras. In the article [BFMT16] , Buijs-Félix-Murillo-Tanré introduced a model structure on a slightly larger category: the category of all complete Lie algebras and filtered morphisms. They have the declared goal of developing a way to do rational homotopy theory for all spaces using Lie algebra models. We summarize their results and compare them with the present work.
Let g be a complete Lie algebra, and let x ∈ MC(g). Then one can use x to twist the differential to get
This new operator d x is such that (g, d x ) is once again a Lie algebra. One defines the following three classes of maps:
• A filtered morphism is a fibration if it is surjective in non-negative degrees.
• A filtered morphism φ : g → h is a weak equivalence if MC(φ) is a bijection and φ : g x → h φ(x) is a quasi-isomorphism for all x ∈ MC(g).
• A filtered morphism is a cofibration if it has the left lifting property with respect to all trivial cofibrations. The weak equivalences and fibrations of the model structure considered in the present paper are contained in the weak equivalences and fibrations of the BFMT model structure, as is proven in [BFMT16, Sect. 6].
One also has a Quillen pair
where the functor L is obtained by sending the standard n-simplex ∆ n to mc n and then applying the Yoneda lemma to extend it to all simplicial sets. This is proven in [BFMT16, Cor. 3.6]. In particular, both functors preserve weak equivalences. Then one proves: Thus, we can give the following alternative proof of the Dolgushev-Rogers theorem.
Proof of Theorem 3.10. This is a direct consequence of the two results above and the fact that if g is a complete Lie algebra, then there is a canonical homotopy equivalence of simplicial sets
as was proven in [RN17b, Cor. 5.3] (see also [BFMT17] ).
In fact, our argument using framings holds in this model category, too. Indeed, the natural sequence of maps mc 0 ⊔ . . . ⊔ mc 0 −→ mc n −→ mc 0 , which is dual to the one showing that B ι (s −1 C • ) is a simplicial frame on B ι (s −1 C 0 ), exhibits mc • as a cosimplicial frame on mc 0 in the category of complete Lie algebras with the BFMT model structure: the second map is a weak equivalence, since it comes from a weak equivalence in the model structure of Section 4, while the first one is a cofibration by [BFMT16, Thm. 4.2] . This gives yet another alternative proof of Theorem 3.10. However, one should remark that the proof of Proposition 6.8 in loc. cit. relies on the Dolgushev-Rogers theorem itself, and thus their proof of Theorem 3.10 is -in a sense -not selfcontained. On the other hand, Theorem 5.12 and Theorem 6.5 are proved using only our homotopical approach, but they do not recover the full strength of the Dolgushev-Rogers theorem.
