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RESUMEN 
Las Redes Mesh Inalámbricas (WMN) son redes de datos con topologia de red de 
malla formadas por nodos que establecen y mantienen la conectrvidad de red 
automáticamente éstas surgieron como una tecnología capaz de brindar conectividad de 
banda ancha segura y de bajo costo Proporcionan una solución barata, rápida y eficaz 
para las redes inalámbricas de datos en zonas urbanas suburbanas y en los entornos 
rurales Son redes malámbncas auto-organizadas auto-configurables y son fácilmente 
adaptables a diferentes necesidades de tráfico y los cambios de la red Otra de las ventajas 
del uso de WMN es su capacidad de reconstrucción de rutas al haber pérdida de enlace 
su escalabilidad y el manejo de multiples mterfaces de radio y antenas inteligentes Esta 
tecnologia presenta aplicaciones interesantes por ejemplo en redes domésticas de banda 
ancha, redes comunitarias, de veandano la automatización de edificios redes 
corporativas video vigilancia, para casos de emergencia y desastre 
Para que las Redes Mesh Inalámbricas puedan trabajar se requiere de un protocolo de 
enrutamiento Utilizaremos el protocolo que propone el estándar para redes mesh (IEEE 
802 Ils) éste propone un protocolo de selección de rutas basado en direcciones de capa 
de enlace de datos (direcciones MAC) Este protocolo se conoce como HWMP (Hybnd 
Wireless Mesh Protocol) Es un protocolo híbrido basado en AODV (Ad hoc On 
Demand Distance Vector) AODV permite el enrutamiento diránuco autoarranque y 
mWti salto entre todos los nodos móviles que participan en la red y utiliza la métrica de 
tiempo en el aire (air time-metnc) que tiene en cuenta la velocidad de transmisión de 
datos, la sobrecarga y tasa de error en la trama. 
La calidad de servicio (QoS) se refiere a la capacidad de la red para garantizar un 
cierto mvel de rendimiento para un flujo especialmente para el tráfico multimedia Las 
métricas de calidad de servicio son el rendimiento ancho de banda fiable jitter y el 
retraso Son requisitos básicos para un mejor tráfico en aplicaciones multimedia reales y 
de voz 
Para la creación de redes basados en el protocolo IEEE 802 I 1 s se puede utilizar 
software de código abierto en los router (encammadores) uialámbncos y de descarga 
gratuita. Utilizaremos OpenWRT que es un firmware de software libre que permite 
personalizar completamente las aplicaciones en el router inalámbnco e implementa 
protocolos de enrutamiento se basa en el estándar 802 Ils y tiene soporte a calidad de 
servicio 
Un hecho importante de las Redes Mesh Inalámbricas es que proveen soporte a 
servicios multimedia reales Pero la transmisión de servicios multimedia reales 
presentan problemas de rendimiento inestable insuficiente ancho de banda, inter y mayor 
Pérdida de paquetes siendo dificil ofrecer garantias del servicio en una Red El propósito 
de este proyecto es ofrecer una solución mediante la implementación de los mecanismos 
de calidad de servicio en una red de prueba (testbed) inalámbrica muftí saltos para las 
aplicaciones multimedia reales y garantizar que la transmisión de los datos sea más 
eficiente utilizando el estándar IEEE 802 I 1 s con herramienta un firmware de software 
libre como OpenWRT 
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ABSTRACT 
Wireless Mesh Networks (WMN ) are data networks mesh network topology formed 
by nodes that estabhsh and maintain the network connectivity automatically they 
emerged as a technology capable of providing secure broadband connectivity and low 
cost They provide a cheap quick and effective for wireless data networks ni urban, 
suburban and rural environments solution They are self orgamzed, selí configurable 
and are easily adaptable to different traffic needs ami changes iii dic network wireless 
networks Another advantage of usmg WMN is fis ability to rebujid mutes havmg link 
loss its scalabihty and management of multiple radio mterfaces and smart antennas This 
technoiogy has mteresting apphcations for example m broadband home nctworkmg 
community networkmg and neighborhood, building automation, corporate networks 
video surveillance emergency and disaster 
For wireless mesh networks can work requires a routmg protocol Wc will use dic 
proposed standard protocol for mesh networks (LEEE 802 11 s) it proposes a mute 
selection protocol based on address data link ¡ayer (MAC addresses) This protocol is 
known as HWMP (Hybrid Wireless Mesh Protocol) It is a hybnd protocol based on 
AODV (Ad hoc On Demand Distance Vector) AODV allows dynamic muting and 
multi hop boot among all dic mobile nodes participating m dic network and uses dic 
metnc of time m the a (air time metnc) which takes into account Se specd of data 
transmission, dic overhead and error rate m dic plot 
fle quahty of service (QoS) refcrs to dic abihty of dic network to guarantee a certam 
leve¡ of performance to a flow particularly for multimedia traffic The QoS metncs are 
performance rehable bandwidth, jitter and delay They are basic rcqwremcnts for better 
traffic m real multimedia apphcations and voice 
To crcate LEEE 802 1 Is based network protocol you can use open source software m 
dic router (routers) ami wireless free downloads Wc will use OpenWRT firmware which 
is free software that aliows you to completely customrze dic applicaüons on the wireless 
router and implements muting protocols is based on standard 802 1 isy supports quality 
of service 
lmportantly Wireless Mesh Netwoik is provuhng real support multimedia scrvwes 
Rut Se actual transmission of multimedia services prescnts problcms of unstable 
performance insufficicnt bandwidth, jitter and packet loss greater bemg difficult to offer 
service guarantces ni a Network The purpose of this project is to providc a solution by 
implementing mcchanisms quahty of service ni a test network ( testbed ) for wireless 
multi hop real multimedia apphcaüons and ensure that Se data transmission more 







IEEE 802 11 ha sido ampliamente aceptado como el estandar para las redes de área 
local inalámbrica (WLAN) son soluciones en transmisión de datos de ultima milla para 
dispositivos portátiles Las redes IEEE 802 II se desarrollan para hacer posible la 
movilidad y servicios multimedia. Su principal objetivo es proveer servicios inalámbricos 
de banda ancha. Esto está motivado por su coste eficaz y su forma sencilla para establecer 
redes inalámbricas La extensión de la cobertura WLAN sin embargo se enfrenta a 
algunos desafios como la mter-conexión de redes cableadas el desarrollo de redes multi 
salto interconectando malámbricamente los puntos de acceso con la mayor complejidad y 
el mayor costo de implementación en muchas situaciones La norma 802 11 describe la 
capa fisica y la capa MAC para las frecuencias de comunicaciones inalámbricas en los 
rangos de 2 40Hz y 50Hz (Hiertz et al 2010) 
Para una red WLAN el punto de acceso juega un papel central por la retransmisión 
de todo el tráfico entre los nodos participantes Debido a estas razones necesitamos hacer 
que nuestro punto de acceso se conecte de manera inalámbrica a la infraestructura básica 
con otros puntos de acceso IEEE 802 11 describe dos tipos distintos de redes o modos 
dependiendo de si hay o no la participación del nodo especial llamado Punto de Acceso 
(AP) La primera, se denomina modo de mfraestructura, este hace referencia a la 
presencia de un punto de acceso que va a mediar con todas las comunicaciones entre los 
5 
nodos que están asociados a la misma. Normalmente el punto de acceso también está 
conectado a una red cableada a la que se va a extender el acceso a los nodos 
inalámbricos 
(Fig 1) muestra una red local inalámbrica (WLAN) donde los puntos de acceso están 
conectados entre si a través de un sistema de distribución por cable (DS) Un Extended 
Service Set (ESS) esta formado por dos conjuntos de servicios básicos y un sistema de 
distribución y un conjunto de servicios básicos independientes Un grupo de nodos 
conectados a un mismo punto de acceso se define como BSS (Basic Service Set) 
mientas que la unión de todos los puntos de acceso mterconectados con un puente 
debido a la presencia del sistema de distribución, se llama ESS (Extended Service Set) 
(Carrano MagalliAes, Saade & Albuquerque 2011) 
Mil 	 Cfi .- asia 
DI 
1 sTA' 1 	 ISTA3I 
ISTAZI 
Figi Extended Service Set (Carranoetal 2011) 
El segundo tipo de redes IEEE 802 11 se compone sólo de estaciones (no hay 
puntos de acceso) que se conectan entre si de un punto a otro este tipo de conflgwacion 
llamado modo ad hoc pero también es conocido como Independent Basic Service Set 
(IBSS)y se muestra en la figura (Fig 2)(Carrano etal 2011) 
1 SIAl  1 
ISTA3I 
Fig 2 Independent Basic Service Set(Carrano et al 2011) 
La norma IEEE 802 11 se subdivide en varios estandares (CUADRO 1) El estándar 
LEEE 802 11 se amplio para mejorar el ancho de banda (IEEE 802 1 la, b & el reciente 
proyecto n) para hacerlos más seguros (LEEE 802 lii) para mejorar el apoyo a la 
movilidad (proyecto r) o introducir la calidad de mecanismos de servicio (IIEEE 
802 Ile) En esta investigación nos centramos principalmente en el estándar 802 11  
(Wireless Mesh Network) y la calidad de servicio en este mismo estándar 
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CUADRO 1 IEEE 80211 Y SUS ENMIENDAS 
Estándar o Descnpción 
Enmienda  
802 II 1997 Original estandar (1997) que describe la capa MAC y las técnicas de 
modulacion FHSS y DSSS (1 y  2 Mbps) 
802 1 la Aprobado en 1999 	 presenta una nueva capa física OFDM 
(Orthogonal Frequency-division multiplexing) 
802 ¡lb Approved in 1999 	 introduces a new physical Iayer 
HRJDSS (High Rate/Direct Sequence Spread Spectrum) 
802 1 lg Aprobado en 2003 	 introduce una nueva capa física 
ERP (Tanta Extended PHY) 
802 lid Aprobado en 2001 	 introduce soporte de compatibilidad con 
regulaciones internacionales 
802 1 l Aprobado en 2005 
	 introduce la calidad de servicio (QoS) 
802 ¡lb Aprobado en 2004 	 se adapta 802 ¡la para Regulaciones de la Unión 
Europea 
802 lii Aprobado en 2004 introduce nuevos mecanismos de seguridad 
802 1 I Aprobado en 2004 
	 se adapta al 802 II norma japonés 
802 11k Permite a los conmutadores y puntos de acceso inalámbricos calcular 
y valorar los recursos de radiofrecuencia de los clientes de una red 
WLAN mejorando as¡ su gestión 
802 11 2007 Incorpora las enmiendas a 	 b 	 d 	 e 	 g 	 h 	 i e j para 
IEEE802 111997 
802 1 In (draft) Task Group "n" (TGn) propone tecnicas para lograr 
bandas superiores a lOO Mbps (MIMO o Multiple Input, 
Multiple Output es posiblemente el más popular de estas 
Tecnicas) 
802 llp Es un estandar aprobado al LEEE 802 11 para agregar acceso 
inalámbrico en entornos vehiculares (de onda) Define mejoras a 
802 II necesarias para apoyar Sistemas Inteligentes de Transporte 
(FS) 
802 1 Ir (draft) Task Group "r" (TGr) trabaja en los mecanismos traspaso (handoff) 
en particular para los dispositivos de rápido movimiento (vehiculos 
por ejemplo) 
802 11  (draft) Task Group s (TGs) propone una red de malla para 
Dispositivos 802 II 
802 1 lu Task Group "u" (TGu) consiste en integrar las redes LEEE 802 11 de 
acceso con redes externas de forma genérica y estandarizada 
802 11v Task Group 'y" (rGv) permite la configuración de los dispositivos 
del cliente mientras que está conectado con redes 
802 11w Task Group 'w (TGw ) está trabajando en mejorar la capa del 
control de acceso al medio de EEE 802 II para aumentar la 
segundad de los protocolos de autenticación y codificación 
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Las redes mesh malámbncas (WMN) se están convirtiendo en una tecnologia 
prometedora y clave para la próxima generación de redes inalámbricas Se espera que las 
redes mesh gradualmente sustituyan la funcionalidad de la mfraestructura de red 
cableada Proporcionar una solución barata, rápida y eficaz para las redes inalámbricas 
de datos en zonas urbanas suburbanas e incluso los entomos rurales La mfraestructura 
de red está descentralizada y simplificada, ya que cada nodo necesita transmitir sólo hasta 
el siguiente nodo Esta tecnologia posee aplicaciones interesantes por ejemplo en redes 
domésticas de banda ancha, redes comunitarias de vecindario la automatización de 
edificios redes corporativas video vigilancia, para casos de emergencia y desastre 
(Chungetal 2014) 
WMN se apoya del estándar LEEE 802 lis En el estándar IEEE 802 lis todos los 
dispositivos que tienen funcionalidades de malla se denominan Estaciones de Malla 
(Mesh STA o MSTAs) El dispositivo puede participar en el protocolo de enrutamiento 
de malla y envían los datos en nombre de otros puntos de la malla de acuerdo con la 
propuesta de enmienda 802 lls(Carranoetal 2011) 
Para que las WMNs puedan trabajar se requiere de un protocolo de enrutamiento Se 
utilizó el protocolo del Instituto de Ingenieros Eléctricos y Electromcos (LEEE) en la 
norma 802 11  del 2012 éste propone un protocolo de selección de rutas basado en 
direcciones de capa de enlace de datos (direcciones MAC) El mismo se conoce como 
HWMP (Hybnd Wireless Mesh Protocol) Es un protocolo híbrido basado en AODV 
(Ad hoc On Demand Distance Vector) AODV (Perkins Beldmg Royer & Das 2003) 
permite el enrutamiento dinámico autoarranque y multi salto entre todos los nodos 
móviles que participan en la red y utiliza la métrica de tiempo en el aire (air time metnc) 
que tiene en cuenta la velocidad de transmision de datos la sobrecarga y tasa de error en 
la trama (Joaquin Chung et al 2012) 
Para la creación del testbed basado en LEEE 802 1 I se utilizó el software de código 
abierto (gratuito) en los routers (encaminadores) inalámbricos que forman el nucleo de la 
red Utilizamos el OpenWRT ('OpenWRT n d) un firmware de código abierto basado 
en Linux es una herramienta completa, ya que proporciona un sistema de ficheros totalmente 
modificable con la gestión de paquetes Esto le libera de las restricciones de la selección y 
aplicación de configuración proporcionada por el vendedor y le permite utilizar los paquetes 
para personalizar un dispositivo integrado para adaptarse a cualquier aplicación Permite 
personalizar las aplicaciones en el router e implementa protocolos de ennitamiento y tiene 
soporte a calidad de servicio OpenWRT puede ser configurado a través de la línea de 
comandos o con una interfaz Web 
Pasa transmitir voz y video de una forma adecuada en una red mesh inalámbrica se 
necesita que estas redes soporten Calidad de Servicio (QoS) (Crawley R Nair 
B Rajagopalan, & H Sandick, 1998) es un concepto técnico medido expresado y 
comprendido en el nivel de red y de enlace 
En el presente proyecto de investigación, como trabajo de Tesis de la Maestna en 
Ciencias de Ingeniería de Sistemas de Comunicación con Enfasis en Redes de Datos se 
plantea el diseño e implementacion de WFvIN de bajo costo para la provrnon de servicios 
multimedia con Q0S utilizando el nuevo estandar IEEE 802 11  Este nuevo estándar 
emergente del IEEE no se ha implementado de forma económica aun con el soporte de 
Q0S 
'o 
11 DESCRIPCIÓN DEL PROBLEMA Y MOTIVACIÓN 
Garantizar la provisión de calidad de servicio de extremo a extremo en redes 
inalámbricas multi saltos (Mesh, IEEE 802 11 s) La calidad de servicio se refiere a la 
capacidad de la red para proporcionar un mejor servicio al tráfico seleccionado y así 
procurar que el tráfico de tiempo real de aplicaciones multimedia y de voz reciba la más 
alta pnondad, el mayor ancho de banda y el menor retardo 
Con está investigación esperamos obtener los parámetros de calidad de servicio que 
garantizan el buen funcionamiento de las aplicaciones multimedia reales Como resultado 
se podrán implementar en redes malambncas comunitarias y áreas rurales de dificil 
acceso para proporcionar servicios de voz, video y datos con buena calidad 
1.2 OBJETIVOS 
Objetivo General 
• Optimizar la prestación de Calidad de Servicios (QoS) en una red multi salto 
basada enel estándar lEEE8O2 lis 
Objetivo Específicos 
• Implementar una red de prueba (testbed) inalámbrica multisaltos (Wireless Mesh 
Network) mediante el protocolo LEEE 802 1 ls 
• Estudiarlos mecanismos de provisión de calidad de servicio del estándar 802 lis 
e Evaluar la capacidad de proveer calidad de servicio en la red de prueba (testbed) 
en aplicaciones multimedia reales 
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• Proponer configuraciones de los elementos de la red de prueba inalámbrica 
multisaltos para el soporte de QoS efectivo 
13 METODOLOGÍA 
La Metodología a utilizar en la investigación se apoya de actividades como las 
revisiones bibliográficas la recopilación de mformacion,, diseño de la 
arquitectura, configuración de los equipos pruebas análisis y resultados 
• Se implementará una red de prueba mesh inalámbrica armada en el laboratorio 
con los recursos basicos necesarios Sobre la red de prueba se realizarán 
mediciones para determinar el desempeño y la fiabilidad de calidad de servicio en 
las aplicaciones multimedia. 
e Con las mediciones de la pérdida de paquetes, el retardo la variación del retardo 
(jitter) y la capacidad máxima de transmisión de datos en la red se podrá 
determinar la calidad de servicio brindado a las aplicaciones y servicios 
multimedia probados 
• Luego de esto se implementarán los mecanismos de calidad de servicios 
analizados y se evaluarán si las prestaciones son las adecuadas 
El proyecto se realizará en los laboratorios del Centro de Investigaciones en 
Tecnologias de la Información y la Comunicación (CITIC) de la Facultad de Informatica, 
Electrónica y Comunicación de la Universidad de Panamá utilizando equipamiento de 
bajo costo y software libre La utilizacion de software libre nos permitirá acceder a la 
configuración de los routers de la red mesh y realizar modificaciones en los mismos 
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14 TRABAJOS RELACIONADOS 
En esta sección se presentan los trabajos relacionados que tienen más relación con la 
provisión de calidad de servicio en redes mesh inalámbricas para aplicaciones multimedia 
reales La mayor parte de los trabajos relacionados con calidad de servicio en las WMN 
se tratan de protocolos de enrutamiento con calidad de servicio 
(Kone Das Zhao & Zheng 2008) utilizan QUORUM un protocolo de enrutamiento 
optimizado para WMN que proporciona propiedades de QoS precisos al predecir 
correctamente retraso y características de la pérdida de tráfico de datos Lo que permite 
que siga con mayor precisión los requisitos de QoS y reducir al muumo el mal 
comportamiento de los nodos egoistas 
(Liu, Shu, Zhang, Zhao & Li 2009) diseñaron e implementaron un Campus de 
Pruebas (Red de Datos Experimenta¡) para soportar el tráfico multimedia en Redes de 
Mafia Inalámbricas e investigaron en detalle las mejoras en el numero de capas para 
permitir la transmision multimedia a través de redes malambncas con soporte QoS 
Estudiaron una serie de mejoras de algunos protocolos de encaminamiento existentes para 
apoyar las transmisiones multimedia. Se aprendieron nuevos mecanismos de Control de 
Admisión y Control de la Tasa de Transmisión y sus ganancias de rendimiento mediante 
la experimentacton 
(Cheng & Zhuang, 2009) proponen un enfoque de poca complejidad para la 
asignación de recursos a un nodo de WMN Con la cooperación beneficiosa del nodo se 
demostró que el enfoque propuesto puede ser prometedor en el aprovisionamiento de 
QoS y el aumento del rendimiento del sistema 
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(Kuklinskj Radziszewski & Wytrçbowwz, 2011) plantearon un nuevo protocolo de 
enrutamiento para las redes WMN llamado Wireless and Autonomic Routmg 
Framework (WARF) En este protocolo pueden ser implementados o reconfigurados los 
nodos con respecto a las propiedades de la topologia de red (estática y dinámica) el 
modo de emisión de los datos (unicast, broadcast) o algunas otras propiedades requeridas 
(movilidad, QoS etc) 
Estas propuestas académicas con provisión de calidad de servicio en redes mesh 
inalámbricas no fueron temdas en cuenta por los organismos de estandarización, por lo 
que se debe evaluar las oportunidades que provee el estándar emergente de la red mesh 
IEEE 802 11  No encontramos en las literaturas una solución mediante la implementación 
de los mecanismos de calidad de servicio en una red de prueba (testbed) inalámbrica 
multi saltos para las aplicaciones multimedia reales unl,inndo el estándar LEEE 802 1 I 






2 REDES INHALAMBRICAS 
Las redes inalámbricas son aquéllas que no poseen cables Hacen uso de las ondas 
electromagnéticas para enviar señales a través de largas distancias En smtesis las redes 
inalámbricas a diferencia de sus antecesoras son más simples de instalar productivas 
seguras escalables menos complejas en su administración y de bajo coste A través de 
esta tecnologia, puede disponerse de conexión a Internet casi en cualquier lugar siempre 
que exista un punto de acceso enlazado con el punto de acceso a la Red de Datos 
(Andreu, Pellejero & Lea 2006) Las redes Mesh lnalambncas se pueden clasificar en 
diferentes tipos en función de los elementos que participan en la red y el tamaño del área de 
cobertura Nos enfocaremos en las Redes de Área Local Inalámbricas (WLAN) usada en el 
estándar WEE 802 II Las tecnologias WLAN permiten a los usuarios establecer conexiones 
inalámbncas dentro de un área local como un edificio o campus empresarial o en un espacio 
publico 
211 REDES MESH INALÁMBRICAS 
Las Redes Mesh Inalámbricas (WMN) son redes de datos con topología de red de 
malla formadas por nodos que establecen y mantienen la conectividad de red 
automáticamente mediante radio-enlaces las WMNs surgieron como una tecnologia 
capaz de brindar conectividad de banda ancha segura y de bajo costo Pueden ser 
instaladas en zonas urbanas suburbanas y en entomos rurales Son redes inalámbricas 
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auto-organizada, auto-configurables y son fácilmente adaptables a diferentes necesidades 
de tráfico y los cambios de la red (Akyildiz, Wang, & Wang 2005) 
Entre las ventajas del uso de WMNs es su capacidad de reconstrucción de rutas al 
sufrir de pérdidas de enlace tiene una buena escalabilidad y el manejo de multiples 
mterfüces de radio y antenas inteligentes Esta tecnología presenta aplicaciones 
interesantes en redes domésticas de banda ancha, redes comunitarias, de vecindario la 
automatización de edificios, redes corporativas, video vigilancia, para casos de 
emergencia y desastre (Joaqum Chung et al 2012) 
2 1.1 ARQUITECTURA DE LAS REDES MESH INALAMBRICAS 
Hay dos tipos de nodos presentes en una Red Mesh Inalámbricas Ennitadores Mesh y 
Chentes Mesh. 
Enrutadores Mesh tienen la capacidad de enrutamiento para las funciones de gateway / 
repetidor además contiene funciones adicionales de enrutamiento para apoyar a las redes 
mesh (Khan, Reza, & Morad¡ 2007) Están equipados con multiples interfaces 
inalámbricas construidas sobre la misma o diferente tecnología de acceso inalámbrico 
Puede alcanzar la misma cobertura que un router convencional utilizando una potencia de 
transmisión mucho más baja a través de comunicaciones multi hop Los enrutadores mesh 
forman el backbone inalámbrico de la red (Akyildiz et al 2005) 
Clientes Mesh se conectan a la red mesh a través de los enrutadores mesh. Sin 
embargo las funciones de puerta de enlace o repetidor no existen en estos nodos Sólo poseen 
una mterfaz malánibnca Como consecuencia de ello la plataforma de hardware y el software 
para los clientes mesh pueden ser mucho más simples que los enrutadores mesh 
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Los clientes mesh tienen una mayor variedad de dispositivos que pueden ser utilizados 
como clientes mesh tales como computadoras portátiles computadoras de escntono Pocket 
PC PDA, teléfono LP lector RFLD controlador BACnet, teléfonos inteligentes y muchos 
otros dispositivos 
Los nodos en WlvlN se pueden dividir en diferentes categorías(Khan et al 2007) 
(Carranoetal 2011) se muestra en la (fig 3) 
. Chent or Stanon (STA) Es un nodo que solicita servicios pero no participa en 
mecamsmos de descubrimiento de ruta. 
o Mesh Station (Mesh STA) es un nodo que participa en generación/recepción de la 
formación y el funcionamiento de la nube de malla, 
Mesh Pomt (MP) Establece enlace de nodos con los vecinos MP y participa en los 
servicios WLAN mesh, pero puede tener una comunicación unica de salto sólo con el 
vecino inmediato 
• Mesh Access Pomt (Mesh AP o MM) es un nodo de la malla o mesh que tiene un 
punto de acceso (AP) conectado para proveer servicios para los clientes (STA) 
o Mesh Portal Point (MPP) Es un STA de acoplamiento con la flincionalidad adicional 
de actuar como un puente o puerta de enlace entre la nube de malla y las redes 
externas 
18 
(4) 	 ( ) 
MPPAfl_ &P 




Fig 3 Arquitectura de una Red WMN (Wireless Wesh Network) 
La topología de la WMN se puede clasificar en tres grupos principales basados en la 
flincionalidad de los nodos (Akyildiz et al 2005) 
. WMN de Infraestructura / Backbone Este tipo de WMN incluye los 
enrutadores mesh que forman una infraestructura para los clientes mesh que se 
conectan a ellos Se muestra en la Fig 4 La infraesiructura se puede construir 
utilizando diversos tipos de tecnologías inalámbricas Los enrutadores mesh con 
la flincionalidad de gateway se pueden conectar a Internet y brindar acceso a 
Internet a los clientes mesh. Este tipo de infraestructura se utiliza por ejemplo en 
redes comumtanas. 
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Fig 4 WMN de infraestructura /Backbone 
. WMN de Cliente Esta topología proporciona conexiones punto a punto entre 
dispositivos cliente Los nodos clientes llevan a cabo las funciones de 
enrutanuento y configuración. Por lo tanto un enrutador mesh no se requiere para 
estos tipos de redes La topología se muestra enlaFig5 
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Fig 5 WMN de Clientes 
. WMN Híbridas Esta arqwtectura es la combmación de WMN de mfiuestructura 
y las WMN de cliente como se muestra en la Fig 6 Los clientes mesh pueden 
acceder a la red a través de los enrutadores mesh y pueden conectarse con otros 
clientes mesh. Mientras que la infraestructura pennite la conectividad con otras 
redes como Internet, Wi Fi WiMAX, celular y las redes de sensores, las 
capacidades de enrutamiento de los clientes proporcionan una mejor conectividad 
y cobertura dentro de la WMN 
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Fig 6 WMN Híbrida 
Las características de WMN son (Akyildiz et al 2005) 
• Es una red inalámbrica multisaitos en donde se extiende el rango de cobertura sin 
sacrificar la capacidad del canal no es necesario tener linea de vista con el 
• Soporte para redes ad hoc y capacidad de auto-formación, auto-recuperación y 
auto-organización. La red puede crecer gradualmente a medida que sea necesario 
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• Dependencia de la movilidad en los tipos de nodos de la red mesh. Enrutadores 
mesh por lo general tienen la movilidad mínima, mientras que los clientes mesh 
pueden ser nodos fijos o móviles 
• Multiples tipos de acceso a la red ya sea conectándose como WMN de Clientes o 
WMN de Infraestructura /backbone 
• La dependencia del consumo de energia tiene que ver con el tipo de nodo de la red 
mesh Enrutadores mesh por lo general no tienen restricciones estrictas sobre el 
consumo de energia. Sin embargo los clientes mesh pueden requerir protocolos 
eficientes de energía. 
• La compatibilidad y la mteroperabihdad con otras redes inalámbricas existentes 
21.3 ENRUTAMIIENTOEN802 liS 
Redes de malla inalámbricas son redes multi salto Por lo tanto se necesita un 
mecanismo para encontrar un camino entre la fluente y el destino este mecanismo se 
llama enrutamiento Dependiendo del protocolo de enrutamiento multiples rutas entre los 
nodos locales y el MPP (Internet Gateway) pueden estar dispombles (Ksentini & Abassi 
2008) Una métrica es una propiedad de una ruta que consiste en cualquier valor utilizado 
por los algoritmos de enrutamuento para determinar si una ruta debería flmcionar mejor 
que otra. Una métrica puede incluirlas siguiente información ancho de banda, retardo de 
la red, de paquetes la tasa de pérdida, el numero de saltos coste de la ruta, carga, 
fiabilidad y comunicación (Chen, Tsai & Gerla, 2007) Cada protocolo de enrutamiento 
usa su propia métrica Algunos de las métricas más utilizados para WMN son Expected 
Transmission Count (ETX) (De Couto Aguayo Bicket, & Monis, 2003) es la tasa de 
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pérdida de la emisión de paquetes entre par de nodos Round Tnp Time (RTF) (Akyildiz 
el al 2005) es el retardo de «lay vuelta entre el par de nodos Una evolución del ETX es 
la métrica Efl (Expected Transmission Time) (Carrano et al 2011) es el tiempo que 
requiere un paquete de datos para ser transmitido de forma satisfactoria entre par de 
nodos 
Los protocolos de enrutamiento se clasifican en tres categorias protocolos de 
enrutamiento proactivos reactivos y híbridos Los protocolos de enrutamiento proactivos 
también se conocen como no adaptativa (enrutamiento estático) se caracteriza porque 
determina las rutas solo cuando hay datos que enviar Protocolos de enrutamiento reactiva 
también se conocen como adaptativa (enrutamiento dinámico) se caracterizan por poseer 
una topología de red dinámica, intenta mantener las rutas a todos los destinos al mismo 
tiempo buscan la ruta bajo demanda Híbrido es un metodo que combma las dos 
categonas anteriores se apoya de las ventajas de los protocolos proactivos y reactivos 
Utiliza el enrutamiento proactivo cuando los nodos están cerca y utiliza el 
encaminamiento reactivo cuando los nodos están lejos También se utiliza el 
encaminamiento reactivo cuando los caminos son utilizados en pocas ocasiones 
El estándar IEEE 802 lIs no es la unica manera de construir una WMN De hecho 
durante la ultima década, muchos protocolos de enrutamiento fueron diseñados para redes 
ad hoc y se pueden utilizar también en WMN Algunos de ellos son AODV (Ad hoc On 
Demand Distance Vector Routing) (Perluns et al 2003) OLSR (Optimized Link State 
Routing) (Clausen & Jacquet, 2003) DYMO (Dynamic MANET On-demand) (Chakeres 
& Perkins 2010) ZRP (Zone Routing Protocol) (Haas Pearlman, & Sarria r 2002) 
TBRPF (Topology Dissemination Based on Reverse-Path Forwarding) (Ogier Templin, 
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& Lewis 2004) y  DSR (Dynamic Source Routmg) (Johnson, Ru, & Mt 2007) se han 
desarrollado como parte de la actividad [ETF MANET WO Las características de las 
redes mesh son diferentes de la red Mobile Ad hoc (MANET) en el que el MP (Mesh 
Pomt) es estacionario y el tráfico de malla se envia principalmente desde y hacia nodos 
gateway sobre lineas de cables que forman una topología de árbol lógico Se ha adaptado 
el protocolo de enrutamiento MANET a WMN También hay protocolos de enrutamiento 
de trayectos multiples desarrollados para WMN AOMDV(ad hoc on-demand multipath 
distance vector) (Marina & Das 2006) ROAM (Routingøn-demand Acyclic Multi path) 
SMR (Spht Multi path Routmg) y MP DSR(Multi PathDynamicSourceRouting) 
(Alotaibi & Mukhezjee 2012) pero se utilizan raramente Desafortunadamente muchos 
de los protocolos de enrutamiento son sólo adecuados para escenarios de uso especificos 
(Kuklinskietal 2011) 
El enrutamiento en 802 11 s  se hace mediante HWMP (Hybnd Wireless Mesh 
Protocol) Este protocolo debe ser implementado obligatoriamente por todos los nodos 
mesh, aunque se permite usar protocolos adicionales Utilizamos el protocolo del Instituto 
de Ingenieros Eléctricos y Electrónicos (IEEE) en la norma 802 1 I del 2012 el mismo 
se conoce como HWIvIP (Hybnd Wireless Mesh Protocol) 
HWMP es el protocolo predeterminado para LEEE 802 11  WMN Protocolo de 
selección de ruta que combma la flexibilidad de selección de ruta bajo demanda con las 
extensiones de topología de árbol proactivas La combinación de elementos reactivos y 
proactivos de HWMP permite la selección de rutas eficiente en una amplia variedad de 
redes de mallas (con o sin acceso a la infraestructura) (Society 2012) 
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HWMP usa un conjunto en comun de elementos de protocolo generacion y reglas de 
procesamiento inspirados en el protocolo Ad Hoc On Demand Distance Vector (AODV) 
adaptado para la selección de caminos o rutas basada en dirección MAC y entendimiento 
de la métrica del enlace (Society 2012) 
Es compatible con dos modos de funcionamiento dependiendo de la configuración Estos 
modos proporcionan diferentes niveles de funcionalidad como sigue 
• Modo On-demand La funcionalidad de este modo siempre está disponible 
independiente de si una mesh STA está configurado en el MBSS o no Este modo 
permite que las estaciones mesh puedan comunicarse utilizando rutas peer to-
peer (Society 2012) Se adopta para nodos de la malla que experimentan un 
entorno cambiante(Ksentini & Abassi 2008) Este modo funciona normalmente 
cuando no hay MP (Mesh Pomt) raíz Pero en algunos casos especiales se trabaja 
con MP raíz (Khan etal 2007) 
• Modo basado en árbol proactivo En este modo se añade la funcionalidad de 
generación de arboles proactiva adicional para el modo on-demand (Society 
2012) Es una opción eficiente para los nodos de la malla en una topología de red 
fija. Se aplica cuando un nodo raíz está configurado en la red de malla Con esta 
muz, un árbol de vector de distancia se puede construir y mantener para otros 
nodos, lo que puede evitar la sobrecarga mnecesana de enrutamiento para el 
encaminamiento de descubrimiento y recuperación de la ruta (Ksentini & Abassi 
2008) En este modo se utiliza el mecanismo de mensaje PREQ (Solicitud de ruta) 
y RANN (Anuncio de la raíz) (Khan et al 2007) 
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Estos modos no son excluyentes En la demanda y los modos proactivas se utilizan al 
mismo tiempo debido a que los modos proactivas son extensiones de la modalidad on 
demaud 
Todos los modos de operación HWMP utilizan reglas y primitivas de procesamiento 
comunes Elementos HWMP son la solicitud de ruta PREQ (Path Request) ruta de 
respuesta PREP (Path Reply) error de ruta de acceso PERR (Path Error) y anuncio de la 
raiz RANN (Root Announcement) El costo métrica de los enlaces determina qué rutas 
construye HWMP Con el fin de propagar la métrica de informacion entre las estaciones 
mesh, las métricas de campo que se utiliza son el PREQ PREP y elementos de RANN 
(Society 2012) 
Selección Camino en HWMP utiliza un mecanismo de numero de secuencia para 
asegurar que las estaciones mesh puedan distinguir la información de la ruta actual de 
información de la ruta antigua en todo momento con el fin de mantener la conectividad 
sin bucles (Society 2012) 
214 SERVICIOS MULTIMEDIA 
El propósito de esta tesis es evaluar la capacidad de proveer calidad de servicio en 
aplicaciones multimedia reales a través de las redes mesh inalámbricas Nos enfocaremos 
en los siguientes tres servicios VoIP Video Streaming y Video Conferencia. 
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2 1 4 1 VoIP 
VoIP (Voice Over Internet Protocol) es un estándar de la ITU En su Informe de 
2001 sobre la telefonía LP la Unión Internacional de Telecomunicaciones (ITU) 
distinguió el término telefonía LP como refiriendose a la voz sobre redes 
basadas en LP se refiere a la emisión de voz en paquetes IP sobre redes de datos 
como puede ser voz sobre banda ancha (VoS) voz sobre línea de abonado digital 
(DSL) Voz sobre Internet ( VOl) voz sobre la red inalambrica de área local y la 
telefonía por Internet (ITU 2007b) 
Es el mejor ejemplo de una tecnologia convergente que se encuentran en 
mercado de las telecomunicaciones de hoy Durante la ultima década, impulsado 
por el crecimiento de las redes de banda ancha y la reduccion de costes los 
servicios de VoLP han revolucionado la economía de los servicios de voz de 
transmisión y provisión (Phillippa Biggs 2009) 
VoIP es una tecnologia y no un servicio que permite encapsular la voz en 
paquetes para poder ser transportados sobre redes de datos sin necesidad de 
disponer de la red publica (PSTN) la cual se utilizó antes para la transmisión de 
señales de voz A diferencia de la Red Telefónica Publica Conmutada que utiliza 
conmutación de circuitos la telefoma IP envía multiples conversaciones a través 
M mismo canal codificadas en paquetes y en flujos independientes 
2 14 2  PrIncipales protocolos de VoLP 
Debe existir un protocolo para que los equipos puedan comunicarse y 
encontrarse mutuamente mcorporados y cómo intercambiar la información con el 
fin de permitir el flujo de paquetes entre los dispositivos de comumcacion Algunos 
de los principales protocolos para las distintas funciones son 
2 1411  Protocolo de señalización de Llamadas 
Encuentra el dispositivo remoto y negocia los recursos por los cuales los 
medios de comunicacion pueden fluir entre los dos dispositivos para establecer 
la comunicación multimedia. Los dos protocolos más populares de VoIP son 
ITt] T Recommendation H 323 y  Session Initiation Protocol (SEP) (1W 2007b) 
• ITU T Recommendation ff323 Es una Recomendación ITU T que se 
basa en los protocolos anteriores para la transmisión de voz y video a través 
de PSTN ISDN y ATM Se inspira en gran medida de la herencia del 
sistema de comunicación y es un protocolo bmano lo que significa que 
tiene una mejor mteroperabilidad con PSTN y ofrece un mejor soporte para 
el transpone fiable fuera de banda de video y DTMF Es el protocolo más 
ampliamente adoptado para la transmisión de VoLP en parte porque fue 
publicado por primera vez como un estándar desde el principio en 1996 No 
lo hace sin embargo abarcar todos los aspectos de las comunicaciones 
VoEP y cada vendedor puede tener sus propias variaciones de los algoritmos 
de compresión general de arquitectura de red y del habla. 
• Session Inihahon Protocol (SIP) es el otro protocolo principal de 
señalización de extremo a extremo Facilita la comunicación entre dos o 
más dispositivos soportados para SIP pero puede ser necesaria la utilización 
de más protocolos para realizar llamadas VoIP incluyendo extensiones SIP 
IME 
para llevar la información necesaria y proporcionar la funcionalidad 
principal SEP es más popular para sistemas de mensajena instantánea (ITIJ 
2007b) 
214.2.2 Protocolos de control de dispositivos 
Administran la interfaz entre el Media Gateway Controller (MGC) que 
contiene la lógica de control de llamadas y la interfaz Media Gateway (MG) con 
la PSTN en la puerta de enlace dividida. Estos protocolos incluyen la 
Recomendación ITU T H 248 y  Media Gateway Controller Protocol (MGCP) 
Más allá de estos protocolos también hay otros protocolos no estándar tales 
como Skype que han demostrado ser popular en el mercado(ITU 2007b) 
2142-3  Otros protocolos de soporte pan VoLP 
Estas arquitecturas mcluirán protocolos tales como el Protocolo de Transporte 
en Tiempo Real (Real Time Transport Protocol RTP) (RFC 3550) (Schulznnne 
Casner Fredenck, & Jacobson, 2003) para el transporte de datos en tiempo real 
y proporciona retroalimentación Q0S el protocolo de transmisión en tiempo 
real (Real Time Streaming Protocol RTSP) (RFC 2326) (Schulznnne Rao & 
Lanphier 1998) para controlar el suministro de medios de transmisión el 
protocolo Media Gateway Control Protocol (MEGACO) (RFC 3015) (Cuervo et 
al 2000) para el control de los gateways a la red telefónica conmutada publica 
(Public Switched Telephone Network, PSTN) y el Session Descnption Protocol 
(SDP) (RFC 2327) (Handley & Jacobson, 1998) para describir sesiones 
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multimedia Por lo tanto el SIP se debe utilizar en combinación con otros 
protocolos con el fin de proporcionar servicios completos a los usuarios Sin 
embargo la funcionalidad básica y el funcionamiento de SIP no dependen de 
ninguno de estos protocolos No hace falta señalar que SIP es un protocolo que 
funciona tanto sobre UDP (J Poste¡ 1980) como TCP (ion Poste] 198 1) 
2 14.3 Codee en Voip 
VoIP es un grupo de recursos que hacen posible que la señal de voz viaje a 
través de Internet empleando un protocolo IP La voz debe codificarse para poder 
ser transmitida por la red LP Para ello se hace uso de códecs que garanticen la 
codificación y compresión del audio o del video para su posterior decodificación y 
descompresión antes de poder generar un sonido o imagen utilizable Segun el 
Códec utilizado en la transmisión, se utilizará más o menos ancho de banda. La 
cantidad de ancho de banda utilizada suele ser directamente proporcional a la 
calidad de los datos transmitidos 
Entre los codecs más utilizados enVolP segun lalTU están o7ll 0723 lyel 
0 729 
Estos Codecs tienen los siguientes anchos de banda de codificación ver 
(CUADRO II) (Lee 2006) 
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CUADRO II CODEC DE VOIP 
Año Codec Bit Rate 
1972 0711 64kbps 
1988 0722 48 56o64kbps 
1988 0726 13 24 32 40kbps 
1992 0728 16kbps 
1995 07231 53o63kbps 
1996 0729 648 118kbps 
1999 07221 24 32kbps 
2001 07222 238kbps 
2006 07291 8o32kbps 
2 14 4 Componentes de una red VoLP 
Estructura básica de una red VoLP ver figura (Fig 7) 
. Terminales Son los dispositivos que utilizarán los usuarios para comunicarse 
Implementados tanto en hardware como en software realizan las funciones de 
los teléfonos tradicionales 
• Gateways De forma transparente se encargan de conectar las redes VolP con 
las redes de telefonía tradicional Podemos considerar al Gateway como una 
caja que por un lado tiene un interface LAN y por el otro dispone de uno o 
vanas interfaces como POST TI/El ISDN E&M trunks 
. Servidor Proporciona el manejo y las funciones administrativas para soportar 
el enrutamiento de llamadas a través de la red IP 
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• Red IP: Suministra la conectividad entre los terminales, esta puede ser una 
red IP privada, una Intranet o el propio Internet. 
Fig 7. Red VolP 
2.1.5. Video Streaming 
La transmisión en secuencias consiste en transmitir el contenido como paquetes 
que se van descargando a medida que el destinatario visualiza una pequeña parte del 
contenido ya descargado sin que éste tenga que esperar mucho tiempo. En la jerga 
tecnológica este mecanismo se conoce con el nombre de transmisión en secuencias 
(Strearning) (ITU, 2005). 
La transmisión en secuencias permite ofrecer vídeo y audio por Internet o a través 
de diversas LAN (redes de área local) y WAN (redes de área extensa). La 
transmisión en secuencias de vídeo permite retransmitir en directo un acontecimiento 
o presentación, o reproducir "a la carta" vídeo almacenado. 
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Los usos más comunes de la transmisión de contenido de secuencias son tos 
siguientes (ITU 2005) 
• Presentación, lanzamiento o actualización de productos o la presentación de 
servicios 
o Comunicación con las sucursales de una empresa 
o Actualización de ventas 
• Programas de fonnacion en línea 
o Presentaciones de la empresa 
• Reuniones de la Junta Directiva 
e Conferencias con los clientes 
e Noticias y programas de entretenimiento 
Tecnologías clásicas de Video Streaming son Real Media, QwckTime Windows 
Media. Entre las tecnologías emergentes mas conocidas y gratuitas que pueden 
utilizarse como servidor para transmitir Video Streaming en una red están 
e Flash Media(Adobe n d) Es multiplatafonna, posee código y protocolos 
propietarios 
o Red 5 (Red5 n d) Open Source Flash Server Proyecto OSFlash de software 
libre es multiplataforma, posee código abierto y protocolos no estándar Utilizado 
de forma profesional por algunas empresas 
• VLC Media Player (VideoLAN n.d) Es un software libre multiplataforma tiene 
código abierto y protocolos estándar Reproduce la mayona de archivos 
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multimedia, as¡ como DVD Audio CD VCD y diversos protocolos de 
transmision 
Características del software 
• Reproductor multimedia simple rápido y potente 
• Reproduce todo archivos discos cámaras de video dispositivos y flujos 
• Reproduce la mayoría de códecs sin necesidad de paquetes de codees MPEG 2 
DivX, H 264 MKV WebM, WMV MP3 etc 
• Se ejecuta en todas las plataformas Windows Lmux Mac OS X, Unix 
• Completamente libre O programas espia, O anuncios y sin seguimiento del 
usuario 
• Puede convertir medios y emitirlos 
2 15 1 Contenedor de formato 
Un contenedor de formato es un tipo de formato de archivo que almacena 
información de video audio meta-datos e información de sincronización y 
corrección de errores siguiendo un formato preestablecido en su especificación 
técnica Algunos contenedores multimedia son AY!, MPEG program stream 
(contenedor estándar para MPEG 1 and MPEG 2) MPEG 2 transpon stream 
(MPEG TS) MOV (contenedor de QuickTime) ASF (contenedor de WMV y 
WMA) Ogg, 0CM, RMVB WebM y Matroska, MP4 Flash (F4V) 3GP para 
celulares 
Se presenta en el cuadro (CUADRO Hl y IV) todos los contenedores utilizados para 
el video Streaming 
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CUADRO IV. CONTINUACIÓN CONTENEDORES DE FORMATO 
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2 1 6 	 Videoconferencia 
Segun la ITIJ la definición de video conferencia es "La videoconferencia es una 
forma interactiva de comunicación en tiempo real que utiliza sonido e imágenes Este 
tipo de comunicación similar a la televisión permite celebrar reuniones debates y 
presentaciones sin abandonar el lugar de trabajo por lo que se ahorra tiempo y 
dinero (ITU 2005) 
2 16 1 Aplicaciones de Videoconferencia 
• Comunicación uno a uno Ésta es su forma más sencilla y es el tipo de 
conferencia que se utiliza más corrientemente en la conferencia entre 
computadoras Consiste sencillamente en una persona hablando con otra. 
• Comunicación uno a muchos En este tipo de videoconferencia la 
información se transmite desde una localización a vanas localizaciones Un 
buen ejemplo podria ser una presentación o la impartición de una clase a vanos 
estudiantes Comunicación muchos a muchos Esta es la forma más compleja 
de videoconferencia y principalmente está relacionada con la tecnología de 
videoconferencias basada en salas En este caso vanas partes (más de dos) 
participan en la conferencia y cada uno puede ver y hablar con los demás 
217 CALIDAD DE SERVICIO 
El objetivo de la calidad de servicio (QoS) es el soporte de las caractensticas y 
propiedades de aplicaciones específicas Sin embargo las necesidades de las distintas 
aplicaciones pueden ser muy diferentes Varias Recomendaciones ITU T trata la 
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QoS ITU T E 800 define la calidad de Servicio (QoS) como el efecto colectivo de 
la calidad defirncionamiento del servicio que determina el grado de satisfaccion del 
usuario del servicio" La Rec ITU T E 800 considera que el soporte operabilidad 
posibilidad de ser servido (serviceabihty) y la seguridad son todos ellos parte de la 
calidad de funcionamiento del servicio Ampliando el concepto de QoS E 800 la 
Rec ITU T 0 1000 divide la calidad de funcionamiento del servicio (o calidad de 
servicio) en componentes funcionales y la vincula a la calidad de funcionamiento de 
red tal como se define en las Recomendaciones ITUT 1350 Y 154 e Y 154 
Como complemento a la Rec ITU T 0 1000 la Rec ITU T 0 1010 describe 
requisitos de aplicación centrados en el usuario de extremo en términos de amplias 
categorías (tales como mteractivo tolerante a los errores etc ) En lo que respecta a 
aplicaciones o parámetros de calidad de funcionamiento específicos entre las normas 
conexas la Rec ITU R M 1079 2 define los requisitos de calidad vocal y calidad de 
datos así como de calidad de funcionamiento de extremo a extremo para las redes 
de acceso lMT2000 en tanto que la Rec ITU T0ll4 especifica los limitespara 
los tiempos de transmisión y las conexiones a través de una red digital 
LETF RFC 2386 define calidad de servicio como un conjunto de requisitos del 
servicio que debe cumplir la red en el transporte de un flujo 
Los parámetros de QoS son característicos del nivel de calidad de un determinado 
aspecto en la provisión de un servicio Deben cumplir los sigwentes requisitos 
i Ser sencillos de utilizar 
u Tener una correspondencia demostrable con las percepciones de los usuarios 
m Haber sido aceptados como estándares 
Algunos parámetros de QoS son 
i Éxito en el establecimiento de la conexión (Dispombilidad) 
u Retardo en el establecimiento de la conexión 
ni Calidad conversacional y vocal 
iv Calidad en transmisiones de video 
y Parámetros de error en la capa de red de transporte 
vi Parámetros de rendimiento en redes LP 
Las métricas de QoS son 
i La velocidad de transmisión 
u El ancho de banda fiable 
ni El retardo de extremo a extremo (latencia) y 
iv El jitter o variación del retardo 
Los parámetros enumerados son requisitos básicos para un mejor tráfico en 
aplicaciones multimedia reales y de voz 
Nosotros definimos la Calidad de servicio (QoS) como la capacidad de la red para 
garantizar un nivel de rendimiento especifico para un flujo especialmente para el 
tráfico multimedia. 
QoS proporciona un servicio de entrega preferencial para las aplicaciones que lo 
necesiten, asegurando suficiente ancho de banda, control de latencia y jitter y la 
reducción de la pérdida de datos 
fle Internet Engmeering Task Force (LETF RFC 2968) define dos modelos 
principales para la calidad de servicio en redes basadas en IP Servicios Integrados 
(Intserv) y servicios diferenciados (Diffienr) Estos modelos abarcan vanas categorías 
Mí 
de mecanismos que permitan un trato preferencial al tráfico especificado La 1W 
presenta cuatro métodos servicios integrados (IntServ) servicios diferenciados 
(DiflServ) conmutación por etiqueta multiprotocolo (MPLS) y Q0S dinámica 
lPCablecom En ambos organismos de estandarización los métodos están basados a 
mvel de la capa de red A continuación explicaremos brevemente en qué consisten los 
modelos clásicos de Q0S 
2 18 Intserv (Integrated Sen'ices) 
lntserv o Servicios Integrados se enfoca en la reserva de recursos y mecanismos de 
control de tráfico para apoyar el manejo especial de flujos de trafico individúales 
En el método IntServ (IETF RFC 1633) el objetivo principal es el soporte de QoS 
para aplicaciones en tiempo real sensibles al funcionamiento de la red se ha elaborado 
partiendo de la noción de que un flujo al que se da servicio a una velocidad algo mayor 
que su velocidad de datos tiene un retardo sujeto a un limite y que la red puede garantizar 
el limite de retardo del flujo Segun este método una aplicación, antes de enviar datos 
primero seflaliza a la red la petición del servicio deseado incluyendo sus especificidades, 
tales como su perfil de tráfico y sus requisitos de ancho de banda yretardo Después la 
red determina si puede asignar recursos adecuados (por ejemplo ancho de banda o 
espacio de memona) para proporcionar la calidad de funcionamiento deseada de la 
petición de servicio Sólo despues de haber sido aceptada la petición, la aplicacion puede 
comenzar a enviar datos Mientras la aplicación respete su perfil de tráfico la red cumple 
su compromiso de servicio manteniendo el estado del flujo y utilizando disciplinas 
avanzadas de puesta en cola o queuemg (por ejemplo puesta en cola ponderada sobre una 
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base justa) para compartición de enlace Los bloques de construcción de importancia para 
el método LntServ incluyen control de admisión, puesta en cola, reserva de recurso 
clasificación de tráfico y aplicación de políticas de tráfico En particular el protocolo de 
señalización RSVP se utiliza para reservar recursos La red puede aceptar o rechazar una 
petición de reserva de recursos mediante control de admisión basado en la chspombihdad 
de los recursos Cuando una petición de recursos es aceptada se instalan los estados 
pertinentes en los nodos sensibles a RSVP Los bloques de construcción mteractuan 
mediante el acceso a la información de estado y a otros objetos de datos aprovisionados 
(por lo que son relativamente estáticos) 
219 DiflServ (Differentiated Semen) 
El modelo de Diffserv en cambio usa el control de tráfico para apoyar el manejo 
especial de flujos de tráfico agregados 
La noción en que se funda el método DiftServ es la de tratar un paquete en base a 
su clase de servicio tal como está codificada en su encabezamiento IP y no se enfoca 
en el flujo particular al que pertenece El proveedor de servicio establece con cada 
usuario un acuerdo de nivel de servicio (o especificación de mvel de servicio) el cual 
entre otras cosas, específica qué cantidad de tráfico un usuario puede enviar dentro de 
una clase de servicio dada. El tráfico consiguiente se clasifica (paquete por paquete) en 
un flujo agregado o en una clase dentro de un pequeño numero de flujos agregados o 
de clases y se somete a la aplicación de políticas en el borde de la red del proveedor 
de servicio Una vez que el tráfico ha entrado en la red, los encaminadores le dan un 
tratamiento diferenciado En contraste con el método lntserv como mencionamos el 
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tratamiento no se realiza por flujo sino umcamente por la clase de servicio indicada a 
cada paquete La red global se establece de modo que se cumplan todos los acuerdos 
de nivel de servicio Los bloques de construcción pertinentes (que incluyen gestión de 
memorias tampón, marcado de paquetes acuerdo de nivel de servicio metraje y 
registro de tráfico aplicación de políticas de tráfico conformación de tráfico y 
calendarización o scheduling) interactuan unos con otros de una manera relativamente 
estática, esencialmente mediante objetos de datos aprovisionados 
2110 	 ArquiteeturaQoSenSO2ll 
Para entender cómo se provee QoS en el estándar LEEE 802 11 s,  primer 
explicaremos cómo función la capa de acceso al medio del estándar general IEEE 
802 II para comprender sus deficiencias al respecto de la provisión de calidad de 
servicio 
2 110 1 Descripción del funcionamiento de la capa de acceso al medio del 
L1D4 atI'Y.tI 
La capa de acceso al medio en 802 11 se encarga de proporcionar un servicio 
de datos fiable a los protocolos de capas superiores y al mismo tiempo permitir un 
acceso ecuánime al medio inalámbrico compartido A continuación se describe 
esta capa usando un Servicio Básico de ejemplo compuesto por un punto de 
acceso y diferentes estaciones asociadas al mismo El 
	 estándar 	 80211 
proporciona un acceso confiable mediante un protocolo de intercambio de tramas 
de mformación. La secuencia mínima en este intercambio consiste en el envio de 
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una trama (marco o frame) de información del origen al destino y un asentimiento 
o reconocimiento (ACK Acknowledgment) enviado por el destino en el caso de 
que la primera trama haya sido recibida correctamente Todas las tramas a nivel 
MAC incorporan un campo de control de errores (FCS Frame Check Sequence 
LEEE 32 bit CRC) que es comprobado en cada recepción Si el origen no recibe el 
ACK o el campo de control falla, la trama es reenviada. Aunque este mecanismo 
consume ancho de banda, permite enfrentar los posibles errores provocados por el 
enlace inalámbrico 
Otro mecanismo básico de intercambio de tramas que se proporciona en el 
802 11 otorga una mayor robustez al protocolo y permite afrontar el problema de 
los 'nodos ocultos" Éste es conocido por las siglas RTS/CTS que son las tramas 
que utiliza. Una estación que estuviese haciendo uso de este mecanismo deberla 
mandar una trama RTS (Request To Send) al destino antes de transmitir cualquier 
trama de datos (también conocida como MSDU - MAC Service Data Umt) 
Cuando el destino recibe esta trama correctamente entonces éste debe responder 
con otra trama llamada CTS (Clear To Send) A partir de este momento la fuente 
podria comenzar a enviar sus tramas MSDU 
Todas las tramas mcluidas las FCS ACK, RTS y CTS contienen información 
sobre la duración de la transmisión de la MSDU/ACK. Así todas las estaciones 
presentes pueden actualizar un contador interno llamado Vector de Adjudicación 
de Red (NAV Network Allocation Vector) y retrasar cualquier transmisión hasta 
que el contador expire Aunque una estación oculta no pueda detectar la trama 
RTS enviada por la fuente si podrá recibir la trama CTS con la que responde el 
M 
destino de forma que puede actualizar el contador NAV adecuadamente Este 
mecanismo cuida la transmisión entre estaciones frente a mesperadas 
transmisiones de estaciones ocultas 
El LEEE 802 II define dos funciones para el control de acceso al canal la 
Función de Coordinación Distribuida (DCF - Distnbuted Coordination Function) 
y la Función de Coordinación Centralizada (PCF - Pomt Coordinaüon Function) 
A continuación se describen ambas funciones 
• Función de Coordinación Distribuida (DCF) 
La DCF brinda un acceso compartido al enlace malámbrico entre 
dispositivos con la misma capa fisica mediante el protocolo basado Acceso 
Multiple con Detección de Portadora (CSMA - Carner Sense MulÜple Access) 
con evasión de colisiones (CA - Collision Avoidance) Todas las estaciones deben 
incluir obligatoriamente este mecanismo 
La detección de portadora se realiza de dos maneras una fisica y otra virtual 
La detección fisica se apoya en que toda estación, antes de intentar una 
transmisión, debe realizar una verificación de las condiciones del enlace y 
comprobar que el enlace esta libre por un periodo de tiempo llamado Espacio 
Inter Trama (IFS - Inter Frame Space) La duración de este periodo varia, pero la 
utilizada justo antes de una transmisión en condiciones normales es llamada LFS 
de Funcion de Coordinación Distribuida (DIFS) 
Para evitar una colisión entre dos estaciones que quieran transmitir 
simultáneamente se utiliza un algoritmo de espera (Backoft) así como la espera 
de un periodo DIFS Cuando existen peticiones de transmisiones pendientes y el 
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enlace se encuentra ocupado la estación espera hasta que el enlace se encuentre 
vacío por un periodo DIFS Entonces la estación escoge un numen aleatorio entre 
un rango determinado y usará ese valor como espera adicional antes de transmitir 
El rango para elegir esta espera aleatoria es llamado Ventana de Contienda (CW - 
Contention Window) que varía de acuerdo con el numero de retransmisiones 
previas Si se detecta que el enlace pasa a estar ocupado durante el periodo de 
espera, el contador se detiene y se reanudará una vez el medio vuelva a estar 
vacio después del periodo DLFS 
La evasión de colisión, el mecanismo virtual se consigue a través del 
mecanismo de detección de portadora virtual Cada estación mantiene el contador 
interno llamado NAV que indica cuando el enlace se encuentra ocupado El valor 
de la duración se incluye en cada trama transmitida por cada estación e indica 
cuánto tiempo durará la transmisión incluyendo la de los asentimientos y 
fragmentos Todas las estaciones que se encuentren próximas reciben esta trama y 
usan este valor para actualizar su contador NAV De forma que cuando una 
estación quiere comenzar una emisión, primero comprueba que el contador NAV 
está a cero Una vez que una estación consigue acceso al enlace ésta puede 
transmitir la trama de información (MSDU) Luego espera por un periodo de 
tiempo llamado LFS Cono (5ff 5) para transnutir el asentimiento (ACK) La 
duración del periodo SLFS es más corta que en el caso de DIFS lo que 
proporciona al ACK mayor prioridad para acceder al medio De esta manera se 
asegura que ninguna otra estación podrá comenzar una transmisión antes que el 
ACK.. Si éste no es recibido justo después de un periodo SIFS se intenta una 
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retransmisión hasta que el numero de retransmisiones supera un determinado 
umbral o el tiempo de vida de la MSDU expira. En este caso la trama de 
información MSDU sería descartada Las tramas de información pueden ser 
fragmentadas para aumentar las probabilidades de éxito en la transmisión. Sin 
embargo dado que cada fragmento MSDU debe ser reconocido individualmente 
la fragmentación aumenta considerablemente la sobrecarga para la MSDU 
• Función de Coordinación Centralizada (PCF) 
El estándar 802 11 define un segundo mecanismo de acceso llamado Función 
de Coordinación Centralizada (PCF) opcional El PCF está diseñado para ofrecer 
soporte de servicios con restricciones temporales (soporte de Calidad de Servicio 
QoS) Un nuevo elemento llamado punto de coordinación (PC - Point 
Coordmator) es el responsable de pnorizar el acceso al medio de determinadas 
estaciones, y está situado en el punto de acceso (en lo que sigue del documento 
'punto coordinador y punto de acceso son equivalentes) 
El estándar 802 II define dos penodos de tiempo entre el envio de dos 
mensajes de señalización de envio de tráfico (DTLM - Delivery Traffic Indication 
Message) el periodo de contienda (CP) y el penodo libre de contienda (CFP) En 
general el punto de acceso manda de forma periódica tramas de señalización 
(beacon) aunque estas tramas pueden ser retrasadas si el medio está ocupado y 
transportan información de red y sincronización Las tramas de beacon (DTLM) 
son usadas por el Punto de Coordinación para indicar el comienzo del CFP 
Durante el CP todas las estaciones compiten por el medio usando el mecanismo 
DCF Durante el CFP el punto de acceso clasifica las transmisiones hacia o desde 
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determinadas estaciones usando un mecanismo de sondeo No existe contienda 
entre las estaciones durante el ciclo CFP Este periodo comienza cuando el punto 
de acceso consigue acceso al medio mediante el uso de un espacio de tiempo P[FS 
(IFS de función de coordinación centralizada) a la llegada de una trama de 
beacon El tiempo P[FS es más corto que DLFS pero mayor que SIFS y de esta 
forma PCF logra mayor prioridad que DCF para el acceso pero no interrumpe 
ninguna comunicación DCF existente Una vez que PCF consigue el acceso al 
medio se utiliza el periodo de tiempo SIFS para el intercambio de tramas durante 
el ciclo CFP 
El sistema de sondeo comienza cuando el Punto de Coordinación envia una 
trama CF Poli a una de las posibles estaciones Si el Punto de Coordinación tiene 
alguna trama pendiente de envio este podría utilizar una trama de datos 
incorporando una trama CF Poli (piggy backing) La estación sondeada puede 
responder con datos junto a una trama CF ACK, o simplemente con una trama 
CF ACK si no desea enviar más información. Una vez que el intercambio de 
tramas con una estación termina, el Punto de Coordinación envia el CF Poli a otra 
estación que estuviese en la hsta de estaciones sondeables Cuando el Punto de 
Coordinación ha terminado con todas las estaciones de la lista, o una vez que la 
duración del CFP ha expirado el Punto de Coordinación transmite por difusión 
una trama CF End anunciando el final del ciclo CFP 
Cuando llega una trama de beacon, el contador NAV de todas las estaciones se 
miciahza al valor máximo para proteger el ciclo CFP de transmisiones no 
deseadas Entonces el punto de acceso transmite por difusión la duración del ciclo 
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CFP en la trama de beacon, y el contador NAV se actualiza adecuadamente 
Cuando final= el ciclo CFP todas las estaciones micializan su contador NAV a 
cero cuando reciben la trama CF End, o cuando la duración del CFP termina 
Desde entonces basta la siguiente trama DTIM todas las estaciones compiten por 
el medio usando DCF Este modo de funcionamiento permite que en una misma 
red coexistan estaciones con soporte PCF y DCF 
Sin embargo el PCF definido en el estándar inicial del WEE 802 II presenta 
vanos problemas entre los que está que el tiempo de transmisión de las estaciones 
en el periodo de contienda (CP) es desconocido Una estación que ha sido 
sondeada por el punto de coordinación tiene la posibilidad de enviar una MSDU 
que podría ser fragmentada y de una longitud arbitraria, hasta un máximo de 2304 
bytes Además al existir diferentes esquemas de modulación y codificación, la 
duración del envio de las MSDU después del sondeo no está bajo el control del 
punto de coordinación (PC) lo que reduce la Calidad de Servicio (QoS) 
proporcionada a otras estaciones durante el resto del periodo de CFP De igual 
forma dentro del estándar no se ha definido ninguna interfaz de gestión de forma 
que se pueda controlar las operaciones PCF En consecuencia es imposible 
configurar una política PCF segun los requisitos de protocolos de capas supenores 
tales como Difterv o lntserv del IETF De forma que no existe ningun 
mecanismo para comunicar los requisitos de Calidad de Servicio de las estaciones 
al punto de acceso lo que es esencial para optimizar el rendimiento del algoritmo 
PCF en el punto de coordinación 
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21 101 Descnpción del Soporte de QoS segun el estándar LEtE 802 ile 
Por los problemas mencionados en la sección anterior el LEEE decidió crear 
un grupo (802 Ile) para estudiar con mayor profundidad este tema e indicar 
posibles modificaciones sobre 802 11 para lograr cierto nivel de calidad de 
servicio (QoS) El grupo de trabajo 802 1 l define un conjunto de novedades 
especificadas a la edición de 1999 del estándar ffiEE 802 11 Estas mejoras 
distinguen entre estaciones con soporte de QoS (QSTA - QoS Enbanced Station) 
ylas que no lo soportan (STA) punto de acceso con soporte de QoS (QAP) ysin 
soporte (AP) Dentro de 802 1 l se pueden distinguir básicamente dos grupos 
funcionales Se trataría de las funciones de acceso al canal y la gestión de 
especificación de tráfico o TSPEC 
La extensión 802 1 l am lograda, define una función de coordinación 
llamada Función de Coordinación Híbrida. (HCF - Hybnd Coordination 
Function) que se usa para el Conjunto de Servicios Básicos del EEE 802 con 
soporte de QoS (QBSS) La función HCF define dos modos de operación 
• Acceso a Canal Distribuido Mejorado (EDCA - Enbanced Distnbuted 
Channel Access) que consiste en una función de acceso al canal que se basa 
en la contienda y que funciona de forma concurrente junto al segundo modo 
de operación 
• Acceso a Canal Controlado HCF (HCCA HCF Controlled Channel 
Access) que se basa en un mecanismo de sondeo controlado por el 
Coordmador Híbrido (HC - Hybnd Coardinator) Este punto coordinador se 
encuentra situado junto al QAP 
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Ambas funciones de acceso mejoran o extienden la funcionalidad de los 
métodos de acceso onginales (DCF y PCF) La primera flincion de acceso 
EDCA, fue diseñada para soportar la priorización de tráficos tal como hace 
Diffserv mientras que HCCA soporta tráfico parametnzado de la misma forma 
que lntserv 
El concepto básico de estas funciones de acceso a canal es la Oportunidad de 
Transmisión (TXOP - Transmisión Opportunity) Un TXOP es un intervalo de 
tiempo limitado durante el cual una QSTA puede transmitir una serie de tramas 
El periodo TXOP se define a través de un tiempo de inicio y una duración 
máxima Si el periodo TXOP se obtiene usando el acceso a canal basado en 
contienda, entonces recibirá el nombre de EDCA TXOP Si por el contrario se 
obtiene a través de HCCA se conocerá como HCCA TXOP La duración del 
periodo EDCA TXOP se controla a través del QAP y se transmite al resto de 
estaciones QSTA en las tramas de beacon junto con otros parámetros 
relacionados con EDCA La duración del periodo ¡-ICCA TXOP se transmite a 
las estaciones QSTA directamente por el HC como parte de la trama QoS CF 
Poil la cual garantiza el penodo HCCA TXOP 
Se menciono que el estándar original ffiEE 802 11 obligaba el envió de 
tramas de asentimiento ACK para cada trama recibida correctamente En 
802 1 l estas tramas de asentimiento pasaron a ser opcionales De forma que 
cuando se utiliza una política basada en no utilizar ACK, la capa MAC no 
deberá enviar ACKs por cada trama recibida correctamente Esto implica que la 
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fiabilidad de este tráfico se vería reducida, pero mejora el rendimiento general de 
la capa MAC para tráfico sensible a retardo, tal como sucede con VolP donde la 
información tiene valor durante un periodo de tiempo muy corto. 
EDCA es un nuevo mecanismo de acceso que mejora el original DCF para 
proporcionar soporte de calidad de servicio basado en priorinción de tráfico. 
Esta priorización se consigue introduciendo cuatro Categorías de Acceso (AC — 
Access Categories), las cuales permiten el envío de tráfico asociado a 
prioridades de usuario, tal como define el estándar (Society, 2012) que describe 
el Control de Acceso al Medio de los Puentes o Bridges. En la siguiente tabla 
(CUADRO V) se resumen las prioridades relativas y la tabla de mapeo entre 
802.1D y las categorías de acceso 802.11e. En la tabla se puede observar 
directamente el grado de prioridad otorgado a cuatro tipos de tráfico según los 
requisitos de QoS (VolP con la mayor prioridad y el tráfico de descarga de 
archivos o navegación web con la menor, por ejemplo). 
CUADRO V. RELACIÓN ENTRE LAS PRIORIDADES DE USUARIO Y LAS 
CATEGORÍAS DE ACCESO IEEE 802.11 
. Priorities 
User Priority 





Lowest 1 Background AC_ BK Best Effort 
... 2 - AC_BK Best Effort 
... O Best Effort AC_BE Best Effort 
... 3 Excelent Effort AC _BE Video Test 
•.• 4 Controlled Load AC_VI Video 





. Voice AC_VO Voice 
, 	 Highest 7 Network Signaling AC VO _ Voice 
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Cada categona de acceso dispone de su propia cola de transmisión 
caracterizada por unos determinados parámetros (Fig 8) La priorización entre 
las diferentes categorías se consigue configurando adecuadamente los 
parámetros de cada cola de acceso 
• Numero de Espacio Arbitrario entre Tramas (ALFSN Arbitrary Inter Frame 
Space Number) se corresponde con el intervalo mínimo desde que el medio 
fisico se detecta como descupado hasta que se comienza la transmisión 
• Ventana de Contienda (CW - Contention Wmdow) un numero aleatorio se 
escoge en este rango para lanzar el mecanismo de espera (backoff) 
• Limite de Oportunidad de Transmisión (TXOP hmit) es la duración máxima 
durante la cual una QSTA puede transmitir tras haber obtenido el TXOP 
Cuando los datos llegan al Punto de Acceso de Servicio de información MAC 
(SAPMAC) la capa MAC de 802 ¡le se encarga de clasificar adecuadamente 
los datos y envía la MSDU a la cola correspondiente Entonces los bloques de 
información (MSDU) de las diferentes colas (AC) compiten internamente por el 
EDCA TXOP El algoritmo de contienda interno calcula la espera (backoff) 
independientemente para cada cola (AC) segun los parametros descritos 
AJFSN CW y un numero aleatorio El mecanismo de espera es similar al de 
DCF y la cola con el menor backoff ganará la competición interna. La cola 
(AC) vencedora competiria externamente por el acceso al medio inalámbrico El 
algoritmo de contienda externo no se ha modificado significativamente 
comparado con DCF excepto que en DCF el backoff y tiempos de espera eran 
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fijos para un medio físico concreto mientras que en 802 1 l estos son variables 
y se configuran adecuadamente segun la cola (AC) correspondiente 
ACO AC1 AC2 AC3 
Sa 
1 	 Virtual Colíisuon 1-tandler 
ansm issuon 
Attem pt 
Fig 8 Cuatro colas para las categonas de las Acceso en LEEE 802 ¡le 
A través de un ajuste adecuado de los parámetros de las colas (AC) el 
rendimiento del tráfico de diferentes colas puede ser ajustado y se puede lograr 
la pnorización de tráfico Esto requiere un punto de coordinación central (QAP) 
para mantener un conjunto comun de parámetros en las colas y garantizar así un 
acceso justo entre las diferentes estaciones que componen la red (QBSS) De 
igual forma, para lograr ajustar la asimetría existente entre el tráfico de subida 
(QSTA a QAP) y de bajada (QAP a QSTA) un conjunto separado de parámetros 
EDCA se define exclusivamente para el QAP 
En la Figura (Fig 9) se muestra la arquitectura Genérica de QoS provista por 
el LEEE 802 1le que es la base fundamental provisión de QoS de la familia 
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IEEE 802.11 en general y por lo tanto en las redes mesh basadas en el IEEE 
802.11s. En la enmienda 
Dala Link Layer 
Physical Layer 
Fig 9. Arquitectura general de soporte de QoS en IEEE 802.11 
En el documento del estándar IEEE del 802.11 del 2012 (Society, 2012) se 
incorporan todas las especificaciones de la familia incluidas el IEEE 802.11e y 
el IEEE 802.11s. 
DISEÑO E JMPLEMENTACIÓN 
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CAPÍTULO UI 
DISEÑO E IMPLEMENTACIÓN 
3 DESCRIPCIÓN DE LA IMPLEMENTACIÓN 
Para poner a prueba el soporte de calidad de servicio QoS en redes mesh, se utilizó 
una red de prueba (testbed) sencilla que nos permitiera concentrarnos en los aspectos de 
la Calidad de Servicio QoS implementada en el nucleo de la red conformada por los 
Mesh STA El desempeño de la red para servicios multimedia utilizando el estandar [EEE 
802 11  ya fue evaluado en conjunto con los colegas del Grupo de Investigación de 
Tecnologías de Redes Mesh, estos son Joaquín Chung, (hace González, Iván Armuelles y 
Aidelen Chung De este estudio se desprendió la ventaja del uso del estándar IEEE 
802 1 I para la implementación de redes mesh de bajo costo en comparación con otras 
tecnologías como por ejemplo 13 A T M A.N Advanced En esa evaluacion, también, se 
tomaron en cuenta los parámetros básicos del desempeño de la red sin el apoyo de nmgun 
mecanismo auxiliar como los vistos en la sección anterior (tasa de pérdidas ancho de 
banda, jitter y latencia) para vanos saltos (1 2 3 y  4) Los parámetros de desempeño 
evaluados fueron publicados en (J Chung et al ad) (J Chung el al 2013) (Vomov 
Cedeño Chung, & González, 2014) En la figura 10 se muestra el esquema básico del 
testbed usado en la evaluación de redes mesh por el grupo Los enrutadores inalámbricos 
de la mesh (WM Routers o MSTA) conforman un nucleo de red que se puede 
implementar para entomos que requieren pocos saltos como una red de mtenores de una 
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Fig 10. Estructura básica de la red de prueba de evaluación de QoS en Redes Mesh 
IEEE 802.11s 
3.1. REQUISITOS BÁSICOS DEL DISEÑO 
Economía y flexibilidad 
La línea de investigación seguida en los proyectos del grupo se enfoca en el 
desarrollo de redes de comunicaciones de bajo costo para facilitar la inserción de la 
población de escasos recursos a la Sociedad de la Información y del Conocimiento, 
permitir que las empresas pequeñas y medianas (PYMES) sean más competitivas, o la 
rápida implementación de redes de comunicaciones ante desastres. 
Por tal motivo el Proyecto de Tesis en particular se ha concentrado en la utilización 
de 
o Redes Inalámbricas Multi saltos o de topologia en Malla (Wireless Mesh Networks 
WMN) ya que cuentan con las características enunciadas en la introducción, 
relativas a la fácil y rápida implementación ya que no hay que invertir tiempo en 
las instalaciones de cableado y los procedimientos de orientación de antenas (sin no 
son ommdireccionales) son muchos más rápidos 
• Equipos de comunicaciones deben ser de un precio razonablemente bajo 
311 	 Fiabilidad y versatilidad. 
Otro aspecto funcional en el diseño de las WMNs con los que se desean contar 
es ¡afabilidad de los nodos o elementos a utilizar Afortunadamente se encuentran 
en el mercado una oferta amplia de equipamiento que cumplen con certificaciones 
estándares de diseño e implementación que otorgan garantias de funcionamiento 
Adicionalmente la versatilidad es un aspecto deseable muy importante en la 
experimentación. Los equipos a utilizar deben contar con la capacidad de ser 
configurable en vanas de sus características segundad, consumo de energía, 
parámetros del servicio que prestan, etc 
3 1.2 Arquitecturas abiertas basadas en estándares 
Para la investigación y la capacidad de desarrollos propios en comunidades de 
baja capacidad adquisitiva, es necesario trabajar con equipamiento configurable a la 
medida de las necesidades mediante software Esto se consigue generalmente a la 
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disponibilidad de equipamiento con arquitecturas abiertas en el mercado tanto de 
software libre como de hardware abierto El hardware abierto hace referencia a 
dispositivos con descripciones de diseño e implementación que están disponibles al 
publico no sólo de las piezas que lo conforman, sino también de la programación a 
bajo nivel de sus dispositivos lógicos y programables por lo tanto está permitida la 
experimentación en éstos mediante cambios en su funcionamiento o diseño por 
parte de los usuarios que los adquieren. 
El cumplimiento de estándares en el diseño de sus componentes su 
programación y los protocolos de comunicación implementados en los equipos 
también es una caratecristica deseable para garantizar la compatibilidad entre 
sistemas 
Los requisitos básicos de diseño para la investigación y diseño de las redes 
mesh en el proyecto de Tesis (flexibilidad, precio fiabilidad, versatilidad y 
arquitecturas abiertas y estándares) se han definido y justificado en esta sección, en 
la siguiente pasaremos a describir los componentes del diseño 
32 COMPONENTES DEL DISEÑO 
El testbed general propuesto cuenta con cuatro componentes básicos 
• El terminal de comunicaciones del usuario (inalámbrico o cableado) 
• La red de acceso conformado por los equipos que brindan la conectividad del 
terminal de comunicaciones de usuario al resto de la red En el caso de las 
inalámbricas éstos deben facilitar una interfaz estándar de 
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radiocomunicaciones compartida entre el terminal y el nodo que brinda acceso 
(por ejemplo un punto de acceso inalámbrico). 
• La red de núcleo o backbone que concentra la infraestructura de encaminamiento 
principal interconectando a todos los elementos de la red de acceso. En el caso de 
las redes mesh, el backbone utiliza radioenlaces entre los nodos que lo conforman. 
• Los proveedores de servicios que incluyen a todas las organizaciones que 
brindan aplicaciones, contenidos y otros componentes de control de aplicaciones 
multimedia entre pares como Telefonia IP y Servidores de Videocon.ferencias, por 
ejemplo, centrales PBX, directorios, etc. En este último ejemplo, en los terminales 
de los usuarios se inician y finalizan los flujos de datos, pero requieren el apoyo 
de plataformas de control de sesión y facturación suministrados por los 
proveedores de servicios. 
En la figura 10 se muestra un esquema que representa una abstracción de la red de 
prueba o tested representada en la (Fig. 11). Éste es el modelo de referencia que nos 
permite comprender fácilmente la interrelación entre todos los componentes del 
sistema. 
Terminal.. Proveedores 
de Usuario* 	 \---» Red de Acceso 	 Red Backbone 	 de a 	 b 	 c Servicios 
Fig 11. Modelo de Referencia de Red Mesh Inalámbrica 
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En la figura 11 se muestran un bloque funcional que representa al equipo terminal 
M usuario A través de éste el usuario inicia las aplicaciones de red para distintas 
actividades segun su contexto trabajo ocio emergencia, etc Cada una de estas 
aplicaciones tendrá requisitos especiales segun la aplicación y el contexto del usuario 
Estos requisitos son expresados como parámetros cuantitativos y cualitativos 
Como se ha expresado anteriormente en el capítulo anterior los parámetros 
cuantitativos están bien definidos para las distintas aplicaciones multimedia ((Ifli 
2007a) 
• Retardo medio en un sentido (latencia de un extremo al otro) 
• Jitter o variación del retardo del paquete en un sentido 
• Tasa de pérdidas de paquetes 
• Velocidad de transmisión en un sentido 
Estos requisitos son utilizados para planificar la transmisión de datos entre el 
terminal del usuario y los elementos de la red de acceso utilizando alguna tecnologia 
de comunicaciones (cableada o inalámbrica) que cumple con estándares con soporte 
de calidad de servicio A esta comunicación entre un terminal y el elemento de acceso 
a la red le hemos denominado mterfhz a El elemento de la red de acceso establece 
por su parte mecanismos para el soporte de calidad de servicio al flujo recibido por el 
terminal a para satisfacer sus requisitos cuando se traslada a los elementos de la red de 
nuc leo o backbone Este mecanismo en particular se implementa mediante una 
tecnología de comunicaciones que en el modelo denominamos "interfaz b" En el caso 
de la red mesh, los elementos del backbone (los MSTA) se comunican con otros 
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MSTA o con los elementos de la red de acceso (STA) mediante canales inalámbricos 
segun el estándar IEEE 802 lis Finalmente los flujos llegan o parten de los 
elementos de provisión de servicio mediante diversas tecnologías que hemos 
denominado "interfaz c" En nuestra investigación, nos enfocamos en la evaluación de 
los mecanismos de soporte de calidad de servicio entre los elementos del backbone de 
la red mesh basado enIEEE 802 lis 
3.3 IMPLEMENTACIÓN DE LA RED 
Partiendo de los requisitos de diseño en la investigación se invirtió un tiempo 
importante evaluando distintos dispositivos de bajo coste y aplicaciones y servicios 
que pudieran cumplir con los criterios de interoperabihdad, flexibilidad, apertura, etc 
Entre el hardware evaluado para los nodos del backbone de la red mesh (WM 
Routers) se evaluaron routers inalámbricos tipo Small Office Smal Home (SOHO) 
disponibles en el mercado local Reilan, Cisco D-link, TP Link, TRENOneI, y otros 
cuyos precios oscilan entre Rl 25 00 a Rl 25000 Entre las diferencias más 
significativas entre éstos están las compatibilidades con las interfaces de radio (IEEE 
802 1 la/b/g/n) la capacidad de memoria RAM y Flash, y el tipo de kemel utilizad y 
su capacidad para ser modificado mediante un firmware de software libre 
De la selección de routers probados se ehgio el Router Inalámbrico TP Link it 
WDR4300 con Chipset Atheros AR9344@560MHz, 5 puertos de switch Gigabit con 
soporte VLAN RAM de 128MB y Flash de 8MB Una de las características que nos 
pareció más conveniente de este equipo ha sido su capacidad de establecer conexiones 
por su mterfaz de radio en dos bandas simultáneamente en la de 2 40Hz a 300Mbps y 
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la de 5GHz a 45OMbps Se puede modificar el firmware de fábrica por firmwares de 
software libre y abierto cumple con los estándares de comunicaciones LEEE 802 1 la, 
EEEE 802 1 l IEEE 802 11  y [EEE 802 un, otros protocolos de segundad y 
algoritmos de cifrado que pueden ser implementados en éstos son WEP de 64 yI28 
bit, WPA y WPA2 WPA PSK y WPA2 PSK Este modelo cumple con las normas y 
certificaciones CE FCC IC y RoHS También es compatible con LPv6 (posee la 
certificación lPv6 Ready Logo Committee del IPv6 Forum) Como se puede observar 
los routers TP Link U WDR4300 ver 12 cumplen con los requisitos de diseño 
establecidos en la seccion anterior 
Para disminuir el mido causado por equipos que estén usando la frecuencia de 
24GHz en la zona de laboratorio se configuraron los routers inalámbricos del 
backbone con enlaces de 5G1-lz En éstos instalamos el firmware OpenWRT Backflre 
1003 1 que es de software libre permitiendo la personalización completa de las 
aplicaciones en el router inalámbrico e implementando protocolos de enrutamiento en 
este caso el estándar 802 lIs, y tiene soporte de QoS (Fig 10) Para probar los 
servicios multimedia se usaron servidores y aplicaciones clientes y herramientas de 
análisis de tráfico de software libre para mantener el coste de implementación bajo En 
el (CUADRO VI) se muestra un listado de las herramientas utilizadas 
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CUADRO VI. COMPONENTES DE SOFTWARE 
# Nombre Tipo Descripción 
1 OpenWRT 10.03 Firmware Firmware 	 para 	 routers 	 inalámbricos 
basado en Linux con soporte para 802.11s 
2 Ubuntu Server 12.04 Sistema Operativo Sistema 	 operativo 	 Linux 	 para 	 los 
servidores de video 
3 VMWare ESXí 5.1 Virtualización Host para creación de máquinas virtuales 
4 Red5 Server 1.0 Servidor 	 de 	 difusión 
de video 
Servidor 	 para 	 difusión 	 de 	 video 	 (video 
streaming) basado en flash. Soporta los 
codecs de video: ScreenVideo, 0n2 VP6, 
Sorenson H.263 y 
	 H264; y los audio 
codecs: ADPCM, NellyMoser, MP3, Speex 
y AAC. 
5 VLC Reproductor/server y 
«framework» 
multimedia de código 
abierto, 
multiplataforma, que 
reproduce la mayoría 
de archivos 
multimedia y realiza 
streaming en diversos 
protocolos de 
transmisión. 
Soporta 	 los 	 siguientes 
	 video 	 codecs: 
MPEG-1/2, D1VX (1/2/3), MPEG-4 ASP, 
DivX 4/5/6, 	 H.261, 
	 H.263/H.263i, 	 H.264/ 
MPEG-4 AVC, MJPEG (A/B), WMV 1/2, 
WMV 3/VVMV-9NC-1. DV (Digital Video), 
0n2 VP3/VP5NP6 y otros. 
Audio codecs soportados: MPEG Layer 
1/2, MP3 - MPEG Layer 3, AAC - MPEG-4 
pad3, Vorbis, AC3 - A/52 (Dolby Digital),E- 
AC-3 	 (Dolby 	 Digital 
	 Plus), 	 MLP 	 / 
TrueHD"5'3, DTS, WMA 1/2,WMA 3 1, y 
otros. 
Protocolos 	 de 	 transmisión 	 soportados: 
UDP/RTP 	 Unicast, 	 UDP/RTP 	 Multicast, 
HTTP / FTP. MMS, TCP/RTP Unicast, 
DCCP/RTP Unicast 
6 lperf, Jperf Herramientas para 
generar tráfico en la 
red. 
Herramienta para medición de ancho de 
banda en redes de datos 






En la figura 12 se tiene una representación de la maqueta final utilizada para 
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Fig 12. Red de Prueba de Soporte de QoS entre nodos de la Red Mesh 
En la figura 13 muestra la implementación de la maqueta utilizada para evaluar las 
prestaciones de QoS entre los routers IEEE 802.11s en el canal de 5GHz. 
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- 
Fig 13. Implementación de la maqueta 
El análisis en el canal de 5GHz es el uno de los principales objetivos de nuestra 
investigación con el propósito de conocer cómo puede verse mejorada la transmisión 
de tráfico multimedia con soporte de QoS entre los nodos de un salto en una red mesh 
inalámbrica en comparación con el tráfico soportado sin mecanismos de QoS. 
3.4. SOFWARE IMPLEMENTADO EN LOS ROUTERS 
3.4.1. OpenWRT: 
Para la implementación de la red mesh inalámbrica se utilizó el firmware 
OpenWRT en los routers inalámbricos. Se prefiere OpenWRT sobre otros 
firmwares para routers inalámbricos por su estructura modular, que permite la 
instalación de diversos paquetes, personalizando la configuración del equipo. 
OpenWRT ("OpenWRT" ad) es descrito como una distribución de Linux para 
dispositivos embebidos En lugar de intentar crear un imico firmware estático 
OpenWRT brinda un sistema de archivos completamente personalizable con paquetes 
de mantenimiento OpenWRT puede ser configurado a través de la línea de comandos 
(Figura 14) o con una mtertbz Web (Figura 15) desarrollada por la comunidad de 
programadores En nuestra implementación se utilizó de ambas formas 
Fig 14 Configuración del tontera tráves de línea de comando 
t - — - — — 








-- 	 1- 
Fig 15 Configuración del router a trávez de interfaz Web 
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3 4 Paquete qos-scnpts 
El paquete qos-scnpts permite desplegar calidad de servicio en OpenWRT 
utilizando un sólo archivo de configuración Este archivo permite configurar de 
forma sencilla las interfaces del router que aplican calidad de servicio (QoS) las 
políticas que se aplican a los paquetes y la prioridad en las colas de las mter1ces 
Debido a que OpenWRT es un sistema operativo basado en Lmux también es 
posible configurar la calidad de servicio utilizando el paquete qos-scnpts ya que 
simplifica las tareas de configuración y permite un despliegue rápido y eficiente de 
la calidad de servicio en la red mesh inalámbrica. Activamos la calidad de servicio 
en dos formas utilizando la línea de comando o la interfaz web conocida como 
Luci 
Fig 16 Activación de QoS en el router por línea de comando 
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Fig 17 Activación de QoS en el router por mterfaz web 
ANÁLISIS DE LOS RESULTADOS 
71 
CAPÍTULO IV 
ANÁLISIS DE LOS RESULTADOS 
4 ANALISIS DE LOS RESULTADOS OBTENIDOS 
Luego de haber implementado la red de prueba, configurando todos sus componentes 
de hardware y software procedimos a realizar distintas pruebas sobre las capacidades de 
soporte de QoS en redes mesh IEEE 802 lis implementado con el firmware 
Las pruebas consistieron en lo siguiente 
. Caracterización del canal entre dos nodos del nucleo de red IEEE 802 1 I 
. Verificación del QoS Scnp y mecanismo de QoS para IEEE 802 11  en el 
firmware OpenWRT 
. Evaluación de la capacidad de tratar conexiones de VideoStreaming con soporte 
de QoS 
o Evaluación de la capacidad de tratar conexiones simultáneas de flujos de VolP 
con soporte de QoS 
41 CARACTERIZACIÓN DEL CANAL 
Para caracterizar el canal se requiere determinar los siguientes parámetros ancho 
de banda, jitter y pérdidas de paquetes 
A continuación caracterizamos un canal utilizando dos métodos myecc ion de 
tráfico tipo TCP e inyección de tráfico tipo UDP con la herramienta iperf 
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4 1 1 Caracterización del canal mediante la myección de tráfico TCP 
Se realizó la medida del canal total ocupado tomando los datos con la 
herramienta werf Utilizamos un flujo TCP con iperf para conocer el ancho de 
banda que ocupa el canal con este tipo tráfico El comportamiento de tm flujo TCP 
debido al su forma de comportamiento norma, consiste en ocupar todo el canal 
disponible aunque sea con uno sólo flujo por lo que el ancho de banda es el uruco 
parámetro que devuelve el iperf cuando se utiliza el tráfico TCP Para tomar 10 
mediciones de un flujo de un nunuto de duración Este fue el tunco flujo 
momtoreado con detalle y sus resultados se encuentran en el Cuadro VII Esta 
mediada no presentó variaciones y se mantuvo constante Las pruebas adicionales 
siguientes concuerdan con estos resultados 




1 18 50 
2 18 50 
3 18 50 
4 18 50 
5 18 50 
6 18 50 
7 18 50 
8 18 50 
9 18 50 
10 18 50 
promedio 	 - 18.50 
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Fig 18. Canal total ocupado 
Resultado: El ancho de banda que ocupa el canal es de 18.5 Mbits/sec. 
4.1.2. Caracterización del canal mediante la inyección de tráfico UDP 
Utilizamos un flujo UDP con iperf para conocer el ancho de banda máximo que 
ocupa el canal sin tráfico mediante este método. El iperf devuelve los siguientes 
parámetros con un tráfico UDP: ancho de banda, jitter y pérdida de paquete. 
El iperf permite configurar una velocidad de transmisión (ancho de banda) del 
flujo UDP inyectado, así como también el tamaño del paquete (opcional) y la 
duración del flujo (opcional). Se realizaron las mediciones inyectando tráfico UDP 
con ancho de banda superior al evaluado mediante la inyección de tráfico TCP, 
específicamente a una velocidad de 80 Mbps (4.3 veces superior al ancho de banda 
del canal reportado en el expermiento anterior). Al someter a este "estrés" el canal, 
se producen evidentemente altas pérdidas de paquetes UDP (que el iperf puede 
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detectar y reportar), pero se puede conseguir el ancho de banda máximo que soporta 
el canal. En el cuadro VIII se encuentran los resultados de este experimento. 
CUADRO VIII. MUESTRAS CON EL TRÁFICO UDP 
# 
Muestras Ancho de Banda(Mbits/sec) Jitter (ms) Perdida de Paquete (%) 
1 21.70 10.96 78.00 
2 22.30 11.07 78.00 
3 21.60 11.27 78.00 
4 21.60 11.26 78.00 
5 22.40 0.72 78.00 
6 _ 21.80 0.58 78.00 
7 22.30 11.09 78.00 
8 22.40 0.53 78.00 
9 21.80 0.57 78.00 
Promedio 21.99 6.45 78.00 
Desviación 
estándar 0.35 5.23 0.00 
Resultado: El ancho de banda máximo que puede ocupar el tráfico en el canal estudiado 
es de 21.99 Mbits/sec (± 0.35 Mbits/sec). Y el jitter promedio del canal utilizado, con 
una inyección de tráfico superior al que soporta el canal es de 6.45 ms, y el porcentaje de 
perdida de paquetes máximo fue del 78%. 
En la Figura 19 se muestra una comparación gráfica entre los datos recogidos en 
ambos experimentos para calcular la capacidad del canal entre los nodos del nodo del 
IEEE 802.11s. En la Cuadro IX se muestran los datos correspondientes a los graficos. 
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TCP 18.50 18.50 18.50 0.00 
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Fig 19. Ancho de banda Máximo y Mínirnoque puede ocupar el canal. 
Verificando un límite superior de capacidad del Ancho de Banda o Capacidad del 
Canal es de 21.99 Mbits/sec pero con pérdidas significativas de paquetes, definimos 
corno Capacidad del Canal regular los 18.5 Mbits/sec detectados en el experimento 
anterior. 
Este valor encontrado no es inconsistente. Recordemos que el módulo del IEEE 
802.11s en el OpenWRT está configurado para IEEE 802.11g (velocidad teórica de 54 
Mbits/sec) y que una tercera parte de la capacidad de ésta esta es la que realmente se 
registra en la práctica por la alta señalización del canal a bajo nivel. Como práctica de 
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ingeniería de tráfico se recomienda manejar un tráfico 10 % inferior a este máximo de 
18 5 Mbits/sec (o sea 1665 Mbits/sec) 
4.2 Evaluación del mécanisnio de soporte QoS en IEEE 802 lis 
Para verificar funcionamiento del soporte de calidad de servicio brindada por el 
firmware OpenWRT que se configura mediante el archivo qos-scnpts se utilizaron 
los mismos routers inalámbricos con éste firmware que son externos de un enlace en 
la red de nucleo de mesh inalámbrica 802 11 s  Así es que ideamos el siguiente 
experimento aprovechando que la herramienta de iperf nos permite configurar 
distintos parámetros de flujo UDP como la velocidad de transmisión, vananza del 
retardo (jitter) y pérdida de paquetes Como se pueden controlar estos parámetros 
primero generamos un tráfico UDP incrementando poco a poco su velocidad de 
transmisión sin brindarle soporte de QoS y la segunda parte se desarrollé la misma 
actividad pero con el soporte de QoS En ambos casos se transmitió un flujo de video 
streaming como tráfico de fondo pero no se lo otorgó soporte de QoS en ninguno de 
las dos pruebas 
4.21 Evaluación cuantitativa del canal de JEfl 802 lis sin QoS 
Primero realizamos las pruebas sin el soporte de calidad de servicio para tener 
un punto de referencia. Se realizó un video streaming que debía competir con 
tráfico adicional, mediante un flujo UDP El UDP fue inyectado con velocidades de 
transmisión iguales a 50% 75% 90% 95% de la capacidad del canal calculado 
(185 Mbits/sec) El objetivo fue registrar cómo variaba el flujo UDP en el destino 
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evaluando la velocidad de recepción del flujo, su variación del retardo (jitter) y el 
porcentaje de perdidas registradas. La sesión de video streaming simultánea se 
realizó con el contenedor TS, además de RTP y UDP para su transporte. La sesión 
de video streaming funcionó como tráfico de fondo para competir con los recursos 
del canal. En el Cuadro X se muestran los valores recogidos de este expemimento. 
El flujo UDP en cada ocasión tuvo una duración de 30 segundos y se tomaron 
muestras cada segundo. En la tabla se muestran los valores promedios. 
CUADRO X. EVALUACIÓN CUANTITATIVA DEL TRÁFICO UDP EN EL 
CANAL DE IEEE 802.11S SIN SOPORTE DE QOS 





Velocidad de Transmisión 
medida en el destino 
(Mbits/sec) 
Jitter (ms) Paquetes 
Perdidos (%) 
9.00 50 5.31 3.81 35.79 
13.50 75 1.09 2,72 91.97 
16.65 90 1.61 8.97 96.59 
17.57 95 1.83 2.95 89.52 
En el Cuadro XI se muestran los valores recogidos de este expemimento para la 
desviación estándar. 
CUADRO XI. EVALUACIÓN CUANTITATIVA DEL TRÁFICO UDP EN EL 
CANAL DE IEEE 802.11S SIN SOPORTE DE QOS. DESVIACIÓN ESTÁNDAR 





Velocidad de Transmisión 
medida en el destino 
(Mbits/sec) 
Jitter (ms) Paquetes 
Perdidos (%) 
9.00 50 3.19 3.12 33.76 
13.50 75 0.46 1.31 3.49 
16.65 90 4.91 5.86 2.86 
17.57 95 0.63 3.16 3.67 
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4.2.2. Evaluación cuantitativa del canal de IEEE 802.11s con QoS 
Como prueba definitiva, se realizó el experimento anterior activando el 
mecanismo de QoS de OpenWRT. En el scrip de QoS que permite esta activación, 
se le dio prioridad al flujo UDP tipo "Express" identificando este flujo con el 
protocolo (UDP) y el puerto ("1234"). Al flujo de video en TS en RTP/UDP no se 
le dio ningún tratamiento. Los resultados se muestran en el cuadro XII. 
CUADRO XII. EVALUACIÓN CUANTITATIVA DEL TRÁFICO UDP EN EL 
CANAL DE IEEE 802.11S CON SOPORTE DE QOS 





Velocidad de Transmisión 
medida en el destino 
(Mbits/sec) 
Jitter (ms) Paquetes 
Perdidos (%) 
9.00 50 7.6 1.58 14.11 
13.50 75 8.71 2.02 33.42 
16.65 90 12.48 0.97 24.74 
17.57 95 11.22 1.22 35.49 
Los resultados de la desviación estándar se muestran en el cuadro XIII. 
CUADRO XIII. EVALUACIÓN CUANTITATIVA DEL TRÁFICO UDP EN EL 
CANAL DE IEEE 802.11S CON SOPORTE DE QOS. DESVIACIÓN ESTÁNDAR 





Velocidad de Transmisión 
medida en el destino 
(Mbits/sec) 
Jitter (ms) Paquetes 
Perdidos (%) 
9.00 50 1.99 1.09 21.07 
13.50 75 3.59 1.55 26.66 
16.65 90 2.61 0.40 15.69 
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Fig 20. Gráfica comparativa de la evaluación cuantitativa del tráfico II1DP en el canal de 
IEEE 802.11s con y sin soporte de QoS. 
Resultado: Como se puede observar comparando los resultados de la figura 20 y las 
tablas X yXII, se hace evidente que la activación del mecanismo de QoS del estándar 
IEEE 802.11s hace un efecto positivo en el tratamiento del flujo UD1) privilegiado. Al 
activar el soporte de QoS, la pérdida de paquetes del flujo 1.11DP y el jitter disminuyeron 
sustancialmente, además de que la diferencia entre velocidad del flujo recibido y el flujo 
emitido es menor que en el caso en el que no se utiliza soporte de QoS alguno. 
. 	 . 









conferencias Estos servicios servicios son muy demandos en aplicaciones de tele 
educación, tele medicma, negocios y ocio entre otros 
4.3 1 Evaluación de laconfiguración de Video Streammg con QoS 
Para la evaluación de transmisión de Video Streaming se procedió a realizar 
diversas pruebas basadas en experiencias previas que se realizaron sin QoS Por 
ejemplo en (Gonzale 2013) se calculó que la mejor combinación de Codecs de 
Video y Audio para la transmisión en redes mesh sin soporte de QoS es 
H 2641MPE04 y AAC/MP3 del contenedor TS (MPEG transpon stream o MPEG 
TS) Utilizando esta definición decidimos verificar cuales son los parámetros de 
QoS que deben ser provisto por la red de prueba para brindar la mejor percepción 
de servicio 
De esta forma, se realizo el streaming de segmentos de un video comercial con 
características visuales muy dinámicas. El video de prueba fue la pelicula 'Rapido 
y Furioso 2 (2 Fast 2 Furious 5 Esta fue configurada para ser transmitida por la 
red de prueba con el servidor VLC usando el contenedor TS mencionado La 
resolución de las imágenes fue de 448X336 pixeles y se transmitió a una tasa 
constante de2397 cuadros por segundo (Figura 2o) El codec de audio realizó el 
muestreo a 48KHz (segun lo establecido por el estandar) Debido a la variabilidad 
de las caractensticas del video la usa de transmisión de bits fluctuaba los 10 
Mbit/s (Figura 21) Esta configuración para la transmisión permineció constante en 
las dos expenciencias primero transmitiendo el video sin soporte de QoS 
2 Fasi 2 Funous" Ficha Técnica hnpflwww imdb com/titIeittO322259/ 
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simultaneameante con tráfico de fondo con velocidad incremental, y segundo, 
transmitiendo el video con soporte de QoS con el mismo tráfico de fondo. 
Información actual del medre) 
General ~adates Codec Estad:sacas 
Información acerca de cue está hecho el medo o ambo. 
Se muestran el muxor. los códecs de aude y ,iderr v los ssebb.aos. 
• Emision 
Tipo: Video  
Codec: MPEG-4 Video (XVID) 
Resolución: 442a336 
Tasa de fotograrnas: 23.576023  
• Emisión 1 
Tipo: Audio  
'Códec: MPEG Audio layes 1,2:3 ...mpga1 
TeS3 de muestra:419:0Hz 
Tasa de bits: 116 kbis 
C:y.ssers¿tvén OesktopIRaprdo.y.Pu1oso.2.1.atno.Xvicles.Unirnacp.avt 
Cerro- 
Fig. 20. Información de los codees de video streming de prueba suministrada por VLC 
. 	 liglik 	 Información actual del medir.) -r-1----- I al 1  
General 	 Metadatos 	 °Met 	 a ted5 bcas 
Medo actual ,, estachsticas de emisión 
4 	 udio 
Decodificados 	 2 bloques 
Reproducidos 	 O b uff ers 
Perdido 	 2, buffers 
a Vtdro 




Perdido 	 O fotcgramas 
• Entrada ,Lectura 
T.~0 de datos del medio 	 31253 KiB 
Tasa de bits de entrada 	 1021 kIsts 
Tamaño de datos dernuxados 	 22765 Kie 
1  Tasa de bits del contenido 	 1095 Ir.b.:' 
Descartados tcorruptosl 	 O 
Descartado (suspendido) 	 O 
a 	 Salida:Escrito,Enviado 
Enviado 	 O paquetes 
Enviado 	 O IGI) 
Tasa de subida 	 0: els,  s 




Fig. 21. Información de la tasa de transmisión del video streaming de prueba 
suministrada por VLC 
En la Cuadro XIV se muestran los resultados comparativos de la percepción de 
ambos pruebas de video streaming sin y con soporte de QoS. El video fue emitido a la red 
con los protocolos especificados en (Gonzalez, 2013), estos son, sobre Real-time 
Transport Protocol (RTP) sobre User Datagram Protocol (UDP), o sea RTP/UDP/IP. En 
cada fila se muestra el aspecto del video con un tráfico de fondo tipo UDP cuyo ancho de 
banda en el canal aumentaba en 200 Kbit/s. La primera fila (con tráfico de fondo de 100 
Kbit/s) sirve de referencia de base. El scrip de QoS se configuró para dar soporte tipo 
"Express" según la clasificación de prioridades de soporte de QoS del script de 
OpenWRT. 
CUADRO XIV. SOPORTE DE QoS PARA VIDEO STREAMING 
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Resultado: Como se puede observar comparando los resultados de Cuadro XIV, se hace 
evidente que la activación del mecanismo de QoS del estándar IEEE 802.11s hace un 
efecto positivo en el tratamiento del flujo video Streaming privilegiado cuando éste debe 
competir por el canal con tráfico de fondo UDP con valores iguales o superiores a los 
600Kbps. Esta es un advertencia del especial cuidado que se debe tener al configurar 
redes mesh IEEE 802.11s según la versión actual del OpenWRT con tráfico multimedia 
con las características elegidas (TS/RTP/UDP/IP/IEEE802.11s). Estos resultados pueden 
variar significativamente al cambiar el códec o la resolución de las imágenes. 
4.3.2. Evaluación de la configuración de Video conferencia con QoS 
La siguiente prueba de video streaming consistió en la utilización de servicio de 
video conferencia utilizando Red5. Este servidor fue instalado en una máquina 
virtual del servidor mostrado en la Figura 22. En la Figura 23 se muestra una 
captura de la interfaz gráfica del servidor VMware donde se instalaron los 
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servidores virtuales Elaxtix (para el experimento con VoIP) y para el actual 
experimento con Red 5. La Figura 24 muestra una captura de la interfaz del 
servidor Red5 y la Figura 25 muestra una captura de un cliente recibiendo el video 
streaming de prueba. Finalmente, en la Figura 26 se muestra uno de los clientes de 
una videoconferencia de prueba con soporte de QoS y en la Figura 27 se muestra el 
mismo cliente de la videoconferencia de prueba sin calidad de servicio. 
Fig. 22 Gabinete de Servidores de virtualización 
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Fig. 23. Servidor donde se instalaron los servidores virtuales de VolP (Elastix) y video 
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192.168.102.10 
red 	 5. 
Fig 25. Captura de pantalla de Cliente recibiendo video streaming 
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Fig. 27 Captura de pantalla de video conferencia sin Calidad de servicio. 
El contenedor utilizado por Red5 es FLV (Flash Video). FLV es el contenedor de 
facto utilizado para el web streaming en Internet. Éste usualmente contiene material 
codificado con formato de video compresión Sorenson 
	 Spark o Compresión de Video 
VP6. Las versiones más recientes de Flash Player, producto de Adobe Systems y 
MainConcept, soporta también H.264 para el video streaming y HE-AAC para la 
distriución del audio. VP6 provee una calidad visual mejor que Sorenson Spark, 
especialmente cuando se usan tasas de transmisión muy bajas. Por otra parte, la carga 
computación en los sistemas finales es mayor y sus algoritmos son más complejos. VP6 
produce una salida que tienen una Relación Señal a Ruido Pico (PSNR) que son mejores 
que los provistos por H.264 sobre un amplio rango de velocidades desde el dial-up (28.8 
Kbit/s) hasta tasas de DVD y HD (de 6 a 8 Mbit/s). 
Se estableció una videoconferencia y se tomaron las medidas de la misma en el 
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receptor o destino del flujo mientras se inyectaba tráfico UDP con velocidades 
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incrementales obteniendo resultados positivos para esta herramienta como los que se 
muestran en el Cuadro XV. 





Sin QoS Con QoS 
1 12 
Video se ve bien para imágenes 
estáticas, se pixela levemente 
con el movimiento 
Video se ve bien para imágenes 
estáticas, se pixela levemente 
con el movimiento 
2 15 
Video se ve bien para imágenes 
estáticas, se pixela levemente 
con el movimiento 
Video se ve bien para imágenes 
estáticas, se pixela levemente 
con el movimiento 
3 18 
La imagen se pixela cuando está 
estática, se pierde la mitad de la 
pantalla cuando hay 
movimientos 
. Video se ve bien para imágenes 
estáticas, se pixela levemente 
con el movimiento 
4 20 
La imagen se pixela cuando está 
estática, se pierde la mitad de la 
pantalla cuando hay 
movimientos 
La imagen se pixela cuando está 
estática, se pierde la mitad de la 
pantalla cuando hay 
movimientos 
5 22 Se pierde la mitad de un frame 
constantemente 
Se pierde la mitad de un frame 
constantemente 
Resultado: Como se puede observar comparando los resultados de Cuadro XV, se hace 
evidente que la activación del mecanismo de QoS del estándar IEEE 802.11s hace un 
efecto positivo en el tratamiento del flujo video privilegiado cuando éste debe competir 
por el canal con tráfico de fondo UDP. Usando un códec de video más eficiente, como el 
VP6, se mejoró el soporte de QoS con respecto a ensayos anteriores. Sin embargo, los 
resultados de esta prueba de videoconferencia no pueden compararse directamente con el 
de Video Streaming, debido a las diferencias sustanciales de resolución de imagen y 
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variabilidad de las imágenes Es por ello que en esta ultima experiencia el soporte de 
Cahdad de Servicio panee ser también eficiente contra mayores velocidades de tráfico 
fondo que logran alcanzar los 18 Mbit/s Hay que señalar que la percepción actual de la 
calidad de los servicios de video streammg (youtube justing tv UStream, etc) en las 
redes de datos sin QoS se debe a que se utilizan códec muy conservadores en el uso del 
canal (como VP6) técnicas de buffering para amortiguar el jitter y TCP como protocolo 
de transporte que tiene soporte de pérdidas de paquetes 
44 Evaluación de la configuración de Voz sobre LP con QoS 
En esta sección describimos las interacciones del flujo de VoLP con y sin soporte de 
QoS para una llamada real en VoLP y para varios flujos simulados de UDP esto ultimo 
para verificar la capacidad del canal para dar soporte a mulbples llamadas reales 
441 Evaluación del Soporte de QoS para una llamada real de VoLP 
Para evaluar los efectos del soporte de QoS enla red de prueba delEEEgo2 lis 
con el firmware OpenWRT sobre los servicios de VoLP se utilizó el servidor 
Elastix 230 Ésta es la versión actual estable basada en Astensk 18 Es una imagen 
150 de un servidor de Astensk pre-configurado lo que significa que Elastix 
contiene una versión completa de Astensk y fue creada para el establecimiento de 
unificadas, además del servidor VoIP integra otros servicios que no 
son de interés para nuestros experimentos Entre las caractensticas que nos 
interesan, Elastix es un software de código abierto y la licencia es gratis El servidor 
de Elastix hace las funciones de central telefónica realizando todas las funciones 
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relativas a sefialización (basada en SIP u otros estándares) localización de abonados 
y terminales, contabilidad y facturación de las llamadas En la Figura 23 se mostró 
una captura de la interfaz gráfica del servidor VMware donde se instaló una 
máquina virtual con Elastix En la Figura 28 se muestra la mterfaz gráfica del 
servidor Elastix configurado 
Como terminales se usaron teléfonos basados en software o Softphones Jitsi 
también de código abierto y gratuito que soporta el protocolo de señalización SIP y 
se pueden mstalar en distintas plataformas como Microsoft Windows Una vez 
configurado el servicio de VoIP se realizaron pruebas de valoración cualitativa de 
las llamadas basadas en el Codec 0711 mediante el Promedio de Valoración por 
Opimon o MOS (Mean Opirnon Seore) que califica la calidad de una llamada del 1 
al 5 siendo 5 una calidad perfecta y la calificación de 1 se obtiene cuando la 
conversación es imposible de entender Así para evaluar una llamada de VoIP se 
realizó una llamada de voz sobre IP y se llenó el canal de datos con tráfico extra 
hasta que la calidad de la llamada se deterioró considerablemente como se realizó 
con el servicio de video streammg Se utilizó iperf como generador del tráfico 
extra basado en UDP 
Luego se repitieron las pruebas con el soporte de QoS activado en los muten 
M nucleo de red Los resultados deben ser que en el punto de referencia tomado 
anteriormente la calidad de la llamada debe ser mejor En el cuadro XVI se 
muestran las valoraciones de la llamada sin soporte de QoS en la red y en el cuadro 
XVII se muestran las evaluaciones de las llamadas con el Soporte de QoS 
Fig. 28 Interfaz gráfica de servidor Elastix instalado. 
CUADRO XVI. MEDICIÓN DE CALIDAD DE LLAMADAS SIN QOS 
Prueba BW Calidad de la llamada MOS %Péidas 
1 10 Muy Buena 5 0.0 
II Buena 5 0.0 
3 12 Aceptable (voz robotizada) 4 5.9 
4 13 Aceptable (voz robotizada) 3 11 
5 14 Mala 2 16 
6 15 Mala (audio en una vía) 1 22 
7 16 Muy Mala 1 28 
8 17 Muy Mala 1 32 
9 18 Muy Mala 1 34 
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CUADRO XVII MEDICIÓN DE CALIDAD DE LLAMADAS CON QOS 
Prueba BW Calidad de la llamada MOS 
0/
Pérdidas 
1 10 Muy Buena 5 0025 
2 11 Muy Buena 5 0 
3 12 Muy Buena 5 34 
4 13 Buena 4 11 
5 14 Buena 4 24 
6 15 Aceptable 4 27 
7 16 Aceptable 3 27 
8 17 Aceptable 3 31 
9 18 Mala 3 39 
lo 19 Mala 3 38 
11 20 Mala 3 42 
12 21 Mala 3 44 
13 22 Mala 3 80 
14 23 Mala 3 52 
15 24 Mala 3 76 
16 25 Muy Mala 2 68 
Resultado Como se puede observar comparando ambos cuadros (XVI y XVII) se hace 
evidente que la activación del mecanismo de QoS del estándar [EEE 802 11 s  hace un 
efecto positivo en el tratamiento del flujo VoIP privilegiado cuando éste debe competir 
por el canal con tráfico de fondo tjDP ElCodecG7Il ocupa un canal de67a86Kbitls 
dependiendo del uso o no de la compresión de cabeceras RTP Es por este hecho que el 
deterioro de una llamada sin soporte de QoS ocurre cuando el tráfico de fondo alcanza los 
14 Mbit/s (alrededor de un 75% del ancho de banda del canal) Sin embargo gracias al 
soporte de QoS activado el punto donde la calidad de la llamada se deteriora debe 
trasladarse a un ancho de banda mayor cerca del limite calculado de 185 Mbit/s 
(exactamente abs 18 Mbit/s 0972% del canal 
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4.4.2. Evaluación del Soporte de QoS para múltiples conexiones de VolP 
Para conocer las posibilidades de transmitir tráfico simultáneo de VolP en un 
canal de IEEE 802.11s entre dos MSTA o nodos del núcleo de red mesh, hemos 
configurado flujos UDP con las características similares a las que produce el códec 
de VoIP con mayor consumo de de ancho de banda que es el G.711 en comparación 
con otros que se muestran en el cuadro XVIII. El códec G.7I I se resalta en 
amarillo. 
CUADRO XVIII. DESCRIPCIÓN DE LAS CARACTERÍSTICAS DE CODECS DE 
VOZ 
Información sobre el Codec 	 Cálculos de Ancho de Banda 
Tamaño Tamaño de 	 Tamaño 	 la 	 Ancho de 	 Ancho de Duración de 	 de  Codec a Bit Rato 	 Muestra dei 	 de la 	 fb........ útil 	 Paquebs por 	 Banda sin 	 Banda Muestra del Codec 	 Carga Útil 	 --"" 	 Segundo (PPS) 	 cRTP 	 con cR7P (KbPe) 	 Codec 	 (ms) 	 (Voz) 	 P 	 (Kbps) (V02) 0 
	
(Kbps) (BYtipii) ( ytes) 
G.711 80 Bytes 	 10 ms 	 20 ms 	 160 Bytes (64 Kbps) 
67.6 50 	 82.8 Kbps Kbps 
G.729 10 Bytes 	 10 ms 	 20 ms 	 160 Bytes (8 Kbps) 
G.723.1 24 Bytes 	 30 ms 	 30 ms 	 24 Bytes (6.3 Kbps) 
G.723.1 20 Bytes 	 30 ms 	 30 ms 	 20 Bytes (5.3 Kbps) 
G.726 20 Bytes 	 5 ms 	 20 ms 	 80 Bytes (32 Kbps) 
G.726 15 Bytes 	 5 ms 	 20 ms 	 60 Bytes (24 Kbps) 
G.728 10 Bytes 	 5 ms 	 30 ms 	 60 Bytes (16 Kbps) 
G722_64 80 Bytes 	 10 ms 	 20 ms 	 160 Bytes (64 Kbps) 
ilbc_mode_20 38 Bytes 	 20 ms 	 20 ms 	 38 Bytes (15.2Kbps) 







50 	 26.8 Kbps Kbps 
	
33 3 	 18.9 Kbps 	 8.8 Kbps 
	
33.3 	 17.9 Kbps 	 7.7 Kbps 
35.6 
	
50 	 50.8 Kbps Kbps 
27.6 
	
50 	 42.8 Kbps Kbps 
18.4 33.3 	 28.5 Kbps 
67.6Kbp 
	
50 	 82.8 Kbps $ 
18.8 
	
50 	 34.0Kbps 




Todos los paquetes de VoIP están compuestos por dos componentes el muestreo de la 
voz y las cabeceras IP/UDP/RTP Aunque las muestras de voz son comprimidas mediante 
tratamiento digital de la señal (DSP) y pueden variar en tamaño basado en el códec 
usado las cabeceras tienen un tamaño constante de 40 bytes de longitud Al comparar los 
20 bytes de muestras de voz por defecto en una llamarla con códec 0729 estas cabeceras 
realizan una considerable cantidad de sobrecarga. Con cRTP o compresión de cabeceras 
Rl? estas cabeceras son comprimidas de dos a 4 bytes Esta compresión ofrece 
suficiente ahorro de ancho de banda Por ejemplo en una llamada configurada por 
defecto en 0729 esta consume 24 Kbps sin cRTP y sólo 12 Kbps con la cRTP 
habilitada 
Utilizando la descripción deun paquete de códec G7ll con una carga util de 160 
Bytes y compresión de cabeceras se tiene que el ancho de banda consumido promedio es 
de 676 Kbps El iperf nos permite inyectar vanos flujos UDP simultáneamente en un 
sentido programando el ancho de banda. Configuramos el iperf con 64kpbs, segun los 
datos generales del códec 0711 porque el valor del ancho de banda que se genera es 
variable oscilando alrededor de 64 kpbs En la tabla XVIII se muestró resaltado los 
parámetros seleccionados La cantidad de flujos en el canal se iban incrementando de la 
siguiente forma 1 3 5 10 15 20 30 4oy6O flujos simultáneos Pnmerose realizó la 
prueba sin el mecanismo de QoS activado y luego activando el mecanismo de QoS en el 
canal verificando las ventajas en los parámetros de QoS En la Cuadro XIX se muestran 
los resultados de la evaluación del soporte de QoS para multiples conexiones de voip sin 
mecanismo de QoS activado 
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CUADRO XIX EVALUACIÓN DEL SOPORTE DE QOS PARA MULTIPLES 
CONEXIONES DE VOIP SIN MECANISMO DE QOS 
Cantidad de 
Flujos 




1 64 029 000 
3 64 039 000 
5 6367 090 000 
10 6383 090 000 
15 6196 117 00 
20 6179 083 000 
25 5964 089 000 
30 5887 081 000 
40 5343 148 054 
60 3706 199 059 
En la Cuadro XX se muestran los resultados de la desviación estándar de las multiples 
conexiones de voip sin mecanismo de QoS activado 
CUADRO XX EVALUACIÓN DEL SOPORTE DE QOS PARA MULTIPLES 
CONEXIONES DE VOIP SIN MECANISMO DE QOS DESVIACION ESTÁNDAR 
Cantidad 
de Flujos 




1 0 006 000 
3 043 014 000 
5 215 060 000 
10 455 026 000 
15 539 085 00 
20 982 022 000 
25 1650 053 000 
30 1768 039 000 
40 3170 139 275 
60 4405 170 277 
En el Cuadro XXI se exponen los resultados de la evaluación del soporte de QoS para 
multiples conexiones de voip con mecanismo de QoS activado 
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CUADRO XXI EVALUACIÓN DEL SOPORTE DE QOS PARA MLJLTIPLES 








1 64 027 004 
3 6389 052 000 
5 6394 119 000 
10 6383 113 0 
15 608 156 000 
20 6297 091 000 
25 5159 255 000 
30 5887 081 000 
40 4243 289 000 
60 3642 198 002 
En la Cuadro XXII se muestran los resultados de la desviación estándar de las multiples 
conexiones de voip con mecanismo de QoS activado 
CUADRO XXII EVALUACIÓN DEL SOPORTE DE QOS PARA MULTIPLES 








1 0 003 020 
3 120 021 000 
5 179 100 000 
10 430 041 0 
15 937 148 000 
20 672 024 000 
25 1814 264 000 
30 1738 038 000 
40 2763 362 000 
60 4563 294 006 
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CUADRO XXIII. REQUISITO DE QoS PARA VolP 
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Fig 21. Comparativa de la evaluación del soporte de QoS para múltiples conexiones de 
VolP con y sin mecanismo de QoS 
Resultado: Como se puede observar comparando ambos cuadros (XIX y )OXI.) se hace 
evidente que la activación del mecanismo de QoS del estándar IEEE 802.11s hace un 
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51 CONCLUSIONES 
Aunque las Redes Multi saltos Inalámbricos han sido objeto de estudio desde el inicio 
del Internet a través de los proyectos iniciales de desarrollo del DARPANet, no ha sido 
hasta la ultima década en la que se ha impreso una mayor atención y dinamismo gracias a 
las mejoras en las tecnologías de acceso al medio inalámbrico (MIMO OFDM, CDMA, 
FHSS DSSS etc) mejoras al hardware de comumciones y la digitalinción de la mayor 
parte de los sistemas de comunicacomes mediante DSP y otros factores Se han 
desarrollado así proyectos de investigación en redes con topología en forma de malla 
con estas tecnologías, lo que en la actualidad se conoce como Redes Mesh Inalámbricas 
(WMN) Estas WMN han empezado a ser implementadas en zonas urbanas y en donde 
los recursos capitales son mayores Se empiezan a realizar ensayos en zonas urbanas y 
bajo nivel económico gracias a las iniciativas de Open Harware y Open Software Así 
nuestra Universidad de Panamá, a través de la Facultad de Informática, Electrónica y 
Comunicación en el Marco del Programa de Maestría en Ciencias de la Ingeniería de 
Sistemas de Comunicaciones con Enfasis en Redes de Datos se formó un grupo de 
investigación en WMN de bajo coste con el fin de ayudar a diferentes estratos sociales a 
acceder a la Sociedad de la Información. 
El proyecto revela que las Redes Mesh Inalámbricas puede proveer soporte a servicios 
multimedia reales con Calidad de Servicio (QoS) óptimo para los usuarios La 
transmisión de servicios multimedia reales presenta problemas de rendimiento 
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msuflciente ancho de banda, jitter y mayor pérdida de paquetes siendo dificil ofrecer 
garantías de servicio Como aporte innovador de esta investigación es la implementación 
de la red piloto en la que se desarrollan pruebas de servicios multimedia de interés para el 
desarrollo de la Sociedad de la Información en entomos de escasos recursos y bajo 
desarrollo humano Dichos servicios se verifican con y sin soporte de QoS 
comprobándose la viabilidad de los beneficios perseguidos 
Los resultados de esta Tesis de Investigación se constituyen en aportes particulares 
entre los trabajos desarrollados en el Grupo de Investigación. Realizadas la red de prueba, 
el diseño de un sistema de monitonzación de flujos, el análisis de la configuración 
apropiada para servicios multimechos WMN mediante conexiones unicast y multicast, los 
objetivos de la Tesis de Investigación apuntan al estudio de la configuración de los nodos 
del nucleo de red de la WMN para el soporte de QoS Todos los objetivos específicos 
fueron realizados o logrados 
1 Se investigó el estado del arte de las Redes Mesh Inalámbricas y el Soporte de 
Calidad de Servicio en general y en las Redes Mesh basadas en el estándar LEEE 
802 lis en particular 
2 Se implementó una red específica de prueba IEEE 802 11  para el soporte de QoS de 
los flujos que por éste transitan.. 
3 Se evaluó la capacidad de proveedor calidad de servicio a distintos tipos de tráfico 
multimedia como VoIP Streaming de Video y Video Conferencia 
4 Se han propuesto configuraciones de soporte de QoS para los nudos del nucleo de 
red mesh LEEE 802 11s 
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Sobre el primer objetivo se estableció una comprensión fundamental sobre los retos 
que se presentan ante en las redes WMN Entre esto la cantidad de señalización adicional 
que se debe introducir en la red para poder evitar colisiones entre los nodos que desean 
transmitir al mismo tiempo y el efecto de nodo oculto (acceso al medio mediante 
CSMAJCA) Otro de los retos, es el otorgamiento de privilegios a los flujos mediante 
categorías, la calendarización (scheluding) y el control de tráfico a la salida de los nodos 
ternunales y entre los nodos de la red nuclear Debido a que el estándar IEEE 802 1 I se 
basa en el encaminamiento a través de la Capa de Enlace los mecanismos de QoS en la 
WMN no dependen del tipo de protocolo de Capa de Red como LPv4 o IPv6 
Sobre el segundo objetivo se definió una red mesh inalámbrica de prueba basadas en 
las experiencias previas del grupo y se incorporaron servicios adicionales para la 
generación de tráfico multimedia de interés (VoIP Video Streammg y Video 
Conferencia) se configuraron además los nodos del nucleo de la red mesh aprovechando 
los módulos de soporte de QoS que se configuran mediante el QoS Scnp del OpenWRT 
comprendiendo los aspectos de programación del mismo (princialmente con las 
categorías "pnority y "express") La red mesh fue implementada siguiendo principios de 
diseño establecido por requisitos bien fundamentados economía y flexibilidad, fiabilidad 
y versatilidad, y utilización de estándares 
Para el logro del tercer objetivo se realizaron pruebas evaluativas del funcionamiento 
del mecanismo de QoS entre dos nodos de la red mesh IEEE 802 11  (MSTAs) 
implementados con el Firmware OpenWRT instalados en routers inalábncos de bajo 
costo de la marca TP Link U WDR4300 Se aprovechó que los nodos se comunican en 
una frecuencia de 50Hz, banda que no se utiliza por otros dispositivos de banda no 
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licenciada en el entorno de pruebas eliminando as¡ posibles interferencias que afectaran 
las mediciones Además de la configuración de servicios multimedia con una gama 
considerables de ofertas concentrados en tres aplicaciones (video streaming video 
conferencia y V0IP) se analizaron también los flujos y se revisaron sus caracteristicas 
para modelar el tráfico mediante herramientas de smffenng (Wireshaik) Conocer las 
características del flujo nos permitió configuración los scripts de QoS segun nuestras 
necesidades 
El análisis de los resultados de los ensayos desarrollados en la red de prueba 
configurada nos ha permitido conocer los beneficios que aporta al canal de 
en un solo salto el mecanismo de QoS Se comprendió que el firmware 
(software) que gobierna el funcionamiento del hardware no siempre aprovecha las 
facilidades que éste ultimo brinda Por ejemplo los routers inalámbricos usados TP Link 
TL-WDR4300 pueden comunicarse a 300 Mbit/s segun el están IEEE 802 1 In, pero 
usando el OpenWRT aun se sincronizan en 54 Mbit/s segun el estándar IEEE 802 11  Se 
espera en el futuro que actualice el firmware para cumplir estas especificaciones 
Se determinó que de esta velocidad teórica de 54 Mbit/s en realidad la capacidad del 
enlace en condiciones de estabilidad, cercanía y carencia de interferencias sólo es de una 
tercera parte o sea, l85Mbit/s 
Con respecto al soporte de QoS de los servicios multimedia, se determinó que la 
transmisión de video streammg de alta calidad (con un flujo promedio de 10 Mbit/s) 
codificado mediante los codificadores MPEG 4 para el video y MP3/AAC para el audio 
transportado por el juego de protocolos (RTP/UDP/IP) puede lograrse siempre que el 
tráfico de fondo sin QoS no supere los 600 Kbitls Esto nos motivó a probar con otros 
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esquemas de coflcación más recientes como el flv o Flash Movie que utiliza el códec de 
video VP más efecientes para enlaces nudosos o de poca capacidad Es así que al probar 
este codificador implementado en el servidor RedS la capacidad de mantememiento de 
QoS para una video-conferencia regular siendo su tolerancia un tráfico de carga que 
alcanza los 15 Mbit/s o más 
Aunque se ha utilizado Iperf como inyector de tráfico para estimar cuantitavamente los 
valores la evaluación cuantitativa mediante el MOS es de mucho valor ya que el usuario 
final se implica en esta valoración y se conocen mejor sus percepciones del servicio 
En cuanto a la audio-conferencia o llamadas mediante VoLP se encontró que el 
codificador 0711 permite la transmisión de una llamada con calidad aceptable cuando el 
canal está ocupado con tráfico de fondo de hasta 17 Mbitls (cerca del 92% de ocupación 
del canal) al programar apropiadamente el Q0S Script 
Los resultados de esta Tesis de Investigación se han podido divulgar en las siguientes 
publicaciones 
1 Aidelen Danais Chung Iván Armuelles Vomov OptImI7ación de una Red Mesh 
Inalámbrica para Tráfico Multimedia Mediante Calidad de Servicio Centro de 
Investigación en Tecnologías de la Información y Comunicación Facultad de 
Informática, Electrónica y Comumcación. XXVI Congreso Cientifico Nacional 
Universidad de Panamá. 21 al 25 de octubre de 2013 
2 Iván Armuelles Aidelen Chung Joaquín Chung (Mace González. "A Performance 
Analysis of Wireless Mesh Networks Implementations Based on Open Source 
Software Proceedmgs of the International Conference on Open Source Systems 
Spnnger International San José Costa Rica. 
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52 TRABAJOS FUTUROS 
En cuanto al estudio de la iniplementación de red basado en el estándar LEEE 802 1 Is 
se ha realizado muchos avances y se han logrado vanas publicaciones sobre la 
comparación de la implementación del estándar en OpenWRT con respecto a otros tipos 
de mecanismos de enrutamiento la configuración apropiadas de servicios multimedia, el 
momtoreo de los flujos y el soporte de la Calidad de Servicio Sobre los trabajos de 
investigación que aun se pueden realizar están 
1 Investigar la integración de mecanismos de control de acceso al tráfico a la red mesh 
de tal forma que se pueda proveer calidad de servicio extremo a extremo para la 
implementación de una red real 
2 Investigar y aplicar el soporte de Movilidad de los terminales de usuano en la red 
mesh sin la pérdida de la conexión de los flujos basándonos en el estándar LEEE 
802 ¡Ir 
3 Investigar la mteroperabilidad con otros servicios de comunicaciones móviles tal y 
como lo recomienda el LEEE 802 11  
Se espera que estas actividades sean desarrolladas en el futuro próximo por otros 
participantes del grupo de investigación 
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ANEXO 
Prueba de caractenzación de ancho de banda con TCP en el servidor sin QoS 
Datos regidos en el servidor de iperf 
Microsoft Windows [Versión 6 1 7601] 
Copyright (c) 2009 Microsoft Corporation Reservados todos los 
derechos 
C \tisers\CITIC_2>iperf -s 
Server listening on TCP port 5001 
TCP wxndow size 64 0 KByte (default) 
4] local 192 168 18 78 port 5001 connected with 192 168 18 79 
port 51238 
ID] Interval 	 Transfer 	 Bandwidth 
	
41 0 0-60 2 sec 	 133 MBytes 18 5 Mbits/sec 
4] local 192 168 18 78 port 5001 connected with 192 168 18 79 
port 51239 
	
41 0 0-60 2 sec 	 133 MBytes 18 5 Mbits/sec 
4] local 192 168 18 78 port 5001 connected with 192 168 18 79 
port 51240 
	
4] 0 0-60 2 sec 	 133 MBytes 18 5 Mbits/sec 
41 local 192 168 18 78 port 5001 connected with 192 168 18 79 
port 51241 
	
E 4] 0 0-60 2 sec 	 133 MBytes 18 5 Mbits/sec 
4) local 192 168 18 78 port 5001 connected with 192 168 18 79 
port 51242 
	
41 0 0-60 2 sec 	 133 MBytes 18 5 Mbits/sec 
4] local 192 168 18 78 port 5001 connected with 192 168 18 79 
port 51243 
	
4] 0 0-60 1 sec 	 133 MBytes 18 5 Mbits/sec 
41 local 192 168 18 78 port 5001 connected with 192 168 18 79 
port 51244 
	
41 0 0-60 2 sec 	 133 MBytes 18 5 Mbits/sec 
E 41 local 192 168 18 78 port 5001 connected with 192 168 18 79 
port 51245 
	
4] 0 0-60 2 sec 
	 133 MBytes 18 5 Mbits/sec 
4] local 192 168 18 78 port 5001 connected with 192 168 18 79 
port 51246 
	
4) 0 0-60 2 sec 	 133 MBytes 18 5 Mbits/sec 
E 4] local 192 168 18 78 port 5001 connected with 192 168 18 79 
port 51247 
	
41 0 0-60 2 sec 
	 133 MBytes 18 5 Mbits/sec 
Caracterización del ancho de banda utilizando UDP sin QoS 
Datos regidos en el servidor de iperf 
Microsoft Windows [Versión 6 1 7601] 
Copyright (c) 2009 Microsoft Corporation Reservados todos los derechos 
C \Users\CITIC_2>iperf -u -s 
Server listening on UD? port 5001 
Receiving 1470 byte datagrams 
UD? buffer size 64 0 }yte (default) 
41 local 192 168 18 78 port 5001 connected with 192 168 18 79 port 43876 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total 
4] 0 0-30 2 sec 78 1 MBytes 21 7 Mbits/sec 10 957 mz 200678/256409 (78%) 
4] 0 0 30 2 sec 1 datagrams received out-of-order 
1 3] local 192 168 18 78 port 5001 connected with 192 168 18 79 port 49584 
1 31 0 0-30 2 sec 80 4 MBytes 22 3 Mbits/sec 11 069 ms 199030/256406 (78%) 
3] 0 0-30 2 sec 1 datagrams received out-of order 
4] local 192 168 18 78 port 5001 connected with 192 168 18 79 port 34752 
4] 0 0 30 2 sec 77 9 MBytes 21 6 Mbits/sec 11 266 luz 200828/256410 (78%) 
41 0 0 30 2 sec 29 datagrams received out-of-order 
3] local 192 168 1878 port 5001 connected with 192 168 18 79 port 54182 
3] 0 0-302 sec 78 0 MBytes 21 6 Mbits/sec 11 256 ms 200779/256406 (78%) 
[ 3] 0 0-30 2 sec 13 datagrams received out-of-order 
41 local 192 168 1878 port 5001 connected with 192 168 18 79 port 49953 
4] 0 0-30 1 sec 80 4 MBytes 22 4 Mbits/sec 	 0 723 ma 199066/256401 (78%) 
4] 0 0 30 1 sec 17 datagrams received out-of-order 
3] local 192 168 18 78 port 5001 connected with 192 168 18 79 port 60838 
3] 00-30 1 sec 78 1 MBytes 21 8 Mbits/sec 	 0579 ma 200714/256402 (78%) 
31 0 0-30 1 sec 11 datagrama received out-of order 
4] local 192 168 18 78 port 5001 connected with 192 168 18 79 port 46661 
41 0 0-30 2 sec 80 5 MBytes 22 3 Mbits/sec 11 091 tus 198953/256406 (78%) 
4] 0 0 30 2 sec 1 datagrams received out-of-order 
31 local 192 168 18 78 port 5001 connected with 192 168 18 79 port 39821 
3] 0 0-30 1 sec 804 MBytes 22 4 Mbits/sec 	 0531 ma 199048/256410 (78%) 
31 0 0-30 1 sec 1 datagrams received out-of--order 
41 local 192 168 19 78 port 5001 connected with 192 168 18 79 port 38140 
4] 0 0-30 1 sec 78 1 MBytes 21 8 Mbits/sec 
	 0 571 ma 200698/256402 (78%) 
41 0 0 30 1 sec 1 datagrains received out-of-order 
Estado de la interfaz inalámbnca mesh 
root@WMR-079-04 -it w dey wlanl station durnp 
Station 64 70 02 8f 35 56 Con wlanl) 
inactive time 	 400 ms 
nc bytes 	 2669219116 
nc packets 1981535 
tx bytes 	 1677257904 
tx packets 1078945 
tx retries 30930 
tx failed O 
signal 	 -38 [-43 -44 -41) dBm 
signal avg -37 [-42 -43 -41] dBm 
Toffset 	 -24311378427 us 
tx bitrate 54 0 MBit/s 
nc bitrate 6 0 MBit/s 
mesh llid 14938 
mesh phd 52374 





MFP 	 no 
TDLS peer no 
Station 64 70 02 8f 33 f8 Con wlanl) 
inactive time 
	 300 ms 
nc bytes 	 2082421805 
rx packets 1555148 
tx bytes 	 89636 
tx packets 149 
tx retries 23 
tx failed O 
signal 	 -49 [-53 -55 -541 dBm 
signal avg -48 [-53 -53 -531 dBm 
Toffset 	 5546386765040 us 
tx bitrate 24 0 MBit/s 
rx bitrate 36 0 MBit/s 
mesh lhid 50457 
mesh phd 62916 





MFP 	 no 
TDLS peer no 
root@WMR-079-04 -# 1W dey wlanl mpath duinp 
DES? ADDR 	 NEXT HO? 	 IFACE 
EXPTIME 	 DTIM DRET FLAGS 
64 70 02 8f 35 56 64 70 02 8f 35 56 wlanl 
100 0 0x14 
64 70 02 8f 33 f8 64 70 02 8f 33 fO wlanl 
O 	 0x14 
SN METRIC QLEN 
196 152 0 (ji 
1796 342 0 
Archivo de configuración de la red mesh 
confag interface loopback 
option ifnaine lo 
option proto statsc 
option spaddr 127 0 0 1 
option netmask 255 0 O O 
conf sg interface lan 
option sfnaine ethO 1 
option type bridge 
option proto statsc 
option netmask 255 255 255 0 
option spaddr 192 168 18 40 
confsg interface wan 
option sfname ethO 2 
option proto dhcp 
conf sg switch 
option nanie ethO 
option reset 1 
option enable_vlan 1 
Archivo de configuración wireless 
conf sg wsfs-device radso0 
option type mac80211 
option channel 11 
option macaddr 64 70 02 8f 34 bb 
option hwmode llng 
option htmode HT20 
lsst ht_capab LDPC 
lsst ht_capab SHORT-GI-20 
lst ht_capab SHORT-GI-40 
lsst ht_capab TX-STBC 
lsst ht_capab RX-STBC1 
lsst ht_capab DSSS_CCK-40 
option dssabled 1 
config wifi-iface 
option device radio0 
option mode ap 
option ssid Openwrt 
option encryption none 
option network lan 
config wifx-device radial 
option type mac80211 
option channel 36 
option macaddr 64 70 02 8f 34 bc 
list ht_capab LDPC 
list ht_capab SHORT-GI-20 
list ht_capab SHORT-GI-40 
list ht_capab TX-STBC 
list ht_capab RX-STBC1 
list ht_capab DSSS_CCK-40 
config wifi-iface 
option device radial 
option network lan 
option mode mesh 
option mesh _id mesh079 
option encryptian none 
option disabled O 
Ejemplo de Propiedades de configuración del router 
root@WMR-079-04 -4 ifconfig 
br-lan 	 Link encap Ethernet HWaddr 64 70 02 OF 34 EA 
inet addr 192 168 18 40 Bcast 192 168 18 255 
Mask 255 255 255 0 
U? BROADCAST RUNNING MULTICAST MTU 1500 Metric 1 
RX packets 1840820 errors O dropped 3053 overruns O 
frame O 
TX packets 23060 errors O dropped O overruns O carrier O 
collisaons O txqueuelen O 
RX bytes 2448800369 (2 2 Gis) TX bytes 9860993 (9 4 Mis) 
ethO 	 Link encap Ethernet HWaddr 64 70 02 8F 34 BA 
U? BROADCAST RUNNING MULTICAST MTU 1500 Metnc 1 
RX packets 2645003 errors O dropped 4 overruns O frame O 
TX packets 1864086 errors O dropped O overruns O carrier O 
collisions O txqueuelen 1000 
RX bytes 3979129769 (3 7 GiS) TX bytes 2500877526 (2 3 
Gis) 
Interrupt 4 
ethO 1 	 Link encap Ethernet HWaddr 64 70 02 8F 34 BA 
UF BROADCA 3T RUNNING MULTICAST MTU 1500 Metric 1 
EX packets 2644996 errors O dropped O overruns O frame O 
TX packets 1854518 errors O dropped O overruns O carrier O 
collisions O txqueuelen O 
EX bytes 3 131517735 (3 6 G1B) TX bytes 2489574846 (2 3 
GiB) 
ethü 2 	 Link encap Ethernet HWaddr 64 70 02 8F 34 BA 
UF BROADCAST RUNNING MULTICAST MTU 1500 Metric 1 
EX packets O errors O dropped 0 overruns O frame O 
TX packets 9568 errors O dropped O overruns O carrier O 
collisxons O txqueuelen 5 
EX bytes 0 (0 0 B) TX bytes 3846336 (3 6 MsS) 
xfbO 	 Link encap Ethernet HWaddr 66 05 53 44 FE' AA 
UF BROADCAST RUNNING NOAR? MTU 1500 Metric 1 
EX packets O errors O dropped O overruns O frame O 
TX packets O errors O dropped O overruns O carrier O 
collissons O txqueuelen 5 
Rx bytes O (0 OB) TX bytes 0 (OOB) 
lo 	 Link encap Local Loopback 
inet addr 127 0 0 1 Mask 255 0 0 0 
UF LOOFBACK RUNNING MTU 16436 Metric 1 
EX packets 229120 errors O dropped O overruns O frame O 
TX packets 229120 errors O dropped O overruns O carrier O 
collissons O txqueuelen O 
EX bytes 15580480 (14 8 MiS) TX bytes 15580480 (14 8 MiB) 
wlanl 	 Link encap Ethernet HWaddr 64 70 02 SE' 34 BC 
UF BROADCAST RUNNING MULTICAST MTU 1500 Metric 1 
EX packets 1835123 errors O dropped O overruns O frame O 
TX packets 1081827 errors O dropped O overruns O carrier O 
collssions O txqueuelen 32 
EX bytes 2480879165 (2 3 GiS) TX bytes 1680780806 (1 5 
GiB) 
Evaluación del flujo Streaming sin QoS 
1. Datos regidos en el servidor de iperf. 
Con una utilización del 50% = 9 Mbps 
Microsoft Windows [Versión 6.1.76011 
Copyright (c) 2009 Microsoft Corporation. Reservados todos los derechos. 
C:\Users\CITIC 2>iperf -s -u -il -p 1234 
Server listening on UDP port 1234 
Receiving 1470 byte datagrams 
UDP buffer size: 	 64.0 KByte 	 (default) 
[ 	 31 	 local 	 192.168.18.78 port 	 1234 connected with 192.168.18.79 port 51388 
[ 	 ID] Interval Transfer Bandwidth Jitter Lost/Total Datagram 
3] 0.0- 	 1.0 sec 195 KBytes 1.60 Mbits/sec 6.325 ms 0/ 	 136 (0%) 
3] 1.0- 	 2.0 sec 267 KBytes 2.19 Mbits/sec 6.487 M3 584/ 	 770 (76%) 
3] 2.0- 	 3.0 sec 227 KBytes 1.86 Mbits/sec 5.089 ms 502/ 	 660 (76%) 
3] 3.0- 	 4.0 sec 207 KBytes 1.69 Mbits/sec 7.099 ms 566/ 	 710 (80%) 
3] 4.0- 	 5.0 sec 189 KBytes 1.55 Mbits/sec 7.287 ms 536/ 	 668 (80%) 
3) 5.0- 	 6.0 sec 211 KBytes 1.73 Mbits/sec 11.549 ms 734/ 	 881 (83%) 
31 6.0- 	 7.0 sec 212 KBytes 1.74 Mbits/sec 12.342 ms 601/ 	 749 (80%) 
31 7.0- 	 8.0 sec 273 KBytes 2.23 Mbits/sec 4.449 ms 750/ 	 940 (80%) 
3) 8.0- 9.0 sec 217 KBytes 1.78 Mbits/sec 7.262 ms 467/ 	 618 (76%) 
3) 9.0-10.0 sec 0.00 Bytes 0.00 bits/sec 7.262 as 0/ 	 0 	 (nan%) 
3] 10.0-11.0 sec 102 KBytes 835 Kbits/sec 4.982 ms 1685/ 1756 (96%) 
3] 11.0-12.0 sec 903 KBytes 7.40 Mbits/sec 2.377 ms 417/ 1046 (40%) 
3] 12.0-13.0 sec 564 KBytes 4.62 Mbits/sec 3.196 ms 405/ 	 798 (51%) 
3] 13.0-14.0 sec 748 KBytes 6.13 Mbits/sec 1.055 ms 230/ 	 751 (31%) 
3] 14.0-15.0 sec 1.08 MBytes 9.04 Mbits/sec 1.228 ms 121/ 	 890 (14%) 
3] 15.0-16.0 sec 1.08 MBytes 9.02 Mbits/sec 1.345 ms 0/ 	 767 (0%) 
3] 16.0-17.0 sec 1.10 MBytes 9.23 Mbits/sec 1.193 ms 0/ 	 785 (0%) 
3] 17.0-18.0 sec 1.06 MBytes 8.89 Mbits/sec 1.551 ms 0/ 	 756 (0%) 
3) 18.0-19.0 sec 891 KBytes 7.30 Mbits/sec 2.077 ms 37/ 	 658 (5.6%) 
[ 31 19.0-20.0 sec 814 KBytes 6.67 Mbits/sec 1.994 ms 152/ 	 719 (21%) 
( 3) 20.0-21.0 sec 973 KBytes 7.97 Mbits/sec 2.292 ms 192/ 	 870 (22%) 
[ 3] 21.0-22.0 sec 932 KBytes 7.63 Mbits/sec 2.217 ms 57/ 	 706 (8.1%) 
[ 3] 22.0-23.0 sec 867 KBytes 7.10 Mbits/sec 1.270 ms 212/ 	 816 (26%) 
( 3] 23.0-24.0 sec 1.05 MBytes 8.80 Mbits/sec 1.103 ms 77/ 	 825 (9.3%) 
[ 3] 24.0-25.0 sec 899 KBytes 7.36 Mbits/sec 1.642 ms 13/ 	 639 (2%) 
[ 3] 25.0-26.0 sec 739 KBytes 6.06 Mbits/sec 1.274 ms 324/ 	 839 (39%) 
[ 3] 26.0-27.0 sec 937 KBytes 7.68 Mbits/sec 1.243 M3 136/ 	 789 (17%) 
3] 27.0-28.0 sec 1.09 MBytes 9.11 Mbits/sec 1.372 ms 9/ 	 784 (1.1%) 
[ 3] 28.0-29.0 sec 1.07 MBytes 8.96 Mbits/sec 2.116 ms 4/ 	 766 (0.52%) 
[ 3] 29.0-30.0 sec 396 KBytes 3.25 Mbits/sec 3.671 ms 402/ 	 678 (59%) 
[ 3] 0.0-30.4 sec 19.2 MBytes 5.30 Mbits/sec 12.152 ms 9276/22970 (40%) 
[ 	 3] 	 0.0-30.4 sec 	 1 datagrams received out-of-order 
read failed: Connection reset by peer 
2. Datos regidos en el servidor de iperf. 
Con una utilización del 75% = 13.5 Mbps 
Microsoft Windows [Versión 6.1.7601) 
Copyright (c) 2009 Microsoft Corporation. Reservados todos los derechos. 
C:\Users\CITIC 2>iperf -s -u -i 1 -p 1234 
Server listening on UDP port 1234 
Receiving 1470 byte datagrams 
(3DP buffer size: 64.0 KByte (default) 
[ 3] local 192.168.18.78 port 1234 connected with 192.168.18.79 port 37297 
[ ID] Interval 	 Transfer 	 Bandwidth 	 Jitter 	 Lost/Total Datagrams 
[ 3] 0.0- 1.0 sec 54.6 KBytes 	 447 Kbits/sec 	 2.475 ms 1138/ 1176 (97%) 
[ 3] 1.0- 2.0 sec 	 181 KBytes 1.48 Mbits/sec 	 2.771 ms 1012/ 1138 (89%) 
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3] 6.0- 	 7.0 sec 57.4 KBytes 470 Kbits/sec 4.295 ms 1150/ 1190 (97%) 
31 7.0- 	 8.0 sec 80.4 KBytes 659 Kbits/sec 2.710 ms 1153/ 1209 (95%) 
3] 8.0- 	 9.0 sec 243 KBytes 1.99 Mbits/sec 1.505 ms 1021/ 1190 (86%) 
3] 9.0-10.0 sec 109 KBytes 894 Kbits/sec 2.244 ms 1012/ 1088 (93%) 
3) 10.0-11.0 sec 134 KBytes 1.09 Mbits/sec 2.262 ms 1091/ 1184 (92%) 
3) 11.0-12.0 sec 103 KBytes 847 Kbits/sec 2.877 ms 1169/ 1241 (94%) 
3] 12.0-13.0 sec 158 KBytes 1.29 Mbits/sec 3.060 ms 1053/ 1163 (91%) 
3] 13.0-14.0 sec 220 KBytes 1.80 Mbits/sec 1.485 ms 1026/ 1179 (87%) 
3] 14.0-15.0 sec 192 KBytes 1.58 Mbits/sec 2.079 ms 850/ 984 (86%) 
3] 15.0-16.0 sec 112 KBytes 917 Kbits/sec 2.270 ms 1110/ 1188 (93%) 
3] 16.0-17.0 sec 87.6 KBytes 717 Kbits/sec 3.495 ms 1092/ 1153 (95%) 
3] 17.0-18.0 sec 198 KBytes 1.62 Mbits/sec 3.015 ms 1016/ 1154 (88%) 
3] 18.0-19.0 sec 131 KBytes 1.07 Mbits/sec 1.856 ms 1044/ 1135 (92%) 
3) 19.0-20.0 sec 144 KBytes 1.18 Mbits/sec 1.792 ms 1177/ 1277 (92%) 
3] 20.0-21.0 sec 175 KBytes 1.43 Mbits/sec 2.443 ms 1016/ 1138 (89%) 
3] 21.0-22.0 sec 152 KBytes 1.25 Mbits/sec 2.896 ms 948/ 1054 (90%) 
31 22.0-23.0 sec 80.4 KBytes 659 Kbits/sec 2.804 ms 1064/ 1120 (95%) 
3] 23.0-24.0 sec 178 KBytes 1.46 Mbits/sec 1.821 ms 1016/ 1140 (89%) 
3) 24.0-25.0 sec 77.5 KBytes 635 Kbits/sec 2.842 ms 1002/ 1056 (95%) 
3] 25.0-26.0 sec 50.2 KBytes 412 Kbits/sec 7.675 ms 1046/ 1081 (97%) 
3] 26.0-27.0 sec 116 KBytes 953 Kbits/sec 1.869 ms 1195/ 1276 (94%) 
3] 27.0-28.0 sec 234 KBytes 1.92 Mbits/sec 2.362 ms 986/ 1149 (86%) 
3] 28.0-29.0 sec 113 KBytes 929 Kbits/sec 2.234 ms 1077/ 1156 (93%) 
3. Datos regidos en el servidor de iperf. 
Con una utilización del 90% = 16.65 Mbps 
Microsoft Windows [Versión 6.1.7601] 
Copyright (c) 2009 Microsoft Corporation. Reservados todos los derechos. 
Microsoft Windows [Versión 6.1.76011 
Copyright (c) 2009 Microsoft Corporation. Reservados todos los derechos. 
C:\Users\CITIC 2>iperf -s -u -i 1 -p 1234 
Server listening on UDP port 1234 
Receiving 1470 byte datagrams 
UDP buffer size: 64.0 KByte (default) 
[ 3] local 192.168.18.78 port 1234 connected with 192.168.18.79 port 41602 
[ ID] Interval 	 Transfer 	 Bandwidth 
	 Jitter 	 Lost/Total Datagrams 
31 0.0- 	 1.0 sec 197 KBytes 1.61 Mbits/sec 1.950 ms 1458/ 1595 (91%) 
3] 1.0- 2.0 sec 280 KBytes 2.29 Mbits/sec 1.705 ms 1302/ 1497 (87%) 
3] 2.0- 	 3.0 sec 277 KBytes 2.27 Mbits/sec 2.053 ms 1287/ 1480 (87%) 
3) 3.0- 	 4.0 sec 218 KBytes 1.79 Mbits/sec 1.434 ms 1305/ 1457 (90%) 
3] 4.0- 	 5.0 sec 205 KBytes 1.68 Mbits/sec 1.642 ms 1391/ 1534 (91%) 
3] 5.0- 	 6.0 sec 266 KBytes 2.18 Mbits/sec 1.893 ms 1270/ 1455 (87%) 
3] 6.0- 	 7.0 sec 287 KBytes 2.35 Mbits/sec 1.655 ms 1343/ 1543 (87%) 
3] 7.0- 	 8.0 sec 317 KBytes 2.60 Mbits/sec 2.295 ms 1192/ 1413 (84%) 
3] 8.0- 	 9.0 sec 198 KBytes 1.62 Mbits/sec 1.833 ms 1386/ 1524 (91%) 
3] 9.0-10.0 sec 227 KBytes 1.86 Mbits/sec 14.938 ms 1297/ 1455 (89%) 
3] 10.0-11.0 sec 74.6 KBytes 612 Kbits/sec 11.027 ms 1343/ 1395 (96%) 
3] 11.0-12.0 sec 93.3 KBytes 764 Kbits/sec 5.989 ms 1560/ 1625 (96%) 
3] 12.0-13.0 sec 100 KBytes 823 Kbits/sec 5.534 ms 1348/ 1418 (95%) 
3] 13.0-14.0 sec 113 KBytes 929 Kbits/sec 3.486 ms 1496/ 1575 (95%) 
31 14.0-15.0 sec 89.0 KBytes 729 Kbits/sec 6.622 ms 1439/ 1501 (96%) 
3] 15.0-16.0 sec 162 KBytes 1.33 Mbits/sec 2.345 ms 1374/ 1487 (92%) 
3] 16.0-17.0 sec 154 KBytes 1.26 Mbits/sec 2.067 ms 1403/ 1510 (93%) 
3] 17.0-18.0 sec 281 KBytes 2.30 Mbits/sec 1.306 ms 1308/ 1504 (87%) 
3] 18.0-19.0 sec 294 KBytes 2.41 Mbits/sec 1.542 ms 1283/ 1488 (86%) 
3] 19.0-20.0 sec 167 KBytes 1.36 Mbits/sec 1.408 ms 1375/ 1491 (92%) 
3] 20.0-21.0 sec 306 KBytes 2.50 Mbits/sec 1.425 ms 1232/ 1445 (85%) 
3] 21.0-22.0 sec 274 KBytes 2.25 Mbits/sec 1.859 ms 1385/ 1576 (88%) 
31 22.0-23.0 sec 281 KBytes 2.30 Mbits/sec 1.549 ms 1306/ 1502 (87%) 
3] 23.0-24.0 sec 339 KBytes 2.78 Mbits/sec 1.290 ms 1268/ 1504 (84%) 
3] 24.0-25.0 sec 228 KBytes 1.87 Mbits/sec 1.781 ms 1293/ 1452 (89%) 
3] 25.0-26.0 sec 217 KBytes 1.78 Mbits/sec 1.523 ms 1361/ 1512 (90%) 
3] 26.0-27.0 sec 293 KBytes 2.40 Mbits/sec 1.222 ms 1301/ 1505 (86%) 
3] 27.0-28.0 sec 247 KBytes 2.02 Mbits/sec 1.356 ms 1334/ 1506 (89%) 
3] 28.0-29.0 sec 301 KBytes 2.47 Mbits/sec 0.845 ms 1313/ 1523 (86%) 
Archivo de configuración utilizado pan el ancho de banda en QoS 
# 005 confaguration for Openwrt 
It INTERFACES 
config interface wan 
option classgroup Default 
option enabled 1 
option upload 128 


























































* Don t change the stuff below unlesa you 
It really know what it means 
config classgroup Default 
option classes 	 Priorxty Express Normal Bulk 
option default 	 Normal 
confiq class Pnonty 
option packetsize 400 
option maxsize 	 400 
option avgrate 	 10 
option prionty 	 20 
conf ig class Priorsty_down 
option packetsize 1000 
option avgrate 	 10 
config class Express 
option packetsize 1000 
option maxsxze 	 800 
option avgrate 	 50 
option prsoraty 	 10 
config class Normal 
option packetsize 1500 
option packetdelay 100 
option avgrate 	 10 
option priority 	 5 
config class Normal down 
option avgrate 	 20 
config class Bulk 
option avgrate 
option packetdelay 200 
Evaluación del flujo Streaming con QoS 
Datos regidos en el servidor de iperf. 
1. Datos regidos en el servidor de iperf. 
Con una utilización del 50% = 9 Mbps 
Microsoft Windows [Versión 6.1.76011 
Copyright (c) 2009 Microsoft Corporation. Reservados todos los derechos. 
C:\Users\CITIC 2>iperf -s -u -i 1 -p 1234 
Server listening on UDP port 1234 
Receiving 1470 byte datagrams 
UDP buffer size: 64.0 KByte (default) 
[ 3] local 192.168.18.78 port 1234 connected with 192.168.18.79 port 53939 
[ ID] Interval 	 Transfer 	 Bandwidth 	 Jitter 	 Lost/Total 
Datagrams 
[ 	 3] 	 0.0- 	 1.0 sec 1.08 MBytes 9.04 Mbits/sec 1.074 rus 0/ 769 (0%) 
[ 	 3] 	 1.0- 	 2.0 sec 1.07 MBytes 9.01 Mbits/sec 0.831 ms 0/ 766 (0%) 
( 	 3) 	 2.0- 	 3.0 sec 1013 KBytes 8.30 Mbits/sec 1.354 rus 0/ 706 (0%) 
( 	 31 	 3.0- 	 4.0 sec 1.06 MBytes 8.87 Mbits/sec 1.258 M5 0/ 754 (0%) 
[ 	 3] 	 4.0- 	 5.0 sec 1.16 MBytes 9.70 Mbits/sec 0.996 ms 0/ 825 (0%) 
[ 	 3] 	 5.0- 	 6.0 sec 1.07 MBytes 8.95 Mbits/sec 1.161 ms 0/ 761 (0%) 
( 	 3) 	 6.0- 	 7.0 sec 1.10 MBytes 9.20 Mbits/sec 0.945 ms 0/ 782 (0%) 
[ 	 31 	 7.0- 	 8.0 sec 1.00 MBytes 8.41 Mbits/sec 1.093 ms 0/ 715 (0%) 
[ 	 31 	 8.0- 	 9.0 sec 916 KBytes 7.50 Mbits/sec 1.006 ms 30/ 668 
(4.5%) 
( 	 3) 	 9.0-10.0 sec 1.11 MBytes 9.30 Mbits/sec 1.191 ms 5/ 796 
(0.63%) 
( 	 3] 	 10.0-11.0 sec 1.12 MBytes 9.36 Mbits/sec 1.044 ms 0/ 796 (0%) 
( 	 3] 	 11.0-12.0 sec 1.14 MBytes 9.58 Mbits/sec 1.069 rus 0/ 815 (0%) 

















0/ 	 773 
0/ 	 736 
(0%) 
(0%) 
( 3] 15.0-16.0 sec 725 KBytes 5.94 Mbits/sec 2.624 ms 0/ 	 505 (0%) 
( 3] 16.0-17.0 sec 224 KBytes 1.83 Mbits/sec 4.543 ms 230/ 	 386 (60%) 
( 3] 17.0-18.0 sec 233 KBytes 1.91 Mbits/sec 5.798 ms 621/ 	 783 (79%) 
[ 3] 18.0-19.0 sec 877 KBytes 7.19 Mbits/sec 1.533 ms 781/ 	 1392 (56%) 
( 3) 19.0-20.0 sec 952 KBytes 7.80 Mbits/sec 1.275 ms 84/ 	 747 (11%) 
[ 3) 20.0-21.0 sec 1019 KBytes 8.35 Mbits/sec 1.567 ms 45/ 	 755 (6%) 
[ 31 21.0-22.0 sec 979 KBytes 8.02 Mbits/sec 1.020 ms 74/ 	 756 
[ 3) 22.0-23.0 sec 973 KBytes 7.97 Mbits/sec 1.353 ms 108/ 	 786 (14%) 
( 31 23.0-24.0 sec 952 KBytes 7.80 Mbits/sec 1.410 ms 65/ 	 728 
(8.9%) 
( 3] 24.0-25.0 sec 593 KBytes 4.86 Mbits/sec 2.635 ms 156/ 	 569 (27%) 
[ 3) 25.0-26.0 sec 759 KBytes 6.22 Mbits/sec 2.110 ms 359/ 	 888 (40%) 
[ 3) 26.0-27.0 sec 1.00 MBytes 8.42 Mbits/sec 1.192 ms 153/ 	 869 (18%) 
( 3) 27.0-28.0 sec 716 KBytes 5.87 Mbits/sec 1.699 ms 197/ 	 696 (28%) 
[ 3) 28.0-29.0 sec 754 KBytes 6.17 Mbits/sec 1.198 513 265/ 	 790 (34%) 
[ 31 29.0-30.0 sec 788 KBytes 6.46 Mbits/sec 1.478 ms 198/ 	 747 (27%) 
[ 3) 0.0-30.2 sec 27.4 MBytes 7.60 Mbits/sec 1.330 ms 3430/22971 (15%) 
( 3) 0.0-30.2 sec 1 datagrams received out-of-order 
read failed: Connection reset by peer 
2. Datos regidos en el servidor de iperf 
Con una utilización del 75% = 13.5 Mbps 
Microsoft Windows [Versión 6.1.7601] 
Copyright (o) 2009 Microsoft Corporation. Reservados todos los derechos. 
C:\Users\CITIC 2>iperf -s -u -i 1 -p 1234 
Server listening on UDP port 1234 
Receiving 1470 byte datagram 
UDP buffer size: 64.0 KByte (default) 
( 31 local 192.168.18.78 port 1234 connected with 192.168.16.79 port 45330 
( 	 ID) Interval Transfer Bandwidth Jitter Lost/Total Datagrams 
3] 0.0- 	 1.0 sec 636 KBytes 5.21 Mbits/sec 2.056 ms 135/ 	 578 (23%) 
3] 1.0- 	 2.0 sec 482 KBytes 3.95 Mbits/sec 4.252 ms 950/ 1286 (74%) 
3] 2.0- 	 3.0 sec 1.03 MBytes 8.61 Mbits/sec 1.447 ms 580/ 1312 (44%) 
3] 3.0- 	 4.0 sec 1.10 MBytes 9.21 Mbits/sec 1.159 ms 420/ 1203 (35%) 
3] 4.0- 	 5.0 sec 1.58 MBytes 13.3 Mbits/sec 0.953 ms 186/ 1315 (14%) 
3) 5.0- 	 6.0 sec 1.40 MBytes 11.8 Mbits/sec 1.140 ms 34/ 1036 (3.3%) 
3] 6.0- 	 7.0 sec 1.07 MBytes 8.95 Mbits/sec 1.133 ms 316/ 1077 (29%) 
3) 7.0- 	 8.0 sec 1.51 MBytes 12.7 Mbits/sec 0.918 MS 152/ 1231 (12%) 
3] 8.0- 	 9.0 sec 1.39 MBytes 11.7 Mbits/sec 1.117 mn 146/ 	 1138 (13%) 
3] 9.0-10.0 sec 1.55 MBytes 13.0 Mbits/sec 3.422 M2 31/ 1136 (2.7%) 
3] 10.0-11.0 sec 851 KBytes 6.97 Mbits/sec 1.444 ms 514/ 	 1107 (46%) 
3] 11.0-12.0 sec 1.18 MBytes 9.93 Mbits/sec 0.653 ms 382/ 1226 (31%) 
3] 12.0-13.0 sec 1.60 MBytes 13.4 Mbits/sec 0.809 ms 30/ 1168 (2.6%) 
31 13.0-14.0 sec 1.53 MBytes 12.9 Mbits/sec 1.282 ms 29/ 1122 (2.6%) 
3] 14.0-15.0 sec 1.64 MBytes 13.7 Mbits/sec 0.903 ms 13/ 1182 (1.1%) 
3] 15.0-16.0 sec 1.28 MBytes 10.7 Mbits/sec 0.937 ms 210/ 1120 (19%) 
3] 16.0-17.0 sec 1.40 MBytes 11.7 Mbits/sec 0.847 ms 141/ 1138 (12%) 
3] 17.0-18.0 sec 883 KBytes 7.23 Mbits/sec 3.708 ms 28/ 	 643 (4.4%) 
3] 18.0-19.0 sec 256 KBytes 2.09 Mbits/sec 5.658 ms 622/ 	 800 (78%) 
3] 19.0-20.0 sec 277 KBytes 2.27 Mbits/sec 6.129 ms 1015/ 1208 (84%) 
3] 20.0-21.0 sec 444 KBytes 3.63 Mbits/sec 2.272 ms 1449/ 	 1758 (82%) 
3) 21.0-22.0 sec 1.21 MBytes 10.1 Mbits/sec 0.817 ms 443/ 1306 (34%) 
3) 22.0-23.0 sec 1.03 MBytes 8.68 Mbits/sec 1.041 ms 417/ 	 1155 (36%) 
3] 23.0-24.0 sec 1.03 MBytes 8.66 Mbits/sec 1.316 ms 328/ 1064 (31%) 
3] 24.0-25.0 sec 932 KBytes 7.63 Mbits/sec 3.160 ms 258/ 	 907 (28%) 
3] 25.0-26.0 sec 650 KBytes 5.33 Mbits/sec 1.486 ms 896/ 1349 (66%) 
3] 26.0-27.0 sec 535 KBytes 4.39 Mbits/sec 4.856 ms 454/ 	 827 (55%) 
3] 27.0-28.0 sec 459 KBytes 3.76 Mbits/sec 3.242 ms 1074/ 1394 (77%) 
3] 28.0-29.0 sec 949 KBytes 7.77 Mbits/sec 1.149 ms 631/ 1292 (49%) 
3] 29.0-30.0 sec 1.45 MBytes 12.1 Mbits/sec 1.176 ms 167/ 1200 (14%) 
3] 0.0-30.2 sec 31.4 MBytes 8.70 Mbits/sec 1.557 ms 12065/34440 (35%) 
3. Datos regidos en el servidor de iperf. 
Con una utilización del 90% = 16.65 Mbps 
Microsoft Windows [Versión 6 1 7601] 
Copyright (c) 2009 Microsoft Corporation Reservados todos los derechos 
C \tJsers\CITIC_2>iperf s -u i 1 
-p 1234 
Server listening on UD? port 1234 
Receiving 1470 byte datagrams 
UD? buffer size 64 0 !yte (default) 
31 local 192 168 18 78 port 1234 connected with 192 168 18 79 port 33913 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter I.ost/Total Datagrams 
	
00- 1 0 sec 1 77 MBytes 14 9 Mbits/sec 	 0 633 ma 	 9/1272 (071%) 
	
1 0- 2 0 sec 1 57 MBytes 13 1 Mbits/sec 	 0834 ma 268/ 1386 (19%) 
	
20-30 sec 1 75 MBytes 14 6 Mbits/sec 	 0557 ma 197/ 1442 (14%) 
	
30- 4 0 sec 1 85 MBytes 155 Mbits/sec 	 0 982 ms 	 58/ 1377 (4 2%) 
	
4 0- 50 sec 1 62 MBytes 13 6 Mbits/sec 
	
0899 ma 268/ 1421 (19%) 
	
50- 60 sec 1 42 MBytes 11 9 Mbits/sec 	 0 843 ma 407/ 1423 (29%) 
60 7 0 sec 	 972 1ytes 7 96 Mbits/sec 	 1 614 ma 669/ 1346 (50%) 
7 0 8 0 sec 	 930 lytes 7 62 Mbits/sec 	 1 576 ma 538/ 1186 (45%) 
	
8 0- 9 0 sec 1013 Iytes 8 30 Mbits/sec 	 1 136 ma 904/ 1610 (56%) 
	
90100 sec 1 01 MBytes 8 50 Mbits/sec 	 0 976 ma 711/ 1434 (50%) 
	
10 0-11 0 sec 1 48 MBytes 12 5 Mbits/sec 	 0 600 ma 443/ 1502 (29%) 
	
11 0-12 0 sec 1 47 MBytes 12 4 Mbits/sec 
	
0842 ma 364/ 1416 (26%) 
	
120 13 0 sec 1 88 MBytes 157 Mbits/sec 	 0718 ma 100/ 1438 (7%) 
	
13 0-14 0 sec 1 75 MBytes 14 7 Mbits/sec 	 0 884 ma 125/ 1375 (9 1%) 
	
14 0-150 sec 134 MBytes 11 3 Mbits/sec 
	
0 957 ma 470/ 1427 (33%) 
	
15 0 16 0 sec 1 45 MBytes 12 1 Mbits/sec 
	
1 163 ma 380/ 1413 (27%) 
	
16 0-17 0 sec 1 35 MBytes 11 3 Mbits/sec 	 0 787 ma 436/ 1401 (31%) 
	
17 0-18 0 sec 1 29 MBytes 10 8 Mbits/sec 	 1 164 ma 474/ 1395 (34%) 
	
18 0-190 sec 1 89 MBytes 15 8 Mbits/sec 
	
0738 ma 143/ 1488 (96%) 
	
190-20 0 sec 1 76 MBytes 14 8 Mbits/sec 
	
0 578 ma 155/ 1412 (11%) 
	
200-21 0 sec 1 92 MBytes 16 1 Mbits/sec 	 0 583 ma 	 70/ 1439 (4 9%) 
	
21 0-220 sec 1 16 MBytes 974 Mbits/sec 
	
2 183 mg 499/ 1327 (38%) 
	
22 0-23 0 sec 1 01 MBytes 8 48 Mbits/sec 
	
1 920 ma 603/ 1324 (46%) 
	
230-24 0 sec 1 48 MBytes 12 4 Mbits/sec 
	
0628 ma 543/ 1596 (34%) 
	
24 0-25 0 sec 1 83 MBytes 15 4 Mbits/sec 	 0 751 ma 	 92/ 1399 (6 6%) 
	
25 0-26 0 sec 175 MBytes 14 7 Mbits/sec 	 0769 ma 165/ 1415 (12%) 
	
260270 sec 176 MBytes 148 Mbits/sec 
	
1150 ma 	 83/ 1338 (62%) 
	
27 0-28 0 sec 1 32 MBytes 11 1 Mbits/sec 
	
1016 ma 496/ 1441 (34%) 
	
28 0-290 sec 1 30 MBytes 10 9 Mbits/sec 	 0 923 ma 444/ 1372 (32%) 
	
29 0-30 0 sec 1 60 MBytes 13 4 Mbits/sec 
	 0 637 ma 390/ 1530 (25%) 
	
0 0-30 1 sec 44 8 MBytes 12 5 Mbits/sec 
	 0 632 ma 10504/42493 (25%) 
o o 30 1 sec 1 datagrama received out of-order 
4 Datos regidos en el servidor de iperf 
Con una utilización del 95% = 1757 Mbps 
Microsoft Windows (Versión 6.1.7601) 
Copyright (c) 2009 Microsoft Corporation. Reservados todos los derechos. 
C:\Users\CITIC 2>iperf -s -u -i 1 -p 1234 
Server listening on UDP port 1234 
Receiving 1470 byte datagrams 
UDP buffer size: 	 64.0 KByte 	 (default) 
[ 	 31 	 local 192.168.18.78 port 1234 connected with 192.168.18.79 port 44649 
[ ID] 	 Interval 	 Transfer 	 Bandwidth 	 Jitter 	 Lost/Total Datagrams 
3] 0.0- 	 1.0 sec 927 KBytes 7.60 Mbits/sec 1.705 ms 474/ 1120 (42%) 
3) 1.0- 	 2.0 sec 627 KBytes 5.14 Mbits/sec 2.943 ms 910/ 1347 (68%) 
31 2.0- 	 3.0 sec 643 KBytes 5.27 Mbits/sec 2.374 ms 1099/ 1547 (71%) 
3] 3.0- 	 4.0 sec 696 KBytes 5.70 Mbits/sec 2.840 M3 1033/ 1518 (68%) 
3) 4.0- 	 5.0 sec 824 KBytes 6.75 Mbits/sec 1.857 ms 996/ 1570 (63%) 
3) 5.0- 	 6.0 sec 1.23 MBytes 10.3 Mbits/sec 0.907 ms 792/ 1668 (47%) 
3] 6.0- 	 7.0 sec 1.42 MBytes 11.9 Mbits/sec 1.283 M3 431/ 	 1442 (30%) 
31 7.0- 	 8.0 sec 1.29 MBytes 10.8 Mbits/sec 1.379 ms 496/ 	 1417 (35%) 
31 8.0- 	 9.0 sec 1.28 MBytes 10.7 Mbits/sec 0.989 ms 666/ 1576 (42%) 
3) 9.0-10.0 sec 1.43 MBytes 12.0 Mbits/sec 0.930 ms 496/ 	 1518 (33%) 
3] 10.0-11.0 sec 1.47 MBytes 12.4 Mbits/sec 1.242 ms 466/ 1518 (31%) 
3] 11.0-12.0 sec 1.84 MBytes 15.4 Mbits/sec 0.709 ms 237/ 1550 (15%) 
3] 12.0-13.0 sec 2.08 MBytes 17.5 Mbits/sec 0.717 ms 7/ 1491 (0.47%) 
3] 13.0-14.0 sec 1.51 MBytes 12.6 Mbits/sec 1.090 ms 351/ 	 1425 (25%) 
31 14.0-15.0 sec 1.45 MBytes 12.2 Mbits/sec 1.397 ms 451/ 1487 (30%) 
3] 15.0-16.0 sec 1.56 MBytes 13.1 Mbits/sec 0.615 ms 479/ 1590 (30%) 
3] 16.0-17.0 sec 2.06 MBytes 17.2 Mbits/sec 0.649 ms 32/ 1498 (2.1%) 
3) 17.0-18.0 sec 2.04 MBytes 17.1 Mbits/sec 0.693 ms 40/ 	 1494 (2.7%) 
31 18.0-19.0 sec 1.14 MBytes 9.58 Mbits/sec 1.256 ms 535/ 1350 (40%) 
3) 19.0-20.0 sec 1.25 MBytes 10.5 Mbits/sec 0.839 ms 681/ 1572 (43%) 
3) 20.0-21.0 sec 1.47 MBytes 12.3 Mbits/sec 1.080 ms 434/ 	 1484 (29%) 
31 21.0-22.0 sec 1.29 MBytes 10.8 Mbits/sec 0.803 ms 573/ 	 1490 (38%) 
3] 22.0-23.0 sec 1.36 MBytes 11.4 Mbits/sec 0.623 ms 599/ 1567 (38%) 
3] 23.0-24.0 sec 2.05 MBytes 17.2 Mbits/sec 0.644 ms 37/ 1498 (2.5%) 
31 24.0-25.0 sec 1.46 MBytes 12.2 Mbits/sec 1.025 ms 327/ 1365 (24%) 
3) 25.0-26.0 sec 1.21 MBytes 10.2 Mbits/sec 0.894 ms 694/ 	 1560 (44%) 
3) 26.0-27.0 sec 1.23 MBytes 10.3 Mbits/sec 0.976 ms 594/ 1474 (40%) 
3) 27.0-28.0 sec 1.25 MBytes 10.5 Mbits/sec 1.081 as 636/ 1531 (42%) 
3] 28.0-29.0 sec 1.19 MBytes 10.0 Mbits/sec 1.656 ms 427/ 1277 (33%) 
3] 29.0-30.0 sec 962 KBytes 7.88 Mbits/sec 1.443 ms 852/ 1522 (56%) 
3] 0.0-30.4 sec 40.3 MBytes 11.1 Mbits/sec 12.132 ms 16072/44842 (36%) 
31 0.0-30.4 sec 1 datagrams received out-of-order 
Pruebas de VoIP sin QoS 
1 Datos regidos en el servidor de jperf con 1 flujo 
bin/iperfexe e u P 	 ti p1234 -1200 OB -fic 
Server listening Qn (WP port 1234 
Recexving 200 byte datagrame 
UDP buffer saze 8 00 Iyte (defauit) 
OpenscManager failed - Acceso denegado (0x5) 
(1121 local 192 168 18 78 port 1234 connected wlth 192 168 18 79 port 2137 
ID] Interval Transfer Bandwidth Jitter Lost/Total Datagrams 
(112] 00- 10 sec 7 81 KBytes 64 0 Kbite/eec 0246 me 1348221507/ 40 
(3 4e+009%) 
[112] 10-20 sec 781 KBytes 640 Kbits/sec 0286 me 0/ 40 (0%) 
[112] 20-30 sec 781 KBytes 640 Kbits/sec 0274 me 0/ 40 (0%) 
[112] 30-40 sec 781 KBytes 640 Kbits/sec 0274 me 0/ 40 (0%) 
[112] 4 0-50 sec 7 81 KBytes 64 0 Kbits/sec 0274 me 0/ 40 (0%) 
(112) 50-60 sec 781 KBytes 640 Kbits/sec 0274 me 0/ 40 (0%) 
[112] 6 0- 7 0 sec 7 81 KBytes 64 0 Kbits/sec 0274 me 0/ 40 (0%) 
[112] 7 0 	 8 0 sec 7 81 KBytes 64 0Kbits/sec 0214 me 0/ 40 (0%) 
11123 8 0- 9 0 sec 7 81 KBytes 64 0 I1ts/aec 0 261 me 0/ 40 (0%) 
[1121 9 0-10 0 sec 7 81 KBytes 64 0 IWite/eec 0275 me 0/ 40 (0%) 
[112] 10 0-11 0 eec 7 81 KBytes 64 0 Kbits/sec 0 267 me 0/ 40 (0%) 
[112] 11 0-12 0 eec 7 81 KBytes 64 0 Kbits/sec 0266 me 0/ 40 (0%) 
[112] 120130 sec 781 KBytes 640 Kbits/sec 0273 me 0/ 40 (0%) 
[112] 13 0-14 0 sec 7 81 KBytes 64 0 Kbits/sec 0273 me 0/ 40 (0%) 
[112] 14 0 15 0 sec 7 81 KBytes 64 0 Kbits/sec 0274 me 0/ 40 (0%) 
[112] 15 0-16 0 sec 7 81 KBytes 64 0 Kbits/sec 0561 me 0/ 40 (0%) 
[112] 160-17 0 sec 7 81 KBytes 64 0 Kbits/sec 0288 me 0/ 40 (0%) 
[112] 170180 sec 781 KBytes 640 Kbits/sec 0268 me 0/ 40 (0%) 
[112] 18 0-190 sec 7 81 KBytes 64 0 Kbits/sec 0327 me 0/ 40 (0%) 
[112] 190-20 0 sec 7 81 KBytes 64 0 fite/eec 0271 me 0/ 40 (0%) 
ID] Interval Transfer Bandwidth Jitter Lost/Total Datagrame 
[112] 20021 0 sec 7 81 KBytes 64 0 Kbits/sec 0267 me 0/ 40 (0%) 
[112] 21 0-220 sec 7 81 KBytee 64 0 Kbits/sec 0273 me 0/ 40 (0%) 
[112] 22 0-23 0 sec 7 81 KBytes 64 0 Kbits/sec 0267 me 0/ 40 (0%) 
[112] 230240 sec 781 KBytes 640 Kbits/sec 0266 me 0/ 40 (0%) 
[112] 24 0-250 sec 7 81 KBytes 64 0 Kbits/sec 0266 me 0/ 40 (0%) 
[112] 250260 sec 7 81 KBytes 64 0 Kbits/sec 0277 me 0/ 40 (0%) 
[112] 26027 0 sec 7 81 KBytes 64 0 Kbits/sec 0267 me 0/ 40 (0%) 
(112) 270-28 0 sec 7 81 KBytes 64 0 Kbits/sec 0294 ms 0/ 40 (0%) 
(112) 28 0-29 0 sec 1 81 KBytes 640 Kbits/sec 0371 ma 0/ 40 (0%) 
(112) 29 0-30 0 sec 7 81 KBytes 64 0 Kbits/sec 0313 ma 0/ 40 (0%) 
(112) 0 0-30 0 sec 235 KBytes 64 0 Kbits/sec 0 275 ma 0/ 1202 (0%) 
2 Datos regidos en el servidor de jperf con 3 flujos 
bxn/iperf exe -s -u -p 0 -1 1 -p  1234 -1 200 OB -f k 
Server listening on UD? port 1234 
Receiving 200 byte datagrama 
UD? buffer size 8 00 KByte (default) 
Openscl4anager failed - Acceso denegado (OxS) 
(112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 2140 
ID] Interval Transfer Bandwidth Jitter Lost/Total Datagrama 
1112) 00- 1 0 sec 7 81 KBytes 64 0 1its/sec 0312 ma 1348221507/ 	 40 
(3 4e+009%) 
(112) 1 0-2 0 sec 7 81 KBytes 64 0 Kbits/sec 0 999 ma 0/ 40 (0%) 
1112) 20 30 sec 781 KBytes 640 Kbits/sec 0551 ma 0/ 40 (0%) 
[112] 30-40 sec 781 KBytes 640 Kbits/sec 0484 ma 0/ 40 (0%) 
11123 40-50 sec 781 KBytes 640 Kbits/sec 0361 ma 0/ 40 (0%) 
(112] 50 60 sec 181 KBytes 640 Kbits/sec 0344 ma 0/ 40 (0%) 
[112] 60-70 sec 781 KBytes 640 Kbits/sec 0303 ma 0/ 40 (0%) 
(1121 70-80 sec 781 KBytes 640 Kbits/sec 0306 ma 0/ 40 (0%) 
(112) 80-90 sec 781 KBytes 640 Kbits/sec 0387 ma 0/ 40 (0%) 
(112) 9 0 10 0 sec 7 81 IGytes 64 0 Iits/sec 0 441 ma 0/ 40 (0%) 
(112) 100-11 0 sec 7 81 KBytes 64 0 lcbxts/sec 0364 ma 0/ 40 (0%) 
(112) 11 012 0 sec 7 81 KBytes 64 0 Iits/sec 0308 ma 0/ 40 (0%) 
(112) 12 0-13 0 sec 7 81 KBytes 64 0 Kbits/sec 0 284 ma 0/ 40 (0%) 
(112) 13 0-14 Osee 7 62 KBytes 62 4 Kbits/sec 0244 ma 0/ 39 (0%) 
11121 14 0-150 sec 801 KBytes 65 6 Kbits/sec 0291 ma 0/ 41 (0%) 
(112] 15 0-16 0 sec 7 81 KBytes 64 0 Kbits/sec 0 367 ma 0/ 40 (0%) 
(112) 160-17 0 sec 7 81 KBytes 64 0 Iits/sec 0 308 ma 0/ 40 (0%) 
(112) 17 0-18 0 sec 7 81 KBytes 64 0 Kbits/sec 0 288 ma 0/ 40 (0%) 
(112) 18 0-190 sec 7 81 KBytes 64 0 Kbits/sec 0275 ma 0/ 40 (0%) 
(112) 19 0-20 0 sec 7 81 KBytes 64 0 Kbits/sec 0327 ma 0/ 40 (0%) 
ID] Interval Tranafer Bandwidth Jitter Lost/Total Datagrama 
(112) 20 0-21 0 sec 7 81 KBytes 64 0 Kbits/sec 0 446 ma 0/ 40 (0%) 
[112] 210-22 0 sec 7 81 KBytes 64 0 Kbits/sec 0 498 ma 0/ 40 (0%) 
(112] 220230 sec 7 81 KBytes 64 0 }ita/sec 0284 ma 0/ 40 (0%) 
(112] 23024 0 sec 7 81 KBytes 64 0 Kbits/sec 0418 ma 0/ 40 (0%) 
(112) 24 0 25 0 sec 7 81 KBytes 64 0 Kbits/sec 0366 ma 0/ 40 (0%) 
(112) 25 0-26 0 sec 7 81 KBytes 64 0 Kbits/sec 0 487 ma 01 40 (0%) 
[112] 260-27 0 sec 7 81 KBytes 64 0 Kbits/sec 0324 ma 0/ 40 (0%) 
(112] 27 0-28 0 sec 7 81 KBytes 64 0 Kbits/sec 0414 ma 0/ 40 (0%) 
[112] 28 0-29 0 sec 7 81 KBytes 64 0 Kbits/sec 0364 ma 0/ 40 (0%) 
(112] 29 0-30 0 sec 7 81 KBytes 64 0 Kbits/sec 0357 ma 0/ 40 (0%) 
[112] 0 0 30 1 sec 235 KBytes 64 0 Kbits/sec 0 704 ma 0/ 1202 (0%) 
3 Datos regidosenclservidordejperf con 5flujos 
bxn/ipertexe -s -u P 	 il -p 1234 1200 OB -fk 
Server listening on UD? port 1234 
Receiving 200 byte datagrarna 
UD? buffer slze 8 00 KByte (default) 
OpenscManager falled - Acceso denegado (OxS) 
(112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 2145 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrama 
[112] 0 0- 1 0 sec 7 62 KBytes 62 4 Kbits/sec 0 482 ma 1348221507/ 	 39 
(3 5e+009%) 
(112] 1 0- 2 0 sec 7 81 KBytes 64 0 Kbits/sec 0 717 ma 	 0/ 	 40 (0%) 
[112] 20-30 sec 142 KBytes 608 Kbits/sec 1595 ma 	 0/ 	 38 (0%) 
[112] 30-40 sec 742 KBytes 608 Kbits/sec 0949 ma 	 0/ 	 38 (0%) 
[112] 40-50 sec 781 KBytes 640 Kbits/sec 2672 ma 	 0/ 	 40 (0%) 
(1121 50 60 sec 801 KBytes 656 Kbits/sec 0932 ma 	 0/ 	 41 (0%) 
(112] 60-70 sec 762 KBytes 624 Kbits/sec 2591 ma 	 0/ 	 39 (0%) 
(112] 70-80 sec 820 KBytes 672 Kbits/sec 0665 ma 	 0/ 	 42 (0%) 
[112] 80 90 sec 742 KBytes 608 }its/sec 0629 ma 	 0/ 	 38 (0%) 
[112] 90100 sec 801 KBytes 656 Kbits/sec 1254 ma 	 0/ 	 41 (0%) 
[112] 10011 0 sec 7 62 KBytes 62 4 Iits/sec 0 612 ma 	 0/ 	 39 (0%) 
[112] 110-12 0 sec 7 81 KBytes 64 0Kbits/sec 1 877 ma 	 0/ 	 40 (0%) 
[112] 12 0-130 eec 7 62 KBytes 62 4 Kbits/sec 0789 ma 	 0/ 	 39 (0%) 
[112] 13014 0 sec 820 KBytes 672 Kbits/sec 0 599 ma 	 0/ 	 42 (0%) 
(112) 14 015 0 sec 7 62 KBytes 62 4 Kbits/sec 0 608 ma 	 0/ 	 39 (0%) 
(1121 15 0-16 0 sec 801 KBytes 65 6 Iits/sec 0493 ma 	 0/ 	 41 (0%) 
1112] 160-17 0 sec 7 62 KBytes 62 4 Kblts/eec 0723 ma 	 0/ 	 39 (0%) 
[112] 17 0-18 0 sec 8 01 KBytes 65 6 Kbits/sec 0 642 ma 	 0/ 	 41 (0%) 
(112] 18 0 19 0 sec 723 KBytes 592 Kbits/sec 0320 ma 	 0/ 	 37 (0%) 
[112] 19 0-20 0 sec 8 40 KBytes 68 8 Kbits/sec 0 532 ma 	 0/ 	 43 (0%) 
ID] Interval 	 Transfer 	 Bandwldth 	 Jitter Lost/Total Datagrama 
(112] 20 021 0 eec 7 62 KBytes 624 Kbits/sec 0520 ma 	 0/ 	 39 (0%) 
[112] 21 0-22 0 sec 7 81 KBytes 64 0 Kbits/sec 1 518 me 	 0/ 	 40 (0%) 
[112] 220230 sec 7 62 KBytes 62 4 Kbits/sec 0 540 ma 	 0/ 	 39 (0%) 
[112] 23 024 0 sec 801 KBytes 65 6 Kbits/sec 0 658 ma 	 0/ 	 41 (0%) 
[112] 240250 sec 781 KBytes 640 Kbits/sec 0542 ma 	 01 	 40 (0%) 
(112] 25 0-26 0 sec 7 81 KBytes 64 0 Kbits/sec O 490 ma 0/ 40 (0%) 
(112] 260-27 0 sec 7 81 KBytes 64 0 Kbits/sec 0 991 ma 0/ 40 (0%) 
(112] 27 0-28 0 sec 7 81 KBytes 64 0 Kbits/sec 0 516 rus 0/ 40 (0%) 
(112] 28 0-29 0 sec 7 62 KBytes 62 4 Kbits/sec 0 453 ma 0/ 39 (0%) 
[112] 29 0-30 0 sec 7 62 KBytes 62 4 Kbits/sec 0 535 ma 0/ 39 (0%) 
[112] 0 0-30 0 sec 233 KBytes 63 7 Iits/sec 0 741 rus 0/ 1195 (0%) 
4 Datos regidos en el servidor de jperf con 10 flujos 
bin/iperf exe -s -u -p 0 -1 1 
-p 1234 1 200 OB -f k 
Server listening on UDP port 1234 
Recelving 200 byte datagrams 
UDP buffer size 8 00 KByte (default) 
OpenSQ4anager failed Acceso denegado (OxS) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 2235 
ID] Interval 	 Transfer 	 Bandwidth 	 .Jitter Lan/Total Datagrams 
[112] 0 0- 1 0 sec 7 42 KBytes 60 8 Kbits/sec 0 954 rus 1348221507/ 	 38 
(3 5e+009%) 
(112) 10-20 sec 723 KBytes 592 Kbits/sec 1157 ma 	 0/ 	 37 (0%) 
(112) 20 30 sec 840 KBytes 688 lits/sec 0943 ma 	 0/ 	 43 (0%) 
[112] 30-40 sec 723 KBytes 592 Kbits/sec 1181 rus 	 0/ 	 37 (0%) 
(112] 40-50 sec 840 KBytes 688 Kbits/sec 0686 ma 	 0/ 	 43 (0%) 
(112) 50-60 sec 742 KBytes 608 Kbits/sec 1383 rus 	 0/ 	 38 (0%) 
[112] 60-70 sec 840 KBytes 688 Kbits/sec 1010 ma 	 0/ 	 43 (0%) 
[112] 7 0- 8 0 sec 7 03 KBytes 57 6 Kbits/sec 1 002 ma 	 0/ 	 36 (0%) 
(112] 80-90 sec 840 KBytes 688 fits/sec 0650 ma 	 0/ 	 43 (0%) 
[112] 9 0-10 0 sec 7 81 KBytes 64 0 Kbits/sec 1022 ma 	 0/ 	 40 (0%) 
[112] 10 0-11 0 sec 7 23 KBytes 592 Kbits/sec 0 667 ma 	 0/ 	 37 (0%) 
[112] 11 0-12 0 sec 7 81 KBytes 64 0 Kbits/sec 0 568 rus 	 0/ 	 40 (0%) 
(1121 12 0-13 0 sec 8 40 KBytes 68 8 Kbits/sec 0 982 ma 	 0/ 	 43 (0%) 
[112] 130-14 0 sec 723 KBytes 592 Kbits/sec 0871 ma 	 0/ 	 37 (0%) 
(112] 14 0-150 sec 8 59 KBytes 70 4 Kbits/sec 0795 rus 	 0/ 	 44 (0%) 
[112] 15 0-16 0 sec 7 42 KBytes 608 Kbits/sec 0 944 ma 	 0/ 	 38 (0%) 
(112) 160-17 0 sec 7 62 KBytes 62 4 Kbits/sec 0772 rus 	 0/ 	 39 (0%) 
(1121 17 0-18 0 sec 7 62 KBytes 62 4 Kbits/sec 0 873 rus 	 0/ 	 39 (0%) 
(112] 18 0-19 0 sec 859 KBytes 70 4 Kbits/sec 1 227 rus 	 0/ 	 44 (0%) 
[112] 19 0-20 0 sec 684 KBytes 560 Kbits/sec 0775 ma 	 0/ 	 35 (0%) 
ID] Interval 	 Transfer 	 Bandwidth 	 Jztter Lost/Total Datagrama 
(112) 20021 0 sec 7 42 KBytes 608 Kbits/sec 0 645 rus 	 0/ 	 38 (0%) 
(112) 210220 sec 840 KBytes 688 Kbits/sec 0504 ma 	 0/ 	 43 (0%) 
[112] 22 0-230 sec 7 42 KBytes 60 8 Kbits/sec 0 682 rus 	 0/ 	 38 (0%) 
[112] 230-24 0 sec 8 20 KBytes 67 2 Kbits/sec 1 414 ma 	 0/ 	 42 (0%) 
(112] 24 0 25 0 sec 7 81 KBytes 64 0 Kbits/sec 0657 ma 	 0/ 	 40 (0%) 
[112] 25 0-26 0 sec 7 23 KBytes 592 Kbits/sec 0842 rus 	 01 	 37 (0%) 
[1121 260-27 0 sec 820 KBytes 67 2 Kbits/sec 1 485 ms 0/ 42 (0%) 
11121 270-28 0 sec 7 03 KBytes 57 6 Kbits/sec 0 684 ma 0/ 36 (0%) 
[112] 28 0-29 0 sec 8 20 KBytes 67 2 Kbits/sec 0886 ma 0/ 42 (0%) 
(1121 29 0-30 0 sec 8 40 KBytes 68 8 Kbits/sec 0 664 ma 0/ 43 (0%) 
[112] 0 0-30 2 sec 234 KBytes 63 5 Kbits/sec 1 084 ma 0/ 1197 (0%) 
5 Datos regidos en el servidor de ~con¡ 5 flujos 
bin/iperf exe -s -u -P 0 -x 1 
-p 1234 -1 200 OB f k 
Server listenirig on UDP port 1234 
Recelvxng 200 byte datagrams 
UD? buffer size 8 00 Iyte (default) 
OpenscManager failed - Acceso denegado (OxS) 
(112) local 192 168 18 78 port 1234 connected with 192 168 18 79 port 2476 
[ ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrams 
[1121 0 0- 1 0 sec 7 42 KBytes 60 8 Kbits/sec O 780 ma 1348221507/ 	 38 
(3 5e+009%) 
(112) 1 0- 2 0 sec 625 KBytes 51 2 	 its/aec 1 634 ma 	 0/ 	 32 (0%) 
[112] 20-30 sec 742 KBytes 608 !¡ta/sec 1029 ma 	 0/ 	 38 (0%) 
[112] 30-40 sec 762 KBytes 624 Kbits/sec 0626 ma 
	 0/ 	 39 (0%) 
11121 40-50 sec 781 KBytes 640 Kbits/sec 0880 ma 	 0/ 	 40 (0%) 
[112] 50 60 sec 762 KBytes 624 Kbits/sec 0686 ma 
	 0/ 	 39 (0%) 
[112] 60-70 sec 859 KBytes 704 Kbits/sec 0720 ma 	 0/ 	 44 (0%) 
1112] 70-80 sec 762 KBytes 624 Kbits/sec 0483 ma 
	 0/ 	 39 (0%) 
(112] 8 0- 90 sec 8 01 KBytes 65 6 Kbits/sec 0824 ma 	 0/ 	 41 (0%) 
[112] 9 0-10 0 sec 645 KBytes 528 Kbits/sec 0 921 ma 	 0/ 	 33 (0%) 
(112) 100-11 0 sec 645 KBytes 52 8 Kbits/sec 0 666 ma 
	 0/ 	 33 (0%) 
[112] 11 0-120 sec 801 KBytes 65 6 Kbits/sec 2 989 ma 
	 0/ 	 41 (0%) 
(112] 120-13 0 sec 684 KBytes 560 Iita/sec 2 686 ma 
	 0/ 	 35 (0%) 
(112] 130-14 0 sec 8 01 KBytes 656 Kbits/sec 0826 ma 
	 0/ 	 41 (0%) 
(112] 14 0-150 sec 801 KBytes 656 Kbits/sec 0517 ma 
	 0/ 	 41 (0%) 
[1121 15 0-16 0 sec 8 40 KBytes 688 Kbits/sec 0718 ma 
	 0/ 	 43 (0%) 
[112] 160-17 0 sec 645 KBytes 52 8 Kbits/sec 0741 ma 
	 0/ 	 33 (0%) 
[112] 17 0-180 sec 7 81 KBytes 64 0 Kbits/sec 0 668 ma 
	 0/ 	 40 (0%) 
[112] 18 0-190 sec 801 KBytes 65 6 Kbits/sec 0728 ma 
	 0/ 	 41 (0%) 
[112] 19 0-20 0 sec 820 KBytes 672 Kbits/sec 0953 ma 
	 0/ 	 42 (0%) 
IDI Interval 	 Transfer 	 Bandwidth 	 .Jltter tost/Total Datagrams 
[112] 200-21 0 sec 7 62 KBytes 62 4 Kbits/sec 1 355 ma 
	 0/ 	 39 (0%) 
[112] 210-22 0 sec 820 KBytes 67 2 Kbits/sec 0757 ma 
	 0/ 	 42 (0%) 
[112] 22 0-23 0 sec 8 01 KBytes 65 6 Kbits/sec 0 691 ma 
	 0/ 	 41 (0%) 
[112] 23 0-24 0 sec 7 42 KBytes 608 Kbits/sec 0562 ma 
	 0/ 	 38 (0%) 
[112] 24 0-250 sec 7 42 KBytes 60 8 i1ts/sec 3484 ma 
	 0/ 	 38 (0%) 
[112] 25 0-26 0 sec 625 KBytes 512Kbits/sec 3 346 ma 
	 0/ 	 32 (0%) 
[112] 260-27 0 sec 8 20 KBytes 67 2 Kbits/sec 0 962 mg 0/ 42 (0%) 
[112] 27 0-28 0 sec 7 62 KBytes 62 4 Kbits/sec 0 832 ma 0/ 39 (0%) 
[112] 28 0-29 0 sec 7 42 KBytes 608 Kbits/sec 1 352 ma 0/ 38 (0%) 
[112] 29 0-30 0 sec 7 62 KBytes 62 4 Kbits/sec 1294 ma 0/ 39 (0%) 
[112] 0 0-30 1 sec 227 KBytes 61 9 Kbits/sec 1 518 ma 0/1163 (0%) 
6 Datos regidos en el servidor de jperf con 20 flujos 
bln/iperf exe -s -u -P 0 -i 1 
-p 1234 -1 200 OB -f k 
Server listening on UDP port 1234 
Receiving 200 byte datagrama 
UDP buffer size 8 00 KByte (default) 
OpenscManager fatled - Acceso denegado (OxS) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1056 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrarns 
(112] 0 0- 1 0 sec 7 81 KBytes 64 0 Rbits/sec 0 842 ma 1852796269/ 	 40 
(4 6e+009%) 
(112] 10-20 sec 313 KBytes 256 Kbits/sec 0710 ma 	 0/ 	 16 (0%) 
(1121 20-30 sec 684 KBytes 560 Kbits/sec 0663 mg 	 0/ 	 35 (0%) 
[112] 30-40 sec 723 KBytes 592 Kbits/sec 0829 mg 	 0/ 	 37 (0%) 
(1121 40-50 sec 742 KBytes 608 Kbits/sec 0953 ma 	 0/ 	 38 (0%) 
(1121 50 60 sec 820 KBytes 672 Kbits/sec 0713 ma 	 0/ 	 42 (0%) 
[112] 60 70 sec 859 KBytes 704 Kbits/sec 0837 mg 	 0/ 	 44 (0%) 
(1123 70-80 sec 762 KBytes 624 Iits/sec 1144 ma 	 0/ 	 39 (0%) 
[112] 80-90 sec 840 KBytes 688 Kbits/sec 0760 ma 	 0/ 	 43 (0%) 
[112] 9 0-10 0 sec 684 KBytes 560 Kbits/sec 0 913 ma 	 0/ 	 35 (0%) 
(112] 100 110 sec 7 42 KBytes 608 Kbits/sec 0 587 ma 	 0/ 	 38 (0%) 
[112] 110-12 0 sec 7 23 KBytes 592 Kbits/sec 1 463 ma 	 0/ 	 37 (0%) 
(112] 12 0-13 0 sec 7 62 KBytes 62 4 Kbits/sec 0786 mg 	 0/ 	 39 (0%) 
[112] 13 014 0 sec 8 01 KBytes 65 6 Kbits/sec 0789 ma 	 0/ 	 41 (0%) 
[112] 140150 sec 820 KBytes 672 Kbits/sec 0759 ma 	 0/ 	 42 (0%) 
[112] 15 0-16 0 sec 7 03 KBytes 57 6 Kbits/sec 0 795 ma 	 0/ 	 36 (0%) 
[112] 160-17 0 sec 8 98 KBytes 73 6 Iits/sec 0 617 ma 	 0/ 	 46 (0%) 
[112] 17 0-180 sec 645 KBytes 52 8 Kbits/sec 1 036 ma 
	 0/ 	 33 (0%) 
(112] 18 0 19 0 sec 9 96 KBytes 81 6 Kbits/sec 0 776 ma 	 0/ 	 51 (0%) 
(112] 190200 sec 762 KBytes 624 Kbits/sec 0404 ma 	 0/ 	 39 (0%) 
ID] Interval 	 Transfer 	 Bandwldth 	 Jitter Loat/Total Datagrams 
(112] 20021 0 sec 801 KBytes 656 Kbits/sec 0 987 mg 	 0/ 	 41 (0%) 
[112] 210220 sec 527 KBytes 432 Kbits/sec 1227ma 	 0/ 	 27 (0%) 
[112] 22 0-230 sec 8 59 KBytes 70 4 Kbits/sec 1 040 ma 	 0/ 	 44 (0%) 
(1121 23024 0 sec 8 01 KBytes 65 6 Kbits/sec 1 082 mg 	 0/ 	 41 (0%) 
(112] 24 0 25 0 sec 7 81 KBytes 64 0 Kbits/sec 0566 ma 	 0/ 	 40 (0%) 
(1121 25 0-26 0 sec 7 62 KBytes 62 4 Kbits/sec 0724 ma 
	 0/ 	 39 (0%) 
11121 260-27 0 sec 8 01 KBytes 65 6 Kbits/sec 0939 ma 
	 01 	 41 (0%) 
[112] 27 0-28 0 sec 7 23 IGytes 592 Kbits/sec 0 628 tus 	 0/ 	 37 (0%) 
(1121 28 0-29 0 sec 7 62 I(Bytes 62 4 Kbits/sec 0748 ms 	 0/ 	 39 (0%) 
[112] 29 0-30 0 nc 7 81 ¡(Bytes 64 0 Kbits/sec 0 612 tus 	 0/ 	 40 (0%) 
(1121 0 0-30 2 sec 	 227 ¡(Bytes 61 5 Kbits/sec 1 345 tus 	 0/ 1162 (0%) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1073 
ID] Interval 	 Transfer 	 Bandwldth 	 Jitter Lost/Total Datagrams 
[112] 00 08 sec 664 ¡(Bytes 64 5 Kbits/sec 1098 ma 1138/ 1172 (97%) 
7 Datos regidos ene) servidor de jperf con 25 flujos 
bxn/iperf exe s u -P 0 -1 1 -p  1234 -1 200 OB -f It 
Server listening on UD? port 1234 
Receiving 200 byte datagranis 
UDP buffer size 8 00 ¡(Byte (default) 
OpenScManager failed - Acceso denegado (OxS) 
(112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1077 
ID] Interval 	 Transfer 	 Bandwtdth 	 .Jitter Lost/TOtal Datagrants 
(112] 0 0- 1 0 sec 7 62 ¡(Bytes 62 4 Kbits/sec 0 498 ma 1852196269/ 	 39 
(4 8e+009%) 
[112] 10 20 sec 020 ¡(Bytes 160 Kbits/sec 0545 ma 	 0/ 	 1 (0%) 
[112] 20-30 sec 430 ¡(Bytes 352 Kbits/sec 0789 ma 	 0/ 	 22 (0%) 
[112] 30-40 sec 703 ¡(Bytes 576 ¡(bsts/sec 3400 tus 	 0/ 	 36 (0%) 
[112] 4 0- 50 sec 645 Iytes 52 8 ¡its/sec 1 179 tus 	 0/ 	 33 (0%) 
[112] 50 60 sec 6 64 ¡(Bytes 54 4 Kbits/sec 0 666 tus 	 0/ 	 34 (0%) 
(112] 60 70 sec 742 ¡(Bytes 608 Kbits/sec 0920 tus 	 0/ 	 38 (0%) 
[112] 7 0- 8 0 sec 7 42 ¡(Bytes 60 8 ¡(bits/sec 0 963 ma 	 0/ 	 38 (0%) 
[112] 8 0- 9 0 sec 6 64 ¡(Bytes 54 4 ¡(bits/sec 0 525 tus 	 0/ 	 34 (0%) 
(112] 9 0-10 0 sec 977 ¡(Bytes 800 Kbits/sec 0525 tus 	 0/ 	 50 (0%) 
(112] 100-11 0 sec 645 ¡(Bytes 52 8 Kbits/sec 0 490 ma 	 0/ 	 33 (0%) 
[112] 11 0 120 sec 977 ¡(Bytes 800 Kbits/sec 0470 tus 	 0/ 	 50 (0%) 
(112] 12 0-13 0 sec 6 64 ¡(Bytes 54 4 Kbits/sec 1 474 tus 	 0/ 	 34 (0%) 
(1121 130-14 0 sec 9 38 ¡(Bytes 768 Kbits/sec 0 637 tus 	 0/ 	 48 (0%) 
[112) 14 0-150 sec 645 ¡(Bytes 52 8 Kbits/sec 0 808 tus 	 0/ 	 33 (0%) 
[112] 15 0-16 0 sec 684 ¡(Bytes 560 Kbits/sec 0871 tus 	 0/ 	 35 (0%) 
(1121 160-17 0 sec 9 96 ¡(Bytes 81 6 ¡(bits/sec 0 522 tus 	 0/ 	 51 (0%) 
(112) 17 0-180 sec 684 ¡(Bytes 560 ¡(bits/sec 0896 tus 	 0/ 	 35 (0%) 
[112] 18 0-19 0 sec 6 45 ¡(Bytes 52 8 ¡(bits/sec 1 156 tus 	 0/ 	 33 (0%) 
(112] 19 0-20 0 sec 8 98 ¡(Bytes 73 6 Kbits/sec 0844 tus 	 0/ 	 46 (0%) 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter 1.ost/Total Datagrams 
(112] 200210 sec 625 ¡(Bytes 512 }tts/sec 0736 tus 	 0/ 	 32 (0%) 
(112] 21 0-22 0 sec 957 KBytes 78 4 Kbits/sec 0531 tus 	 0/ 	 49 (0%) 
[112] 22 0 23 0 sec 684 ¡(Bytes 560 Kbits/sec 0825 tus 	 0/ 	 35 (0%) 
(112] 23 0-24 0 sec 977 ¡(Bytes 800 }its/sec 0801 ma 	 0/ 	 50 (0%) 
(112] 240250 sec 605 Iytes 496 ¡(bits/sec 0693 tus 	 01 	 31 (0%) 
[112] 25 0-26 0 sec 957 KBytes 78 4 Kbits/sec 0 495 as 0/ 49 (0%) 
[112] 260-27 0 sec 664 KBytes 54 4 Kbits/sec 0 958 as 0/ 34 (0%) 
[112] 27 0-28 0 sec 625 KBytes 512 Kbits/sec 1 021 as 0/ 32 (0%) 
[112] 28 0-29 0 sec 977 KBytes 800 Kbits/sec 0 924 M3 0/ 50 (0%) 
[112] 29 0 30 0 sec 684 KBytes 560 Kbits/sec 1 051 ma 0/ 35 (0%) 
[112] 0 0-30 2 sec 219 KBytes 59 3 Kbits/sec 1 568 as 0/ 1122 (0%) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1091 
[ 	ID1 Interval Transfer Bandwidth Jitter Lost/Total Datagrams 
[112] 00 	05 sec 176 KBytes 288 Kbits/sec 0 159 as 1162/ 1171 (99%) 
8 Datos regidos en el servidor de jperf con 30 flujos 
bin/iperf exe -s -u -P 0 -1 1 -p 1234 1 200 OB -f k 
Server listening on UDP port 1234 
Receiving 200 byte datagrams 
UDP buffer size 8 00 KByte (default) 
OpenSCManager failed - Acceso denegado (0x5) 
[112] local 192 168 18 78 port 1234 connected with . 192 168 18 79 port 1412 
[ ID] Interval 	Transfer 	Bandwidth 	Jitter Lost/Total Datagrams 
[112] 0 0- 1 0 sec 7 03 KBytes 
(5 le+009%) 
_ 
[112] 1 0 	2 0 sec 0 20 KBytes 
[112] 2 0- 3 0 sec 0 00 KBytes 
[112] 3 0 	4 0 sec 6 45 KBytes 
[112] 40 	5 O sec 7 42 KBytes 
[112] 5 0- 6 0 sec 7 81 KBytes 
[112] 6 O 	7 O sec 7 81 KBytes 
[112] 7 0- 8 0 sec 7 62 KBytes 
[112] 8 0 	9 0 sec 8 40 KBytes 
[112] 9 0-10 0 sec 8 20 KBytes 
[112] 10 0-11 0 sec 7 03 KBytes 
[112] 11 0-12 0 sec 7 81 KBytes 
[112] 12 0-13 0 sec 7 62 KBytes 
[1121 13 0-14 0 sec 7 81 KBytes 
[112] 14 0-15 0 sec 8 01 KBytes 
[112] 15 0-16 0 sec 7 81 KBytes 
[112] 16 0-17 0 sec 7 81 KBytes 
(112] 17 0-18 0 sec 7 23 KBytes 
[112] 18 0-19 0 sec 7 42 KBytes 
[112] 19 0 20 0 sec 8 59 KBytes 
[ 	ID] Interval Transfer 
[112] 20 0 21 0 sec 6 64 KBytes 
[112] 21 0-22 O sec 7 81 KBytes 
[112] 22 0-23 0 sec 10 4 KBytes 
57 6 Kbits/sec 0 420 as 1852796269/ 36 
1 60 Kbits/sec 0 549 ma O/ 1 (0%) 
0 00 Kbits/sec 0 549 02 0/ 0 ( 	1 	$%) 
52 8 Kbits/sec 0 464 mg O/ 33 (0%) 
60 8 Kbits/sec 0 547 M3 0/ 38 (0%) 
64 0 Kbits/sec 0 539 M3 0/ 40 (0%) 
64 0 Kbits/sec 0 711 as O/ 40 (0%) 
62 4 Kbits/sec 0 379 as O/ 39 (0%) 
68 8 Kbits/sec 1 215 0.9 O/ 43 (0%) 
67 2 Kbits/sec 0 511 ma 0/ 42 (0%) 
57 6 Kbits/sec 0 430 mis 0/ 36 (0%) 
64 0 Kbits/sec 0 846 as 0/ 40 (0%) 
62 4 Kbits/sec 0 503 me 0/ 39 (0%) 
64 0 Kbits/sec 1 453 as O/ 40 (0%) 
65 6 Kbits/sec 0 973 M3 0/ 41 (O%) 
64 0 Kbits/sec 1 296 as O/ 40 (0%) 
64 0 Kbits/sec 0 843 M3 O/ 40 (0%) 
59 2 Kbits/sec 0 776 ma 0/ 37 (0%) 
60 8 Kbits/sec 0 706 03 O/ 38 (0%) 
70 4 Kbits/sec 0 597 me O/ 44 (0%) 
Bandwidth Jitter Lost/Total Datagrams 
54 4 Kbits/sec 1 593 mis O/ 34 (0%) 
64 0 Kbits/sec 0 974 M2 0/ 40 (O%) 
84 8 Kbits/sec 1 088 me 0/ 53 (0%) 
(112] 23 0-24 0 seo 7 81 KBytes 64 0 }its/seo 0 595 ms 	 0/ 	 40 (0%) 
[112] 24 0-250 seo 4 69 KBytes 38 4 Kbits/sec 0871 ms 	 0/ 	 24 (0%) 
(112] 25 0-26 0 seo 7 62 KBytes 62 4 Kbits/sec 0 470 ma 	 0/ 	 39 (0%) 
[112] 260-27 0 seo 859 KBytes 704 Kbits/sec 0884 ms 	 0/ 44 (0%) 
(112] 27 0-28 Osco 8 20 KBytes 672 Kbits/sec 1 975 ms 	 0/ 	 42 (0%) 
(112) 28 0-290 seo 7 62 KBytes 62 4 Kbits/sec 0611 ms 	 0/ 	 39 (0%) 
(112) 29 0-30 0 set 801 KBytes 656 Kbits/sec 0 518 ms 	 0/ 	 41 (0%) 
(112] 0 0-30 2 seo 	 216 KBytes 58 5 Kbits/sec 1 076 ms 	 0/ 1105 (0%) 
(1121 local 192 168 18 78 port 1234 conneoted with 192 168 18 79 port 1427 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrama 
(112) 0 0- 0 5 seo 352 KBytes 63 1Kbits/sec 0792 mg 998/ 1016 (98%) 
(112] local 192 168 18 78 port 1234 oonneoted with 192 168 18 79 pon 1439 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrama 
(112] 00-07 seo 5 86 KBytes 64 5 Kbits/sec 1 266 ms 978/ 1008 (97%) 
/total Datagrama 
[112] 20 0-21 0 seo 996 KBytes 81 6 Kbits/sec 0 581 ms 	 0/ 	 51 (0%) 
[1121 21 0-22 0 seo 5 66 KBytes 464 Kbits/sec 0991 ms 	 0/ 	 29 (0%) 
(112) 22 0-23 0 seo 527 KBytes 432 Kbits13ec 1 523 ms 	 0/ 	 27 (0%) 
(1121 230-24 0 seo 10 9 KBytes 89 6 Kbits/sec 0635 ms 	 0/ 	 56 (0%) 
11121 24 0-250 seo 684 KBytes 560 Kbits/sec 0909 ms 	 0/ 	 35 (0%) 
[112] 25 0-26 0 seo 5 66 KBytes 464 Kbits/sec 1 498 ms 	 0/ 	 29 (0%) 
(112) 260-27 0 seo 12 1 KBytes 992 Kbtts/seo 0868 ms 	 0/ 	 62 (0%) 
[112] 27 0-28 0 seo 4 30 KBytes 352 Iits/seo 0552 ms 	 0/ 	 22 (0%) 
[112] 28 0-29 0 seo 11 1 KBytes 91 2 Kbits/sec 0 983 ms 	 0/ 	 57 (0%) 
(112) 29 0-30 0 seo 7 42 KBytes 60 8 Kbits/sec 0 397 ms 	 0/ 	 38 (0%) 
[112] 0 0-30 3 seo 221 KBytes 59 8 lwits/seo 1 545 ms 	 0/ 1132 (0%) 
[112] local 192 168 18 78 port 1234 oonneoted with 192 168 18 79 port 1137 
ID) Interval 	 Transfer 	 Bandwidth 	 .Jitter Lost/Total Datagrams 
[112] 0 0- 0 0 seo 0 20 KBytes 	 1 Kbits/sec 0 000 ms 1177/ 1178 (le+002%) 
(1121 local 192 168 18 78 port 1234 oonneoted with 192 168 19 79 port 1169 
E ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrams 
[1121 00-05 seo 4 10 KBytes 717 Kbits/sec 0320 ms 1181/ 1202 (98%) 
9 Datos regidos en el servidor de jperf con 40 flujos 
bin/sperf exe a -u -p 0 -1 1 
-p 1234 -1 200 OB -f k 
Server lastening on UDP port 1234 
Reoesvang 200 byte datagrains 
UDP buffer size 8 00 KEyte (default) 
Openso4anager failed - Acceso denegado (0x5) 
11121 local 192 168 18 78 port 1234 oonnected with 192 168 18 79 port 1212 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrams 
[112] 	0 0- 1 0 
(5e+009%) 
sec 7 42 KBytes 60 8 Kbits/sec 	1 145 MIS 1852796268/ 37 
[112] 10 	20 sec 020 KBytes 160 Kbits/sec 	1 151 ns 0/ 	1 (0%) 
[112] 2 0- 3 0 sec 0 00 KBytes 0 00 Kbits/sec 	1 151 ms 0/ 	0 ( 	1 S%) 
[112] 3 0- 4 0 sec 0 00 KBytes 0 00 Kbits/sec 	1 151 no 0/ 	0 (-1 	$%) 
[112] 4 0- 5 0 sec 2 54 KBytes 20 8 Kbits/sec 	0 999 DM 0/ 	13 (0%) 
[112] 5 0- 6 0 sec 723 KBytes 592 Kbits/sec 	0 854 ns 0/ 	37 (0%) 
[112] 6 0- 7 0 sec 859 KBytes 70 4 Kbits/sec 	0 603 TOLS 0/ 	44 (0%) 
[112] 7 0- 8 0 sec 4 69 KBytes 384 Kbits/sec 	0 540 22 0/ 	24 (0%) 
[112] 80 	90 sec 488 KBytes 400 Kbits/sec 	0 933 no 0/ 	25 (0%) 
[112] 90-10 0 sec 977 KBytes 800 Kbits/sec 	0 809 M3 0/ 	50 (0%) 
[112] 100-11 0 sec 508 KBytes 41 6 Kbits/sec 	0 780 no 0/ 	26 (0%) 
[112] 11 0-12 0 sec 527 KBytes 432 Kbits/sec 	0 822 EDS 0/ 	27 (0%) 
(112) 12 0-13 0 sec 13 5 KBytes 110 Kbits/sec 	1 784 os 0/ 	69 (0%) 
[112] 130-14 0 sec 4 69 KBytes 38 4 Kbits/sec 	1 161 ns 0/ 	24 (0%) 
[112] 14 0-150 sec 547 KBytes 44 8 Kbits/sec 	1 000 mos 0/ 	28 (0%) 
[112] 15 0-16 0 sec 6 84 KBytes 56 0 Kbits/sec 	0 486 no 0/ 	35 (0%) 
[112] 160 170 sec 918 KBytes 752 Kbits/sec 	7 842 no 0/ 	47 (0%) 
[112] 17 0-18 0 sec 4 30 KBytes 352 Kbits/sec 	2 242 ms 0/ 	22 (0%) 
[112] 18 0-19 0 sec 11 3 KBytes 92 8 Kbits/sec 	2 809 no 0/ 	58 (0%) 
[112] 19 0 20 0 sec 5 66 KBytes 464 Kbits/sec 	1 459 os 0/ 	29 (0%) 
[ 	ID] Interval Transfer Bandwidth 	Jitter Lost/Total Datagram! 
[112] 20 0 21 0 sec 109 KBytes 896 Kbits/sec 	1 006 ms 0/ 	56 (0%) 
(112) 21 022 0 sec 605 KBytes 49 6 Kbits/sec 	0 960 ns 0/ 	31 (0%) 
[112] 22 0-23 0 sec 527 KBytes 432 Kbits/sec 	0 844 ms 0/ 	27 (0%) 
[112] 230-24 0 sec 664 KBytes 54 4 Kbits/sec 	1 373 no 0/ 	34 (0%) 
[112] 24 0-250 sec 11 9 KBytes 97 6 Kbits/sec 	1 702 ms 0/ 	61 (0%) 
[112] 25 0-26 0 sec 527 KBytes 432 Kbits/sec 	0 491 ms 0/ 	27 (0%) 
[112] 26 0 27 0 sec 12 5 KBytes 102 Kbits/sec 	1 502 111.5 0/ 	64 (0%) 
[112] 27 028 0 sec 000 KBytes 000 Kbits/sec 	1 502 no 0/ 	0 (-1 	$45) 
[112] 28 0-290 sec 107 KBytes 880 Kbits/sec 	3 488 ML5 9/ 	64 (14%) 
[112] 29 0-30 0 sec 107 KBytes 88 0 Kbits/sec 	1 421 ms 0/ 	55 (0%) 
[112] 0 0-30 8 sec 197 KBytes 52 3 Kbits/sec 	1 619 ms 8/1017 (079%) 
[112] 0 0-30 8 sec 1 datagrama received out-of-order 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1241 
[ 	ID] Interval Transfer Bandwidth 	Jitter Lost/Total Datagrams 
[112] 0 0- 1 0 sec 859 KBytes 704 Kbits/sec 	0 813 no 1066/ 1104 (97%) 
[112] 0 0- 1 0 sec 42 datagram received out of order 
(112) 00- 1 0 sec 8 98 KBytes 73 2 Kbits/sec 	1 012 ns 1063/ 1106 (96%) 
[112] 0 0 	1 0 sec 45 datagram received out-of-order 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1242 
[ 	ID] Interval Transfer Bandwidth 	Jitter Lost/Total Datagrams 
[112] 0 0- 0 2 sec 156 KBytes 813 Kbits/sec 	1 214 ms 1153/ 1161 (99%) 
10 Datos regidos en el servidor de jperf con 60 flujos 
Bandwldtti 




13 	 .2 	 14 	 14 	 4 	 20 21 22 	 24fl 25272329 
lb_e — 
bxn/xperf exe -s -u -p O -i 1 -p 1234 1 200 OB -f k 
Server lastening on DDE' port 1234 
Receivxng 200 byte datagrams 
UDP buffer aire 8 00 KByte (default) 
OpenscManager failed - Acceso denegado (OxS) 
(112) local 192 168 18 78 port 1234 connected with 192 168 18 79 port 2386 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Loat/Total Datagrama 
(112) 0 0- 1 0 sec 7 03 KBytes 57 6 Kbits/sec 0 504 ma 1348221506/ 	 35 
(3 9e+009%) 
(112) 10-20 sec 117 KBytes 960 Kblts/sec 0865 ma 	 0/ 	 6 (0%) 
(112) 2 0 3 0 sec 0 00 KBytes 0 00 Kbits/sec 0 865 ma 	 0/ 	 0 ( 1 $%) 
(112) 30-40 sec 000 KBytes 000 Kbits/sec 0865 ma 	 0/ 	 0 (-1 $%) 
(112) 4 0- 5 0 sec 0 00 KBytes 0 00 Kbits/sec 0 865 ma 	 0/ 	 0 ( 1 $%) 
(112) 50- 60 sec 000 KBytes 000 Kbits/sec 0865 ma 	 0/ 	 0 (-1 $%) 
(112) 60-70 sec 020 KBytes 160 Kbits/sec 1363 ma 	 0/ 	 1 (0%) 
(112) 7 0-8 0 sec 020 KBytes 1 60 Kbits/sec 2 097 ma 	 0/ 	 1 (0%) 
[112) 80- 90 sec 020 KBytes 1 60 Kbits/sec 2005 ma 	 0/ 	 1 (0%) 
[112) 9 0-10 0 sec 1 17 KBytes 960 Kbits/sec 1 639 ma 	 0/ 	 6 (0%) 
(112) 100-11 0 sec 8 98 KBytes 73 6 Kbits/sec 0 948 ma 	 0/ 	 46 (0%) 
[112) 11 0-12 0 sec 000 KBytes 000 Kbits/sec 0948 ma 	 0/ 	 0 (1 $%) 
(112) 12 0-130 sec 137 KBytes 	 112 Kbits/sec 2 491 ma 	 0/ 	 70 (0%) 
(112) 130-14 0 sec 020 KBytes 1 60 Kbits/sec 2 962 ma 	 0/ 	 1 (0%) 
(112) 14 0 15 0 sec 11 1 KBytes 91 2 }Wits/aec 9 700 ma 	 0/ 	 57 (0%) 
11121 15 0-16 0 sec 508 KBytes 41 6 Kbits/sec 2 511 ma 	 0/ 	 26 (0%) 
[112) 160-17 0 sec 4 30 KBytes 352 Kbits/sec 1 196 ma 	 0/ 	 22 (0%) 
(112) 17 0-180 sec 104 KBytes 84 8 Kbits/sec 2264 ma 	 0/ 	 53 (0%) 
(112) 18 0-19 0 sec 410 KBytes 336 Iits/sec 2953 ma 	 0/ 	 21 (0%) 
[112) 19 0-20 0 sec 13 5 KBytes 	 110 Kbits/sec 1859 ma 	 0/ 	 69 (0%) 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrams 
(112) 200-21 0 sec 020 KBytes 1 60 Kbits/sec 2 447 ma 	 0/ 	 1 (0%) 
(112] 21 0-22 0 sec 840 KBytes 688 Kbits/sec 0608 ma 	 0/ 	 43 (0%) 
(112) 22 0-23 0 sec 000 KBytes 000 Kbits/sec 0 608 ma 	 0/ 	 0 (-1 $%) 
[112) 230-24 0 sec 14 8 KBytes 	 122 Kbits/sec 0513 ma 	 0/ 	 76 (0%) 
[112) 24 0-25 0 sec 137 KBytes 112 Kbits/sec 2649 ma 	 1/ 	 8 (13%) 
(112) 25 0-26 0 sec 000 KBytes 000 Kbits/sec 2649 ma 	 01 	 0 ( 1 $%) 
[112] 260-27 0 sec 14 5 KBytes 	 118 Kbxts/sec 1 976 mg 	 0/ 	 74 (0%) 
1112] 27 0-280 sec 102 KBytes 832 Kbsts/sec 2 989 mg 	 0/ 	 52 (0%) 
[112] 28 0-29 0 sec 0 20 KBytes 1 60 Kbits/gec 2 882 mg 	 Ø/ 	 1 (0%) 
[112] 29 0-30 0 sec 7 42 KBytes 608 Kbits/aec 1 118 ma 	 0/ 	 38 (0%) 
(1121 300-31 0 sec 000 KBytes 000 Iits/sec 1 118 ma 	 0/ 	 0 (-1 $%) 
[112] 00-31 2 sec 	 139 KBytes 364 !its/sec 2 527 mg 	 0/ 110 (0%) 
(112) 0 0-31 2 sec 1 datagrama received out-of-order 
(112] local 192 168 18 78 port 1234 conriected wxth 192 168 18 79 port 2422 
ID] Interval 	 Transfer 	 Bandwxdth 	 Jitter Lost/Total Datagrams 
[112] 00-10 sec 605 KBytes 496 Kbits/sec 0303 ma 875/ 905 (97%) 
(112] 1 0-20 sec 7 62 KBytes 62 4 Kbxts/sec 1 042 ma 
	 0/ 	 39 (0%) 
[112] 00-21 sec 141 KBytes 541 Kbits/sec 1229 ma 874/ 946 (92%) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 2434 
ID] Interval 	 Transfer 	 Bandwxdth 	 Jitter Lost/Total Datagrama 
(1121 00-04 sec 2 54 KBytes 55 5 Kbxts/sec 0254 ma 1044/ 968 
(1 le+002%) 
[112) 0 0 0 4 sec 12 datagrama received out of order 
Archivo de Configuración de para VoLP con QoS 
root@WMR-079-04 -4 vi /etc/config/qos 
# QoS configuraflon for OpenWrt 
# INTERFACES 
config interface wan 
option classgroup Default 
optionenabled 1 
option upload 	 128 










192 168 1878 192 168 1879 










/etciconflg/qos 1/92 1% 
config rec1assií 
option target 	 Pnonty 
option proto 	 icmp 
config default 
option target 	 Bulk 
option portrange 1024-65535 
config reclassify 
option target Pnonty 
option proto tcp 
option pktsize 128 
option mark IBulk 
option tcpflags SYN 
config reclassilSr 
option target Pnonty 
option proto tcp 
option pktsize 128 
option mark 'Bulk 
option tcpflags ACK 
# Don't change the stuff below unless you 
# really know what it means) 
config classgroup Defhult 
option classes 	 Prionty Expitss Normal Bulk 
option deftult "Normal 
config class Pnonty 
option packetsize 400 
option maxsize 400 
option avgrate 10 
option pnonty 20 
config class Pnontydown 
option packetsize 1000 
option avgrate 10 
config class Express 
option packetsize 1000 
option maxsize 800 
option avgrate 50 
option pnonty 10 
config class "Normal 
option packetsize 1500 
option packetdelay 100 
option avgrate 10 
option prionty 5 
config class "Normal clown 
option avgrate 20 
config class Bulk 
option avgrate 1 
option packetdelay 200 
Pruebas de VolP con QoS 
1 Datos regidos en el servidor de jperf con 1 flujo 
bin/iperf exe -s -u -P O -i 1 -p 1234 -1 200 OB -f k 
Server listening on UDP port 1234 
Receiving 200 byte datagrams 
UDP buffer size 8 00 KByte (default) 
OpenSCManager fallad 
[112] 	 local 192 168 
[ ID] Interval 
Acceso denegado 	 (0x5) 
18 78 port 1234 connected with 192 168 
Transfer 	 Bandwidth 	 Jitter 
18 79 port 1256 
lost/Total Datagrams 
[112] O O- 1 O sec 7 81 KBytes 64 O Kbits/sec O 536 ms 1852796282/ 53 
(3 5e+009%) 
[112] 1 0-20 sec 7 81 KBytes 64 O Kbits/sec 0302 ms O/ 40 (0%) 
[112] 2 0-30 sec 7 81 KBytes 64 O Kbits/sec 0262 ms 0/ 40 (O%) 
[112] 3 O- 4 O sec 781 KBytes 640 Kbits/sec 0259 ms 0/ 40 (0%) 
[112] 4 0-50 sec 7 81 KBytes 64 O Kbits/sec 0259 MIS 0/ 40 (0%) 
[112] 50- 60 sec 7 81 KBytes 64 O Kbsts/sec 0259 MIS 0/ 40 (0%) 
[112] 6 O- 7 O sec 781 KBytes 640 Kbits/sec 0259 ms O/ 40 (0%) 
[112] 7 0-8 O sec 7 81 KBytes 64 O Kbits/sec 0259 ms O/ 40 (O%) 
[112] 8 O- 9 O sec 781 KBytes 640 Kbits/sec 0319 ms 0/ 40 (0%) 
[112] 9 O 10 O sec 7 81 KBytes 64 0 Kbits/sec 0263 M2 0/ 40 (0%) 
[112] 10 O 11 O sec 7 81 ¡(Bytes 64 O Kbits/sec O 259 ola 0/ 40 (0%) 
[112] 11 0-12 O sec 7 81 ¡(Bytes 64 O Kbits/sec O 302 MS 0/ 40 (0%) 
[112] 12 0-13 O sec 7 81 KBytes 64 O Kbits/sec 0262 M3 0/ 40 (O%) 
[112] 13 O 14 O sec 781 KBytes 640 Kbits/sec 0259 Es 0/ 40 (0%) 
[112] 14 0-150 sec 7 81 KBytes 64 O Kbits/sec O 259 M3 0/ 40 (0%) 
[112] 15 0-16 O sec 7 81 ¡(Bytes 64 O Kbits/sec 0259 22 0/ 40 (0%) 
[112] 16 0-17 O sec 7 81 KBytes 64 O Kbits/sec O 259 ras 0/ 40 (0%) 
[112] 17 0-18 O sec 7 81 ¡(Bytes 64 O Kbits/sec 0259 ma O/ 40 (O%) 
[112] 18 O 190 sec 7 81 ¡(Bytes 64 O Kbits/sec 0259 Mi.9 0/ 40 (0%) 
[112] 19 0-20 O sec 781 KBytes 640 Kbits/sec 0259 mis 0/ 40 (O%) 
1 	ID] Interval Transfer Bandwidth Jitter Lost/Total Datagrams 
[112] 200-21 O sec 7 81 ¡(Bytes 64 O Kbits/sec 0258 ma O/ 40 (0%) 
[112] 21 0-22 O sec 7 81 KBytes 64 O Kbits/sec O 405 ma 0/ 40 (O%) 
(112) 22 0-23 O sec 7 81 ¡(Bytes 64 O Kbits/sec 0270 MIS 0/ 40 (0%) 
[112] 230-24 O sec 7 81 ¡(Bytes 64 O Kbits/sec 0259 ma 0/ 40 (O%) 
[112] 24 0-250 sec 7 81 KBytes 64 O Kbits/sec 0259 ma 0/ 40 (0%) 
[112] 25 O 26 O sec 7 81 ¡(Bytes 64 O Kbits/sec 0259 M3 O/ 40 (O%) 
[112] 260-27 O sec 7 81 ¡(Bytes 64 O Kbits/sec 0259 me 0/ 40 (O%) 
[112] 27 0280  sec 7 81 KBytes 64 O Kbits/sec 0259 ma O/ 40 (O%) 
[112] 28 0-290 sec 7 81 ¡(Bytes 64 O Kbits/sec 0259 M3 0/ 40 (O%) 
[112] O 0-29 7 sec 232 ¡(Bytes 64 O Kbits/sec 0234 M3 13/ 1202 (1 	1%) 
2 Datos regidos en el servidor de jperf con 3 flujos 
bin/ perf exe -s -u 20 1.1 p1234 -1200 OB -f k 
Server listening on UDP port 1234 
Receiving 200 byte datagrams 
UDP buffer size 	8 00 KByte (default) 
OpenSCManager failed - Acceso denegado 	(0x5) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1259 
[ 	ID] Interval Transfer Bandwidth Jitter Lost/Total Datagrams 
[112] 00- 1 O sec 7 81 KBytes 64 O Kbits/sec 0713 n'o 1852796269/ 	40 
(4 6e+009%) 
[112] 1 0-2 O sec 7 42 ¡(Bytes 608 Kbits/sec 0852 me 0/ 38 (0%) 
[112] 2 O- 3 O sec 7 81 ¡(Bytes 64 O Kbits/sec 0502 tus 0/ 40 (0%) [112] 3 O- 4 O sec 7 81 ¡(Bytes 64 O Kbits/sec O 939 M3 0/ 40 (0%) [112] 4 O 50 sec 801 ¡(Bytes 65 6 Kbits/sec O 617 ma 0/ 41 (0%) 


































































[112] 14 0-150 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 509 me 0/ 40 (0%) 
[112] 15 0-160 sec 7 62 KBytes 62 4 Kbits/sec 0 663 me 0/ 39 (0%) 
[112] 16 0-17 0 sec 8 01 ¡(Bytes 65 6 Kbits/sec 0 278 M2 0/ 41 (0%) 
[112] 17 0-180 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 492 ma O/ 40 (0%) 
[112] 18 0-190 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 284 ma O/ 40 (0%) 
[112] 19 0-200 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 452 M3 0/ 40 (0%) 
[ 	 ID] Interval Transfer Bandwidth Jitter Lost/Total Datagram 
[112] 200-21 0 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 259 M3 O/ 40 (0%) 
[112] 21 0-22 0 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 390 mis 0/ 40 (0%) 
[112] 22 0-230 sec 7 62 ¡(Bytes 62 4 Kbits/sec 0 552 mg 0/ 39 (0%) 
[112] 230-24 0 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 537 MS 0/ 40 (0%) 
[112] 24 0-250 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 573 mis 0/ 40 (0%) 
(112) 25 0-26 0 sec 801 ¡(Bytes 656 Kbits/sec 0 388 ma 0/ 41 (0%) 
[112] 260-27 0 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 281 os 0/ 40 (0%) 
[112] 27 0-28 0 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 540 ma 0/ 40 (0%) 
(112) 28 0 29 0 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 305 mg 0/ 40 (0%) 
[112] 29 0 30 0 sec 762 ¡(Bytes 624 Kbits/sec 0 536 ma O/ 39 (0%) 
(112] 0 0-300 sec 234 ¡(Bytes 64 0 Kbits/sec 0 507 ma 0/1200 (0%) 
3 Datos regidos en el servidor de jperf con 5 flujos 
bin/iperf exe -s -u P O -1 1 -p 1234 -1 200 OB -f k 
Server listening on DDP port 1234 
Receiving 200 byte datagram 
ODP buffer size 8 00 KByte (default) 
- 
OpenSCManager failed - Acceso denegado (0x5) 
(112] 
[ 	 ID] 
local 192 
Interval 
168 18 78 port 1234 connected with 192 168 
Transfer 	 Bandwidth 
	 JItter 
18 79 port 1276 
Lost/Total Datagram 
[112] 0 0- 1 O sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 915 ma 1852796269/ 
	 40 
(4 6e+009%) 
[112] 1 0 2 0 sec 7 62 ¡(Bytes 62 4 Kbits/sec 1 017 ma 0/ 39 (0%) 
[112] 2 0-3 0 sec 801 ¡(Bytes 65 6 Kbits/sec 0 783 ma O/ 41 (0%) 
[112] 3 0- 4 0 sec 742 ¡(Bytes 608 Kbits/sec 4 140 ma O/ 38 (0%) 
[112] 4 0- 5 0 sec 781 ¡(Bytes 640 Kbits/sec 0 963 me O/ 40 (0%) 
(112] 50 60 sec 820 ¡(Bytes 672 Kbits/sec 0 675 ma 0/ 42 (0%) 
[112] 60 70 sec 781 ¡(Bytes 640 Kbits/sec 0 617 ma 0/ 40 (0%) 
[112] 70 	 80 sec 742 KBytesi 608 Kbits/sec 0 952 ms O/ 38 (0%) 
[112] 80 	 90 sec 781 KBytes 640 Kbits/sec 0 528 sus O/ 40 (0%) 
[112] 9 0 10 0 sec 781 KBytes 64 0 Kbits/sec 0 714 OS 0/ 40 (0%) 
[112] 10 0-11 0 sec 8 01 KBytesi 65 6 Kbits/sec 0 511 sus 0/ 41 (O%) 
[112] 11 0-120 sec 8 01 KBytes 65 6 KbIts/sec 0 881 mo O/ 41 (0%) 
[112] 12 0-13 0 sec 7 81 KBytes 64 0 Kbits/sec 0 594 sus O/ 40 (O%) 
[112] 130 14 0 sec 7 42 KBytes 608 Kbits/sec 0 605 ms O/ 38 (0%) 
[112] 14 0-150 sec 820 KBytes 672 Kbits/sec 0 741 ms O/ 42 (O%) 
[112 ] 15 0-16 0 sec 7 42 KBytes 60 8 Kbits/sec 0 738 sus O/ 38 (O%) 
[112] 160 17 O sec 7 81 KBytes 64 O Kbats/sec O 578 sus O/ 40 (0%) 
[112] 17 0-18 O sec 8 01 KBytes 65 6 Kbits/sec 0802 M3 0/ 41 (O%) 
[112] 18 0-19 O sec 7 81 KBytes 64 O Kbits/sec O 623 sus O/ 40 (0%) 
[112] 19 0-20 O sec 7 81 KBytes 64 O Kblts/sec 0735 sus 	 O/ 	 40 (0%) 
[ 	 ID] Interval Transfer Bandwidth JItter 	 Lost/Total Datagrams 
[112] 20 0-21 O sec 7 81 KBytes 64 O Kbits/sec 3 752 sus 0/ 40 (0%) 
[112] 21 0-22 O sec 7 62 KBytes 62 4 KbIts/sec 1 090 sus 0/ 39 (0%) 
[112] 22 0-23 O sec 8 01 KBytes 65 6 Kbits/sec 1 	 063 1113 O/ 41 (0%) 
[112] 23 0-24 O sec 7 62 KBytes 62 4 Kbits/sec O 839 mis 0/ 39 (0%) 
[112] 24 0-250 sec 8 01 KBytes 65 6 Kbits/sec 0781 sus 0/ 41 (0%) 
[112] 25 0-26 O sec 7 62 KBytes 62 4 Kbits/sec O 622 sus 0/ 39 (O%) 
[112] 260-27 O sec 8 01 KBytes 65 6 Kbits/sec 2 516 sus 0/ 41 (0%) 
(112] 27 0-280 sec 7 81 KBytes 64 O Kb1ts/sec 1 060 me 0/ 40 (0%) 
[112] 28 0-29 O sec 7 81 KBytes 64 O Kbits/sec 3 259 sus 0/ 40 (O%) 
[112] 29 0-30 O sec 7 81 KBytes 64 O Kbits/sec 2 453 sus 0/ 40 (0%) 
[112] 00-30 1 sec 235 KBytes 63 9 Kbits/sec 2 740 sus 0/ 1201 (0%) 
4 Datos regidos en el servidor de jperf con 10 flujos 
bin/Iperf exe -s -u P O -1 1 -p 1234 1 200 OB -f k 
Ser-ver listening on UDP port 1234 
ReceivIng 200 byte datagrama 
UDP buffer size 8 00 KByte (default) 
OpenSCManager falled - Acceso denegado (0x5) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1274 
ID] Interval Transfer Bandwidth Jitter Lost/Total Datagram 
[112] O O- 1 O sec 7 42 KBytes 60 8 Kbsts/sec 1 121 sus 1852796269/ 38 
(4 	 9e+009%) 
[112] 1 0-20 sec 8 01 KBytes 656 Kbits/sec 1 174 sus 0/ 41 (O%) 
[112] 2 0- 3 0 sec 801 KBytes 656 Kbits/sec 1 241 sus 0/ 41 (0%) 
[112] 30 40 sec 703 KBytes 576 KbIts/sec 0 884 me 0/ 36 (O%) 
[112] 4 0- 5 0 sec 781 KBytes 640 Kbits/sec 1 182 sus 0/ 40 (O%) 
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[112) 15 0 16 0 sec 742 KBytes 608 Kbits/sec 1 119 M2 O/ 38 (0%) 
[112] 16 0 17 0 sec 762 KBytes 624 Kbits/sec 1 005 no 0/ 39 (0%) 
[112] 17 0-18 0 sec 8 01 KBytes 65 6 Kbits/sec 0 612 no 0/ 41 (O%) 
[112] 18 0-190 sec 820 KBytes 67 2 Kbits/sec 0 901 Mis O/ 42 (O%) 
[112] 19 0 20 0 sec 7 42 KBytes 60 8 Kbits/sec 0 903 rus O/ 38 (O%) 
[ 	 ID] Interval Transfer Bandwidth Jitter Lost/Total Datagrams 
[112] 20 O 21 O sec 8 20 KBytes 67 2 Kbits/sec O 928 re O/ 42 (0%) 
[112] 21 0-22 O sec 7 62 KBytes 62 4 Kbits/sec 1 296 ELS 0/ 39 (O%) 
[112) 22 0-23 O sec 7 62 KBytes 62 4 Kbits/sec 2 076 Es 0/ 39 (O%) 
[112] 23 0-24 O sec 7 81 KBytes 64 O Kbits/sec 2 359 rus O/ 40 (0%) 
(112] 24 0-250 sec 7 23 KBytes 592 Kbits/sec 0 964 Mis O/ 37 (O%) 
[112] 25 0-26 O sec 7 81 KBytes 64 O Kbits/sec 1 009 ms 0/ 40 (0%) 
[112] 260-27 O sec 8 59 KBytes 704 Kbits/sec O 777 ms 0/ 44 (0%) 
[112] 27 0-28 O sec 7 42 KBytes 60 8 Kbits/sec O 604 rus 0/ 38 (0%) 
[112] 28 0-290 sec 820 KBytes 67 2 Kbits/sec 0719 os O/ 42 (0%) 
[112] 29 0-30 O sec 7 81 KBytes 64 O Kbits/sec 0 863 rus O/ 40 (O%) 
[112] O O 30 2 sec 234 KBytes 635 Kbits/sec O 795 ms 0/ 1197 (0%) 
5 Datos regidos en el servidor de jperf con 15 flujos 
bin/iperf exe -s -u -P O -i 1 p 1234 -1 200 OB -f k 
Server listening on UDP port 1234 
Receiving 200 byte datagrams 
UDP buffer size 8 00 KByte (default) 
OpenSCManager falled - Acceso denegado (0x5) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1323 
[ ID) Interval 	 Transfer 	 Bandwidth 	 JItter Lost/Total Datagram 
[112) O O- 1 O sec 7 03 KBytes 57 6 Kbits/sec 1 439 rus 1852796269/ 	 36 
(5 le+009%) 
[112] 1 0-20 sec 4 69 KBytes 38 4 Kbits/sec 1 031 no 	 O/ 	 24 (0%) 
[112] 2 O- 3 O sec 820 KBytes 672 Kbits/sec 0874 rus 	 0/ 	 42 (0%) 
[112] 30 40 sec 820 KBytes 672 Kbits/sec 1 143 mo 	 0/ 	 42 (O%) 
[112) 40 50 sec 645 KBytes 528 Kbits/sec 4 070 rus 	 0/ 	 33 (0%) 
[112] 50 60 sec 8 40 KBytes 68 8 Kbits/sec 2 018 MIS 	 O/ 	 43 (0%) 
[112) 60 7 0 sec 723 KBytes 592 Kbits/sec 0848 rus 	 0/ 	 37 (O%) 
(112] 7 0 8 0 sec 7 03 KBytes 57 6 Kbits/sec 1131 ma 	 0/ 	 36 (0%) 
(1121 80- 9osec 684 KBytes 560 Kbits/sec 0 636 ma 	 0/ 	 35 (0%) 
[1121 9 0-10 0 sec 996 KBytes 81 6 Kbits/sec 2 418 ma 	 0/ 	 51 (0%) 
1112] 100-11 0 sec 7 42 KBytes 608 Kbits/sec 1 817 ma 	 0/ 	 38 (0%) 
(1121 11 0-12 0 sec 7 42 KBytes 608 	 its/sec 1063 ma 	 0/ 	 38 (0%) 
(1121 120-13 0 sec 879 KBytes 120 Kbits/sec 1116 ma 	 0/ 	 45 (0%) 
[112] 130-14 0 sec 664 KBytes 54 4 Kbits/sec 1 250 ma 	 0/ 	 34 (0%) 
[112] 14 0-150 sec 664 KBytes 54 4 Kbits/sec 1 449 ma 	 0/ 	 34 (0%) 
[112] 15 0-16 0 sec 7 81 KBytes 64 0 Kbits/sec 0746 ma 	 0/ 	 40 (0%) 
[112] 16 0-17 0 sec 723 KBytes 592 Kbits/sec 1 292 ma 	 0/ 	 37 (0%) 
[112] 17 0-18 0 sec 8 01 KBytes 65 6 Kbits/sec 0 854 ma 	 0/ 	 41 (0%) 
[112] 18 0-19 0 sec 879 KBytes 72 0 Kbits/sec 0732 ma 	 0/ 	 45 (0%) 
[112] 19 0-20 0 sec 7 42 KBytes 608 Kbits/sec 1 049 ma 	 0/ 	 38 (0%) 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Loat/Total Datagranw 
[112] 20 0-21 0 sec 645 KBytes 52 8 Kbits/sec 0 596 ma 	 0/ 	 33 (0%) 
[112] 21 0-22 0 sec 957 KBytes 78 4 Kbits/sec 1474 ma 	 0/ 	 49 (0%) 
[112] 22 0-23 0 sec 664 KBytes 54 4 Kbits/sec 0814 ma 	 0/ 	 34 (0%) 
11121 230-24 0 sec 8 01 KBytes 656 }ats/sec 0728 ma 	 0/ 	 41 (0%) 
[112] 24 0-250 sec 645 KBytes 528 Kbits/sec 3259 ma 	 0/ 	 33 (0%) 
[112] 25 0-26 0 sec 8 79 KBytes 72 0Kbits/sec 1045 ma 	 0/ 	 45 (0%) 
[112] 260-27 0 sec 625 KBytes 512 Kbits/sec 8 132 ma 	 0/ 	 32 (0%) 
[1121 270-28 0 sec 7 23 KBytes 592 Iits/sec 1 446 ma 	 0/ 	 37 (0%) 
[112] 28 0-29 0 sec 586 KBytes 480 Kbits/sec 1 286 ma 	 0/ 	 30 (0%) 
[112] 29 0-30 0 sec 664 KBytes 560 Kbits/sec 0816 ma 	 0/ 	 35 (0%) 
[112] 0 0-30 0 sec 	 223 KBytes 60 8 Kbits/sec 1 608 ma 	 0/ 1140 (0%) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1319 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrama 
[112] 0 0- 0 4 sec 2 93 KBytes 67 6 Kbits/sec 1 982 ma 1133/ 1148 (99%) 
6 Datos regidos enel servidor dejperf con 2Oflujos 
bin/iperf exe -s -u -P 0 -x 1 
-p 1234 -1 200 OB -f k 
Server listening Qn UDP port 1234 
Receiving 200 byte datagrama 
UDP buffer size 8 00 KByte (default) 
OpenscManager failed - Acceso denegado (0x5) 
(112] local 192 168 18 78 port 1234 connected wxth 192 168 18 79 port 1360 
1 ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Loat/Total Datagrama 
[112] 0 0 1 0 sec 7 03 KBytes 57 6 Kbits/sec 1 019 ma 1852796269/ 	 36 
(5 le+009%) 
[112] 1 0-20 sec 4 88 KBytes 400 Kbits/sec 1 052 ma 	 0/ 	 25 (0%) 
[112] 20 30 sec 742 KBytes 608 Kbits/sec 0590 ma 	 0/ 	 38 (0%) 
11121 30 40 sec 7 62 KBytes 624 Kbits/sec 0885 ma 	 0/ 	 39 (0%) 
(112) 4 0- 5 0 sec 7 81 KBytes 64 0 Kbits/sec 1 316 ma 0/ 40 (0%) 
(112) 50-60 sec 742 KBytes 608 Kbits/sec 0928 ma 0/ 38 (0%) 
(1121 60 70 sec 742 KBytes 608 Kbits/sec 0593 ma 0/ 38 (0%) 
[112] 70-80 sec 742 KBytes 608 its/sec 0497 ma 0/ 38 (0%) 
(112] 80-90 sec 801 KBytes 656 Iits/sec 1066 ma 0/ 41 (0%) 
[112] 9 0-10 0 sec 996 KBytes 81 6 Rbsts/sec 0742 ma 0/ 51 (0%) 
[112] 100-11 0 sec 7 42 KBytes 609 Kbits/sec 0771 ma 0/ 38 (0%) 
[112] 11 0-12 0 sec 8 01 KBytes 65 6 Kbits/sec 0829 ma 0/ 41 (0%) 
(112] 12 0-130 sec 801 KBytes 65 6 Iits/aec 1221 ma 0/ 41 (0%) 
(112] 13 0-14 0 sec 7 62 KBytes 62 4 Iits/sec 0592 ma 0/ 39 (0%) 
[112] 14 0-150 sec 7 62 KBytes 62 4 Kbits/sec 0757 ma 0/ 39 (0%) 
(112] 15 0-16 0 sec 7 42 KBytes 60 8 Kbtts/sec 0 973 ma 0/ 38 (0%) 
(112] 160-17 0 sec 7 23 KBytes 592 its/aec 0891 ma 0/ 37 (0%) 
(112] 17 0-18 0 sec 7 62 KBytes 62 4 Kbits/sec 0 827 ma 0/ 39 (0%) 
[112] 18 0-19 0 sec 723 KBytes 592 Iits/sec 0928 ma 0/ 37 (0%) 
[112] 19 0-20 0 sec 8 01 KBytes 65 6 Kbits/sec 1202 ma 0/ 41 (0%) 
ID] Interval Transfer Bandwidth Jitter Loat/Total Datagrama 
(112) 20 021 0 sec 7 81 KBytes 64 0 }its/sec 0 682 ma 0/ 40 (0%) 
[112] 21 0-220 sec 977 KBytes 800 Kbits/sec 0718 ma 0/ 50 (0%) 
[112] 22 0-23 0 sec 7 81 KBytes 64 0 Ilts/sec 1 000 ma 0/ 40 (0%) 
[112] 230-24 0 sec 7 62 KBytes 62 4 I1ts/sec 1200 ma 0/ 39 (0%) 
[112] 240250 sec 781 KBytes 640 Iits/sec 0952 ma 0/ 40 (0%) 
(112] 25 0-26 0 sec 7 42 KBytes 608 Kbits/sec 1 383 ma 0/ 38 (0%) 
[112] 260-27 0 sec 7 81 KBytes 64 0 }its/sec 0 948 ma 0/ 40 (0%) 
[112] 27 028 0 sec 7 62 KBytes 62 4 Kbits/sec 1 273 ma 0/ 39 (0%) 
[112] 28 0-290 sec 7 42 KBytes 608 }Wlts/sec 0765 ma 0/ 38 (0%) 
(112] 290300 sec 762 KBytes 624 Kblts/aec 0649 ma 0/ 39 (0%) 
[112] 00-30 1 sec 230 KBytes 62 6 Kbits/sec 0827 ma 0/1179 (0%) 
(112) local 192 168 18 78 port 1234 connected wxth 192 168 18 79 port 1354 
ID] Interval Transfer Bandwidth Jxtter Lost/Total Datagrania 
[112] 00-01 sec 078 KBytes 68 3 Kbits/sec 0071 ma 1194/ 1198 (1e+002%) 
7 Datos regidos enel servidor dejperf con 25flujos 
bin/iperf exe -s -u -P 0 i 1 
-p 1234 -1 200 OB -t k 
Server liatenxng on (mP port 1234 
Receiving 200 byte datagrama 
UDP buffer size 8 00 KByte (default) 
OpenscNanager falled - Acceso denegado (0x5) 
[112] local 192 168 18 78 port 1234 coririected with 192 168 18 79 port 1411 
ID] Interval 	 Transfer 	 Bandwidth 	 .Jitter Loat/Total Datagrams 
[112] 00- 1 0 sec 7 81 KBytes 64 O Kbits/sec 0 635 ma 1852796269/ 
	 40 
(4 6e+009%) 
(112] 1 0-2 0 sec 020 KBytes 1 60 11ts/sec 0713 tus 0/ 1 (0%) 
1112] 20-30 sec 508 KBytes 416 Kbits/sec 0419 tus 0/ 26 (0%) 
[112] 30 -40sec 938 KBytes 768 Kbits/sec 1909 tus 0/ 48 (0%) 
(112] 4 0- 50 sec 625 KBytes 51 2 Kbits/sec 1 027 ma 0/ 32 (0%) 
[112] 50-60 sec 684 KBytes 560 Kbits/sec 1609 ma 0/ 35 (0%) 
(112] 60-70 sec 703 KBytes 576 Kbits/sec 1596 tus 0/ 36 (0%) 
(112] 70-80 sec 977 KBytes 800 Kbits/sec 1594 ma 0/ 50 (0%) 
[112] 80- 90 sec 625 KBytes 51 2 Kbits/sec 1 556 tus 0/ 32 (0%) 
(112] 9 0-10 0 sec 957 KBytes 784 Kbits/sec 0874 ma 0/ 49 (0%) 
(1121 10 0-11 0 sec 6 25 KBytes 51 2 Kbits/sec 1 657 ma 0/ 32 (0%) 
[112] 11 0-120 sec 645 KBytes 52 8 Kbits/sec 0742 ma 0/ 33 (0%) 
(112] 12 013 Osee 527 KBytes 432 Kbits/sec 13 486 ma 	 0/ 	 27 	 (0%) 
[112] 130140 sec 4 69 KBytes 384 Kbits/sec 3284 ma 0/ 24 (0%) 
[112] 14 0 15 0 sec 8 79 KBytes 720 Kbits/sec 2702 ma 0/ 45 (0%) 
(112] 150160 sec 410 KBytes 336 Kbits/sec 1557 tus 0/ 21 (0%) 
11123 160170 sec 781 KBytes 640 Kbits/sec 1265 ma 0/ 40 (0%) 
(112] 17 0-180 sec 664 KBytes 54 4 Kbits/sec 0867 ma 0/ 34 (0%) 
[112] 18 0 190 sec 2 34 KBytes 192 Kbits/sec 1 982 ma 0/ 12 (0%) 
(112) 190-20 0 sec 6 64 KBytes 54 4 Kblts/sec 0 920 ma 0/ 34 (0%) 
ID] Interval Transfer Bandwidth Jitter Lost/Total Datagrama 
(112] 200-21 0 sec 977 KBytes 80 0 Kbits/sec 5 542 tus 0/ 50 (0%) 
(112] 210-22 Osee 664 KBytes 54 4 its/sec 4 937 tus 0/ 34 (0%) 
[112] 22 0-23 0 sec 3 52 KBytes 28 8 }1ts/sec 3 853 tus 0/ 18 (0%) 
(112] 230240 sec 742 KBytes 608 Kbits/sec 3862 tus 0/ 38 (0%) 
(112] 24 0-250 sec 7 42 KBytes 608 Kbits/sec 1 544 tus 0/ 38 (0%) 
[112] 25 0-26 0 sec 4 69 KBytes 38 4 Kbits/sec 1568 tus 0/ 24 (0%) 
[112] 260-27 0 sec 723 KBytes 592 Kbits/sec 0736 ma 0/ 37 (0%) 
[112] 27 0-280 sec 723 KBytes 592 Kbits/sec 1248 tus 0/ 37 (0%) 
[112] 28 0-290 sec 527 KBytes 432 Kbits/sec 6683 tus 0/ 27 (0%) 
[112] 29 0-30 0 sec 4 10 KBytes 33 6 Kbits/sec 4 169 tus 0/ 21 (0%) 
(112] 0 0-30 3 sec 191 KBytes 51 5 Kbits/sec 3 928 tus 0/ 977 (0%) 
[112] local 192 168 18 78 port 1234 connected wxth 192 168 18 79 port 1388 
ID] Interval Transfer Bandwldth .Jitter Lost/Total Datagrams 
(112] 00 0 7 sec 5 66 KBytes 632 Kbits/sec 0739 tus 1161/ 1190 (98%) 
8 Datos regidos en el servidor de jperf con 30 flujos 
bin/iperf exe -s -u -P 0 -1 1 p 1234 -1 200 OB -f k 
Server listening on UD? port 1234 
Receiving 200 byte datagrams 
UD? buffer size 8 00 KByte (default) 
OpenscManager failed Acceso denegado (OxS) 
(112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1412 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagranis 
(112] 00- 10 sec 7 03 KBytes 57 6 Kbits/sec 0420 'xis 1852796269/ 	 36 
(5 le+009%) 
1112] 10-20 seo 020 KBytes 160 Kbits/sec 0549 tus 	 0/ 	 1 (0%) 
[112] 20-30 sec 000 KBytes 000 lcbits/sec 0549 tus 	 0/ 	 0 (-1 $%) 
[112] 30-40 sec 645 KBytes 528 lOiits/sec 0464 tus 	 0/ 	 33 (0%) 
(1121 40-50 sec 742 KBytes 608 Iits/sec 0547 ms 	 0/ 	 38 (0%) 
(112] 50- 60 sec 7 81 KBytes 64 0 Kbits/sec 0 539 tus 	 0/ 	 40 (0%) 
[112] 6 0- 7 0 sec 7 81 KBytes 64 0 Kbits/sec 0711 tus 	 0/ 	 40 (0%) 
(112) 70-80 sec 762 KBytes 624 Kbats/sec 0379 tus 	 0/ 	 39 (0%) 
(112) 80-90 sec 840 KBytes 688 Kbits/sec 1215 tus 	 0/ 	 43 (0%) 
(1121 90-10 0 seo 820 KBytes 67 2 Rblts/sec 0 511 tus 	 0/ 	 42 (0%) 
(112] 10011 0 sec 7 03 KBytes 57 6 Kbits/sec 0 430 tus 	 0/ 	 36 (0%) 
(112] 11 0-12 0 sec: 7 81 KBytes 64 0 Kbits/sec 0846 ¡un 	 0/ 	 40 (0%) 
[112] 12 0-13 0 sec 7 62 KBytes 62 4 Kbits/sec 0 503 tus 	 0/ 	 39 (0%) 
[112] 130-14 0 seo 7 81 KBytes 64 0 }1ts/sec 1 453 tus 	 0/ 	 40 (0%) 
(112] 14 0-150 seo 801 KBytes 65 6 Iits/sec 0973 tus 	 0/ 	 41 (0%) 
(1121 15 0-16 0 seo 7 81 KBytes 64 0 Kbits/sec 1 296 tus 	 0/ 	 40 (0%) 
[112] 16 0-17 0 seo 7 81 KBytes 64 0 Eits/sec 0 843 tun 	 0/ 	 40 (0%) 
[112] 17 0-18 0 sec 7 23 KBytes 592 Kbits/sec 0776 tus 	 0/ 	 37 (0%) 
(112) 180-l9Osec 7 42 KBytes 608 ¡(bits/seo 0706 tus 	 0/ 	 38 (0%) 
11121 19 0-20 0 seo 8 59 ¡(Bytes 704 ¡(bits/sec 0597 tus 	 0/ 	 44 (0%) 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrams 
[112] 200-21 0 seo 664 ¡(Bytes 54 4 Kbits/sec 1 593 tus 	 0/ 	 34 (0%) 
[112] 21 0-22 0 sec 7 81 ¡(Bytes 64 0 Kbits/sec 0 974 tus 	 0/ 	 40 (0%) 
(112] 22 0-23 0 seo 10 4 ¡(Bytes 84 8 Kbits/sec 1088 tus 	 0/ 	 53 (0%) 
(1121 230-24 0 seo 7 81 KBytes 64 0 Kbits/sec 0595 tus 	 0/ 	 40 (0%) 
(112] 24 0-250 sec 4 69 ¡(Bytes 38 4 ¡(bits/seo 0871 tus 	 0/ 	 24 (0%) 
(112) 25 0-26 0 sec 7 62 KBytes 62 4 Kbits/sec 0470 tus 	 0/ 	 39 (0%) 
[112] 260-27 0 seo 8 59 KBytes 704 ¡(bits/seo 0884 tus 	 0/ 	 44 (0%) 
(112] 27 0-28 0 sec 820 ¡(Bytes 67 2 ¡(bits/seo 1 975 tus 	 0/ 	 42 (0%) 
(1123 280290 seo 7 62 KBytes 62 4 ¡(bits/sec 0611 tus 	 0/ 	 39 (0%) 
(112) 29 0-30 0 sec 801 ¡(Bytes 65 6 I(bits/sec 0518 tus 	 0/ 	 41 (0%) 
[112] 0 0-30 2 seo 	 216 ¡(Bytes 585 ¡(bits/seo 1 076 tus 	 0/ 1105 (0%) 
(112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1427 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagratus 
[1121 00- 05 seo 352 KBytes 63 1 ¡(bits/sec 0792 tus 998/ 1016 (98%) 
(112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1439 
ID] Interval 	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagraius 
(112] 00-07 sec 586 ¡(Bytes 64 5 ¡(bits/nec 1 266 tus 978/ 1008 (97%) 
9 Datos regidos en el servidor de jperf con 40 flujos 
bin/iperf exe -s u PO il p1234 -1200 OB -f k 
Server listening on ODP port 1234 
Receiving 200 byte datagrams 
UDP buffer size 8 00 KByte (default) 
OpenSCManager failed - Acceso denegado (0x5) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1591 
[ ID] Interval 
	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrams 
[1121 00- 1 O sec 7 81 ¡(Bytes 64 O ¡(bits/seo 0752 ms 1852796269/ 
	 40 
(4 6e+009%) 
[112] 1 O- 2 O sec 020 ¡(Bytes 160 ¡(bits/seo 0705 ms 
	 O/ 	 1 (0%) 
[112] 20 30 sec 000 ¡(Bytes 000 ¡(bits/seo 0705 Es 
	 O/ 	 O (-1 $%) 
[112] 30 40 sec 020 ¡(Bytes 160 ¡(bits/seo 0898 M3 	 0/ 	 1 (0%) 
[1121 4 O- 5 O sec 137 KBytes 112 Kbits/sec 0838 mis 
	 0/ 	 7 (O%) 
[112] 5 O- 6 O sec 625 KBytes 512 ¡(bits/seo 1 849 ms 
	 O/ 	 32 (0%) 
[112] 60-7  O sec 11 7 ¡(Bytes 960 ¡(bits/seo O 862 1102 	 0/ 	 60 (0%) 
[112] 7 O- 8 O sec 5 66 ¡(Bytes 464 Kbits/sec O 875 ms 
	 0/ 	 29 (0%) 
[112] 8 O- 9 O sec 410 KBytes 336 Kbits/sec 0983 ms 
	 0/ 	 21 (0%) 
[112] 9 0-10 O sec 2 73 ¡(Bytes 22 4 ¡(bits/seo 7 037 ms 
	 0/ 	 14 (0%) 
[112] 100-11 O sec 8 01 ¡(Bytes 65 6 ¡(bits/seo 3 020 ms 
	 O/ 	 41 (0%) 
[112] 11 0-120 sec 527 ¡(Bytes 432 ¡(bits/seo O 935 ms 
	 0/ 	 27 (0%) 
[112] 12 0-13 O sec 3 52 ¡(Bytes 28 8 ¡(bits/seo O 994 ms 
	 O/ 	 18 (0%) 
[1121 130-14 O sec 11 5 ¡(Bytes 94 4 ¡(bits/seo 1 499 ms 
	 0/ 	 59 (O%) 
[112] 14 0-15 O sec 8 59 ¡(Bytes 70 4 ¡(bits/seo O 915 ms 
	 0/ 	 44 (0%) 
[112] 15 O 16 O sec O 98 ¡(Bytes 8 00 ¡(bits/seo 7 193 ms 
	 0/ 	 5 (O%) 
[1121 16 O 17 O sec 107 ¡(Bytes 880 Kbits/sec 1 872 Mi.9 	 0/ 	 55 (0%) 
[112] 17 0-180 sec 508 ¡(Bytes 41 6 Kbits/sec O 637 ms 
	 O/ 	 26 (O%) 
[112] 18 0-190 sec 605 ¡(Bytes 496 ¡(bits/seo 1 608 ms 
	 0/ 	 31 (0%) 
[112] 190-20 O sec 605 ¡(Bytes 49 6 ¡(bits/seo 3 034 ms 
	 0/ 	 31 (O%) 
[ ID] Interval 
	 Transfer 	 Bandwidth 	 Jitter Lost/Total Datagrams 
[112] 200-21 O sec 2 73 ¡(Bytes 22 4 ¡(bits/seo 6 980 ms 
	 O/ 	 14 (O%) 
(112] 21 0-22 O sec 4 88 ¡(Bytes 400 ¡(bits/seo 3 525 ms 
	 0/ 	 25 (0%) 
[112] 22 023 O sec 11 3 ¡(Bytes 92 8 Kbits/sec 1 571 ms 
	 O/ 	 58 (O%) 
[112] 230-24 O sec 2 93 ¡(Bytes 24 O ¡(bits/seo 16 233 mo 
	 0/ 	 15 (0%) 
[112] 24 0-250 sec 2 34 ¡(Bytes 192 ¡(bits/seo 11 421 ms 
	 0/ 	 12 (0%) 
[112] 25 O 26 O sec 7 42 ¡(Bytes 60 8 ¡(bits/seo 2 254 MIS 	 O/ 	 38 (O%) 
[1121 26 O 27 O sec 586 ¡(Bytes 480 ¡(bits/seo 1 063 ms 
	 0/ 	 30 (O%) 
(112) 27 0-280 sec 508 ¡(Bytes 41 6 ¡(bits/seo 1 063 ms 
	 0/ 	 26 (0%) 
[112] 28 0-29 O sec 527 ¡(Bytes 432 ¡(bits/seo 1 566 ms 
	 O/ 	 27 (O%) 
[112] 290-30 O sec 4 30 ¡(Bytes 352 ¡(bits/seo 1 610 ms 
	 O/ 	 22 (0%) 
[112] O 0-302 sec 
	 158 ¡(Bytes 430 ¡(bits/seo 2 075 ms 
	 0/ 811 (0%) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1571 
( ID] Interval 
	 Transfer 	 Bandwidth 
	 Jitter Lost/Total Datagrams 
[112] 00- 1 O sec 8 98 ¡(Bytes 73 6 ¡(bits/sec 1 120 ML.5 844/ 890 (95%) 
[112] 1 O- 2 O sec 586 ¡(Bytes 480 ¡(bits/seo 3 445 ms 
	 Oí 	 30 (0%) 
[112] O O- 2 O sec 150 ¡(Bytes 607 ¡(bits/seo 3 269 ms 844/ 921 (92%) 





















1 440 M9 
O 761 me 
1 582 os 
1 582 me 
1 261 mis 
1 415 me 
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bin/iperf exe s u P0 11 p1234 -1200 OB -f k 
Server listening on UDP port 1234 
Receiving 200 byte datagrams 
UDP buffer size 8 00 KByte (default) 
OpenSCManager failed - Acceso denegado (0x5) 
[112] local 192 168 18 78 port 1234 connected with 192 168 18 79 port 1593 
[ ID) Interval 	 Transfer 
[112] 0 O- 1 O sec 6 84 KBytes 
(5 3e+009%) 
[112] 1 0- 2 0 sec O 20 KBytes 1 60 Kbits/sec 
[112] 2 0- 3 O sec O 00 KBytes O 00 Kbits/sec 
[112] 3 O- 4 O sec O 00 KBytes 0 00 Kbits/sec 
[112] 4 O- 5 0 sec O 00 KBytes O 00 Kbits/sec 
[112] 5 O- 6 0 sec O 00 KBytes O 00 Kbits/sec 
[112] 6 O- 7 0 sec 0 20 KBytes 1 60 Kbits/sec 
[112] 7 O- 8 O sec 0 20 KBytes 1 60 Kbits/sec 
[112] 8 0- 9 O sec O 20 KBytes 1 60 Kbits/sec 
[112] 9 O 10 0 sec 1 95 KBytes 16 O Kbits/sec 
[112] 10 0-11 0 sec 9 57 KBytes 78 4 Kbits/sec 
[112] 11 0-12 O sec O 00 KBytes O 00 Kbits/sec 
[112] 12 0-13 O sec 13 5 KBytes 	 110 Kbits/sec 
[112] 13 0-14 O sec O 00 KBytes O 00 Kbits/sec 
[112] 14 0-15 O sec 10 4 KBytes 84 8 Kbits/sec 
[112] 15 0-16 O sec 0 00 KBytes O 00 Kbits/sec 
[112] 16 0-17 O sec 8 40 KBytes 68 8 Kbits/sec 
[112] 17 0-18 O sec O 00 KBytes O 00 Kbits/sec 
[112] 18 O 19 0 sec 12 9 KBytes 	 106 Kbits/sec 
[112] 19 0-20 O sec 7 23 KBytes 59 2 Kbits/sec 
[ ID] Interval 	 Transfer 	 Bandwidth 
[112] 20 0 21 0 sec O 00 KBytes O 00 Kbits/sec 
[112] 21 0-22 0 sec 16 0 KBytes 	 131 Kbits/sec 
[112] 22 0-23 O sec 11 5 KBytes 94 4 Kbits/sec 
[112] 23 0 24 O sec O 00 KBytes O 00 Kbits/sec 
[112] 24 0 25 0 sec 14 3 KBytes 	 117 Kbits/sec 
[112] 25 0-26 0 sec 0 20 KBytes 1 60 Kbits/sec 
[112] 26 0-27 O sec 6 84 KBytes 56 O Kbits/sec 
[112] 27 0-28 O sec O 20 KBytes 1 60 Kbits/sec 
(112] 28 O 29 0 sec 12 3 KBytes 	 101 Kbits/sec 
[112] 29 0 30 0 sec 2 93 KBytes 24 O Kbits/sec 
[112] O 0-30 8 sec 	 136 KBytes 36 2 Kbits/sec 
[112] local 192 168 18 78 port 1234 connected with 
[ ID] Interval 	 Transfer 	 Bandwidth 
[112] O 0 1 0 sec 6 05 KBytes 49 6 Kbits/sec 
[112] 0 0 1 6 sec 12 3 KBytes 62 7 Kbits/sec 
Bandwidth 	 Jitter Lost/Total Datagrams 
56 O Kbits/sec O 832 me 1852796269/ 	 35 
[1121 local 192.168.18.78 port 1234 connected with 192.168.18.79 port 1644 
1 ID] Interval 	 Transfer 	 Bandwidth 	 Jitter 	 Lost/Total Datagrams 
[112) 0.0- 1.0 sec 4.49 KBytes 36.8 Kbits/sec 2.161 ms 758/ 781 (97%) 
[112] 0.0- 1.6 sec 8.98 KBytes 45.7 Kbits/sec 4.373 ms 758/ 804 (94%) 
Prueba de emisión del video streaming sin QoS 
• Prueba de streaming sin QoS usando MPEG4 de video y MPEG3 para audio en la 
transmisión. VLC trdnscodifica de Divx a esta configuración. 
• Se usa tráfico cruzado de un flujo udp creciente de 200 en 200 Kbytes/s hasta los 
2000 Kbytes/s 
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Prueba de emisión del video streaming con QoS 
Prueba de streaming con QoS usando MPEG4 de video y MPEG3 para audio en 
la transmisión. VLC transcodifica de Divx a esta configuración. 
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Las Redes Mesh Inalámbricas (WMN) son redes de datos con topología de red de malla 
formadas por nodos que establecen y mantienen la conectividad de red automáticamente 
éstas surgieron como una tecnología capaz de brindar conectividad de banda ancha 
segura y de bajo costo Proporcionan una solución barata, rápida y eficaz para las redes 
malámbncas de datos en zonas urbanas suburbanas y en los entornos rurales Son redes 
inalámbricas auto-organizada, auto-configurables y son fácilmente adaptables a diferentes 
necesidades de tráfico y los cambios de la red Otra de las ventajas del uso de WMN es 
su capacidad de reconstrucción de rutas al haber pérdida de enlaces, su escalabilidad y el 
manejo de multiples interfaces de radio y antenas intehgentes Esta tecnología presenta 
aplicaciones interesantes, por ejemplo en redes domésticas de banda ancha, redes 
comunitarias de vecindario la automatización de edificios redes corporativas, video 
vigilancia, para casos de emergencia y desastre 
Para que las redes malladas inalámbricas puedan trabajar se requiere de un protocolo de 
enrolamiento Utilizaremos el protocolo que propone el estándar para redes mesh (IEEE 
802 I I s) éste propone un protocolo de selección de rutas basado en direcciones de capa 
de enlace de datos (direcciones MAC) Este protocolo se conoce como HWMP (Hybnd 
Wireless Mesh Protocol) Es un protocolo híbrido basado en AODV (Ad hoc On 
Demand Distance Vector) AODV permite el enrolamiento dinámico autoarranque y 
mai salto entre todos los nodos móviles que participan en la red y utiliza la métrica de 
tiempo en el aire (an time-metric) que nene en cuenta la velocidad de transmisión de 
datos, la sobrecarga y tasa de error en la trama. 
La calidad de servicio (QoS) se refiere a la capacidad de la red para garantizar un cierto 
nivel de rendimiento para un flujo especialmente para el tráfico multimedia Las métricas 
de cahdad de servicio son el rendimiento ancho de banda fiable, jitter y el retraso Son 
requisitos básicos para un mejor tráfico en aplicaciones multimedia reales y de voz. 
Para la creación de redes basados en el protocolo IEEE 802 Ils se puede utilizar software 
de código abierto en los tomer (encaminadores) inalámbricos y de descarga gratuita. 
Utilizaremos OpenWRT que es un firmware de software hbre que pemute personalizar 
completamente las aplicaciones en el router inalámbrico e implementa protocolos de 
enrutamiento se basa en el estándar 802 lis y tiene soporte a calidad de servicio 
Un hecho importante de las Redes Mesh Inalámbricas es que proveen soporte a 
servicios multimedia reales Pero la transmisión de servicios multimedia reales 
presenta problemas de rendimiento inestable insuficiente ancho de banda, inter y mayor 
pérdida de paquetes siendo dificil ofrecer garantías del servicio en una Red El propósito 
de este proyecto es ofrecer tma solución mediante la implementación de los mecanismos 
de calidad de servicio en una red de prueba (testbed) inalámbrica multi saltos para las 
aplicaciones multimedia reales y garantizar que la transmisión de los datos sea más 
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A Performance Analysis of Wireless Mesh Networks Implementations 
Based on Open Source Software 
Iván Armuelles Voinov, Aidelen Chung Cedefio, Joaquín Chung, Grace González 
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Abstract. Wireless mesh networks (WMNs) have emerged as a promising technology, capable of 
providc broadband connectivity at low cosi Implementations hased on Open Source Software of these 
networks offer advantages for providing broadband networking communications in scenarios where 
cabling is too expensive or prohibitive such as rural environments. In this paper we evaluate the 
performance of small scalc wireless mesh WMN routing protocols for WMNs: B.A.T.M.A.N. 
Advanced and the 802.1Is standard. We also compare an OpenFlow wintroller implemented over the 
WMN, verifying thcir handwidth. datagram loas and jitter. 
Keywords: Open Source Software for research and innovation, Wireless Mesh Networks, OpenFlow, 
OpenWRT, network performance. 
1 I n troduction 
Providing telecommunication services to difficult access arcas (such as rural environments) is still 
difficult due to the lack of appropriate or inexpensive infrastructure. In this context, Wireless Mesh 
Networks (WMN) are an attractive solution for these sc,enarios due to their lower deployment costs and 
case of expifilsion WMNs could be usad rn comrnunity nctworks, borne networking, video surveillance and 
emergency/disaster situations [1] However WMNs Ñce several resfrictons such as iow-end equipment, 
single wireiess channel and mterfercnces, which degrade dic overail performance of dic network, and 
impose many drawbacks to even currcnt and standard lntanet's services In ibis paper we evaluate dic 
performance of WMN impieinentations based on Open Source Software for multimedia scrvice transpon. 
In our case WMNs basad on iaycr 2 routmg protocol mise as a sunablc and optimal connectivity choice, as 
any ¡ayer 3 addressing protocol could be used on top either iPv4 or lPv6 Hence we compare IEEE 
802 lis standard [2] agsrnst Better Approach To Mobile Adboc Nctworkmg Advanced protocol 
(SA T MAN) [3) AS we compare diese two protocois with die OpenFlow protocoi [4] which is used 
to control dic forwardmg tab les of switches, routers and accesa pomts from a remoto server icveiaging 
mnovative services over dic network such as access control, network vutsahzation, mobility network 
management and visuaIition. ile paper 15 orgamzed as follows in Section 2 we describe dic 
implementanon of our testbed. In Section 3 we describe dic test and show dic resulta oblamed. Finally m 
Section 4 we describe our conclusions 
2 Testbed Implementation 
Tite testbed consisted of a sinali sSe WMN composed by four wircless routers. Tite experiments were 
conducted msidc a small laboratosy because ibis mdoor envu'onmcnt is vety similar to the conditions of a 
real home netwothng scenario (Fig 1) AV dic wireless muten used m ibis testbed were TI' Link U-
WRIO43NI) vi 8, with four LAN pons of 1 Gbitls Ethemet, one WAN pon of 1 Gbit/s Etbernet, and one 
902  in wlre)css mterÑce titat works m dic 240Hz frcquency band. Wc replaced the firmware of dic 
wueless routers with dic open firmware OpenWRT [5) which is a vejy well-known Linux distribunon for 
embedded devices OpenWRT supports WMN with rotmng protocols tike OLSR, B 4tT MA N and dic 
new standard for WMN networks 802 lis For the expenmenta we used dic OpenWRT Backflre 1003 ¡ 
which comes with 802 lis support by dcffiult. To evaluatc SA T.MA N Advanced, was necessary to 
instail dic batman-adv package For dic expenments wub OpenFlow we compiled OpenWRT with a 
package called Pantou thaI supports dic OpenFlow protocol ile OpenFlow controller used m dic 
expenments was ¡'OX, which is a controller based on NOX for rapid deployincnts of SDNs using Pydion 
A iist of sil dic componenta of dic tesibed and used toois based en Open Soin Software is shown m dic 
table 1 
3 Performance Evaluafion 
0w expennient had dime scenarios, dic flrst one was a WMN composed by fbw MP configured with dic 
802 11 s standard. ile sccond sanano was dic same four MP hui using dic batman-adv protocol 'rite Iast 
one was the four MP connected lo an Openflow controller using an out of band network flir control and a 
dala network i e a wnvd network for the control signalmg, dueto a limitation of the hardware setected 
Tite tesis were conductcd in a low interference envimnment, which mamtains the optimum condiüons for 
VoIP tnffic (packet loss should not exceed 14 dic maximum dclay sbould <150 ms and ptta must be kept 
be 10w 20 os) For our study we took measurements using Iperf either m UDP and TCP mode Evety UDP 
test was maintained for 300 seconds and repeated ten times, while dic TCP test wherc mamtained for 180 
seconds and repeated five times Eveiy test was made for one hop two hops, diree hops and four hops, for 
bodi sananos. 
In the 1/OP test we found thai for one and two hops dic maimum throughpta was higher m dic Balman 
adv sanano ilus is becausc ni dic Batrnan-adv, 
 impicmentation, dic wireiess mterÑces synchromze al 
802 II n (transmission rates up to 300 Mbit/s) On dic otiter batid, dic implementation of 802 lIs only 
synchromzcs al 
} 	 () 	 4) 	 4) 
—Ii-- —n--- —7z--- 
n 	 O 
ng. i WMN imp lementation 
Tabla 1 Tools basal en Opai Sowce Software for WMN implementanon and tbeir evaluation 
Name Supported I'tatform Features 
OpenWRT Wide variety of Allowsyou to cuomize tite apphcations on tite wirelcss 
wueless muten router It unplements routing protocola such as OLSR 
and BATMM4 It can be adapted to woTk witit IPv6 and 
suppons 8021 la. OpenWrt rs the fi'amewotk lo build an 
apphcalion without having to bwld a complete firmware 
around it. 
Pantou Luilcsys and 1? Link Implementation of tite OpcnFlow protocol for tite 
Wirelcss Router OpaiWRT firmware 
NOXÉPDX Linux OpenFlow coritrollcr basal on Pylhon and C + + 
Mininet Linux AlIows you to acate scaiablc software deflncd networks 
witiun a single PC 
Insider Linux and Windows Locate wireless nelwoits and measures dic intensity of 
titear signals. 
Ipaf Linux and Windows Creates TCP and UDP data fiows lo measure dic 
heitaivor of tite network with rcspcct to soine QoS 
Wircshark Linux and Windows Ptvtocol anaiyw used for analyzing and solving 
problema ro commrmicatson networks 
802 1 lg (54 Mbit/s) For dic OpenFlow scenario tite data network as based un a 802 lis WMN whcrc tite 
mesh mtcrfaces are ia,nlii,lIed by OpenFlow Wc did not get resulta for OpenFlow at threc and four hops 
because iperf&d not show tite repoit 
fle reason rs tite de&ult bebawor of tite OpenFlow switch, it cannot send a packet dirougit dic mcommg 
pon. However m a WMN this bebavior is valid m a node actmg as a relay This behavior caused a large 
amount of en'ors and iperfdid not show a repon. As a matter of lhct batman-adv as ablc to achieve higher 
dimughput at tinte hops, but at dic expense of a higher percentage of packet loas andjitter Finaily at four 
hops tite throughput of batman-adv rs again greater titan tite dirouajiput of 802 11 s, and OpenFlow was not 
able to pasa traffic correctly Satn,an-adv has en overali greater diroughput, albert at dime hops 802 lis 
shows a better performance Tite control signalmg of OpenFlow have a 10w impact in dic performance of 
tite WMN routing protocol 
In dic jhter measuremenis we fbund that for Ml hops Batman-adv had a greaterjrtter titan tite 802 lis 
standard, however dic maximum value as still below dic 20 ms pctmitted fbr a good VoIP cali. lite resulta 
for three and finir hops are misscd because dic sanie reason of tite UDP throughput tea Tite gitter t'or one 
hop was greater dian tite jilter for two hops for aH dic threc protocola lina rs because at une hop dic test 
was conducted usmg a PC for tite Iperf server and one of tite wireless muten as tite Iperf client, which have 
a lower computmg power 
Walt respect to dic ion it was determmcd diat batman adv has a higiter percentage of bat datagrams 
titan 802 1la imnl tite third hop wbile sendmg UDP btfflc At tite %inth hop 802 lis had loo many errora 
and duplicated packets, so dic resulta reportad by Iperf were unrehable Tite same beliavior was observed 
for OpenFlow at dime and Ibur hops Wc made tests sendmg JCP trafflc to measure tite maximwn 
titroughput allowed. Batman-adv obtamcd greater throughput titan dic 802 lis standard and OpenFlow 
Smce TCP has mechanisms for detecting and corrcctmg errors, tite throughput of batman-adv st dime hops 
15 greater titan tite dirougitput of 802 lis and OpenFlow ni tina case regarding tite resulta obtamed ni UD? 
Besides, for Ml dic cases batman-adv showed dic best performance of dic tinte protocola under study 
4 Conclusion 
From tite resulta of Ibis expenence we can conc lude titas botit layer2 routmg protocola implemented with 
Open Source Software for WMNs han advanlages and disadvantages Tite BÁ T.MSN Advanced 
protocol achieves higiter tmnsmission ratos than 802 lis, bus as tite expense of a higher percentage of 
datagram loss However tite throughput of tite WMN is nos an impediment for services such as 
videoconference tite current video codecs allow higb quality videos wttb Iowa bandwidtb requiremenss 
Besides, tite 802 lis sbowed a iowerjitter titan batman-adv which is better for real-time commumcations 
802 lis 'a an IEEE standard, consequently many equipments ni tite fliture will support tina protocol Also 
802 lisis more secwt because it does not have a SSID fleid ni tite frame so it cannot be easily smffed. 
Fmally 802 1Is has support for mulflcast mberently Regarding OpenFlow the architecture based on a 
control network separated from tite dato network (as proposed by Dely et al ni [4]) shows an acceptable 
performance competed to dic 802 11  standard. Tite m-band control approach 'a not recommended for 
WMN deployments for rural communmes dueto ita bad performance 
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