Introduction and problem
Synthetic aperture radar (SAR) [23] is a remote sensing technology that can truly operate 24/7. It's an all-weather system that can image at any time except in the most extreme conditions. It can operate either day or night and has a long standoff. SAR combines multiple results from different viewing angles to create a high resolution image of an area. For the area it is illuminating, SAR is a coherent imager that measures both phase and magnitude of the return. Using two registered images taken at different times, one can use coherent change detection (CCD) [23] to detect minute changes from one collection to the next. By making multiple passes over a wide area, a SAR can provide surveillance for long time periods. One research area of interest is exploiting this large amount of imagery to learn about activities in the surveillance area. One approach uses a geospatial-temporal semantic graph [4] . Here nodes of the graph represent fundamental objects in the image data such as buildings, road, water, etc., and the edges represent their spatial and temporal relationships. Image searches such as "find all the buildings >200m from a paved road," can then be accomplished using the graph framework.
Before a geospatial-temporal semantic graph can ingest this large amount of data, it is necessary to segment and classify the SAR images into objects that identify various terrains and man-made structures. Here, we refer to these objects as static-features.
In this paper we concentrate on the detection and classification of roads in SAR images. Road detection not only serves as a surrogate for finding other static features, but it is in of itself important for aligning SAR images with other data sources such as maps, light detection and ranging (LIDAR) images, or optical imagery.
In this paper we also concentrate on single-pol SAR imagery. While fully-polarimetric SAR can be decomposed into scattering mechanisms [7] [8] [11] [32] [33] [49] [57] and is very helpful in static feature extraction, many current SAR systems in use only have a single polarization. If multiple polarizations are available, our approach can be extended to incorporate the additional polarimetric information.
Previous work on road finding in SAR
Road detection in SAR imagery has applications in route mapping for emergency vehicles and alignment of spatial datasets. In recent years, approaches to both semiautomated and automated SAR road detection have been considered. Semi-automatic approaches [5] [6] [25] [28] [29] [58] [60] for high-resolution images gained traction for the following reasons: complexity and variability of road characteristics, road discontinuities caused by shadows, layover [23] , and isolated bright areas, and ambiguity in terrain with similar characteristics to roads. These semiautomatic approaches generally assume or explicitly model certain road characteristics such as low intensity, elongated shape, low curvature, constant width. Most methods follow a two-step process: a local detection step to identify likely road segments in an image followed by a global optimization step to join candidate segments while suppressing false alarms. The detector parameters are derived from a user-defined road center-point or road segment in the image. Cheng et al. [6] proposes local road segment detection using a double-window template followed by a global particle filtering step. This method requires a user-input road center-point for the template, and additional seed points in the event of tracker failure. Zhou [60] proposes a human-computer interaction system for road tracking in which a user sets an initial state for a Bayesian filter, as well as providing seed points in the event of tracker failure. An earlier work by Kim et al. [25] detects road segments based on least-squares correlation matching, thereby avoiding a global tracking step, and also requires a user-given road center-point for the matching step. In these approaches, tracking is typically interrupted by shadows, layover, isolated bright points, or abrupt changes in intensity along roads. Resolution of 1m is considered high, and road detection is based on a single SAR image of a scene.
Many [54] also take a local detection-global optimization approach, often including a speckle reduction step. Detection is generally performed using single SAR images, although occasionally multi-aspect data is used. Many of these methods perform the detection-optimization based on a priori knowledge of road geometries or context objects, in addition to road intensity characteristics. Amberg et. al [1] and Wessel [54] take a context-based approach to automatic local detection and global optimization. Context based approaches weight detected road segments according to the existence of nearby context objects, such as vehicles or building layover, that likely indicate roads. These weights can be incorporated into the cost function for optimization or as a postprocessing step to optimally join disjoint road segments and reject false alarms. Jeon et. al [24] models roads as curvilinear, finite-width structures. After speckle reduction and applying a threshold, they extract curve segments and optimally group the segments using perceptual grouping factors. Noisy curve segments are removed prior to the grouping procedure. Negri et. al [39] recovers road networks using junction-preserving segment detection followed by a Markov random field network optimization step, where the likelihood term is based on a priori knowledge that roads must pass through junctions. This work was tested on both 5m and .5m resolution fullpolarization images. On the .5m resolution test image, 64% correctness and 77% completeness were reported. In a related work, Lisini et. al [30] proposes a fusion of road networks recovered at multiple resolutions from a local detection-global optimization procedure. Both segment detection and network optimization are based on the fusion of a curvilinear detector and intensity classification map. Network optimization is performed via Markov random fields with likelihood term based on the detectorclassification fusion output. This method was tested on 1.25m and sub-meter resolution images. The sub-meter resolution image demonstrated 78% correctness and 46% completeness. More recently, other multi-resolution approaches have been considered for the candidate segment grouping/network optimization step. He et. al [19] uses multiscale geometric analysis to perform the candidate segment grouping step after a local detection process, and Perciano et. al [41] uses a hierarchical Markov random field for network optimization, following detection via fusion of ratio-and correlation-based line detectors. Finally, Hedman and Hinz [20] adapted the local detection-network optimization approach to multiaspect SAR data via Bayesian network fusion.
Other recent road detection approaches have included scene classification based on spatial context [42] and adaptive region growing [36] . Popescu et. al [42] classify scenes, such as those containing roads, using a set of spectral features derived from large image patches that provide spatial context. These features can discriminate between approximately 30 scene classes with a recognition rate of at least 50% for 1m resolution imagery. In Lu et. al [36] , adaptive region growing in the global optimization step achieved a reported 86% correctness and 56% completeness in road detection in a .5m resolution image.
In contrast to the above automatic methods, our approach uses statistics of multi-pass, high resolution SAR products taken over a long time period. A novel SAR product is developed called a long-term CCD (LCCD) image which indicates that man-made objects decorrelate slowly over time in comparison to natural features. Combining the LCCD with a time-averaged backscatter product provides high-confidence road detection. Following an offline training phase, our approach is fullyautomated with high probability of correct detection.
Our approach is unique in that it not only makes use of higher-resolution and multiple SAR products, but takes advantage of the fact that paved roads tend to decorrelate slowly over time. The classification algorithm is based on probabilistic fusion that produces a goodness-of-fit test statistic, which creates closed decision boundaries that surround classes-off-interest represented by the training set. It also excludes samples dissimilar to anything in the training set by declaring them as an "unknown" class. The input to the fusion algorithm is based on the KolmogorovSmirnov (KS) test. Unfortunately, the SAR products violate the independence assumption required for the KS test. We also introduce a novel way for handling this by using training data to modify the null distribution for the KS test. We reserve enforcing contextual and shape constraint for higher levels of processing.
3. Overall approach Figure 1 shows a block diagram for our approach. The input is based on what we call SAR image products. These products result from combining SAR images from multiple passes. Here we assume the images have been calibrated and are collected at approximately the same aspect and grazing angles. For example by registering multiple SAR images of the same area collected at different times, one can reduce speckle (described in section 4) and Doppler streaks by using the median value of each pixel across the time dimension. This produces cleaner images while maintaining spatial resolution. Next a superpixel segmentation algorithm is used to group pixels into homogeneous regions. For each superpixel, feature extraction involves identifying corresponding pixels in each SAR product. In the classification stage statistical models of roads for each image product is matched to the corresponding feature vector. The feature vectors are then combined using probabilistic fusion.
SAR speckle
SAR speckle is an artifact of coherent imaging. In the magnitude domain, speckle for a region with constant backscatter is typically modeled with a Rayleigh distribution [52] Lee [33] has shown that histograms of SAR images are unimodal even if they contain multiple regions with different backscatter means. For example, Figure 2a shows a SAR image with both paved and dirt road regions, high desert scrub region, and a building region, but the probability density function (Figure 2b ) is unimodal. Lee [33] has shown that a subaperture multilook approach makes it easier to separate regions with different mean backscatter.
Approaches using gradients, which are popular in optical image processing, are also problematic in SAR because of the speckle. Gradient approaches which assume additive Gaussian noise tend to emphasize the SAR speckle. Figure 3a shows a 128x128 chip of a homogeneous region from the image in Figure 2 . The coefficient of variation µ σ / for the chip in the magnitude domain is 0.54. For a Rayleigh distribution, this value is close to the theoretical value of 1 4 − π (~0.52). If one applies a Canny edge detector to the entire image and uses parameters that would eliminate all but the strongest edges in an optical image one can see edges created by the speckle. These edges appear in a homogeneous region where there should be no edges. This is also apparent in CCD images, for example see Figure 4 . In summary, current optical techniques can't be arbitrarily applied and may not extend well, or may need to be modified for SAR imagery. To avoid these problems researchers often use speckle reduction algorithms. Similar to image morphology, the Crimmins algorithm [10] uses an iterative geometric approach for reducing clutter. A comparison article [16] discusses some of the most popular speckle reduction approaches [14] [27] [31] and compares them to wavelet approaches. Like any smoothing approach there is a tradeoff in reducing speckle and keeping fine features, but it does allow the application of optical type algorithms. 
Multipass SAR image products
By exploiting temporal and spatial statistics it is possible to derive a number of SAR image products designed to reduce speckle without reducing the effective resolution.
Subaperture multilook
As suggested by the work of Lee [33] we create a subaperture multilook image [23] which is used by the superpixel oversegmentation algorithm. Forming a subaperture multilook image requires transforming a complex-valued SAR image back to the two-dimensional Fourier domain, partitioning the spectrum into nonoverlapping pieces and non-coherently averaging the images formed from each piece of the spectrum [15] . The subaperture multilook image has coarser spatial resolution than an SAR backscatter magnitude image formed from the complete phase history, but also has reduced speckle. See Figure 5b for a four-look subaperature multilook and Figure 5a for the corresponding SAR image. 
Median over time radar cross section (RCS) image
We can use multiple passes of SAR images collected from the same scene to compute image statistics for speckle reduction. We calibrate each radar cross section (RCS) image and, from a stack of co-registered RCS images of the same scene, compute a median image to form the median-RCS image, which is a temporal multilook product. Figure 6a shows an example of an median RCS image.
Long term CCD image
We define a long-term CCD (LCCD) image as a CCD image where the time elapsed between the first SAR image and the second SAR image is greater than a single day. In order to understand the overall decorrelation as time increases, LCCDs were generated for increasing time delta
Once LCCDs are generated for a specific t Δ , the resulting LCCDs are co-registered into an image stack. The median LCCD is then calculated for a t Δ by finding the median value for each pixel from all corresponding pixels in the stack. The result is a single median-LCCD image for the given time delta. The median helps remove Doppler streaks that can appear in SAR images because of moving vehicles and minor weather disturbances. Figure  6b shows an example of a median LCCD image from the same scene as in Figure 5a . To analyze the behavior of the LCCD for different static features, analysts selected representative superpixels for each statistic feature. The plots in Figure 7 show the result of taking the mean of the median-LCCD values for these superpixels and plotting how the mean changes with t Δ . The Figure shows that at = Δt 1, there are basically three ranges of LCCD values: high, medium, and low. High LCCD is around 0.9 and occurs for paved-roads, gravel, and desert static-features. Low LCCD is below 0.5 and occurs for shadows and trees. Here the pixels are essentially decorrelated. Medium LCCD occurs between 0.8 and 0.6. The static-features in this range are manmade, cement, and soil. As t Δ increases soil and desert decorrelate at a high rate whereas paved, man-made, gravel and cement decorrelate at a much slower rate. This type of feature is very powerful in discriminating pavedroad from hard packed soil. Here both have similar RCS, but the soil decorrelates faster.
SAR segmentation
Image segmentation is the process of dividing an image into homogeneous regions. Instead of classifying individual pixels or using sliding-window-processing of pixels, we segment the image into superpixels. A wide body of research has been developed for, and have applied, superpixel algorithms for optical imagery [15] [1][44] [35] . In our work these superpixels form groups of approximately 500 pixels that have similar location and intensity. They facilitate statistical characterization of classes by providing self-similar regions, reducing computation complexity, and following natural boundaries instead of introducing artifacts as sliding window approaches often do. 
Recent works [51][55][17][59][56]
[38] have allowed application of superpixel segmentation to SAR imagery, as well, in spite of SAR speckle. We follow the approach of [38] and use the Simple Linear Iterative Clustering (SLIC) algorithm. The SLIC algorithm implements a localized kmeans [37] [12] algorithm with a Euclidean distance metric that depends on both spatial and intensity differences. When applying SLIC to an RCS domain such as subaperture multilook, we use the log-magnitude domain. Here, Euclidean distance in the log-magnitude domain is equivalent to a ratio-intensity distance in the magnitude domain, as proposed by Xiang et. al [56] .
Achanta, et.al. [1] use the LAB color space channels, with equal weights when applying SLIC to optical color imagery. We may select one, two or three of the coregistered SAR image products as input channels for the SLIC segmentation. If we had reason to believe that any channel(s) were more important than other(s), we could weight the images accordingly. Figure 8 shows an example of a superpixel segmentation using the subaperture multilook SAR image in Figure 5b . 7. Classification Figure 9 shows the classification approach in more detail. The core of the approach is what we call a match matrix. Each row of the match matrix represents a superpixel from a SAR image product. Each column represents models for a static-feature of interest. In this paper, the columns represent different types of pavements in roads. Each entry in the match matrix represents the score of matching the appropriate model to the superpixel corresponding to the correct SAR image product. Sensor fusion then combines the scores together and the classification module selects the best score from the different fusion algorithms. 
Train, test and validation data
Our approach is a supervised training approach, where for each model of interest, we identify approximately 300 superpixels. One third of the superpixels are used for training, one third for test, and one third for validation. The superpixels are selected to be roughly homogeneous in content with consistent radar parameters: frequency, polarization, and grazing angle.
Kolmogorov-Smirnov test
As discussed in Section 4 the Rayleigh distribution is a good model for SAR backscatter from homogenous clutter regions such as bare ground, dense forest canopies, and snow covered ground [52] . For nonhomgenous regions other models have been proposed. For example, the lognormal or Weibull distributions have been used for sea ice [52] . Salazar proposed using the beta prime distribution as a unified model for describing homogeneous and heterogeneous clutter and extremely heterogeneous (man-made) areas [46] [47] . The beta prime model is completely characterized by two parameters, which dictate the shape and scale of the SAR data. Unfortunately, estimating shape and scale parameters doesn't have a closed form solution. In [18] Gao gives a summary of the 40 year history of SAR modeling and gives more than a 100 references on the subject.
A parametric test would not only require estimating the parameters of the distribution, but to have knowledge of the form of the distribution. This can be problematic for large numbers of SAR image products and static-features.
Instead of using a parametric model to describe superpixels for different static-features and SAR image products, we use the nonparameteric two sample Kolmogorov-Smirnov (KS) test [26] [50] [43] .
The training process creates a nonparametric cumulative distribution function (CDF) for each SAR image product associated with each static-feature. The KS test compares the CDF of pixels within a test superpixel against each trained CDF and produces a match statistic for each. This allows the algorithm to adapt to any distribution for a given static-feature and SAR image-product. Let ) (x F n represent an empirical CDF defined by n observations from an independent and identically distributed (iid) sample
under a superpixel. Then
where the indicator function ) ( x X I i < is 1 if x X i < and 0 otherwise. Suppose the empirical CDF from the training data is represented by ) (x G m then the two-sample KS test for testing the hypotheses
where ) /( m n mn K + = . For the null hypothesis 0 H : (6) The KS test is attractive, because the p-value for the null hypothesis can be estimated and used for the probabilistic fusion algorithm (Section 7.3). Unfortunately, the observations n X X … , 1 are not independent for the SAR image products. To handle this we take the approach of Bayley [3] . Here we estimate how the effective number of observations affects the mean and variance of ) (t H using the training data and a leave-oneout (LOO) method. Our approach is inspired by the work of Zhang and Wu [60] estimated using the superpixel training data and a LOO technique. The superpixels that belong to the class of interest can have different sizes and shapes. The key assumption, based on Bayley's work, is that nonindependence affects the effective number of independent observations and thus only the mean and variance of the distribution ) (t H . Figure 10 shows the result of this approach for the paved road static-feature class using the median RCS image product. From the N training superpixels N-1 are selected to create a model
where m is the total number of pixels in the N-1 superpixels. Assuming the left-out superpixel has n pixels then we can compute ) (x F n and ) (x D nm . We can now compute N such scores. In the Figure the red curve shows the distribution of these scores using a Parzen kernel density estimator [40] [12] . Because of the violation of the independence assumption, the distribution doesn't match the theoretical ) (t H shown by the dotted black curve. Using equation (9) we create a new distribution shown by the blue curve that gives a much closer approximation to the true distribution.
Probabilistic fusion
From Figure 9 it can be seen that the goal of fusion is to combine the match scores for each static feature. The important steps in this process are to normalize the scores so they can be easily combined and account for any dependence between the scores. To accomplish this we use probabilistic fusion [48] . is the p-value and is uniformly distributed [22] . It follows that )) ( 1 log(
is exponentially distributed [13] . It is expected that i Y will be large for superpixels that violate the null hypothesis. This process normalizes the KS scores so that they can be combined for different products by simple addition:
where f S is the fused score. The distribution of f S is approximated as a gamma for the null distribution with parameters Because each i Y is expected to be large for superpixels that violate the null hypothesis, it is sensible to make the corresponding static feature identification decisions by setting a threshold on the value of f S . Fused scores at or below the chosen threshold are classified as the corresponding static features, while those with scores above the threshold are classified as unknown.
Results
For training, test, and validation data we select approximately 300 superpixels of the following staticfeatures: paved road, shadow, man-made (dihedral and trihedral returns), scrub desert, bare earth, gravel, cement, and trees. One third of the data is used for training and developing KS models of paved roads, one third for tests and parameter selection and one third for validation. Probabilistic fusion is a goodness-of-fit approach so we only need to develop models of the paved road class. All other classes should have large fused scores indicating an unknown (nonpaved) class. For paved-road, the distribution of fused scores should follow a gamma distribution with parameters r and λ (12) . Figure 11 shows the receiver operating characteristic (ROC) curves using the test data. Here we plot the probability of false alarm (PFA) vs. probability of detection (PD). Each point on the ROC is determined by a threshold f τ on the fused score f S . The decision is given by the following: Figure 11a shows the ROC curve when using just the score from the KS test of the paved road template for the median-RCS SAR product. Figure 11b shows the result using the median-LCCD with 14 = Δt days and Figure 11c shows the result using the median-LCCD 1 2 = Δt days. Finally Figure 11d shows the result of using probabilistic fusion and it should be readily apparent that probabilistic fusion significantly improves the results. Figure 12b shows an example of the paved superpixels dectected from the SAR image in Figure 12a . Yellow indicate superpixels that were labeled as paved and black indicates superpixels labeled as unknown. Figure 13 shows the road labeled on a larger SAR strip of approximately 0.1 km 2 . One can see the road is well defined and there are some minor isolated false alarms in the scrub desert area. These false alarms are mostly likely caused by hard packed soil in the scrub desert area.
In future work we will use a conditional random field with the superpixels as the nodes [15] that will enforce spatial consistency constraints to remove these isolated superpixels. 
Conclusion
With the availability of a large amount of high resolution surveillance data we have a unique opportunity to build on current approaches and find new ways to segment SAR images, specifically automatically identifying paved-roads in SAR imagery. The phenomenon of SAR speckle requires careful consideration on using standard optical approaches for image segmentation. With the availability of a long time history of SAR imagery for a specific area, we have introduced a new SAR product based on a long term CCD. Usually the time separation between successive SAR collections for a CCD creation is on the order of hours, but we have investigated how different regions decorrelate over many days. We have found that the type of terrain often determines the rate of decorrelation. Here, the paved-road static feature maintains a high degree of coherence even after many days. Even with LCCD images there is still a large amount of confusion between certain high desert areas, man-made objects and paved roads. Applying probabilistic fusion to combine multiple data sources, LCCD and SAR RCS for this case, significantly reduces between-class confusion. Because probabilistic fusion models the class of interest and tests for fidelity to the model, it allows an unknown class, which is difficult with many machine learning approaches [53] [45][9] [43] . Since probabilistic fusion requires p-values to normalize the inputs, the KS test is a natural fit. Its nonparameteric approach allows it to model any distribution from Rayleigh to Weibull to a beta prime distribution. All of which (plus many more) have been proposed to model different types of terrain in SAR images. Unfortunately, the SAR products violate the independence assumption required for the KS test. We have introduced a novel method that uses training data to modify the null distribution, which corrects for dependence between observations in the KS test. This allows the correct pvalues to be estimated and the application of probabilistic fusion.
Future Work
An obvious extension to this work is to use the same approach for identifying other static-features such as shadow, man-made objects, trees, scrub desert, etc. The probabilistic fusion frame work with the KS test can be easily extended to other static-features and incorporate different SAR products such as polarmeteric SAR. We would also like to apply a conditional random field using the superpixels as the nodes [15] of the graph and the output of the probabilistic fusion algorithm for the unary energy function. This will help improve the segmentation by enforcing spatial consistency constraints. 
