Abstract. Data center infrastructures need to provide high availability of their services. Unexpected spikes of downtime in data centers lead to financial losses. Besides, there are intangible costs such as damaged reputation, low employee satisfaction, and reduced customer retention. In this context, Network Function Virtualization (NFV) emerged as a paradigm that assists data centers in becoming more dynamic and flexible. This paper presents an availability evaluation and importance analysis under the redundancy of NFV in data centers. The NFV data center component importance is represented by using Reliability Block Diagrams (RBD). The proposed models have identified the availability importance and critical devices in an NFV data center. This research also suggests alternatives for device redundancy to reach higher availability and proposes a new importance measure for analyzing the impact of NFV factors on data center availability. The measure can evaluate the degree of the impact of a failure on the data center, therefore, help to identify the factors with a substantial impact on data center availability.
Introduction
Data centers are composed of a set of technologies and network communications that provide specialized value-added services. These services encompass scalable processing and storage capacity for a myriad of company sizes. These organizations invest heavily in data center planning to avoid, for example, unexpected peaks of data center downtime.
From a planning perspective to a data center, several studies have neglected aspects of dependability regarding availability and fault tolerance [Narten et al. 2014] . Ponemon Institue (Ponemon) 1 claims that several of the data center failure problems occur due to the lack of well-defined fault tolerance strategies. The Ponemon survey states that 81% of failure cases are due to projects conducted with poor resource provisioning or a bad resource allocation plan. The lack of planning increases downtime rates. The same survey shows that the downtime cost doubled -from 2010 to 2016 -from more than $1 Million USD (United States Dollar) to $2.4 Million USD. The same study shows that the average cost of data center downtime is about $9,000 per minute. The traditional technologies of these environments -such as switches and routers -are closed network appliances. Each vendor uses firmware and software specific to its hardware. Significant capital investment is required when creating or launching a new service. The investment includes space to accommodate new hardware, the integration, and operation of a new complex network appliance. To overcome these barriers, virtualization creates a virtual version of dedicated hardware appliances and network functions. Virtualization mechanisms can lead to more dynamic data centers. It is possible, for example, to carry out process automation, with a reduction in Capital expenditures (CAPEX) and operating expenses (OPEX). NFV is a paradigm that uses the concept of virtualization, inherited from the data center world, to perform network functions, such as firewalls, load balancing and Deep Packet Inspection (DPI). These functions are typically embedded in dedicated network devices, in financial cots [Schaffrath et al. 2009 ] [Chiosi et al. 2012] . It is important to note that these approaches allow you to manage network resources different from traditional networks. Besides, a survey conducted in 2015 by IHS Markit 2 , estimated investment in NFV solutions would cost close to $11.6 billion USD by 2020. The same study, states that 100% of the service providers consulted intend to adapt their infrastructures to support NFV; where 81% will achieve that change by the end of 2017.
A solution for redundancy has always been considered a significant way to increase network availability. However, redundancy has a higher financial cost because of the need to add devices and be limited to mission-critical devices. In this context, Importance Measures (IMs) is an advantageous method for designers, manufacturers, and maintenance specialists to identify how a device failure can affect the network operation; thus, determine the weak devices within the network [Si et al. 2009 ]. This research focuses on establishing availability indexes for critical devices for the entire NFV data center network; including the reliability measure of importance [Birnbaum 1968 ], [Figueirêdo et al. 2011] . Also, analyzing the significance of the device is useful when faced with cost versus equipment decisions.
Within the IETF, Network Function Virtualization (NFVRG) investigates NFV from several perspectives to identify approaches that can be defined, implemented and used in the short term, as well as identify future research challenges. In particular, Service Function Chain Working Group (SFCWG) main areas of interest include solutions: virtualization, resource allocation and SFC, as well as identification of future research challenges in the area [Khalili et al. 2018] [Xu et al. 2018 ] [Quinn and Nadeau 2015] . Another group related to this work is the Benchmarking Methodology Working Group (BMWG), research for works also related to performance improvements, among which there are works with a specific focus in the data center [Morton 2017 ] [Avramov and Rapp 2016] [Avramov 2017] . In this way, we have a contribution the definition of Importance Measures and possible NFV solutions applied to the data center environment. Also, it is expected as a result to contribute to the Internet Draft (I-D) entitled "Analysis of the SFC scalability 3 ".
The main contributions of this paper are three-fold: (i) Availability modeling for the NFV infrastructure in Data Centers: a representative sample is (in discrete time/continuous time) the stated based models for representing NFV data centers. (ii) Availability allocation through importance measures in an NFV data center: identi-fying possible hazards is vital for each of the crucial components in the NFV data center. (iii) Critical availability in NFV data center, propose critical IMs which rank the components regarding their importance in the NFV data center.
Background Concepts
This section presents a summary of the concepts necessary for a better understanding of this research.
NFV Data Center
NFV is a paradigm that uses the concept of virtualization to perform network functions. NFV separates network functions from proprietary hardware devices with Commercial off-the-shelf (COTS) hardware. COTS hardware focuses on a variety of functions, such as Virtual Private Network (VPN), Firewall, and load balance, among others. As such, it's a concept that uses the technologies of IT virtualization to create entire classes of network nodes, also called Virtual Network Function (VNF). A VNF can define an ordered list of network services (e.g., Network Address Translation (NAT), Firewalls, Cache). These services are then "stitched" together in the network to create a Service Function Chain (SFC) [ISG 2013] . Figure 1 depicts the use of general purpose machines in an NFV data center, it is the virtualization of several different network functions (e.g., Packet Inspection, Firewall, Load Balance, etc.). VNFs are instantiated within the data centers on-demand networks, and they allow flexible virtual machine resource allocation. Equation 1 show the probability for the system to be operational.
Therefore, the system reliability is
where R i (t) is the reliability of block b i . Likewise, the system instantaneous availability is
where A i (t) is the instantaneous availability of block b i .
Importance Measures (IM)
Given its dynamic nature, NFV requires high availability in data centers. Data centers must be able to allocate resources within a short time and in the right way.
The aspects of availability require close attention to the network's quality of service. Availability may be instantaneous or stationary. Instant availability represents the probability the network does not fail within a determined time frame. The steady state availability is the percentage of time a device or network can perform its function [Avizienis et al. 2004] . Availability Importance (AI) are mathematical availability analysis tools used to classify network performance [Birnbaum 1968 ]. However, instead of using reliability, the metric used is availability, including, in addition to the average time to failure, the recovery time of the devices.
The Critically Availability Importance (CAI) measure is a natural extension of the Birnbaum metric [Birnbaum 1968 ]. The CAI metric includes the unavailability of devices, while the Birnbaum measure does not [Kuo and Zuo 2003] . A less reliable device receives more attention. Critical measures are useful for prioritizing availability decisions, identifying network node ranking, and weak links. The critical ranking of assets is used to improve maintenance activities.
The following benefits for NFV data center design uses two importance measures: (i) IM: is relevant in establishing the direction and prioritization of actions related to an upgrading effort (availability improvement) in NFV data center design. IM also recommends the most efficient way to operate and maintain system status; (ii) CAI: prioritizes availability improvement activities, identifies weak-links in the system, and many other uses.
Related Works
Based on the literature review, it was observed that no published papers address our specific research problem. There are studies that deal with resource allocation strategies [Thai et al. 2016] , [Medhat et al. 2015] , [Xia et al. 2015] , investigating the SFC, and optimization problems. However, Thai et al. [Thai et al. 2016] and Medhat et al. [Medhat et al. 2015] do not specify the type of optimization algorithms used in their studies. Xia et al. [Xia et al. 2015] proposed two algorithms, one heuristic, and another Integer Linear Program (ILP). This study focused on reducing the consumption of network resources. The heuristic algorithm obtained almost an optimal result.
Other works refer to a SFC, through positioning strategies. Thai et al. [Thai et al. 2016 ] focused on developing genetic algorithms that control network functions considering dynamic flow changes. Huang et al. [Huang et al. 2015] investigates the problems of SFC and orchestration to intra-chains and inter-chains link contention. Huang et al. sought to satisfy users' Service Level Agreement (SLA) in a softwaredefined data center network by creating ILP algorithms to evaluate the Orchestrator performance of multiple SFCs. Gupta et al. [Gupta et al. 2015] did not clarify the specific NFV infrastructure used in their Content Delivery Network (CDN). Therefore, the available related works do not solve the NFV Data Center planning problem. Our research considered aspects of fault tolerance through an availability analysis and evaluation of important measures. To the best of our knowledge, the related studies did not investigate fault tolerance concerning the application of NFV in the data center.
Three assumptions are needed: (i) Device failures are statistically independent. Failure in one device does not affect the outage rate of the other devices; (ii) The time between device interruptions and the repair duration is distributed according to a known exponential distribution system; (iii) Requires a previous calculation of the NFV availability through the operational path and non-operational path.
Problem Overview
A complex resource allocation problem exists when virtualized functions are reallocated to provide flexible virtual network services in an NFV based data center. Besides that, unexpected periods of downtime lead to financial losses; as well as, intangible costs such as damaged reputation, low employee satisfaction, and reduced customer retention. In this scenario, fault-tolerance techniques may mitigate these problems.
One of the challenges is to analyze each element of the network infrastructure and estimate which devices are most important in an NFV Data Center scenario based on an availability metric. In an NFV infrastructure, new components and software layers are added when compared to traditional network infrastructures. Determining how to define the set of essential elements is not a trivial task; it demands an advanced level of network management experience.
The lack of a strategy to increase the availability of the network affect the uptime of several services directly. Another factor that must be taken into account is the correct provisioning of network elements to avoid bottlenecks and periods of downtime. The inactive period is a metric that can guide how to establish the direction and prioritization of actions related to an upgrading effort (availability improvement) in system design or suggesting the most efficient way to operate and maintain the system status [Kuo and Zhu 2012] . High availability is crucial to determining whether the availability goals and uninterrupted service are met.
To allocate a set of VNFs, it is necessary to choose a solution between a set of possibilities. Both nodes and substrate links have limited resources. After the deployment process, nodes and links could fail. Redundancy is a conventional technique to guarantee the required performance. The six stages of the methodology are described as follows: (i) Network Specification: Initially, the network was defined as a set of nodes, switches, servers, VMs, and VNFs. The specification can be automatically generated by a tool, such as a mapping algorithm or manually provided by a designer. At this stage, it is essential to clarify the problem to be analyzed. (ii) Subsystem Model Generation: In this phase, NFV data center subnet models are generated considering their operational mode. At this stage, there are no dependency interactions between devices.
Methodology
The model provides a logical iteration between system components, defining which active combinations determine the functionality of the network; (iii) Final Model Construction: includes the generation of dependability models; (iv) Evaluation of the Availability Architecture and Importance Measures: At this stage, the impact of device redundancy on the data center availability is quantified. Besides, the most important devices are identified; (v) Final Results: the evaluation results are presented to assist the redesign NFV data center. (vi) Improve NFV data center: The new components are added to the NFV data center to improve availability. Thus, it is possible to know exactly which are the importance and critically components in operation. [Fernandes et al. 2012] , [Gill et al. 2011] , [Potharaju and Jain 2013] . The time required to perform the availability analysis was 8760 hours (1 year), and it was calculated for the steady state. TThe fat-tree topology is used to inter-connect NFV data center. The baseline architecture (A1) consists of physical devices connected in sequence by 1 Core, 1 Aggregation, 1 Tor switch, 2 Servers. The virtual devices, are Orchestrator, VNF manager, VIM, 3 SFC being SFP1 (Firewall -> Load Balance, Gateway), SFP2 (Cache ->Firewall -> IDS), SFP3 (DPI, Proxy, NAT).
Each server consists of a Central Processing Unit (CPU), Hard disk (HD), Network Interface Card (NIC), Memory, and VM. Next objective is to extract the MTTF and the MTTR from the servers using the following Equation 4.
where the λ is the MTTF and µ represents the MTTR. The failure of a component (CPU or Mem or HD or NIC or VIM) to perform its required functions can lead to a server error and thus deny the VNF request.
Evaluation and Results
The application of redundancy techniques is made compared strategy with IM and without IM. Thus, all variations or suggestions of redundancy have the same amount of additional components. The additional components are a variation of a baseline architecture that is composed of 1 Core, 1 Aggregation, TorSwitch, 2 Server, 1 Orchestrator, 1 VNF manager, 1 VIM, 9 VNF.
Our evaluation addresses the following questions: How to decide which device or VNF should be replicated? How to improve the availability at the same time that reduces the cost? How to improve your NFV data center operations? We evaluate the scenarios where different dependability objectives coexist in the NFV data center network. The contribution of the article is to decide which device is the most important for more efficient planning of availability and fault tolerant. This paper defines the baseline data center architectures (A1) and alternative architectures as created with and without Importance Measures (IM). Figure 4 as shown in NFV Architecture (A1) assumes that there is no redundancy in the data center Fat-Tree topology (k=1). The RBD model to represent the architecture A1. 
Scenario 1: without Importance Measures (IM)
This section describes the experiments without IM. The objective is estimate the availability of the system when there is not any kind of evidence that indicate which device should be replicated. Table 2 depicts the adopted Topology and Nodes. More specifically, the experiment considers: physical device (topology), virtual device (topology), and number of nodes (node). For each treatment, RBD models are generated. Without any criteria, it is possible to define how to deploy additional devices (redundancy) based on the experience of the network operator. However, it can be a wrong choice. In order to show it, Figures 5, presents a Fat-tree topology with redundancy in the Core, Tor Switch and Server devices, but without IM. 
Scenario 2: Importace Measures (IM)
This experiment utilized IM based on availability. The IMs were tested for networks composed of multiple degrading compositions. Here, we first studied the index of importance of different network devices, building a ranking. We then determined how IMs can be used to built redundancy into their deployment process. Equation 5 calculates the component importance for availability.
, where I s A is the component importance for availability i; p i is the availability of component i, and A is the availability of the entire system. Equation 6 shows how to obtain the normalized form of component importance.
, where I ni is the normalized index for the i; The I i means the non-normalized index value for the device i. The I x means the value of the highest non-normalized index among the devices.
We performed a second evaluation to understand which are the most critical devices. Equation 7 was used to calculate the impact of the devices.
The network devices i when operating, is indicated by I ds (i; p), is therefore defined as the probability that the device i works. Device i is critical to the operation of the network since the network is operating.
When i fails, it is denoted by I df (i; p), being defined as the probability that the device i has failed. When the network presents a fault it is expressed by Equation 8. The parameters are presented in decreasing order of the IM index. The highest ranked devices are Agregation, Link2, and Link3. This technique helps us to identify the parameters with significant impact on system steady-state availability. The IM ranking obtained will also enable us to justifiably ignore parameters that have less impact on the measure of interest.
The models indicated that three devices cause the greatest impact on data center availability: Aggregation, Link2, and Link3. A new Architecture 5 (A5) was defined. (A5) An important consideration is the device failing mode. It is possible to identify the devices with greatest impact on data center availability. Availability is computed by Equation 9. Availability of a system is expressed through the relation between MTTF and the MTTR [Ebeling 2004] .
The number of nines (9's) is a way to represent availability and it can be calculated according to Equation 10. The number 100 represents the maximum level of availability that the network system can reach. The variable A means the availability of the network system. The availability limits are presented with the availability in number of nines. As we can see, there were few improvements using the without IM strategy of availability to plan the best NFV application in the data center. The architectures A2, A3, and A4 had a small percentage increase in availability to A1. However, our proposal is based on measurements of the importance of availability and critically. This solution shows significant increases in availability, is easier to operate and is practical. When compared to A1, A5 increased by 96%. However, it is important to note that even after all the improvements, the system has not reached the 5 9's because of the device quantity for the reduction. Our search was limited to a maximum of 24 devices in both scenarios. The use of the IM technique allows obtaining exact and efficient 59s with the addition of more components. Figure 9 (b) summarizes the results of the five architectures. The probability that a failure will occur is considered in a one year interval time. We noticed, compared to the baseline architecture A1, that the A5 architecture is more fault tolerant than A2, A3 and A4. Therefore, the use of IM is essential for NFV data center fault tolerant planning. From the evaluation of our research, we were able to answer the questions: How to decide which device or VNF should be replicated? How to improve the availability at the same time that reduces the cost? How to improve your NFV data center operations?. So our answer is that the Importance Measure (IM) with the main goal of assessing the critical points for improvements in the NFV data center. This technique helps us to identify the parameters with significant impact on system steady-state availability. The following observations can be made based on the experiment results. Architecture A5 have higher availability compared to Architecture A1. This occurs because they have redundant devices like Aggregation, Link2, and Link3, which reduces the bottleneck of network availability. In general,the results demonstrate the significant impact of distinct devices on the availability of the respective physical device. Both RBD models are valuable tools for NFV data center designers during architectural planning.
Introducing redundancy in physical devices turns the virtual devices reliable based on the two evaluated scenarios. If the goal is to assist network designers in reducing bottlenecks, the measure of importance is adequate.
Network infrastructure planning consists of many devices. Exploring every possible combination is needed to maximize the availability of the NFV data center. However, with the application of the important and critical parameters evidence shows an optimized process with mathematical indicators. The process is based on the index to perform redundancy for each element of the NFV data center.
Conclusions
This paper presented models to assess the availability in NFV data center environments. The work was conducted based on distinct analytical RBD models to evaluate the impact of different redundancy strategies to increase availability. Critical and Importance are used to define a device redundancy policy.
The results show that adding redundancy without any criteria may result in a low availability of the network and unnecessary cost. Availability importance can be used to identify good candidates that lead to improved NFV data center availability. The importance measure of critically can be used to prioritize maintenance actions. Besides that, the results show that network availability can be improved efficiently by focusing on a reduced set of factors, thereby, producing a substantial increase in availability. Specifically,
