Abstract-Collaborative applications with energy and low-delay constraints are emerging in various networked embedded systems like wireless sensor networks and multimedia terminals. Conventional energy-aware task allocation schemes developed for collaborative applications only concentrated on energy savings when making allocation decisions. Consequently, the length of the schedules generated by such allocation schemes could be very long, which is unfavorable or, in some situations, even not tolerated. To remedy this problem, we developed a novel task allocation strategy called Balanced Energy-Aware Task Allocation (BEATA) for collaborative applications running on heterogeneous networked embedded systems. The BEATA algorithm aims at blending an energy-delay efficiency scheme with task allocations, thereby making the best trade-offs between energy savings and schedule lengths. Aside from that, we introduced the concept of an energy-adaptive window, which is a critical parameter in the BEATA strategy. By fine-tuning the size of the energy-adaptive window, users can readily customize BEATA to meet their specific energy-delay trade-off needs imposed by applications. Further, we built a mathematical model to approximate the energy consumption caused by both computation and communication activities. Experimental results show that BEATA significantly improves the performance of embedded systems in terms of energy savings and schedule length over existing allocation schemes.
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INTRODUCTION
N ETWORKED embedded systems like wireless sensor networks and multimedia terminals have increasingly become popular as platforms for executing collaborative applications such as target tracking and infrastructure monitoring since the last decade [2] , [8] , [12] , [17] , [22] . Much of this trend can be attributed to rapid advances in processing power, network bandwidth, and storage capacity. A collaborative application in its general form consists of a number of tasks cooperating with each other through communications to fulfill a common mission [3] , [15] , [18] , [28] , [32] . A typical example of collaborative applications is a cluster-based target tracking sensor network [32] , where all sensor nodes in one cluster transfer parameters, which are sampled from a surrounding environment, to a gateway node via radio transmitters. The gateway node performs the fusion of the received data and then sends reports generated through the fusion of sensor readings to a command node. The command node carries out the system-level fusion of collected reports from multiple clusters for tracking and identifying the target [32] . A collaborative application can be symbolized as a task graph, which is generally represented by a directed acyclic graph (DAG) [30] , [31] , [35] that is assumed to be known a priori. Efficient allocation of these task graphs considering both computation and communication overhead onto embedded systems plays a vital role in energy conservation and performance improvement [3] , [5] , [35] .
Energy conservation must be achieved for embedded systems because they usually have low power capacities operating in distributed mobile or wired environments [1] , [11] , [17] , [19] , [20] , [23] . Meanwhile, it is desirable and, in many cases, mandatory to provide collaborative applications with high performance in terms of throughput or response time [4] , [9] , [13] , [15] , [34] . For example, a realtime military surveillance application demands a low latency in addition to significant energy savings because tardy responses make the application worthless [33] . Therefore, a task allocation scheme that merely aims at reducing energy dissipation is inadequate for many collaborative applications with low-delay requirements as it is most likely to result in unacceptable latencies.
Energy savings and low delay, however, are two conflicting objectives in the context of allocating a collaborative application represented by a task graph onto a set of connected processing nodes in a heterogeneous networked embedded system. It becomes more challenging to solve the energy-delay dilemma in heterogeneous embedded systems, mainly because of a multidimensional heterogeneity bearing by networked embedded systems that are heterogeneous in nature (see Sections 3.1 and 3.4). When it comes to a heterogeneous embedded system, a processing node providing a task with the earliest finish time may not be an ideal candidate for energy conservation.
This statement is arguably true and the reason is threefold. First, the finish time of a task allocated to a node largely depends on the task's execution time. Second, the energy consumption incurred by the task is a product of the node's energy consumption rate and the task's execution time. Third, the node's energy consumption rate and the task's execution time are independent of one another. Therefore, two unfavorable scenarios are possible: 1) A node offering a task the earliest finish time could lead to high energy consumption caused by the task's execution, although the execution time is short, and 2) a node presenting a task the least energy consumption could result in a late finish time for the task, which, in turn, may give rise to a long delay. The objective of this study is to solve the energy-delay dilemma that exists in heterogeneous embedded systems, where energy conservation and delay time optimization are equally crucial. In this paper, we aim at minimizing the energy consumption of heterogeneous embedded systems while confining schedule lengths through task allocations. To be specific, we develop an energy-delay balanced heuristic task allocation strategy or Balanced Energy-Aware Task Allocation (BEATA), where the concept of an energy-adaptive window (EAW) is introduced. Users can readily adjust tradeoffs between energy consumption and schedule length by fine-tuning the size of the EAW. Experimental results demonstrate that our scheme can provide significant energy savings while achieving reasonably high performance for heterogeneous embedded systems.
Our main contributions include 1. developing an energy-delay-driven task allocation strategy called BEATA for collaborative applications running in heterogeneous networked embedded systems, 2. constructing an energy consumption model for quantitatively measuring the energy caused by both computation and communications, 3. extending a heterogeneity model to reveal an inherent nature of a heterogeneous embedded system and its impact on the system performance, and 4. simulating a heterogeneous embedded system where the BEATA strategy is implemented and evaluated. The rest of this paper is organized as follows: In Section 2, we discuss related work. In Section 3, we build the system model, task model, energy consumption model, and heterogeneity model. Section 4 presents the BEATA scheme and introduces two alternative algorithms for collaborative applications in heterogeneous embedded systems. In addition, the optimality of BEATA is proven in Section 4. In Section 5, we evaluate the performance of BEATA based on synthetic benchmarks and a real-world application. Section 6 concludes this paper with a summary and future directions.
RELATED WORK AND MOTIVATION
Numerous studies over the past decade have been conducted to reduce the overall energy consumption for a variety of embedded systems by using diverse techniques [12] , [17] , [19] , [26] , [27] , [35] , [36] . Source code optimization and profiling were exploited by Simunic et al. to minimize energy consumption in embedded systems [27] . Zhu et al. devised a mechanism to make use of slack-time reclamation to increase reliability and reduce energy dissipation of realtime embedded systems [36] . Park et al. studied a way of making trade-offs between energy efficiency and fairness in multiresource for multitasks in embedded systems [19] . Mohanty and Prasanna proposed a hierarchical approach to improving the energy efficiency of heterogeneous embedded systems [17] . Yu and Prasanna developed an energy-balanced task allocation scheme for collaborative processing in a homogeneous WSN, with a goal of maximizing the lifetime of the entire system [35] .
Although many research results on energy conservation have been reported since the early 1990s, only a few pieces of work studying ways of making energy-delay trade-offs have emerged in the literature very recently. In these studies, a diverse array of energy-delay-driven protocols were proposed for WSNs [4] , [6] , [11] , [15] , [25] , [34] . Ammari and Das devised a data dissemination protocol to realize a trade-off between energy savings and source-tosink delay so as to increase the lifetime of the WSNs while receiving sensed data in a timely fashion [4] . Boukerche et al. investigated a protocol named Ordering by Confirmation (OBC) for event ordering in wireless sensor and actor networks (WSANs) [6] . The OBC protocol can save more energy and achieve lower latencies to meet the needs of critical conditions monitoring applications [6] . An energyaware dynamic task allocation algorithm for sequential tasks, with a goal of time-energy efficiency over MANETs, was proposed by Lu et al. [11] . Miller et al. studied the energy-latency-reliability trade-off for broadcast in multihop WSNs by presenting a protocol called ProbabilityBased Broadcast Forwarding (PBBF) [16] . Schurgers et al. [25] proposed a new technique, called sparse topology and energy management (STEM), which efficiently wakes up nodes from a deep sleep state without the need for an ultra low power radio. Consequently, the designer can trade the energy efficiency of this sleep state for the latency associated with waking up the node. Yu et al. [34] utilized a data aggregation tree, that is, a multiple-source single-sink communication paradigm, to represent packet flows under a real-time scenario, where the data gathering must be performed within a specified latency constraint and the overall energy dissipation need to be minimized.
The aforementioned existing energy-delay-driven protocols, however, mainly exploited wireless communication techniques such as modulation scaling [34] and the hybrid radio wakeup scheme [25] to achieve energy-delay efficiency and are only dedicated for WSNs. Nonetheless, there are some other types of networked embedded systems, such as multimedia terminals and 3G cell phones, where energy conservation and low delay need to be simultaneously realized [13] , [22] . Therefore, a more general energy-delay efficiency scheme that can be applied to a wide range of networked embedded systems is wanted. Furthermore, none of the existing protocols considered collaborative applications where tasks have precedence constraints, whereas collaborative applications with energy and low-delay requirements are emerging in various networked embedded systems [15] , [28] , [35] . Aside from that, the existing energy-delay driven schemes normally assumed homogeneous embedded systems and are therefore not suitable for heterogeneous embedded systems. As a consequence, the need for a new energy-delay efficiency strategy that bridges the gap between the existing protocols and the open problems is greatly felt. In this paper, we propose a heuristic task allocation strategy that reduces energy consumption while generating short schedule lengths for collaborative applications running on heterogeneous networked embedded systems. We assume the following:
1. Different processing nodes have distinct energy consumption rates that are fixed. 2. Communication channels differ in terms of their energy assumption rate. 3. All tasks in a collaborative application are nonpreemptable. 4. Processing nodes are in either an "active" state or an "idle" state without employing the dynamic voltage scaling (DVS) technique. Note that the fourth assumption does not limit our approach to embedded systems using variable voltage processors since our allocation scheme can be easily integrated with the DVS technique to provide further energy savings.
SYSTEM MODELS
In this section, we describe mathematical models which were built to represent a task allocation framework, collaborative applications with precedence constraints, an energy consumption model, and a heterogeneity model.
Networked Embedded Systems
A networked embedded system, in its most general form, consists of a set, for example, P ¼ fp 1 ; p 2 ; . . . ; p m g, of heterogeneous embedded computational nodes (hereafter referred to as nodes or embedded nodes) connected by a single-hop wired or wireless network. The networked embedded system can be represented as a graph of nodes and their point-to-point links. In the system, an embedded node is modeled as a vertex. There exists a weighted edge between two vertices if they can communicate with each other. Each node in the system has an energy consumption rate measured by Joules per unit of time. With respect to energy conservation, each network link is characterized by its energy consumption rate, which heavily relies on the link's transmission rate, which is modeled by the weight b uv of the edge between node p u and p v . An allocation matrix X is an n Â m binary matrix used to reflect a mapping of n tasks to m embedded nodes. Element x iu in X is "1" if task t i is assigned to node p u ; otherwise, this is "0." The heterogeneity investigated in this study embraces multiple meanings. First, the execution times of a task on different embedded nodes may vary as the nodes might have different processing capabilities. Second, a node that offers task t i a shorter execution time does not necessarily provide another task t j with a shortened execution time because different nodes may have distinct processor architectures. This implies that different nodes in a system are suitable for different kinds of tasks. Third, the transmission rates of links may be distinct. Last, the energy consumption rates of the nodes may not necessarily be identical. For the sake of simplicity, we assume that all nodes are fully connected with a dedicated communication system. Each node communicates with other nodes through message passing and the communication time between two tasks assigned to the same node is negligible.
Task Model
Applications with dependent tasks can be modeled by DAGs [30] . Throughout this paper, a collaborative application is specified as a DAG G ¼ ðT ; EÞ, where T ¼ ft 1 ; t 2 ; . . . ; t n g represents a set of nonpreemptable tasks and E is a set of weighted and directed edges representing communications among tasks (for example, ðt i ; t j Þ 2 E is a message transmitted from task t i to t j ). The precedence constraints of the collaborative application are represented by all edges in E. Note that our task model considers only one message sent at the end of a task to its subsequent task(s). The communication time spent in delivering a message ðt i ; t j Þ 2 E from task t i on node p u to t j on p v is determined by s ij =b uv . Here, s ij is the data size of the message and b uv is the transmission rate of a link that connects p u and p v . The execution time of task t i is modeled by a vector, that is, c i ¼ c Example 1. Fig. 1 illustrates an example task graph and an example networked embedded system. The task graph has 11 tasks and the processor graph has three processors. The transmission rate and energy consumption rate of the channel between processors p 1 and p 2 are 2 and 0.8, respectively. The energy consumption rate of processor p 1 is 12.6. The matrix of execution times for each task on the three processors is illustrated in the matrix in Fig. 1 . For example, task t 1 has an execution time of 3.1, 4.3, and 1.9 s on processors p 1 , p 2 , and p 3 , respectively.
Energy Consumption Model
Let e u i be an energy dissipation caused by task t i running on node p u . We denote the energy consumption rate of the uth node when it is active by ECN active u and the energy dissipation e u i can be written as follows:
The energy consumption rate of a networked embedded system is represented by a vector
Given a collaborative application with task set T and an allocation matrix X, the total energy consumed by all tasks of the application is
We assume in (2) that no energy consumption is incurred when nodes are sitting idle. However, this assumption is not valid for real-world embedded systems. Before removing this assumption, we introduce a vector of energy consumption rates for the nodes when their energy states are idle, that is, ECN idle ¼ ðECN is an energy consumption rate of node p u when it is inactive. Additionally, we define f i as the complete time of task t i . Then, we obtain the analytical formula for the energy consumed by the embedded nodes when they are idle:
where max n i¼1 f i ð Þ is the schedule length and max
is the total idle time on node p u . Schedule length is the length of a schedule generated by a task allocation scheme for a collaborative application represented by a DAG. It is defined as the latest task completion time among all tasks in a collaborative application. Equation (3) is valid because the energy consumed by an idle node is a product of the corresponding consumption rate and the idle period.
Thus, the total energy consumption of the embedded nodes is derived from (2) and (3) Similarly, letê ij denote the energy consumption of a message ðt i ; t j Þ 2 E. Supposing t i and t j are, respectively, allocated to nodes p u and p v , we can express the energy consumptionê ij aŝ
where ECL uv b uv ð Þ is the energy consumption rate of the link between nodes p u and p v and s ij =b uv is the data transmission time. Note that the energy consumption rate of a network link depends on the transmission rate of the link. In our model, we used the same energy-latency trade-off function presented in [2] . Thus, the total energy consumed by t i and the messages sent from its immediate predecessors when t i is allocated on node p u can be calculated as follows: 
where L uv is a set of messages transmitted over the link between p u and p v and L uv can be defined as (7) that all of the messages are transmitted over the link at the same transmission rate, which may not be true for realistic traffic patterns. Hence, we relax the assumption by allowing different messages to be transmitted at various rates, depending on an underlying energy-aware message scheduling mechanism, which we recently developed [2] . Let b ij uv denote the transmission rate at which the message ðt i ; t j Þ is delivered along the link between p u and p v . Then, el active uv is modified as 
Again, we assume in (9) that no energy consumption is incurred when a link has no message to transmit. We relax this assumption by considering energy consumption when a link is idle during an application's execution. The energy consumption rate of a link sitting idle is denoted by ECL idle j
and we obtain the energy consumed by the link when it is inactive as follows:
where
is the total idle time over the link and el idle uv is computed as a product of the consumption rate and the idle period of the link.
The energy consumption of all the links during their idle periods is expressed as
The total energy consumption of the network links is derived from (8) and (10) 
Based on (4) and (11), we can calculate the energy dissipation experienced by a collaborative application with task set T and allocation matrix X. 
Heterogeneity Model
In a heterogeneous embedded system, the computational times of a particular task on different nodes are distinctive, which is referred to as computational heterogeneity. In addition, the energy consumption incurred by the task on different nodes is diverse as different nodes provide distinctive energy consumption rates. We name this energy consumption rate heterogeneity. We believe that both the computational and energy consumption rate heterogeneities are essential characteristics of heterogeneous embedded systems. Therefore, task allocation algorithms for heterogeneous embedded systems need to take the two heterogeneities into account when making allocation decisions. The impacts of these two heterogeneities on system performance and energy conservation will be investigated in Section 5.5. The computational weight of task t i on node p u (for example, cw u i ) is defined as the ratio between its execution time on p u and that on the fastest node for t i in the system. Hence, we have cw 
The computational heterogeneity of a task set T can be computed as follows:
Similarly, the heterogeneity of energy consumption rates of nodes is expressed as follows:
where ECN active avg (14) and (16) will be used to calculate the degrees of computational heterogeneity and energy consumption rate heterogeneity in Section 5.1 (see Table 1 ).
THE BEATA ALGORITHM 4.1 Energy-Adaptive Window
The BEATA algorithm strives to minimize eðT ; X; ECN active ; ECN idle ; ECL active ; ECL idle Þ expressed by (13) , which indicates that there are two means of conserving energy for networked embedded systems. The first item on the right-hand side of (13) is the total energy consumed by the tasks of a collaborative application and, therefore, it is imperative for the BEATA algorithm to allocate each task in the application to a node that can lead to the least energy consumption. The second item on the right-hand side of (13) is the total energy consumption caused by message transmissions. It is suggested that BEATA needs to judiciously consider message energy dissipations while allocating tasks on the embedded nodes. Importantly, if we merely address the issue of energy conservation without considering schedule lengths, there is a strong likelihood that the allocation algorithm will yield a long and unacceptable schedule length for the collaborative application.
To make the best trade-off between energy savings and schedule lengths, we employ an EAW, within which a node is chosen for each task in such a way as to offer lower energy consumption and earlier finish time of the task. The example shown in Fig. 2 delineates the process of using the EAW (that is, EAW ¼ 4) to achieve a good trade-off between energy conservation and make-span time. Supposing there is a networked embedded system P ¼ fp 1 ; p 2 ; . . . ; p 8 g, Fig. 2a shows task t i 's finish time f u ðt i Þ and the total energy consumption te u i (including the message energy consumption, if applicable) provided by each node in the system. Step 6 (see Fig. 3 ) of the BEATA algorithm sorts all of the nodes in the finish time of t i in nondecreasing order (Fig. 2b) . Since the size of the EAW is set to 4 ðEAW ¼ 4Þ, BEATA only chooses the node whose energy savings is the most significant among the first four candidate nodes (Fig. 2b) . Therefore, node p 8 will be selected for task t i in this case. It is easy to understand that enlarging the EAW could result in more energy conservation, but a worse performance in delay as the make-span time will accordingly increase. As such, EAW is essentially an energy-delay handle from which a user can tune the trade-off between energy savings and low delay. In other words, by providing the handle, BEATA turns out to be a tunable energy-delay efficiency scheme that can be applied in various environments where users have their special requirements in energy savings and responsiveness.
Algorithm Description
The BEATA algorithm (see Fig. 3 ) is conducive to increasing the heterogeneous embedded nodes' lifetimes while maintaining high performance in terms of make-span time for collaborative applications running on networked embedded systems. In other words, BEATA can increase the embedded nodes' lifetimes by dramatically reducing energy dissipation (see Step 13) . Before minimizing the energy consumption of task t i , BEATA organizes all the nodes in nondecreasing order in terms of t i 's finish time (see (20) ).
Step 8 determines the energy consumption incurred by the task on an embedded node, while Steps 9 and 10 calculate the energy consumed by all the messages received by the task from its predecessors. Among all the candidate nodes listed in the EAW, Step 13 chooses the most appropriate node that yields the minimal energy dissipation for the task and its corresponding messages, thereby conserving energy without excessive performance deterioration. Then, Step 14 allocates the task to the best candidate node. After the allocation of the task is accomplished, Step 15 updates the schedule of the node to which the task is allocated. Two important parameters, the earliest start time and finish time on a node, are used in the above algorithm. We denote the earliest start time and finish time of task t i on node p u by est u ðt i Þ and f u ðt i Þ, respectively. In what follows, we present derivations that lead to the final expressions for these two parameters. The t i can start execution on a node p u if and only if data arrives from all of its immediate parents in order to satisfy precedence constraints. Suppose task t i has only one immediate predecessor task t j . The earliest available time of task t i on node p u , denoted as eat u ðt j ; t i Þ, is defined as the data arrival time of t i on p u . It relies on 1) the finish time f j of t j , 2) the message start time mstðt j ; t i Þ, and 3) the transmission time s ji =b vu for the message sent from t j to t i , where p v is the processor to which task t j has been allocated. It is assumed that, if both tasks are allocated to the same embedded node, the transmission time is negligible. Thus, eat u ðt j ; t i Þ is expressed as
The earliest available time of t i , which is denoted by eat u ðt i Þ, is the maximum of eat u ðt j ; t i Þ among all of its immediate predecessors. Considering all immediate predecessors of t i , we can obtain eat u ðt i Þ as
Now, t i can start execution on p u after its earliest available time eat u ðt i Þ, either at the ready time of the node p R u (the finish time of the last task scheduled on p u ) or at a time earlier than p R u if a suitable scheduling hole (the idle time slot existing in a node's schedule because of the nonavailability of data earlier) is available on p u . The definition of a suitable scheduling hole is given as follows: Definition 1. Given a set of r tasks, ft 1 ; t 2 ; . . . ; t r g, scheduled on node p u , the idle time slot (scheduling hole) H k (between t kþ1 and t k , with H S k and H Thus, the earliest start time of t i on p u is given by (19) :
With the value of est u ðt i Þ in place, we can obtain the finish time of t i on p u by using (20) . The finish time is equal to the summation of the earliest start time est u ðt i Þ and t i 's execution time on p u :
Hence, the earliest finish time of t i in the system is given by (21):
Optimality of the BEATA Algorithm
Before proceeding with the qualitative comparisons among our algorithm, an existing algorithm, and a baseline scheme, we demonstrate the time complexity of the BEATA algorithm and prove some optimality guarantees of BEATA in schedule length and energy consumption.
Theorem 1. Given a networked embedded system P ¼ fp 1 ; p 2 ; . . . ; p m g and a collaborative application represented by a task graph G ¼ ðT ; EÞ, the time complexity of BEATA is Oðnmlgm þ nkqÞ þ Oðn þ jEjÞ, where n is the number of tasks, m is the number of embedded nodes in the system, k is the EAW size, q is the maximum indegree of G, and jEj is the number of edges in G.
Proof. The time complexity of a topological sort of the graph G is OðjT j þ jEjÞ (see Step 0), where jT j is the number of vertices in G, and jEj is the number of edges in G. It takes OðmÞ time to compute the earliest start times and earliest finish times for a task on all of the nodes (see Steps 3 and 4). The time complexity of sorting the earliest finish times is OðmlgmÞ since we only have m nodes (see Step 6) . To determine the most appropriate node that offers the minimal energy consumption of a task, the time complexity is OðkqÞ (see Steps 7-12). Other steps simply take Oð1Þ time. Hence, the time complexity of the BEATA algorithm is Oðn þ jEjÞ þ OðnÞðOðmÞ þOðmlgmÞ þ OðkqÞÞ ¼ Oðnmlgm þ nkqÞ þ Oðn þ jEjÞ. t u Theorem 1 indicates that the time complexity of the BEATA algorithm is typically low. For example, in our experiments, the values of n and m are set to about 300 and 64, the values of k and q are around 4 and 2, and the value of jEj is in the range [54, 543], which should take less than hundreds of microseconds to complete the BEATA algorithm in modern processors. An implication of Theorem 1 is that BEATA has the potential of being extended to deal with dynamic scheduling because of its low complexity.
Lemmas 1 and 2 are helpful in the proofs of Theorems 2 and 3, which signify that BEATA has good performance in terms of the finish times of collaborative tasks in networked embedded systems. Lemma 1. Given a task t i , a networked embedded system P , and a topological sort Q of a collaborative application G, it is impossible for BEATA to further reduce est u ðt i Þ, which is the earliest start time of t i on any node p u in P .
Proof. Recall that, given task t i and node p u in the system, the earliest start time of t i on p u is calculated by est u ðt i Þ ¼ maxfeat u ðt i Þ; minfp R u ; H S k gg (see (19) ). If eat u ðt i Þ ! minfp R u ; H S k g, the proof of Lemma 1 is immediate from (19) . In cases where eat u ðt i Þ < minfp R u ; H S k g, the BEATA algorithm scans the idle time slots on p u , followed by choosing the first suitable scheduling hole (see Definition 1) to accommodate t i . If no suitable scheduling hole is found, BEATA schedules t i to start at the ready time p R u of node p u . Thus, it is proven that the task is unable to start its execution earlier than est u ðt i Þ, given the above two scenarios. Hence, we proved that the earliest start time of t i on any node p u in P can no longer be improved. t u Lemma 2. Given a task t i , a networked embedded system P , and a topological sort Q of a collaborative application G, it is impossible for BEATA to further reduce f u ðt i Þ, which is the finish time of t i on any node p u in P .
Proof. The proof of Lemma 2 is immediate from (20) t u
In the following, we show that BEATA is capable of minimizing schedule lengths under the condition that the EAW is equal to 1.
Theorem 2. Given a networked embedded system P ¼ fp 1 ; p 2 ; . . . ; p m g, a collaborative application G ¼ ðT ; EÞ, and a topological sort Q of G, when the size of EAW is set to 1 (that is, EAW ¼ 1), for each task in T , the BEATA algorithm assigns it on a node that offers the task the minimum possible finish time.
Proof. Without loss of generality, let us consider a task t i in a scenario where the value of EAW is set to 1. Now, we need to prove the theorem by demonstrating that the finish time of t i on p v given by BEATA cannot be further improved. First, Lemma 1 proves that the earliest start time of t i on any node p u in the system is minimized. Next, Lemma 2 proves that the finish time of t i on any node p u in the system cannot be further reduced. Last, we need to show that the earliest finish time of t i in the entire system cannot be further improved. The BEATA algorithm sorts all of the nodes in nondecreasing order of the finish times of t i (see Step 6) . As a consequence, the first node p v in the list is the one that provides the earliest finish time for t i in the entire system. It is proven that, if the value of EAW is 1, only p v (see Step 7) is allowed to enter into the loop from Steps 7 to 12. This means that task t i is allocated to the node that offers the earliest finish time for the task in the system. In addition, the earliest finish time can be computed by (21) , which guarantees that the earliest finish time of t i is the minimum among all m possible finish times of t i in the system, that is, the earliest finish time of t i in the entire system cannot be further reduced. Hence, the proof holds. t u
Note that Theorem 2 only proves that, for each task in T , the BEATA algorithm assigns it on a node that offers the task the minimum possible finish time under a given P , G, and Q. It has no implication that the make span of the final schedule of the entire DAG G generated by BEATA is minimized. In other words, the minimum finish time for each task in T cannot guarantee a schedule with minimal length because the optimal scheduling of tasks of a DAG onto a set of processors is a strong NP-hard problem [24] . To prove the optimality of BEATA with respect to energy savings, we first prove the following lemmas. Lemma 3 and Lemma 4 prove that BEATA optimizes the energy consumption of each task and its corresponding messages. Theorem 3 shows a way of computing the energy dissipation of a collaborative application. In our experiments (see Section 5), the energy consumed by idle resources is negligible and, hereafter, we ignore the energy dissipation of resources when they are sitting idle. Definition 2. Let IP ðt i Þ be the set of t i 's immediate predecessors and, thus, we have IP ðt i Þ ¼ t k 2 T ðt k ; t i Þ 2 E j f g . Let IMðt i Þ be the set of messages directly transmitted from t i 's immediate predecessors. An element t k in IP ðt i Þ implies the existence of a message transmitted from t i 's immediate predecessor t k .
Lemma 3. The energy consumption of task t i and the messages transmitted from t i 's immediate predecessors is equal to (1)). Given an allocation matrix X and an embedded system P , we compute the energy consumption of t i in the system as
We derive from (5) that the energy consumption of the message ðt k ; t i Þ 2 E is equal to 
which is the summation of the energy consumed by messages in the set IMðt i Þ. As a consequence, the energy consumption of t i and the messages transmitted from t i 's immediate predecessors is derived from (22) and (23) as
which completes the proof of Lemma 3. t u Lemma 4. We consider a task (for example, t i ) in a networked embedded system P , where the number of nodes is m and m is the maximal possible value for the EAW. If the value of EAW is set to m, the BEATA algorithm optimizes the energy consumption of task t i and the messages transmitted from t i 's immediate predecessors. More formally, if the value of EAW is set to m, then BEATA is able to generate an allocation matrix X that minimizes the value of the following:
Proof. To prove the correctness of Lemma 4, we have to show that, if the value of EAW is set to m, the BEATA algorithm minimizes the energy consumption of t i and the messages transmitted from t i 's immediate predecessors. First, BEATA executes the loop between Steps 7 and 12 for all of the m nodes in the system (see since the value of EAW is m. For each node p v in P , the energy consumed by t i and the messages transmitted from t i 's immediate predecessors can be calculated by applying (1) and (5). Thus, the energy dissipation caused by t i and its corresponding messages can be written as
Second, all of the items in (25) are fixed values and are known a priori. As a consequence, the energy consumption calculated by (25) is a constant from the perspective of each node in the system. Last, from the candidate node in the EAW, Step 13 chooses a node that offers the smallest energy consumption for t i and the messages sent from t i 's immediate predecessors.
Step 14 assigns t i to the node selected by Step 13, which means that the energy consumption of t i and its corresponding messages is minimized by BEATA. Thus, BEATA minimizes the value of (25) . Therefore, it is proven that the BEATA algorithm is capable of generating an allocation matrix X in a judicious way to minimize the value of
This completes the proof of Lemma 4. t u Theorem 3. The energy consumption induced by a collaborative application with task set T and message set E is
Proof. The proof is immediate from Lemma 3. The energy consumption of t i and the messages in set IMðt i Þ is
The energy dissipation of the application with task set T and message set E is the cumulative energy of all the tasks in T and all of the messages in E. The energy consumption of all of the tasks in T is
, whereas the energy consumption induced by all the messages in E is derived from (23) as
Consequently, the energy consumption induced by the collaborative application is equal to
Now, we are positioned to prove the optimality of BEATA with respect to energy conservation. Hence, if the value of EAW is set to m, the BEATA algorithm can minimize the value of
which is the energy consumption caused by the application. t u
Existing and Baseline Algorithms
In this section, we qualitatively compare BEATA with an existing algorithm and a baseline algorithm, namely, the LIST scheduling scheme and the Greedy Energy-Aware Task Allocation (GEATA) algorithm. The LIST and GEATA algorithms are briefly described as follows:
1. LIST. The LIST algorithm is a well-known heuristic for DAG scheduling in heterogeneous systems [10] , [21] . For each task allocation, LIST chooses a node that can offer the task the earliest finish time, considering both computation and communication times. The goal of LIST is to generate a schedule for a DAG with the shortest schedule length. 2. GEATA. For comparison purposes, we also developed a baseline scheduling algorithm GEATA, which is a variant of the BEATA algorithm. For each task allocation, GEATA selects a node that can yield the least energy consumption induced by the task and its corresponding messages. The GEATA algorithm aims at generating a schedule that provides the least total energy consumption. Both LIST and GEATA employ the same topological sort as BEATA does at Step 0 in Fig. 3 . In light of the description of BEATA (see Fig. 3 ) and the two theorems (Theorems 2 and 4) proven in Section 4.3, we can see that LIST and GEATA are two variants of BEATA. More precisely, two observations can easily be made. First, when the EAW size is set to 1 (that is, EAW ¼ 1), the BEATA algorithm degrades to the LIST algorithm. Second, when the EAW size is set to m (that is, EAW ¼ m), the BEATA algorithm degrades to the GEATA algorithm. The correctness of these two observations is experimentally validated by the empirical results presented in Section 5.4.
PERFORMANCE EVALUATION
In this section, we evaluate the effectiveness of the proposed energy-latency-driven task allocation scheme. To demonstrate the strength of BEATA, we quantitatively compare it with LIST and GEATA, the descriptions of which can be found in Section 4.4. The purpose of comparing BEATA with LIST is to evaluate the performance improvements over an existing algorithm without considering energy conservation. The goal of comparing BEATA with GEATA is to experimentally reveal that BEATA can explore trade-offs between energy savings and performance. In addition, the numerical results presented in Section 5. 
Simulation Setup
Before presenting our empirical results, we present the simulation model as follows: Table 1 summarizes the configuration parameters of the simulated heterogeneous embedded systems used in our experiments. The parameters of nodes in the heterogeneous embedded systems are chosen to resemble real-world processors like the Intel StrongARM 1100. The relationship between energy rate and transmission rate is 100 mW at 100 Kbps, which means that the time and energy cost for transmitting 1 bit are around 10 s and 1 Joule [2] . All synthetic parallel jobs used from Sections 5.2 to 5.5 were created by TGFF [7] , which is a randomized task graph generator. The task graph used in Section 5.6 is based on a digital signal processing system detailed in [29] .
Although the number of tasks, number of nodes, values of outdegree, and task execution time are synthetically generated, we examined the impacts of these important workload parameters on system performance by controlling the parameters. The performance metrics by which we evaluate the system performance include the following:
. Make span. This is the latest task completion time in the task set represented by a DAG. . Energy consumption. This is the total energy consumed by the task set, including the computation energy consumption and communication energy consumption (see (12)). . Utilization standard deviation (USD). This is the standard deviation of nodes utilization in the simulated heterogeneous embedded systems. . Energy standard deviation (ESD). This is the standard deviation of the energy consumption of nodes in the simulated heterogeneous embedded systems.
Overall Performance Comparisons
The goal of conducting this experiment is 1) to compare the proposed BEATA algorithm against the well-known LIST algorithm and the baseline heuristic GEATA and 2) to understand the sensitivity of the three algorithms to the number of tasks in a collaborative application. We tested six applications represented in the form of task graphs, with the We observe, based on Fig. 4a , that BEATA and LIST exhibit very similar performance in terms of make span, whereas BEATA noticeably outperforms the GEATA algorithm. This is because BEATA considers both energy consumption and make-span time when allocating each task onto a computing node, whereas GEATA only takes energy consumption into account. An interesting observation is that BEATA even generates a shorter schedule than LIST when the number of tasks is 300. The "anomaly" can be explained by the fact that the LIST algorithm cannot guarantee the shortest schedule in a heterogeneous system due to the lack of the information about tasks that are not yet scheduled and the varying execution times for each task on different nodes. Compared with LIST, BEATA, on average, only increases the make span by 2.9 percent but saves energy by 12.1 percent. Fig. 4b reveals that BEATA and GEATA consistently perform better than LIST in terms of energy consumption. In particular, GEATA achieves an improvement, on average, of 19.3 percent.
To understand computation workload distribution and energy dissipation among all the nodes, we measured the USD and ESD in Figs. 4c and 4d , respectively. We observe, based on Fig. 4c , that the computation workload is evenly distributed in the three examined algorithms. In terms of the even distribution of energy dissipation among all the nodes, GEATA is obviously inferior to the other two algorithms (see Fig. 4d ). 
Scalability
This experiment is intended to investigate the scalability of the BEATA algorithm. We scaled the number of nodes in the system from 16 to 128. The task graph used in this experiment is comprised of 300 tasks. Fig. 5 plots the performance of the three algorithms as functions of the number of nodes.
The results show that BEATA exhibits good scalability. To be specific, Fig. 5 shows that the three algorithms deliver increasing performance in both make span and energy consumption when the number of nodes increases. The results are expected because increasing the number of nodes provides more opportunities for tasks and messages to shorten the finish times and reduce the energy consumption. A second important observation is that BEATA outperforms LIST in terms of both make span and energy savings in cases where the number of nodes is larger than 64. The implication of this observation is that BEATA is beneficial for large-scale embedded systems, where performance and energy conservation are two objectives to be addressed. In terms of USD and ESD, all three algorithms achieve good performance when the system size is enlarged (Figs. 5c and 5d ).
Sensitivity to Size of Energy-Adaptive Window
To verify the performance impact of EAW, we evaluate the performance as functions of the size of EAW. Since LIST and GEATA do not have EAWs, their performance in all metrics is kept constant. The results plotted in Fig. 6 validate the relationships among the three algorithms proved in Section 4.4. When the EAW is set to 1, BEATA gracefully degrades to LIST. On the other hand, if the EAW is increased to 16, which is the total number of nodes in the system, then BEATA degrades to GEATA. We observe, based on Fig. 6 , that BEATA achieves the best trade-offs between make span and energy consumption when the size of EAW falls in the range between 3 and 5. The EAW size in this range enables BEATA to achieve almost the same performance in make span as that of LIST while conserving energy by up to 10.4 percent. We attribute the performance improvements of BEATA over LIST and GEATA to the fact that BEATA is an energyadaptive scheme that judiciously assigns tasks to nodes by considering both execution times and energy savings. Note that the choice of the optimal size of EAW is application dependent as different applications have distinct characteristics such as computational heterogeneities and computation-to-communication ratios. Thus, for a particular collaborative application, one can use a binary search algorithm to quickly discover an appropriate value of EAW in the range from 1 to the total number of nodes m.
Impacts of Heterogeneities
In this experiment, we investigate the impacts of the two heterogeneities (see Section 3.4) on system performance. To be specific, we evaluate the performance of the three algorithms in cases where 1) the energy consumption rate heterogeneity is kept constant while the computational heterogeneity varies (see Fig. 7 ) and 2) the computational heterogeneity is fixed while the energy consumption rate heterogeneity is increased (see Fig. 8) . Fig. 7a demonstrably shows that BEATA can maintain a similar performance to that of LIST in terms of make span when the heterogeneity degree of energy consumption rate increases. Furthermore, Fig. 7a reveals that the make-span performance of BEATA and LIST is insensitive to the heterogeneity degree of energy. Unlike BEATA and LIST, the make span of GEATA dramatically goes up with the increasing heterogeneity degree of energy. Fig. 7b intuitively shows that BEATA consistently delivers better energy performance than LIST. 8 shows that BEATA is almost tied with LIST in make span and is obviously superior to LIST in energy consumption. In energy consumption, the performance of BEATA is close to that of GEATA. The implication is that BEATA can show its strength in an embedded system where its computational heterogeneity varies.
Evaluation in a Real Application
To validate the results from the synthetic collaborative applications, we evaluate in this experiment the BEATA algorithm by using a real system, that is, a digital signal processing system [28] , [29] .
The DSP system processes sonar data with five independent threads, each driven by its own sensors [29] . The entire system can be represented as a DAG composed of five sub-DAGs, with a total of 119 tasks. The execution time of tasks varies from 0.28 to 1728 ms and the data size of messages changes from 1 to 32 Kbytes. The detailed information pertinent to the DSP application can be found in [28] , [29] . We conducted two groups of experiments. The first group of experiments (see Fig. 9 ) is focused on the size of EAW, while the second group (see Fig. 10 ) is intended to test the scalability of BEATA in the context of a real-world application. The performance patterns plotted in Fig. 9 are similar to those reported in Section 5.4, thereby verifying that BEATA can gain performance improvements in make span and energy savings for a real application. Fig. 10 shows that, in the case of DSP application, the three algorithms can scale well to large numbers of nodes. The results in Figs. 9 and 10 can be envisioned as a strong validation for the experimental results based on synthetic applications. The important conclusion drawn from these groups of experiments is that the BEATA algorithm can be successfully deployed in heterogeneous embedded systems to save on energy consumption of real-world collaborative applications.
CONCLUSIONS
In this paper, we address the issue of allocating tasks of collaborative applications in heterogeneous embedded systems, with an objective of energy-delay efficiency. BEATA, which is a tunable heuristic task allocation strategy, is developed to accomplish a variety of energydelay trade-offs required by different application environments. Compared with traditional energy-delay-driven protocols for WSNs, BEATA has several desired features. First, it is a polynomial-time heuristic task allocation strategy, which is easier to implement without any extra hardware cost. Second, it is a more general scheme that can be applied in various networked embedded systems. Next, it considered precedence constraints in collaborative applications, which are emerging in a range of networked embedded systems. Last, it targeted heterogeneous networked embedded systems, which are more common and complicated than their homogeneous peers. We conducted extensive experiments by using a real-world application and synthetic benchmarks. The experimental results show that BEATA significantly improves performance in terms of energy dissipation and make-span time over two baseline allocation schemes. Compared with LIST, BEATA achieves improvement in energy savings, on average, of 12.1 percent, with only a 2.9 percent increase in make span. Compared with GEATA, BEATA reduces the make span by an average of 38.9 percent.
Future studies in this research can be performed in the following directions: First, we will extend our scheme to multidimensional computing resources from which energy savings can be achieved. For now, we simply consider CPU time and network communication time. Memory access and I/O activities will be considered in the future. Second, we intend to enable the BEATA scheme to deal with real-time collaborative applications, where the hard deadlines must be guaranteed.
