Introduction
A burgeoning field of research involves using data from Google Insights or Google Trends to predict economic activity. The lure of using Google data, which has already been normalized, scaled, and aggregated, is that one has instantaneous access to worldwide internet activity. This boon also has some problems with the main one being a lack of transparency in regards to the original level data although
Google is transparent in the fact that it only provides data that has been normalized and scaled. 1 The main reason that Google normalizes and then scales all of their data obtained from Google Insights or Google Trends is due to privacy concerns such as the recent controversies of revealing a user's search history through search log data (Barbaro and Zeller 2006) . This necessary protection of the privacy of the user of a search engine can be problematic to the researcher due to potentially limiting the sample size of a given data-frequency, which makes studying long-run trends virtually impossible (Rapach 2003 , Gagnon 2008 . In addition, the interpretation of the regression results based upon normalized and scaled data is not as straight forward, which has important policy implications.
In regards to scaling and aggregation, studies in other fields that use scaled variables such as in Geographic Information Systems (GIS) and aggregated variables such as in time series econometrics have found that models involving scaling or data aggregation can introduce a loss of information. The loss will be larger with larger scales and greater levels of aggregation (Rossana and Seater 1995, Bian 1997) .
Furthermore, scaling a variable in regards to range also has the possibility of producing distortions (Pyle 1999) . In general, the effect of normalization, scaling, and aggregation in regards to website traffic and search engine queries has not been directly examined, and this paper investigates the potential pitfalls of using such data.
Internet activity has been used to predict economic activity and even possible flu epidemics (Ginsberg, Mohebbi, Patel, Brammer, Smolinski, and Brilliant 2009) . In regards to internet activity with respect to economic activity, Azar (2009) finds a negative relationship between oil prices and shocks to Google searches for electric cars in a Bayesian Vector Autoregression (BVAR). Askitas and Zimmermann (2009) observe a strong correlation between certain keywords such as unemployment office or agency, unemployment rate, Personnel Consultant, and most popular job search engines in German and the monthly German unemployment rate using Engle and Granger's (1987) error correction model. In a technical paper, Choi and Varian (2009b) state that the out-of-sample fit of U.S. initial unemployment claims is better explained with the inclusion of data from Google Trends in an ARIMA framework. Using daily and weekly data from Google Trends, Choi and Varian (2009a) also look at the relationship of retail sales and automotive sales using a seasonal autoregressive (AR) model, home sales in an AR model, and travel, with respect to visitor arrival in Hong Kong, in a fixed effects model in an earlier technical paper.
The purpose of this paper is two-fold. The first purpose is to investigate the effect that normalized, scaled, and aggregated variables of internet activity have on the empirical results, which has an important bearing on a new frontier of research that involves Google data. The second purpose is to understand the relationship between website traffic to a given website and keyword search queries as well as the rankings of that specific site for those queries. The understanding and modeling of website traffic could have important implications in terms of the gathering of predictive variables from external business environments, which could help in predicting revenue generation for individual businesses.
All of the data obtained from Google Insights or Google Trends is first normalized and then scaled, which truncates the data. Without loss of generality, daily and weekly data obtained from Google, as it pertains to the Charleston Area Convention and Visitors Bureau (CACVB) website, is used to demonstrate the effect of normalization, scaling, and then the aggregation. 2
2 The web address of the CACVB website is as follows: www.charlestoncvb.com.
-4 -A Poisson regression model with a conditional exponential mean function is adopted to model the website traffic of the Charleston Area Convention and Visitors Bureau (CACVB) website. Following the reasoning of Michener and Tighe (1992) , the Poisson model is used since website traffic is a non-negative integer variable (Cameron and Trivedi 1998) . In addition, the use of the Poisson regression permits the elimination of the interpretation problem of the regression coefficients obtained from data that has been normalized and then scaled. The nature of Poisson regression permits the interpretation of regression coefficients as elasticities or semi-elasticities, which is not automatically the case with all regression models.
The most important finding of this paper is that the frequency of Google data used in the regressions can greatly impact the empirical findings in terms of the magnitude of the estimated coefficients and even possibly with respect to the statistical significance of an estimated coefficient. This paper also finds that search volumes for certain keyword search queries has a larger impact on website traffic than does the ranking of a website especially with respect to the CACVB website.
The structure of this paper is as follows: Section 2 presents the theoretical model, Section 3 discusses the empirical findings, and Section 4 concludes.
Theoretical Model
The data used as the regressands are various forms of website traffic to the CACVB website, which is a count variable that takes on only non-negative integer
Given the nature of the data, this paper assumes that t y is a Poisson distributed variable and is modeled using the Poisson generalized linear model (GLM) with the conditional mean being equal to the conditional variance, which is as follows:
where x t is the regressor matrix Trivedi 1998, Wooldridge 1999) .
Since the assumption of the conditional mean and conditional variance being equal are too stringent and unrealistic for estimation purposes, the Poisson quasi-maximum likelihood estimator (QMLE) is used since it relaxes the assumption that the conditional variance and conditional mean are the same. For this paper, the quadratic hill climbing method is implemented to estimate the Poisson QMLEs.
The main benefit of using the Poisson QMLE is that it permits for the inclusion of randomness with the addition of asymptotically normal error terms.
This transforms t y into a compound Poisson variable, which is needed to relax the assumption of the conditional mean and conditional variance being equal while being able to produce non-negative values of t y Trivedi 1986, Wooldridge 1993) . Another benefit of using the Poisson QMLE is that the parameters are consistent even if the underlying distribution is incorrectly specified. In addition, the Poisson QMLE is also relatively efficient with robust standard errors, which take into account heteroskedasticity and is of the following form:
where the error term is Trivedi 1998, Wooldridge 1999) . 3 It should be noted that if 2 σ is zero, then Equation (2) collapses into Equation (1).
In the estimation of Equation (2), overdispersion is found to be present, which means that 2 1 σ > , and along with the Poisson GLM variance assumption, the conditional variance is permitted to be greater than the conditional mean:
For this paper, the Pearson error terms, which are weighted error terms, are used as a consistent estimator of
The interpretation of the regression parameters are not as straight forward as a linear regression model since the Poisson QMLE involves the exponential mean 3 An alternative model to the Poisson QMLE is the two-step negative binomial QMLE, which does not produce robust findings, and hence is not used in this paper (Wooldridge, 1999 
where Cameron and Trivedi 1998) .
Another way of interpreting the Poisson QMLE involves taking the log of Equation (2), which is: (Michener and Tighe 1992, Cameron and Trivedi 1998) .
Empirical Results
In The previously mentioned Poisson QMLE model regressions are estimated using both daily and weekly data to see whether aggregation has an effect on the empirical findings, which this paper does find and is discussed in Subsection 3.3.
Discussion of Data
When a visitor searches for a destination, he or she will be likely to type in a query in search engines, look through the returned results, and pick a webpage to follow. Thus, search volumes for certain keyword search queries and the website's ranking for those queries in major search engines will have a significant effect on the website's traffic (Pan, Litvin, and O'Donnell, 2007) . This paper focuses on three variables, which are the ranking of a site for certain keyword search queries, search volumes for those queries, and online traffic for that specific website. The data used which can produce distortions, it is possible for the aggregation of data to have an effect on the empirical findings (Rossana and Seater 1995, Pyle 1999) . For this paper, aggregation refers to the frequency of the data, meaning the transformation of daily data into weekly data, which is discussed in more detail in Subsections 3.2 and 3.3.
For the regressors, the search volumes for specific keywords searches in two categories of general overall type of searches is denoted as 'all' and a subcategory of queries in just travel categories as specified by Google Trends, which is denoted as 'travel' is found in Table 1B . The search volume data for specific keyword queries is normalized and scaled by Google for both the daily data and the weekly data (Askitas and Zimmermann 2009, Google Trends 2009) . The daily data has the same scale for three months, which limits the analysis of the daily datasets to only one quarter at a time. The weekly data has the same normalization and scaling regardless of quarter. The daily ranking of the CACVB website are captured using the afore-mentioned custom-built program, and the weekly data are the averages over a week's period of time.
As is shown in Table 1B , the log of the search volumes in the 'all' search category is as follows: charleston hotels, charleston restaurants, charleston sc, charleston tourism, and charleston travel, and the queries in the 'travel' search category is as follows: charleston hotels, and charleston sc. Google Trends did not provide the other three search traffic in the travel category due to their small volumes. The log of the scaled search volumes for the keywords searches in both the 'all' and 'travel' categories is used in the Poisson regression especially since the coefficients of the regressors can be interpreted as elasticities, which is analogous to Equation (4). The rank variables involve the rankings of charleston sc, charleston hotel, charleston restaurants, charleston tourism, and charleston travel. The coefficients of these regressors are interpreted as semi-elasticities as is defined in Equation (5).
Regarding the weekly regressors, the entire period from January 2008 to March 2009 is examined simultaneously because the normalization and scaling methods are the same for the search volume variables. For the rank variables, the weekly data are the average of a seven-day week, but it should be noted that the rank variables are based upon search volume variables that have already been normalized and scaled. In regards to the Poisson regressions, both daily and weekly data are used. The number of observations for each Poisson regression is listed in Table 1A . There are some missing observations due to the temporary lack of connection to the Internet or the blockage of the custom-built program by the Google Server since the program was the suspect of spamming.
Interpretation of the Univariate and Bivariate Poisson QMLE Results
The benefit of using daily data organized quarter-by-quarter is that one can observe the peak quarter of website traffic to the CACVB website with respect to keyword queries. Regarding the daily data, the general relationship between the estimated coefficients of the log of the keyword search volumes and the regressand is a positive one as is shown in Tables 2A and 2B . For instance, in the general 'all' search category of keyword searches for charleston hotels, the quarter that produces the largest estimated elasticity is the third quarter for all five regressands which involves all website traffic to the CACVB website and the four subcategories of website traffic to the CACVB website. This is also true for the estimated coefficients involving the log of the keyword search volumes for charleston restaurants, charleston tourism, and charleston travel with the peak quarter being the fourth quarter. The only keyword search query whose peak quarter shows some variation in the five Poisson regressions is that of charleston sc. For the regressand of nonlocal visits, the peak quarter is in the first quarter and for the remaining four regressands, the peak quarter is in the second quarter.
As for the keyword searches for charleston hotels, in the 'travel' category, the third quarter produces the largest estimated elasticity for all five regressands as it does in the general overall category of keyword searches. Analogous to the general overall category of keyword searches, the keyword searches for charleston sc, in the 'travel' categories also produces different peak quarters with respect to the regressands. Having access to which keyword searches are going to have the biggest impact at a given time could help tourist boards and businesses to maximizing their advertising expense, which is just one benefit of using Google data.
It should be noted that a few of the coefficients are negative such as in the coefficient for the log of the keyword search volumes involving charleston restaurants in the second quarter, but these coefficients prove to be statistically insignificant. The coefficient for the log of the keyword search volumes involving charleston tourism are also negative and statistically insignificant, which could possibly be due to a missing data problem since the dataset is reduced to 58 observations for the first and fifth quarter and to 83 observations for the second quarter and to 86 observations for the third and fourth quarters.
A surprise finding of this paper is the impact of the regressors of rankings on website traffic. One might assume that the ranking of a website might help draw the attention of the search engine user to a higher ranked website, but this paper finds that most of the estimated coefficients of the rank regressors are statistically insignificant or very small as is shown in Tables 2A and 2B .
For the statistically significant estimate coefficients, there generally is a negative relationship between the regressor and the regressands. For instance, looking at the fifth quarter for the rank variable of charleston travel with respect to the regressand of all visits, Table 2 shows that the estimated coefficient is -0.197, which means that the log of website traffic decreases by 19.7% if the estimated coefficient is interpreted as a semi-elasticity. Alternatively, for the fifth quarter of the rank variable of charleston hotel with respect to the regressand of all visits, Table   2 shows that the estimated coefficient is 0.020, which means that the log of website traffic increases by 2.0%. It could be said that for certain variables, where a search engine user has something specific in mind such as a preferred hotel, rank does not help entice website traffic to a given website.
Working with rank variables is problematic, due to the lack of variability, which produced singular matrices in the Poisson QMLE results and is not reported in Tables 2A, 2B , 3, and 4 in order to conserve space. Furthermore, there is also a missing data problem, which reduced the dataset for the regressions for four quarters of daily data as well as the weekly data which involve the rank variables of charleston sc and charleston hotel. The estimated coefficients from the regressions with missing observations turned out to be statistically insignificant.
As is shown in Table 3 , combining the log of the keyword search volumes with their respective ranking in the same regression did not greatly alter the empirical findings of the individual univariate regression results especially with respect to statistical significance.
Effects of Normalization, Scaling, and Aggregation
The most dramatic finding of this paper is with respect to the comparison of the estimated Poisson QMLE results using daily and weekly data, which has important implications in terms of policy implementation. Generally, one would expect that if the average at a lower frequency is rather consistent, then this ought to be reflected at the higher frequency. The same should hold for conditional means as well, but this is not the case when comparing the Poisson QMLEs when using daily and weekly data. For this comparison, the average of the regression estimates for the five quarters involving daily data is compared to the regression estimates of the weekly data, which is shown in Table 4 . 6 In some instances, depending on the frequency of data, there is a reversal of the sign of an estimated coefficient and even statistical significance, which is what occurs for the Poisson QMLE results that involve the regressand, local visits. When daily data is used, the sign for all seven regressors involving the log of keyword search volumes is positive with four out of the seven Poisson QMLE regressions producing statistically significant coefficients. Alternatively, when weekly data is used all seven estimated coefficients are statistically insignificant, and five out of the seven estimated coefficients become negative.
When examining the goodness of fit of a model, the higher the R-squared term and the lower the Akaike Information Criteria (AIC) the better. For the seven Poisson QMLE regressions that involve local visits, the regressions that use weekly data produce a slightly lower AIC, but the R-squared terms are much higher when daily data is used. 7 This is not the case for the remaining four regressands. For the other four remaining regressands, the R-squared terms are generally higher on average and the AICs are much higher when weekly data is as opposed to daily data as is shown in Table 4 . Normally, one would expect a lower AIC with a higher Rsquared term, but this anomaly is discussed in more detail a little further on in this subsection.
In regards to the interpretation of the estimated coefficients, a different story emerges depending on the frequency used in the regression. For instance, examining the regression involving the regressand, new visits, the Poisson QMLE regression using daily data produces a statistically significant estimated coefficient of 0.749 on average for the regressor concerning charleston sc in the travel category, which states that the conditional mean changes proportionally by 0.749. When weekly data is used, the conditional mean, for the same regressor, changes
proportionally by 1.106, which is also statistically significant. The R-squared term is approximately 50% higher and the AIC is more than three times higher in the regression involving weekly data, which is listed in Table 4 .
Another such example involves the regressand, search traffic, and the regressor charleston sc in the general overall search category as is also shown in Table 4 . When daily data is used, the statistically significant estimated regression coefficient is 0.984 with an R-squared term of 0.34 and the statistically significant estimated regression coefficient is 1.450 with an R-squared term of 0.39 when weekly data is used. So, it appears that in terms of explaining the variability of the regressand, search traffic, both daily and weekly data capture approximately the same level of variability, but the AIC terms are vastly different. When daily data is used, the AIC is 61.85 and when weekly data is used, the AIC is 418.36. So, it would appear that based on the AIC, the Poisson QMLE regression model using daily data is a better fit.
When using weekly data, the regressions produce estimated coefficients that are generally larger on average, which naturally produce larger R-squared terms.
So, in terms of goodness of fit, the R-squared terms might not be necessarily the best measure, which leaves the AIC as a measure of goodness of fit of the regression models for consideration. The AIC is generally lower when daily data is used, which indicates that the daily data might give a better picture of explaining the five various forms of website traffic discussed in this paper except in the case of local visits.
This is not a prudent conclusion to draw due to the lack of transparency of the normalized and scaled regressors especially in regards to the keyword search volumes.
Hence, in the examination of the relationship between various types of website traffic and the regressor of the log of keyword search volumes, a different picture unfolds depending on the frequency of data used.
Conclusion
The benefit of using data from Google Insights and Google Trends for businesses is that it can better help businesses to target certain markets by providing instantaneous access to the most current data available at any given time.
Using data from Google Insights and Google Trends is also helpful to researchers by providing a consumer-driven data source, i.e. internet activity, to help explain or predict economic activity without the time lag required for economic time series such as unemployment statistics.
Google is very transparent in the fact that they only provide data that already has been transformed through normalization and scaling procedures, but it is not transparent in regards to the raw data itself due to privacy issues, which is problematic to the researcher wishing to deal with the original level data. For the researcher as well as for policy implementation, it is difficult to see the direct effect of aggregation when normalized and scaled data is used because the normalization and scaling are different for each level of aggregation. As is demonstrated in this paper, the empirical Poisson QMLE results can be drastically different when using daily and weekly data. These differences could be due to the effects of normalization, scaling, and/or aggregation, but the lack of transparency in regards to the raw data itself makes it difficult to identify.
Furthermore, the use of data from Google Insights and Google Trends automatically means that the size of the dataset is going to be limited since the normalization and scaling is not uniform across time periods in regards to a given data frequency. For instance in this paper, the regressions involving daily data are limited to only one quarter at a time because of the normalization and scaling procedures used by Google, which hinders the examination of long-run trends.
Another potential problem of using Google data involves the interpreting of regression coefficients since normalized and scaled variables are used. In this paper, the problem of interpreting the regression coefficients is averted through the nature of the Poisson regression, which permits the interpretation of regression coefficients as elasticities or semi-elasticities.
A suggestion for future research involving Google data would be to work with the raw data, while maintaining the privacy of the user of a given search engine, which suggests a change in the data collection methods at Google Insights and Google Trends. In doing so, a researcher could still have the problem of aggregation in regards to the empirical results, but the potential doubts as it pertains to the empirical findings caused by normalizing and scaling would at least be removed. Balancing the great potential for research, which could benefit the consumers versus the protection of user privacy, will be the key to the future development in this research area. -24 - 
