ABSTRACT An artificial neural network was trained to predict the presence or absence of ascites in broiler chickens. The neural network was a three-layer backpropagation neural network with an input layer of 15 neurons (defining 15 physiological variables), a hidden layer of 16 neurons, and an output layer of 2 neurons (the presence or absence of ascites). Male by-products of a breeder pullet line were brooded at 32 and 30 C during Weeks 1 and 2, respectively. The training set for the neural network consisted of data from birds subjected to cool temperatures (18 C) to induce ascites. After training, the predictive ability of the neural network was verified with two new data sets. The second data set was from birds subjected to cool
INTRODUCTION
Ascites in its terminal manifestation is characterized by fluid accumulation in the abdominal cavity of all poultry and has a significant economic impact on broiler chickens and turkeys. The pathophysiological progression leading to terminal ascites includes the onset of pulmonary hypertension, a decrease in oxygen content of the systemic arterial blood (hypoxemia), an increased hematocrit (HCT), an increasingly negative electrocardiogram (ECG) lead II S wave amplitude, a decrease in BW gain, and an increase in the righttotal ventricular (RV:TV) weight ratio (Wideman, 1988; Peacock et al., 1989 Peacock et al., , 1990 Julian, 1993; Odom, 1993; Wideman and Botrje, 1993; Owen et al, 1995a,b; Wideman and Kirby, 1995a,b, 1996; Wideman et ah, 1995a,b) . The progressive physiological changes leading to terminal ascites can be followed by periodically measuring in vivo parameters such as the percentage saturation of hemoglobin with oxygen (O2), HCT, BW, and ECG wave amplitudes. Terminal measurements such as the RV:TV ratio and the day of death (DD) also can be useful for estimating the extent and duration of pulmonary hypertension (RV:TV ratio) and the individual's susceptibility to ascites.
temperatures (18 C) . The third data set was from birds subjected to clamping of the pulmonary artery to simulate the physiological processes involved in ascites (the temperature was 24 C). A comparison was made between laboratory diagnostic results and the neural network predicted ascites incidence. The neural network accurately identified the presence or absence of ascites in the first (training) set. Two false positives and one false positive were identified in the second and third verification sets, respectively. The birds identified as false positives were determined to be in the developmental stages of ascites before the occurrence of fluid accumulation. Artificial neural networks were found to effectively identify broilers with and without ascites.
hypertension, neural network)
1996 Poultry Science 75:1479-1487
The availability of multiple diagnostic indices raises questions about the relative accuracy and reproducibility of using changes in single or multiple parameters to predict the susceptibilities of individual or groups of birds to ascites. As outlined by Kirby et al. (1995) , it is important to understand which physiological changes are most consistently associated with the pathophysiological progression leading to terminal ascites, and to determine which individual or combined parameters can be used to most accurately predict susceptibility or resistance to ascites.
From a practical diagnostic point of view, ascites is either present in the birds or it is not. This binary problem is problematic for traditional statistical analysis. Kirby et al. (1995) proposed the use of logistic regression to predict whether or not an individual bird would develop ascites. Another alternative to traditional statistical analysis is neural network computation, which can analyze binary data.
The use of neural networks to aid in diagnosing clinical problems is well established (Baxt, 1995; Cross et al, 1995; Dybowski and Gant, 1995; Forsstrom and Dalton, 1995) , although some words of caution about the neural network approach have been expressed (Dodds, 1995; Signorini and Slattery, 1995) . Unlike most other forms of artificial intelligence, the artificial neural network can improve performance by training. The networks can also define complex relationships among input data that are not apparent using other approaches (Baxt, 1991) . A discussion of neural networks is made in the Appendix. The objective of this study was to examine the potential of neural networks to predict the incidence of ascites in individual birds and to identify the importance of some physiological parameters associated with ascites.
MATERIALS AND METHODS

Animals
Three separate neural network data sets from male byproducts of a Hubbard breeder pullet line 1 were evaluated (data from 73,52, and 46 birds for the training set, and first and second verification data sets, respectively). Each data set was from birds that were reared on new rice hull litter in environmental chambers (8 m 2 floor space). The chicks were brooded at 32 and 30 C during Weeks 1 and 2, respectively. Thereafter, the temperature was maintained at 24 C when the pulmonary artery clamp (PAC) technique was used to induce ascites , or was reduced to 18 C when cool temperatures were used to induce ascites (Wideman et ah, 1995a) . Ventilation was adjusted as needed to maintain air quality (0.7 to 3 m 3 /min). All chicks were fed cornsoybean meal-based broiler starter, grower, and finisher rations that were formulated to meet or exceed the minimum NRC (1984) noninvasive measurements of percentage saturation of hemoglobin with oxygen in arterialized capillary beds (Wideman and Kirby, 1995a,b) . Standard three limb electrocardiograms were recorded to obtain ECG lead II RS and S wave amplitudes as an index of cardiac dilation and hypertrophy (Owen et ah, 1990; 1995a,b; Wideman and Kirby, 1996) . Blood samples (200 to 400 ixh) were obtained by venipuncture for microhematocrit determinations. These measurements were taken on Day 15 or 21 (depending on the experiment) and on the day of death. Final BW, oximetry readings, HCT, and ECG recordings were obtained from individual broilers as soon as clinical ascites became evident, or prior to the final necropsy for broilers that survived to the end of the experiment. Broilers were killed with CO2 gas, the heart was removed, blotted to remove surface moisture, dissected, and weighed for calculation of the RV:TV ratio, which serves as a reliable index of pulmonary hypertension (Burton and Smith, 1967; Burton et ah, 1968) . The ages at which the experiment was terminated were 53 d for training data set and 49 d for the cool temperature and surgically induced ascites verification sets.
Neural Network Analysis
The neural network analysis was conducted on an IBM compatible PC using NeuroShell 2® commercial software.
3 A three-layer backpropagation neural network was used that had an input layer (15 neurons), a hidden layer (16 neurons), and an output layer (2 neurons). The learning rate and momentum were both set at 0.1. The initial weights for the linkages between neurons were random values within a range of 0.3 to -0.3.
Training Procedure
The following parameters are defined in Table 1 and were presented to the neural network: 0215, 02L, DD, BWL, HCT15, HCTL, RV, LVS, RV:TV, SI, SF, ECG15, ECGL, HR15, HRL. Training outputs were evaluated in a binary manner as ascites diagnosed to be present (1) or absent (0). The physiological and diagnostic data used in the training procedure were obtained from broilers subjected to cool temperatures (18 C) to induce ascites. Examples of the training data are shown in Table 2 .
The training data set was partitioned into a learning set (80%) and a randomly chosen test set (20%). After an input pattern was presented to the first layer of neurons, it was propagated through each succeeding layer until an output was generated. This output pattern was compared to the desired output, and an error signal was calculated for each output. This error signal was transmitted backwards across the neural network. The connection weights were thereby updated, in order to decrease the error in the network. As learning proceeded, the error between the input and output decreased and the neural network "learned" the pattern of data (Forsstrom and Dalton, 1995) .
The neural network can over-train on the training data so that it will not be useful for generalization with a new data set. To prevent over-training, NET-PERFECT™ 3 was used to evaluate the error between the learning and the independent test data during the training period. At the point the error between the learning set and the test data was at the minimum, the neural network was saved. The backpropagation neural network was saved as a file that could be accessed via a Dynamic Link Library (DLL) in an Excef™5 spreadsheet program. 4 An Excel™ 5 spreadsheet copy of the neural network is available from the senior author.
Verification Procedure
The saved neural network was applied to verification data that had been input in an Excel™ 5 spreadsheet (Ward Systems Group, 1993) .
The verification was made with two sets of physiological and diagnostic data on which the neural network had not been trained or tested. Examples of input data for the second and third verification sets are shown in Tables 3  and 4 , respectively. The second data set was from birds which had been subjected to cool temperatures. The third verification set was from birds that had ascites surgically induced by clamping the pulmonary artery to simulate physiological processes involved in ascites.
RESULTS AND DISCUSSION
The input data for incidence of ascites was binary (0 or 1); however, the output from a neural network (i.e., the prediction for birds with or without ascites) was not always in whole numbers (Tables 2, 3 , and 4). The predicted output is not a probability, although it can be viewed in a similar manner, and output values can be Microsoft Corp., Redmond, WA 98052-6399.
used as a measure of incident likelihood. Based on fuzzy logic (Zadeh, 1965) , the values can be thought of as belief values (range of 0 to 1). A belief value (also known as a Dempster-Shafer value) represents the degree to which the evidence supports the occurrence of an event; whereas probability (Bayesian) values represent the likelihood of an event. The difference between a Dempster-Shafer belief and Bayesian possibility values becomes evident when describing a predicted probability value of zero. A Bayesian probability indicates the predicted event will not happen. For the DempsterShafer method, the predicted zero means there is no evidence from which to draw a conclusion (Lawrence, 1993) . As an example, suppose belief values for a particular bird are predicted to be 0.9 and 0.1 for the presence of ascites and no ascites, respectively. Based on the pattern of physiological data presented to the neural network, there is a belief of 0.9 that the bird has ascites and a belief of 0.1 that there is no ascites. The larger prediction value of 0.9 strongly suggests that the bird has ascites.
Training Results
The training based on the learning and test patterns provided coefficient of multiple determination (R 2 ) values of 0.9681 and 0.9692 for the ability to predict no ascites and ascites, respectively. The mean square error (MSE) of all of the patterns presented to the neural network in the training period was 0.007 and 0.006 for no ascites and ascites, respectively. The MSE represents the square of the actual value minus the predicted value, i.e., the mean of (actual -predicted) 2 (Ward Systems Group, 1993). When the comparison was made on an absolute basis for the incidence of ascites or no ascites, the neural net accurately (100%) identified the presence or absence of ascites for the training set (Table 2) .
A measure of the contribution of each input factor was made with the backpropagation network. The contribution was based on the sum of the absolute values of the weights leading from the particular variable (Ward Systems Group, 1993) . The contribution of inputs of the neural network were analyzed to identify important physiological factors affecting survival of the bird.
The weights of relative importance of the physiological variables analyzed in the study are shown in Table 5 . The top two factors are the last O2 (02L) reading of the bird and the right ventricle as a percentage of the summation of the right and left ventricles (RV:TV ratio). The importance of the last O2 reading confirms the major contribution of hypoxia to the death of the bird.
Verification Results
Application of the neural net to two verification data sets are shown in Tables 3 and 4 . Three false positives for ascites were identified, two of which are reflected in the data in Table 3 and one in Table 4 . A summary of the ascites predictions as compared to ascites diagnosis is shown in Table 6 for all three data sets. A close examination of the data in Tables 3 and 4 suggested that there were high RV:TV ratios in each of the cases that triggered a false positive response. The three incidences of false positives were analyzed and it was determined that they were most likely preascitic cases, however the pathophysiological progression had not yet caused any fluid accumulation in the abdominal cavity.
Other studies have shown a high value for the contribution of DD to the prediction of the incidence of ascites. In this study, DD was not indicated to contribute very highly to the predictive ability of the neural network model to predict ascites. No doubt the reason for this was that many of the birds were not allowed to die naturally as they were euthanatized at termination day of the experiment. 
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FIGURE 2. Simple three layer neural network.
The value of a prediction procedure is in its ability to generalize beyond the data from which it had been developed. The neural network was very effective in doing this. It was able to accurately predict the incidence of ascites on "noisy" data from birds in other experiments. In the second data set (Table 3) , the neural network used data that had been collected on the 21st d even though it had been trained on data collected on 15th d. In the third data set (Table 4) , an accurate prediction was made by the neural network on birds with surgically induced ascites, even though the training data of the neural network had been induced by cool temperatures.
The backpropagation neural network was very accurate in its diagnosis of the presence (or absence) of ascites in broiler males. However, several of the input physiological measurements were invasive, necessitating euthanasia of the bird. Efforts are being conducted to examine noninvasive inputs that will accurately diagnose the presence or absence of ascites in broilers.
APPENDIX
Neural networks were inspired by the structure and function of biological neurons. Neural networks learn from the iteration of example patterns without requiring a priori knowledge of relations between variables under investigation. The neuron receives one or more inputs and transforms the sums of those inputs to an output value that is transferred to other neurons. The artificial neural network is a set of processing units (or nodes) that simulate biological neurons and are interconnected by a set of weights (analogous to synaptic connections in the nervous system) that allows both serial and parallel processing of information through the network. A simple example of an artificial neuron and the principle on which it functions is shown in Figure 1 . The artificial neuron behaves like switch; when there is sufficient neurotransmitter accumulated in the cell body, an action potential is activated. In the artificial neuron, a weighted sum is made of the incoming signals (from other nodes) to the node. A comparison is made to a threshold value. If the threshold was exceeded then the node fires a signal that becomes the input for another node or an output value. The attribute of a neural network is not from the complexity of the neurons. The power comes from the density and complexity of the interconnections (Cross et al., 1995) . Figure 2 shows input, hidden and output layers of neurons that make up a generic artificial neural network. As compared to commercial computers the pattern memory is distributed throughout the interconnections and nodes. This type of structure functions quite well for pattern recognition and for task discrimination.
Backpropagation neural network, used in the present study, was a supervised learning method in which an error signal is fed back through the network, altering weights as it goes, to prevent the same error from happening again.
The network is trained by presenting it with input and output pairs. The weights are changed so that the network will eventually produce the matching output pattern when given the corresponding input pattern of that pair.
Training the network to associate input and output can be thought of as a minimization problem in which the total error is minimized. The modification of the weights is governed by the learning rate. The weights leading to the output node are modified slightly during learning in the direction required to produce a smaller error the next time the same pattern is presented. The amount of weight modification is the learning rate times the error. The larger the learning rate, the larger the weight changes, and faster learning will occur. However, large learning rates often lead to oscillation of weight changes and learning is never completed or the model converges to a solution that is not an optimum. To prevent this, a momentum is incorporated that makes the weight change a function of the previous weight change. Thus, a smoothing effect takes place in which the momentum factor determines the proportion of the last weight change that is added to the new weight change (Ward Systems Group, 1993) .
In contrast with other computer-based approaches, the neural network can operate with inaccurate or missing data. Neural networks are known to be able to identify relationships when some of the input data are incomplete or inaccurate.
