Abstract--We study the existence of multiple positive solutions of a singular boundary value problem for second-order impulsive differential systems with real multiparameters. The existence phenomenon of positive solutions depends on the parameters and we give a full analysis about multiplicity~ existence, and nonexistence with respect to the parameters. Proofs are mainly empJLoyed by the upper and lower solutions method for systems and the fixed-point index argument. (~
INTRODUCTION
In this paper, we prove the existence of multiple positive solutions for a singular Gelfand type boundary value problem of the following second-order impulsive differential system: 
u"(t) + )~hl(t)f(u(t),v(t)) = 0, t e (0, 1), t ~ tl, v"(t) ÷ ~h2(t)g(u(t), v(t)
)
u(t +) -u(tl), and A It=tl = u'(t+) --u'(t-~).
Throughout this paper, we assume f,g E C(R 2, (0, c~)), I~, I. e C(R,R) satisfying I~(0) = 0 = I,(O), N~,N, e C(R,(-c~,0]), and hi, h2 e C((0,1), (0, cxD)). We notice f(0,0) > 0, g(0,0) > 0 and h~, h2 may be singular at t = 0 and/or 1. 1] . Then PC [O, 1] and X are Banach spaces with norm Ilull = supte[0,1] lu(t)l and If(u, v)l I --Ilull + Ilvll, respectively. The solution of (PT) is (u, v) e X N (C2(J ') x C2(J')) which satisfies (Pw).
In recent years, scalar second-order impulsive problems have been studied extensively in literature. (See [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .) Among them, for scalar problems of the form Agarwal and O'Regan [1] proved similar results for both cases under more general set up with complimentary conditions. We notice that Eloe and Henderson only considered the continuous case, i.e., q E C[0, 1] and Agarwal and O'Regan considered the singular case of Ll-sense, i.e., q E LI(0, 1). According to the result of Eloe and Henderson for the case f(0) > 0, the existence behavior (multiplicity, existence, or nonexistence depending on a parameter) beyond constant 1/(71 + K72 ) is unknown and this part was answered by Lee and Lee [9] with the condition on singular coefficient function as f01 s(1 -s)q(s) ds < c~. Under conditions foo = c~ and f nondecreasing, they proved that there exists A* > 0, such that the problem has no, at least one or at least two positive solutions according to A > A*, A = A*, or A < A*, respectively. Lee and Lee [10] also studied the existence behavior for two-point boundary value problems, i.e., a # 0 or b # 0 with the case f(0) = 0 and proved under the main conditions foo = cc and f nondecreasing, f(u) > O, for all u > 0 that there exist A0 and A* with 0 < A0 _< A*, such that the problem has at least two, at least one or no positive solutions according to 0 < A < A0, A0 _< A < A*, or A > A*, respectively.
u"(t) + Aq(t)f(u(t)
There also have appeared numerous papers on boundary value problems for systems, see [12] [13] [14] [15] [16] and references therein. However, there are few papers on singular boundary value problems for impulsive differential systems. The purpose of this work is to extend the results for scalar differential equations to differential system (PT) specially for the case f(0, 0) > 0, g(0, 0) > 0. More precisely, we assume whenever (Ul,Vl) < (u2,v2).
Then, we prove that there exists a continuous curve r splitting R~_ \ {(0, 0)} into two disjoint subsets O1 and 02, such that problem (PT) has at least two positive solution for (A, #) E O1, at least one positive solution for (A,/~) E r, and no solution for (A, #) E 02. Here, we notice that the inequalities on R 2 are defined componentwise.
The result is valid not only for problems with finitely many impulse points but also for systems of arbitrary finite dimension. Furthermore, we apply this result to study the existence and multiplicity of positive radial solutions for semilinear elliptic systems on an annulus or an exterior domain with suitable impulse conditions.
Our technique of proofs mainly uses the upper and lower solution methods and fixed-point index arguments.
The paper is organized as follows. In Section 2, we prove a theorem of upper and lower solutions method for second-order impulsive differential systems. We also give some well-known theorems for fixed-point index arguments. In Section 3, we prove the existence and nonexistence part of the result and in Section 4, we prove the existence of the second positive solution. In Section 5, we apply the main result to show the multiplicity results for impulsive semilinear elliptic problems.
PRELIMINARY
In this section, we prove a fundamental theorems of upper and lower solutions method for impulsive systems and introduce some known fixed-point index theorems. Consider
u" (t) + F(t, u(t), v(t) ) = O, v" (t) + a(t, ~(t), ~(t) ) = O,
~t,=.
= M~(tl)),
Au'tt=t , = N~(u(tl)),
tCh,
t e (0,1), t¢tl, t e (0,1),
where F, G : (0, 1) x R x R --~ R are continuous. The solution of (1), (2) is (u, v) e X A (C2(d ') x C2(y')) which satisfies (1), (2) . We set up an operator equation for (1), (2) . Define
X --, X is well defined on X and problem (1) , (2) is equivalent to the fixed-point
The following lemma says the completely continuity of T. 
where ~o 1 
Ao(u, v)(t) = a + (c -a)t + K(t, s)F(s, u(s), v(s)) ds -t(I=(u(h)) + (1 --tl)Nu(u(tl))),

Bo(~, ~)(t) = b + (d -b)e + K(t, s)a(,, ~(s), ~(s)) e~
- t(I~(v(el)) + (1 -h)N~(v(tl))), 1
Al(u, v)(t) = a + (c -a)t + ~ K(t, s)F(s, u(s), v(s)) ds
+ (1 -t)(Iu(U(tl)) --tlgu(u(tl))),~(0) < ~, ~(0) < b, ~(1) <_ c, ~(~) <_ d.
(~(t), ~v(t)) < (~(t), ~(t)) _< (~(t), fi~(t)), ~or a~ t • [0,1].
REMARK 2.1. For the proof of Theorem 2.1, we will make use of known result on the method of upper and lower solutions for the following singular system with no impulse effects; under Conditions (bl)-(b4), the problem
¢'(t) + a(t, ~,(t), ~(t)) = o, t • (o, 1),
We notice that the definition of upper and lower solutions of (5) follows Definition 2.1 without the impulse effects. One may refer to [15] for the proof.
PROOF OF THEOREM 2.1. Consider (A,B) • R x R satisfying (a,~(tl),a,(tl)) <_ (A,B) <_ (~(tl),fl,(tl))
. Then (a~, av) and (j~,flv) are, respectively, lower and upper solutions of the following problem:
u"(t) + F(t, u(t), v(t)) = O, t e (0, tl),
~"(t) + a(t, ~(t), ~(t)) = o, t e (o, t~),
Thus, (EA,B) has a solution (x~, xv), such that x~, xv 6 C[0, 1] n C2(0, tl] and
It is well known that problem (EA,B) is equivalent to the fixed-point equation (u, v) = TE (u, v) , where
ME(u, v)(t) = a + A -a t + (tl -t) sF(s, u(s), v(s)) ds tl
+ t (tl --s)F(s, u(s), v(s)) ds,
and
NE(U, v)(t) = b + B -bt + (tl t) jC ~t tl
We also know that TE is completely continuous. Since u + Iu (u) and v + Iv (v) are nondecreasing,
i.e.,
Define and (au (t +) ,av (t+)) = (Iu(a~(tl)),Iv(av(tl))) + (au(tl),av(tl)) < (I~,(A),Iv(B)) + (A,B)
<_ ( 
(a~ (t +) ,av (t+)) <_ (I~(A) + A,I.(B) + B) <_ (fly (t +) ,fly (t+)) .
{ (~(t),~v(t)), (~,,,~v) (t) = (~o (t+) ,~v (it)), (~(t+),~v(t+)),
Then (c~,, dr) and (/~, fly) are, respectively, lower and upper solutions of the following problem:
u" (t) + F(t, u(t), v(t) ) = O, ~"(t) + G(t, u(t), ~(t)) = O, u(tl) = I~(A) + A,
v(tl) = Iv(B) + B, t • (t~, 1), t • (tl, 1), u(1) = c v(1) = d. (FA,B) Then TF(u, v) = (MR(u, v), NF(u, v) ), /:
MF(u,v)(t)=c+c-I'~(A)-A(t-1)+(1-t) (s-tl)F(s,u(s),v(s))ds
--ti
+ (t -tl) (1 -s)F(s, ~(s), v(s)) ds,
NF(u,v)(t)=d+d-I~(B)-B(t-1)+(1-t) (s-t~)a(s,~(s),v(~))ds 1 -tt
+ (t -t~) (1 -s)a(s, ~(s), ~(s)) es,
and we know TF is completely continuous. Let us define 
{ (x~(t),x~(t)), t E [O,t~l, (z~, zv)(t) = (y,~(t), yv(t)), t • (t~, 1]. z"(t) + F(t, z~(t), z.(t)) = 0, z"(t) + C(t, z~(t), ~v(t)) = 0,
Az~lt= h = y~(tl) -x~(tl) = I~(A) + A -A = I~(A) = I~(z~(tl)
(~(t),~(t)) < (y~(t),y~(t)) < (£(t),~(t)),
for t E [tl, 1].
We also notice that the problem (FA,B) is equivalent to the fixed-point equation 
a~(t),a,(t)) <_ (z~(t),z~(t)) < (/3~(t),t3"(t)). So far, we have shown that for each C = (A,B), such that (c~,(tl),a~(tx)) _< (A,B) <_ (/3~,(tl),/3"(tl)), there exists a solution (z~,,z,) of (1), such that (a~(t),a~(t)) < (z~(t),z~(t)) <_ (fl~(t),fl~(t)) and (z~(tl),z~(tl)) = (A,B).
>_ Nu(au(tl)) = N~(z~(tl)).
If a~,(tt) = fl~(tl), then our claim is simply done. Indeed, the solution of (1) known to exist is element of both X(a~(tl), B) and X(fl~(tl), B). Thus, by (6) and (7), the solution satisfies 
It~-tl
We know that the sequence Lz~ , z, ) is bounded in X and 
~z~ , zo ~ (t) = (y~-(t), y~°(t)), t • (t~, 1],
(x A" (t), x A" (t)) = TE (x ¢" (t), x A~ (t)) = (ME (x ¢" , x A~) (t), NE (x A', x ¢') (t)) ;
i.e., (e~,, ~) (t) ], (y~u(t),~v(t)), t e (t1,1].
Then, the subsequence A,~ A,~ (z~ , z. ) converge to (2~, 5.) in X and it is not hard to see by Conditions (b2), (b3) and Lebesgue dominated convergence theorem that (2~, by) is a solution of (1). Furthermore, (2~,5.)(tx) 1" A~ A. 
• = zrr~_~(x~ ,x~ )(tl)=hm~_~(A~,B) = (A*,B). Thus, (~,~)e X(A*, B). Differentiating
We assume that (~,5:~) and (9~, 9~) are lower solution of (Ec, B) and (Fc,B), respectively, for C ~ (A*,~3u(tl)). Also, (~,~3v) is upper solution of (Ec, B) and (Fc,s 
,~) ~ X(A*,B), (2~(t), 2,(t)) > (2~,(t),5~(t)), and
As't,=, < Y~ (s=(t~)). 
Then by (10) and (11),
Az-{~=,, = Y~ (~(t~)).
Our claim is proved for the case A* > a~(tl). Let X2(B) denote the set of all such solutions, i.e., X2(B) --{(zu, z~) I (z., z~) is solution of (1) satisfying (au,a. 
I ~;=tl
By similar limit argument, we can complete our proof.
I
The following two theorems are well-known cone theoretic fixed-point theorems. See [17] for proofs and details. 
EXISTENCE
In this section, we prove the existence and nonexistence of the positive solutions for a singular Gelfand type boundary value problem of the following second-order impulsive differential system:
u"(t)+~hl(t)f(u(t),v(t))=O,
t e (0,1), t~tl,
v"(t)+#h2(t)g(u(t),v(t))=O, t E (0,1), t#tl,
Au'[t=tl = N~(u(tl)), Av'[t=tl = Y.(V(tl)),
We set up an operator equation for (PT). Define
/o
Ax(u, v)(t) ~-a + (c -a)t + ,X K(t, s)h~(s)f(u(s), v(s)) ds + W~(t, u), B.(u, v)(t)~ b + (d -b)t + it K(t, s)h2(s)g(u(s), v(s)) ds + W~(t, v),
! and
Tx,,(u,v) ~-(A~(u,v), B,(u, v)).
Then, T~,~ : X ~ X is well defined on X. We know that problem (PT) is equivalent to the fixed-point equation
By Lemma 2.1, we can say that T~,~ is completely continuous.
The following four lemmas are well-known facts in the studies of scalar problems. Proofs can be done by obvious modifications. 
LEMMA 3.1. (See [2].) Assume that u" E C[a, b] fq C(a, b), u"(t) <_ O, u(a) >_ O, u(b) >_ O, where 0 < b-a < 1. And also assume that there exists h E C(a,b), such that [u"(t)[ <_ h(t) on (a,b) satisfying f:(b -s)(s -a)h(s) ds
< o0.
3a + b a + 3b
for --< t < 4 4 ' [9] .) solution of (Li ). Then
Let
Ilullo = supte[o,tl] [u(t)l, [[u[[1 = suptE[h,1] lu(t)[, So = [h/4, 3tl/4], Sx = [(3h + 1)/4, (tl q-3)/4], P = {(u,v) ~ X lu, v >_ 0} and X: = {(u,v) e P l mint~so(u(t) + v(t)) >_ (h/4)(Ilullo + Ilvllo), mintEsl(u(t) + v(t)) > ((1 -h)/4)(llul[1 + [Ivlla)}. Then, fill[ = max{llullo, Ilullx} and P and tg are cones in X. By using Lemma 3.1, we can show that T~,,t,(P ) C IC.
LEMMA 3.2. (See [18].) Assume (D1). Then the following problem: u'(t) + t(l -t)hi(t) = O, 0 < t < 1,
u(0) = 0 = u(1)
Assume (D1) and (D2).
(Li)
Let (u, v) be a solution of (PT) and qoi be a 
) Assume (D1), (D2), and (194). Then the problems u'(t)+hl(t)=O,
~'1,=,, = N~(u(tl)), at (An,tin), such that (An, ttn) E T~ for all n and II(u,~,Vn)ll --+ co. We consider three cases: the first case is A~, tt,~ > 0, the second is A,~ > 0 and tL~ = 0, and the third is An = 0 and #n > 0, for sufficiently large n. First, we assume A~, #,~ > 0, for sufficiently large n. Let us choose 71 and ~2, such that for (A~, #~) E 7~,
v"(t)+h2(t)=O,
rE(0,1), t#tl,
z~.l,=,, = I~(v(h) )
Av'lt=t I = N~(v(tl)),
v(0) = b, v(1) = d,
<A~min/~min f K(t,s)hl(s)ds, l-tlmin~ K(t,s)hl(s)ds}
771
[ 4 tESo Jso
s)h2( s) ds, --~ tes1 fl S1
By ( 
un(t) + vn(t) > u~(t) > -~Ilu,,llo _> Rf.
And we know that by (D2), Wu(t, un) >_ 0, for all t and n. For t E So,
Ilunllo>un(t)=a+(c-a)t+,L~ K(t,s)hl(S)](u,~(s),v,Js))ds+W,~(t,u~) As f K(t, S)hl(S)f(u~(s),v~(s)) ds > JS 0 >-~1 [ g(t, s)hl(s)(un(s) + v~(s)) ds JS o ~n?~l~ ' ~ K(t,s)h~(s)ds(llu,~llo
for sufficiently large n, a contradiction. And if Ilu~lll -* ~, then Hu~H1 >_ 4RI/(1 -tl), for sufficiently large n. Then, for t E S1, i -tl u,,(t) + vn(t) > u~,(t) k 4 llu"lll > Rf.
I1~.,I _>
Thus, 
~0
u,,(t) =a+(c-a)t+A~ K(t,s)hl(s)f(un(s),v,~(s))ds+Wu(t, un) A,, L~ K(t, s)hl(s)f(un(s), v,,(s)) ds )~nT]l L K(t, S)hl(S)(U~(S) + v~(s)) ds A'°71~-A Isg(t's)hl(s)ds([[u~H+
Itv~[]l) )~nVl ---4---1 --tl teslmin /s1 K(t, s)hl(s) dstlunII1 > ]lunH1,
Let (PT) have a positive solution at (A, fit). Then
fl~ + A*hl(t)f(~u(t), fl~ + #*h2(t)g(flu(t),
This shows that (flu, fly) is an upper 
/3v(t)) = hi(t)(/~*f(/~(t),/3v(t)) -
)hi(s)u(s) ds < mldiA ~i(s)hi(s)(u(s) + v(s)) ds <_ dlA Fl(S)hl(S)f(u(s),v(s))ds /o /o ------dl ~l(S)U"(s) ds < -dl ~f(s)u(s) ds
= s(1 -as.
Since 0 < f3 s(1 -S)hl(S)U(S) ds < oo, A <_ dl/m I.
Similarly, we can get it _< d2/mg. Therefore, .4 is bounded above by (dl/ml, d2/mg), and the proof is done.
|
We denote dl/mf = A~, and d2/rng = #v.
LEMMA 3.9. Assume (D1), (D2), (D4), and (D~). Then every nonempty chain in A has unique supremum in .4.
PROOF. Let C be a chain in A. Without loss of generality, we may choose a distinct sequence ((An, itn)} C C, such that (An, itn) -< (An+l,itn+l), n --1, 2 .... Two sequences {(An)} and {(itn)} are nondecreasing sequences in R. By Lemma 3.8, {(An)} and {(itn)} are bounded by dl/mf and d2/mg, respectively. So {(An)} and {(#,~)} converge to, say Ac and #c, respectively. If (Ac, itc) E .4, then the proof is done. Since the sequence {(An, #n)} is bounded above, we may assume that the sequence belongs to a compact rectangle in R~. \ {(0, 0)} and Lemma 3.5 implies that the corresponding solutions {(u~, vn)} are uniformly bounded in X. By the compactness of the integral operators Ax and B~, the sequence {(un, v~)} has a subsequence converging to, say (uc, vc) E X. We can easily show, by Lebesgue convergence theorem, that (uc, vc) is a solution of (PT) at (Ae, #c). Thus, (uc, vc) E .4 and this completes the proof. | PROOF. We first construct the curve F on a 2 \ {(0, 0)}. Define Lt --{(r, s) E a~_ \ {(0, 0)} I s --r-t}, t E R. We know by Lemma 3.10, (0, s*) E L_~. A.4. Thus, L_~. N.4 is nonempty chain in .4, and Lemma 3.9 implies that the chain has a unique supremum. We show sup(L_~. M.4) = (0, s*). Indeed, otherwise, we may choose (~, ~) E L-s*, such that (0, s*) < (~, ~) and (PT) has a solution at (~, ~). Thus, by Lemma 3.6, (PT) has a solution at (0, ~) and this contradicts to Lemma 3.10. Similarly, we get sup(Lr. M.4) = (r*,0). For -s* < t < r*, we know by Lemmas 3.7, 3.9, and 3.10 that Lt M .4 is a nonempty chain in .4, and thus, the chain also has a unique supremum. We notice that Lt MA = O, for t < -s* or t > t*. Now, for t E [-s*,r*], let us define 
Then L{ crosses a ball B(F(to);eo/V~). This implies either F({) > F(t0) or F(t) < F(to) and
both contradict the definition of F(t0) and F({), respectively. Proofs for the case at to = -s* or r* are similar. Consequently, the curve r separates R~_ \ {(0, 0)} into two disjoint subsets O1 and (-92, where O1 is bounded and 02 is unbounded. It is obvious that (PT) has a positive solution at F(t), for all t e [-s*, r*]. If (A, #) E (-01, then there is to e [-s*, r*], such that (A, it) E nto and we know (A, it) < r(t0). Thus, by Lemma 3. There are negative real numbers c I and %, such that
M -f ('5(t), ~5(t)) < c I < 0 and M -g ('5(t), ~(t)) <_ cg < O.
First, we consider the case ), > 0 and # > O, by the uniform continuity of f and g on a compact set, there exists s > O, such that
If(u(t), v(t)) -f(~(t), ~(t)) I < , Ig(u(t), v(t)) -g('5(t), ~(t)) I < M(/2 -#), #
for all u and v satisfying lu(t) -~(t)l < E and Iv(t) -9(t)l < s, for all t E [0, 1] and max{2g/t~, 2E/(1 -tl) 2 } < min{-(A-A)cy/{1,-(/2-#)cg/{2}, where/~i = mints(0,1) hi(t) for i = 1, 2. Let '5~ and 9~ be defined by Since ~2(t) < ~2~(t) _< ~2(t) +e and ~(t) _< ~(t) <_ ~(t) +s, for all t e [0,1], by (23), (24), and (D~), we have
(t'~(t) + Ahl(t)f (~(t), ~(t)) < ~t"(t) + Ahl(t)f (~(t), ~z(t))
{2s 2s } +max t2 ,(1_-il) 2
= -Ahl (t)f(~t(t), ~(t)) + Ahl(t)f (~e(t), ~e(t))
{2s 2¢ } + max t 2' (1. tl) 2
= ~h~(t) [/(~(t), ~(t)) -/ (~(t), ~(t))]
Similarly, we can show that
~"(t) + #h2(t)g (~te(t), ~(t)) <_ O.
Thus, (~2~, ~) is upper solution of (P~) at (A, #). And (0, 0) is obviously lower solution of (P~). By Theorem 2.1, (P~) has a positive solution at (A, #). If A > 0 and # = 0, then take E > 0, such that 
II(u(t), v(t)) -y (~(t), ~(t))l <
)uou"(t) + Ahl(t)f(u(t), v(t)) = O, Uov"(t) + #h2(t)g(u(t), v(t) ) = O, = uoAu'It=,, = N~(u(tl)), uou(O) = a,
< a + e + (b -a)t~ + A K(h, s)hl(s)f(u~(s), v~(s)) ds -tl(I~(u~(tl)) + (1 -h)N~(u~(tl))) = u~(h) = u(tl).
This contradiction shows T~,, (u,v) ¢ v(u,v) , for all (u,v) e K: n 0f~ and all v _> 1 and by Theorem 2.2, we obtain i (T~,,,/C n a,K:) = 1.
For the computation of fixed-point index on a big ball, assume A > 0, # > 0, and let us choose rh and 72, such that 
APPLICATIONS
In this section, we apply the results in previous chapters to study the existence and multiplicity of positive radial solutions of impulsive semilinear elliptic problems. 
u"(t) + Ahl(t)f(u(t), v(t)) = O, v"(t) + #h2(t)g(u(t), v(t))
hi(t) = rn2[r(m(1 -t) )]2(n-1)ki(r(m(1 -t))).
If Then we can easily check that hi satisfies (H1) and we can apply Theorem 4.1 to obtain the following corollary. 
u"(t) + )~hl(t)f(u(t), v(t)) = O, v"(t) + tth2(t)g(u(t),v(t))
