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ABSTRACT
Using collisionless N -body simulations of dwarf galaxies orbiting the Milky Way we
construct realistic models of dwarf spheroidal (dSph) galaxies of the Local Group. The
dwarfs are initially composed of stellar disks embedded in dark matter haloes with
different inner density slopes and are placed on an eccentric orbit typical for Milky Way
subhaloes. After a few Gyr of evolution the stellar component is triaxial as a result of
bar instability induced by tidal forces. Observing the simulated dwarfs along the three
principal axes of the stellar component we create mock data sets and determine the
corresponding half-light radii and line-of-sight velocity dispersions. Using the estimator
proposed by Wolf et al. we calculate the masses within half-light radii. The masses
obtained in this way are over(under)estimated by up to a factor of two when the
line of sight is along the longest (shortest) axis of the stellar component. We then
divide the initial stellar distribution into an inner and outer population and trace
their evolution in time. The two populations, although strongly affected by tidal forces,
retain different density profiles even after a few Gyr of evolution. We measure the half-
light radii and velocity dispersions of the stars in the two populations along different
lines of sight and use them to estimate the slope of the mass distribution in the dwarf
galaxies following the method recently proposed by Walker & Pen˜arrubia. The inferred
slopes are systematically over- or underestimated, depending on the line of sight. In
particular, when the dwarf is seen along the longest axis of the stellar component, a
significantly shallower density profile is inferred than the real one measured from the
simulations. Given that most dSph galaxies in the Local Group are non-spherical in
appearance and their orientation with respect to our line of sight is unknown, but
most probably random, the method can be reliably applied only to a large sample of
dwarfs when these systematic errors are expected to be diminished.
Key words: galaxies: Local Group – galaxies: dwarf – galaxies: fundamental param-
eters – galaxies: kinematics and dynamics – galaxies: interactions – cosmology: dark
matter
1 INTRODUCTION
One of the key predictions of theories of structure formation
based on cold dark matter is that the dark matter haloes
should possess cuspy density profiles in the centre of bound
structures such as galaxies and galaxy clusters (Navarro,
Frenk & White 1997, hereafter NFW). The prediction, ob-
tained via the use of N-body simulations of gravitational
instability of dark matter only, relied on the assumption
that baryons play relatively minor role in shaping the fi-
nal density structure of bound objects. Comparison of this
prediction to observations of low surface brightness galax-
ies resulted in strong disagreement, as modelling of rotation
curves of such objects consistently pointed towards prefer-
ence for cored, rather than cuspy dark matter density pro-
files required by the data (e.g. de Blok, McGaugh & Rubin
2001). The tension came to be known as the cusp/core prob-
lem.
A number of solutions to the problem has been proposed
over the years including the possibility that the difficulties
associated with modelling of the data prevent us from de-
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tecting the cusps which really are there and the proposals
to modify the properties of dark matter postulating that it
may be self-interacting (Spergel & Steinhardt 2000; Vogels-
berger, Zavala & Loeb 2012). The most effective approach,
however, turned out to be the one questioning the aforemen-
tioned assumption of baryon physics playing little or no role
in shaping dark matter haloes. This approach has recently
led to more detailed modelling of star-formation related pro-
cesses using N-body and hydro simulations in the cosmolog-
ical context and succeeded in producing disky dwarf galaxies
with shallower inner dark matter density slopes (Governato
et al. 2010). The success of this work relied on including all
the crucial baryonic processes like gas cooling, star forma-
tion, cosmic UV background heating and gas outflows driven
by supernovae but the critical improvement involved resolv-
ing individual star-forming regions and allowing only high
density gas clouds to form stars. The predictions of this the-
oretical work were successfully compared to the properties
of late-type dwarf galaxies from the THINGS survey (Oh et
al. 2011).
The question remains, if similar agreement can
be reached for early-type galaxies, in particular dwarf
spheroidals (dSph) available for observation in the immedi-
ate vicinity of the Milky Way. In systems supported by ran-
dom rather than rotational motions, an additional compli-
cation in the modelling occurs due to the fact that such sys-
tems may be characterized by a variety of velocity anisotropy
profiles a priori unknown which leads to the degeneracy be-
tween the model parameters. The inferences concerning dark
matter distribution in dSph galaxies are usually made based
on solving the lowest-order Jeans equation that relates the
mass distribution to observables such as the density distribu-
tion of the stars and their velocity dispersion profile. Solving
for the underlying mass distribution requires however strong
assumptions concerning the anisotropy of stellar orbits.
This degeneracy can be partially lifted by includ-
ing higher-order Jeans equations and modelling also the
fourth velocity moment which is sensitive mainly to ve-
locity anisotropy ( Lokas 2002). This strategy works if the
dark matter profile is parametrized only by the virial (or
total) mass and concentration (or equivalently scale-length)
and has been successfully applied to the Draco dSph galaxy
( Lokas, Mamon & Prada 2005). However, if the inner dark
matter slope is additionally considered as a free parame-
ter, another degeneracy occurs, this time between the inner
slope and concentration, and equally good fits to the velocity
moments can be obtained for cuspy and cored dark matter
profiles ( Lokas & Mamon 2003; Sa´nchez-Conde et al. 2007).
With the large kinematic samples currently available
for some of the classic dSph galaxies of the Local Group
it has recently become possible to model their dark matter
distribution using different approaches based on orbit su-
perposition and/or working with the distribution function
itself and modelling of discrete data rather than velocity
moments which require binning of the data and thus lead
to loss of information (Chaname´, Kleyna & van der Marel
2008; Jardel & Gebhardt 2012; Breddels et al. 2012). The
conclusions from this approach are far from consensus and
seem to depend on the object studied and the details of the
method used. For example Breddels et al. cannot firmly dis-
tinguish between a core and a cusp in the Sculptor dSph
while Jardel & Gebhardt claim to find preference for a core-
like dark matter distribution in Fornax. The subject thus
requires further study and different approaches, one promis-
ing example being the use of the motions of globular clusters
in dSph galaxies (see Goerdt et al. 2006 and Cole et al. 2012
for an application of this method to the Fornax dwarf).
An interesting and particularly simple method to mea-
sure the slope of density profile in dSph galaxies has been
recently proposed by Walker & Pen˜arrubia (2011, hereafter
WP11). The method relies on the use of separate stellar
populations identified in a dSph by their different metallic-
ity and simple mass estimators measuring the mass within
half-light radii of each population from these radii and their
respective velocity dispersions. Since both populations are
expected to be in equilibrium in the global gravitational
potential of the dwarf, the two mass measurements at two
different scales lead to a direct measurement of the mass
slope which can be translated to a constraint on the inner
density slope. The application of this method to the For-
nax and Sculptor dSph galaxies led WP11 to the conclusion
that both possess dark matter density profiles significantly
shallower than the cuspy profiles predicted by NFW.
In this work we test the method of WP11 using realis-
tic models of dSph galaxies formed in N-body simulations
of tidal stirring of disky dwarfs embedded in dark matter
haloes of different inner slopes in the gravitational field of
the Milky Way. The tidal stirring scenario for the formation
of dSph galaxies, originally proposed by Mayer et al. (2001),
has been demonstrated to reproduce well the basic proper-
ties of the population of dSph galaxies in the Local Group
(Mayer et al. 2007; Klimentowski et al. 2009a; Kazantzidis
et al. 2011;  Lokas, Kazantzidis & Mayer 2011). Although
WP11 tested their approach using N-body realizations of
dwarf galaxies, they only used spherical models and con-
cluded that any systematic errors can lead to the underes-
timation of the mass slope and thus dwarfs cannot appear
more core-like than they really are.
However, dSph galaxies of the Local Group are known
to be non-spherical, with an average ellipticity of 0.3 (Ma-
teo 1998;  Lokas et al. 2011, 2012a). We expect this fact to
have important consequences for the mass and mass slope
estimates. As already discussed by  Lokas et al. (2010a),
when the dwarfs are observed along the longest (short-
est) axis of the stellar component, their mass is signifi-
cantly over(under)estimated even if modelling of the velocity
anisotropy is included in the analysis. The non-sphericity
may affect simple mass estimators used in the method of
WP11 even more and thus bias the inferred mass slope esti-
mates. In the simulations of tidal stirring of dwarf galaxies
we use here non-spherical, triaxial stellar components form
naturally as a result of bar instability induced by tidal forces
from the Milky Way and thus such models are suitable for
testing the effects of non-sphericity on mass and mass slope
estimates.
The paper is organized as follows. In section 2 we de-
scribe the simulations used in this work and characterize the
main properties of the simulated dwarfs used for the further
analysis. Section 3 is devoted to the problem of mass estima-
tion; we present the observables used, estimate the masses
within half-light radii and compare them to real masses mea-
sured directly from the simulations. In section 4 we describe
the evolution of properties of two stellar populations selected
from the stellar component of the dwarfs and in section 5
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we use them to estimate the slope of the density profile in
the simulated dwarfs. The discussion of the results follows
in section 6.
2 THE SIMULATED DWARFS
In this work we used a subset of simulations described in
more detail in  Lokas, Kazantzidis & Mayer (2012b). The
dwarf galaxy models consisted of exponential stellar disks
embedded in spherical dark matter haloes with density pro-
files of the form
ρ(r) =
ρchar
(r/rs)α (1 + r/rs)3−α
. (1)
Such profiles are characterized by an asymptotic inner slope
r−α, which we allow to vary, and an outer slope r−3 which is
kept fixed. The detailed properties of density profiles given
by formula (1) are discussed in  Lokas (2002) and  Lokas &
Mamon (2003) who applied them in dynamical modelling of
dSph galaxies and the Coma cluster. All our dwarf galaxies
have the same virial mass of Mvir = 10
9M⊙ and concen-
tration parameter c = rvir/rs = 20, but different α, which
requires slightly different values of the characteristic density
ρchar in equation (1). We consider α = 1 (which corresponds
to the NFW profile), and two shallower inner slopes, a mild
cusp with α = 0.6 and an almost cored profile with α = 0.2.
The dark matter haloes were populated with stellar
disks of mass equal tomd = 0.02Mvir. The disk scale lengths
were Rd = 0.41 kpc in the radial direction (corresponding
to a dimensionless spin parameter of λ = 0.04, following
Mo, Mao & White 1998), and zd = 0.2Rd in the vertical di-
rection. Each numerical realization of the dwarf galaxy con-
tained Nh = 10
6 dark matter and Nd = 5×10
5 disk particles
and the adopted gravitational softenings were ǫh = 60 pc
and ǫd = 20 pc, respectively.
It is worth emphasizing that the α denotes the limiting
inner slope and thus differs from the real slope one actually
measures at any radius r > 0. To illustrate this, in Figure 1
we plot the dark matter density slope −γ = d log ρ/d log r as
a function of radius. The solid, dashed and dotted lines show
respectively the slope derived directly from formula (1). The
symbols, on the other hand, show the corresponding values
of the slope measured from the numerical realizations of the
haloes by fitting a straight line to data points of log ρ(log r).
The latter measurements extend down to radii of the order
of 3 dark matter softening scales, i.e. about 0.2 kpc. The two
measurements agree except for small variations inherent in
the numerical realizations.
At 0.2 kpc, and any larger radius, the actual slope is
significantly lower than the limiting value −α. In particu-
lar, at r = 0.5 kpc the dark matter density slopes of our
dwarfs are initially in the range (−1.6,−1) (see Figure 1)
and thus similar to those predicted by the recent simula-
tions of Governato et al. (2012) for dwarfs of stellar masses
of the order of 2 × 107 M⊙ at redshift z = 0. Given that
the inner slopes of dark matter haloes are not significantly
altered after redshift of about z = 1 (Governato et al. 2010)
we thus conclude that our assumed dark matter profiles are
consistent with the latest findings concerning the proper-
ties of dwarfs formed in cosmological simulations where star
formation processes are sufficiently resolved. Our progeni-
tor dwarfs can therefore be considered as idealized versions
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Figure 1. The slope of the dark matter density profile of the
haloes of the initial dwarf models as a function of radius. Symbols
show the values measured from the N-body realizations by fitting
a power-law, while the lines correspond to the values calculated
from the analytic formula of equation (1).
of such dwarfs which we assume were accreted by a Milky
Way-like host at about z = 1− 2.
The dwarf galaxies were placed on an orbit (at apocen-
tre) around a primary galaxy with the present-day structural
properties of the Milky Way (Widrow & Dubinski 2005;
Kazantzidis et al. 2011) and their evolution was followed for
10 Gyr using the N-body code PKDGRAV (Stadel 2001).
The dwarf galaxy disk was oriented so that its internal an-
gular momentum was inclined to the orbital angular mo-
mentum by i = 45◦. Out of five orbits of different size and
eccentricity considered in  Lokas et al. (2012b) we choose only
one, namely R1, with orbital apocentre rapo = 125 kpc and
pericentre rperi = 25 kpc. This choice was motivated by the
fact that only for this orbit for all values of α at some stage
of the evolution a dSph galaxy is formed and it survives for
long enough to provide sufficient number of models as input
for the present analysis. We also note that this is a typical
orbit of a satellite accreted by a Milky Way-like galaxy at
redshift z = 1− 2 (Diemand et al. 2007; Klimentowski et al.
2010).
Let us first consider the evolution of the slope of the
density profile of different components in time, as the dwarfs
orbit the Milky Way, since this is the primary focus of this
work. Figure 2 shows how the local slope of density profile of
dark matter, stars and the two components combined (from
the top to the bottom row) changes due to tidal effects. In
the two columns we plot the slopes measured at two scales,
r = 0.2 (left panels) and r = 0.5 kpc (right panels) which
bracket the scales where the measurements from the kine-
matic data can be performed since these are of the order of
the half-light radii of our simulated dwarf galaxies at later
stages of evolution. Note that we do not consider here the
limiting slope of the dark matter density profile at r → 0, as
was done e.g. by Kazantzidis et al. (2004), but we measure
the slope at a fixed, non-zero radius.
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Figure 2. The evolution of the slope of the density profile of different components in time measured at the radius r = 0.2 (left panels)
and r = 0.5 kpc (right panels) from the centre of the dwarf. The rows from top to bottom give results for dark matter, stars and the two
components combined. The solid, dashed and dotted lines show slopes measured for dwarfs with haloes of different initial inner slope
α = 1, 0.6 and 0.2, respectively. Thin vertical lines indicate pericentre passages.
The results demonstrate that in the case of dark matter
the slopes evolve towards stepper ones with time which re-
flects the overall steepening of the profiles due to tidal strip-
ping. In addition, the hierarchy of values of the slopes for
different α is preserved, i.e. the local slopes are always higher
for α = 0.2 than for α = 1, except for the later stages when
the slope at r = 0.5 kpc for the α = 0.2 case varies strongly
with time. This occurs when this dwarf galaxy starts to dis-
solve before it is completely destroyed at about t = 8 Gyr,
which is why we do not show results beyond that time for
this case in Figure 2 and any of the following plots.
In the case of the stellar component the interpretation
of the evolution of the slope is less straightforward because of
the bar formation after the first pericentre passage. However,
at r = 0.5 kpc the stellar density profile also steepens due
to mass loss. In the inner region, at r = 0.2 kpc, the slope
remains roughly constant in time and in the case of α = 0.2
even becomes shallower. In general, at a given scale the dark
matter density profile is shallower than the stellar one in
the first stages of evolution, reflecting the initial conditions,
while the two profiles follow each other at the later stages.
The evolution of other properties of the dwarf galaxies
with different α on our chosen orbit is illustrated in Figure 3
(see Kazantzidis,  Lokas & Mayer 2013 for a more thorough
discussion for different orbits). All quantities shown in the
Figure were measured for particles inside r < 0.5 kpc, which
again is motivated by the scale of maximum half-light radii
at which the following analysis will be performed. The two
upper panels of the Figure illustrate the mass loss the dwarfs
suffer, both in terms of stellar content (first panel) and the
total mass of stars and dark matter within r < 0.5 kpc (sec-
ond panel). To convert the mass of stars to the luminosity
we assumed the stellar mass-to-light ratio of 2.5 M⊙/L⊙
as is appropriate for an old, single-starburst stellar popula-
tion typically hosted by dSph galaxies (Bruzual & Charlot
2003). As is immediately seen from the two panels, the mass
is more effectively stripped for lower α as the stars and dark
matter are more weakly bound in these haloes (see the dis-
cussion in  Lokas et al. 2012b). In the case of α = 0.2 after
the fourth pericentre, at about t = 8 Gyr, the dwarf dis-
solves completely and forms an elongated stream of uniform
stellar density. Both α = 0.6 and α = 1 dwarfs survive until
the end of the simulation with final properties akin to the
classical dSph galaxies of the Local Group. In particular,
none of those would qualify as an ultra-faint dwarf as is the
case for tighter orbits and α = 0.6 (see  Lokas et al. 2012b).
The evolution of the shape of the stellar component of
the dwarfs is illustrated in the third and fourth panel of Fig-
ure 3 where we plot the axis ratio b/a and c/a where a, b
and c are the longest, intermediate and shortest axis deter-
mined using the inertia tensor for stars within r < 0.5 kpc.
All dwarfs experience qualitatively the same evolution of the
shape: after the first pericentre passage a triaxial shape (or
a bar) is formed which becomes more and more spherical in
time. The transition towards the spherical shape happens
marginally faster for α = 0.2, especially in terms of c/a.
The last two panels of Figure 3 illustrate the evolution of
the kinematics. The ratio V/σ measures the amount of or-
dered versus random motion: V is the mean rotation velocity
around the shortest axis, while σ is the 1D velocity disper-
sion obtained by averaging the dispersion measured along
three spherical coordinates. The anisotropy parameter β is
calculated in the standard way and includes rotation in the
second velocity moment around the shortest axis.
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Figure 3. The evolution of different properties of the dwarf
galaxy in time. The panels from top to bottom plot the lumi-
nosity, mass (of stars and dark matter), axis ratios, the ratio
of the rotation velocity to the velocity dispersion V/σ and the
anisotropy parameter β of the stellar component. All quantities
were measured within radius r < 0.5 kpc. In each panel the solid,
dashed and dotted lines show the results for dwarfs embedded in
dark matter haloes with different initial inner slope α = 1, 0.6 and
0.2, respectively. Thin vertical lines indicate pericentre passages.
The evolution of the shape and kinematics shown in
Figure 3 illustrates the transition from the initial disks to
dSph galaxies. It is customary to assume that a dSph galaxy
is formed when the amount of rotation is sufficiently dimin-
ished below some threshold (typically V/σ < 1), and the
shape is sufficiently close to spherical (for example b/a > 0.5
and c/a > 0.5). Due to different initial properties our dwarfs
have different V/σ values at the beginning when measured
at a fixed radius. In particular at r = 0.5 kpc the α = 0.2
has the lowest V/σ < 1 in spite of having a disk because the
rotation curve rises slowly with radius as there is less mass
in the centre than for other α values. We thus modify the
criterion and assume that the dSph galaxy is formed when
V/σ drops below half of the initial value. For the shape cri-
terion we adopt as usual the threshold of both b/a and c/a
greater than 0.5.
3 ESTIMATING MASSES
Using these criteria for the formation of dSph galaxies we
selected 50 outputs (in the time range t = 7.5 − 10 Gyr)
for α = 1, 91 outputs (t = 5.5 − 10 Gyr) for α = 0.6 and
22 outputs (t = 4.1 − 5.1 Gyr) for α = 0.2 from the to-
tal of 201 outputs saved for each simulation. In the case of
α = 0.2 there are actually more outputs satisfying the cri-
teria, but since after the third pericentre passage the dwarf
is strongly perturbed and may departure from equilibrium
(as suggested by the strongly varying slope of the density
profile in Figure 2) we restrict the sample to earlier outputs
as specified above.
For each selected output the dwarf was rotated so that
the x axis was oriented along the major, the y axis along the
intermediate, and the z axis along the shortest axis of the
stellar component. The dwarf galaxy was then “observed”,
as a distant observer at infinity would do, along these three
axes and mock data sets including the stellar positions and
velocities were created for each line of sight. The stellar po-
sitions were binned in projected radius R to measure the
number density profile. We used bins equally spaced in logR
and to each such profile we fitted the projected Plummer
distribution
Σ(R) =
R2hN
π(R2 +R2
h
)2
, (2)
adjusting the projected half-light radius Rh and normaliza-
tion N . Examples of the measured and fitted profiles (for
one output for each α) are shown in Figure 6 as triangles
and solid lines, respectively. The values of Rh for all selected
outputs for different α are plotted as a function of time in
Figure 7 as solid lines.
We then measured the line-of-sight velocity dispersion
σlos within Rh applying in each case a 3σ clipping procedure
to remove interloper stars until convergence was reached and
no more stars were removed from the sample. Note that
within Rh the contamination from the tidal tails in the im-
mediate vicinity of the dwarf is expected to be very low
(Klimentowski et al. 2007, 2009b) and therefore the pro-
cedure removes mostly stars with velocities very different
from the mean velocity of the dwarf, belonging to tidal de-
bris stripped much earlier. The values of σlos measured in
this way are plotted as solid lines as a function of time in
Figure 8 for different α and different lines of sight.
Using these measurements we estimated the masses of
the dwarf galaxies in each output using the formula proposed
by Wolf et al. (2010)
Mest(r3) = 3 G
−1σ2losr3 = 3.7 G
−1σ2losRh, (3)
where r3 is the radius of the order of the 3D half-light radius
found to give results least dependent on anisotropy. For the
Plummer profile we use here r3 is related to the 3D half-
light radius rh and the 2D projected half-light radius Rh
by r3/rh = 0.94 and rh/Rh = 1.305, so r3 = fRh where
f = 1.23 (see the Appendix of Wolf et al. 2010). The values
of the mass estimated in this way were then compared to the
c© 0000 RAS, MNRAS 000, 000–000
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real masses contained within fRh in the simulated dwarfs;
we will refer to those masses as Mtrue.
The values of Mest versus Mtrue are plotted in Figure 4.
The three panels show the results for all outputs selected for
α = 1, 0.6 and 0.2. We clearly see that while for the observa-
tions along the intermediate y axis of the stellar component
(green circles) the estimated masses are quite close to the
corresponding true values, for observations along the longest
axis x the masses calculated from formula (3) are overesti-
mated and for observations along the shortest axis z they
are underestimated. Only for the observation along the in-
termediate axis y the agreement between Mest and Mtrue
is good. The mean and dispersion values of Mest/Mtrue are
listed in Table 1 in the first row for each α. The average
numbers show that the masses can be systematically over-
estimated by up to almost a factor of 2 for the observation
along the x axis and underestimated by up to 30 percent for
the observation along z.
The reason for this systematic bias can be traced to
the dependence of the estimates of Rh and σlos on the line
of sight. As shown in Figures 7 and 8, when going from
the line of sight along the x axis to the y and z axis, the
estimated half-light radius increases, while the velocity dis-
persion decreases. As the mass estimator (3) depends on the
combination σ2losRh, the direction of the bias is not a priori
obvious. It turns out however, that the effect is dominated
by the input from the velocity dispersion since it is largest
for the line of sight along the longest (x) axis and the mass
is overestimated in this case.
In Figure 5 we explore how the bias depends on three
properties of the dwarfs, namely the amount of rotation V/σ,
the anisotropy parameter β and shape in terms of the ratio
of the shortest to longest axis of the stellar component c/a.
While there is no clear dependence on V/σ and anisotropy,
there is a trend visible (for α = 1 and 0.6) with respect
to shape such that the estimated masses (especially for the
c© 0000 RAS, MNRAS 000, 000–000
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distribution (2). The three panels from the left to the right show results for a single simulation output in runs with α = 1, 0.6 and 0.2,
respectively. In each case the measurements were done along the y axis of the stellar component and at times t = 9.7, 8.95 and 4.9 Gyr,
for α = 1, 0.6 and 0.2, respectively. The fitted values of the half-light radii for the two populations and for all stars are listed in the left
corner of each panel.
most problematic line of sight along x) tend to be less biased
for more spherical stellar components.
4 STELLAR POPULATIONS
The method of estimating the slope of mass distribution in
dSph galaxies proposed by WP11 relies on the use of two
stellar populations identified in a given dwarf galaxy. Since
all stars in our simulated dwarf galaxies are identical and are
initially distributed in the form of an exponential disk, we
create such two populations artificially by dividing the stars
in the initial disk simply into two bins with radii r < rsep
and r > rsep, where rsep is the radius separating the two
populations. We will from now on call these populations
Population 1 (or Pop 1 for short) and Population 2 (Pop 2),
respectively. Although artificial, this simple scheme mimics
to some extent what actually happens when new gas is ac-
creted by an isolated dIrr galaxy, sinks towards the centre
and forms a new population of stars there. Since our sim-
ulations do not include gas dynamics and star formation
processes, the detailed properties of stellar populations may
change with respect to the ones used here once those are
included; we will address these issues in future work.
A most natural choice for rsep would seem to be the ini-
tial 3D half-light radius since then the two populations are
equally numerous. Having divided the initial distribution in
two halves in this way we traced the evolution of each one
and found that the stars from the inner Pop 1 soon pop-
ulate distances r > rsep, while stars from the outer Pop
2 migrate inward to fill the inner gap and form a core-like
distribution there. (For a more detailed discussion, including
different orbits, see  Lokas, Kowalczyk & Kazantzidis 2012c.)
The distributions of the two populations after a few Gyr of
evolution remain significantly different, but the outer Pop
2 is stripped more strongly and thus is much less numer-
ous, especially for α = 0.2 where the dwarf is most strongly
affected by tides. To obtain populations of similar size and
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Figure 7. The fitted values of the half-light radii for all stars
(solid lines) and two populations (dashed and dotted lines) as a
function of time. The three columns from the left to the right show
results for α = 1, 0.6 and 0.2, respectively. In rows we present the
values fitted for different lines of sight, along the x, y and z axis
of the stellar component. Thin vertical lines indicate pericentre
passages.
with profiles well fitted by the Plummer law, in order to be
able to reliably measure the corresponding half-light radii,
we tried smaller values of rsep and finally chose rsep = 0.2
kpc.
For each of the two populations selected in this way we
calculated its stellar number density profile for a given line of
observation. Examples of such profiles, one for each run with
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Figure 8. The values of the line-of-sight velocity dispersion mea-
sured within half-light radii for all stars (solid lines) and two
populations (dashed and dotted lines) as a function of time. The
three columns from the left to the right show results for α = 1, 0.6
and 0.2, respectively. In rows we present the values for different
lines of sight, along the x, y and z axis of the stellar component.
Thin vertical lines indicate pericentre passages.
different α, are shown in Figure 6. We then fitted to such
data the projected Plummer law (2), exactly as was done
previously for the sample of all stars. The results in terms
of the fitted half-light radius for the two populations, Rh,1
and Rh,2, are shown as dotted and dashed lines respectively
in Figure 7 as a function of time for all outputs selected for
the analysis and all lines of sight. As expected, the values
of Rh,1 for the more concentrated Pop 1 are always smaller
and Rh,2 for the more extended Pop 2 larger than Rh for all
stars.
To estimate the masses and slopes of the mass distri-
bution (see the following section) we also need to measure
the line-of-sight velocity dispersions of the stars belonging to
each population within their respective half-light radii Rh,1
and Rh,2. These velocity dispersions are plotted as dotted
and dashed lines in Figure 8 as a function of time. Interest-
ingly, the velocity dispersions follow the hierarchy of half-
light radii: the values of σlos for the more concentrated Pop
1 are always smaller and for the more extended Pop 2 larger
than the dispersion for all stars for all lines of sight and
all α. The only exception occurs for α = 1 and observation
along the shortest z axis of the stellar component, where
the values of σlos are very similar for all populations. This
can be understood by referring to Figure 9 where we show
examples of the line-of-sight velocity dispersion profiles for
selected outputs, at times t = 9.7, 8.95 and 4.9 Gyr, for
α = 1, 0.6 and 0.2, respectively (the same outputs were used
in Figure 6) and different lines of sight.
For all cases the velocity dispersion profile decreases
with the projected radius R in the region of R we probe, al-
though more steeply for the less concentrated populations.
In addition, the velocity dispersion profile for Pop 1 is always
below the other two, as expected from the single-value mea-
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Figure 9. Examples of the profiles of the line-of-sight velocity
dispersion for all stars (thicker solid lines) and two populations
(thicker dashed and dotted lines). The three columns from the left
to the right show results for a single simulation output at times
t = 9.7, 8.95 and 4.9 Gyr, for α = 1, 0.6 and 0.2, respectively. In
rows we present results for different lines of sight, along the x, y
and z axis of the stellar component. The thinner vertical lines of
the same type indicate the corresponding values of the half-light
radii.
surements of σlos shown in Figure 8 (an effect also noticed by
McConnachie, Pen˜arrubia & Navarro 2007). Although the
profiles show similar behaviour for all α and lines of sight,
the single values used in the mass estimator and shown in
Figure 8 depend also on the actual half-light radius within
which they are measured. In Figure 9 we indicate the corre-
sponding values of Rh by vertical lines of the same type as
used to plot the dispersion profiles. The hierarchy of half-
light radii is a little different for different α and lines of sight,
for example for α = 1 the differences between the values of
Rh for different populations grow systematically when going
from observation along the x to z axis (see the vertical lines
in the left-column plots of Figure 9), which results in values
of averaged σlos becoming similar for all populations. This
behaviour is a little different for α = 0.6 and 0.2 because
then the dwarfs are more prolate than triaxial (see also axis
ratios in Figure 3).
In order to verify how working with sub-populations af-
fects the mass estimates, we performed a similar comparison
of estimated versus true masses as was done using all stars
in the previous section. First, we calculated the masses from
estimator (3) for each population separately, using the mea-
sured values of half-light radii Rh,1 and Rh,2 and the corre-
sponding velocity dispersions. Then, we measured the actual
masses of the simulated dwarfs within the half-light radius
of a given population. The two measurements are compared
in Figure 10 where the two rows show results for Pop 1 and
Pop 2 respectively. The corresponding values of Mest/Mtrue
for the two populations (means and dispersions) are given in
the second and third row for each α in Table 1. We see that,
as in the case of using all stars, masses are always overesti-
mated when the observation is along the x axis of the stellar
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Figure 10. The same as Figure 4 but using data only for stars in Pop 1 (upper panel) and only in Pop 2 (lower panel).
component and underestimated if the observation is along z.
In particular, for observations along x, when using the data
for Pop 2 (Pop 1) the mass is more (less) overestimated than
for all stars. In addition, some bias also occurs for the line
of sight along the intermediate axis y for α = 1.
In Figures 11 and 12 we look again at the dependence
of Mest/Mtrue found for the two populations on the dwarf
properties at a given stage, in terms of V/σ, β and c/a. The
trends with these parameters turn out to be similar as for
the whole population of stars, namely Mest/Mtrue obtained
for different lines of sight converge as dwarfs become more
spherical.
5 ESTIMATING SLOPES
In this section we finally measure the slopes of the mass dis-
tribution of our simulated dwarfs using the estimator pro-
posed by WP11
Γest =
∆ logM
∆log r
= 1 +
log(σ2los,1/σ
2
los,2)
log(Rh,1/Rh,2)
(4)
where σlos,i is the line-of-sight velocity dispersion measured
within Rh,i for the i-th population. The estimated slopes cal-
culated in this way were then compared to those measured
directly from the simulation data. This true value Γtrue is ob-
tained by taking in ∆ logM in equation (4) the true masses
within rh,1 = fRh,1 and rh,1 = fRh,1. This turns out to be
equivalent to a high accuracy to the direct fitting of the mass
slope of the simulated dwarfs at a radius equally distant from
rh,1 and rh,2 in log r, that is at log r = (log rh,1+log rh,2)/2.
The estimated and true values of Γ are compared in
Figure 13. Interestingly, in spite of the large scatter in mass
estimates obtained from the kinematic data for the two pop-
ulations, the estimated Γ values for a given α and line of
sight are confined to a very tight region. This demonstrates
that the scatter in masses partially cancels out in the esti-
mator (4) and thus speaks in favour of the method. How-
ever, Γest can be overestimated as well as underestimated
depending on the line of sight and in particular it is always
overestimated if the line of sight is along the longest axis of
the stellar distribution. The exact values of the means and
dispersions of Γest/Γtrue are given in the fourth row for each
α in Table 1.
Let us note that the agreement between Γest and Γtrue
is best and almost perfect for the dwarfs observed along the
intermediate y axis of the stellar component, similarly as in
the case of mass estimates. Interestingly, the behaviour of
Γest/Γtrue for observations along the z axis is different for
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Figure 11. The same as Figure 5 but for the more concentrated
stellar population Pop 1.
different α. In particular, the ratio is below unity for α = 1,
of the order of unity for α = 0.6 and above unity α = 0.2.
This anomalous behaviour of the α = 0.2 case can be traced
to a slightly bigger difference between σ2los,1 and σ
2
los,2 for
observation along z compared to y axis (see Figure 8). While
the differences between Rh,1 and Rh,2 are similar for the two
lines of sight, and thus Γtrue values are similar, the difference
in velocity dispersion of the two populations results in a
larger Γest for the observation along z.
Before we conclude, let us again look at the dependence
of the ratio Γest/Γtrue on the properties of the dwarf: the
amount of rotation, anisotropy and shape (Figure 14). The
trends turn out to be similar as in the case of mass estimates
for the whole population: Γest/Γtrue tend to unity for more
spherical stellar components.
6 DISCUSSION
Using collisionless N-body simulations of dwarf galaxies or-
biting the Milky Way we created numerical models of dwarfs
with non-spherical stellar components and measured their
properties as is usually done in observations of real dSph
galaxies in the Local Group. The use of high-resolution sim-
ulations allowed us to construct kinematic samples almost
free of the usual statistical errors associated with observa-
tional uncertainties. The stars in the simulated dwarfs have
positions and velocities known to arbitrary accuracy and
the membership of the stars in a given population is known
by definition. The statistical errors on the inferred values
of the half-light radii and velocity dispersions, such as sam-
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Figure 12. The same as Figure 5 but for the less concentrated
stellar population Pop 2.
pling errors, are very small due to a large number of stars
available. These facts allowed us to study the systematic er-
rors involved in the determination of the masses and density
slopes of the dwarfs.
We have demonstrated that the inferred values of the
mass contained within a radius of the order of a half-light
radius of the stars can be over- or underestimated depending
on the line of sight along which the observation is performed.
In particular, the masses are always larger than the real ones
by up to a factor of two if the dwarfs are observed along the
longest axis of the stellar component. When observed along
the shortest axis, the masses are underestimated by at most
30 percent. The bias is weakest for the observation along the
intermediate axis and in this case the masses are recovered
with a very good accuracy.
The most important conclusion of this work is related
to the inferences concerning the slope of mass distribution in
dSph galaxies, an issue which has attracted a lot of attention
among the modellers in recent years. Using the same mock
data samples as were used to study the accuracy of mass
estimates we studied the reliability of the method recently
proposed by WP11 to infer the slope of mass distribution
Γ. Our main result is summarized in Figure 13. We demon-
strated that the slope of mass distribution estimated using
this method can be under- and overestimated depending on
the line of sight along which the observation is performed.
This has immediate consequences for the inferences concern-
ing the slope of the density profile in dSph galaxies.
Let us define the limiting inner slope of the density pro-
file as γ(r → 0) = γ0. The analogous value of the mass slope
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Figure 14. The ratio of the estimated to true slope Γ as a func-
tion of the amount of rotation V/σ (upper row), the anisotropy
parameter β (middle row) and shape in terms of the ratio of the
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and 0.2, respectively. Symbols of different shape and colour in-
dicate observations performed along different lines of sight: x
(longest axis of the stellar component), y (intermediate axis) and
z (shortest axis).
will be Γ(r → 0) = Γ0. As discussed by WP11, in the limit
of small radii
γ0 = 3− Γ0 < 3− Γ (5)
because for any radius r > 0 we have Γ0 > Γ(r). For ex-
ample, taking Γest = 2.3 found for α = 0.6 and observation
along the x axis (see the middle panel Figure 13) leads to
the constraint γ0 < 0.7 while taking the corresponding true
value Γtrue = 1.6 gives γ0 < 1.4, thus a result entirely con-
sistent with the presence of an inner cusp. Therefore using
an overestimated value of Γest in equation (5) may lead us
to infer a presence of a core-like profile when no such profile
is really there.
We further illustrate this conclusion by showing in the
two lower panels of Figure 2 and in Figure 15 the actual
slopes of the total (dark matter and stars) density and mass
profiles, respectively. The slopes are shown as a function of
time for radii bracketing our range of half-light radii (0.2
and 0.5 kpc) for α = 0.2, 0.6 and 1. As we can see from
Figure 2, at r = 0.2 even for α = 0.2 the total density
slope −γ < −1 at most times until the third pericentre
and thus indeed no core is present at this scale. Note that
r = 0.2 is of the order of 3-4 softening scales for dark matter
particles in our simulations and thus is the smallest scale
where we can reliably determine the total density profile.
The method of WP11 obviously is supposed to give the slope
of the total mass profile and the inferences concerning the
most interesting question of the slope of the dark matter
distribution can only be made under the assumption that
dark matter dominates strongly over stars everywhere in the
dwarf galaxy. This may not always be the case, especially
in the central part of dwarfs. For our simulated dwarfs the
slopes do differ as confirmed by comparison between the first
and third row panels of Figure 2.
Figure 15 can also be viewed as a consistency check
for the Γtrue values shown in Figure 13. The values of Γtrue
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Figure 15. The evolution of the slope of the total (dark matter
+ stars) mass profile in time measured at the radius r = 0.2
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dwarf. The solid, dashed and dotted lines show slopes measured
for dwarfs with haloes of different initial inner slope α = 1, 0.6 and
0.2, respectively. Thin vertical lines indicate pericentre passages.
should fall between the values shown in the two panels of
Figure 15 since Γtrue are measured at radii from the range
bracketed by half-light radii of the two stellar populations
and these are typically between 0.2 and 0.5 kpc (see Fig-
ure 7). Indeed, for the selected outputs we used the values
of Γtrue from Figure 13 are in the range 1.2− 1.5, 1.1− 1.7
and 1.3−1.8 respectively for α = 1, 0.6 and 0.2, in agreement
with values plotted in Figure 15.
WP11 applied their method to the data for the Fornax
and Sculptor dSph galaxies obtaining Γ values of 2.61 and
2.95 with a rather small error of the order of 0.4. Thus, ac-
cording to equation (5), they inferred the presence of cores
in these galaxies: γ0 < 0.39 and γ0 < 0.05. Given our re-
sults, these inferences can be systematically biased towards
the presence of the core if the dwarfs are observed along
the major axis of the stellar component. Our results thus
weaken the tension between the findings of WP11 and re-
cent results of simulations (Governato et al. 2012) where
such extended cores tend to form only in significantly more
massive galaxies.
Our results suggest that the method could be more
reliable and the systematics of the uncertainties could be
more under control if we knew the orientation of the stud-
ied object with respect to our line of sight. Although most
of dSph galaxies are known to be non-spherical from their
surface density maps, their orientation remains unknown. If
most of the dSphs indeed formed via tidal stirring, they
should remain non-spherical until the present except for
those that evolved on tight enough orbits for a long enough
time (Kazantzidis et al. 2011). The orientation of the major
axis of the stellar component should then be random, as the
dwarfs are supposed to tumble with a period much shorter
than the orbital period of their motion around the Milky
Way (see figure 4 in  Lokas et al. 2011).
An interesting exception where the orientation of the
dwarf could be determined is the case of the Sagittarius
dwarf. According to the model proposed by  Lokas et al.
Table 1. Estimated masses and slopes versus true values.
Quantity along x along y along z
α = 1
Mest/Mtrue(fRh) 1.61± 0.08 1.05± 0.03 0.72± 0.06
Mest/Mtrue(fRh,1) 1.52± 0.05 1.18± 0.02 0.90± 0.03
Mest/Mtrue(fRh,2) 1.68± 0.09 1.07± 0.04 0.69± 0.07
Γest/Γtrue(fRh,i) 1.10± 0.06 0.92± 0.03 0.77± 0.04
α = 0.6
Mest/Mtrue(fRh) 1.72± 0.22 0.96± 0.05 0.87± 0.07
Mest/Mtrue(fRh,1) 1.48± 0.11 0.95± 0.04 0.88± 0.06
Mest/Mtrue(fRh,2) 1.81± 0.25 0.98± 0.06 0.88± 0.08
Γest/Γtrue(fRh,i) 1.25± 0.11 1.05± 0.06 1.01± 0.05
α = 0.2
Mest/Mtrue(fRh) 1.86± 0.04 0.91± 0.02 0.81± 0.02
Mest/Mtrue(fRh,1) 1.57± 0.06 0.90± 0.04 0.71± 0.03
Mest/Mtrue(fRh,2) 1.95± 0.04 0.92± 0.02 0.85± 0.02
Γest/Γtrue(fRh,i) 1.25± 0.05 1.03± 0.05 1.24± 0.06
(2010b) the dwarf is now close to the second pericentre of its
orbit around the Milky Way and forms a bar oriented per-
pendicular to our line of sight. The Sagittarius dwarf could
thus become a promising target for the unbiased application
of the method but the case requires further studies to con-
firm its orientation and identify multiple stellar populations
among its stars.
Despite the biases inherent in this method when applied
to a single dSph, which is necessarily observed along one line
of sight, it can still be useful when applied to a larger sample
of nearby dSph galaxies which should be oriented randomly
with respect to our position in the Galaxy. The biases are
then expected to diminish and a mean result can be closer to
the truth than for a single object. This averaging may work
if the dwarfs were all formed in a similar fashion and possess
similar properties, in particular in terms of the dark matter
distribution. Given their different masses, luminosities and
star formation histories this may not however be the case.
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