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A B S T R A C T
Compared with ferromagneitc counterparts, antiferromagnetic materials are considered as
the future of spintronic applications since these materials are robust against the magnetic
perturbation, produce no stray field, and display ultrafast dynamics. There are (at least) two
sets of magnetic moments in antiferromagnets (with magnetization of the same magnitude
but antiparallel directions) and ferrimagnets (with magnetization of the different magnitude).
The coupled dynamics for the bipartite collinear antiferromagnets is modeled by a coupled
system of Landau-Lifshitz-Gilbert equations with an additional term originated from the
antiferromagnetic exchange, which leads to femtosecond magnetization dynamics. In this
paper, we develop three Gauss-Seidel projection methods for micromagnetics simulation in
antiferromagnets and ferrimagnets. They are first-order accurate in time and second-order
in space, and only solve linear systems of equations with constant coefficients at each step.
Femtosecond dynamics, Ne´el wall structure, and phase transition in presence of an external
magnetic field for antiferromagnets are provided with the femtosecond stepsize.
Keywords: Antiferromagnet, Landau-Lifshitz-Gilbert equation, Guass-Seidel projection meth-
ods, antiferromagnetic exchange, micromagnetics simulation
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1. Introduction
An electron has both charge and spin properties. The active manipulation of spin degrees
of freedom in solid-state systems is known as spintronics [1, 2]. Most of researches have
been focused on ferromagnets (FMs) for GHz-frequency magnetization dynamics in the past
decades and the domain wall velocity can reach ∼ 100 m/s. In early days, antiferromagnets
(AFMs), however, are thought to be less effective for spintronic manipulations since they are
robust against the magnetic perturbation and produce no stray field [3]. In fact, it was latter
realized that the robustness of AFMs with respect to the magnetic perturbation makes them
better candidates for spintronic applications due to the high stability of domain wall struc-
tures. In addition, one striking feature in AFMs is the femtosecond magnetization dynamics
due to the antiferromagnetic exchange coupling, which has been employed to generate THz-
frequency magnetization dynamics [4, 5, 6], and boosts the domain wall velocity in AFMs to
∼ 10, 000 m/s [7, 8, 9]. Moreover, room-temperature antiferromagnetic order has been found
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over a broad range of materials, such as metal, semiconductor, and insulator, which can be
used in spintronics devices such as racetrack memories, memristors, and sensors [6, 3, 10, 11].
From the modeling perspective, magnetizationM is the basic quantity of interest. In ferro-
magnetic materials, its dynamics is modeled by the Landau-Lifshitz-Gilbert (LLG) equation
[12, 13] with the property that |M| = Ms where Ms is the saturation magnetization. In
general, an AFM contains n magnetic sublattices and the magnetization M =
∑n
λ=1 Mλ = 0
with Mλ 6= 0. Most common AFMs, such as FeMn and NiO, have two sublattices A and
B, associated with two magnetization fields MA and MB satisfying M = MA + MB = 0.
For each sublattice, its magnetization satisfies a LLG equation with an antiferromagnetic
exchange term which couples these two equations. In the physics community, by introduc-
ing another order parameter L = MA −MB , reduced models for AFMs are developed for
describing magnetization dynamics [5, 3].
In this work, we focus on numerical methods for AFMs and ferrimagnets described by the
coupled system of LLG equations. By ferrimagnets such as Fe3O4, we mean |MA| 6= |MB |.
A large volume of methods have been proposed for FMs; see [14, 15, 16] for reviews and
references therein. For the temporal discretization, there are explicit schemes[17, 18], implicit
schemes[19, 20, 21], and semi-implicit schemes[22, 23, 24, 25, 26, 27]. However, there is no
work on numerical methods for AFMs in the literature.
At a first glance, numerical methods for FMs can be directly applied to AFMs and ferri-
magnets with minor modifications. However, pros and cons of different methods for FMs may
not be directly transferred. For example, explicit methods require sub-picosecond stepsize in
micromagnetics simulation. For AFMs or ferrimagnets, the stepsize becomes sub-femtosecond
for explicit methods while the time scale of interest is of nanoseconds. The underlying reason
is that the antiferromagnetic exchange term poses an characteristic time scale of femtoseconds
on magnetization dynamics. Even unconditionally stable implicit and semi-implicit schemes
have to resolve the magnetization dynamics at femtosecond scales in order to capture the
correct physics. Implicit schemes solve a nonlinear system of equations at each step. From
FMs to AFMs, the dimension of the nonlinear system is doubled with possibly more solu-
tions (locally stable magnetic structures). In semi-implicit schemes, the nonlinear structure
of the coupled system does not bring any difficulty in an explicit way and only the computa-
tional complexity is doubled. Therefore, semi-implicit methods provide the best compromise
between stability and efficiency. Gauss-seidel projection methods (GSPMs) [22, 23] are of
our first choice since only linear systems of equations with constant coefficients needs to
be solved at each step. As shown in the paper, the coupled system of LLG equations can
be solved by GSPMs with the computational complexity doubled at each step. Due to the
antiferromagnetic exchange, the stepsize in GSPMs is femtosecond as expected.
The rest of this paper is organized as follows. We introduce the model for AFMs and
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ferrimagnets in Section 2. The corresponding Gauss-Seidel projection methods are described
in Section 3. Their accuracy with respect to temporal and spatial stepsizes is validated in
Section 4. Femtosecond magnetization dynamics, Ne´el wall structures, and phase transition
in presence of a magnetic field are simulated for AFMs in Section 5. Conclusions are drawn
in Section 6.
2. Model for antiferromagnets: A coupled system of Landau-Lifshitz-Gilbert
equations
Consider a bipartite collinear magnetic material occupied by Ω ∈ R3. Its magnetization
structure can be a ferromagnetic phase (Fig. 1(a)), a ferrimagnetic phase (Fig. 1(b)), or an
antiferromagnetic phase (Fig. 1(c)). The dyanmics of the two-sublattices system is modeled
by a coupled system of phenomenological LLG equations [3]
∂tMA = −µ0γMA ×HA + α
Ms
MA × ∂tMA,
∂tMB = −µ0γMB ×HB + α
Ms
MB × ∂tMB .
(1)
α is the dimensionless damping parameter, γ is the gyromagnetic ratio, and µ0 is the
(a) Ferromagnetism (b) Ferrimagnetism (c) Antiferromagnetism
Fig. 1. Orientations of magnetic moments in magnetic materials in the ground state. (a)
Ferromagneitc phase; (b) Ferrimagnetic phase; (c) Antiferromagnetic phase.
magnetic permeability of vacuum. For each sublattice λ = A,B, we have magnetization
Mλ = (Mλ1,Mλ2,Mλ3)
T with |Mλ| = Ms. For ferrimagnets, Ms is different for A and B.
Hλ = −δW/δMλ with W being the magnetic energy density of an antiferromagnetic or fer-
rimagnetic system including magnetic anisotropy, ferromagnetic exchange, antiferromagnetic
exchange, and Zeeman energy (external magnetic field) [4, 6]
W [MA,MB ] = Wa[MA,MB ] +We[MA,MB ] +Wae[MA,MB ] +Wext[MA,MB ]. (2)
(1) can be viewed as two sets of LLG equations for MA and MB with the antiferromagnetic
exchange coupling in (2).
Details of the four terms in (2) are described as follows:
1. Anisotropy energy: Magnetization usually favors an easy-axis direction of the form
Wa[MA,MB ] =
∫
Ω
Φ(MA) + Φ(MB),
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where Φ : Ω → R+ is a smooth function. Suppose the easy-axis direction is the x-axis
for a uniaxial material, the total anisotropy energy of two sublattices is
Wa[MA,MB ] =
Ku
M2s
∫
Ω
(M2A2 +M
2
A3 +M
2
B2 +M
2
B3)dx,
where Ku is the material parameter.
2. Ferromagnetic exchange: Magnetization of each sublattice experiences a ferromag-
netic exchange energy of the form
We[MA,MB ] =
A
M2s
∫
Ω
|∇MA|2 + |∇MB |2,
where A presents the exchange constant of the material.
3. Antiferromagnetic exchange: Magnetization of sublattice A and sublattice B favors
alignment along an antiparallel direction, thus the exchange energy is of the form
Wae[MA,MB ] =
4AAFM
a2M2s
∫
Ω
MA ·MB , (3)
where AAFM is the antiferromagnet exchange parameter and a is the atomic lattice
constant. For a positive AAFM , the system favors a ferromagnetic state. For a negative
AAFM , however, an antiferromagnetic state is preferred.
4. Zeeman energy: In the presence of an external magnetic filed Hext, the interaction
energy is of the form
Wext[MA,MB ] = −µ0
∫
Ω
Hext · (MA +MB).
Thus, the free energy of an antiferromagnetic or ferrimagnetic material is explicitly written
as
W [MA,MB ] =
∫
Ω
Φ(MA) + Φ(MB) +
A
M2s
∫
Ω
|∇MA|2 + |∇MB |2
+
4AAFM
a2M2s
∫
Ω
(MA ·MB)− µ0
∫
Ω
Hext · (MA +MB). (4)
The system of LLG equations (1) can be rewritten equivalently as
∂MA
∂t
= − µ0γ
1 + α2
MA ×HA − αµ0γ
(1 + α2)Ms
MA × (MA ×HA),
∂MB
∂t
= − µ0γ
1 + α2
MB ×HB − αµ0γ
(1 + α2)Ms
MB × (MB ×HB),
(5)
and the effective fields are
HA = −2Ku
M2s
(MA2e2 +MA3e3) +
2A
M2s
∆MA − 4AAFM
a2M2s
MB + µ0Hext
HB = −2Ku
M2s
(MB2e2 +MB3e3) +
2A
M2s
∆MB − 4AAFM
a2M2s
MA + µ0Hext
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with e2 = (0, 1, 0) and e3 = (0, 0, 1).
To ease the description, we now nondimensionlize (5). Defining Mλ = Msmλ, Hext =
Mshe, x = Lx
′ with L the diameter of Ω, and W [MA,MB ] = (µ0M2s )W
′[mA,mB ], we have
W ′[mA,mB ] =q
∫
Ω′
(m2A2 +m
2
A3 +m
2
B2 +m
2
B3) + 
∫
Ω′
|∇mA|2 + |∇mB |2
+ δ
∫
Ω′
(mA ·mB)−
∫
Ω′
he · (mA +mB), (6)
where q = 2Ku/(µ0M
2
s ),  = 2A/(µ0M
2
sL
2), and δ = 4AAFM/(µ0a
2M2s ). Upon rescaling
time t→ (1 + α2)(µ0γMs)−1t, (5) can be rewritten as
∂mA
∂t
= −mA × hA − αmA × (mA × hA),
∂mB
∂t
= −mB × hB − αmB × (mB × hB),
(7)
where
hA = −q(mA2e2 +mA3e3) + ∆mA − δmB + he, (8)
hB = −q(mB2e2 +mB3e3) + ∆mB − δmA + he. (9)
Homogeneous Neumann boundary conditions are used
∂mA
∂ν
|Γ = 0, ∂mB
∂ν
|Γ = 0, (10)
where Γ = ∂Ω and ν is the unit outward normal vector along Γ. It’s worth mentioning that
the above model is also used for ferrimagnetic materials with one of magnetization, |mB | < 1.
It is easy to check from (7) that the following statement is true.
Lemma 1. For λ = A,B, we have
|mλ(t,x)| = |mλ(t0,x)| , ∀x ∈ Ω, ∀t > t0.
The antiferromagnetic exchange (3) plays an important role in AFMs. Consider the case
when δ →∞ and the system (7) reduces to
∂mA
∂t
= δmA ×mB + αδmA × (mA ×mB),
∂mB
∂t
= δmB ×mA + αδmB × (mB ×mA).
Combining the above two equations with m = (mA+mB)/2, we get an equation of Bernoulli
type
∂m
∂t
= αδ
(
2|m|2 − 1)m− αδm. (11)
Lemma 2. ∀x ∈ Ω, if the antiferromagnetic exchange parameter δ > 0, the system favors
the antiferromagnetic state, and if δ < 0, the system favors the ferromagnetic state.
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Proof. The analytic solution of (11) is
|m|2 = 1
1− C exp(4αδt)
with C a positive constant determined by the initial condition.
Therefore, when δ > 0, t→∞, we have |m|2 → 0, ∀x ∈ Ω. When δ < 0, t→∞, we have
|m|2 → 1, ∀x ∈ Ω.
The definition of m yields
|m|2 =
∣∣∣∣mA +mB2
∣∣∣∣2
=
1
4
(|mA|2 + |mB |2 + 2(mA,mB))
=
1
2
(1 + (mA,mB))
=
1
2
(1 + cos(mA,mB))
As a consequence, mA = −mB and mA = mB for δ > 0 and δ < 0, respectively.
Lemma 2 implies that the coupled system convergences to an antiferromagnetic state
exponentially fast with the exponent proportational to the antiferromagnetic exchange pa-
rameter δ. This is indicated numerically by the energy decay in Fig. 5.
3. Gauss-Seidel projection methods for antiferromagnetics
In this section, we introduce three Gauss-Seidel projection methods for (7). The finite
difference method is used for spatial discretization with unknowns mλ(i) = mλ((i− 12 )∆x) in
1D and mλ(i, j, k) = mλ((i− 12 )∆x, (j− 12 )∆y, (k− 12 )∆z) in 3D, where i = 0, 1, · · · ,M,M+1,
j = 0, 1, · · · , N,N + 1, and k = 0, 1, · · · ,K,K + 1 and M,N,K represent the number of
segments for each direction.
3.1. Original Gauss-Seidel Projection Method
This is a direct generalization of the original GSPM [22] to the antiferromagnetic or
ferrimagnetic case. For (7), the GSPM works as follows. Define the vector field for the
splitting procedure:
hA = ∆mA + fˆA,
hB = ∆mB + fˆB ,
where fˆA = −Q(mA2e2 +mA3e3)− δmB + he and fˆB = −Q(mB2e2 +mB3e3)− δmA + he.
The GSPM solves (7) in three steps:
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• Implicit Gauss-Seidel:
gA
n
i = (I −∆t∆h)−1(mAni + ∆tfˆnAi), i = 2, 3,
gA
∗
i = (I −∆t∆h)−1(mA∗i + ∆tfˆ∗Ai), i = 1, 2,mA∗1mA∗2
mA
∗
3
 =
mAn1 + (gAn2mAn3 − gAn3mAn2 )mAn2 + (gAn3mA∗1 − gA∗1mAn3 )
mA
n
3 + (gA
∗
1mA
∗
2 − gA∗2mA∗1)
 ,
fˆ∗B = −Q(mB2e2 +mB3e3)− δm∗A + he,
gB
n
i = (I −∆t∆h)−1(mBni + ∆tfˆ∗Bi), i = 2, 3,
gB
∗
i = (I −∆t∆h)−1(mB∗i + ∆tfˆ∗Bi), i = 1, 2,mB∗1mB∗2
mB
∗
3
 =
mBn1 + (gBn2mBn3 − gBn3mBn2 )mBn2 + (gBn3mB∗1 − gB∗1mBn3 )
mB
n
3 + (gB
∗
1mB
∗
2 − gB∗2mB∗1)
 ,
fˆ∗A = −Q(m∗A2e2 +m∗A3e3)− δm∗B + he,
fˆ∗∗B = −Q(m∗B2e2 +m∗B3e3)− δm∗A + he.
• Heat flow without constraints:mA∗∗1mA∗∗2
mA
∗∗
3
 =
mA∗1 + α∆t(∆hmA∗∗1 + fˆ∗A1)mA∗2 + α∆t(∆hmA∗∗2 + fˆ∗A2)
mA
∗
3 + α∆t(∆hmA
∗∗
3 + fˆ
∗
A3)
 ,
mB∗∗1mB∗∗2
mB
∗∗
3
 =
mB∗1 + α∆ts2(∆hmB∗∗1 + fˆ∗∗B1)mB∗2 + α∆ts2(∆hmB∗∗2 + fˆ∗∗B2)
mB
∗
3 + α∆ts
2(∆hmB
∗∗
3 + fˆ
∗∗
B3)
 .
• Projection onto S2: mAn+11mAn+12
mA
n+1
3
 = 1|m∗∗A |
mA∗∗1mA∗∗2
mA
∗∗
3
 ,
mBn+11mBn+12
mB
n+1
3
 = s|m∗∗B |
mB∗∗1mB∗∗2
mB
∗∗
3
 .
Note that 0 < s 6 1 within the definition |mB | = s. s = 1 is for AFMs and s < 1 is for
ferrimagnetics.
3.2. Scheme A
Both Scheme A and Scheme B are based on improved GSPMs for ferromagnetics [23]. In
Scheme A, we do not treat the gyromagnetic term and the damping term separately. Instead,
the implicit Gauss-Seidel method is applied to the gyromagnetic term and the damping term
simultaneously, and a projection step follows up.
• Implicit Gauss-Seidel step:
gnAi = (I −∆t∆)−1(mnAi + ∆tfˆnAi), i = 1, 2, 3,
g∗Ai = (I −∆t∆)−1(m∗Ai + ∆tfˆ∗Ai), i = 1, 2,
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m∗A1 = m
n
A1 − (mnA2gnA3 −mnA3gnA2)− α(mnA1gnA1 +mnA2gnA2 +mnA3gnA3)mnA1 + αgnA1,
m∗A2 = m
n
A2 − (mnA3g∗A1 −m∗A1gnA3)− α(m∗A1g∗A1 +mnA2gnA2 +mnA3gnA3)mnA2 + αgnA2,
m∗A3 = m
n
A3 − (m∗A1g∗A2 −m∗A2g∗A1)− α(m∗A1g∗A1 +m∗A2g∗A2 +mnA3gnA3)mnA3 + αgnA3,
gnBi = (I −∆t∆)−1(mnBi + ∆tfˆ∗Bi), i = 1, 2, 3,
g∗Bi = (I −∆t∆)−1(m∗Bi + ∆tfˆ∗Bi), i = 1, 2,
m∗B1 = m
n
B1 − (mnB2gnB3 −mnB3gnB2)− α(mnB1gnB1 +mnB2gnB2 +mnB3gnB3)mnB1 + αs2gnB1,
m∗B2 = m
n
B2 − (mnB3g∗B1 −m∗B1gnB3)− α(m∗B1g∗B1 +mnB2gnB2 +mnB3gnB3)mnB2 + αs2gnB2,
m∗B3 = m
n
B3 − (m∗B1g∗B2 −m∗B2g∗B1)− α(m∗B1g∗B1 +m∗B2g∗B2 +mnB3gnB3)mnB3 + αs2gnB3.
• Projection step: mAn+11mAn+12
mA
n+1
3
 = 1|m∗A|
mA∗1mA∗2
mA
∗
3
 ,
mBn+11mBn+12
mB
n+1
3
 = s|m∗B |
mB∗1mB∗2
mB
∗
3
 .
3.3. Scheme B
Scheme B reduces the computational cost further by the introduction of two sets of ap-
proximations. At each step, one set of solution is updated in the implicit Gauss-Seidel step
and the other is updated in the projection step.
• Implicit Gauss-Seidel step:
gn+1Ai = (I −∆t∆h)−1(m∗Ai + ∆tfˆ∗Ai), i = 1, 2, 3,
m∗A1 =m
n
A1 − (mnA2gnA3 −mnA3gnA2)− α(mnA1gnA1 +mnA2gnA2 +mnA3gnA3)mnA1+
α((mnA1)
2 + (mnA2)
2 + (mnA3)
2)gnA1,
m∗A2 =m
n
A2 − (mnA3g∗A1 −m∗A1gnA3)− α(m∗A1gn+1A1 +mnA2gnA2 +mnA3gnA3)mnA2+
α((m∗A1)
2 + (mnA2)
2 + (mnA3)
2)gnA2,
m∗A3 =m
n
A3 − (m∗A1gn+1A2 −m∗A2gn+1A1 )− α(m∗A1gn+1A1 +m∗A2gn+1A2 +mnA3gnA3)mnA3+
α((m∗A1)
2 + (m∗A2)
2 + (mnA3)
2)gnA3,
gn+1Bi = (I −∆t∆h)−1(m∗Bi + ∆tfˆ∗Bi), i = 1, 2, 3,
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m∗B1 =m
n
B1 − (mnB2gnB3 −mnB3gnB2)− α(mnB1gnB1 +mnB2gnB2 +mnB3gnB3)mnB1+
α((mnB1)
2 + (mnB2)
2 + (mnB3)
2)gnB1,
m∗B2 =m
n
B2 − (mnB3gn+1B1 −m∗B1gnB3)− α(m∗B1gn+1B1 +mnB2gnB2 +mnB3gnB3)mnB2+
α((m∗B1)
2 + (mnB2)
2 + (mnB3)
2)gnB2,
m∗B3 =m
n
B3 − (m∗B1gn+1B2 −m∗B2gn+1B1 )− α(m∗B1gn+1B1 +m∗B2gn+1B2 +mnB3gnB3)mnB3+
α((m∗B1)
2 + (m∗B2)
2 + (mnB3)
2)gnB3.
• Projection step: mAn+11mAn+12
mA
n+1
3
 = 1|m∗A|
mA∗1mA∗2
mA
∗
3
 ,
mBn+11mBn+12
mB
n+1
3
 = s|m∗B |
mB∗1mB∗2
mB
∗
3
 .
The above three GSPMs for AFMs and ferrimagntics have different computational com-
plexity originating from the number of linear systems of equations with constant coefficients
to be solved at each step. For comparison, we list the number of linear systems to be solved
at each step in Table 1. It is easy to see that the computational complexity of GSPM for
AFMs is only doubled compared to that for FMs.
Table 1. Number of linear systems of equations to be solved at each step for three GSPMs.
Scheme Number of linear systems for AFMs Number of linear systems for FMs
GSPM 14 7
Scheme A 10 5
Scheme B 6 3
4. Accuracy check
In this section, by a series of examples in both 1D and 3D, we show the accuracy of
GSPMs for AFMs and ferrimagnets. For convenience, the model used here is
∂mA
∂t
= −mA × hA − αmA × (mA × hA) + fA
∂mB
∂t
= −mB × hB − αmB × (mB × hB) + fB
(12)
with hA = ∆mA + δmB , hB = ∆mB + δmA, and fλ are forcing terms specified by exact
solutions.
Example 4.1 (1D). Consider a set of orthogonal solutions for (12) in Ω = [0, 1]:
mA = (cos(x
2(1− x)2) sin(t), sin(x2(1− x)2) sin(t), cos(t)),
mB = (s cos(x
2(1− x)2) cos(t), s sin(x2(1− x)2) cos(t),−s sin(t)).
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Parameters are α = 0.1, δ = 2.0 and T = 1.0e− 03. The error is defined ‖me −mh‖∞ with
mh being the numerical solutions and me being the exact solution. The accuracy of GSPMs
is O(∆t+ ∆x2) as shown in Tables 2 and 3.
Table 2. Accuracy with respect to the temporal step size in 1D (∆x = 0.001).
∆t
GSPM
(s = 1.0)
GSPM
(s = 0.8)
Scheme A
(s = 1.0)
Scheme A
(s = 0.8)
Scheme B
(s = 1.0)
Scheme B
(s = 0.8)
T/1000 2.7388e-07 2.0377e-07 3.2269e-07 2.2854e-07 3.2270e-07 2.2854e-07
T/500 5.3937e-07 4.0141e-07 6.3259e-07 4.4798e-07 6.3260e-07 4.4798e-07
T/250 1.0740e-06 7.9971e-07 1.2525e-06 8.8680e-07 1.2525e-06 8.8680e-07
T/125 2.1541e-06 1.6055e-06 2.4925e-06 1.7643e-06 2.4925e-06 1.7642e-06
order 0.99 0.99 0.98 0.98 0.98 0.98
Table 3. Accuracy with respect to the spatial step size in 1D (∆t = 1.0e− 09).
∆x
GSPM
(s = 1.0)
GSPM
(s = 0.8)
Scheme A
(s = 1.0)
Scheme A
(s = 0.8)
Scheme B
(s = 1.0)
Scheme B
(s = 0.8)
0.001 1.3063e-08 9.2823e-09 1.3110e-08 9.3084e-09 1.3121e-08 9.3120e-09
0.002 5.0500e-08 3.5764e-08 5.0546e-08 3.5790e-08 5.0557e-08 3.5794e-08
0.004 1.9341e-07 1.3623e-07 1.9345e-07 1.3626e-07 1.9346e-07 1.3626e-07
0.008 7.1142e-07 4.9543e-07 7.1146e-07 4.9545e-07 7.1147e-07 4.9545e-07
order 1.92 1.92 1.92 1.91 1.91 1.91
Example 4.2 (3D). As in the 1D case, we use a set of orthogonal solutions for (12) in
Ω = [0, 1] × [0, 1] × [0, 1] for the spatial accuracy and Ω = [0, 0.2] × [0, 0.1] × [0, 0.02] with a
64× 32× 5 mesh for the temporal accuracy
mA = (cos(x¯y¯z¯) sin(t), sin(x¯y¯z¯) sin(t), cos(t)),
mB = (s cos(x¯y¯z¯) cos(t), s sin(x¯y¯z¯) cos(t),−s sin(t))
with x¯ = x2(1 − x)2, y¯ = y2(1 − y)2, z¯ = z2(1 − z)2. Parameters are α = 0.1 and δ = 2.0.
The first order accuracy in time and the second order accuracy in space are shown in Tables 4
and 5.
Table 4. Accuracy with respect to the temporal step size in 3D (∆x = 0.001 and T = 1.0e− 06).
∆t
GSPM
(s = 1.0)
GSPM
(s = 0.8)
Scheme A
(s = 1.0)
Scheme A
(s = 0.8)
Scheme B
(s = 1.0)
Scheme B
(s = 0.8)
T/25 4.0001e-08 4.0000e-08 4.0001e-08 4.0000e-08 4.0001e-08 4.0000e-08
T/50 2.0001e-08 2.0000e-08 2.0001e-08 2.0000e-08 2.0001e-08 2.0000e-08
T/100 1.0001e-08 1.0000e-08 1.0001e-08 1.0000e-08 1.0001e-08 1.0000e-08
T/200 5.0012e-09 5.0000e-09 5.0012e-09 5.0000e-09 5.0012e-09 5.0000e-09
order 1.00 1.00 1.00 1.00 1.00 1.00
Example 4.3 (Accuracy with respect to δ). Using the same setup as in Example 4.2, we
also show that GSPMs work well for the antiferromagnetic exchange parameter δ over a wide
range of values in Fig. 2.
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Table 5. Accuracy with respect to spatial step size in 3D (∆t = 1.0e− 09 and T = 1.0e− 04).
∆x
GSPM
(s = 1.0)
GSPM
(s = 0.8)
Scheme A
(s = 1.0)
Scheme A
(s = 0.8)
Scheme B
(s = 1.0)
Scheme B
(s = 0.8)
1/6 5.9150e-08 3.8020e-08 5.9150e-08 3.8020e-08 5.9150e-08 3.8020e-08
1/8 3.5375e-08 2.2803e-08 3.5375e-08 2.2803e-08 3.5375e-08 2.2803e-08
1/10 2.3507e-08 1.5206e-08 2.3507e-08 1.5206e-08 2.3507e-08 1.5206e-08
1/12 1.6824e-08 1.0928e-08 1.6824e-08 1.0928e-08 1.6824e-08 1.0928e-08
order 1.81 1.80 1.81 1.80 1.81 1.80
The temporal step size log(∆t)
-19.5 -19 -18.5 -18 -17.5 -17
lo
g(e
rro
r)
-19.5
-19
-18.5
-18
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-17
GSPM
Scheme A
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(a) Time
The spatial step size log(∆x)
-2.5 -2.4 -2.3 -2.2 -2.1 -2 -1.9 -1.8 -1.7
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g(e
rro
r)
-18
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-17.4
-17.2
-17
-16.8
-16.6
GSPM
Scheme A
Scheme B
(b) Space
Fig. 2. Performance of three GSPMs with respect to the antiferromagnetic exchange parameter
δ in both time and space. The antiferromagnetic exchange parameter δ = ±0.1,±5.0,±100.0.
5. Femtosecond magnetization dynamics in antiferromagnets
The presence of the antiferromagnetic exchange term makes magnetization dynamics
richer compared with ferromagnetic counterparts. In the simulations, the size of the thin
film material is 100 nm × 100 nm × 10 nm and the grid size is 2 nm × 2 nm × 2 nm. Phys-
ical parameters [4] are listed in Table 6. For the given parameters, we have δ/q = 240 and
δ/ = 4.8× 104. Therefore for micromagnetics simulation in AFMs, the temporal stepsize is
limited by the antiferromagnetic exchange parameter.
Table 6. Physical parameters used in the simulation.
parameters value unit
α 0.05 −
a 0.5× 10−9 m
Ms 4.0× 105 A/m
KU 1.0× 105 J/m3
A 5.0× 10−12 J/m
AAFM ±3.0× 10−12 J/m
γ 1.76× 1011 (Ts)−1
5.1. Antiferromagnetic/ferromagnetic stable phase
In this case, we choose the initial state as mA = (1, 0, 0)
T , and mB = (0, 1, 0)
T , and solve
(7). Note that the easy-axis direction is the x-axis. In the absence of an external field, the
system shall relax to a ferromagnetic phase or an antiferromagnetic phase, depending on the
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sign of the antiferromagnetic exchange parameter δ. Since the temporal stepsize is limited by
the antiferromagnetic exchange parameter, we observe that all GSPMs lose their accuracy if
the stepsize is much larger than the femtosecond scale. More seriously, the numerical solution
of Scheme B blows up with stepsize ∆t = 1 ps. Therefore, in what follows, we set ∆t = 1 fs
to get reliable numerical solutions.
There are two characteristic time scales of the magnetization dynamics in AFMs when
the external filed is applied. The first one is due to the antiferromagnetic exchange, which
yields an intermediate antiferromagetic/ferromagnetic state at ∼ 1 ps. The second one is
due to the magnetic anisotropy, which yields a stable antiferromagnetic/ferromagnetic states
at ∼ 10 ps or longer. Fig. 3 visualizes an intermediate antiferromagnetic state at 2 ps and
an stable antiferromagnetic state at 6 ps when the antiferromagnetic exchange parameter
AAFM = 3.0× 10−12 J/m. Fig. 4 visualizes an intermediate ferromagnetic state at 2 ps and
a stable antiferromagnetic state at 500 ps when AAFM = −3.0× 10−12 J/m.
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(a) Intermediate state
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(b) Antiferromagnetic stable state
Fig. 3. Arrow plot of the magnetization in the centered slice along the z direction. Arrows are
plotted by the first two components of the magnetization and the color is plotted by the third
component (mA3 +mB3)/2. We set ∆t = 1 fs and T = 40 ps although it stabilizes at 6 ps. (a) An
intermediate antiferromagnetic state; (b) Stable antiferromagnetic state.
In addition, we record the system energy with respect to time for AAFM = 3.0×10−12 J/m
(antiferromagnetism), AAFM = −3.0 × 10−12 J/m (ferromagnetism), and AAFM = 0 (no
coupling) in Fig. 5 with random initial conditions for mA and mB . As mentioned above,
two distinct time scales are observed for nonzero antiferromagnetic exchange parameter while
the shorter time scale is missing if AAFM = 0. Although the energy in Fig. 5 seems to be
saturated, the stable ferromagnetic state has not been obtained yet. It actually takes longer
to achieve the stable state as shown in Fig. 4b.
5.2. Ne´el wall structure in an antiferromagnet
Consider an initial state with a Ne´el wall profile as in Fig. 6a. When the antiferromagnetic
exchange parameter AAFM = −3.0 × 10−12, and mA = mB , it is expected that the system
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(a) Intermediate state
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(b) Ferromagnetic stable state
Fig. 4. Arrow plot of the magnetization in the centered slice along the z direction. Arrows are
plotted by the first two components of the magnetization and the color is plotted by the third
component (mA3 + mB3)/2. We set ∆t = 1 fs and T = 2 ns although it stabilizes at 500 ps. (a)
An intermediate antiferromagnetic state; (b) Stable antiferromagnetic state.
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Fig. 5. The system energy as a function of time for random initial conditions when AAFM = 3×
10−12 (antiferromagnetism), AAFM = −3×10−12 (ferromagnetism), and AAFM = 0 (no coupling)
with ∆t = 1 fs and T = 20 ps.
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relaxes to a Ne´el wall structure of ferromagnetic type; see Fig. 6. When AAFM = 3.0×10−12,
the system relaxes to a Ne´el wall structure of antiferromagnetic type; see Fig. 7.
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(a) Initial state
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(b) Stable Ferromagnetic state
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(c) Stable state of sublattice A
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(d) Stable state of sublattice B
Fig. 6. Magnetization profile of m = (mA + mB)/2 in the centered slice along the z direction.
Arrows are plotted by the first two components of the magnetization and the color is plotted
by the third component. ∆t = 1 fs and T = 2 ns. (a) Initial state; (b) Stable ferromagnetic
state; (c) Stable state of sublattice A; (d) Stable state of sublattice B.
5.3. Phase diagram under the external field
It is known that AFMs are robust against magnetic perturbation, therefore the phase
diagram requires stronger external fields. The external field can be applied in three different
ways. First, when an external field is applied perpendicular to the easy-axis direction, mag-
netic moments of two sublattices and hence the magnetization m = (mA + mB)/2 tend to
align up with the field gradually until the net magnetization saturated. The external field is
parallel to the easy-axis direction in the second and third cases. When the anisotropy energy
is much smaller than the antiferromagnetic exchange energy, the phase transition is known
as the spin flop transition. When the anisotropy energy is much larger than the antiferro-
magnetic exchange energy, magnetization jumps from zero to the saturation magnetization
directly, which is known as the spin flip transition [3, 28].
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(c) Stable state of sublattice A
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(d) Stable state of sublattice B
Fig. 7. Magnetization profile of the antiferromagnetic state in the centered slice along the z
direction. Arrows are plotted by the first two components of the magnetization and the color
is plotted by the third component. ∆t = 1 fs and T = 1 ns. (a) l = (mA − mB)/2 at 1ns; (b)
m = (mA + mB)/2; (c) Sstable state of sublattice A. (d) Stable state of sublattice B.
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In Table 6, the anisotropy energy is much smaller that the antiferromagnetic energy, and
thus the spin flop transition happens. To observe the spin flip transition, we reduce the
antiferromagnetic exchange parameter AAFM to 3.0 × 10−15 J/m. The whole simulation is
started with an initial state mA = −mB along the x-axis and the external applied field
Hext = 0 T ∼ 300 T. For both the H⊥ and the H|| phase transitions, an external field with
0 T is applied and the system relaxes to a stable state. Afterwards, we increase the external
field by a certain amount ∆Hext and let the system relax to an stable state. The external
field is successively increased until Hext = 300 T. Averaged net magnetization is recorded
as a function of Hext. The stopping criterion for a steady state is that the relative change
of the total energy is less than 10−9. Results shown in Fig. 8 are in qualitative agreements
with the experimental results of MnF2 [29].
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Fig. 8. Phase diagram under the external field with parameters in Table 6 and AAFM = 3.0×10−15
in the case of the spin-flip magnetic field.
6. Conclusion
In this paper, we develop three Gauss-Seidel projection methods for the coupled system
of Landau-Lifshitz-Gilbert equations with an antiferromagnetic exchange coupling. Perfor-
mance of these methods is verified in terms of accuracy and stability. In addition, femtosecond
magnetization dynamics, Ne´el wall structure, and phase transition under the external mag-
netic field in antiferromagnets are studied. It is interesting that phase transitions observed
in the simulation are qualitatively consistent with the experimental results of MnF2. In
addition to experiments, the proposed methods open up an alternative way to understand
femtosecond magnetization dynamics in antiferromagnetic and ferrimagnetic materials.
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