Abstract. This paper is concerned with introducing two inequalities of the form l?.9\T.-an\£KA and 2^0\rn-an\^K'B, where r"-C?»-'C?2i, C¡*> denote the Cesàro transform of order k, K and K' are absolute Tauberian constants, <4 = 2"=o |A(na")|<co, B=2ñ=a |A((1/«) Zî;i w»)|<oo and \uk = ul<-uktl. The constants K, K' will be determined.
Introduction.
Let {sn} (n^O) (sn = a0 + a1+ ■ ■ ■ + an) be a sequence of real or complex numbers. Denote by rn a linear transform T (1.1) h = 2, Cn.A 0) k of sk supposed convergent for all sufficiently large values of n. In various special cases, it has been found that theorems of the following type hold. Suppose that p, n are related in an appropriate way (usually the assumption is that pjn -^aas n -> oo, where <x>0 is a constant). Suppose that (1.2) lim sup |nan| < oo.
n-* oo Then there is a constant A such that (1. 3) lim sup |rn -sp\ S A lim sup |nan|.
n-» oo n-* oo
There are also analogous results in which (1.1) is replaced by a sequence-to-function transformation. Usually the best possible value of the constant A has been determined.
Theorems of this type were first considered by Hadwiger [8] The estimates will be of the forms
respectively, where (1.12) 2k-*n|^2|^2>v)
K and K' are absolute Tauberian constants. It has been proved by Hyslop [9] that, if 2 "n is absolutely Abel summable and if (1.8) holds, then 2 an is absolutely convergent. Since absolute summability \C, k\ implies absolute Abel summability(3), this theorem includes the result:
(2) (1.8) can be stated in the form that the sequence {na"} is absolutely summable |C, 1|.
(3) See Fekete [7] .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (A) absolute summability \C,k\ together with (1.8) implies absolute convergence. A fortiori, it includes the result: (B) absolute summability \C, k\ together with (1.7) implies absolute convergence. It will be noted that, just as the Tauberian constant theorems already cited include the familiar "o" Tauberian theorems, so Theorems 3.1 and 2.1 of the present paper include (A) and (B) respectively.
I It is easily verified that rt"iV -gn,v = k(\-k)(v+\). Thus, for fixed n, ¿>n>v is an increasing function of v if k < 1 and decreasing if k> 1. But (3.12) An,o = 1.
Then, if fcèl, &",»£!. Also, if 0<fc<l, ¿n,v>l.
(i) /cäl. Since ¿>"jV<1, we can omit the modulus sign in (3.11). We thus get
•¿v= 2^1-Ôn.v)+1-
We deduce that (3.14) Combining (2.15), (2.19), (3.9), (3.14) and (3.16), the result clearly follows, (ii) 0 < k < 1. Since ¿>"iV > 1, then (3.17) But <0 for 1 ^ v < n -1. Now, using (3.18), we find that C:fe±!ï(.-./(?)).
But, since k < 1, (v % k) < (» +1 ). Hence (3.21) l-l/("**).<l-l/(v+l).
It thus follows from (3.20) and (3.21) that (3.22) «v>v < 1.
Since, aViV -> 1 as v -> 00, it follows from (3.22) that (3.23) sup av>v = 1.
V Combining (3.9), (3.19) and (3.23), the final conclusion holds.
