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RESUMEN
MODELO BASADO EN AGENTES DE GRANDE ESCALA PARA REPRESENTAR LA
DINA´MICA DE ENFERMEDADES CONTAGIADAS POR MOSQUITOS, CASO
CHIKUNGUNYA EN COLOMBIA
por
GUIDO FELIPE CAMARGO ESPAN˜A
Doctor of Philosophy. en Electrical Engineering
UNIVERSIDAD NACIONAL DE COLOMBIA
Director: Hernando Dı´az Morales, Ph. D.
En esta tesis se presenta el desarrollo de un modelo basado en agentes para representar la dina´mica de
enfermedades transmitidas por vectores. En espec´ıfico, en Colombia para chikungunya, con posibles
aplicaciones para dengue. Con el modelo se busca estimar la carga de casos de chikungunya en el pa´ıs
y evaluar el impacto de control vectorial para controlar su expansio´n en el pa´ıs.
El chikungunya es una enfermedad transmisible por mosquitos del tipo aedes, en especial aedes
aegypti y albopictus. Su sintomatolog´ıa es similar al dengue, con una diferencia de dolor en las articu-
laciones que puede prolongarse por an˜os, dependiendo del paciente. En Colombia, el mosquito aegypti
se encuentra en mayor proporcio´n que el albopictus. Este es considerado un mosquito residencial,
debido a que se alimenta principalmente de humanos, consecuentemente, se encuentra en su mayor´ıa
en cercan´ıas a los hogares.
El modelo representa estados de salud en humanos, basados en un modelo SEIR (Susceptible-
Expuesto-Infectado-Recuperado). Mientras que para mosquitos se basa en la estructura SEI. La trans-
misio´n del virus en el modelo ocurre en lugares espec´ıficos, tales como, hogares, lugares de trabajo
o colegios. Dentro de estos establecimientos, se encuentra un nu´mero determinado de mosquitos que
depende de la cantidad de humanos y de la temperatura promedio anual. Estos mosquitos pueden
infectarse con el virus con una probabilidad de infeccio´n determinada en el modelo, para luego trans-
mitirlo a los humanos susceptibles que visitan ese lugar. Por su parte, cada humano tiene asignadas
una cantidad de actividades dependiendo de su situacio´n (estudiante, trabajado, ama de casa, etc),
estas actividades se realizan con prioridad, mientras que hay una lista extra de actividades opcionales
como viajar, visitar a un vecino, etc. De esta manera, los agentes pueden transmitir o infectarse con
el virus.
Con el objetivo de representar una poblacio´n cercana a la realidad, hubo la necesidad de desa-
rrollar una poblacio´n sinte´tica que represente estad´ısticamente la poblacio´n de Colombia. Adema´s,
que represente las actividades principales de cada agente, e.g. estudiar, trabajar, etc. La poblacio´n
sinte´tica representa los 1122 municipios del pa´ıs. Adema´s, el modelo requiere de grillas de temperatura
que fueron obtenidos de bases de datos de libre acceso. Finalmente, el modelo incluye una estimacio´n
de los viajes interdepartamentales, basado en datos de flujo entre aeropuertos del pa´ıs.
El modelo fue sintonizado utilizando reportes de casos de chikungunya del 2014-2015. Usando un
municipio como muestra y estimando el desempen˜o del modelo con municipios no sintonizados. Este
modelo sintonizado fue utilizado para evaluar el impacto de las campan˜as de control en el municipio de
Santa Marta (Magdalena), donde se registro´ un caso exitoso de prevencio´n de la enfermedad utilizando
control vectorial. Finalmente, el efecto del control vectorial fue estimado, simulando una epidemia en
todo el pa´ıs con diferentes estrategias vectoriales.

ABSTRACT
LARGE-SCALE VECTOR-BORNE DISEASE AGENT-BASED MODEL, WITH
APPLICATION TO CHIKUNGUNYA IN COLOMBIA
by
GUIDO FELIPE CAMARGO ESPAN˜A
Doctor of Philosophy. in Electrical Engineering
UNIVERSIDAD NACIONAL DE COLOMBIA
Advisor: Hernando Dı´az Morales, Ph. D.
This document presents the development of a large-scale agent-based model to represent vector-borne
disease transmission dynamics. Specifically the model represents the transmission of chikungunya in
Colombia. Due to their similarities, the model can also be applied to simulate dengue epidemics. The
aim of this model is to contribute to the knowledge of chikungunya, to reproduce realistic epidemics,
and to quantify the impact of vector control programs to halt the spread of the disease.
Chikungunya is a disease transmitted by the aedes mosquitoes, particularly aedes aegypti and
Aedes albopictus. Chikungunya symptoms are similar to dengue, but it is characterized by acute join-
pain that can last for years. In Colombia, the aedes aegypti is found in larger proportions than the
Aedes albopictus. The aedes aegypti mainly obtains its food from humans, hence it is often considered
a residential mosquito.
The model proposed in this thesis represents humans and mosquitoes. Humans are represented by
agents whose health status can be classified in a S-E-I-R structure (Susceptible, Exposed, Infectious,
Recovered). Whereas mosquitoes are represented by a homogeneous meta population model with
the S-E-I compartments. In the model, the virus transmission occurs in specific locations such as
households, workplaces, or schools. In each location, the number of mosquitoes are computed based
on temperature and the human density. Mosquitoes and humans can transmit the infection to each
other with specific probabilities determined in the model. Transmission occurs when an infectious
agent visits a place with susceptible vectors, or when a susceptible agent visits a place with infectious
mosquitoes. These visits are determined by each agent’s activities that are assigned in a synthetic
population, these activities include: household visits, school attendance, work attendance, and travel.
A synthetic population was developed to represent a realistic population of Colombia. The synthetic
population represents the population of the 1122 municipalities and 33 departments of the country.
Additionally, the synthetic population reproduces daily activities for each individual based on the
census data. Human mobility was also represented in the model implementing a calibrated gravity
model to represent air travel.
The model’s parameters were calibrated to represent chikungunya dynamics reported in the Rioha-
cha, Guajira. Some of the parameter values were obtained from the literature while others were adjus-
ted using an optimization algorithm. This calibrated model was used to estimate the impact of vector
control strategies in the city of Santa Marta, Magdalena. The control parameters in the model were
modified to determine improvements to design optimal vector control strategies. Lastly, the model
was simulated in a national-scale to evaluate the burden of the chikungunya with and without vector
control strategies.
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Chapter 1
Introduction
Vector-borne diseases have a serious impact around the world with approximately 3 billion people
living in risk zones [2].Dengue virus is known as one of the most critical vector-borne diseases in the
world. It is estimated that 390 million cases occur each year. While 96 millions cases are reported,
the remainder are attributed to asymptomatic presentations of the disease. According to Bhatt et al.,
the geographic distribution of cases around the world can be described as: Africa (48.8 million) Asia
(204.4 millions), the Americas (40.5 millions), and Oceania (550.000) [3]. However, these numbers
could be higher than predicted, as the World Health Organization (WHO) stated in the 2012 dengue
report [4].
Dengue infection can lead to two different types of clinical presentations: dengue fever (DF) and
severe dengue (SD). While DF usually produces febrile symptoms, SD can produce severe symptoms,
including plasma leakage, that could lead to death [5]. The presentations of SD are often related
to secondary infections, although there are additional factors that determine the SD occurrence, for
instance: gender, race, chronic diseases or age [6]. Although SD constitutes a risk to the patient’s life,
death can be prevented with the appropriate treatment [5].
Dengue presents itself in four varieties or serotypes (DENV1-2-3-4). Each serotype generates per-
manent immunity to itself but only temporary immunity to the other serotypes. Consequently, the
same person can be exposed to multiple infections. Also, the number of cases of SD are often related
with secondary infections, although there are additional factors that determine the SD occurrence, for
instance: gender, race, chronic diseases or age [5].
Another major vector-borne disease, chikungunya, is present in Africa, Asia, Indian Ocean and,
recently, in the Americas, where the suspected cases are more than seven hundred thousands as for
October of 2014 [7, 8]. In contrast with dengue, chikungunya disease occurs by one serotype of the
virus (CHIKV).
Chikungunya disease is characterized by an incubation period that varies from 1 to 12 days,
followed by an acute illness, and a late stage of illness. The acute illness stage can last from 4 to 7
days and it is characterized by fever, polyalthralgia, headache, among others. After the acute stage,
some symptoms such as arthralgia can remain present in a late stage of illness having a life quality
reduction in the individual. Owing to the clinical representations, the asympomatic rate is considered
to be smaller than in the case of dengue [8].
The Transmission of chikungunya and dengue to humans is accredited to the Aedes mosquitoes.
The main vector is the mosquito aedes aegypti ; however, the aedes albopictus is also able to transmit
the virus to humans. Aedes aegypti lives mostly in warm regions with temperatures above 18oC. The
aedes aegypti is mostly found in urban habitats, where non mature stages of the mosquito can develop
in man-made water reservoirs such as barrels, trash cans or water containers. Due to the fact that the
aedes aegypti lives near humans, human blood is considered its main food source [3].
The concern about an introduction of the chikungunya virus to developed countries has increased,
considering that aedes albopictus can survive in lower temperatures than the aedes aegypti [8]. Chi-
kununya was introduced for the first time in the Americas in 2013, thus there is a large susceptible
population that could be infected, since there is no previous exposure to the virus. Hence, the impact
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of the chikungunya epidemic could be massive across the continent [7].
Currently, there is no vaccine available for chikungunya. In contrast, there are multiple vaccine
candidates for dengue. At this moment none of the vaccines have been implemented in a population
to control the epidemic. Hence, control measures are focused on vector control. These measures have
shown little impact when irregularly applied and inefficiently planned [9]. The possibility of the imple-
mentation of a dengue vaccine, would shift the horizon of the disease [10]. In the case of the vaccine’s
success and approval, it would be necessary to design optimal distribution strategies that guarantee
the eradication of the disease. In order to accomplish that, WHO suggests the use of mathematical or
computational models to design control programs with the inclusion of vaccines and vector control as
a combined strategy [4].
Whereas multiple models have been constructed to represent dengue dynamics, just a few have
been proposed for chikungunya. These models can be classified as: compartmental models, based on
Ordinary Differential Equations (ODE); stochastic models and Agent-Based Models (ABM). In the
case of dengue, they can also be classified by the number of serotypes included in the model. For
instance, compartmental models of one serotype of dengue have been proposed by multiple authors.
Regardless of the simplicity of these models, they can be employed to do useful analysis such as
determination of the reproductive number of the disease [11, 12, 13].
Furthermore, two or more serotypes have been included in dengue compartmental models [14, 15,
16, 17, 18, 19, 20, 21]. In these models it is possible to represent the effects of multiple infections
by different serotypes. For example, Esteva et al. [16] formulated a compartmental model where the
mosquito and the human population can be infected by two serotypes of the virus.
Some mathematical models of chikungunya have been developed to compute the reproduction
number for past epidemics [22, 23]. Also, some models evaluated the implementation of vector control
strategies and proposed thresholds to ensure the success of these programs [23, 24]. Additionally, the
spread of the disease to different regions has been studied for small regions to large populations such
as the European Union or the United States of America [25, 26, 27].
Although ODE models exhibit a mathematical formality that allow formal analysis, it is not
possible to represent the heterogeneity of a population or the individual characteristics. Meanwhile,
ABM allow the inclusion of individual characteristics and behaviors. In particular, Otero et al. created
a model for dengue in Buenos Aires, Argentina where the human population is represented as an
ABM, while the mosquitoes are represented by grids. Furthermore, Chao et al. assessed the impact of
a dengue vaccine using an ABM for a rural-area in Thailand [28]. Finally, in the case of chikungunya,
one model was proposed by Dommar et al. [29] to evaluate the impact of human mobility in the spread
of the epidemic.
In Colombia, no model has been proposed for chikungunya, whereas some have studied dengue
dynamics. For instance, Castan˜eda-Orjuela et al. assessed the burden of dengue disease in Colombia
using a two-serotypes compartmental model based on ODE [30] . The model was tuned to represent the
overall dynamics of dengue in the country from 1997 to 2011. Torres et al. applied fuzzy techniques to
represent adequate weekly dengue reports in Colombia [31]. Velez et al.[32] used the model developed
by Focks [33] to study the dengue dynamics with climate effects in the municipality of Bello, Antioquia.
On the other hand, Padmanabha et al. [34] built an ABM of dengue dynamics for a neighborhood in
the city of Armenia, Quind´ıo., where the authors represent the population characteristics by means
of a synthesized population of the area.
These approximations of dengue Agent-Based Models are focused on small areas, and this cons-
titutes a limitation in the possible recommendations or conclusions. Due to the similarity of the
transmission of chikungunya and dengue viruses, the construction of an ABM would be suitable to
represent both diseases. Consequently, the aim of this project is to develop a large-scale vector-borne
disease ABM, specifically to represent the transmission of chikungunya within the entire population of
Colombia, with application to dengue dynamics in the country. Hence, the model would allow testing
the design of control strategies that are applicable on a national basis.
The transmission dynamics of dengue and chikungunya occur within similar conditions. However,
dengue dynamics is considerably more complex than chikungunya. Nevertheless, since the vector for
them is the same, several componentes of the model are common to both diseases. Dengue has been
present in the Americas for some decades, whereas chikungunya was introduced in the region in 2013.
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Consequently, the amount of data concerning dengue is significantly more abundant than the data
available for chikungunya. Thus, a model for chikungunya would share significant components that
are also required for a model of dengue transmission dynamics. Therefore, the construction of a model
for chikungunya would be a fundamental step for developing a dengue model. This is the reason why
there will be a considerable amount of space devoted to the discussion of dengue epidemiology.
1.1 Dengue and Chikungunya
Progression of Dengue
Although, the origin of the dengue virus has not been determined with confidence, it is considered
that it developed one thousand years ago in Asia or Africa. The dengue disease has been formally
described since 1979-80 [6, 35]. In Central America and India, the virus appeared in the 17th century,
whereas in the United States of America, dengue was first registered in the 18th century [35]. SD cases
have been reported since 1953 [35].
According to the WHO, dengue virus cases have increased more than 30 fold in the last five
decades [4]. This quick spread has been attributed to climate changes and fast unplanned urbanization.
Furthermore, population migration is an additional factor that contributes to the geographical spread
of the virus all around the world [4, 6].
This growth in the transmission of dengue started during World War II, probably due to the
the massive transportation of potential water containers such as tires. Also, the weather conditions
in Southeast Asia contributed to the proliferation of the virus. After the war, governments in the
Americas implemented an international eradication plan that eliminated most of the aedes aegypti in
the region. The success of these programs resulted in a significant reduction of the disease. However
in most of the countries in Central and South America the campaigns were abandoned because of the
lack of resources or for political reasons. As a consequence, the region experienced a re-infestation
of the virus in the 1970’s. Since then the dengue virus has been spreading throughout the region.
Currently, the four serotypes of the virus are circulating through most countries in Central and South
America [35, 6].
Dengue in the Americas
In the Americas, the presence of the disease can be divided into four different stages, according to
Dick et al.[9]. In 1600 the virus was first introduced in the region producing outbreaks in multiple
countries. Then, the above mentioned eradication plan of the aedes aegypti took place from 1947 to
1970, and as a consequence most of the countries where free of dengue during that period. However,
an aedes aegypti reinfestation occurred around 1971 and since then the virus has been present mostly
in South and Central America. Recently, starting in 2000, dengue dynamics has been characterized
by a spread of the four serotypes through most of the countries in South and Central America.
The first reports of a dengue-like disease in the Americas occurred in Martinica, Guadelupe and
Panama. In South-America multiple cases were reported during the 19th century. In Peru, around 50
thousand cases were reported in 1818. In the 19th century and the early the 20th century, several
clinical reports similar to dengue occurred in Cuba, Brazil, Colombia, Venezuela, Argentina and even
in the United States of America. These cases have been attributed to dengue owing to their clinical
presentations, however they could be confused with similar disease such as Chikungunya or yellow
fever, taking into account that the dengue virus was not isolated until 1943.
The eradication plan started as an initiative from William Gorgas in Cuba aiming to eliminate
the yellow fever vector. This initiative was adopted in Brazil, where the Rockefeller foundation and
the Brazilian Government worked together to completely eliminate the mosquito from the region. As
a consequence, in 1947, the Pan American Health Organization (PAHO) approved the aedes aegypti
eradication plan for all the affected countries. Due to the countries’ efforts, the mosquito was appa-
rently eradicated from the region. However, owing to the lack of political interest in sustaining these
campaigns, the vector control was significantly reduced after 1962 [36, 37, 9].
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The decline in the vector control campaigns led to a reinfestation of the virus all around the region.
Between 1971-1977, serotypes DENV2-3 were reported in Puerto Rico and Colombia. An epidemic
was reported between 1977-1980, where DENV1 was the predominant serotype. In the 1980’s the
incidence of dengue increased significantly, DHF epidemics were reported in the region, mostly in
Cuba and Venezuela. In 1981, DENV4 was introduced in the region generating more DHF cases. As
a result, in 1996 PAHO proposed an intensification of the aedes aegypti control, however it was not
implemented broadly. As a consequence, the virus continued to spread in most South and Central
American countries.
Between 2000-2010, dengue reports displayed a drastic increase. In the Americas, two outbreaks
were reported in 2001-2002 and 2010. Cases were reported in multiple countries such as Ecuador,
Paraguay, Costa Rica, Brazil, Colombia and Peru. For instance, in 2001, Peru experienced its biggest
dengue outbreak reported to date with approximately 24,000 cases. The biggest outbreak in the
whole region occurred in 2010 with more than 1700 million cases. During the same year, Colombia
contributed the highest number of cases in the continent.
Within Colombia, the presence of dengue is similar to the rest of the countries in the Americas,
mostly in South and Central America. During the 1900-1952 period, dengue was present in some
regions of the country. The virus was partially eradicated in 1952-1970. However, the virus has been
present in the country since 1971 due to the aedes aegypti reinfestation that took place throughout
most of the countries in the Americas [38].
Figure 1.1 shows all dengue outbreaks reported in the country. Outbreaks reported in 1971, 1975
and 1977 were caused by the DENV2, DENV3 and DENV1, respectively [38, 9]. Those outbreaks
numbered over 400,000 cases a year. After those outbreaks, dengue has been present as an endemic
disease. The DENV4 serotype was first reported in 1982 in the country. Also, in 1985 it was registered
the first DHF case and multiple serotype outbreaks have occurred periodically since [37, 39].
Currently, the National Health Institute (INS) is in charge of the epidemiological surveillance in
the country, through the National System of Public Health Surveillance (SIVIGILA). Dengue cases
are reported weekly by municipalities. In 2010, the largest epidemic occurred since the reporting of
dengue cases became mandatory; approximately 150,000 cases of DF and 5,000 cases of DHF were
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Figure 1.1: Reconstruction of dengue incidence in Colombia since 1970 to 2012
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reported during that year [40].
Progression of Chikungunya
The first reported outbreak of chikungunya took place in Africa in the 1950s. The virus was first
isolated in 1952 in Tanzania. Since then, outbreaks have been reported most often in some developing
countries of Asia and Africa. Moreover, in 2005 an outbreak was reported in the Indian Ocean in La
Re´union Island, France. Although no autochthonous transmission has been documented for developed
countries, some imported cases have been recorded in some regions in Europe [8].
Concern is generating about the impact of the outbreak in tropical countries in the Americas and
the possible introduction to some regions of the United States. In 2013 an outbreak occurred in Saint
Martin Island and, owing to the frequency of travels between the Americas, the disease has spread to
the Caribbean, Central America, South America and even North America.
In October of 2015, more than 1’500,000 suspected and more than 40,0000 confirmed cases had
been reported across the Americas. In Colombia, more than 425,000 suspected cases and almost 2,000
confirmed cases had been recorded as of October of 2015. The impact of the chikungunya in the
tropical countries of the Americas could be significant, because of the climate and social conditions
that allow for the transmission of the virus [41, 42].
Vector Control
Vector control strategies aiming to stop the transmission of dengue and chikungunya disease are fo-
cused on the elimination of the aedes mosquitoes. These methods are focused on: decreasing the
number of water containers, killing immature mosquitoes and eliminating the adult mosquito. Elimi-
nation of the adult mosquito is performed mainly during outbreak seasons [35, 43]. Unfortunately,
these interventions are often short term efforts that are seldom evaluated consistently by the public
health institutions. According to the World Health Organization (WHO), any interventions should be
sustained with constant evaluation and monitoring [4].
According to WHO [44], vector strategies to control chikungunya or dengue can be divided into:
preventing man-mosquito bites and controlling the vector population. The mosquito bites can be
avoided using long-sleeve clothes, applying repellents or using mosquito nets or screens. The vector-
control measures include indoor spraying, outdoor space spraying, thermal fogging and larva control
measures. The larva control programs basically consist on eliminating any possible source of breeding
sites. These actions can be performed by the inhabitants of a household, eliminating trash that can
hold water, emptying water containers or covering them.
WHO recommends that the vector control should be integrated with vector surveillance and include
social mobilization besides the use of pesticides. The organization also defines the key elements of
Integrate Vector Management as: advocacy, social mobilization and legislation, collaboration with the
health sector, integrated approach, evidence-based decision-making, and capacity-building. An issue
to effectively implement integrated vector management programs is that its benefits are not visible
to the community. Hence, measuring or providing with estimates of reduction of cases owing to the
community efforts, could incentive the community to participate in vector control programs.
In regards to the introduction of the chikungunya in the Americas, PAHO manifests as well that
the participation of the community is vital to halt the spread of the virus in new areas [45]. PAHO
recommends to prioritize regions where dengue has been present with high impact, since the chiku-
gunya virus is expected to appear in those regions. PAHO recommends that the interventions are
made mainly in the immature stages of the mosquito. In order to stop the epidemic in new areas, first
confirmed cases should be communicated to the Integrated Vector Management programs in a local
and national level. The programs should focus on the areas where the initial cases are detected to
prevent the spread, if these programs fails, PAHO recommends to apply an intensified vector control
program in a large area.
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Vaccines
Historically, vaccination programs have proved to be a useful way to control epidemics. In particular,
vaccination has decreased notably the burden of contagious diseases such as smallpox, polio, measles,
pertussis, among others [46]. In the case of dengue, there is no vaccine that protects the population
against the four serotypes of the virus. Nonetheless, numerous vaccine candidates have been developed
around the globe [47, 10, 48, 49].
The development of a dengue vaccine represents a big challenge due to the complex immunity
response of the four heterologous dengue serotypes. Nonetheless, tetravalent dengue vaccine candidates
are currently in different stages of development. In fact, six vaccine candidates are in different phases
of clinical development and one of them is presently in phase three of clinical trials [47].
Moreover, there are several vaccine candidates in pre-clinical stage of development that are based on
different technological approaches. Pre-clinical candidates show potential advantages that constitute
an improvement step in the continuous generation of dengue vaccines [48].
The most advanced vaccine candidate is the Sanofi Pasteur tetravalent dengue vaccine that has
shown to be safe for humans [47]. In the phase 2b of trials, the vaccine did not meet the efficacy goals,
particularly for the serotype 2. Nevertheless, recently Sanofi Pasteur published successful results of
the phase 3 trials conducted in Asia-Pacific. These trials involved more than 10,000 children between
the ages of 2 and 14 [50]. However, the vaccine candidate showed less efficacy against the serotype 2
compared to the other three. Another drawback of the vaccine candidate is the vaccination schedule
that is longer than other current commercial vaccines.
In general, the Sanofi Pasteur vaccine candidate has shown significant advances in the dengue
vaccine development. This could lead to an early commercialization and implementation of the vaccine
in endemic countries that would aid in accomplishing the WHO goals for 2020 [4, 50]. Nonetheless,
it is important to consider multiple factors in order to design successful vaccination programs that
contribute to the eradication of dengue around the world [46].
Concerning chikungunya, currently there are no available vaccines to prevent the disease. However,
multiple efforts have been made in the subject. Some vaccine candidates have been developed using
different technologies. Unfortunately, all the candidates are in the early stages of development, without
any human trials, hence they are not likely to be implemented in the population in the short term [8].
1.2 Modeling of Infectious Diseases
Epidemiological models can be classified as static or dynamic. Static models exclude changes in time.
Dynamic models include the variation of the system over time. Dynamic epidemic models are re-
presented mainly by two different approaches: Differential Equation Based models or Computational
models. The appropriate model is implemented depending on the characteristics to be represented.
Mathematical Models
Mathematical models in epidemiology are usually described by Ordinary Differential Equations (ODE)
that represent the epidemiological state in a population by means of compartments and the rates of
change among these compartments. In the most common structure found in these models, a homo-
geneous population is split in three epidemic states: Susceptible, Infectious, Recovered (SIR). In the
case of vector borne diseases, the epidemiological state of the vectors is also represented.
Regarding dengue models, complexity of the ODE models could vary depending on the characteris-
tics included in the model. For instance, there are simple models that represent the dengue dynamics
in a population in risk of one serotype of the virus [13, 12]. Others include two serotype to increase
the complexity [16, 14, 15, 51]. Four-serotype models are used to describe more specific dynamics for
regions where all the serotypes circulate [17, 18, 19, 20, 21, 52, 53, 54].
Moreover, age-structured models can be represented using ODE models, allowing the inclusion of
the risk difference by age. Supriatna et alrepresented that difference assigning a greater contagion
probability to the children population [51]. More complex models include climate impact on transmis-
sion [55]. Climate and socioeconomic conditions influence the aedes aegypti life cycle, affecting dengue
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and chikungunya transmission. Chen and Hsieh formulated a mathematical model that includes the
impact of climate in a mosquito model with temperature dependent parameters [56].
Climate factors have been represented using statistical models. Fuller et al. represents dengue cases
in Costa Rica where temperature observations and vegetation index are included [57]. Also, Wu et
al. found out that humidity and temperature are statistically related to dengue incidence [58]. More
complex characteristics can be represented in ODE models such as GIS (Geographic Information
Systems) to represent socioeconomic factors.
On the other hand, multiple models have included the vaccination effects owing to the expectation
of a dengue tetravalent-vaccine [59, 52, 53]. These models can assess the effectiveness of different
vaccination strategies, the economic impact of the vaccine and the cost-effectiveness ratio.
Few mathematical models have been developed to represent chikungunya transmission. Due to
the possibility of spread in the recent years, one particular modeling interest is the evaluation of the
impact of travelers on the spread of the epidemic across a region. Other models have evaluated the
possible invasions of chikungunya in fully susceptible populations. The majority of these models are
focused on the 2005 outbreak in La Re´union Island.
For instance, Moulay et al. developed a metapopulation model that represents chikungunya trans-
mission in the Re´union Island, specifically the 2005-2006 epidemic. For that purpose, a network was
constructed using population density grids and road networks. Then realistic human and mosquito
mobility patterns were included in the model. Each node of the network is characterized by a compart-
mental model which includes individual import/export. This model shows the importance of human
and mosquito mobility in the spread of the chikungunya virus [25].
Seyler et al. used a monte carlo model to estimate the risk of dengue and chikungunya introduction
in European union by travelers from endemic countries. This model used real data to tune the model
regarding flights and duration of the stay in the European union. Of all the countries, Italy showed a
higher risk of chikungunya introduction. Nevertheless, the lack of incidence data from some endemic
countries limits the capabilities of the model analysis [27].
Ruiz-Moreno et al. assessed the probability of occurrence of an outbreak of chikungunya across the
United States of America using monte carlo simulations. The authors used this model to study the
possible scenarios of chikungunya outbreaks in different regions of the country at different times of
the year. Also, the model allows the simulation of control interventions, such as larvae removal, that
reduce the mosquito-human ratio. In general, the model suggests that preventive vector control could
prevent the virus introduction in the U.S. [26].
Some studies have found estimates of the reproduction number for a chikungunya epidemic. For
instance, Yakob et al. developed a compartmental model to reproduce the epidemic in La Re´union
Island, and then to calculate the reproduction number. This estimate allows the authors to find a cri-
tical vector mortality rate that ensures the success of the control programs (i.e. R0 < 1). Additionally,
this model suggest that vector control is more effective than quarantine of infectious symptomatic
individuals [22].
Another compartmental model for La Re´union epidemic of 2005 was proposed by Dummont et
al. In this study, the reproduction number was computed for each city of the island. In addition,
thresholds were found for different strategies of vector control to ensure an R0 below 1. According
to the simulation results, vector strategies focused on egg removal are more effective than the use of
insecticides to halt the spread of the epidemic across the island [23].
Furthermore, Moulay et al. evaluated optimal control strategies in a compartmental model that
represents mosquito and human population dynamics. Three different control interventions were mo-
deled: reduction of human and mosquito contact, diminution of breeding sites and treatment of infec-
tious individuals. The optimal control strategies suggest that extensive larvae reduction is needed to
minimize the effect of the epidemic [24].
Although multiple characteristics can be represented in ODE models, these models cannot describe
individual characteristics in a population. For that reason, other models may need to be used such as
Agent-Based Models.
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Agent-Based Models (ABM)
ABM are computational models that represent dynamics using social interactions. ABM are comprised
of agents and an environment. An agent represents an individual entity such as a person, an animal or
even an organization. Agents interact with other agents and with the environment. Also, agents have
goals that determine the activities assigned to each one in order to reach their goals. The environment
is an abstract representation of the real world where the agents interact. Although the environment
can be seen as a geographical space where the agents interact, it could also illustrate complex features,
for instance in a network model, the environment could represent links between agents [60].
In contrast with the compartmental models mentioned above, ABM are capable of representing
heterogeneous populations with multiple individual characteristics. When defining the environment of
an ABM as a geographical representation of the space, it is possible to include several characteristics
such as: geography, climate, socio-economic status, etc.
In short, agent’s characteristics can be summarized as [61]:
• Adaptation: the kind of decisions that an agent makes to adapt to the environment and other
agents.
• Goals: Any decisions made by an agent must be consistent with its own goals. These goals can
be adapted to the environment or the model evolution.
• Learning: how an agent makes new decisions based on past experiences.
• Sensing: the ability of an agent to measure variables from the environment or other agents.
• Interaction: how an agent shares information with other agents. According to their own goals,
these interactions could lead to cooperation or competition.
• Collectives: different social relationships can be attributed to agents, such as family, friendship,
etc. Also, agents can form collectives based on their mutual goals.
Multiple ABM have been used in epidemiology to represent diseases such as malaria, influenza
or Chagas. For instance, Linard et al. proposed a model to study malaria dynamics in France. In
this model, humans’ and mosquitoes’ interactions depend on human activities, like farming, urban
dwelling, or tourism [62]. In Peru, Lloyd et al. developed a contagion model for malaria [63] where
socio-economic factors were included. These models allow the inclusion of control strategies such as
vaccination or vector control. For example, Gu et al. evaluated the effect of larvae reduction in water
containers near human settlements [64].
Chagas disease has also been modeled using ABM. In Cameroon, Muller proposed an ABM for
Chagas disease that incorporates human activities, mosquito density and mosquito migration. In that
model, other hosts for the disease different than humans are considered, such as cattle or wild animals
[65].
Regarding dengue, Focks et al. [66] developed two different models to represent dengue dynamics:
CENSiM and DENSiM. CENSiM represents aedes aegypti ’s different maturation age characteristics
that are affected by geographic effects. DENSiM uses the CENSiM output as input to simulate dengue
dynamics in a human population. This model has been used in Iquitos, Peru to estimate parameters
of dengue disease in the region [67].
Otero et al. represented theaedes aegypti ’s dynamics in a stochastic model. In this model, the geo-
graphical region is represented as a grid, where each patch contains the information about the different
stages of the aedes aegypti. Mosquito spread is represented by a diffusion coefficient as a traveling wave.
The model is parameterized to represent the field data from a small region in Buenos Aires, Argentina
[68]. This aedes aegypti model is used as an input for an ABM to represent dengue outbreaks; in
which, humans are modeled as agents and mosquitoes are represented by a compartmental stochastic
model within each patch [69].
Isidoro et al. proposed an ABM to represent dengue epidemics including mosquito and human po-
pulations. In that model, the following characteristics are included: mating, female mosquitoes’ biting
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behavior, virus transmission (both ways: infected mosquito transmitting the virus to a susceptible hu-
man or an infected human transmitting the virus to a susceptible mosquito) and oviposition behavior
[70].
Chao et al. assessed the possibility of vaccination for a small region in Thailand using a synthetic
population that matched the census data. In the model, humans are represented as agents while
mosquitoes are modeled as follows: in every place, such as workplace school or household, the number
of susceptible mosquitoes is recorded. When an infected human visits a place, a number of mosquitoes
become infected. Then, this group of mosquitoes are modeled as agents and can bite humans and
infect them until they die. The authors concluded that at least 50% of vaccination coverage would be
needed to decrease dengue local transmission [28].
For chikungunya, only one ABM was found, proposed by Dommar et al. [29]. In this model, villages
are represented as a network. Agents are defined as travelers or non travelers in order to evaluate the
effect of human mobility in the spread of the epidemic. The model suggests that travel restrictions in
symptomatic individuals are not enough to halt the spread of the epidemic, because of the possibility of
asymptomatic travelers. Therefore, the authors propose to implement control interventions that would
trace symptomatic infections to identify exposed humans. However, this model does not represent a real
population. Also, it cannot be implemented for large-scale populations because of the computational
power needed.
Models in South America
Diverse studies have presented models to represent dengue dynamics in South America, primarily in
Brazil, Argentina and Peru [71, 72, 73, 68, 74, 69, 33, 67, 75, 76]. However, no model was found to
analyze the impact of a chikungunya invasion in South America.
In Colombia, Velez et al. [32] used the models CIMSiM and DENSiM proposed by Focks et al.
[33] to study dengue dynamics in a small municipality in Antioquia, Colombia. The model includes
climate factors calibrated with the climate data of the region. In 2012, Padmanabha et al. [34] built
an ABM to represent dengue dynamics in an urban neighborhood located in Armenia, Colombia. The
authors created a synthetic population with the correct distribution of the households, age structure
of the population and mosquito density by household. In that study, the model was used to simulate
several scenarios of the spread of dengue in the region, including vector control in pupae stages. Also,
the effects of immigration of infectious humans were simulated in the model. Furthermore, the authors
found minimum thresholds of pupae density to achieve the successful dengue eradication in the region.
Castan˜eda-Orjuela et al. [30] developed a two-serotype age-structure deterministic model to eva-
luate the burden of the dengue disease in Colombia in 2011-2014. Torres et al. represented dengue
dynamics in Colombia for the period 1995-2011 using fuzzy modeling techniques, and made predictions
for a three years horizon [31].
Nonetheless, epidemiological models have not evaluated a possible chikungunya outbreak in the
Americas. Also, the scale of Agent-Based Models of vector-borne diseases is restricted to small popula-
tions. Due to the recent innovation of chikungunya across the region, it is crucial to develop tools that
can assess the impact of such an epidemic in the region. In this dissertation, a large-scale Agent-Based
Model is developed to evaluate the impact of possible outbreaks in a country scale.
ABM Platforms
According to Railsback et al. [77] there is no ideal platform to program every kind of ABM. Ne-
vertheless, there are several comparisons between the most common platforms. Arunachalam et al.
made a comparison between MASO, NetLogo, AScape, RePastS and DIVAs. Based on the results,
the best tool for non-programmers is DIVAs. While, RePast shows a friendly environment complexity
and NetLogo appears to be the best for distribution [78].
Another platform is the Framework for Reconstructing Epidemic Dynamics (FRED) [79], develo-
ped at the University of Pittsburgh. “FRED is a free-available epidemic modeling system that uses
census-based synthetic populations to capture the demographic and geographic heterogeneities of the
population” [79]. It has been used in multiple studies to address research questions in public health.
9
Owing to its characteristics, it could be an appropriate platform to implement a large-scale dengue
agent-based model.
FRED is a highly modular, object-oriented program written in C++ that was released in 2013
under the BSD 3-Clause Open Source License. FRED exhibits fast performance to simulate epide-
mics over large populations. For instance, a FRED simulation of influenza within a population of 1
million completes in around two minutes on a conventional laptop. The same FRED simulation when
implemented on a supercomputer using data for the whole U.S. population of over 321 million, takes
approximately 4 hours to run [79].
FRED requires a synthetic population with a specific format to load agents’ demographic infor-
mation (i.e. sex, age, race, household location,etc.). Currently, FRED has the synthetic population of
the United States and some other selected countries. However, more countries can be simulated if an
appropriate synthetic population is available [79].
Disease transmission in FRED is location specific and the schedule is updated daily, which could be
an issue when simulating diseases with short latency or infectious periods. However, it is not a problem
with diseases with a latency period of several days such as influenza or dengue. Also, multiple strains
can be set up to run in FRED. At present, FRED supports only diseases that can be expressed as
agent to agent transmission. Nonetheless, due to FRED’s flexibility, vector transmission diseases such
as dengue can be implemented by adding a vector-transmission class in the source code [79].
Several public health concerns have been addressed using FRED. For example, Lee et al. evaluated
the school closure impact in an influenza outbreak in Allegheny County, PA, finding the time needed
to produce a significant reduction in the overall attack rate of the epidemic (School closure to mitigate
2010). Moreover, Brown et al. used FRED to exhibit the high cost of school closure, concluding that
as a sole control strategy, school closure would be too expensive compared to the epidemic cost itself
(School closure 2011).
Work policies have also been studied in FRED. Kumar etal. used FRED to assess the effect of
the stay at home policy and the importance of access to paid sick days(PSDs). Kumar etal. showed
that providing access to PSDs and staying at home would decrease significantly the attack rate of
an influenza epidemic (Policies to reduce influenza 2013). Another study in FRED showed that a
vaccination program focused on low income communities would decrease the overall impact of an
influenza outbreak in a population (Poor communities 2011). Furthermore, FRED was used to analyze
the effect of public transportation in an influenza epidemic in New York City (SUBWAY 2011).
These studies display the capability of FRED to address various questions regarding epidemics
over large populations. Hence, as a synthetic population is created for this research project pertaining
to dengue in Colombia, it can be used to address similar question. Although vector transmission is
not included in FRED currently, its implementation is planned for future versions. Consequently, a
dengue model for Colombia fits in the FRED development aims.
1.3 Models’ Calibration and Optimization
Dynamical models, such as those described in the previous section, attempt to represent a system
whose behavior is predetermined by the physical laws governing the model and a set of parameters.
Several approaches to represent the dynamics of epidemiological systems have been mentioned in the
last section. Validation of the model consists of assessing that the model is consistent with the phe-
nomenon of interest. The validation of models can be achieved with the adjustment of the parameter
values to obtain coherent outcomes. This calibration process depends on the model’s nature, capabili-
ties and limitations. In general, models can be classified in three different categories: abstract, specific
and measurable processes [60].
• Abstract models. These models attempt to represent basic social patterns that are not com-
parable with any kind of data. These models can be validated qualitatively from the macro-level
patterns that are expected to appear. Another way to calibrate these models is to systematically
vary parameters in the model and observe the patterns obtained. In order to have a valid model,
the changes in the patterns obtained should be interpretable.
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• Middle Range Models. The aim of middle range models is to describe characteristics of a
particular social phenomenon in a general way, hence the conclusions can be applied widely.
The outcomes of these models are general and not comparable with specific data. Therefore, the
validation can be done qualitatively with expected statistic distributions or shapes.
• Facsimile Models. The objective of these kinds of models is to represent a specific target
phenomenon. The intention of the model could be to predict a future stage or to evaluate the
response of the target to any kind of intervention. The validation of these models is performed
using quantifiable data that is compared to the model’s output. However, there are random
factors in the model and in reality that makes it challenging to reproduce an exact scenario.
The model developed in this thesis is a facsimile model that intends to obtain quantifiable conclu-
sions. Hence, the model needs to be compared to empirical data. The calibration steps for this kind
of model can be summarized in the following steps [80].
• Selection of the parameters.
• Selection of the targets to compare the model’s outcome.
• Definition of a Goodness-of-Fit measure.
• Choice of a parameter search strategy
• Definition of acceptable goodness of fit criteria
Parameters to Calibrate and Selection of Targets
A facsimile model is composed of observable and unobservable parameters. For instance, in epidemiolo-
gical models, observable parameters can be the incidence cases, incubation period, age of incidence,
etc. Whereas, the probability of transmission or the asymptomatic level are difficult to measure. In
general, the parameters used in the calibration process are the unobservable parameters or those pa-
rameters that are difficult to measure for a specific situation. Some observable parameter values can
vary from source to source, in which case it could be advisable to include those parameters in the
calibration process [80].
The selection of the targets depends on multiple factors such as the nature of the model, the
availability of quality data, and the purpose of the model. In the case of epidemiological studies, it is
preferable to use local data, since the population specifics can influence the outcome of the targets.
The calibration process consists of minimizing the difference between the outcomes of the data and
the empirical targets chosen. Multiple techniques can be applied to fit the parameters. Mathematically,
the parameter calibration can be expressed as:
θˆ = mı´n
θ
‖F (θ)− Y ‖
F (θ) = (f(t1; θ , f(t2; θ), ..., f(tm; θ))
Y = (y1, y2, ..., ym)
Where F (θ) represents the outcome of the model for a specific time (tn), and Y represents the
observations for each time step (tn). The expression ‖F (θ)−Y ‖ represents the measure of the difference
between the empirical data and the outcome of the model. Hence, the estimated parameters are the
set of parameters that minimizes the difference between the output of the model and the expected
observations of the data. There are several measures that quantify this difference and are called
goodness of fit measures.
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Goodness-of-Fit Measures
In order to minimize the difference between the model and the experimental data, this difference
needs to be measured quantitatively. There are several goodness-of-fit measures that are used to
compare observed and modeled data. The importance of these measures is to avoid the human sub-
jective perception about a ’good’ or ’bad’ fit. Depending on the field, different measures are used. In
epidemiological models, some of the measures commonly used are: least squares, χ2 and likelihood
[80].
Least squares (equation 1.1) calculates the sum of the square of errors for each observation. The
square of the errors increases the weight of the larger data points. The χ2 (equation 3.1) is similar
to the least squares, however each error is divided by the standard deviation of the data. Hence, the
measure puts more weight on the more precise data observations. Another measure is likelihood, which
estimates how likely a specific set of parameters is to match the empirical data. The objective of the
calibration is to maximize this value rather than minimize it. This measure requires more data than
the other calculations. Variations of these measures can be created to assign more weight to different
aspects of the data. For example, in Error expression in 1.4, there is more weight on the larger data
points.
Errorlsq(θ) =
∑
t
(f(t; θ)− y(t))2 (1.1)
Errorχ2 (θ) =
∑
t
(
f(t; θ)− y(t)
σt
)2
(1.2)
ErrorL(θ) =
∏
t
p(t|θ)y(t) (1− p(t|θ))n(t)−y(t) (1.3)
Error(θ) =
∑
t
y(t) · (f(t; θ)− y(t))2 (1.4)
Models can also be calibrated to multiple data. Depending on the data, multiple measures can
be used to estimate the errors between the model and the empirical observations. The total error is
expressed as a weighted sum of the error measures. In any case, with one or multiple targets, the
purpose of the calibration of the model is to minimize the total error. This problem can be seen as an
optimization problem that can be solved using multiple strategies with different levels of complexity.
Model Calibration and Optimization
Basic parameterization strategies involve a grid search of all the possible parameters’ values. The error
is computed for each and the point with the optimum performance is selected. and computing the
error for each point, then selecting the point with better performance. This strategy could be effective
for small number of parameters within small boundaries. The advantage of this strategy is that its
implementation is straightforward and does not require any assumptions of the data. However, as the
number of parameters and their possible values increase, so does the combinations of these parameters,
and the search could become computationally inefficient [81].
Mathematical models with analytical expressions can be parameterized using gradient methods
that evaluate the derivatives of the system of equations. Minima values of the system can be found
moving along these gradients in the direction of the steepest possible curve. This method can be
implemented for linear and nonlinear systems. Nonetheless, for a nonlinear system, the optimal value
can be a local solution. Therefore, several initial points should be tested in order to find a global
minimum. This method cannot be used for models without explicit mathematical formulation of the
system. Other iterative optimization methods are Simplex Nelder-Mead, Trust-Region, Lavengerg-
Marquardt, and genetic algorithms.
The simplex method proposed by Nelder and Mead in 1965 is used to minimize a function outcome
without information about the derivatives of the system [82]. Therefore, it can be implemented in
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computational models that are not mathematically formulated, such as an ABM. Basically, the Nelder-
Mead simplex method generates non degenerate simplex that in n dimensions is denoted by n+1
vertices, i.e. in two dimensions, a simplex represents a triangle. In each iteration, the error of each
vertex is computed and geometric operations are performed in order to exclude the worst point of
the simplex. These operations are: Reflexion, Expansion, Contraction and Shrink. While measuring
in space in this way, the simplex moves in a downhill direction, until an optimum point is found. The
convergence properties and the implementation of the Nelder-Mead simplex method are discussed by
Lagarias et al [83] and Gao et al [84].
• Order. Order the n+ 1 vertices based on the error function: f(x1) ≤ f(x2) ≤ ... ≤ f(xn+1)
• Reflect. Compute the reflexion point: xr = x¯ + ρ(x¯ − xn+1). Where x¯ =
∑n
i=1(xi/n) is the
centroid of all the vertices except xn+1. If f(x1) ≤ (xr) < f(xn), accept the point xr and
terminate the iteration.
• Expand if f(xr) < f(x1). xe = x¯ + χ(xr − x¯). If f(xe) < f(xr), accept xe and terminate the
iteration, otherwise accept xr.
• if If f(xr) ≥ f(xn), perform a contraction step:
• Contract outside. If f(xn) ≤ f(xr) < f(xn+1). xc = x¯+ γ(xr − x¯). If f(xc) ≤ f(xr), accept the
point xc and terminate the iteration, otherwise perform a shrink step.
• Contract inside. if f(xr) ≥ f(xn+1). xcc = x¯ − γ(x¯− xn+1). If f(xcc) < fn+1, accept the point
xcc and terminate the iteration, otherwise perform a shrink step.
• Shrink. The vertices vi = x1+σ(xi−x1)i = 2, ..n+1. The unsorted simplex for the next iteration
would be x1, v2, ...vn+1.
The parameters for Reflexion, Expansion, Contraction and Shrink are: ρ > 0, χ > 1 and χ > ρ,
0 < γ < 1, and 0 < σ < 1, respectively. Usually these values are set to ρ = 1, χ = 2, γ = 0,5, and
σ = 0,5.
The advantages of the Nelder-Mead method is that it does not require evaluation of derivates.
However, the algorithm can be slow and converge to local minima. Hence, the initial conditions of the
algorithm should be set in different segments of the parameters in order to assess global convergence.
Also, there is no theoretical way to describe the uncertainty of the fitted parameters.
Maximum-likelihood is a strategy proposed by Fisher et althat estimates the likelihood that specific
data is observed by the model with a given set of parameters [85]. This method allows for the estimation
of uncertainty on the parameters, but it requires a probability model of the data that could be difficult
to obtained in some situations. Another issue with this method is that it could be difficult in complex
problems to maximize the likelihood [81, 80].
Bayesian methods use a prior distribution of the parameters, this distribution is updated by Bayes’
theory based on the likelihood method. In order to update the distribution of the parameters, the
Markov chain Monte Carlo method can be applied. The samples provide the exact quantification
of the uncertainty levels on the parameters. This method requires a prior information about the
parameters’ distributions. Multiple prior information of the parameters can be used in order to assess
the impact of these initial conditions on the resulting parameters’ estimates [81, 80].
Sensitivity analysis
There are basically two different sources of uncertainty in a model’s behavior: the uncertainty from
the parameters’ values and the model structure itself [81]. The set of parameters defined represents
an specific behavior of the model. The uncertainty in these parameters proliferate through the model.
Hence, in order to quantify the sensitivity of the model’s outcome based on the uncertainty of the
parameters, a systematic variation in the parameters’ values can be performed. From the sensitivity
analysis, the set of parameters where more precise values should be assessed to represent an acceptable
behavior are identified.
13
To estimate the uncertainty of the model based on its own structure, the set of assumptions should
be verified. The model should be tested with experimental data in order to decide whether it explains
qualitatively and quantitatively the different aspects of the data. However, a single dataset cannot
accept or reject a model. Hence, the model should be verified with multiple datasets in order to
evaluate its performance. These data comparisons is also helpful in establishing the limitations of the
model and its applicability [81].
1.4 Document Content
In this chapter, the main problem to be confronted by this thesis was exposed, that is to represent the
chikungunya epidemic and optimize a vector control strategy to minimize the impact of an epidemic
in Colombia. The concepts related with epidemiological models were mentioned as well as the optimi-
zation methods that are implemented to calibrate and optimize the intervention strategy. In chapter
2, the epidemiological data of chikungunya in Colombia is presented as well as an analysis of its re-
lation with previous dengue epidemics. In chapter 3, the construction and validation of a synthetic
population of Colombia is presented. This synthetic population constitutes an essential input of the
model that allows the representation of the epidemic in a specific geographical place in the country.
In chapter 4, the formulation and verification of the model is presented. In chapter 5, the parameters’
calibration strategy is illustrated. The chapter includes the selection of parameters and the possible
sources of uncertainty. The model is calibrated using one municipality of the country and then its
performance was assessed by comparing the results with data from unfitted municipalities. Chapter 6
includes the implementation of vector control strategies in the model based on pupae reduction. The
vector control model is calibrated to represent the specific case of the municipality of Santa Marta.
Also, the intervention parameters are varied to evaluate their impact on the epidemic curve. The cali-
brated scenario is extrapolated to the whole country to evaluate geographically focused interventions.
Finally, conclusions and future work are presented in chapter 7.
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Chapter 2
Dengue and Chikungunya Epidemiology in
Colombia
Chikungunya virus is characterized by its rapid spread in susceptible regions. Since its inception, the
virus has been considered a major public health concern in Colombia, There is no approved vaccine
to protect the population against the virus; therefore, the only alternative available is to reduce the
vector population and prevent transmission. However, it requires significant economic effort effort, and
community education to prevent transmission. The amount of economic resources available is limited
and the necessary mobilization to educate the community about the risks and prevention of the virus, is
expensive. In consequence, costs can be minimized limiting the extension of the intervention programs
to chikungunya risk zones. Considering that chikungunya is a new virus in the country, identifying
these risk zones could provide useful public health insight.
The transmission of chikungunya occurs under similar conditions as dengue. For instance, both are
tropical diseases transmitted by aedes mosquitoes with similar pathogenesis. In Colombia, dengue virus
is currently circulating heterogeneously across the country. Multiple epidemics have been reported,
the largest one was in 2010 with more than 140,000 cases [86, 87]. Taking into account that dengue is
endemic in Colombia, it is reasonable to define dengue risk zones as possible chikungunya risk zones.
Hence, information from previous epidemics of dengue could help to focus interventions in crucial
regions of the country where chikungunya is not yet present. In this chapter, there is a description
of dengue epidemiology since 1998 which is focused mainly on the epidemic of 2010. The available
chikungunya data is analyzed for different regions and correlated to dengue risk zones. Finally, the
correlation between dengue and chikugunya epidemics with multiple covariates is explored, finding that
precipitation and temperature are correlated with the occurrence of early epidemics in the country.
2.1 Dengue and Chikungunya Surveillance Reports
In Colombia, the information about the dynamics of transmissible diseases is collected and published
by the National System of Surveillance in Public Health (SIVIGILA, Sistema de Vigilancia en Salud
Pu´blica). SIVIGILA was created as a sub direction of the Colombian National Institute of Health
(INS, Instituto Nacional de Salud www.ins.gov.co) aiming to guide the policies of public health in
Colombia.
The dengue and chikungunya weekly incidence surveillance data in Colombia were obtained from
the SIVIGILA. The dengue reports include weekly diagnosed cases from 2007 to 2012. The resolution
of this dataset differs in 1997 - 2006 compared to 2007 - 2012. In the first period, cases are reported for
each of the 33 departments (counties) without any further information. In the last period, the reports
include age-structured incidence and department and municipality regional resolution. Chikungunya
reports include weekly reports from EW 20/2014 to EW 7/2015 by department and municipality. This
dataset includes all the municipalities where more than 200 cumulated cases were reported.
The dengue incidence rate per 10,000 inhabitants by department is presented in figure 2.1. Three
different periods can be identified 1997 - 2000, 2000 - 2006, and 2007 - 2012. In the former period,
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an outbreak was reported in multiple departments around 1998. It can be seen that these outbreaks
were reported mostly in temperate climate departments. Departments with high temperatures did not
report an outbreak in this period. Another outbreak was reported around 2002 throughout the same
regions. In 2010, an outbreak took place through most of the departments with the number of cases
exceeding 140,000.
Most of the departments reported an outbreak in 2010, except from the extreme cold departments
and few departments with high annual temperature. In contrast with the last epidemics, there was an
evident synchrony between the departments. After this period, some departments show an endemic
situation with consistently low cases. It should be noted that in the highest temperature department
(Sucre), there were a constant number of cases after 2002, but no particular explosive epidemic,
compared to the rest of the departments. In the temperate regions, the impact of the 2010 epidemics
suggest a change in the dynamics from wide epidemics to short-lived and sudden.
In figure 2.2, dengue municipality incidence rates are represented weekly from 2007 to 2012. It is
Figure 2.1: Dengue weekly reports by department. Each pixel in X axis represents a week and each
pixel in the Y axis represents a department. The number of cases per 10,000 persons per week are
represented by a color code. Representing high incidence with red and low incidence with blue. Black
represents non-reported weeks.
Figure 2.2: Dengue and Chikungunya weekly incidence rates (cases per 10,000 inhabitants) by muni-
cipality. Left graphic corresponds to dengue. Right graphic corresponds to chikungunya.
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possible to see the synchrony and impact of the 2010 epidemic in most of the warmer municipalities.
It is important to point out that municipalities with colder average temperatures are less affected
by dengue than warm municipalities. This suggests a correlation between temperature and dengue
transmission. Nonetheless, it can also be appreciated that the incidence decreases at a temperature
level of around 27 oC.
The incidence of chikungunya by municipality is higher than the incidence for the 2010 dengue
epidemic. This could be attributed to the immunity characteristics of the population since dengue has
been present for decades in the country. In contrast, chikungunya is a new virus in the region so most
of the Colombian population has not been previously exposed. Hence, the susceptible population size
is considered larger for chikungunya than for dengue.
Considering the difference in timescales of the chikungunya and dengue data, two different analyses
were performed. First, dengue epidemics periodicity and synchrony were analyzed at the department
level from 1997 until 2012. Then, the 2010 dengue epidemic was compared to the ongoing chikun-
gunya epidemic in order to understand the similarities within these disease transmission dynamics in
Colombia.
2.2 Department Classification Analysis Using Wavelet Analysis
As shown in figure 2.2, dengue is heterogeneously spread across the country, some of the departments
show endemic status of the epidemic while others seem to have sporadic or periodic epidemics. Al-
so, for a specific department, the intensity and periodicity of dengue epidemics could change over
time. Wavelet analysis is considered a useful tool to understand this type of behavior, as it extracts
information on the changing frequency components of a time series as well as its power and noise.
Wavelet analysis has been broadly used in multiple fields such as ecology, economics, geology
and epidemiology [88, 89, 90, 91, 92]. In general, wavelet analysis is useful to understand the different
frequency components of a signal. For instance, in ecology it has been used to analyze the variability in
animal populations and their possible relationships with climate phenomena [93, 94]. In epidemiology,
wavelet analysis has been used to investigate synchrony between epidemics in different regions and the
periodicity and changes in frequency caused by external interventions such as vaccines [95, 96]. This
analysis has also been used in epidemiology to quantify the correlation between outbreaks of dengue
and climate fluctuations [97, 98, 99].
Wavelet Analysis
The wavelet analysis is based on the transformation of a time series using wavelets. The wavelet
transform can be defined as the convolution integral of a wavelet function and the time series. There are
multiple wavelet functions and the selection of a wavelet function depends on the desired application
and various other criteria. However, the Morlet wavelet is widely used and is defined as follows [90]:
Ψ = π−1/4eiω0ηeη
2/2
(2.1)
Where ω0 is the non dimensional frequency that is usually assumed to be 6. In order for Ψ to be a
wavelet function it requires to have a zero mean and be localized in both frequency and time space.
The continuous wavelet transform is defined as [92]:
Ψa,τ (t) =
1√
a
Ψ
(
t− τ
a
)
(2.2)
Where ‘a′ is a scale parameter related to the frequency and τ is a translation parameter related to
the time. Scaling a wavelet function is an extension or compression, which is a frequency change. This
property is shown in figure 2.3. Translating a wavelet function shifts its position in time as displayed
in figure 2.3, where the wavelet function is translated by a factor of 2, while maintaining its shape.
Using these two properties, a wavelet transform of a signal evaluates the correlation of the signal to
different frequencies at different times. This means that a wavelet transform could provide information
for the variability in the periodic components of an epidemic curve.
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Figure 2.3: Wavelet function scaling and translation properties. Left figure corresponds to scaling the
Morlet wavelet by a factor of 0.5 (magenta) and 2 (green). At the right, the wavelet is translated by
a factor of 2.
Considering the previously mentioned properties of wavelet transforms, they can be used to re-
present epidemiological time series in their various frequency components at determined points in
time. Solares et al. developed a toolbox for wavelet transforms in Matlab R© that is suitable to analyze
different time series [100]. ASToolbox was used to analyze the epidemiological time series of dengue
incidence in Colombia since 1997 to 2012. In order to avoid bias at high frequencies, extreme data
points were removed from the analysis. The data was normalized using a logarithm transform and the
linear trends were also removed. Additionally, the signals were padded with zeros in order to avoid
edge effects.
In figures 2.4, 2.5, 2.6, and 2.7, incidence rates, wavelet transform and average power spectrum are
shown for four different departments. These four departments are characterized by different dengue
dynamics. The department of Norte de Santander has reported periodic dengue outbreaks since 1997.
As shown in figure 2.4, the time series show four different outbreaks, the first two reported within a
period of approximately 4 years. There is a difference of 8 years between the last outbreak and the
second one. The characteristics in frequency are shown in the wavelet transform power spectrum. It
is possible to see that in the first period (1997-2000), the dengue dynamics was characterized by a
period of 4 years, but from 2000 - 2008, the time series is distinguished by two multi annual epidemic
components: 4 and 3 years. Finally, in the last outbreak the signal has a unique component of four
years.
The time series of the department of Norte de Santander shows an extreme case that was not
taken into account in this analysis. As shown in figure 2.5, four epidemics are identified. In the first
period from 1998 to 2008, the occurrence of these outbreaks was determined by a four year component.
Nonetheless, the frequency of these outbreaks seem to increase slowly to every three years. In contrast,
Barranquilla’s wavelet transform, shown in figure 2.6, suggests that the epidemics in this region are
occurring with less frequency, moving from four years to five years periodicity.
Lastly, dengue cases are not expected to transmit in the city of Bogota´ because of its altitude
(2700 msnm) that translates to cold temperatures that dprevent the development of aedes aegypti
mosquitoes. As shown in figure 2.7, cases in Bogota´ were reported for the first time after 2006, and
an outbreak was reported in 2010 with a frequency component of approximately 2.5 years. This could
mean that cases reported in Bogota´ were imported from different regions of the country. Because
of the large amount of connections made in Bogota´ to other regions, the outbreaks in Bogota´ could
mirror the incidence of the country.
These four examples show how diverse dengue transmission dynamics are within Colombia. The
departments in the country can be grouped based on their frequency components in order to find
relationships that explain these differences in transmission.
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Figure 2.4: Wavelet transform of Norte de Santander’s weekly incidence reports.The hot colors repre-
sent high power spectrum.
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Figure 2.5: Wavelet transform of Santander’s weekly incidence reports.The hot colors represent high
power spectrum.
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Figure 2.6: Wavelet transform of Barranquilla’s weekly incidence reports.The hot colors represent high
power spectrum.
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Figure 2.7: Wavelet transform of Bogota´’s weekly incidence reports.The hot colors represent high
power spectrum.
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Transmission clusters using the maximum covariance analysis
The classification analysis of wavelets using maximum covariance analysis (MCA) was first proposed
by Rouyer et al. [92]. This method is used to compare pairs of wavelets and classify them based on
their power spectrum. The MCA uses singular value decomposition of the covariance matrix of a pair
of wavelets in order to find common patterns between two wavelets. Then, a distance unit is computed
to define the difference between two spectra. With this, a distance matrix can be constructed and used
in a cluster tree analysis. This method has been applied to various fields such as biology, economics
and electrical distribution [92, 101, 102].
The covariance matrix between two wavelet spectra Wi and Wj is defined as:
Ri,j =WiW
t
j (2.3)
Where W tj represents the transpose of Wj .
This covariance matrix can be expressed using singular value decomposition as:
Ri,j = UΓV
t (2.4)
Where U and Vt are characterized by orthogonal columns that contain the singular vectors of
Wi and Wj , respectively. Γ is a diagonal matrix whose elements contain the singular values that are
placed in decreasing order. This singular values are proportional to the squared covariance of each
axis. Hence, these values can be associated with the common patterns between the pairs of wavelets in
order of importance. Γ has k non-zero singular values that are less than or equal to the total number of
common analyzed frequencies. These values can be expressed as: λk. The proportion of the explained
covariance associated with each singular vector k can be seen as λ2k/
∑
k
2
j .
The number of leading patterns K used to compare the spectra is selected using a threshold θ, so
∑K
j λ
2
k∑
k λ
2
k
≥ θ
In order to analyze how frequencies evolve over time, the wavelet spectrum can be projected to
the leading patterns obtained as follows:
Lki (t) =
f=F∑
f=1
Uk ×Wi(f, t)
Lkj (t) =
f=F∑
f=1
Vk ×Wj(f, t)
(2.5)
Where F is the maximum common frequency. The difference between the two wavelet spectra
is measured based on the leading patterns and the singular vectors using a robust version of the
correlation between the derivatives of the leading patterns and the leading vectors. The distance is
defined as:
d(Lki , L
k
j ) =
n−1∑
t=1
atan
[‖(Lki (t)− Lkj (t))− (Lki (t+ 1)− Lkj (t+ 1))‖] (2.6)
where n is the length of the vectors. A matrix of distances is computed between each pair of wavelets
as follows:
D(i, j) =
∑K
k=1 λk × (d(Lki , Lkj ) + d(Uki ,Vkj ))∑K
k=1 λk
(2.7)
Using this method, a distance matrix was constructed for each pair of the 33 wavelets. Then, this
matrix was fed into a distance matrix that was appropriate for clustering analysis. Using matlab R©,
a dendrogram was constructed as illustrated in figure 2.8. This tree representation elucidates four
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well-defined clusters. Wavelet spectra is shown in figures 2.9, 2.10, 2.11 and 2.12 in order to analyze
each of the clusters and understand their differences.
The first cluster is characterized by 10 departments as presented in figure 2.9. This cluster shows
a low power spectra (>0) in most of the analyzed period and a high power spectrum disbursement
in most of the cluster departments for the 2010 epidemic. Consequently, this cluster could be called
a low incidence with one epidemic. This cluster can be compared to cluster 2 in figure 2.10, where
low power spectrum is present in most of the period. However, cluster two includes departments with
more than one epidemic in two different time periods. Hence, this cluster could be classified as low
incidence with more than one epidemic.
The dynamics in cluster 3 are significantly different than the first two clusters. In this group, the
five wavelets have a strong correlation around the 4 years frequency band. This suggests that dengue
has been constantly present in these departments with periodic epidemics around 4 years. Three of
them show high power spectrum in two different frequency bands, which indicate that the dynamics
in these departments are characterized by two components of multi annual epidemics. In consequence,
this cluster could be specified as an endemic cluster with periodic epidemics.
In contrast, cluster number 4 is characterized by null power spectrum in the first years. Also, in
the latter years one frequency band presents high power spectrum. These departments do not show
dengue presence except for the 2010 epidemic. Hence, these regions could be classified as emergent.
These clusters are located on the map in order to observe any regional effect in the clusters.
Figure 2.13 displays the geographical location of the color coded departments for each cluster. It
can be seen that there is a geographical impact in the distribution of these clusters. For instance,
departments in cluster 3, characterized by periodic outbreaks, are connected from the north east to
the mid-west of the country. Cluster 2, where there is a constant low-incident presence of dengue, is
split into two subgroups in the north and middle sections of the country. The cluster in the north is
comprised mostly of the Caribbean region of the country.
The department of Atlantico, from cluster 1, is geographically located inside the cluster 2. This
could indicate that geographic characteristics are insufficient to describe dengue transmission. The
part of the cluster in the middle region of the country includes departments located on the Andean
mountains. The department of Bogota´, from cluster 4, is in the middle of this cluster, which indicates
that there is a difference in the transmission in Bogota´ compared to the surrounding area. This could
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Figure 2.8: Department clusters in a dendrogram. A ’ward’ distance measure was used. The threshold
was set to 14 in order to obtain four clusters.
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Figure 2.9: Wavelet spectra in cluster 1.
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Figure 2.11: Wavelet spectra in cluster 3.
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Figure 2.12: Wavelet spectra in cluster 4.
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Figure 2.13: Department clusters based on wavelet spectrum. Each color represents a different cluster
that agrees with the color code in figure 2.8.
be explained by Bogota´’s altitude (2700 meters above the sea).
Finally, there is low transmission in cluster 1 and cluster 2 which include various departments in
the Amazon. Also included in the clusters are low density regions, such as San Andre´s y Providencia
which are comprised of islands that gain access to the rest of the country exclusively by airplane. In
consequence, the low transmission in these regions could be explained by the low number of contacts
with the rest of the country.
This clustering analysis is helpful to elucidate geographical patterns that affect dengue trans-
mission. However, even inside each department, dengue or chikungunya transmission could present
disparate dynamics. Hence the next section deals with an analysis by municipality of the most recent,
significant epidemics of dengue and chikungunya.
2.3 Recent dengue and chikungunya data classification analysis
The purpose of this analysis is to classify the municipalities of Colombia based on their recent epidemics
of dengue and chikungunya. The period of interest for dengue consists of the 2010 epidemic, since it
is the largest epidemic reported in the dataset. For chikungunya, all the reports from the dataset are
included in this analysis. Since not all the municipalities reported an outbreak in these periods, a
selection process was needed to obtain a final set of municipalities to analyze.
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The inclusion criteria is based on various factors of the incidence curves that would constitute an
epidemic. These factors are the magnitude, shape and consistency of reports. Hence, a municipality
with high incidence reports but multiple zeros between them is excluded from the analysis. In total,
six rules were defined for the inclusion criteria, and are listed below:
1. The sum of total cases > threshold (Dengue = 52, chikununya = 10)
2. Start of period of study: Five consecutive non zero samples
3. The Peak of the epidemic is greater than two persons/week
4. Five consecutive zeros: end of the period of study
5. 60% of the samples within the period of study are > 0
In figure 2.14 two example reports are shown for dengue dynamics. In the left, the municipality of
Medell´ın (5001) has an evident shape of an epidemic curve. The peak-time of this curve is represented
by a blue dashed line. On the right, incidence reports are displayed for the municipality of San Andre´s
(88001). This municipality is rejected and is not included in the study because of the number of zero
values and the low number of cases.
Years
2009 2009.5 2010 2010.5 2011 2011.5
Ca
se
s
0
100
200
300
400
500
600
700
800
900
Mun: 5001, Proportion > 0: 1
Years
2009 2009.5 2010 2010.5 2011 2011.5
Ca
se
s
-1
0
1
2
3
4
5
6
Mun: 88001
Figure 2.14: Examples of two municipalities when the selection criteria has been applied.
According to this criteria, 105 municipalities have reported an outbreak of chikungunya, and a total
of 342 experienced a dengue epidemic in 2010,as summarized in table 2.1. There are 69 municipalities
with chikungunya and dengue epidemics, this represents 65% of the municipalities with a chikungunya
epidemic. The total population size of these municipalities is approximately nine million. The percent
agreement for this table is 72% which suggest a high correlation between municipalities that have
reported chikungunya epidemics and dengue municipalities. Hence, if dengue can be seen as a predictor
of chikungunya cases, a total of 273 municipalities are still at risk.
The time of the incidence peak is extracted from the previously identified municipalities, in order
to find clusters of chikungunya and dengue epidemics throughout the country. These peak times are
presented in figures 2.15 and 2.16 using light colors to represent early peak times and dark colors for
late peak times. Municipalities that enter the epidemic stage later than other areas could be due to
interventions against the virus or weak connections with the rest of the country, these variables could
delay the epidemic.
In chikungunya, the first cases appear in the north west side of the country and quickly spread to
its surroundings. Also, a couple of municipalities in the middle of the territory reported cases early in
Chik + Chik -
Den + 69 (9’038.009) 273 (23’030.578)
Den - 36 (1’718.022) 744 (13’875.178)
Table 2.1: Municipalities with epidemics of Dengue and Chikungunya
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Figure 2.15: Municipalities’ peak time of chikungunya epidemic
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Figure 2.16: Municipalities’ peak time of dengue epidemic
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the epidemic. Finally, the last municipalities that have reported cases are found south of the starting
point. The early cases reported in the middle and southern parts of the country suggest that either
these places are well connected to the rest of the country, that they were seeded from outside of the
country, or that they are a cause of stochastic effects.
In the case of dengue, early epidemics were reported in the eastern part of the country, spreading
through the middle to the south and north. The last municipalities reporting dengue are located in
the extremes of the country, such as Leticia that is located in the Amazon.
Municipality clusters
The objective of this analysis is to create groups of municipalities based on how fast they spread the
epidemic to other regions. This can be interpreted as the pairwise difference of the epidemic peak
times. Also, we want to correlate these groups with different demographic, geographic and climate
variables in order to see what kind of variables affect the transmission of the two diseases. Based
on those results, a comparison of chikungunya against dengue can be performed to compare their
characteristics.
The additional variables that were computed for each municipality are population, temperature,
precipitation and mosquito infestation indexes. The population estimates are available at the National
Statistics Bureau (www.dane.gov.co). Annual average temperature and precipitation grids have a
resolution of 30 arc seconds and are available at the WorldClim Project [103]. Since aedes aegypti is
considered the main vector for dengue and chikungunya in Colombia [86], infestation indexes of the
aedes aegypti are included as well from the National Institute of Health of Colombia. The indexes
are: household index, reservoir index and brute index. The reproductive number R0 was calculated
for each epidemic using the exponential growth rate method proposed by Wallinga [1].
Based on the epidemic peak time, a matrix of the pairwise peaktime difference was computed.
The difference in peak times of one municipality compared to the rest indicates how fast the epidemic
moves from the municipality to other regions. Consequently, short peak-time differences suggest fast
spreaders, and long peak-time differences suggest slow spreaders. This matrix was used to feed a
distance matrix suitable for cluster analysis implemented in Matlab R©. As a result, the municipalities
are grouped in five clusters for each disease, and ordered by average peak-time difference.
These clusters suggest the possibility of a relationship between climate variables and dengue spread,
as displayed in table 2.3. The first cluster, which corresponds to the fast spreaders, has an average
peak-time difference of 0.2557 years (3 months). This group ranks second regarding time of epidemic,
and is characterized by high precipitation values and mild average temperature (22 oC) compared to
the rest of the clusters. Also, the R0 is the highest value of all the dengue clusters. In contrast, the
fifth group is characterized by high temperature, precipitation and mosquito infestation indexes. The
average difference in peak-time is 1 year and it has the lowest reproductive number of all the clusters.
This group was the first group to report an epidemic of dengue.
High temperature and mosquito infestation values seem to characterize the first municipalities with
reported chikungunya epidemics, as shown in table 2.2. The reproductive number for this cluster is the
largest with an average of 2.7. The fast spreading cluster is characterized by the lowest temperature
values of all the groups. Also, peak time difference for the first cluster is an average 0.066 years (24
days).
In comparison to dengue, larger and homogeneous temperature values characterize chikungunya
clusters. All chikungunya clusters have mean temperatures above 25 oC, compared to dengue where
the ranges varied from 22 - 26 oC. Also, the impact of the chikungunya epidemic is larger, with four
clusters having an average reproductive number above 2.0; whereas for dengue, all the clusters have
average R0 < 2,0. It should be taken into consideration the homogenous transmission characteristics
of chikungunya in this early stage of the epidemic. Later stages of the epidemic could produce more
heterogeneous conditions.
Nonetheless, higher temperatures and infestation indexes indicate the start of the epidemic in both
groups. While for dengue the Breteau index is around 28, in chikungunya is 48. Additionally, mild
temperatures characterize the fast spreading clusters for both diseases, with 24.5 oC for chikungunya
and 22.1 for dengue. This could imply a relationship between connectivity and temperature. While
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Cluster Pop Temp Prec. House Resrvr. Breteau Dif. T.Peak T.Peak R0
1 97279 22.1 2082 14.1 6.3 16.9 0.2557 2010.3 1.82
2 115570 24.2 1840 17.1 7.6 25.1 0.44587 2010.7 1.60
3 55907 23.9 1773 21.7 6.4 30.1 0.59535 2009.7 1.75
4 39028 24.7 1942 15.1 4.1 17.1 0.98735 2011.2 1.47
5 67504 25.8 2320 24.1 9.6 27.9 1.0273 2009.2 0.75
Table 2.2: Dengue clusters sorted by peak-time difference. Average climate variables are included as
well as mosquito infestation indexes and population size. The R0 was calculated using the initial
growth rate proposed by Wallinga [1].
Cluster Pop Temp Prec. House Resrvr. Breteau Dif. T.Peak T.Peak R0
1 81971 24.5 1845 22.0 9.2 33.7 0.066117 2015.1 2.12
2 69619 25.6 1639 31.3 8.6 34.6 0.069231 2015.1 1.76
3 149870 25,8 1368 17.4 6.4 19.7 0.086241 2015 2.18
4 107610 26.2 1297 33.1 13.6 46.7 0.14018 2014.9 2.68
5 348250 27.2 1168 38.0 18.5 48.0 0.2931 2014.8 2.70
Table 2.3: Chikungunya clusters sorted by peak-time difference. Average climate variables are included
as well as mosquito infestation indexes and population size. The R0 was calculated using the initial
growth rate proposed by Wallinga [1].
warm municipalities could be suitable for mosquito development, their connections to other regions
could be weak. Whereas, temperate weather regions could be somewhat suitable for aedes aegypti
development while connecting faster to other regions in the country.
The municipality clusters are represented geographically in figure 2.17. In the case of dengue, the
virus spread through most of the territory. Whereas for chikungunya, three different regions can be
identified (North coast, NorthEast border and Center). In the center of the country there is a gap
where epidemics occurred in dengue and where chikungunya has been absent. These are municipalities
located in high altitudes where climate conditions prevent aedes aegypti development.
Municipalities from cluster 1 are predominant in both chikungunya and dengue, suggesting that
in this region both chikungunya and dengue spread quickly. In the case of chikungunya, cluster five is
located in the north coast section of the country. Whereas, for dengue, municipalities of cluster five
are located mostly in the eastern part of the country.
The coherence of the clusters between chikungunya and dengue are illustrated with the common
municipalities in table 2.4. Most of the municipalities in the various clusters of chikungunya are found
in cluster 1 of dengue, few are found in the rest of the clusters, and the remaining municipalities with
chikungunya are missing in the dengue clusters.
These results suggests that most of the municipalities of chikungunya are fast spreaders in dengue.
Hence, it could be expected from this point, that the disease will spread rapidly through the rest of the
municipalities found in cluster 1 of dengue. However, the impact of chikungunya could be expected to
be higher than dengue since multiple municipalities without dengue epidemics have already reported
a chikungunya epidemic.
Den 1 Den 2 Den 3 Den 4 Den 5 NO dengue
Chik 1 29 4 2 1 0 16
Chik 2 9 1 1 1 1 3
Chik 3 5 2 2 0 1 6
Chik 4 3 2 1 1 1 10
Chik 5 1 1 0 0 0 1
Table 2.4: Clusters of dengue and chikungunya
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Figure 2.17: Clusters of dengue and chikungunya epidemics by municipality. Top graph shows chikun-
gunya clusters. Bottom graph shows dengue clusters.
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Figure 2.18: Multivariate Analysis of Variance for chikungunya clusters. Precipitation, peak time, and
reproductive number variate within the difference clusters.
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Figure 2.19: Multivariate Analysis of Variance for dengue clusters. Temperature, house index, Breutau
index, peak time, and reproductive number variate within the difference clusters.
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Multivariate Analysis of Variance (MANOVA) of Clusters’ Covariates
The five clusters include information about the average values of covariates that are possibly related
to the spread of the virus throughout the territory. However, it is difficult to make conclusions based
only on tables 2.3 and 2.2. Hence, a MANOVA analysis was implemented in Matlab R© to determine
the variation of these 8 covariates within the multiple clusters.
Precipitation and peak-time differences present variability among the five groups of the chikungun-
ya infected municipalities, as shown in figure 2.18. High precipitation values are related to groups with
short peak-time differences, when the municipalities reported epidemics late in the analysis period.
Whereas, long peak-time differences are characterized by low precipitation values and early epidemic
manifestations.
Furthermore, reproduction numbers fluctuate between clusters. Low reproduction number values
are found in clusters with short peak-time difference. While high reproduction number values cha-
racterize long peak-time difference. This relationship contrasts with the precipitation. Municipalities
with high precipitation experience a low impact epidemic that has short transmission time difference.
While low precipitation municipalities report a high impact epidemics early in the period of analysis.
Temperature is homogeneous within the chikungunya clusters. Nonetheless, for dengue, the MA-
NOVA analysis suggests that the temperature varies within the groups. Higher temperatures distin-
guish clusters with long peak-time differences, while clusters with short peak-time differences have
mild temperature values. Similar connection between infestation indexes and clusters are perceived.
Reproduction number is also significantly different among the clusters. Low reproduction numbers
are associated to long peak-time difference clusters (4, 5). The groups with short peak-time differences
have higher reproduction number values. This, differs from the observations in chikungunya, where
high R0 is related to long peak-time difference. Also, the values are significantly lower than those
calculated for chikungunya, implying a higher impact in chikungunya epidemic than in dengue.
Peak times are also different among the clusters, the first and last groups to report epidemics are
slow spreaders. Whereas fast spreaders are in the middle of the reports. This is contradictory to the
case of chikungunya, where fast spreaders are related to the groups with late epidemics. Nonetheless,
chikungunya reports include early transmission stages of the virus throughout the country. Conse-
quently, at the end of the epidemic this group will be expected to rank in the middle of the epidemic,
as in dengue.
In both cases, the population does not determine the transmission in any cluster. The differences
of transmission are attributed to other characteristics such as climate variables like temperature and
precipitation. The homogeneous temperature in chikungunya indicates that the epidemic has been
focused to high temperature regions. This behavior is expected to change when the epidemic reaches
more regions.
2.4 Summary
In this chapter, dengue and chikungunya incidence in Colombia were described using various methods.
Wavelet analysis was used to describe the differences among departments in dengue transmission.
Epidemics of chikungunya and dengue were analyzed for recent reports in the surveillance system.
From 1997 -2012 a wavelet analysis illustrates the characteristics of transmission of the virus in
various regions of the country. Departments were clustered using a distance matrix from the maximum
covariance analysis that quantifies the difference of the wavelet spectra of pairs of time series. Four
clusters were identified with various characteristics. In general, northern regions are characterized by
higher impact of dengue.
Municipalities with dengue can be used as an indicator of chikungunya epidemics. An agreement of
65% was found between municipalities infected with chikungunya compared to dengue. Chikungunya
epidemics were identified for 105 municipalities while 342 municipalities reported dengue in the 2010
epidemic. However, 35% of the municipalities with chikungunya did not report dengue in 2010. This
suggests that the chikungunya epidemic impact can be higher than the 2010 dengue epidemic.
The municipalities with dengue and chikungunya were clustered using the difference between peak
times of the epidemic. The majority of the municipalities with chikungunya were found in the cluster
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of dengue corresponding to short peak-time differences. Using dengue as a predictor of chikungunya,
the epidemic has reached a region of rapid spread. In general, the municipalities with chikungunya
showed more homogeneity among multiple covariates related to vector-borne transmission, compared
to dengue.
MANOVA analysis show that the clusters have heterogeneous reproductive numbers for chikungun-
ya and dengue. Precipitation was significantly different among chikungunya groups, while temperature
was more homogeneous. For dengue, temperature showed more variability than the precipitation. This
suggests that the transmission of chikungunya has been constricted to homogeneous climate regions.
More heterogeneity in climate conditions can be expected at the end of the epidemic.
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Chapter 3
Synthetic Population of Colombia
Agent-Based models represent the interactions of agents in an environment. FRED simulates epidemic
dynamics in realistic populations. Hence, this type of model require agents and environment that
resemble statistical counts of the real population. This is called a synthetic population and is used as
an input in the simulation, as illustrated in figure 3.1. Several inputs are needed to simulate epidemics.
This chapter describes the process of creating a synthetic population for Colombia.
The synthetic population consists of a list of individuals’ information with demographic charac-
teristics such as race, sex, age, etc. Household characteristics are also included, e.g. household size,
head of the household, etc. Additional activities like school attendance and employment status are
included in this specific synthetic population. The synthetic population of Colombia includes these
types of characteristics that match the demographics of the country according to the latest national
census conducted in 2005.
Specific geographical location of houses, workplaces, and schools, provide information useful to
represent geographical specific epidemic dynamics. This is important to incorporate in the model
since disease transmission can vary from rural to urban areas. Hence, households are located to match
population density and land-use high resolution grids. Workplaces and schools are located based on
the synthetic population density.
OUTPUTS
Epidemic Counts: S-E-I-R
Synthetic Population
INPUTS
FRED ABM
Places’ Location
Disease parameters
Climate
Epidemic Initialization
Previous Immunity
Interventions
Geo. Speci!c Infections
Age of Infection
Place of Infection
Figure 3.1: Model’s inputs and outputs. The synthetic population and places locations are inputs of
a facsimile ABM.
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3.1 Generation of the Persons and Households Attributes of the
Synthetic Population
The Public Use Microdata Series - International data base (IPUMS ) database has the largest co-
llection of census micro-data samples around the world, and it provides access to researchers free
of charge [104]. In the case of Colombia, there are samples available from five different censuses
(1964,1973,1985,1993,2005). For this synthetic population, individual samples were selected from the
most recent census dataset (2005). The dataset includes a sample of 4,006,168 persons, which repre-
sents 9% of the population for 2005. There are multiple variables included in the census for both
individual and household records. Variables relevant to the study are listed in table 3.1.
Colombia consists of two different geographical levels: departments and municipalities. There are 33
departments in the country and 1122 municipalities with a total population of 45,509,584 inhabitants
[105]. The distribution by gender and age is shown in figure 3.2. As shown, there is a high proportion
of people under 30 years of age, compared to the other age ranges. Also, the gender proportion of the
population is homogeneous for most of the age groups.
The variables of interest to match the census are: population size by municipality, age, school
attendance and employment status. Census estimates for these variables are available at the National
Bureau of Statistics of Colombia (DANE) [105]. The population estimates and the age distribution
chosen to fit are based on 2010 estimates, since it is the most recent dataset with geographical density
distributions available.
Multiple algorithms have been proposed to generate synthetic populations from data such as the
IPUMS datasets [106, 107, 108]. These algorithms are based on the Iterative Proportional Fitting
(IPF), first proposed by Deming and Stephan in 1941 [109]. A variation of the IPF called the General
Iterative Proportional Updating (IPU) algorithm proposed by Ye et al [106] can match both household
and individual characteristics of a population. This algorithm can be implemented with ease and is
computationally efficient. Because of its characteristics, the IPU algorithm is used in this study to
generate the synthetic population of Colombia.
The algorithm matches the household attributes by adjusting each household weight based on the
IPF. Then, for each attributes, the weights of the households that have the attribute are updated to
match the objective distribution. This process is performed iteratively, until the error between the
synthetic records and the data is considered low enough. The household records are then withdrawn
randomly from the fitted database. Specifically, this algorithm was implemented to match each mu-
nicipality population, urban status, age distribution, and number of students and workers. After each
iteration, the goodness-of-fit was calculated using the χ2 test shown in equation 3.1. If the synthetic
population fails to meet the criteria, the households were drawn again from the dataset until the
criteria was met or a maximum number of tries was achieved. The procedure is described in algorithm
1.
χ2 =
N∑
j
(Oj − Ej)2
Ej
(3.1)
A linear regression was performed to evaluate the difference of the population by municipality
compared to the synthetic population. As shown in figure 3.3, the synthetic population represents
adequately the population size of each of the municipalities of the country. The R2 of the linear
regression is approximately 1. Moreover, the χ2 goodness-of-fit test is computed to assess the similarity
between the age distributions of the census and the synthetic population. The rejection region with
5% of significance level, for the 17 groups of age is χ2 ≥ 26,296. Hence, if the test value is less than
Resolution Attributes
Households Persons, Weight, Urban,GeoLevel1,GeoLevel2,House Serial
Persons House Serial, Weight, Relate, Age, Sex, Race, School Attendance, Employment Status
Table 3.1: IPUMS household records included in the synthetic population.
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5% the distributions are considered statistically similar. In figure 3.4, it can be observed that the
majority (97%) of the municipalities can be considered to have a statistically similar distribution to
the census reports.
In figure 3.5 there are opposing examples of the age-structure of two municipalities. One passed
the χ2 test and the other did not. There is no appreciable difference between the census and the
synthetic population counts for each age group for the example that met the criteria. In the case of
the municipality with a poor χ2 result, the synthetic population overestimates the size of the first age
group and the groups over 45 years of age. However, these differences are low in qualitative terms.
The difference on population sizes is appreciable for both populations. In general, the algorithm has
better performance for high populated municipalities compared to low populated municipalities.
In addition to the age structure of the population, the number of students and workers were fitted
as shown in figure 3.6. The R2 is approximately 1 for both attributes, which means that the number
of students and workers by municipality represents adequately the census estimates. Furthermore, the
gender proportion is shown in figure 3.6 as females by municipality, although this characteristic was
not fitted by the algorithm, it matches closely to the census.
In general, the characteristics of the population covered in this section are represented by the
synthetic population of the country. This synthetic population will be used as an input of the agent-
based model to assign the demographic characteristics to each agent. Hence, the model will be able
to simulate the spread of the disease in an age-structured population that closely matches the census.
Each agent is related to a household from the micro data obtained by IPUMS. The next step is to
assign a geographical location to each household to represent appropriately the geographic distribution
of the population across the country.
2%4%
0-4
5-9
10-14
15-19
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25-29
30-34
35-39
40-44
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Figure 3.2: Population pyramid of Colombia in 2010. Blue bars represent the males proportion in each
age group. Beige bars represent the females proportion in each age group.
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for mun = 1 to 1122 do
Estimate the set of constrains for each variable (Person and Household): Cj ;
Create a matrix D with dimensions N x m, Initialize an error measure δ =
∑
j ‖
∑
i di,jwi−cj
cj
‖
m ;
where N is the number of households in the sample and m is the number of characteristics
to fit ;
Adjust the initial weights based on the standard IPF: Wj ;
for j = 1 to m do
Sj : Column of characteristic j with entry sqj where q are non-zero elements;
end
Initialize r = 1;
while (∆ > threshold) and (r <=MaxIter ) do
Calculate the adjustment factor for the constrain j, p =
cj∑
q dsq,j×Wsqj
;
Update weight for records with the characteristic j, wsqj = p× wsqj ;
Update the error: δ;
Calculate improvement in goodness-of-fit: ∆ = ‖δ − δprev‖;
r ++
end
Initialize k = 1;
while (χ2 > Critical χ2) and (k < MaxIter2) do
Initialize upop = 0;
Initialize rpop = 0;
while ( upop < UrbanPop(mun)) do
Withdraw a house randomly from the urban matrix with updated weights;
upop = upop + household size;
end
while ( rpop < RuralPop(mun)) do
Withdraw a house randomly from the rural matrix with updated weights;
rpop = rpop + household size;
end
k ++;
Calculate χ2 ;
end
end
Algorithm 1: Implementation of the IPU algorithm used to match synthetic population attributes
to census data [106]
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Figure 3.3: Regression analysis of the synthetic population estimates compared to the census data for each
municipality.
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Figure 3.5: Examples of age distributions of the synthetic population compared to the census. The
left graph shows a municipality with an acceptable χ2. The right graph shows a municipality with a
high χ2 that represents a poor fitting.
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Figure 3.6: Regression analysis of the synthetic population estimates of students, workers, and females
compared to the census, by municipality.
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3.2 Geographical Location of Households
The IPUMS database includes two levels of geographical resolution for each household record: de-
partment and municipality. Also, the records include the urban status of the household, i.e. urban or
rural. Population density and land-use grids from open source databases were used in order to assign
households’ geographical location. A population density grid of 2010 was obtained from the Worldpop
project with a resolution of approximately 100 m2. The grid contains estimates for people per pixel
and is adjusted to the national UN population estimates [110, 111]. Worldpop datasets have been
compared to other open access datasets such as the Global Rural-Urban Mapping Project (GRUMP)
[112, 113, 114], and has proven to be more up to date and accurate for public health applications
[115, 116].
Moreover, the urban-rural status grids from GRUMP with a resolution of 30 arc seconds [112, 114].
These datasets differentiate rural and urban areas based on population counts, nighttime lights, and
settlement points. The urban-status grid is used to match the urban status of household records
from the census, hence maintaining the urban and rural household attributes. Additionally, buildings,
house, and school locations were downloaded as well as roads of Colombia from the OpenStreetMap
project (www.openstreetmap.org). The latter is a dataset of free geospatial data built by a community
of mappers around the world. The administrative boundaries for departments and municipalities were
also downloaded from the Colombian Geographic Information System For National And Regional
Comprehensive Land-Use Planning and Management Project [117].
A grid of the entire country was created with a 1Km2 resolution, and the detailed information
was assigned to each cell, as illustrated in figure 3.7. For each municipality, household records were
withdrawn from the synthetic population tables and assigned to a possible set of cells depending on
the rural or urban status of the household. Next, each household was assigned randomly to a cell of
the subset of cells not yet filled to capacity. The household size was then added to the patch, reducing
its capacity. Each household location from the open street database was assigned to a location close
to that point. If there was not a building in the cell, then each household was located randomly inside
the cell. If all the cells were full before the households were located, then the capacity of the cells were
incremented. This procedure continued until all the houses were located.
The population density grid from WorldPop and the synthetic population density grid are shown
in figure 3.8. Qualitatively, both grids look similar in that the high and low populated areas are well
represented by the synthetic population. However, the synthetic population is less homogeneous than
the WorldPop density grid in the medium populated regions.
In order to statistically estimate the accuracy of the location of the households based on the
population density grids, we used the spatial correlation (equation 3.2) that has been proposed as a
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Figure 3.7: The territory of Colombia divided in 1Km2 cells. Each cell contains information about the
municipality, department, urban status, and population density.
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metric to compare grid-based population datasets by Sabesan et al [118]. The correlation was calculated
for each department as illustrated in figure 3.9. The results show that most of the departments have
a high correlation value. However, some small departments show poor performance. Nonetheless, it
can be said that the majority of the departments reasonably represent the population density of the
country.
ρ =
N∑
i
N∑
j
(X(i,j) −X)(Y(i,j) − Y )
N2(σxσy)
(3.2)
Figure 3.8: Graphical representation of the population density for the synthetic population (Left) and
WorldPop (Right).
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Figure 3.9: Spatial correlation between WorldPop and the synthetic population by department.
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3.3 Schools’ location and assignment
In addition to households, vector-borne diseases can be transmitted in different places such as schools.
If a school is suitable for the aedes mosquitoes, then due to the high density of children, it will
play an important roll in dengue and chikungunya transmission. The transmission in schools could
increase the scope of an epidemic to multiple areas within and even outside of a town. Hence, agents
were assigned to schools based on the school attendance variable of the synthetic population. The
synthetic students were assigned to different types of schools i.e. pre-school, primary, secondary, or a
university. Datasets were obtained with individual school information from the ministry of education
of Colombia (www.mineducacion.gov.co) with the characteristics shown in table 3.2. Whereas the
university dataset includes the capacity of students by institution, the school dataset excluded this
information.
In order to represent the geographical position of schools in a realistic way, two different met-
hods were used to locate the schools inside each municipality. The two methods were based on the
OpenStreetMap database and student density. When there were enough school locations from the
OpenStreetMap dataset by municipality, the schools were located located at those points. If the points
were insufficient, the rest of the schools were located based on student density by municipality. These
densities were computed using the location of households and calculating the density of students by
each grade. After the schools were located, an initial capacity was assigned to each school, based on
the total number of students and schools by municipality and grade. At last, students were assigned to
a school based on their age, distance, and municipality. Enrollment differences in public versus private
school was ignored, since the IPUMS and the Ministry of Education datasets omit this information.
Hence, all students were assigned to schools using the same algorithm.
Basically, the school assignment algorithm was based on the methods reported by RTI international
[119]. As a first step, students were assigned to attend to a school in the same municipality as their
home, or outside the municipality in proportion to the available data of the 2005 census of Colombia.
Then, a list of schools based on municipality, grade, and capacity was created for each agent. From
this list, a school was randomly selected from the five closest schools for each agent. If the school
was full and there were still agents to enroll, then the capacity of the school was increased. In the
case of college students, the same procedure was applied except that the universities were selected
by department and not by municipality, since it can be assumed that college students attend to a
university not necessarily close to their residence.
Figure 3.10 illustrates an example of these distributions. The final capacities of the schools are
summarized by national level and for the departments of Quind´ıo and Amazonas. Real data about the
capacities of the schools was unavailable, hence these capacities could not be compared. The resultant
school capacities could be improved if the appropriate data were accessible.
Dataset Attributes
Schools Individual school record, Urban status,GeoLevel1,GeoLevel2, Grades
Universities Individual university record, GeoLevel1, GeoLevel2,
Enrolled students by year (2000 - 2013)
Table 3.2: Schools datasets from the Ministry of Education of Colombia
Grade Age
Kindergarten < 6
Primary 6 - 10
Secondary 11 - 17
University ≥ 18
Table 3.3: Schools grades equivalent in age
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Figure 3.10: Synthetic school capacities by grade and total capacity by school.
3.4 Workplaces location and assignment
Similarly to schools, it is important to include the contacts that agents may have with mosquitoes in
the workplace, in order to represent the dynamics of vector-borne disease transmission. Nonetheless,
some assumptions for school location and assignment are different for workplaces. For instance, workers
do not necessarily live close to their workplace, so the assignment assumption would not be based on
the closest workplace. In addition, the Colombian census includes variables variables for workplaces,
such as capacities that are omitted in the school database. These workplace variables that are available
on the census by municipality appear in table 3.4.
Variable Range
Number of workplaces by category 1, 2-5,6-9,10,11-20,21-50,51-200,201-500,501+
Commuting times distribution (min) < 10 , 10 - 15, 16 - 30, 31 - 45, 46 - 60, > 60
Proportion of people that work
out of the municipality of residence %In, %Out
Table 3.4: Workplace attributes from the National Census of 2005.
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Table 3.4 summarizes a dataset of workplaces that was created based on files from the census.
An attempt was made to create a list with the exact number of workplaces in each municipality
group. However, the census information was incomplete or incoherent for some municipalities. For
example, in small municipalities, the number of people that reported to work inside was larger than
the total capacity of the workplaces in the same municipality. For this reason, a list of workplaces was
created that retained the same capacity distribution as the census, but with the necessary amount of
workplaces. This adjustment, guarantees that for each municipality, there is a sufficient capacity of
workplaces for its workers.
In order to accurately locate workplaces inside each municipality, points were located for buildings
from OpenStreetMap dataset. School points were also included since they are workplaces as well.
Workplaces were designated to these points when possible. When points were unavailable, workplaces
were located based on the workers’ density of the synthetic population.
There were two different options when assigning people to workplaces, employment within or
outside the municipality. For those who were chosen to work in the municipality, the allocation to
workplaces was assigned based on commuting times. These commuting times were translated to dis-
tance using a baseline speed of 30 Km/h. Hence, people were not assigned to the closest workplace,
but to one of the closest workplaces to a predetermined commuting distance as shown in figure 3.11.
For each agent, five workplaces were selected within the commuting distance. Then, from those five,
one workplace was randomly picked. In contrast, if an agent worked outside the municipality, a random
workplace was selected from the list of the other municipalities within each department.
The capacities of the workplaces were differentiated as small (1-50), medium (51-200) or large
(>200) in order to make comparisons to the census reports. In figure 3.12, the linear regression of the
census contrasted to synthetic workplaces is shown. The graphs illustrate that for the most populated
municipalities the results are closer to the census than they are for the small municipalities. This
can be attributed to the fact that small municipalities had more discrepancies between workplace
capacities and number of workers. Nonetheless, the fit is acceptable for the three categories. The χ2
goodness-of-fit test was used to assess the similarity between the capacities distribution. Around 80%
of the municipalities had an acceptable χ2 value as shown in figure 3.13.
Commuting 
distance
Full workplace
Empty workplace
Worker
Figure 3.11: Graphical representation of the workplace assignment based on commuting distances.
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Figure 3.12: Regression analysis of the number of workplaces by each capacity category. From left to
right: small, medium, large.
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Figure 3.13: Histogram of the number of workplaces by χ2 goodness-of-fit measure. 70% of the work-
places are drawn from the same distribution than the census reports. 20% are highly dissimilar.
Summary
In this chapter the process of generating and validating the synthetic population was described. The
synthetic population that was generated accurately matches the population size and the age-structure
of the Colombian population of 2010. Also, the number of students and workers matched the estimates
of the census. In addition, a number of synthetic places including households, schools and workplaces
were created. The households were located to match population density grids and urban status. Schools
and workplaces were located based on student and worker density. Furthermore, each agent was
assigned to an activity, either study, work, or stay at home. The students were enrolled in schools based
on proximity and age. Whereas, workers were assigned to workplaces based on commuting distances.
In general, the synthetic population describes an age-structure population of Colombia with the basic
activities included. This dataset can be used to reproduce vector-borne disease dynamics or to support
other agent-based models that incorporate similar variables.
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Chapter 4
Large-Scale Vector-borne Agent-Based
Model
The vector-borne disease model was implemented using the FRED platform developed by the Uni-
versity of Pittsburgh [79]. FRED is an open-source model that simulates epidemics based on realistic
synthetic populations. The platform allows for the inclusion of multiple diseases and strains. Also,
because it is highly modular, it can be adapted to model diverse diseases with different transmission
patterns. In general, FRED is divided by agents, places, and layers.
Agents in FRED represent humans from a specific population with predetermined demographic and
health characteristics. Each agent performs a set of activities each day and have different behavior
characteristics as shown in table 4.1. The environment of FRED is represented by places such as
households, schools, workplaces, and neighborhoods (Neighborhoods are represented by 1km2 cell).
Other types of places such as hospitals, prisons, and college dorms are ignored in this study.
FRED is a discrete time simulator with each time unit equal to one day. Each day, agents perform
different activities and have contacts with other agents that share activity locations in the same day.
These locations are visited daily by agents with varying health status. Whenever an infectious agent
visits a place, that place is marked as infectious and other agents may acquire the disease. Agents can
also transport the pathogen to different cities as they travel. In order to represent vector-borne disease
transmission, a vector layer was added to the FRED platform. The mosquito population is controlled
by the vector layer using additional variables important in vector-borne disease transmission, such
as specific temperature by location, initial number of infected mosquitoes, mosquitoes/human ratio,
among others.
4.1 Vector Layer
The vector layer is composed of 1km2 patches. In the vector layer, the initial setup of the vector
model establishes all the variables needed for vector-borne disease transmission, such as the number
of mosquitoes per human, average mosquito daily biting rate, mosquito lifespan, etc. The initial
Model Variables
Demographics Age, sex, race, household income, date-of-burth
Health Current infections, immunity, at-risk status,
susceptibility, current symptoms levels
Activities Households, Schools, Classrooms, Workplaces,
Offices, Neighborhoods, Travel
Behavior Stay at home when sick, keep child home when sick,
accept vaccines, refuse vaccines, flip behavior, imitate behavior
Table 4.1: Agents’ characteristics in FRED
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conditions of the immune status of the population is computed for specific regions. Also, the specific
temperature by location is specified in the vector layer.
Temperature
The model reads the annual average temperature from input datasets and assigns it to specific pat-
ches. Places that are located in those patches are later assigned with the corresponding temperature.
For Colombia, the temperature grid was downloaded from the Worldclim project [103]. The dataset
comprises the temperature in celsius degrees by each 30 arc seconds ( 1Km2 near the equator) of land
as illustrated in figure 4.1.
Including the temperature in the model is crucial since it influences aedes aegypti survival. The
aedes aegypti is modeled since it is the most common chikungnuya and dengue vector in Colombia.
The model allows mosquitoes in regions with temperatures above 18oC, based on observations sug-
gesting that their survival is limited to warm regions [3]. Most of the territory of Colombia has warm
annual temperatures,except for the mountains that divide the country. Highly populated towns are
located in these mountains, which limits the population that lives in regions where the aedes aegypti
survives. Although autochthonous transmission is unfeasible in these regions, contagion is possible
when traveling to risk zones.
The development of the mosquito also depends on the temperature [120]. In the model, only the
female population is considered since they are the ones that bite humans in order to lay eggs, therefore
participating in the transmission dynamics. The adult-female population size in terms of pupae and
temperature is calculated using equation 4.1, where PDtemp is the development time based on the
temperature.
Female Adults = Pupae · 1
PDtemp
· females proportion · rate of successful emergence · lifespan (4.1)
Figure 4.1: Mosquito density based on annual temperature values. Left, annual temperature in Celsius
for a grid of 30 arc seconds of resolution, obtained from WorldClim project. Right, mosquito resultant
grid of 30 arc seconds of resolution based on temperature and population density, calculated using
equation 4.1.
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High density areas located in warm regions lean toward high mosquito density in the model. Figure
4.1 illustrates the influence of temperature and population density on the mosquito pupae density. As
shown in previous chapter, several high density areas are characterized by low temperatures. Hence,
the population size living at risk areas is significantly reduced.
Travel model
Chikungunya and dengue disease spread is often restricted to human mobility because of the residential
nature of aedes aegypti mosquitoes. In this model, human mobility is represented by daily commu-
ting activities and overnight travel. Daily commuting activities include school attendance, workplace
attendance, and neighborhoods interactions. These movements can occur in various levels, in or out
the municipality of residence, including surrounding departments. Overnight travel occurs between
departments.
Interdepartmental travel impacts the epidemic dynamics because it connects different regions of the
country. This is specially important to study national level epidemics, where the virus is introduced in
a region and it spreads throughout the country. In Colombia, long-distance travel could affect vector-
borne diseases because of the heterogeneous climate conditions. Susceptible people move within regions
of low risk to high-risk regions participating in the transmission dynamics and, possibly, introducing
the pathogen to new areas.
In Colombia, long-distance travel is predominantly done by airplane, bus or car. Ground transpor-
tation data is unavailable from open sources. Whereas, air traffic information is collected by the air
traffic department in Colombia (www.aerocivil.gov.co). Hence, in this study air traffic data was used
to represent interdepartmental movement. Airports information, such as IATA codes, were obtained
from the Openflights project (www.openflights.org).
Air transportation is an incomplete representation of the long-distance travel of Colombia since
some departments are disconnected by plane routes. However, a transportation model can be imple-
mented to represent the missing connections for those departments. Human movement between cities
has been described using mainly gravity models [121], and recently by alternative representations like
diffusion models [122].
Gravity models represents the movement of people between two large population areas using the
newton law of gravity. Gravity model for movement of persons was first proposed by Zipf in 1946
[121]. Zipf et al. compared the model to the flow of people within cities of the United Stated by train,
bus, and plane. The results suggested that people transportation between pairs of cities is directly
proportional to the product of their population size and inversely proportional to the distance between
them, as shown in equation 4.2.
Y ∼ (P1 · P2)/D (4.2)
Gravity models have been used to represent transportation within large areas [121, 123, 124]. Jung
et al. represented highway transportation within cities in Korea adjusting a gravity model to tolls data
of 2005 [123]. Additional parameters have been included in the gravity model to incorporate political,
economical, and demographic factors. For instance, Karemera et al. implemented a modified version
of a gravity model to analyze international migration to North America, finding population of country
of origin the most important sole factor in migration figures [124].
Flight data in Colombia shows a correlation between people flow compared to population and
distance between departments’ center points, as illustrated in figure 4.2. Large number of people
transported is associated to large populated departments separated by short distances (high Y ).
While small departments separated by long distances (low Y ) have low flow of people between them.
In consequence, this data can be represented by a gravity model.
The number of people traveling from each pair of departments is represented by equation 4.3.
Yi,j = Ci,j
(Pαi · P βj )
f(Di,j)
(4.3)
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where Pi,j represents the population of two different cities, Di,j represents the shortest transpor-
tation distance between the pair of departments, f(Di,j) represents a function of of the distance, here
assumed to be f(Di,j) = γ ·Di,j , and Ci,j is a constant.
The parameters of the travel model were adjusted to represent the flow of people for each pair
of departments with flight traffic data available. The difference between the model and the data was
minimized using a Global Optimization algorithm from Matlab R©. The resultant parameter values are
listed in table 4.2. The gravity model outcome shows a linear correlation with the travel data with a
positive scope. The regression analysis of the model against the data is shown in figure 4.3. Although,
the model fails to reproduce parts of the data with intermediate transportation values, producing a
coefficient of determination of R2 = 0,46.
The calibrated model was used to reproduce the missing information about connections between
departments without airplane routes. Nevertheless, this travel model can be improved if ground trans-
portation estimates are available.
Parameter Value
α 0.1363
β 0.9776
γ 2.4800
C 1.7985e-09
Table 4.2: Adjusted parameters of the gravity model.
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Figure 4.2: Passengers flow between city airports. The green line is shown to represent the linear trend
of the data.
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Figure 4.3: Gravity model comparison with data. The coefficient of determination is R2 = 0,46.
4.2 Vector-borne transmission model
In the model, the spread of a disease is attributed to humans with defined daily activities. The
transmission of the pathogen occurs inside a structure, identified in the model as places: household,
workplace or school. When bitten by a mosquito, a human can become infected. Then within the
model, the agent would follow a SEIR structure. Mosquitoes can also become infected when biting an
infectious human, then it would follow a SEI transmission. The compartmental representation of the
model is shown in figure 4.4.
In the model, each place is assigned with a number of mosquitoes based on the temperature and
the number of hosts in the place. Mosquitoes are initially susceptible, however this original condition
can be altered with an initial seed of the infection in the mosquitoes. Every day the model updates
the activities of the agents, based on their favorite activities. The places visited by each agent and
the contact that these agents have with mosquitoes in a specific place are recorded. All the agents are
initially susceptible unless specified in the initial conditions.
For each place the number of bites are calculated using a binomial probability that depends on
the number of hosts (Nh), the mosquito population size at each place (Nv), and the mosquito’s
biting rate. When susceptible humans visit a place with infectious mosquitoes, then the number of
hosts infected by the virus are computed depending on the number of mosquitoes that are infectious
(Iv), the number of susceptible hosts (Sh), the biting rate (b), and a transmission efficiency (βh),
as represented in equation 4.4. Then, these infections are randomly assigned to susceptible hosts,
that become exposed to the virus. Exposed individuals (Eh) are not able to transmit the virus to
any mosquito for a specific time, denominated as latency period (ǫ). After the latency period, each
agent (human) will move to the infectious state. In this stage, the agent could develop symptoms of
the disease (Ih) or could be asymptomatic (Ia). Regardless of the presence of symptoms, a human
would be able to transmit the virus to susceptible mosquitoes through bites. A human would stay
in this stage for a short period (γ ∼ 6 days), then the human would recover from the infection or
die. After recovery, a human will gain immunity to the serotype of the virus infected. In the case
of chikungnuya, a human will be considered completely immune to the virus. Whereas, an infection
of dengue would provide immunity only to the infecting serotype. Nonetheless, after two sequential
infections of different dengue serotypes, a human would be considered immune to all the four existing
serotypes of dengue virus.
EhT =
(
1− (1 − βh)(b·IvT )/Nh
)
· Sh (4.4)
The transmission model for the mosquitoes was implemented as a discrete compartmental model
with three different compartments: Susceptible (Sv), Exposed (Ev) or Infectious (Iv). There are no
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individual mosquitoes considered in the model, but rather a count of the population size of the
mosquitoes in the different compartments. A closed vector population was considered which means
that mortality and birth rates are equivalent (µv). In places visited by infectious agents, susceptible
mosquitoes (Sv) can be infected through bites. The number of newly infected mosquitoes depends
on the infectious hosts visiting that place (Ih), the number of susceptible mosquitoes (Sv), the total
number of hosts (Nh), the average mosquito biting rate (b), and the mosquito infection efficiency
(βv), as illustrated in equation 4.5. These new infections for each serotype would move to the exposed
compartment (Evi), where ’i’ indicates the infecting serotype. The length of stay in the compartment
is determined by the extrinsic incubation period (1/τ). After that period, the mosquitoes would be
able to transmit the virus to a susceptible agent and would move to the Infectious compartment (Ivi),
where the mosquitoes will stay until they die.
S˙v = µv ·Nv − µv · Sv(t)− EvT
E˙vi = EvT ·
(
Ihi
IhT
)
− (µv + τ) · Evi(t)
˙Ivi = τ · Evi(t)− µv · Ivi(t)
(4.5)
Where:
EvT =
(
1− (1 − βv)(b·IhT )/Nh
) · Sv
τ : 1/Extrinsic incubation period
Ihi : Human population infectious with the serotype i
IhT :
∑4
i=1 Ihi
Initial Conditions
The initial conditions of a system can change its behavior. For instance, the proportion of the immune
population can reduce the amount of people at risk, which consequently decreases the impact of an
epidemic. It is assumed that immunity to the four dengue serotypes is gained after two infections.
Hence, the previous exposure to one or multiple serotypes in the population, would determine the
invasion success of an epidemic caused by a specific serotype.
The level of exposure of a population to a particular disease can be inferred from the age-structure
immune status of the population. In general, susceptibility restricted to young ages implies long-term
exposure to the pathogen. Similarly, disease reports with high incidence in the youth population can
suggest long-term exposure of the population to the pathogen. While non-structure age incidence
Sh
ρh
Eh
ǫ
Ih Rh
γ
µvNv βv
Sv
µvSv
Ev
µvEv µvIv
Iv
τ
ρh =
(
1− (1− βh)(b·IvT )/Nh
)
ρv =
(
1− (1 − βv)(b·IhT )/Nh
) · Sv
Figure 4.4: Model Structure: SEIR for Humans and SEI for Mosquitoes.
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suggests low levels of exposure in the population. In order to represent this effect in the model,
age-structured immunity levels can be specified for one or multiple serotype by departmental level.
Since dengue has been present in Colombia for decades, previous exposure levels were calculated
by department based on historical reports, using the methods proposed by Chao et al [28]. Age specific
weekly reports were used for the 2007-2012 period from the INS [87]. From 1997 - 2006, weekly reports
without age structure were used. For this period, age incidence was assumed to be the same as the
average of the age incidence of the period 2007-2012. The annual incidence before 1997 was computed
as an average incidence of the 1997-2012 period.
Examples of two different departments’ susceptibility status to the four serotypes of dengue are
shown in figure 4.5. The department of Norte de Santander has had a high incidence of dengue over
the years. Whereas autochthonous dengue or chikungunya transmission is unsustainable in Bogota´
because of its high altitude. Consequently, the susceptible proportion in Bogota´ is larger for any of
the four serotypes than in Norte de Santander. The entire population is considered susceptible for
Chikungunya since the virus was recently introduced.
Another initial condition of the model is the number of infectious agents that spark the epidemic.
These can be specified using an external text file specifying the number of new infections annually and
the serotype of the disease. In addition, these infectious agents can be restrained to a geographical
region, specifying the latitude, longitude and a radius. Also, initial infectious mosquitoes can be
specified using a text file with similar specifications.
4.3 Model Verification
Basic phenomena expected from the model should be contrasted with the model’s outcomes to assess
the model’s coherency. The effects of temperature, probabilities of contagion, and previous immune
status of the population were tested to validate the basic behavior of the model.
In order to see the impact of the temperature in the model, simulations were performed using
four different municipalities with different climate conditions as shown in table 4.4. The rest of the
parameters are constant through the simulations, although they are not particularly calibrated to any
data. The results are shown in figure 4.6. As expected, the epidemic die out in the municipality with
average annual temperature bellow 18 oC.
The two municipalities with temperate temperature values (19.50 and 22.80 oC) experience an
outbreak with similar peak times and peak cases. This is coherent with the assumption that similar
temperature values imply similar mosquito density. The municipality with the highest temperature
produce the higher peak value as expected. The epidemic curve is delayed compared to the other ones,
Parameter Symbol
Mosquito incubation rate τ
Mean vector daily biting rate b
Mean mosquito lifespan 1/µv
Mean mosquito birth rate µv
Mean mosquito death rate µv
Success development rate Dr
Vector female ratio Fr
Days latent distribution ǫ
Days symptomatic distribution γsymp
Days asymptomatic distribution γaymps
Mosquito infection probability βv
Mosquito transmission probability βh
Symptomatic Rate Γ
Pupae per person PPI
Table 4.3: Parameters of the vector-borne disease transmission model.
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probably because of contact patterns in the municipality that vary from the other three. In general,
the temperature reflects the expected behavior of higher impact for higher temperatures.
The impact on the model of the probabilities of contagion for mosquitoes and human was asses-
sed varying these values from 0 to 1, while keeping constant the rest of the parameter values. The
simulations were performed for the municipality of Bele´n, where the annual temperature is around 23
oC.
Higher probabilities of contagion produce higher impact epidemics as shown in figure 4.7. The
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Figure 4.5: Susceptible proportion for each dengue serotype in the departments of Bogota´ and Norte
de Santander. Computations are made on historic data reports and estimations of underreporting
ratios.
Municipality Code Mean Temperature (Celcius)
Berbeo (Boyaca´) 17015087 10.75
Bele´n (Boyaca´) 17015090 19.50
Soplaviento (Bolivar) 17013760 22.80
Riohacha (Guajira) 17044001 26.33
Table 4.4: List of municipalities to explore the effect of temperature in the disease transmission model.
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human’s probability of contagion affects the curve in the total number of infections as well as in the
peak time. High probabilities produce fast epidemics with large number of cases while low probabilities
generate slow epidemics with low number of infections. No epidemic is originated when the probability
of contagion is null.
A similar behavior is observed for the mosquito’s probability of contagion. However, the epidemic
is only sustained when a determined threshold is exceeded. This can be explained by the short lifespan
of the mosquito and the representation of mosquitoes by a compartmental model. When not enough
mosquitoes are infected, the death rate can be higher than the rate of flow between susceptible,
exposed to infectious.
Two scenarios were simulated in Norte de Santander in order to assess the impact of the initial
immune status of the population on the model. The first scenario was simulated for a population
completely susceptible to the virus, while the second scenario uses the previous immunity proportions
illustrated in figure 4.5. An epidemic of DENV 1 was simulated in the two scenarios assuming the rest
of the parameter values constant. Although, not calibrated to any particular scenario.
The epidemic has a larger impact in the population when a completely susceptible population is
assumed as shown in figure 4.8. The epidemic size is almost five times bigger when the population is
susceptible because the number of effective contacts of infectious mosquitoes with susceptible humans
is larger. In contrast, when a population has been exposed to a virus for extended periods of time,
the number of susceptible humans that a mosquito can bite is restrained.
Previous immunity to the virus also changes the age-structure incidence of the epidemic. As shown
in figure 4.8, the age structure of the epidemic incidence is more homogeneous through the age groups
when there is no previous exposure to the pathogen, while the incidence of the epidemic on the
population previously exposed to the virus is focused on the young age groups.
The simulations performed to verify the behavior of the model are coherent with the expectations
from the reality. This could imply that the basic components of the model are working properly.
However, the outcome of the model does not represent any realistic scenario. In order to analyze
specific outbreaks, it is imperative to adjust the parameters to represent epidemic curves based on
historic data.
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4.4 Model Assumptions and Limitations
Some assumptions were made in order to represent vector-borne diseases in the model. For instance,
the model assumes homogeneous pupae density inside a municipality. Also, socio-economical structure
of the population is omitted. The seasonality was ignored, so the temperature in the model represents
an average annual temperature of each region simulated. Other climate effects such as precipitation
and humidity were excluded from the model. Further, the compartmental model of the mosquito
ignores specific interactions of mosquitoes in different ages.
Some assumptions were made about the mosquito model. For example, the mosquito population is
represented by a homogeneous compartmental model. This model ignores the effects of different stages
of the pupae and adult mosquitoes. Furthermore, the interactions among mosquitoes were ignored,
attributing the spread of the pathogen exclusively to human movement. The contacts inside specific
structures are assumed homogeneous. While this could be dependent on multiple factors, such as age.
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Human contacts with mosquitoes are assumed to be homogeneous among places. While this could
change from place to place. For instance, household contacts with mosquitoes are believed to be larger
than in other locations. However, there is a lack of data about this phenomenon. Finally, the long-
distance-travel model is based on a gravity model that assumes that only distance and population size
affects the travel among cities.
4.5 Summary
In this chapter, the formulation of the model was presented. The model was implemented in the FRED
platform including a new vector layer. The effect of temperature was included in the model to represent
the differences in transmission among different climates. Mosquito density was calculated to be higher
in warm dense regions, while in the model, as believed in reality, cold regions have null presence of the
mosquito aedes aegypti . The human mobility was represented using two different approaches: daily
commuting and long-distance travel. Agents’ daily commuting patterns were previously calculated
in the synthetic population. Long-distance travel was represented through a calibrated gravity model
using air traffic data. The validation of the model was performed by observing expected patterns while
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varying the parameters corresponding to the temperature, contagion probabilities and initial immune
status. Finally, a set of assumptions and limitations of the model has been given.
56
Chapter 5
Model Calibration to Represent
Chikungunya Epidemics in Colombia
Epidemiological models can be used as a tool for public health decision makers. These models can be
used to make predictions for the spread of a specific disease. Also, models can be used to evaluate
possible scenarios for different intervention strategies that may be implemented. Some deductions can
be made from the model without representing a real scenario. For example, using the model to analyze
the impact of a new pathogen’s proliferation under different attack ration scenarios. On the other hand,
if the purpose of the model is to make predictions or to analyze the impact of control interventions in
an ongoing outbreak, then the model needs to represent reality in a reasonable manner.
5.1 The Data
Historic reports of the disease are used as a representation of the reality. The weekly incidence reports
of Chikungunya in Colombia, obtained from the National Institute of Health of Colombia, are discussed
in chapter 3. We selected the municipality of Riohacha to calibrate the model, since it was one of the
first municipalities to have an epidemic and the impact of the outbreak in the municipality was large
enough to calibrate the model. Riohacha is the capital of the department of Guajira and it’s located in
the north coast of the country (11◦32′39′′N, 72◦54′25′′W ) at the Caribbean Sea. The average annual
temperature is 26 oC and its current (2015) population is 259.492 inhabitants. These characteristics
are suitable for aedes aegypti survival, hence for chikungunya and dengue transmission.
The chikungunya weekly reports in Riohacha are shown in figure 5.1. The first case was introduced
in October, 2014. After a period of a couple of weeks, the epidemic was stablished and peaked at almost
1200 cases reported in January, 2015. Data is available up to February, 2015, when the epidemic
appears to have died out. The curve shows considerable noise in the reports. This could be attributed
to mistakes in the data input. In total, 6517 cases were reported in this period. However, the real
impact of chikungunya on this municipality could be underestimated because of asymptomatic cases
and underreporting. The total extent of chikungunya in this municipality can be estimated using the
reported data and the calibrated parameters of the model.
Riohacha surveillance reports were filtered to reduce the noise, as presented in figure 5.2. The
total number of cases were conserved while approximating the reports to a normal distribution. It can
be seen in figure 5.2, that the shape of the filtered curve is more consistent than the original data,
removing extreme values. Hence, the filtered curve is used in the following sections to calibrate the
model.
5.2 Calibration Strategy
In order to fit the model to the weekly incidence reports of Riohacha, a subset of the model’s parameters
needs to be selected for adjustment. The validity of the selected parameters can be assessed using a
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Figure 5.1: Weekly incidence chikungunya reports in Riohacha, Guajira. Obtained from the National
Institute of Health.
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search strategy that is defined in such a way that it finds a global optimal value for the parameters.
The selected goodness-of-fit measure can affect the results of the calibration process.
Selection of Parameters to Estimate
The model’s parameters can be split into three categories: geographic, demographic and disease trans-
mission parameters. Geographic parameters include population density, schools and workplaces loca-
tion, climate, etc. Demographic parameters are related to the population size, age-structure, gender,
activities, etc. As described in chapter 3, these parameters have already been calibrated in order to
represent a population that statistically represents the country in the demographic and geographic
scope. Since these parameters have already been adjusted, they are not included in this calibration
step.
Fourteen parameters are related to vector-borne disease transmission in the model, as summarized
in table 4.3. Most of the parameters were adjusted to represent values from dengue and chikungunya
literature, as listed in table 5.1. A total of three parameters were selected to calibrate the model:
mosquito infection probability (βv), mosquito transmission probability (βh) and the symptomatic rate
(Γ). Because of the complexity of mosquito and human probability of infection, these parameters are
difficult to obtain from population studies. Also, these parameters could change from model to model,
since they include other effects misrepresented by the model. The symptomatic rate could also be seen
as the diagnosis rate. There are some estimates of the symptomatically for chikungunya, however the
underreport can vary in different populations based on diverse factors such as the capabilities of the
health institutions.
Goodness-of-Fit Measures
Different error measurements could lead to varying calibration results. Three different goodness of fit
measures were considered: lsq, weighted lsq and χ2. These measures give more priority to different
aspects of the curves. In order to demonstrate this point, in figure 5.3 there are two simulations with
different parameters. Simulation 1 has a curve with a slow increase, a large width and a peak close to
the data. On the other hand, simulation 2 has a curve with a steep growth, a short width and a large
peak. Qualitatively, simulation 2 fits the data more accurately except at the peak, whereas simulation
1 fits the peak of the data, but misses the information for the initial growth rate.
Depending on the error measure used, different results are obtained. For both, LSQ and Weighted
LSQ, simulation 1 has a smaller error than simulation 2. But, for χ2, simulation 2 aligns closer to the
data. Because of these differences, the calibration step will be performed using both LSQ and χ2.
Parameter Value Reference
Mosquito incubation rate 1/11 [125]
Mean vector daily biting rate 0.76 [126, 28]
Mean mosquito lifespan 18 [28]
Mean mosquito birth rate 1/18 [28]
Mean mosquito death rate 1/18 [28]
Success development rate 0.83 [120]
Vector female ratio 0.5 [120]
Days latent distribution mean 6, sd 1.4 [125]
Days symptomatic distribution mean 4.83, sd 1.2 [125]
Days asymptomatic distribution mean 4.83, sd 1.2 [125]
Pupae per person 1.02 [34]
Table 5.1: Model’s parameter values adjusted to reported values in the literature. A closed population
was assumed for the aedes aegypti , hence the mortality and birth rate are assigned to the same value.
Latency and infectious period were obtained from dengue distributions.
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• LSQ =∑t(f(t; θ)− y(t))2
• WLSQ =∑t y(t) · (f(t; θ)− y(t))2
• χ2 =∑t (f(t;θ)−y(t))2y(t)
Parameter Search Strategy
The Nelder-mead simplex algorithm was used in order to minimize the difference between the data
and the model’s output. This method was selected because it requires limited information about
the system and usually converges quickly to optimal solutions. Agent-Based Models usually demand
large amounts of computational resources, compared to equation-based models. For instance, a single
simulation of the municipality of Riohacha takes about 2 minutes in FRED. Therefore, the speed of
the calibration algorithm is crucial. The Nelder-mead simplex algorithm was implemented in Perl,
following the methods of Lagarias et al [83] and Gao et al [84].
In order to evaluate the impact of the inclusion of the parameter Γ (Underreporting) in the
calibration process, two different scenarios were utilized. The first scenario was to assume a diagnosis
rate value of Γ = 0,1 to represent a reporting of 1 out of 10 infectious cases. The other scenario include
this value to adjust in the optimization process. Also, in order to examine the effect of the goodness
of fit measure, two more scenarios were performed: χ2 and LSQ.
1. GOF χ2 with 2 parameters: βv, βh and Γ = 0,1
2. GOF LSQ with 2 parameters: βv, βh and Γ = 0,1
3. GOF χ2 with 3 parameters: βv, βh and Γ
4. GOF LSQ with 3 parameters: βv, βh and Γ
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Figure 5.3: Two simulations of the model contrasted with the weekly incidence reports of chikungunya
in Riohacha. Left, the model’s response is characterized by a wide curve that fits the peak of the data
but misrepresent the initial growth rate. Right, the model’s response is characterized by a narrow
curve with that fits the initial growth rate of the data but overestimates the peak.
Simulation Parameters LSQ WLSQ χ2
1 Γ = 0.1 βv = 0.23 βh = 0.45 647,790 100,480,066 5,784
2 Γ = 0.1 βv = 0.29 βh = 0.3 2,120,867 1,088,511,998 5,455
Table 5.2: Errors’ estimations using different goodness-of-fit measures for the model’s output presented
in figure ??.
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The magnitude of the outbreak is reproduced by the model calibrated using the first two strategies,
while the growth rate is not captured. Graphs of the calibration results are shown in figure 5.4. The
resultant curves are significantly closer to the data compared to the initial point. However, for these
strategies, the model’s curve show a initial growth rate slower than the surveillance reports.
Using χ2 measure, the model fits the initial growth closer than the LSQ, while the peak is ove-
restimated. This is achieved assigning a larger value for the parameter βh, which produces a larger
reproductive number, as illustrated in table 5.3. It is difficult to determine which strategy produces
the model to fit the data closer, since both yield to discrepancies in different aspects of the data. This
is a result of the initial assumptions in the diagnosis rate value. Hence, strategies 3 and 4 varies this
parameter to increase the flexibility in the model’s outcome.
The model fits the data more accurately adjusting the underreporting parameter value as well
as the transmission probabilities, as presented in figure 5.5. In table 5.3, it is possible to see that
using both error measures, the algorithm converged to the same value for the three parameters. The
differences between the resultant curves in figure 5.5 are probably caused by random effects of each
simulation. Even though, the model fits considerably closer to the data, it should be pointed out that
this algorithm converges to local solutions. Hence, a global approach is needed in order to obtain a
global optimal solution for the model’s parameters.
Global Calibration
The Nelder-mead simplex converges to a local minima. Hence, these results can depend on the initial
projection of the parameter values. In order to obtain a global minima, this method can be applied
multiple times with random initial points. In this way, the optimal solution depends less on the initial
value of the parameters.
A global calibration strategy was implemented for the same two and three parameters used in the
local calibration step. The χ2 GOF was used in the global strategy, since it fits focuses on the shape
of the curve. The underreporting value was set to 0.05 for the first strategy, based on the previous
estimations obtained from the local calibration process. The two different global calibration strategies
are summarized bellow.
Paramter Min Max Initial Guess Strategy 1 Strategy 2 Strategy 3 Strategy 4
βv 0.1 1.0 0.4 0.198 0.209 0.296 0.296
βh 0.1 1.0 0.4 0.600 0.402 0.517 0.517
Γ 0.05 1.0 0.1 0.100 0.100 0.052 0.052
Table 5.3: Parameter values fitted using the local optimization algorithm.
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Figure 5.4: Model calibrated to Riohacha reports using two parameters and two different goodness of
fit measures. In both cases the Nelder-mead optimization algorithm was used with two parameters
and a maximum number of iterations of 100.
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Paramter Min Max Strategy 1 Strategy 2
βv 0.01 0.9 0.295 0.297
βh 0.01 0.9 0.473 0.447
Γ 0.05 1 0.05 0.053
Table 5.4: Parameter values fitted using global optimization algorithm.
1. Two parameters: βv and βh, Γ = 0,05
2. Three parameters: βv, βh and Γ
The results of the first global calibration strategy are presented in figure 5.6. The graph shows a
correlation between the parameters βh and βv. Large values of βh are compensated by low values of βv.
The algorithm converged to multiple points of βh above 0.3, producing fitting errors of χ
2 < 400. In
contrast, the algorithm converged to values of βv above 0.2 and bellow 0.4. One point of the algorithm
converged to a solution with a χ2 larger than 2000. The parameters with minimum error are considered
the global optimal solution, and are denoted by a circle. They are also summarized in table 5.4.
These multiple local minima that were derived using the global calibration algorithm show that
the data can be represented by multiple values for the two parameters following the correlation in
figure 5.6. Hence, there is not a unique solution for the optimization problem. These parameter values
could be constrained if previous knowledge of their values were known. However, collecting data for
these parameters is a difficult process that could involve ethical issues, and it’s out of the scope of
this study. Also, the value of this parameter depends on each model’s assumptions and limitations.
Strategy 2 attempts to find an optimal value for the three parameters of interest in the model. In
table 5.4, the calibrated values of these three parameters are shown. It can be determined that the
values are similar to the calibrated values of strategy one where only two parameters were selected.
The diagnosis ratio is 0.053 which represents a reporting of 1 out of 18 infectious cases. As shown in
figure 5.7, assigning a larger value to this parameter results in the model not converging to an optimal
point. While assigning a lower value produces multiple local minima points. For this reason, the fitted
values of global strategy 2 were selected to represent the chikungunya epidemic dynamics in Riohacha.
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Figure 5.5: Model calibrated to Riohacha reports using three parameters and two different goodness
of fit measures. In both cases the Nelder-mead optimization algorithm was used with three parameters
and a maximum number of iterations of 100.
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Figure 5.7: Calibration convergence points from the global strategy 2. Random initial values to cali-
brate three parameters. The circle denotes the minimum point found by the optimization algorithm.
The color represents the error between the model and the reports. 40 initial points were tested with
maximum 100 iterations for each calibration step.
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Figure 5.6: Calibration convergence points from the global strategy 1. Random initial values to cali-
brate two parameters. The circle denotes the minimum point found by the optimization algorithm. 40
initial points were tested with maximum 100 iterations of each calibration step.
63
5.3 Calibration Results
The calibrated model’s goodness-of-fit compared to the data is χ2 = 254. In order to calculate the
uncertainty of the model caused by inherit randomness, one hundred runs were performed using these
calibrated parameter values. The mean and standard deviation of the diagnosed cases were calculated
over time and compared to the weekly reports.
Figure 5.8 includes the comparison of the model to the unfiltered and filtered signal of the incidence
in Riohacha. Qualitatively, the model follows the data closely. The standard deviation for each week
is represented as an error bar in the model. The cumulative cases reported in the surveillance system
are 6517. The model estimates 6637 ± 675 diagnosed cases as shown in table 5.5. Also, the model
estimates a total of 7014 ± 748 diagnosed cases in the simulation period. It should be noted, that
according to the model, the total of infectious cases is 18 times larger than those diagnosed.
The attack rate represents the portion of the population that has been infected by the virus, which
is the opposite of the susceptible curve. According to the model’s outcome shown in figure 5.9, the
attack rate grew exponentially in the initial phase stabilizing around 60% of the population. This
suggests that the epidemic had a significant impact in the population of Riohacha, infecting more
than half of the population.
The infectious and exposed populations are shown in figure 5.10. The exposed population reached
a peak of 12 thousand individuals a week, which is above the infectious peak of approximately 8
thousand. The epidemic grew exponentially until the epidemiological week 53 (14 in the simulation).
At this point, the susceptible population dramatically decreased, such that the effective contacts per
infectious individual was below 1, i.e. when there is herd immunity in the population.
In general, the model represents the diagnosed cases and suggests that the impact of the epidemic is
larger than what is represented in the surveillance reports. These results are valid for the municipality
of Riohacha, where the model has been calibrated. The model represents the climate and population
specifics of all the municipalities in Colombia. However, some parameters like the diagnosis rate and
the pupae per person rate can be specific for each municipality. Hence, the model can be simulated in
other municipalities, in order to observe its performance with unfitted data.
Performance to unfitted data
A group of 25 municipalities with an epidemic curve capable of comparison with the model was
selected in order to verify the behavior in other municipalities with chikungunya where the model
was not adjusted. The same parameters were utilized in the model to represent these outbreaks. The
results vary from high performance, acceptable performance, to poor performance.
In table 5.6, the municipalities with high performance using unfitted data are listed. The error was
calculated using the χ2 measure and unfiltered data. The table shows the total diagnosed cases for
the data and the model in both the data period and the total simulation period. Also, two columns
are included to show the standard deviation of the diagnosed cases that were predicted by the model
in both periods.
From 25 municipalities, 60% have high or acceptable fit performance. Eleven municipalities are
represented by the model with high performance, which is based on the error, the qualitative curve, and
the difference between the reported total cases and model predictions. Four more municipalities have
acceptable performance considering that the data has extreme points that affect the error measures.
The plots that correspond to these municipalities are shown in figures 5.11, 5.12. The interpretation
Variable Cumulative ) Standard deviation
Reported Cases Model 6637 675
Reported Cases Data 6517 -
Reported Cases Model ( Simulation period) 7014 784
Table 5.5: Cumulative cases of chikungunya reported by the surveillance system and estimated by the
model.
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of the error measurements should be done with caution, since the data is noisy and could lead to
incorrect calculations.
A group of seven municipalities (28%) showed poor performance as listed in table 5.7. Four of
them had an epidemic with more cases than predicted from the model as presented in figure 5.13. The
magnitude of the reported cases is around 5 - 6 times larger than the model. Three more municipalities
had poor performance, but in this case the magnitude of the predictions overstate the reports from
the surveillance system as shown in figure 5.14. There could be multiple reasons to explain these
differences, for example a difference in the diagnosis rate, a difference in the pupae per person index,
control interventions, among others. However, there is no factual data to support these assumptions.
Finally, a set of three municipalities (12%) showed initial good fit with the model until a sudden
decrease in the cases occurred as summarized in table 5.8. The model predicts more cases than were
reported as shown in figure 5.15. A reason to explain this behavior could be the implementation
of vector control programs in the middle of the epidemic. These three municipalities are: Co´rdoba
(23001), Santa Marta (47001) and Mariquita (73443).
 0
 100
 200
 300
 400
 500
 600
 700
 800
 900
 0  5  10  15  20  25  30  35  40  45
Pe
op
le
Simulation Weeks
FRED
Data
 0
 200
 400
 600
 800
 1000
 1200
 0  5  10  15  20  25  30  35  40  45
Pe
op
le
Simulation Weeks
FRED
Data
Figure 5.8: Model fitted to chikungunya weekly reports in Riohacha (Guajira). The top figure shows
the mean response of 100 simulations of the model compared to the filtered data. The bottom figure
shows the model compared to the original data from the National Institute of Health in Colombia. In
both graphs, the bars represent the standard deviation.
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Figure 5.9: Mean attack rate of 100 simulations of the model fitted to chikungunya data. 60% of the
population is infected at some point in the epidemic.
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CODE ERROR DATA MODEL MODEL TOTAL MODEL SD MODEL SD T
44001 1532 6517 6623 6957 512 575
73449 116 797 778 1286 73 170
73671 486 419 227 367 65 137
70820 607 1437 1030 1089 188 218
47460 1458 297 462 601 178 295
70670 1893 681 1121 1232 421 545
47798 2298 310 327 392 76 106
47555 9106 1211 1472 1788 474 625
54874 9301 936 1524 2312 510 996
70215 14515 1366 1971 2098 353 412
70001 24021 10373 9742 10858 3463 4618
54001 24806 23951 24238 25153 3431 3693
13836 4618 5929 1895 2339 314 425
41001 8613 13677 8928 13561 1578 2799
25307 4340 6387 2485 3438 510 849
44430 106076 2660 3831 3978 276 334
Table 5.6: 16 Municipalities with good performance. Gray background color indicates Riohacha (44001)
which is the municipality used to calibrate the model. 15 municipalities’ data are closely represented
by the model without fitting. Light gray background indicates the four municipalities with good fit
except for extreme values of the data.
CODE ERROR DATA MODEL MODEL TOTAL MODEL SD MODEL SD T
73055 1038 1328 184 316 56 110
23675 2281 2358 788 1113 266 475
41132 2309 2550 823 980 197 295
13657 3498 3525 611 1009 111 201
8001 531978 4680 45200 45727 4382 4514
8758 312525 1494 10747 13504 2124 3430
20001 480871 292 9214 14656 984 1713
Table 5.7: Seven Municipalities with poor fit performance. Light Gray background indicates that the
model predictions are larger than the incidence reports.
CODE ERROR DATA MODEL MODEL TOTAL MODEL SD MODEL SD T
23001 18119 7252 10665 17274 3082 5977
47001 29639 5214 14381 14841 1151 1259
73443 1542 206 596 1051 86 213
Table 5.8: Three municipalities with initial good fit but sudden decay of cases in the data.
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Figure 5.11: Municipalities that showed good fit performance when simulated with the calibrated
parameter values to the Riohacha epidemic curve.
68
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 4000
 0  5  10  15  20  25  30  35  40  45
Pe
op
le
Simulation Weeks
Pop Code: 54001. Error: 24806
FRED
Data
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
 0  5  10  15  20  25  30  35  40  45
Pe
op
le
Simulation Weeks
Pop Code: 70001. Error: 24021
FRED
Data
 0
 50
 100
 150
 200
 250
 0  5  10  15  20  25  30  35  40  45
Pe
op
le
Simulation Weeks
Pop Code: 54874. Error: 9301
FRED
Data
 0
 500
 1000
 1500
 2000
 2500
 0  5  10  15  20  25  30  35  40  45
Pe
op
le
Simulation Weeks
Pop Code: 13836. Error: 4618
FRED
Data
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 0  5  10  15  20  25  30  35  40  45
Pe
op
le
Simulation Weeks
Pop Code: 41001. Error: 8613
FRED
Data
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
 0  5  10  15  20  25  30  35  40  45
Pe
op
le
Simulation Weeks
Pop Code: 25307. Error: 4340
FRED
Data
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
 1800
 0  5  10  15  20  25  30  35  40  45
Pe
op
le
Simulation Weeks
Pop Code: 44430. Error: 106076
FRED
Data
Figure 5.12: Municipalities that showed good fit performance when simulated with the calibrated
parameter values to the Riohacha epidemic curve.
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Figure 5.13: Municipalities that showed good fit performance when simulated with the calibrated
parameter values to the Riohacha epidemic curve. The reports present larger impact than the model’s
predictions.
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Figure 5.14: Municipalities that showed good fit performance when simulated with the calibrated
parameter values to the Riohacha epidemic curve. The model’s predictions present larger impact than
the reports.
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Figure 5.15: Three municipalities that showed initial good fit performance and sudden decay of cases
in the middle of the epidemic, compared to simulations of the calibrated parameter values to the
Riohacha epidemic curve.
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5.4 Comparison at National Scale Epidemic
As mentioned previously, the characterization of the parameters for the entire country requires a more
extensive database that includes estimates of the underreporting for each municipality or department.
The inclusion of these factors exceeds the extent of this thesis.
In addition, the course of an epidemic in the country depends on the connectivity of the different
regions, so the gravity model has been implemented within the study. However the mobility of people
within regions includes more complex behavior not included in this model. Additional factors such as
the socioeconomic status of households in each municipality can affect the outcome of the epidemic.
Alas, the microdata used omitted the income level of the occupancies.
Even if a more complex model that includes travel, mosquito density, and socioeconomic status
were implemented, it would not account for random events that can shape the epidemic in many
different ways. This means that the observed data from the country is one realization of all the
possible paths that the epidemic could have followed. This makes the calibration at the national level
even more complicated. Nonetheless, a national-scale epidemic was simulated in order to compare the
results and identify the areas where the model needs improved parameterization in order to represent
accurately the epidemics in distinct geographical regions of Colombia.
Initialization of the Epidemic in the Model
The epidemic was seeded in the same region where, according to the data, the first cases of chikun-
gunya developed, aiming to represent the same initial conditions of the outbreak in Colombia. The
municipality with the first case reported was Turbaco, Bolivar, located in the north west of Colombia
(10o34’ N, 75o37’ W ) as illustrated in figure 5.16. The population size of Turbaco is approximately
72000 people for 2015 and the annual temperature is around 27 oC. A number of infectious mosquitoes
was seeded in the houses of the municipality within a radius of 20 Km of the center point.
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Figure 5.16: Municipality of Turbaco, Bol´ıvar. The blue color represents the location of the munici-
pality. The epidemic of chikungunya initiated in this municipality.
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Weekly incidence comparisons
The weekly incidence for the entire country is shown in figure 5.17. It can be seen that the data follows
the model up to week 20 (Week 0 being the beginning of the epidemic). Between week 20 and week
24, the model overestimates the incidence of chikungnuya in the country.
There are two aspects that should be taken into consideration: the magnitude of the epidemics
and their synchrony between regions. In the case of the magnitude, for the simulated period, the
model predicts 250,277 diagnosed cases, whereas the reports showed 162,816 cases, as shown in table
5.9. There could be multiple explanations for the discrepancy in the number of cases, such as the
commission of additional parameters that affect the chikungunya transmission, or the lack of vector
control in the model.
In order to propose explanations for the differences in the model, multiple approaches are made.
First, at the level of departments the outbreaks are compared to the data in order to locate with
the majority of discrepancies. The discrepancies are represented geographically, aiming to highlight
possible regional clusters in the prediction errors. The errors are also organized by socioeconomic
indexes and temperature. In order to verify the synchrony of the events, the departments are also
sorted by epidemic and geographical location.
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Figure 5.17: Weekly incidence of Chikungnuya cases in the model and surveillance reports.
Cumulative Reports Cumulative Model Standard Deviation Model
162816 254277 23346
Table 5.9: Cumulative diagnosed cases in the model and in the surveillance reports.
Epidemic DATA Epidemic FRED Common DATA not FRED FRED not DATA
18 23 17 1 6
Table 5.10: Departments with cumulative incidence > 10 people per 10,000 inhabitants
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Incidence by Department
As shown in table 5.10, the model and the surveillance reports agree that the same 17 departments
reported an epidemic. One department reported an epidemic in the surveillance system and not in the
model and 6 more reported an epidemic in the model and not yet in the surveillance system. Aiming
to find the source of the errors between the predictions and the incidence reports, the incidence by
departments are sorted using different covariates.
Colombia can be divided into 6 different regions characterized by different environmental condi-
tions. They are: 1. Andina, 2. Amazon´ıa, 3. Caribe, 4. Insular, 5. Orinoqu´ıa, 6. Pac´ıfico. These regions
are shown in figure 5.18. In order to find the region where the discrepancies are higher, the errors of
the data and the model by department are sorted by region in figure 5.19.
According to the errors summarized in figure 5.19, the Caribbean region of the country shows
the most significant discrepancy of the cumulative incidence by departments, specifically Atla´ntico
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Figure 5.18: Regions of Colombia. 1. Andina, 2. Amazon´ıa, 3. Caribe, 4. Insular, 5. Orinoqu´ıa, 6.
Pac´ıfico.
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(17008) and Bolivar (17013). In this region, the model predicts significantly more cases than those
reported in the national health care system, with the exception of the department of Sucre (17070).
Sucre has reports that are higher than the predictions of the model, although the incidence is close to
the prediction.
The incidence curves by region are presented in figure 5.20. The Andean region shows a discrepancy
in the curves, however their magnitudes are comparable. The data curve has a steeper initial growth
that decreases after week 20. Whereas in the model, the epidemics takes longer to develop followed
by an exponential increase.
The Amazonian region has a low number of cases in both the model and the data, reaching less
than 1 case per 10,000 inhabitants. This agreement shows that in both the model and reality, the
amazonian region has few contacts with the rest of the country because its difficult access.
The caribbean region, that was previously identified as the region with the larger error, shows an
initial similarity between both curves. After week 10, the cases reported in the surveillance system
have a slower incremental rate, in contrast with the model, where the number of cases continue to
increase up to the total simulation period.
The Insular region is composed by one department (San Andre´s) composed of small islands. The
connectivity with the country is strictly restricted to plane travel. Due to its distance from the rest of
the country, migration cannot be represented only by the contacts within the country. The region has
complex chikungunya dynamics, the first cases are reported before week 9, however there is not a clear
pattern in the curve. The reports contain multiple weeks with null cases within the epidemic period.
Hence, these cases could be attributed to migration of cases instead of autochthonous transmission.
In the model, the epidemic starts in week 20 with a slow growth rate. This region should be simulated
separately from the country in order to analyze the possible impact of a chikungunya epidemic.
Finally, the Orinoqu´ıa and Pacific regions show the more accurate fit of the six regions, considering
the magnitude, shape and timing of the curves. However, the available data for these regions show
that the epidemic is under the early stages, so future conditions of the epidemic in these regions could
shape differently the incidence curve.
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Figure 5.19: Error of reports (Individuals per 10000 inhabitants) - Model predictions (Individuals per
10000 inhabitants) by region.
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Figure 5.20: Model and reports incidence curves by region in Colombia.
Considering the above results, there are numerous explanations for the discrepancies. First, the
model was calibrated using only one municipality of the country. The variation between the model
and the data can also be attributed to heterogeneity in the mosquito density parameters across the
different regions, departments, and municipalities. In addition, the model assumes that no vector
control interventions take place in any of the departments. Whereas in reality, some departments
might have implemented multiple strategies to reduce the impact of the epidemic.
There are vector control actions that can be implemented by each department that could lead to
reduction of the pupae density before the epidemic started. One hypothesis is that these interventions
can be linked to the income level of the department, therefore low income departments would be
linked to higher pupae density areas. The temperature parameter, which is included in the model,can
also affect the mosquito density. In the next chapter, the control actions will be discussed further.
However, in this chapter the baseline scenario is described.
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In figures 5.21 and 5.22, the difference in the cumulative incidence by department are sorted by
temperature and an unsatisfied basic needs index, respectively. The largest errors are found in the
high temperature regions, where the model overestimated the total number of cases. Although, there
are other departments with large errors in low temperature regions.
The model overestimates the number of cases predominantly in regions with low and high income.
In contrast, the model underestimates the number of cases in regions with medium income level. This
effect could suggest that there are socioeconomic factors that the model is ignoring and that affect
chikungunya dynamics. In order to formally understand the sources of error in the model, a regression
analysis go the errors was performed using additional covariates listed in table 5.11.
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Figure 5.21: Error of reports (Individuals per 10000 inhabitants) - Model predictions (Individuals per
10000 inhabitants) by region.
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Figure 5.22: Error of reports (Individuals per 10000 inhabitants) - Model predictions (Individuals per
10000 inhabitants) by region.
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The regression analysis was performed in Matlab using the function regress. The difference bet-
ween the data and the model was set as the observations vector and the covariates listed in table
5.11 were used as the input matrix. The region attribute was assigned as six boolean values. The
resulting coefficients are: βpopulation = −4,76, βtemperature = 4,85, βarea = −25,39, βBNU = 57,81,
βprecipitation = −36,63, βregion1 = 0, βregion2 = −29,17, βregion3 = −273,34, βregion4 = −45,28,
βregion5 = −24,71, βregion6 = −59,67.
These coefficients show that the error between the data and the model are highly affected by the
socioeconomic factors (represented as the unsatisfied basic needs) and the precipitation. Low-income
regions could have higher pupae density because of the lack of education or the cost of pupae reduction
activities. Also, precipitation has shown to increase the density of pupae per household, according
to the WHO [127]. Hence, including the variation of pupae due to precipitation could improve the
model predictions. Because of the complexity of the model, these variables have not been included.
Additionally, the Caribbean region (3) shows the highest uncertainty from this analysis, figure 5.23.
The residuals from the regression analysis are presented by region, displaying the increased error
between the model and the surveillance incidence reports in the Caribbean region.
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Figure 5.23: Residuals of regression analysis of the model’s prediction errors.
Incidence by Municipality
The incidence rates per week by municipality are presented in figure 5.24. The left figure shows the
reports from the surveillance system in Colombia. A few important characteristics can be derived
from the graphs. The first cases were reported in warm areas that have similar annual temperatures.
The epidemic was limited to the warm regions of the country up to 2015, when the epidemic started
to spread to some municipalities with colder temperatures. In comparison, the model shares these
attributes, with the epidemic starting in the same region and spreading to cold areas after 2015. No-
netheless, the model over predicts the spread of the disease in warm areas. As discussed in the previous
section, this discrepancy can be attributed to limitations in the model or to the implementation of
vector control programs in the municipalities that were at risk.
The errors of cumulative incidence rates were also computed by municipality as shown in figure
5.25. It is possible to see that the error is focused on the Caribbean region (3) of the country, which
is in agreement with the department level analysis. Also, the errors caused by the existence of higher
case counts in the data compared to what was used in the model are focused in the Andean region
(1).
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Code Error Reports Model Population Region Temperature Area (Km2) NBI
17011 0.08 0 0 7363782 1 9.47 1876 9.20
17066 -20.44 0 20 925117 1 18.41 4203 17.47
17017 14.02 18 4 978342 1 19.26 8705 17.76
17025 33.90 37 3 2477036 1 18.09 26324 21.30
17054 93.47 198 105 1297951 1 20.64 25790 30.43
17063 -7.42 0 7 549662 1 17.06 2272 16.20
17068 -98.29 6 104 2010393 1 21.89 35995 21.93
17005 -39.03 7 46 6066003 1 22.92 74484 22.96
17073 91.18 108 17 1387621 1 19.85 28208 29.85
17015 -0.68 0 0 1267652 1 15.53 27268 30.77
17041 158.73 163 5 1083189 1 19.23 21355 32.62
17097 -0.10 0 0 41534 2 25.52 62256 54.77
17018 -3.47 0 3 447767 2 25.34 105351 41.72
17086 -0.12 1 1 326093 2 23.62 30353 36.01
17091 0.25 0 0 72017 2 25.84 127439 44.41
17094 -0.21 0 0 38328 2 25.97 82857 60.62
17095 -2.35 0 2 103307 2 26.83 64948 39.89
17013 -273.49 109 382 1980012 3 26.57 31742 46.60
17044 -40.67 120 161 818740 3 26.01 24584 65.23
17020 -173.56 13 187 966450 3 25.06 26926 44.73
17070 16.77 219 202 810664 3 27.40 12693 54.86
17008 -277.84 28 306 2314460 3 27.21 3977 24.74
17047 -137.07 65 202 1201501 3 24.53 27262 47.68
17023 -47.20 81 129 1582784 3 26.62 29436 59.09
17088 64.47 67 2 73320 4 27.00 2466 40.84
17085 14.87 22 7 325621 5 26.29 51952 35.55
17050 -11.99 1 13 870921 5 25.56 100198 25.03
17099 -19.81 0 19 63670 5 27.14 116597 66.95
17081 38.78 45 6 247541 5 25.14 27946 35.91
17027 -13.92 0 13 476149 6 25.14 56398 79.19
17052 -0.43 0 0 1639560 6 20.37 36034 43.79
17076 -23.08 14 37 4383277 6 21.14 24134 15.68
17019 0.36 1 1 1319120 6 19.31 36112 46.62
Table 5.11: Errors of prediction of cumulative incidence rates (per 10000 inhabitants)and the list of
covariates by department.
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Figure 5.24: Incidence cases by municipality reported by the surveillance system (Left) and predicted
by the model (Right).
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Figure 5.25: Error of reports (Individuals per 10000 inhabitants )- Model predictions (Individuals per
10000 inhabitants ) by municipality.
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5.5 Summary
In this chapter, the data used to calibrate the model was presented, as well as different strategies used
to calibrate it. A global optimization strategy was used to calibrate the model to the epidemic of one
municipality of the country that experienced an outbreak with a significant impact (Riohacha, Gua-
jira). These parameters were calibrated: the mosquito probability of infection, the human probability
of infection, and the diagnosis rate. The model fits closely to the surveillance reports of this Riohacha.
The performance to unfitted data was evaluated using 25 municipalities that experienced an out-
break of chikungunya at various levels. The model presents acceptable fit performance for around 60%
of the unfitted data. However, some municipalities’ epidemic are overestimated by the model.
The model was also setup to reproduce a similar epidemic in the entire country of Colombia.
Factors, such as the synchrony of the epidemic in different regions were captured by the model,
mostly for the Orinoqu´ıa and Pacific regions. Nonetheless, the model overestimates the cases in the
Caribbean region. These errors were analyzed using a regression model.
The coefficients of the regression model suggest that the socioeconomic factors and the precipitation
should be included in the model to improve its performance. Possibly, vector control programs were
implemented in reality, hence, pupae density was decreased in various regions. Including vector control
in the model can help to understand these differences.
Finally, the behavior of the model compared to the data raises the question of what vector programs
were implemented in the country. With this information, the model could be calibrated to represent
the actual distribution of the virus across the country. Unfortunately, information about specific vector
control strategies implemented in each region is currently unavailable. Nonetheless, it is possible to
analyze the impact of vector control strategies that were implemented in some municipalities like
Santa Marta (47001), where the initial growth rate agrees with the model’s output, but then suddenly
decreases.
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Chapter 6
Vector Control Strategies
Vector control is the only intervention currently available to control the spread of dengue and chi-
kungunya virus. In the case of dengue, multiple vaccine candidates are currently being developed and
a dengue vaccine is expected to be introduced in endemic regions in the short term. In regards to
chikungunya, there are no expectations for a vaccine in the near future. Consequently, the effective
implementation of vector control programs is crucial to decrease the impact of the ongoing chikun-
gunya outbreak in the region. As discussed in the previous chapter, multiple factors can affect the
transmission of chikungunya within a population. In this chapter, the previously exposed chikungun-
ya calibrated model will be used as a baseline for the comparison and evaluation of a vector control
strategy based on pupae reduction.
6.1 Santa Marta Case
The Santa Marta case is selected as an example of vector control interventions within an epidemic.
As shown in figure 6.1, the epidemic curve in Santa Marta is characterized by a sharp initial growth
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Figure 6.1: 100 simulations of the model for Santa Marta without implementing vector control pro-
grams contrasted to the surveillance reports. The model fits the initial growth rate but the data shows
a sudden decay that the model misrepresents.
83
rate, that is consistent with the model predictions using the calibration from Riohacha. However, after
week 10 of the simulation, the shape of the curves differ.
Experimental and theoretical curves agree in the initial phase of the epidemic, but the model
estimates a larger epidemic than the cases reported. The model’s peak is approximately twice as large
as the reports. Also, the model’s curve is considerably wider than the observed cases. The surveillance
reports show a duration of approximately 7 weeks when the slope of the epidemic curve tends to zero.
At week 17, the number of cases decrease drastically until low incidence is achieved at week 20. In
contrast, the FRED model curve continues growing to a peak of around 1600 cases reported a week;
followed by an exponential decrease until week 30.
Hence, there are multiple questions that arise from this scenario. First, could the model reproduce
the data when implementing vector control? If so, could the interventions have been improved to
obtain a significant reduction of reported cases? What is the impact of the different parameters in the
vector control strategies for the reduction of symptomatic cases? Also, what was the impact in terms
of reduction of symptomatic cases of the applied vector control strategies? In order to address these
questions, a vector control strategy was implemented into the model.
6.2 Vector Control Strategies in the Model
Contingency guidelines of the chikungunya virus advise to implement community based vector control
strategies in order to reduce the impact of the epidemic [44, 45]. Also, in Colombia the ministry of
health promotes the social mobilization with different campaigns and social media. The country’s
response focuses on the reduction of the Aedes population in risk areas, which are defined by previous
dengue epidemics [128].
Within the model, a community based strategy is implemented to reduce the immature states
of the pupae. The reduction is represented through the pupae density, based on the efficacy of the
intervention. Hence, a steady reduction in the adult mosquito population would be achieved as well.
The strategies begin after the number of weekly diagnosed cases exceeds a defined threshold.
Neighborhoods are enrolled at a constant rate in the vector control programs based on a determined
parameter called “recruitment rate”. The enrollment prioritize at-risk regions defined by occurrence
of infectious cases. Neighborhoods in the model are defined as 1Km2 regions. A proportion of esta-
blishments participate in vector control programs by each enrolled area. This proportion is defined as
the “participation rate”. Finally, the programs would be carried out until a stopping time is reached.
The parameters of the vector control strategies are listed below:
• Threshold [Cases per 10000 inhabitants]: After the threshold is exceeded in a municipality, the
interventions begin . If the threshold is exceeded by the capital of the department, the remaining
municipalities enroll immediately in the vector control programs.
• Recruitment Rate [ %area / day]:. When the simulation starts, areas delimited by 1Km2 are
classified as infectious or non-infectious areas. When the threshold of vector control is exceeded
in a municipality, a percentage of the area is covered starting daily with the infectious areas and
continuing to the non-infectious areas.
• Participation Rate [%places / 1Km2]: Inside each 1Km2 area, a proportion of places (hou-
seholds, schools, or workplaces) enroll in the vector control programs. The remaining places not
to apply vector control. The places are selected randomly.
• Efficacy [ %pupae reduction/place]: The steady state efficacy of the vector control strategy
that is to be used. This parameter may combine the efficacy of multiple interventions, such as
behavioral, biological or chemical.
• Stop Time [days]: The day when the interventions stop. After this, the pupae density inside
each location returns to the initial state.
84
Parameter Min Max Value Reference
Threshold 0 10000 18.979 Calibrated
Recruitment Rate 0 1 0.078 Calibrated
Participation Rate 0 1 0.8
Efficacy 0 1 0.8
Stop Time 0 - ∞ -
Table 6.1: Parameter values of the vector control programs adjusted from the literature and using the
Simplex Nelder-Mead optimization algorithm.
6.3 Calibration of Vector Control to Surveillance Data
The vector control parameter values are adjusted to represent the Santa Marta observations, using
values from the literature and a calibration algorithm. The participation rates and the efficacy of
reduction were set to 80% based on values obtained from the literature [129, 130, 131, 132, 133, 134,
135].
The threshold and recruitment rate parameters were calibrated using the same calibration al-
gorithm described in chapter 5, since data about these parameters were inconclusive. However, the
Colombian guidelines recommends applying control in a municipality immediately after a case is re-
ported in the health system, and covering the area as quickly as possible [128]. Finally, the stop time
was set to be longer than the simulation period, since there is no reason to believe that the vector
control strategies stopped within the period of the epidemic. The values of these parameters are listed
in table 6.1.
The model captures qualitatively the peak and shape of the data as shown in figure 6.2. However,
with this vector control strategy, the model is unable to reproduce precisely the growth and decay
rates of the incidence curves. Nonetheless, this approximate response can be used to explore the effects
of the different parameter’s values in the control strategy.
The parameter values estimated suggest that the control was implemented early in the epidemic
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Figure 6.2: 100 simulations of the model for Santa Marta implementing vector control programs
contrasted with the surveillance reports. The model fits the data better compared to the simulations
without vector control.
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Figure 6.3: Model simulation of Santa Marta with and without vector control strategies. The red
shade represents the cases overestimated by the model without including vector control. The blue
shade corresponds to the additional case counts estimated by the model with vector control.
with a fast requirement rate, causing a significant reduction in the reported cases as presented in figure
6.3. From the graph, it can be appreciated that the peak of the cases when implemented interventions
was reduced to half the estimated without vector control. Also, the initial growth rate of both curves
is similar, even a few weeks after the interventions are implemented. This shows that the interventions
effects are delayed even if they implemented early in the epidemic.
The interventions could have had a greater impact if implemented before the epidemic, because the
reduction of the mosquito population is delayed. Figure 6.4 shows how the mosquito population was
reduced after the interventions were implemented. A stable condition of the population is reached after
approximately 10 weeks of the beginning of the interventions. This suggests that the time of reaction
is very short in order to prevent the spread of the disease, specifically in Santa Marta. However, even
with this delay, the campaigns showed a positive impact on the population.
Approximately eight thousand diagnosed cases were prevented using vector control in Santa Marta,
according to the model comparison with the data. As shown in table 6.2, the model estimated 13,717
cases whereas 5214 cases were reported to the health system. In the total simulation period, the model
estimates a reduction of roughly six thousand reported cases.
Moreover, from the model results, almost 40% of the population in Santa Marta would be infected
by the chikungunya virus, even though a small fraction of these cases were reported. Although this is
a high estimate, without the vector control interventions the attack rate was estimated to be above
60%. Hence, the model estimates that around 20% of the population was protected by the vector
control programs. It should be noted that the underreporting proportion is an estimation from the
calibration process, it has not been measured in the city, hence these results could vary.
6.4 Impact of Parameters’ Values in the Vector Control Strategies
The five parameters of vector control are varied in order to observe their effect on the epidemic curve.
This can help to determine critical parameters to optimize future vector control programs.
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Figure 6.4: Mosquito population when applying vector control. The red dashed line represents the
introduction time of the interventions.
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Figure 6.5: Estimated Attack Rate of the chikungunya epidemic in Santa Marta with and without
vector control.
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Threshold
The threshold of the introduction of interventions was varied from 1 to 500 cases per 10000 inhabitants.
For each value of this parameter, the percentage of reduction was calculated as:
%Reductionth =
∑
t Csbaseline(t)−
∑
t Csth(t)∑
t Csth(t)
× 100
Where th: threshold ∈ {1, 2, ..., 500}, Cs: Diagnosed cases.
As seen in figure 6.6, the percentage of reduction decreases exponentially when the threshold
increases. The model estimates a 70% in reduction of cases when the threshold is set to 1 (cases/10,000
people). Also, this analysis shows that the impact of the interventions is reduced to 20% when the
threshold is set to 90 (cases/10,000 people). After 200 (cases/10,000) the scenario with vector control
produces similar results than without vector control.
This analysis also shows how the shape of the curve varies with different values of the threshold
parameter. When the threshold is low, the peak is low as well, but the shape of the curve is wider.
While, narrow curves are obtained when the threshold is set to high values. This could be beneficial
for the health care system, because a curve that is more spread means that the cases are distributed
within the period, hence fewer number of cases are reported weekly, allowing the health system to
provide more access to new infection cases.
In general, the faster the interventions are implemented the higher the percentage of reduction.
Also, the benefit from this type of vector control is null after the epidemic has reached values around
200 cases/ 10,000 per week.
Scenario Total Symptomatic Cases
Reports 5214
Model without control (Data period) 13717± 1681
Model without control (Total simulation) 14805± 1974
Model with control (Total simulation) 8866± 1306
Table 6.2: Total count of cases reported by the surveillance system in Santa Marta and predicted by
the model.
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Figure 6.6: Variation of the threshold of cases to start the intervention programs. The figure at the left
represents the percentage of reduction in symptomatic cases when varying the threshold to initiate
vector control interventions. The figure at the right shows the different curves produced with the
multiple threshold values.
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Recruitment Rate
The benefit of increasing the recruitment rate shows a saturation effect around the estimated value, as
presented in figure 6.7. The recruitment rate was modified from 0.0001 (0.01% of total area covered
per day) to 0.2 (20% of total area covered per day). The percentage of reduction was calculated
in a similar way than for the threshold variations. It should be considered that this vector control
strategy gives priority to infectious neighborhoods. Hence, these results suggests that the recruitment
rate is important to cover infected areas, but the incremental benefit is minimal when protecting
noninfectious areas.
The interpretation of this parameter is also linked to the value of the threshold of cases that initiates
the interventions. Due to the early implementations of the interventions, high speed recruitment is
not relevant. However, when larger areas have been infected, the recruitment rate would need to be
higher in order to control the epidemic. This also indicates that interventions implemented early can
be effective at a small recruitment rate. For instance, preventive measures can benefit the population
when they focus on previously identified risk areas.
 0
 5
 10
 15
 20
 25
 30
 35
 40
 45
 0  0.05  0.1  0.15  0.2
%
 R
ed
uc
tio
n
Recruitment Rate
Baseline Vector Control
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
 0  10  20  30  40  50  60
Sy
m
pt
om
at
ic 
Ca
se
s
Simulation Weeks
Recruitment > 0.078 
Recruitment < 0.078 
Baseline Vector Control
Figure 6.7: Variation of the recruitment rate of the intervention. The figure at the left represents the
percentage of reduction in symptomatic cases when varying the recruitment rate. The figure at the
right shows the various curves produced with the multiple recruitment rate values.
Participation Rate
As presented in figure 6.8, 12% more cases are reduced the participation rate is set to 100%. This
parameter was modified from 10% to 100% suggesting a linear correlation between the percentage
of reduction and the participation rate with a positive slope of around 0.5 reduction per increase in
participation rate.
Efficacy
Figure 6.9 shows the correlation between the reduction of cases and the values of efficacy, varied from
10% to 100%. The results suggest that it is necessary to have efficacy values above a threshold of
50% to obtain a significant reduction in reported cases. Above 60% of efficacy, the reduction of cases
follows a rectilinear shape with a positive slope of 1.75 [%reduction/%efficacy].
These results portray the importance of implementing interventions that effectively reduce the
pupae population, since the reduction of cases is null for values under 50% of efficacy. The model’s
results suggest that control programs should verify the efficacy of the strategies at different times of
the intervention in order to ensure significant reduction.
However, these results are limited to the baseline scenario, in which the interventions were imple-
mented once the epidemic initiated. Further estimations are necessary to evaluate the required efficacy
in other scenarios, such as preventive control. Also, this analysis elucidates the sensitivity of the mo-
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del’s response to variations in the efficacy parameter. The model would benefit from the ability to
obtain measurements of this parameter in the vector control programs implemented in Santa Marta.
Stop Time
The model suggests that the reduction of cases is insignificant when the control programs are ceased
in the early stages of the epidemic, figure 6.10. The model was simulated using various lengths of the
interventions, from 60 to 700 days. A constant migration of infectious agents was included to simulate
possible re-invasions of the virus.
Secondary epidemics are produced when the interventions are stopped after the peak of the first
outbreak, i.e. around 20 simulation weeks. The peak of these epidemics are smaller than the scenario
without vector control. This suggests that the programs should be implemented even after the epidemic
has passed in order to prevent new infectious cases.
From the above parameters, the threshold parameter showed the highest impact in reduction of
cases. Initiating the interventions early in the epidemic showed an improvement 30% in reduction of
cases, compared to the baseline scenario. Further, the benefit in reduction of cases is minimal when
the interventions are implemented after a threshold of 200 [cases per 10,000] is reached.
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Figure 6.8: Variation of the recruitment rate of the intervention. The figure at the left represents the
percentage of reduction in symptomatic cases when varying the participation rate. The figure at the
right shows the different curves produced with the multiple participation rate values.
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Figure 6.9: Variation of the recruitment rate of the intervention. The figure at the left represents
the percentage of reduction in symptomatic cases when varying the efficacy of the interventions. The
figure at the right shows the different curves produced with the multiple efficacy values.
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Figure 6.10: Variation of the stop time of the intervention programs. The figure at the left represents
the percentage of reduction in symptomatic cases when varying the stop time. The figure at the right
shows the different curves produced with the multiple parameter values.
After analyzing the impact of the parameters related to vector control strategies in the model, it is
possible to remark that the threshold showed the highest impact in terms of reduction of symptomatic
cases. Improving the start of the programs could benefit significantly the population at risk. Also, star-
ting the vector control programs late in the epidemic does not show significant benefit. Improving the
control programs by implementing them early in the epidemic would also mean that the recruitment
rate could be slower, consequently, less economic effort would be needed.
The participation rate and efficacy values showed a linear correlation with the reduction of cases
around the calibrated point. However, significant reduction of cases was obtained for efficacy values
above 60%. Control programs should measure this parameter to assess the effectiveness of the inter-
ventions. Also, values of the pupae reduction efficacy in Santa Marta control programs would benefit
the model’s calibration and estimations.
The goal is to analyze the effect of implementing vector control strategies in the entire country.
The calibrated vector control program for Santa Marta was implemented in different municipalities in
order to evaluate which municipalities should be the focus when assigning resources for vector control.
6.5 Vector Control Strategies at National Level
From the 1121 municipalities of Colombia, 770 register annual temperatures above 18oC. These mu-
nicipalities allow the development of the aedes aegypti , and therefore the transmission of dengue or
chikungunya. As mentioned previously in chapter 2, a subset of 342 municipalities reported a den-
gue outbreak in the 2010 epidemic, compared to 105 municipalities with chikungunya. The focus
of this section is to evaluate the benefit of focusing a vector control intervention in diverse sets of
municipalities, based on dengue and chikungunya risk.
Scenario Symp.Cases (Data Period) Symp. Cases (Total) Error (%)
No vector control 239620 ± 26896 1138129 ± 81337 47
All municipalities in vc 122120 ± 15967 481886 ± 38218 -24
Municipalities with dengue epidemics 158319 ± 18847 650662 ±42945 -2.76
Municipalities with chik epidemics 162704 ± 15993 945735± 61269 -0.06
hline 342 Random municipalities 211012 ± 26467 942552 ± 74532 29
105 Random municipalities 227609 ± 19840 1088670 ± 59435 39
Capital Cities 179386 ± 24187 899492 ± 65436 10
Table 6.3: Multiple scenarios of vector control. Error = (Model - Data)/Data * 100.
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Figure 6.11: Cumulative symptomatic incidence in Colombia.
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Figure 6.12: Symptomatic Incidence curves of different control scenarios in Colombia.
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A total of seven different scenarios were simulated as summarized in table 6.3: no vector control,
vector control implemented in all the municipalities with temperatures above 18oC, vector control
in the 342 municipalities with previous dengue epidemics, vector control in the 105 municipalities
where chikununya outbreaks have been reported, vector control in 342 random municipalities, vector
control in 105 random municipalities, vector control only in the capital cities of the 33 departments
in Colombia. These simulations were undertaken for 500 days in order to cover the full extent of the
epidemic.
A reduction of around 40% in the total reported cases is achieved when focusing the interventions
in the set of dengue municipalities. More than 600 thousand cases are reported in total using this
intervention, compared to approximately 1.1 million cases reported without vector control. In contrast,
when selecting 342 municipalities at random, the total reduction is around 17%. In a similar manner,
a reduction of 17% is achieved when the interventions are implemented in the 105 chikungunya
identified municipalities. While less than 5% of cases are prevented, when distributing the vector
control program efforts in 105 random selected municipalities. In addition, focusing the efforts in only
capital cities reduce the incidence in symptomatic cases in around 22%.
Implementing the control programs in municipalities with previously detected dengue epidemics
shows the largest benefit of the focused interventions. In comparison, 57% of cases are prevented
when all the municipalities above 18oC are selected for vector control. This suggest that the if there
are enough resources, the control programs should cover the entire territory that has ideal climate
conditions for aedes aegypti development. In contrast, if the resources are limited, the control programs
can be focused in dengue identified areas.
In addition, the model suggests that any structured program benefits the population more than
an unstructured programs. The unstructured programs showed the smaller reduction of cases of the
seven simulated scenarios. Even focalizing control interventions in capital cities provide larger benefit
that any of the scenarios with random selected municipalities.
According to the model’s results, the data shows that vector control strategies have been imple-
mented in the country. As presented in figure 6.11, the cumulative cases are closer represented by
scenarios with focused interventions. However, comparing the time series of the data and the model,
the data adjusts closer to the curve of the vector control in all the municipalities, as shown in figure
6.12. It should be noted that, lacking from real data, the interventions simulated are a hypothetical
scenario where all the municipalities implemented the same actions implemented in Santa Marta. This
introduces unquantified uncertainty that can affect the results.
When comparing the dengue and chikungunya focused vector programs presented in figure 6.12,
the incidence curves have the same growth rate up to week 25. After this, the virus spreads to
areas unprotected by the chikungunya focused control strategies, whereas dengue focused programs
significantly prevents the spread of the epidemic to this regions. The impact of the program selecting
342 municipalities randomly to implement vector control is compared to the impact of the chikungunya
focused programs with only 105 municipalities. This highlights the significance of focusing vector
control strategies when the resources are limited.
The model follows closely the data for the first two weeks, as discussed in chapter 5. However, after
week 20 the data drops down. It is qualitatively more similar to the model when implementing vector
control, but their trend disagree. In order to understand this behavior, the data and the model are
contrasted by different regions in the following section. However, the analysis presented in this thesis
is constricted to the unavailability of real data about the control programs implemented in Colombia.
Incidence by Regions
In order to examine the synchrony of the epidemic through the diverse geographical regions of the
country, the incidence by week over the six different regions is presented below.
Andean region
The time series from the surveillance reports and the model’s results for the seven scenarios in the
Andean region are compared in figure 6.13. The figures show a delay of around 10 weeks of the
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Figure 6.13: Model and reports incidence curves for the Andean region in Colombia. Top left figure
compares the model and the data in the data period. Top right figure displays the data and the model
for the whole simulation period. Bottom figure presents the model compared to the data delayed 9
weeks.
model’s results compared to the data. This disparity can be attributed to the fact that the model
assumes a single introduction of infectious cases on the Caribbean region. The Andean region can
have experienced other introductions of the virus from outside of the country that are not represented
by the model.
As presented in figure 6.13, when the data is delayed 9 weeks it is represented closely by the
scenarios of vector control in dengue municipalities and in all the municipalities. Although, the model
overestimates the magnitude of the curve in both scenarios. The remaining control programs show
insignificant benefit in the reduction of cases in the Andean region. The improvement of fit to the
data using vector control suggests that vector control programs were implemented in this region.
Amazon region
The incidence reports and model’s response for the Amazon region are illustrated in figure 6.14. The
incidence of chikungunya is low in both, the model and the reports. Less than one case per 10,000
inhabitants per weak have been reported in this region. The model’s results for the study period also
show low incidence values. This coherence suggest that in the model and reality the number of contacts
of this region with the others are low. Hence, the disease is delayed considerably to this region.
The model’s response shows how the impact of chikungunya is affected only by those campaigns
where dengue all the municipalities participate in vector control. Vector control programs focused on
the municipalities with chikungunya affects the region with a similar magnitude than the scenario
without vector control. While vector control programs focused on dengue municipalities reduces at
least three times the impact of the epidemic in the population. Nonetheless, the number of data points
are insufficient to assess the model’s predictive value in this region.
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Figure 6.14: Model and reports incidence curves for the Amazon region in Colombia. Top left figure
compares the model and the data in the data period. Top right figure displays the data and the model
for the whole simulation period. Bottom figure presents the model compared to the data delayed 9
weeks.
Caribbean region
Figure 6.15 illustrates the comparison between the data and the model’s simulations for the Caribbean
region. None of the vector control strategies in the model reproduce the reports of this region. Although
the scenario of all the municipalities participating in vector control follows closely the data up to week
15. After week 15, the data follows a continuous decay, while the number of cases estimated in the
model increases up to week 25, where a constant decrease characterizes the curve.
As discussed in chapter 5, the Caribbean region is described by heterogeneous dynamics that the
model is unable to reproduce without additional information. For instance, the model without vector
control was calibrated using data from Riohacha, a municipality from this region. Also, the vector
control programs were fitted using data from Santa Marta, another municipality from this region.
Even including vector control, the model overestimates the impact in other municipalities such as
Barranquilla. This suggest the implementation of heterogeneous vector control programs over this
region, where some municipalities applied vector control before the epidemic, some others applied
vector control in the epidemic and others did not apply vector control programs.
Another feature of the results shown in figure 6.15 is that the chikungunya and dengue focalized
interventions have similar impact in the reduction of cases. Although, both are considerably higher
than the scenario with all the municipalities enrolled in vector control. This, reinforces the idea that
regions at risk of dengue are a reasonable predictor of chikungunya epidemics, and that when resources
are limited their distribution in dengue areas maximize the reduction of cases. Also, randomized
selection of the municipalities for chikungunya and dengue have minimum impact in the transmission
dynamics of this region.
Insular region
The Insular region is composed by islands that are mainly disconnected from the country. Because
of this, it is difficult to account for all the connections with the rest of the country. Also, it is a
small region with a total population of 70 thousand people, compared to the Andean region that has
around 24 million inhabitants. As seen in figure 6.16, the cases reported in the surveillance system
include multiple weeks with zero values. Since there is not a clear trend of transmission, it is difficult
to formulate a comparison within the model. Also, the reports omit the information of autochthonous
cases and imported cases.
The chikungnuya transmission in this region is unaffected by dengue focused interventions. Because
of the separated transmission dynamics from the rest of the territory, the epidemic is influenced by
interventions that include all the municipalities, capital cities, or previously identified chikungunya
areas, because these strategies involve municipalities from the region.
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Figure 6.15: Model and reports incidence curves for the Caribbean region in Colombia. Top left figure
compares the model and the data in the data period. Top right figure displays the data and the model
for the whole simulation period. Bottom figure presents the model compared to the data delayed 9
weeks.
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Figure 6.16: Model and reports incidence curves for the Insular region in Colombia. Top left figure
compares the model and the data in the data period. Top right figure displays the data and the model
for the whole simulation period.
Orinoqu´ıa region
Time series of incidence rates in Orinoqu´ıa are presented in figure 6.17. The model appropriately
describes the introduction of the virus in this region when compared to the data. This synchrony
suggest that the travel model captures appropriately the connections between for this region. Also,
the magnitude of the cases are reconstructed by the model for various scenarios. However, it is difficult
to assess the validity of the model since the data points represent early stages in the epidemic.
The data follows closer those scenarios of the model without vector control programs implemented
in the region. This suggests that no vector control programs have been implemented in this region.
For this scenario, the model estimates a total of 56,545 diagnosed cases in the region. This figure
is reduced in the model when vector control programs are simulated. From the seven scenarios, all
the municipalities participating in vector control and dengue focused programs showed the largest
reduction in cases.
In fact, the scenario with dengue focused interventions reduces the impact of chikungunya in this
region by approximately 50%. In total 24,342 cases are obtained with this strategy while 20,386 cases
are obtained when all the municipalities participate in vector control. Future data availability will help
to assess the goodness-of-fit of these predictions, and to understand the real interventions implemented
in the region.
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Pacific region
Figure 6.18 illustrates the time series comparison between the surveillance reports and model’s esti-
mations for the Pacific region. The start of the epidemic is captured closely by the seven scenarios
simulated, suggesting that the contacts of this region are reproduced correctly by the model. The
magnitude of the epidemic is also represented by the model for the 24 weeks of reports.
Compared to the data, the model’s output agrees with the data for the scenarios with vector control
focused on dengue municipalities and all the municipalities of the territory. This result suggests that
this region has implemented similar vector control programs than those simulated. Also, the response
of the model with vector programs focused on dengue municipalities is qualitatively the same as when
all the municipalities are included in the interventions.
The model estimates that focusing the interventions in dengue regions, reduce the impact of the
chikungunya in more than 55%. A total of 214 thousand cases are estimated without vector control
actions. While 96 thousand cases are predicted when interventions based on dengue municipalities
are implemented in the region, compared to 76 thousand cases produced when all the municipalities
participate in vector control.
In general, the model estimates the initial growth of the incidence rates reported in the six regions
of the country. Particularly for the Orinoqu´ıa and the Pacific regions. While the Andean region is
represented with a delay by the model of vector control in all the municipalities. The Caribbean
region presents complex heterogeneous intervention programs that are not captured by the model,
hence the predictions of the model after the initial growth rate differ from the observations.
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Figure 6.17: Model and reports incidence curves for the Orinoqu´ıa region in Colombia. Top left figure
compares the model and the data in the data period. Top right figure displays the data and the model
for the whole simulation period.
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Figure 6.18: Model and reports incidence curves for the Pacific region in Colombia. Top left figure
compares the model and the data in the data period. Top right figure displays the data and the model
for the whole simulation period.
97
Figure 6.19: Heatmaps of incidence rates by municipalities for seven different scenarios.
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Incidence by Municipalities
In figure 6.19, seven heat maps describe the distribution of the virus across the country. For each
column, the color of each pixel represents the incidence rate for a municipality (rows) reported in
a specific week. The municipalities are organized from cold to warm areas using the average annual
temperature.
In all the scenarios simulated the virus spreads through the warm regions before spreading to the
cold regions. Also, it can be seen in all the simulations, that the temperature limits the transmission
of the chikungunya virus, since cold areas in the bottom of the figure are considerably less affected
than warm areas.
Vector control strategies applied in all the municipalities at risk are the most effective in the tempe-
red climate municipalities. Also, the transmission in the warmer municipalities is partially reduced. In
comparison, the interventions focused on dengue municipalities reduce transmission in the temperate
municipalities, but the warmer municipalities are insignificantly affected.
A characteristic noticed in the dengue strategy is that the length of the epidemics in the temperate
regions are the same than without vector control. In contrast, the length of the epidemics when
applying vector control in all the municipalities, are characterized by a shorter duration.
It is also notable that the rest of the strategies do not reduce significantly the impact of the
epidemic on any region. Supporting the point that limited resources should be distributed to the 342
identified municipalities with previous dengue epidemics.
6.6 Summary
In this chapter, the vector control strategies focused on pupae reduction were implemented in the
model and calibrated to the specific case of Santa Marta.
Five parameters affect the dynamics of these vector interventions. The importance of these parame-
ters was assessed performing a parameter sweep from the baseline scenario calibrated to Santa Marta.
The number of cases reported per week to initiate the vector control strategies, named as ’threshold’,
affects the model significantly. This effect suggests that starting the vector control programs early, or
before the epidemic manifests itself, provides a significant reduction on the total cases reported in the
health care system.
More information about the specific efficacy and participation rate of the vector control programs
can provide the model with better estimates of the probable reduction of cases when applying vector
control. Also, the model’s results show that these interventions should be implemented for as long as
possible in order to prevent re-invasion of the virus in the population.
National epidemics were simulated applying seven different scenarios of vector control. The results
for focused interventions on risk areas are comparable in magnitude to the number of cases repor-
ted in the surveillance system. This could be an indication that there are vector control strategies
implemented in the country. However, in order to assess the impact of the vector control strategies
implemented in the country, more data is needed with the specifics of the different parameters affecting
the strategies.
In general, the model captures properly the synchrony and magnitude of two out of the six regions of
the country (Orinoqu´ı and Pacifico). The Amazon region did not report enough cases in the data period
to compare with the model. The reports for the Insular region are noisy and difficult to compare. Also,
the travel model implemented for the country was insufficient to represent the importation of cases in
the Insular region. The model represents the magnitude with reasonable error for the Andean region,
however the model showed to be out of synchrony. This error can be attributed to the transportation
model, or simultaneous importation of cases into this region from international territories.
The Caribbean region could not be represented by the model by any of the interventions simulated.
This suggests a complex distribution of the vector control programs that are not captured for the
model. For instance, high income municipalities have the ability to implement more effective vector
control than low income municipalities. More data would be needed to capture this phenomenon in
the model.
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The simulations’ results elucidate that dengue municipalities are a reasonable predictor of chikun-
gunya epidemics. This agrees with the Colombian recommendations for vector control. Hence, these
regions should be prioritized when distributing resources for vector control. Nonetheless, the vector
control strategies simulated in the country were implemented after the epidemic was sparked. Preven-
tion of these epidemics could be achieved if vector control strategies were implemented with consistent
effort before the virus is introduced in a region.
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Chapter 7
Conclusions and Future Work
This thesis presents a model designed to reproduce vector-borne disease dynamics, and to evalua-
te and optimize vector control interventions, particularly for dengue and chikungunya. A large-scale
agent-based model was designed using the FRED platform developed by the University of Pittsburgh.
The model represents transmission between mosquitoes and humans through realistic populations.
Specifically, the model was implemented to represent chikungunya transmission in Colombia. Since
chikungunya is a new virus in Colombia, a comparison was performed to analyze dengue epidemics
using historical reports of both diseases. Municipalities and departments were classified based on their
exposure to these diseases. From this, a synthetic population of Colombia, based on census data, was
developed. Both demographic and geographic characteristics of the country are represented by the
synthetic population. The synthetic population also includes basic activities of the population, such
as going to work and school. Using the data, the model was calibrated by applying parameterization
algorithms. The model was tested and accurately reproduces the chikungunya dynamics in multiple
municipalities. Also, vector control strategies were implemented in the model using five extra para-
meters. These strategies were calibrated according to the historical data of chikungunya, where the
data suggests that vector control actions have the greatest effect. Variations in the parameters were
proposed to optimize the control programs. The duration of the intervention was proven to be a cru-
cial parameter, resulting in an increase in the program impact. Finally, vector control programs were
presented that focus on regions at risk.
Historical surveillance reports for dengue and chikungunya were analyzed to understand the trans-
mission characteristics and similarities between the two diseases. Each department was classified using
the wavelet spectrum of dengue incidence for the period between 1997 and 2010. After four groups of
departments were identified and analyzed,a geographic correlation between dengue and chikungunya
was observed. . Areas at risk of dengue also predicted chikungunya epidemics; in fact 65% of the
municipalities with chikungunya experienced dengue in the 2010 epidemic. Municipalities were also
classified based on their time of exposure to dengue and chikungunya using data from the largest,
most recent, epidemic. Most municipalities at-risk for chikungunya were found as clusters with a short
transmission time of dengue. Also, chikungunya epidemics are expected to have a greater impact on
the country than dengue, since most of the R0 computed for the chikungunya epidemics were hig-
her than dengue. Furthermore, a multivariable analysis of variance showed that temperature defines
dengue transmission, while chikungunya has been more affected by precipitation.
A synthetic population was generated to represent the demographic and geographic characteristics
of Colombia. A sample of the census data, available from the IPUMS database, was used to represent
the population of each municipality in the country. The General Iterative Proportional Updating
algorithm was used to match the individual and household attributes of the population, while also
maintaining the population distribution estimated by the census. The age-structure of the population
was assessed using the χ2 goodness-of-fit measure. Most of the municipalities had an acceptable fit
according to this criterium. The number of students and workers were also fitted to represent census
estimates. Households were located using population density grids from the WorldPop project, land-use
grids from the GRUMP project, and geographical point locations obtained from the OpenStreetMap
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project. The correlation of the synthetic population and the WorldPop density grids was computed
showing acceptable values for most of the territory. Additionally, geographic locations were assigned
to schools and workplaces based on the density of students and workers, respectively. Information from
OpenStreetMap was also used to locate these structures. Students were assigned to schools based on
proximity and availability for a specific grade,while workers were assigned to workplaces based on
commuting times that were translated to a commuting distance using an average speed of commuting.
Capacities of workplaces were obtained from the census; whereas, capacities for schools were artificially
created for each municipality. This synthetic population constitutes an input for the disease model,
in order to reproduce epidemics as realistic populations.
In the model, the transmission of the virus is accredited to contacts between humans and mosqui-
toes. Humans are represented by agents with characteristics assigned from the synthetic population.
Hence, agents are assigned to households, neighborhoods, workplaces or schools. Agents perform daily
activities in these places where mosquitoes can be present, depending on climate conditions. The mos-
quito density in each location depends on the annual temperature and the number of hosts. Mosquitoes
were represented by a population model with three different health status: Susceptible, Exposed or In-
fectious. Transmission of the virus occurs in places with infectious agents and susceptible mosquitoes,
or with susceptible agents and infectious mosquitoes. Human’s evolution of the disease was represented
by four compartments: Susceptible, Exposed, Infectious, and Recovered. The combination of detailed
activities, climate conditions, and virus transmission allows the model to reproduce epidemics with
high resolution geographic and demographic characteristics. The variation of these climate conditions
was explored as well as the change in the initial conditions of the model. Additionally, a gravity model
was implemented to represent long-distance travel that contributes to the spread of the virus through
the country.
The model’s parameters were adjusted to represent the chikungunya epidemic reported by the city
of Riohacha, Guajira in 2014-2015. Eleven parameters of the model were adjusted to values found in the
literature. Disease specific parameters were obtained from dengue studies, due to the lack of research
on chikungunya. Three more parameters specifically related with disease transmission were calibrated
using a global approach of the simplex Nelder-Mead algorithm. The reporting rate was estimated to
be 1 out of 18 infectious cases, this is a low reporting rate considering that the symptomatic rate for
chikungunya is estimated to be around 75%. Further research in this parameter should be conducted
to contrast the model results. The calibrated model’s results contrasted with surveillance reports of the
recent chikungunya epidemic for 25 municipalities. From these, 15 municipalities showed an acceptable
fit. This comparisons suggested that interventions were implemented in some of the municipalities
where the model overestimated the incidence of chikungunya. Moreover, national-scale epidemics were
simulated in the model attempting to reproduce the surveillance reports of chikungunya. The model
adjusted the data for the first stages of the epidemic, but the data showed a drastic decline that the
model was unable to reproduce. A conclusion is that the discrepancies between the model and the data
are mostly affected by socioeconomic factors, specially in the Caribbean region. These socioeconomic
factors could imply constant vector control in wealthy areas that could yield to heterogeneous density
of the mosquitoes in different municipalities.
The final chapter of this document presented a methodology to identify and optimize the impact
of parameters involved in vector control strategies. A vector control strategy was implemented in the
model based on pupae reduction by location. Five parameters were defined to describe this strategy:
threshold of introduction, participation rate, recruitment rate, efficacy, and stop time. These parame-
ters were adjusted to represent the epidemic reported in the city of Santa Marta, Magdalena, using
values found in the literature and the simplex Nelder-Mead algorithm. The number of cases prevented
by vector control were calculated for Santa Marta. Also, the parameters of the vector control strate-
gies were modified, and the benefit of improvement in each of these was calculated in terms of cases
prevented. The threshold to start the interventions showed to affect produce the largest number of
cases prevented when set to low values. Lastly, vector control strategies were implemented in multiple
scenarios for national-level epidemics. The prevented cases were quantified for each of these scenarios.
Strategies that prioritized dengue municipalities showed a similar reduction than when the strategies
were applied in the entire country. The time series of the data adjusted better for the scenarios with
vector control, suggesting that control actions have been implemented in the country. More knowledge
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about these strategies can improve the model’s estimates.
The main conclusions of this dissertation are drawn as follows. In the second chapter, the dengue
and chikungunya epidemics were compared. Important results are:
• Geographical patterns were found for dengue transmission using the Maximum Covariance
Analysis to classify signals based on their frequency spectrum generated by wavelet analysis.
• The municipalities that have experienced dengue in the past epidemics can be considered at risk
of chikungunya. 65% of the municipalities with chikungunya epidemics experienced dengue in
the 2010 epidemic.
• Dengue and Chikungunya municipalities were classified based on their epidemic peak time. A
multivariable analysis of variance showed that temperature influences dengue transmission. For
the analysis period, chikungunya clusters showed that chikungunya first epidemics have been
limited to regions with homogeneous temperature values.
• The reproductive numbers of the chikungunya epidemics were calculated using the initial growth
method. The chikungunya epidemics are characterized by higher reproductive numbers than
those reported in the 2010 dengue epidemic. Consequently, the impact of the chikungunya is
expected to be higher than the largest dengue epidemic reported in last two decades.
In chapter three, a synthetic population to represent the Colombian population was proposed.
• A methodology to represent synthetic populations using open-access databases was presented.
The synthetic population matches individual, household and population characteristics based
on micro-data samples and census estimates.
• The synthetic population proposed matches demographic and geographic characteristics of the
population. The χ2 test was used to assess the age structure of the population by municipality.
Spatial correlation metrics were used to verify the correlation between the synthetic and the
WorldPop population density.
• Synthetic workers were assigned to locations based on commuting times instead of proximity.
This reproduce more realistically the population mobility.
• A conclusion from this work is that better quality data are needed to generate more reliable
synthetic populations. Various inconsistencies were found in the census databases. Important
information such as schools capacities are omitted in the open-access databases.
The synthetic population was used as an input for the agent-based model. Main conclusions from
this step are:
• A large-scale agent-based model was proposed using compartmental representation of mosquitoes
and individual humans. The model represents transmission between mosquitoes and humans
including temperature effects.
• Intercity spread of the virus was represented using a gravity model calibrated to flight data. The
model was used to represent missing connections from the air travel database.
• The model represents the effect of the initial immunity status in the population. These immunity
levels determine the impact of the epidemic in a population and the incidence’s age-structure.
• Some of the parameters in the model have been measured for dengue disease. However, to the
authors’ knowledge, these parameters are not available for chikungunya in the same extent.
The model was calibrated to represent real epidemics’ dynamics of chikungunya in Riohacha, Guajira.
Some conclusions drawn from chapter 5 are:
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• The parameters of the model were adjusted to represent the dynamics of the disease in one muni-
cipality. None of the calibration attempts produced reasonable adjustments with high reporting
rates. Hence, the model can be misrepresenting some characteristics of transmission, or the
quality of the data underrepresented the impact of chikungunya in the population. Serological
studies can be implemented to conclude a value about this parameter.
• The model can reproduce epidemics in various municipalities. And it can be adjusted to represent
specific cases of interest.
• However, some municipalities’ dynamics were reproduced poorly by the model. This suggests
that temperature itself cannot reproduce the heterogeneity of transmission in the entire country.
• Errors of prediction were analyzed by additional covariates such as temperature, socioeconomic
status, precipitation, population, etc. Using a regression model in the error, the most significant
sources of error seem to be the precipitation and the socioeconomic status. Most of this error
was present in the Caribbean region of the country.
• The analysis of the cases by municipality suggest that the model overestimates the incidence of
chikungunya in warm municipalities while it approximates to the incidence in temperate and
cold municipalities.
• These differences suggest that the model should include socioeconomic structure in the popula-
tion to represent the difference in the transmission over low income and high income areas. This
could be related with the pupa density since low-income areas would allow different artificial
containers of water that can favor the reproduction of the mosquitoes.
The last chapter of this document presented the vector controls strategies included the model.
Some conclusions from this chapter are:
• The sensitivity analysis of the intervention’s parameters showed the importance of the time of the
introduction of the interventions. Interventions applied late in the epidemic generate null benefit
in the population. This supports the idea that structured preventive programs are important
to reduce transmission, whereas the impact of responsive strategies to sudden epidemics are
limited.
• The efficacy of the interventions presented a minimum threshold to prevent significant amount
of cases. Measures of the present programs will improve model’s predictions.
• Focused control programs in municipalities at risk of dengue showed a larger reduction of cases
compared to randomly distributed strategies.
• The model quantified the number of possible cases reported without vector control programs. The
comparisons with the data suggest that vector control have heterogeneously been implemented
across the country.
7.1 Original Contributions
To the authors’ knowledge some of the results obtained from this thesis are new contributions to the
field:
• A synthetic population was designed and validated to properly represents the demography,
geography, and individual activities of the population in Colombia.
• A Large-scale agent-based model was proposed and calibrated to reproduce chikungunya dyna-
mics in Colombia. This is the first study that represents vector-borne diseases in large popula-
tions and that attempts to calibrate it to represent national-scale epidemics.
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• The burden of chikungunya disease was estimated in this thesis. This is the first study that
evaluate the number of cases prevented in municipalities that implemented vector control.
• An evaluation of the parameters that describes the vector control strategy implemented in the
model was performed. This is the first study that quantify the effect of different types of a vector
control strategy on the chikungunya spread.
7.2 Future Work
Dengue and Chikungunya epidemics were compared using surveillance reports of the 2010 dengue
epidemic and the current chikungunya epidemic. This analysis was performed for the initial stages
of the chikungunya epidemic. This cluster analysis can be applied to further available data for both
dengue and chikungunya diseases. Also, alternative approaches may enhance the knowledge of the
transmission dynamics of these diseases. Furthermore, dynamic analysis of this data can provide
useful information about the transmission specifics of these diseases in Colombia. For instance, time
series of dengue and chikungunya reported cases can be compared to climate conditions variable in
time.
A synthetic population that matches demographic and geographic characteristics was proposed
and validated. Socioeconomic variables were not included due to the lack of data. The inclusion of
these variables would allow more sophisticated analysis in the study of epidemics, and other possible
implementations of the synthetic population. Also, the composition of places was restricted to hou-
seholds, neighborhoods, schools, and workplaces. Future versions of the synthetic population might
include Hospitals, Military bases, Parks, Churches, Malls, among other locations that congregate large
groups of people.
In addition, individuals were enrolled to schools and workplaces based on distance measures. Ho-
wever, this algorithm ignores other types of geographic and socioeconomic variables. For instance,
school enrollment is usually influenced by income-level. Other future geographic variables may include
presence of waterbodies or mountains that discourage people to attend to places apparently close.
The model represents specific characteristics about the Colombian population using age-structure
population, temperature, and human mobility. However, comparisons with the surveillance reports
showed that additional variables as the socioeconomic factors should be included to represent the he-
terogeneity in chikungunya transmission across the country. Additionally, the inclusion of geographic
factors to improve the travel model would improve the model’s representation of the disease transmis-
sion dynamics.
In the model, the mosquito model is presented using a compartmental model for each location
that includes pupae and, susceptible, exposed, and infectious mosquitoes. The pupae development to
adult mosquito is simplified using development rates values for different temperatures. Development
of more complex models to represent the mosquito development stages would allow to understand
better dengue and chikungunya transmission and, to investigate various control strategies.
Additional information about chikungunya parameters would benefit the model’s calibration. Furt-
her research may include studies to quantify the underreporting ratio in specific municipalities. Also,
alternative approaches may be attempted to calibrate the transmission in the entire country rather
than one municipality at the time.
Lastly, in the model, vector control strategies are represented by a constant rate of pupae reduc-
tion. More sophisticated models can be implemented to compare different control strategies based on
reduction of pupae or adult mosquitoes. Also, the model’s performance and value for public health
stakeholders may be improved by collecting data and recalibrating the model to specifics vector control
strategies implemented to prevent the spread of chikungunya in Colombia.
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