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Executive Summary
Communication networks tend to contain redundant devices and mediums of transmission, thus
the need to locate, document, and optimize networks is increasingly becoming necessary.
However, many people do not know where to start the optimization progress. What is network
topology? What is this “Shortest Path Problem”, and how can it be used to better my network?
These questions are presented, taught, and answered within this paper. To supplement the
reader’s understanding there are thirty-eight figures in the paper that are used to help convey and
compartmentalize the learning process needed to grasp the materials presented in the ending
sections.
In the respect of the audience, the information covered in this paper is intended for a lay person.
There is no needed background, aside from an unrelenting will to learn, to understand the
information and topics presented in this paper. As of Fall 2020, this paper is up-to-date with the
fundamentals of the latest trends in IT Innovation, and is a simple search engine result away for
the specific side problems that happen to pop into your mind while reading.
This paper will start by teaching the fundamentals of network infrastructure by introducing the
physical devices that are contained in a network, then introducing the structure and terminology
of the network topologies themselves, and then finally introduce Shortest Path Problems via
Graph Theory to then be applied to network topologies. While a reader can use this paper to
directly solve a specific networking issue they happen to have in their respected environment, the
topics and problems covered in the later sections of the paper will introduce different
perspectives and ideas about optimizing networks outside the scope of traditional approaches.
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Section 1

Introduction
What is the deal with Shortest Path Problems and Networking?
A computer network, or network, is a collection of devices that communicate to each other,
sometimes termed as a Network Infrastructure. Networks depend on quick, persistent
connectivity. Not every network is connected to the internet, nor are they preconstructed with the
tools needed to find every vertex (Personal Computers, Servers, etc) and distance of every edge
(Ethernet, Fibre, etc) connecting them to each other. In the world of programming on closed and
open networking systems, it is important to know the best and basic methods, and their
abstractions, to save time and headache learning or developing computer networking projects.
This is done by implementing a Shortest Path Problem via Graph Theory using abstractions of
computer networking topology.

Why bother with bettering networks?
The ongoing issue in computer network communication is unreliable connectivity and speed.
Many networking systems often do not measure what devices are connected to each other and
just assumes that since there is a connection it is all perfectly developed and no further insight to
the network is needed, but in terms of speed and reliability this is further from the case. In
addition, there is a lot of automation in networking traffic that tends to be inefficient, or the lack
of automation entirely. There is also the prevalence of closed networking systems like CCTV’s
and computer lab rooms that can be streamlined for efficiency to cause less delay and
disconnections. In Information Technology (IT), people get stuck in either trying to find a piece
of technology they cannot find on their network, or trying to find the quickest path to any piece
of technology on their network. This is solved by implementing the Shortest Path Problem on a
Network (also known as a Topology) and having preconstructed figures and maps to prevent
ambiguity.

The Takeaway
You do not have to be a programmer or have any background knowledge in programming, or IT
and networking, to learn the information contained in this paper. The focus of this paper is in
graph topologies and how to traverse them. This field of study is also known as Graph Theory.
So, consider this an intro in computer networking that is centered and focused towards Graph
Theory and learn everything at your own pace. There will be certain software that you are not
required to, but encouraged, to use, and written exercises at the end of each section to help
reinforce your knowledge.
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Section 1.1

Intro to Hardware
The abundance and diversity of technology in the world of IT can make the concept of managing
devices seem intimidating. Thankfully, almost all of technology can be categorized. This
categorization is based on mutual agreements device manufacturers settle on to make sure most
products are compatible with other like products. The buzzword “Internet of Things” is
appropriate when the describing the abundance of all these products and how manufacturers
producing IoT devices try to make them compatible with each other.
The types of hardware covered in this paper are network focused, in that we will cover things
that tend to connect to, and manage, each other like Servers, Personal Computers, Switches,
Routers, and other similar devices. Any device that has a type of Network Interface Controller
(NIC, pictured below) installed in it that allows it to connect to any type of network is included
in the discussions and examples later shown in this paper.

Figure 1: A NIC Card. Keep in mind these often look dramatically different from each other, but they all
allow a device to connect to another device and are defined by being wired or wireless. Author-Created.

The Internet (a global network) is just a collection of various NICs connected to each other in a
massive, complex network to traffic data. Networks are defined locally and globally, so if two
devices are directly connected to each other through NICs, that alone is a network. Being
connected to the Internet is not criteria for a collection of interconnected devices to be called a
network. As such, think of networks as a group of devices who talk to each other.
Every device that has a NIC has a hexadecimal Media Access Control (MAC) address. This
allows other devices connected to a network to be able to physically identify the device. A MAC
address is assigned to the device on the device’s creation by a manufacturer. 2F-43-8A-D7-73-B2
is an example of a MAC address1. This address can be found physically printed on a device or in
the device’s internal settings.
The first three blocks denote the manufacturer and is unique solely to that producer. The last three
blocks denote the individual identity of the device and is specifically made for that device.
1
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Devices
Personal Computer (PC)

Figure 2: A Laptop. Author-created.

A Personal Computer should be a familiar device for you. The PC in Figure 2 is a HP Laptop
with Ethernet, Bluetooth, and WiFi (They are all NICs.) All of these allow this laptop to connect
to another device for communication. According to Merriam-Webster Dictionary (n.d.) at
Merriam-Webster.com, a computer is “a programmable usually electronic device that can store,
retrieve, and process data.” By that definition, a smartphone is a computer. A smartphone often
comes with Bluetooth, WiFi, SIM, and a USB port. These connections allow the smartphone to
connect to multiple, different networks. These components on a smartphone can be abstracted to
define connectivity to other computers. This would allow networking devices such as Servers,
Switches, and Routers to also be defined as computers. But to help the conversation on
abundance, it is best to classify computers that you use for yourself like laptops, smartphones,
tablets as Clients or Hosts in a network domain. Clients request or generate information for
another client. Servers, like the one in Figure 3, are clients/hosts but on a larger scale.

Figure 3: Distance Learning
Station. Author-created.
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Switches

Figure 4: An at-home switch you can reasonably buy at a local electronics store. Author-created.

Switches, as denoted in Figure 4 above, are comprised of multitudes of Ethernet ports for direct
physical connectivity. Switches work in the domain of MAC addresses in that those addresses
are stored in a MAC table within the switch for every device connected to it via Ethernet. So,
when a device sends data through Ethernet into the Switch, the Switch takes that data and figures
out who the data is for on the network and sends it to that device based on the unique MAC
addresses attached to the data being transmitted. If the device did not exist on the network
before, its MAC address is added to the MAC table through the port it communicated through.
A predecessor of the switch, called a Hub, does the same thing with data forwarding, but it does
not keep a MAC table for all the devices connected to it. Instead the Hub gets data and blindly
floods all devices on the network by repeating the incoming data to every port, and whomever
that data is for accepts it and everyone else on the network discards it. The inherent problem with
the Hub is apparent: it consumes all bandwidth on all ports and shuts down networks by
massively congesting them with data. Thus, Switches are currently used and developed in
modern networking environments and Hubs are retired in technology museums and junk yards.

Figure 5: An industrial switch found in businesses. The switch pictured above handles gigabits of distance
learning video transmission for applications like Zoom. Transmitting data both in and out of the College of
Engineering at the University of Nebraska-Lincoln. Author-created.
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Routers

Figure 6: Netgear Residential Router. Authorcreated.

Figure 7: A small industrial router. Author-created.

The device in Figure 6 is considered to be the typical Residential Gateway Router. Unlike the
Industrial Router in Figure 7, the residential gateway router only shares one internet connection
to the wireless or wired devices connected to it. Devices can also be connected through other
means, like serial cables or fibers, in the scope of industrial routers. The residential gateway
router is what you typically see in a consumer household, and it is often connected to, or is, the
modem itself. A modem is a device that converts Ethernet or DSL to another medium using
specialized hardware to allow Internet access. The industrial router is often used to manage large
business networks and can be, but does not have to be, connected to the Internet. An example of
this could be a high-tech security firm that runs a closed network that has no gateway to the
Internet on their network but wants to ID and classify networks by an Internet Protocol (IP)
address.
Routers use the IP addresses, on top of a MAC table, to label data coming in and out of
networks. Every router connected to the Internet has a public IP address assigned to it. The
Internet is just a collection of server-room filled routers owned by business providers to connect
routers to other routers for large-scale international communication. Routers connected to the
Internet are assigned public IP address assigned to them and every device connected to that
router gets a different, private IP address assigned specifically to them by that router. This
process is done to prevent running out of addresses to identify devices on a network.
Let us explain the concept of managing, creating, and distributing IP addresses and their domains
in greater detail in the next section on IP Management.
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IP Management
Internet Protocol Classes
Classes

Complete Ranges

Network/Host Partitions

A

0.0.0.0 - 127.255.255.255

N.H.H.H

B

128.0.0.0 - 191.255.255.255

N.N.H.H

C

192.0.0.0 - 223.255.255.255

N.N.N.H

Figure 8: The data in this table is derived from Chapter 5 in the book “Computer Networking” written by
Vasudevan, S. K., V, S., Thangaraj, & Kothari, D. and published by Alpha Science International in 2015.

The ranges in Figure 8 denote the IP addresses that could be assigned to devices by a router.
While these are the complete ranges of available IP addresses, you cannot use certain IP
addresses in each range. IP addresses ending in 0 meaning 78.1.0.0 or 34.234.129.0 identify the
network range as a whole. They are never assigned to a device or the device will never be found
by the router. This address is often used in networking software in where it is especially assigned
to denote the entire range of a network and all the devices that exist in that domain.
Any IP address ending in 255, meaning 0.255.255.255 or 192.168.0.255, cannot be assigned to a
device, unless you want the network to crash from a massive data overflow, because any IP
address ending in 255 is a broadcasting address. Meaning any data meant for the 255 IP address
gets flooded through every connection into the router and all over the network in a “broadcast”
instead of going to that one specific device. The actions of a broadcast is comparable to the
design of a Hub.
IP addresses that end in 1, meaning 0.0.0.1 or 192.168.0.1, are gateway addresses used to
identify the “localhost” or router on the network. The IP address 192.168.0.1 is a traditional IP
address given to residential gateway routers inside households. If you want to access your
residential gateway router or modem, you must type that IP address in a browser URL.
Generally, the default username for a residential gateway router is “admin” and the password is
“password” on the gateway login page. This changes depending on a router’s manufacturer and
sometime the credentials are often printed on a label thats attached to the device itself.
It is important to point out that the numerical range we are allowed to use when creating and
managing IP addresses is the range from 0 through 255. This is because we are working in base2
or simply known as Binary. Binary is denoted with 1 or 0, “true”or “false”. Imagine turning a
light bulb on and off, and if the bulb is on it is a “1”, otherwise if it is off it is “0”. One digit in
binary is known as a Bit and eight bits in binary is known as a Byte2.

28

Bits = 1 Byte, 1024 Bytes = 1 Megabytes, 1024 Megabytes = 1 Gigabytes, 1024 Gigabytes...
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So, zero is denoted in a byte as 00000000 and 255 is denoted as 11111111. Recall the IP address
192.168.0.1, this IP address can be converted from digits (base10) into binary (base2). This
conversion is written as 01100000.0101000.00000000.00000001. A complete IP address is four
bytes long and separated by a period every eight bits. Binary doubles from right to left, meaning
every bit from the first bit from the left doubles by a multiple of two when creating a numerical
value. Here is a table to visually explain this relation:
Binary
Representation

Base10 Value

Power of 2

00000001

1

20

00000010

2

21

00000100

4

22

00001000

8

23

00010000

16

24

00100000

32

25

01000000

64

26

10000000

128

27

Figure 9: Byte to Integer conversion table. Author-created.

While the limit range in IP addresses is 8 bits, it is possible to go into higher digit values in
binary by continuing the base2 multiplication. For example, 1024 can be denoted as
10000000000. It is important to note that 10000000000 cannot be split into bytes in the same
way as IP addresses like 00000100.00000000, as 00000100.00000000 is two bytes split by a
period on the eighth bit and means “4.0”. Remember 192.168.0.1? If we convert it to binary, then
remove the periods, and get the the base10 number conversion, would it be equal to the sum of
all the numbers in the original IP address? Or is it the number combination resulting from
dropping the periods? Or is it a new value entirely? These types of questions are often asked in
cryptography. As such, these questions are left to you, the reader, as a thought exercise.
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Binary Creation
To a create number like 77 in a binary, you must start from the left and subtract the highest value
of the bit that is able to be taken from the desired number. If the subtraction creates a negative
value then that bit value cannot be taken from the desired number and is required to be equal to
zero. Let us go through the process to create the base10 number 77 in binary:
Steps

Binary Value

Starting from the left, does the subtraction of 128
from 77 leave a positive number? No, so its 0.

0

Does 64 subtract from 77? Yes, so denote as 1.

01

Carry over the remainder, does 32 subtract from 13?
No, so denote as 0.

010

Does 16 subtract from 13? No, so denote as 0.

0100

Does 8 subtract from 13? Yes, so denote as 1.

01001

Does 4 subtract from 5? Yes, so denote as 1.

010011

Does 2 subtract from 1. No, so denote as 0.

0100110

Does 1 subtract from 1? Yes, so denote as 1.

01001101

You are left with 0. You do not need to evaluate further.

Final Result: 01001101

Figure 10: Integer to Binary conversion example. Author-created.

At the time of this paper (2020), the most widely used IP version is IPv4 which is 32 bit. That is
232 or two raised to the thirty-second power. This equals a grand total of 4,294,967,296 IP
addresses that can be used to identify all the devices in the entire world. That is roughly 4.295
billion devices able to be assigned a unique IP address, but according to a statistic from the
online article “Digital Around The World” by Datareportal (n.d.) at datareportal.com, there are
roughly 4.57 billion active Internet users daily. That is more users than we have IP addresses, so
how are they able to get their own address and still are able to connect to the Internet? Lets dive
right into IP classification!

IP Classification
The IP address 192.168.0.1 lies in the class C range, which is reserved for residential addressing.
Class C addresses are assigned to devices that are connected to household routers, or modems,
and those addresses never leave the household. Nearly every residential home uses class C
addresses to identify their networks, often using the 192.168.0.0 range. Thus, while it is
repeating an IP address class for every residential house to exist, it ensures that we do not
exhaust the amount of addresses available to every internet user.
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Class A addresses are used for public IP addressing (Internet use) and are assigned to modems or
routers. So for every household with the class C addresses, all devices that connect to a router get
a class C address converted to a class A address that is assigned to and from the router. In
essence, the data sent from a device on a residential network leaves the network, gets converted
to a class A from C, does whatever throughout the internet, comes back, and the data gets
converted back into class C from A by the router, and is then delivered back to the device that
requested or sent data. This ensures there are enough IP addresses to share among all devices
connected to the Internet and data can transmit from household to household even if both nonrouter devices have the same class C IP address.
Class B follows the same design principle as class C, but it is used for large scale businesses with
a lot of devices. B also uses the same technique of connecting through a router to connect to the
internet through a class A address. There are two more classes that are not usually used, D and E.
D is used for research and E is never usually used. Class D and E IP address ranges start at 224
and stop at 255.
It has been talked about how addresses are assigned, created, classified, and used, but it has not
been discussed how many devices can exist in a range or how addresses are managed by a
network manager. Subnetting and IP managing to the Network/Host level is not the focus of this
paper, so if you want to traverse into further managing IP addresses given to clients, go to
JavaTPoint.com at https://www.javatpoint.com/computer-network-tutorial. JavaTPoint explains
concepts like the OSI model used to categorize data transmission of devices in a network and
also how static and dynamic addresses are assigned. In addition, the site further explains
protocols used in different layers of networking (which is not pertinent to this paper, but is
important for learning different aspects of IT.) For the timeliness of this paper, the material that
has been covered will be enough for us to get into topologies.
Using the original IP address from Figure 8, lets update it with the available address ranges that
can be used as described from the previous discussion. The Network/Host partitions are added
for the reader’s self benefit after studying subnetting from JavaTPoint.com.
Available Internet Protocol Classes
Classes

Available Ranges

Network/Host Partitions

A

1.0.0.1 - 126.255.255.254

N.H.H.H

B

127.1.0.1 - 191.255.255.254

N.N.H.H

C

192.0.1.1 - 223.255.255.254

N.N.N.H

Figure 11: The data in this table is updated from Figure 8 to include Network/Host Partitions which is from
Chapter 5 in the book “Computer Networking” written by Vasudevan, S. K., V, S., Thangaraj, & Kothari, D.
and published by Alpha Science International
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Section 1.3

Intro to Software
Throughout this paper we will be using software to denote figures and scenarios. This software
can be downloaded on a Smart device, so if you have a smartphone or tablet on hand then it
would be encouraged to look into downloading the following, or similar, software.
Cisco Packet Tracer Mobile (Section 2.1)
Cisco Packet Tracer Mobile is an application developed and published by Cisco in 2017 for
Cisco’s Networking Academy. This paper will be using Cisco Packet Tracer Mobile (Version 3.0)
for constructing the Networking Topologies denoted in Section 2.1. It is recommended to
download the application and construct the networks as you learn them to get a better grasp on
how connectivity works. You are able to do live packet transmissions of devices on a network, so
it will be helpful when determining network connectivity, transmission speed, and other
networking concepts. This application is available on both the Android and Apple platforms.
Keep in mind these apps are depreciated, so if they are not available Cisco is still developing the
desktop application which is just as well suited for denoting network topologies.
Android: play.google.com/store/apps/details?id=com.netacad.PacketTracerM&hl=en&gl=US
Apple: apps.apple.com/us/app/cisco-packet-tracer-mobile/id1015041980

Figure 12: ZFW IP Testing save from Cisco Packet Tracer Mobile (Version 3.0)

Cisco Packet Tracer Mobile maps generally visually look like the map depicted in Figure 11.
This snapshot in Figure 11 was taken directly from zfwIPv4Test.pkt in local saves. It is
encouraged to go through these preconstructed saves to better learn how to use packet tracer and
IT networking protocols in general.
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Exercises for Section One
1. List some of the transmission mediums a device can use to connect to a network.
Name at least ve.
2. What type of table does a Switch use to manage physical devices connected to it?
3. Switches and Routers, what is their di erence in terms of how they manage devices
on a network?
4. What are the three main classes used to classify IP addresses? State the complete
and available ranges for each of those classes.
5. Construct the IP address 127.231.26.87 in binary.

All of the following problems are constructed around the material taught from JavaTPoint.com. In the
event that the site is down, feel free to look up terms the questions are using to learn more about the
material.

6. List all the layers of the OSI model.
7. What are the default subnets of Class A, B, and C?
8. Explain the di erence between a Dynamic IP address and a Static IP address.
9. In which layer would a Switch be categorized under? What layer is a Router on?

ff

fi

ff
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Section 2

Getting into Topology
Topologies are the construction and layout of objects in a domain based on their physical layout
in the respect of the divvies environment. A domain is defined as the collection of objects, or
items, that exist in a field or map. We are working in the domain of IT in this paper, so our
objects are all the hardware that can exist within networks. Specifically the connection of
multiple technological devices that are communicating and transferring data in any direction to
one another (i.e., PCs, Switches, Routers, etc.) This paper will cover the well known topologies
that are formally defined in networking infrastructure. There might even be a few topologies
shown that you may have seen or worked with in your own household, or schools, and never
knew the depth into which they are constructed and worked.
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Section 2.1

Networking Topologies
Point-to-Point

Figure 13: Point-to-Point Topology. Author-created.

When you connect two separate devices together you construct a Point-to-Point topology. You
can connect these devices through different transmission mediums: Ethernet, WiFi, SIM, USB to
USB, Bluetooth, Coaxial, Fiber, etc. It does not matter what medium is connecting them, just that
they are able to send data in at least one direction to each other.
Direction of transmission mediums are an important factor in topologies because some devices,
and even some mediums, can only send data in certain directions. Hypothetically, using Figure
13 above, the PC could be sending a one way transmission (A paper to print) to the printer, and
the PC is not open to receiving any data from the printer. This could be an issue because the
printer may be powered off and incapable of printing. An argument can be made to have checked
to see if the printer was on first before printing, but what if the printer was in another room, or
floor, and could have not been seen? Or instead of a printer it is another device that the user
cannot interact with physically and they have to blindly trust for it to be on and functional? This
problem exists in different scenarios within networking industries, and puts the focus on the
importance of documenting and planning devices that are introduced into a network and how
they interact with each other.
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Bus

Figure 14: Bus Topology of a Lab. Author-created.

Bus topologies flow in one direction down a medium. In Figure 14, all the PCs are alternating
from left to right and are all connected to one cable. This setup is often found in office spaces or
computer labs. It does not have to look exactly like Figure 14, as it could placed on one side to
look Figure 15.

Figure 15: One-Sided Bus. Author-created.

The gist of Bus topologies are that they are connected to one line and are thus constructed and
work in one linear direction. The apparent issue to this setup is if the line disconnects, devices
along that disconnection are unable to communicate any data to any device down the line. This
topology is best used in small, controlled environments where disconnections can be avoided and
managed.
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Tree

Figure 16: Tree Topology of a typical school network. Author-created.

Visually comparable to an upside down tree with spanning branches, Tree topologies have an
inherent spanning structure that follows a top-down design of networking hierarchy. In Figure
16, the topmost device is the router that is physically placed in the IT Room basement of a
school. From that router it connects via Ethernet to a switch on the first floor and another switch
on the second floor. The first switch is connected to an AccessPoint, a device that bridges
wireless connections to Ethernet, and another switch. In the classroom, denoted by the
AccessPoint, there are roughly 40 wireless devices connected in the clusters (visually
represented by the clouds.) The computer lab, denoted by the aptly named switch, follows the
same principle but instead of wireless the devices are connected by Ethernet. The right-hand
structure of the tree follows a similar, but visually obvious, structure.
This hierarchy is often used among networks found in businesses since it is structured from a
top-down approach based around the physical layout of the environment housing the network.
The issue with Tree topologies is if the topmost device goes down, everything branching
downwards from it becomes isolated from other devices. Meaning if the router, in Figure 16
above, gets disconnected, then every device in the branches underneath becomes isolated from
anything beyond that router. This scenario could possibly mean that all students and teachers in
building lose access to the Internet. This could be prevented by adding fail-safes to the network,
but the methods of implementing them are plentiful and are often network specific.
Lastly, the advantage of tree topology over bus is that everything is not connected to one line. If
a lower-level devices faults and is unable to transmit any data, then any upper-level device
connected to the upper node is not affected by the disconnected unit.
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Star

Figure 17: Star Topology. Author-created.

Figure 17 depicts a Star topology. Let us start the construction of the topology with only the
router. Now connect a device to it, the Living Room PC, they are now a Point-to-Point topology.
Add another device to the router, because the router is the topmost hierarchical device it is now
the start of a tree. But what if you keep adding more devices, does it still remain this hypothetical
tree? Yes, as all the devices are connected to a central device and the device does have the
possibility to be connected to another device. This device controls and directly identifies all other
devices on the network. Thus the combination of a Point-to-Point and a Star makes a Tree
topology. Think of a Star topology as an isolated tree branch.
Because the Star topology is an isolated tree branch, and because every device is dependent on a
central device, if that central device gets disconnected then every device on the Star topology is
isolated and disconnected from the network. Think back to a residential gateway router, like one
you may have at home, if the Internet gets disconnected from it what happens to the Internet
across all devices in your home? If it gets unplugged, does the same disconnection happen?
Questions like those are what should be often asked before constructing networks to ensure if the
topology best suits the network and if there are backup plans that could be implemented, like
adding more gateway devices on the network to access the Internet or to prevent disconnections
to other devices.
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Ring

Figure 18: Ring Topology of Banks.
Author-created.

If a network is constructed in which all devices are connected to each other in a continuous loop,
then the network can be denoted to be a Ring topology. As visually denoted in Figure 18, a Ring
topology can visually be comparable to a circle or ellipse. This setup allows all devices to
communicate to each other through another device in the loop. If multidirectional traffic is
allowed, then if one line gets disconnected a device can still connect to another device via a
longer route on the opposite side of the device. However, if two lines get disconnected then
devices can be completely unable to communicate with any other device in the network.
An apparent issue in this topology is bandwidth throttling. Suppose that if one line in the ring is
extremely slow in managing traffic, then it can force the devices to take another route that would
decrease the performance of network traffic. Also, if multiple connections are slow then the
entire network is throttled in between those connections. A method to combat this dilemma is to
introduce another Ring to the existing Ring topology. This allows some leeway in the event of
disconnections and bad paths. This network approach is topologically depicted as this:

Figure 19: Double Ring Topology.
Author-created.
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Mesh

Figure 20: Mesh Topology of Databases. Author-created.

Connecting every device directly to each other in which every device is able to communicate to
any other device at any time on the network is a Mesh topology. Mesh topologies tend to exist in
special environments where cost, time, and space management are not important factors. The
amount of cabling and hardware required for mesh networks is expensive, so mesh networks
tend to be small or tend to be found in corporations who can afford it and need it.
Looking at Figure 20, it should be visually apparent to the beneficial nature of using Mesh
topologies: no device is entirely dependent of another to transmit data. In addition, if a device
does get disconnected then nearby connected devices can reroute the transmission loss and still
transmit data to other devices on the network. In the event of multiple disconnections there is
still some flexibility in traffic control in the network through redirection.
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The Gist and Further Networking
You should now be familiar with the fundamental approaches to how topologies are defined in
Networking. Given these basic topologies you can construct multi-networks using combinations
of existing network designs. For example in Figure 21:

Figure 21: A Mixed Topological Network. Author-created.

Adding to the existing Double Ring network, in figure above the green partition is a tree
topology while the yellow partition is a star topology. The furthest left isolated network is locally
a mesh. Typically, this how network topologies look like in practice. It is just a collection of
combinations of topologies that converge into a bigger topology.
When creating networking topologies, abstract names like “Work PC”, “Staff Printer”, or “Dad’s
Tablet” can be used to identify devices on a network, and that is what was used to better assist in
the learning process of topologies. But in practice, IP addresses are commonly used to denote
devices on a network. The figures below depict these scenarios in practice.

Figure 22: Converting from given names to IP Addresses. Author-created.
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Exercises for 2.1
1. Using Cisco Packet Tracer Mobile, construct a network topology of your household
or business network.
2. From memory, list all the network topologies discussed in Section 2.1.
3. Construct a hypothetical network topology using a combination of existing
topologies. Use at least six topologies to construct the network.
4. List the bene ts of documentation a network’s topology. In what way can this form
of documentation make analyzing networks better?
5. What is the di erence between a ring and mesh topology? Which is more reliable?

ff

fi
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Section 2.2

Graph Theory Graphs
1

2

3

4

Figure 23: A basic Graph. Author-created.

In Graph Theory, topological graphs are denoted by edges and vertices. Edges are the lines that
connect two vertices together. A vertex is a point on a graph. There are other names that are used
to denote vertices and edges, like nodes and connections, but for the discussion of this paper we
will be using Vertex when referring to a single point, Vertices for multiple points, Edge to refer to
a single line and Edges for multiple lines. Keep in mind Vertices can be labeled anything, or they
can be unlabeled, as they are often referring to objects or ideas.
Lets convert a Ring topology, like the one in depicted in Figure 18, into a graph:
North
NW

NE
East

West

SW

SE
South

Figure 24: Ring Topology turned into a Graph. Author-created.
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The graph constructed in Figure 24 is the abstraction of the original topology we have made
using Cisco Packet Tracer Mobile. This abstraction is used for efficiency and shorthand writing.
The graph above is also defined to be undirected and unweighted.
Directed Graphs: The edges in the graph only allow something from one node to get to another
node in one direction. As denoted below by the arrow, you can only travel from vertex A to
vertex B, but not from B to A. If a graph does not have edges that limit the direction of traffic,
then it is called a Undirected graph.

A

B

Figure 25: A Directed Graph. Author-created.

Weighted Graphs: Edges can be measured by different values. This does not mean it has to be
numerical values, it can be conditions. Commonly, integers are used as condition to weigh
graphs. For example:
3

50
6
12

5

42

Figure 26: A Weighted Graph. Author-created.

Let us start with a scenario: You are a tourist traveling along a lot of roads trying to travel the
least amount miles from the Black vertex to the Green vertex. Lets start at the black vertex, you
are forced to travel to pink. So you just traversed three miles. From pink you have two options:
drive 50 miles to Blue or drive 12 miles to Red. The goal is to drive the least amount of miles to
get to Green, so you are forced to travel to Red. You have now traveled 15 miles. You repeat this
process until you reach Green at the minimum of 26 total miles.
The scenario we have just completed above is an example of a Shortest Path Problem. Lastly,
Graphs that do not include this weight system to its edges are called Unweighted graphs.
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Complete Graphs: Complete Graphs are undirected graphs in which every vertex is connected
to another vertex by a individually unique edge. If you recall the design of Mesh topologies in
Section 2.1, then you can denote that complete graphs follow the exact same visual
representation like Figure 27.

Figure 27: This is a Complete Graph of seven vertices. Author-created.
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Paths: A Path is a sequence of edges. Lets look at Figure 25 and make the Graph unweighted:

Figure 28: Unweighted Cycling Graph. Author-created.

In the example paired with Figure 26, we traversed from Black to Green, the sequence from
Black to Pink, Pink to Blue, Blue to Green is a path. Additionally, Black to Pink, Pink to Red,
Red to Blue, Blue to Green is also a path. Now lets say we start at Pink. We go from Pink to Red,
Red to Blue, Blue to Pink. That Path started and ended on the same edge. When a path starts and
stops on the same edge, that is known as a Cycle. The cycle is denoted as light blue edges. You
may notice that to the right, the path from Red to Green, from Green to Blue, and from Blue to
Red is also a cycle.
Multigraphs: Graphs that have multiple distinct edges from one vertex all connecting to another,
but same, vertex is called a Multigraph. In Figure 29, red edges denote the multi-edges that
connect the same vertices. A real-world example is a hiking trail that has three trails that starts at
the same location, but all three trails ends in a the same locations (The upper vertices in Figure
29.)
Trail
Two

Trail
One

Lake

Cabin
Figure 29: Multigraph of hiking trails near a lake. Author-created.

Page 24

Section 2.3

Shortest Path Problems
Shortest Path Problems (SPP) that will be covered in this paper are Dijkstra, A*, Floyd-Warshell,
and Bellman-Ford. Any other SPP follows similar abstractions and goals. This section will start
with the definitions and the structures used with solving a Shortest Path Problem, then we will
get into using SPP and Graph Theory to abstract the same methods into IT networking topology.
Shortest Path Problems are used to find the minimal amount of distance between to vertices. If
you recall the scenario under weighted graphs in Section 2.2 in which we found the minimum
distance in miles needed to get from vertex Black to vertex Green, then you should be familiar to
the process of traversing a weighted graph to find the path of minimal distance by hand. In
modern use, SPP evolved from finding the shortest path from one vertex to another to finding the
shortest path from one vertex to all the vertices in a graph.
Before we dive into exploring SPPs, lets define key notational definitions that will be used for
the rest of this paper:
•
•
•
•
•
•
•
•
•
•
•

Vertices are denoted with the variables V or U, and edges are denoted with E.
|E| denotes the total amount of edges in a graph.
|V| denotes the total amount of vertices in a graph.
{Ø} or {{}} denotes the empty set.
Edges between vertices are denoted as {v,u} with v and u being two distinct vertices.
The degree of a vertex is defined as the number of edges connected to that vertex.
If two vertices are connected together by the same edge, then they are adjacent.
An isolated vertex is a vertex with degree zero.
A leaf vertex is a vertex with only one edge.
A sink vertex is a vertex with one degree and there are no edges going out of it.
A source vertex is a vertex with one degree and there are no are going into it.

To better understand some of the definitions given, it is crucial to explain some elements of Set
Theory. Sets are written as {x0, x1, x2, ... , xn} with n being the number of elements in the set.
Variable V is the set of all vertices in graph. |V| denotes the cardinality of set V. Cardinality is a
term defined to mean the number of elements, or size, of a set and is denoted with double vertical
bars. The empty set, denoted as {Ø} or {{}}, meaning a set that contains no elements. Every set
by definition includes the empty set as an element of the set because every set has at least
nothing in it. From this point on we will be using some Set Theory to denote the collection of
objects and some procedures for SPP algorithms.
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Dijkstra
Weighted graph reduction based on the shortest path to any vertices from a source vertex is the
main goal of Dijkstra’s Algorithm. It is better to explain the process of Dijkstra step-by-step with
visuals:
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Figure 30: This is a weighted, directed graph that will be used for the entire Dijkstra example. Author-created.

Lets start with trying to find the minimum path to every node from vertex B in Figure 30. But
before we start, lets setup some conditions that will help us solve this problem:
• Let S denote all vertices in the graph that has not been processed by the algorithm.
• S = {A, B, C, D, E, F, G, H, I, J, K, L, M}
• Let F denote all the vertices in that graph that has been processed and is known to be the
shortest path by the algorithm.
• F = {∅}
• Lets define the definition of distances from the starting vertex to all other vertices in the graph
represented within set S. This can be transcribed as: for every vertex v defined in set S, the
source vertex, denoted as s, is the first element in S with a distance of zero and every other
vertex in S is defined to have the distance from s to v. To start, every vertex in set S, excluding
the source vertex, has a distance of infinity because it is unknown the shortest distance from
the source vertex to each other vertex at the beginning of the algorithm.
• Let the pairing of a vertex and a path to that vertex be a set of the form {v,p} with v being the
vertex and p being the combined weights of the path to v. This is denoted in set S and F.
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How Dijkstra Works
Starting from the source vertex B, add B to set F with a distance to path B equal to zero and then
remove B from set S and initialize every vertex in S with a distance of infinity. Denote this as:
S = {{A,∞}, {E,∞}, {C,∞}, {D,∞}, {F,∞}, {G,∞}, {H,∞}, {I,∞}, {J,∞}, {K,∞}, {L,∞} , {M,∞}}
F = {{B,0}}
Figure 31 visually depicts this relation:
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Figure 31: A graph with unknown total path weights on every vertex. Author-created.

From B, go to every adjacent vertex and compare the weight of each paths to the vertices with
that of the existing weights within set S. From B to A the weight of the path is six, and six is less
than infinity, so in set S update {A,∞} to {A,6,{B}} with the latter element being the path to
vertex A. Repeating this process for adjacent vertices G, D, and E, set S will look like this:
S = {{A,6,{B}}, {E,5,{B}}, {C,∞}, {D,7{B}}, {F,∞}, {G,1,{B}}, {H,∞}, {I,∞}, {J,∞}, {K,∞},
{L,∞}, {M,∞}}
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Now look at every adjacent vertex to B, which one has the lowest valued weight? Its vertex G
with a weight of 1. Because the distance we traveled to G is inherently the shortest path to it, we
add that to set F and remove it from set S.
S = {{A,6,{B}}, {E,5,{B}}, {C,∞}, {D,7,{B}}, {F,∞}, {H,∞}, {I,∞}, {J,∞}, {K,∞}, {L,∞},
{M,∞}}
F = {{B,0}, {G,1,{B}}}
From G we update the shortest path of the total weights of every adjacent vertex in set S from
vertices B to G (ie from B to G to C is a total weight of 15 because 1 + 14 = 15):
S = {{A,6,{B}}, {E,5,{B}}, {C,15,{B,G}}, {D,6,{B,G}}, {F,∞}, {H,∞}, {I,7,{B,G}}, {J,6,
{B,G}}, {K,∞}, {L,∞}, {M,∞}}
If you look at the path of vertex D being updated from {D,7,{B}} to {D,6,{B,G}} it is because
the path to vertex D through G is shorter than the direct path to D from the source vertex B.
At this point after you update all the adjacent nodes to G, look into set S and find a the lowest
valued weighted path and pick that vertex to traverse adjacent vertices. Looking above to the
latest values in set S, it can be deduced that E is the next vertex to look into. Add E to set F and
remove it from set S and repeat what has been done when we looked at G. From here, sets S and
G should look like:
S = {{A,6,{B}}, {C,15,{B,G}}, {D,6,{B,G}}, {F,∞}, {H,17,{B,E}}, {I,7,{B,G}}, {J,6,{B,G}},
{K,∞}, {L,∞}, {M,∞}}
F = {{B,0}, {G,1,{B}}, {E,5,{B}}
You may have noticed the value for D in set S has not been updated to thirteen and has remained
a six, this is because if there exists a path that is of lesser value than a path that has been found
we disregard the new path for the older, shortest one. From here, a patter should be noticeable:
1.
2.
3.
4.
5.

From the starting vertex look at every adjacent vertices.
Look at set S for a vertex with the shortest path.
From that vertex look at adjacent vertices.
Remove that vertex.
Go back to step 2 and cycle through steps 2 through 5 until there are no more vertices in S.

Once you are done traversing the graph and finding the shortest paths, you can drop off the edges
that are not used for to construct any of the shortest paths, your graph should look like Figure 32,
which is depicted on the next page. This is known as a reduced graph.
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Finished SPP Reduced Graph:
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Figure 32: Dijkstra Reduced Graph. Author-created.

From vertex B, all the paths have been shortened to the minimum distance needed to traverse to
them to each vertex on the graph. Now lets represent Figure 32 as a tree topology for better
documentation purposes:
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Figure 33: Visually adjusted reduced Graph. Author-created.

A*
A*, pronounced “A star”, is a modified version of the Dijkstra SPP algorithm that is modified to
include heuristic conditions that find paths optimally. A* does this by guessing the total cost of
the paths through various vertices based on the sum of each traversed edge the algorithm already
visited. The algorithm then assumes the total weight needed to get to a vertex and takes paths
that best fit that educated assumption. A* is computationally memory heavy as it has the store
each traversed, non-traversed, and guessed paths separately in their own tables. So while A* is
often faster than Dijkstra at finding the shortest path to a vertex on a graph, the cost in regards to
memory would make Dijkstra or other searching algorithms more preferable. For practicality
purposes, the acknowledgment of A* is good enough for this paper.

Bellman-Ford
Like Dijkstra, Bellman-Ford needs a source vertex assigned for the algorithm to start traversing
the graph for shortest paths. Unlike Dijkstra however, Bellman-Ford is able to handle negative
weights! But it cannot handle negative cycles because then it will cause the algorithm to loop
that cycle continuously forever. This is done by minimizing the paths that have high positive
values for paths with low negative values. Think of a system in which you traverse a graph and
for traveling certain edges you gain or lose total path weights and it is optimal to go for a higher
net loss.

Floyd-Warshell
Unlike Bellman-Ford, Dijkstra, and A*, Floyd-Warshell operates on a vertex-to-vertex shortest
path finding. Meaning unlike the other three algorithms in which they pick a vertex to be the
source and the shortest paths to other vertices are calculated from that source, Floyd-Warshell
calculates the shortest path to all vertices in respect to each other on a graph and then combines
all the reduced graphs together where the common reductions are kept for the shortest paths.
Imagine if Figure 30 was to be reduced again, but instead of vertex B being the source every
vertex on the graph including B becomes an individual source vertex on their own graphs and
that all the shortest paths needed to be calculated from them. By this approach you can merge all
found reduced graphs for common shortest paths and the result is the same graph depicted in
Figure 32. This is a way to break down the graph and get information based on every vertex than
a single source vertex. The cost to Floyd-Warshell is total computational time, because unlike
Dijkstra, A*, and Bellman-Ford which operate on a single source vertex Floyd-Warshell makes
every vertex in a graph a source vertex and has to calculate a reduced graph around every vertex.
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Section 2.3

Network Optimization with SPP
Network Documentation
For this section, take a moment to ensure you are familiar with the material that has been taught
throughout the other sections in this paper up to this point. From the understanding of physical
devices, network topologies, and Graph Theory we are going to explore a procedure into
documenting network topologies to setting up those networks for optimization.
To start in the documentation process, understand the structure and needs of the environment you
are deriving a network topology from. If you are trying to construct a network from the
environment of a public school, then there may be classrooms that will possibly hold various
types of devices like an AccessPoint for wireless devices, a PC for the teacher, maybe PCs for
the students, a projector, possibly a TV, and much more. Is this structure the same for every
classroom? Do they have internet access or is this a closed system? Are these rooms connected to
each other or do they connect out to the hallway somewhere? Is there an IT room in the building
that everything runs to and if so how do they run to it? These types of questions are important in
finding out where to start in the documentation process. In this scenario, it would possibly be
ideal to see if there is an IT room with in the school and branch out based on the connections to
and from that room.
There are two approaches to finding devices on a network: physically going around the
environment and finding the devices yourself, or by using specialized software that connects to a
network and floods it with requests that asks devices for identification. Keep in mind the latter
can actually cause damage to devices on a network because some devices are physically not
capable of handling mass transmission requests, and if the software is configured improperly
then there is a possibility of accidentally flooding a public domain, and if that were to happen it
may result in actual legal repercussions for destruction of property for the reason already
described.
Regardless to which method of approach, construct a list of devices in a network as depicted in
the example show in Figure 34 on the next page. While constructing the documentation, take
note to how devices are connected to each other and how that plays a part in the construction
process of documenting a network topology. Using the switch in the IT room in Figure 34 as an
example, if there exists a switch controller in the IT room that is used to control the
transmissions of classroom devices, then there exists wired connections that connect the
classrooms all the way to the IT room. Using technology like Cisco Packet Tracer, you can
denote the visual construction of the existing network. This is represented in Figure 35 on the
next page.
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Lastly, the determinate for constructing edge weights is by assigning latency speeds between
devices on a network. This is done by pinging devices and measuring transmission delay. This is
done via software that is both device specific and often built into the device. There does exist
methods within internet browsers in which pinging can be done via a “speed test”.
Devices Template

Device Model Name

Identifying Name

MAC Addresses

IP Addresses

Room 100
(Distance Learning)

Linksys AccessPoint

Distance Learning
Wireless AP

4F:7D:1C:46:14:89

142.86.201.1

Optiplex 7050

Lecturer PC

62:50:EA:45:30:A8

142.86.201.2

RoboSHOT 30

Distance Learning
Camera

E0:7A:FD:07:78:87

132.101.20.1

Optiplex 7050

IT Room PC

5A:90:6C:52:A5:A1

128.20.187.1

LGS528P Switch

Classrooms Switch

63:69:A5:58:D3:CF

128.20.187.2

VIZIO D43n-E1

Smart TV

2E:37:AE:A8:33:30

128.20.187.3

Optiplex 7050

Conference Room
PC

71:97:0C:29:66:C5

142.86.201.3

Panasonic DZ680
WUXGA

Conference Room
Projector

4C:31:C8:A9:13:65

142.86.201.4

RoboSHOT 30

Distance Learning
Camera

DF:9B:04:BA:82:D2

132.101.20.2

Specific Device Name

Device Indentifier

##.##.##.##.##.##

###.###.###.###

Room 101
(IT Room)

Room 102
(Conference Room)

Room ###
(Identifying Name)

Figure 34: An example of listing network devices. Author-created.

Figure 35: Visual representation of Figure 34. Author-created.

Figure 34 and Figure 35 represent the minimum amount of documentation needed to proceed
onto the next section of optimizing an existing network with shortest path algorithms.
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Network Optimization with SPP
Knowing three shortest path algorithms Dijkstra, Bellman-Ford, and Floyd-Warshell and an
accessory algorithm A*, we are now ready to explore optimizing network topologies using
shortest path algorithms. However, which algorithm is the best one to use to reduce a network,
and in what scenarios do we need to be looking for when analyzing the reducibility of networks?
Lets define what we are looking for in a set of more questions:

- Does there exist documentation on the most optimal setup for the existing network? Is there
even documentation available of the network?
• Looking into the first part of the above question, if there exists documentation that denotes
the most optimal configuration for the network you are working with, then there may be a
possibility that there is no need to look into using a SPP algorithm to optimize the network.
However, if the documentation seems to be grossly outdated, or there has been
improvements or device additions to the network topology, then it would probable that the
documentation is starting to become outdated and needs to be updated and optimized if it
does not include those new additions.

• In the event there is a lack of network documentation, then it would be imperative to start
that process before continuing on in trying to improve the network. There is no point in
trying to optimize a network if you do not know every component the network contains.

- Is the network big enough to optimize? Does there exist enough devices on the network to
justify the allocation of resources to analyze it?
• If the network contains a very limited amount of devices and they are sparsely connected, if
not already reduced, then it may be unideal to spend the energy or resources trying to
improve it with SPP algorithms. Instead, look into what can be improved outside the scope
of SPP, can equipment be upgraded? Can transmission mediums be upgraded to improve
overall speed, or are there redundant devices that the network that can be discarded
entirely? These questions can also apply to bigger network topologies as well.
Once all the needed documentation is constructed or found, and it is determined that the network
needs to be optimized, then the process of network optimization can begin. Simply take the
network topology you have constructed, transcribe it into a graph, pick a source vertex (or use
Floyd-Warshell if all vertices will be a source), reduce the graph, and then convert it back into a
network topology. However a question then arises, which algorithm is best used to optimize the
network? The determinate of this question is based on factors that revolve around the specific
topological network you are trying to derive a shortest path network from. However, it has
already been tested unto which algorithm works best for networking scenarios.
In “Comparison Study of Three Shortest Path Algorithm” written by L. Zhao & J. Zhao for
International Conference on Computer Technology, Electronics and Communication in 2017 and
published in IEEE, it is stated that Floyd-Warshell shortest path algorithm (out of Dijkstra and
Bellman-Ford) is the most optimal algorithm used to reduced network topologies. This is
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because it can handle negative weights, something Dijkstra cannot do, and is more optimally
suited to derive reduced graphs than Bellman-Ford in terms of computational complexity. A
question arises when the problem of negative weights is brought up in networking topologies:
how do they exist? How does a connection medium between two devices “owe” bandwidth?

Constructing and Handling Negative Weights
Negative weights can appear in network topologies in two scenarios: when disconnections are
prevalent or when a “request and transmit” setting is enforced. Both scenarios are independently
defined from each other as they have different approaches and meanings to solve them, and the
negative weights used to represent each of them individually in a topology cannot be used
synonymously with each other or the notational difference between them becomes unnoticeable.
Lets denote some depictions of the mentioned scenarios to help convey the meaning and uses
behind them.
Suppose Figure 30 has frequent disconnections that appear between vertices C and G and B and
D. Instead of trying to measure the transmission rate between the vertices, because they are
unreliable, it is better to just give them the weights of -1 during the initial construction of the
topology. This can be visually represented in Figure 36.
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Figure 36: Graph with negative weights. Author-created.

However in this scenario, Bellman-Ford and Floyd-Warshell would included paths that have the
negative weights as the algorithms would think they are the most optimal edges to traverse in
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Figure 36. This design is not optimal for SPPs, as disconnections are specifically trying to be
avoided, thus Figure 36 is strictly for user documentation purposes to acknowledge that the
transmission mediums are still physically present in the network. To avoid this problem two
approaches can be taken: remove the edges with the negative weights before having the
algorithm traverse the graphs, or have the algorithm assign a value of infinity to each negative
weight on the graph to force the algorithm to ignore negative values (this allows algorithms like
Dijkstra to function!)
The “request and transmit” scenario is complicated to denote in shorthand graph notation, but the
concept is simple when described in terms of upload and download transmission rates within in a
network. For example, imagine an at-home PC has a download rate of 56 Megabits per second
and an upload rate of 102 Megabits per second (to and from a residential gateway router located
within the PC’s household.) This can be denoted as such in Figure 37.
102 Mb/s
PC

Router

56 Mb/s
-102 Mb/s
PC

Router

56 Mb/s
(Upload Preferred)
102 Mb/s
PC

Router

-56 Mb/s
(Download Preferred)
Figure 37: Graph preference example. Author-created.

In Figure 37 it is shown that instead of a single edge that goes both directions and represents one
single weight as seen in previous graphs, they can be split up into directional edges with their
own respective weights. In addition, those weights can be negatively assigned to favor certain
modes of transmission. This approach can also be mitigated by removing the non-prefferenced
edges of transmission, but this option is both problem specific and user notation specific.
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Section 3

Conclusion
From here, you should know what devices are needed to define a network and how they work. In
addition to knowing network topologies and how to construct them, you should also know how
to take those constructions and move forward to optimizing those networks with Shortest Path
Algorithms. But what is there more to do from here? Information Technology is a rapidly
developing field with rapidly developing people of all backgrounds. Network optimization does
not stop at fixing and reducing redundancy on a network as there is always much more to be
done. For instance: hardware upgrades of existing devices that improve transmission rates,
software upgrades that fix technical errors that arise from long term use of applications and thus
make devices more reliable and reduce disconnections. The horizon is expansive and fruitful, it
is all about finding a direction of interest and honing deeper into it.
Moving forward from this paper, you, the reader, should look into IT innovation and Graph
Theory problems. There exists different takes of the Shortest Path Algorithm problems, do you
know of a different shortest path approach that solves network topologies more efficiently? What
other problems are similar to what has been presented that involve network topologies? Can
networks be optimized with other algorithmic techniques? Questions like these are what build
hobbyists and researchers, and help build the drive of mathematics and IT Innovation. It is
dependent on where you look and the types of problems that are approached and solved that help
further improve both your understanding and contribution to the sciences.
Proposed Ideas for moving forward:
• In “Graph annotations in modeling complex network topologies” written by Xenofontas
Dimitropoulos, Dmitri Krioukov, Amin Vahdat, & George Riley in 2009 for the ACM
Transactions on Modeling and Computer Simulation, they talk about how representing
internet topologies as weightless, undirected graphs causes information about the vertices to
best lost, and thus they call the lost information “annotations.” Before reading ponder these
thoughts:
• How can an internet topology be reconstructed in which little or no information is
lost?
• How do you construct a graph with unknown elements or properties?
• Can known vertices be used to locate unknown vertices?

• If a graph is unweighted, what techniques can be used to use to apply a Shortest Path
•

Algorithm on it?
Graph Theory - ColorMapping problems.
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Section Exercises Answers
Section One Answers
1. Ethernet, Bluetooth, WiFi, Fibre, Coaxial, USB tether, and SIM.
2. MAC Table.
3. Switches manage devices on a network using MAC addresses physically embedded into
devices. Routers manage devices primarily using IP addresses assigned to devices connected
to the network. Routers can also manage devices using MAC addresses.
4. Class A, Class B, and Class C.
Classes

Complete Ranges

Available Ranges

A

0.0.0.0 - 127.255.255.255

1.0.0.1 - 126.255.255.254

B

128.0.0.0 - 191.255.255.255

127.1.0.1 - 191.255.255.254

C

192.0.0.0 - 223.255.255.255

192.0.1.1 - 223.255.255.254

5. 01111111.11100111.00011010.01010111
6. All layers of the OSI Model:
• Application Layer
• Presentation Layer
• Session Layer
• Transport Layer
• Network Layer
• Data Link Layer
• Physical Layer
7. Default subnets of Class A, B, and C:
• Class A: 255.0.0.0
• Class B: 255.255.0.0
• Class C: 255.255.255.0
8. The “Static” identifier of an IP address means that the device with that assigned IP will not
change as the network around it changes, and the “Dynamic” identifier means that whenever
the IP address expires or the network changes the device will lose their IP address and get
assigned a new one dynamically.
9. A switch is assigned to the Data Link Layer while the Router is on the Network Layer.
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Section 2.1 Answers
2. Point-to-Point, Bus, Star, Tree, Ring, and Mesh.
3. (Answers will vary. Multiple topologies can be used, look to Figure 21 for an example of a
smaller scale mixed topological network.)
4. The list of benefits include:
• Proper documentation of a network topology can give a device list timeframe on previous
device setups in the environment of that network.
• By documenting networks using topological maps, it allows the network to be reduced
further into a graph into which then can be optimized.
• It allows for a visual, documentable representation of devices and transmission mediums.
5. A ring topology is a network in which all devices are connected to an adjacent device with
two independent transmission mediums that make the network traffic directionally flow like
a circle. Mesh topologies are defined by every device has its own transmission medium
directly connected to every other device. Thus, Mesh networks tend to be more reliable for
the sheer amount of transmission mediums available.
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