Abstract. Let T (H, Gn) be the number of monochromatic copies of a fixed connected graph H in a uniformly random coloring of the vertices of the graph Gn. In this paper we give a complete characterization of the limiting distribution of T (H, Gn), when {Gn} n≥1 is a converging sequence of dense graphs. When the number of colors grows to infinity, depending on whether the expected value remains bounded, T (H, Gn) either converges to a finite linear combination of independent Poisson variables or a normal distribution. On the other hand, when the number of colors is fixed, T (H, Gn) converges to a (possibly infinite) linear combination of independent centered chi-squared random variables. This generalizes the classical birthday problem, which involves understanding the asymptotics of T (Ks, Kn), the number of monochromatic s-cliques in a complete graph Kn (s-matching birthdays among a group of n friends), to general monochromatic subgraphs in a network.
Introduction
Let G n be a simple labeled undirected graph with vertex set V (G n ) := {1, 2, · · · , |V (G n )|}, edge set E(G n ), and adjacency matrix A(G n ) = {a ij (G n ), i, j ∈ V (G n )}. In a uniformly random c n -coloring of G n , the vertices of G n are colored with c n colors as follows: P(v ∈ V (G n ) is colored with color a ∈ {1, 2, . . . , c n }) = 1 c n ,
independent from the other vertices. An edge (a, b) ∈ E(G n ) is said to be monochromatic if X a = X b , where X v denotes the color of the vertex v ∈ V (G n ) in a uniformly random c n -coloring of G n . Denote by
the number of monochromatic edges in G n . Note that P(T (K 2 , G n ) > 0) = 1 − P(T (K 2 , G n ) = 0) = 1 − χ Gn (c n )/c
, where χ Gn (c n ) counts the number of proper colorings of G n using c n colors. The function χ Gn is known as the chromatic polynomial of G n , and is a central object in graph theory [14, 18, 19] . Moreover, the statistic (1.2) shows up in various applications, for example, in the study of coincidences [13] as a generalization of the birthday paradox [2, 12] , the Hamiltonian of the Ising/Potts models [3, 5] , and in non-parametric two-sample tests [16] . This requires understanding the asymptotics of T (K 2 , G n ) for various graph sequences G n . The limiting distribution of T (K 2 , G n ) has been recently characterized by Bhattacharya et al. [6] , for any sequence of growing graphs G n .
In this paper we consider the problem of determining the limiting distribution of the number monochromatic copies of a general connected simple graph H, in a uniformly random c n -coloring of a graph sequence G n . Formally, this is defined as -Aut(H) is the automorphism group of H, that is, the number permutations σ of the vertex set V (H) such that (x, y) ∈ E(H) if and only if (σ(x), σ(y)) ∈ E(H).
T (H,
Unlike the case for T (K 2 , G n ), the class of possible limiting distributions for general monochromatic subgraphs H is extremely diverse [6] , and, therefore, obtaining the limiting distribution of T (H, G n ) for any graph sequence G n appears to be quite challenging. In this paper, we take the first step towards this goal, by providing a complete characterization of the limiting distribution of T (H, G n ), for any simple connected graph H, whenever {G n } n≥1 is convergent sequence of dense graphs [20] . Depending on behavior of ET (H, G n ) there are 3 different regimes:
(1) E(T (H, G n )) = O(1): In this case, T (H, G n ) converges to a linear combination of independent Poisson random variables (Theorem 1.1). (2) E(T (H, G n )) → ∞, such that c n → ∞: Here, T (H, G n ) is asymptotically Gaussian, after appropriate standardization (Theorem 1.2). (3) E(T (H, G n )) → ∞, such that c n = c is fixed: In this case, T (H, G n ), after standardization, is asymptotically a linear combination of independent centered chi-squared random variables (Theorem 1.3).
We begin with a short background on graph limit theory. The results are formally stated in Section 1.2.
1.1. Graph Limit Theory. The theory of graph limits was developed by Lovász and coauthors [7, 8, 20] , and has received phenomenal attention over the last few years. For a detailed exposition of the theory of graph limits refer to Lovász [20] . Here we mention the basic definitions about the convergence of graph sequences. If F and G are two graphs, then define the homomorphism density of F into G by t(F, G) := | hom(F, G)| |V (G)| |V (F )| , where | hom(F, G)| denotes the number of homomorphisms of F into G. In fact, t(F, G) is the proportion of maps φ : V (F ) → V (G) which define a graph homomorphism. Denote by hom inj (F, G) the number of injective maps from F into G which are homomorphisms, and
, which is the proportion of injective maps which are homomorphisms. Moreover, denote by t ind (F, G) the induced homomorphism density, that is, the proportion of injective maps φ : |V (F )| → |V (G)|, which satisfy (φ(x), φ(y)) ∈ E(G) if and only if (x, y) ∈ E(F ): 4) where
is the adjacency matrix of G.
To define the continuous analogue of graphs, consider W to be the space of all measurable
Definition 1.1. [7, 8, 20] A sequence of graphs {G n } n≥1 is said to converge to W (to be denoted by G n ⇒ W ) if for every finite simple graph F ,
If G n converges to W , according to definition above, then the injective homomorphsim densities converge: t inj (F, G n ) → t(F, W ), for every simple graph F . Moreover, the induced homomorphism densities also converge, that is, t ind (F, G n ) → t ind (F, W ), for every simple graph F , where
The limit objects, that is, the elements of W , are called graph limits or graphons. A finite simple graph G = (V (G), E(G)) can also be represented as a graphon in a natural way:
squares of side length 1/|V (G)|, and let f G (x, y) = 1 in the (i, j)-th square if (i, j) ∈ E(G), and 0 otherwise. Observe that t(F, f G ) = t(F, G) for every simple graph H and therefore the constant sequence G converges to the graph limit f G . Define an equivalence relation on the space of graphons by W 1 ∼ W 2 iff t(F, W 1 ) = t(F, W 2 ) for all simple graphs F . It turns out that the quotient space under this equivalence relation, equipped with the notion of convergence in terms of subgraph densities outlined above is a compact metric space using the cut distance (refer to [20, Chapter 8] ).
1.2.
Results. Throughout the paper, we will assume that H is a finite, simple, and connected graph, and G n is a sequence of dense graphs converging to the graphon W such that t(H, W ) > 0. Depending on the limiting behavior of ET (H, G n ) there are 3 different regimes.
1.2.1. Linear Combination of Poissons. For a finite simple unlabeled graph F , let N (F, G n ) be the number of copies of F in G n . Note that
We begin with the regime where the mean E(T (H, G n )) = O(1). In this case, the limit is a linear combination of independent Poisson variables, where the weights are determined by the limiting homomorphism densities of certain super-graphs of H. This is formalized in the following theorem: Theorem 1.1. Let G n be a sequence of graphs converging to the graphon W , such that t(H, W ) > 0.
and the collection {X F : F ⊇ H and |V (F )| = |V (H)|} is independent.
The proof is based on a moment comparison technique, where the moments of T (H, G n ) are compared with the moments of the corresponding random variable obtained by replacing every subset of |V (H)| vertices with independent Bernoulli variables (refer to Section 2 for details). Poisson limit theorems for the number of general monochromatic subgraphs in a random coloring of a graph sequence are well-known [9, 11] . However, these results show that under general (exchangeable) coloring distribution the number of copies of any particular monochromatic subgraph converges in distribution to a Poisson. On the other hand, Theorem 1.1 goes beyond the Poisson regime, and characterizes the limiting distribution of T (H, G n ) for all dense graphs, under the uniform coloring distribution.
Remark 1.1. An useful special case of the above theorem, which generalizes the well-known birthday problem, is when H = K s is the s-clique (monochromatic cliques correspond to s-matching birthdays in a friendship network G n ). The asymptotics of multiple birthday matches have found many applications, for example, in the study of coincidences [13, Problem 3] , hash-function attacks in cryptology [21] , and the discrete logarithm problem [4, 17] . Refer to Example 2 for more on the birthday paradox.
1.2.2. Asymptotic Normality for Growing Colors. Theorem 1.1 asserts that if ET (H, G n ) → λ, then the number of monochromatic copies of H converges to a linear combination of Poissons. Recall that a Poisson random variable with mean growing to infinity converges to a standard normal distribution after centering by the mean and scaling by the standard deviation. Therefore, it is natural to wonder whether the same is true for T (H, G n ), whenever ET (H, G n ) → ∞. To this end, define
The theorem shows that Z(H, G n ) has a universal CLT whenever ET (H, G n ) → ∞ and c n → ∞. Theorem 1.2. Let G n be a sequence of graphs converging to the graphon W , such that
The proof of the above theorem is given in Section 3, and is based on a Stein's method based on dependency graphs. 2 The Wasserstein distance between two probability measures on R is, W ass(µ, ν) := sup{´f dν −´f dµ : f : R → R is 1-Lipschitz}, that is, supremum over all f such that |f (x) − f (y)| ≤ |x − y|. Remark 1.2. For the case of monochromatic edges, [6 
, whenever E(T (K 2 , G n )) → ∞ such that c n → ∞, for any sequence of graphs G n . Error rates for the above CLT were obtained by Fang [15] . The above theorem shows that this phenomenon extends to all simple connected graphs H, when G n is a converging sequence of dense graphs. Moreover, unlike in the case of edges, the density assumption t(H, W ) > 0 is, in general, necessary for Z(H, G n ) to have a non-degenerate normal limit (see Example 4). 
For example, when H = K 1,2 is the 2-star, with the central vertex labeled 1, then
where
dz is the degree function of the graphon W ; and Using this definition we can now show that the limiting distribution of
is a linear combination of centered chi-squared random variables, whenever {G n } n≥1 converges and the number of colors is fixed. To this end, note that every bounded non-negative symmetric function
T K is a Hilbert-Schmidt operator, which is compact and has a discrete spectrum, that is, a countable multi-set of non-zero real eigenvalues {λ i (K)} i≥1 , where every non-zero eigenvalue has finite multiplicity.
( 
variables, and if the coordinates of s are not in increasing order, define
The following lemma shows that the moments of T (H, G n ) and J(H, G n ) are asymptotically close. Note that A H B, means A ≤ C(H)B, where C(H) is a constant that depends only on the graph H.
Moreover, there exists a constant C = C(H, r) < ∞ such that for all n large, ET (H, G n ) r ≤ C and
Proof. Let A the collection of all ordered r-tuples s 1 , s 2 , . . . , s r , where
. Then by the multinomial expansion,
is the graph on vertex set V (F ) = r j=1 s t and edge set r t=1 {(s ta , s tb ) : (a, b) ∈ E(H)}, and b is the number of distinct |V (H)|-element subsets in the collection {s 1 , s 2 , . . . , s r }.
Thus, setting N p,q,r to be the set of all r ordered tuples
. Since p > q|V (H)|, each term in the above sum converges to 0, and because the sum is over a finite index set free of n, (2.2) follows.
Finally, from the above arguments it also follows that
Next, we show that the limiting distribution of J(H, G n ) is a linear combination of independent Poisson random variables.
in distribution and in moments, where
and the collection {X F :
Now, note that, by definition, the collection
is independent and for every fixed F , J n (F ) := s∈(
random variables. Therefore, to prove theorem it suffices to show that J n (F ) → X F (with X F as defined in the statement of the theorem) in distribution and in moments, which follows if we can prove that
To show (2.4), first note that
Then recalling (1.7),
where the last step uses
The proof of Theorem 1.1 can be easily completed using the above two lemmas: Let Y :=
By Lemma 2.1 and Lemma 2.2, T (H, G n ) converges in moments to Y . Now, it is easy to check that Y satisfies the Stieltjes moment condition [1] , therefore, it is uniquely determined by its moments. This implies T (H, G n ) D → Y as well, and hence completes the proof of Theorem 1.1.
2.2.
Examples. Theorem 1.1 can be easily extended to converging sequence of dense random graphs, when the limits in (1.5) hold in probability, by conditioning on the graph, under the assumption that the graph and its coloring are jointly independent. Here, we compute the limiting distribution (1.
)−|E(F )| . Therefore, by Theorem 1.1, choosing c n such that
)−|E(F )| and the collection {X F : F ⊇ H and |V (F )| = |V (H)|} is independent.
.
-If H = K s is the complete graph, then {F ⊇ H : |V (F )| = |V (H)|} = {H} and, therefore,
When H = K s is the s-clique, we have a birthday problem on a general friendship network G n .
Example 2. (Birthday Problem)
In the well-known birthday problem, G n is a friendship-network graph where the vertices are colored uniformly with c n = 365 colors (corresponding to birthdays). In this case, two friends will have the same birthday whenever the corresponding edge in the graph G n is monochromatic. Therefore, P(T (K s , G n ) > 0) is the probability that there is an s-fold birthday match, that is, there are s friends with the same birthday. For this problem, Theorem 1.1 can be used to do an approximate sample size calculation. For example, using
, where
which approximates the minimum number of people needed to ensure a s-fold birthday match in the network G n , with probability at least p. When the underlying graph G n = K n is the complete graph K n on n vertices, this reduces to the classical birthday problem. For example, when G n = K n , p = 1 2 and s = 3, using c n = 365, the RHS above evaluates approximately to 82.1, that is, in any group of 83 people, with probability at least 50%, there are three friends all having the same birthday.
The assumption t(H, W ) > 0 in Theorem 1.1 enforces that c
, let L n (a) and R n (a) be the number of vertices in sets B and C with color a, respectively. Clearly,
where X and Y are independent Pois(1) variables. Thus, given the color of the vertex z is a,
→ XY , the product of two independent Pois(1) random variables.
Asymptotic Normality: Proof of Theorem 1.2
In this section we prove the asymptotic normality of Z(H, G n ) (recall (1.9)), whenever ET (H, G n ) → ∞ such that c n → ∞. We begin the following definition. 
(a,b) has 2|V (H)| − 2 edges and 2|E(H)| − 1 or 2|E(H)| edges, depending on whether the edge (a, b) is present or absent in E(H) respectively. Lemma 3.1. Let H be a graph with vertices labeled {1, 2, . . . ,
(by Cauchy-Schwarz)
where 1{X =s } is as defined in (1.3). Then
The following lemma calculates the covariance of Z s and Z t and obtains a lower bound on the variance of T (H, G n ).
Lemma 3.2. For s ∈ V (G n ) |V (H)| , let 1{X =s } and Z s be as defined above. Then the following hold:
Proof. If |s t| = 2|V (H)|, the indices s, t do not intersect. In this case, the expectation factorizes by independence, and
Otherwise,
completing the proof of (a). The result in (b) follows from (a) and observing that E1{X =s }E1{X =t } = 1 c
To show (c) note that
Now, since each of terms in the covariance is non-negative by part (b),
|Aut(H)| > 0, when G n converges to W . Next, considering the sum over pairs s, t ∈ V (G n ) |V (H)| such that s = (s 1 , s 2 , s 3 , · · · , s |V (H)| ), t = (s 1 , s 2 , t 3 , · · · , t |V (H)| ) with the indices {s 1 , s 2 , s 3 
where the last step uses lim n→∞ 1,2) , W ) > 0 by Lemma 3.1. Combining these two estimates give the desired lower bound on the variance.
In the following two lemmas we estimate the variance and covariance of the product of Z s for 3 or 4 sets s ∈ V (G n ) |V (H)| , respectively. These will be used to control the error terms in the Stein's method.
Proof. To begin with we show that |s 2 (s 1 s 3 )| ≤ 1. To see this, observe
completes the proof of (a).
Next, by a direct expansion, it follows that
To bound the second term in the RHS above, note that (s 1 , s 3 ) and (s 2 , s 3 ) as well, and, therefore, the RHS of (3.3) is bounded by 
Combining (3.5) and (3.6), Cov(
This completes the proof of (a).
To show (b), without loss of generality, assume |(s 1 s 2 ) (s 3 s 4 )| ≥ 1, because otherwise the covariance is 0 to begin with. As in Lemma 3.3, it suffices to find bound up to fourth joint moments of 1{X = s}. To this end, note that |( and a similar bound applies for all the other two tuples. Thus, expanding the fourth moment and using (3.7) and (3.8) gives 10) where the last inequality uses the fact that |(s 1 s 2 ) (s 3 s 4 )| ≥ 1. Combining (3.9) along with (3.10) completes the proof of the lemma.
Proof of Theorem 1.2. Recall Z(H, G n ) from (1.9). The CLT for Z(H, G n ) will be proved using the Stein's method based on dependency graphs. To this end, for every
In words N s 1 is the subset of tuples in V (G n ) |V (H)| which have at least one index common with s 1 . Then we have (see [10] )
with σ 2 n = Var(T (H, G n )) and K 0 = 2/π. We will bound each of the terms above separately. To begin with, observe
a=1 s a | and use Lemma 3.4(a) to conclude that the above covariance vanishes unless ≤ 4|V (H)| − 4. Thus, using Lemma 3.4(b), an upper bound to the RHS above (up to constants depending on |V (H)|) is given by
where the last inequality uses Lemma 3.2(c). Therefore, (up to constants depending on |V (H)|),
Proceeding to bound R 2 in (3.11), gives
Again let = | 3 a=1 s a | and use Lemma 3.3(a) to conclude that the above vanishes when = 3|V (H)| − 2. Thus, using the bound in Lemma 3.3(b), an upper bound to the RHS above is
, where again the last inequality uses Lemma 3.2(c). Therefore,
Combining (3.11) with (3.12) and (3.13) completes the proof of (1.10). To see that the error term in the RHS of (1.10) goes to zero, first note that ET (H, (1.7) ). Then using
follows that the first term in the RHS of Theorem 1.2 goes to zero whenever ET (H, G n ) → ∞.
As noted in Remark 1.2, the asymptotic normality of Z(K 2 , H) holds for all graph sequence {G n } n≥1 , as long as ET (K 2 , H) → ∞ and c n → ∞. However, we cannot expect the normality of Z(H, G n ), for general graphs H, to extend beyond dense graphs, without further assumptions, as shown below:
(Note that the 1-pyramid is the triangle (D 1 = K 3 ) and the 2-pyramid D 2 is the 4-cycle with a diagonal.) Now, let G n be the disjoint union of the n-pyramid D n and the complete bipartite graph K n,n and H = K 3 the triangle. Choose c n → ∞ such that c n = o( √ n). In this case, ET (K 3 , G n ) = n c 2 n → ∞, but lim n→∞ t(K 3 , G n ) = 0, therefore, Theorem 1.2 does not apply. Moreover, as every triangle in G n must pass through the base vertices a, b of the pyramid D n ,
does not converge to a non-degenerate limiting distribution.
Limiting Distribution for fixed number of colors
In this section we derive the limiting distribution for the number of monochromatic subgraphs when the number of colors is fixed. The proof of Theorem 1.3 is given in Section 4.1. Examples are discussed in Section 4.2.
4.1. Proof of Theorem 1.3. We begin with the following observation:
Proof. This follows by directly multiplying out the RHS above, and observing that, for every v ∈ V (G n ), 
Proof. Fix J ⊆ V (H) such that |J| ≥ 3. To begin with note that
} is a collection of independent random variables. The second moment of
If there exists s 0 ∈ {s j : j ∈ J}\{s j : j ∈ J}, then
Similarly, the expectation vanishes if s 0 ∈ {s j : j ∈ J}\{s j : j ∈ J}. Therefore, (4.3) gives 
H) and 1 otherwise, and the sum is over indices s\{s u , s v } , with s ∈ V (G n ) |V (H)| , which are distinct and belong to [|V (
4 Finally, define the symmetric scaled 2-point homomorphism matrix as (
for 1 ≤ i = j ≤ |V (G n )|. 4 For example, when H = K1,2 is the 2-star with the central vertex labeled 1, then M1,2(i, j, K1,2, Gn) = M1,3(i, j, K1,2, Gn) = aij(Gn)(dG n (i) − aij(Gn)), where dG n (i) is the degree of the vertex i in Gn, and M2,3(i, j, K1,2, Gn) = k ={i,j} a ik (Gn)a jk (Gn), the number of common neighbors of i, j.
Proof. Fix an integer r ≥ 1. Using the bound
is,asÛjs,as .
Now, fix an index set
. If an index in J appears exactly once, then using E 1{X i = a} − 1 c = EÛ i,a = 0, for every i ∈ V (G n ) and a ∈ [c], it is easy to see that both the moments inside the absolute value vanish. Therefore, we can assume that every index in J appears at least twice. Moreover, as the total number of terms with at most r − 1 distinct indices from J is bounded above by |V (G n )| r−1 , it suffices to consider the terms where the number of distinct indices from J is exactly r, up to a o(1)-term. But in this case every index in J appears exactly twice, and to prove (4.8) it suffices to show for any such index
is,asÛjs,as = 0.
Indeed, in this case both the moments factorize over the distinct indices, and to show equality of moments it suffices to check that for all a, b ∈ [c] we have
This follows on noting that both sides equal From Lemmas 4.2 and 4.3, to derive the limiting distribution of Γ(H, G n ) it suffices to derive the limiting distribution of ∆ 2 (H, G n ), which is the sum of c-quadratic forms in B H (G n ). To this end, we need to understand the spectrum of the matrix B H (G n ). We begin by defining the notion of cycles formed by H, which arise in the analysis of the power-sum of the eigenvalues of B H (G n ). 
dx a . Figure 1 shows a 5-cycle of K 1,2 and a 6-cycle of C 4 , and the associated pivots.
Equipped with the above definitions and recalling the function W H from (1.12), we proceed to prove the convergence of the spectrum of B H (G n ). 
≥ are the eigenvalues of W H . Moreover, the assumption t(H, W ) > 0 ensures that at least one eigenvalue of W H is non-zero. M ua,va (j a , j a+1 , H, G n ) can be expanded to obtain a sum over at most g|V (H)| − g indices in V (G n ). However, if any two of the indices are the same, then the corresponding term in the sum is o(|V (G n )| g|V (H)|−g ). Therefore, the leading term is a sum over g|V (H)| − g distinct indices ranging in V (G n ), which is the number of injective homomorphisms of H (g) (J) in G n , where H (g) (J) is the g-cycle of H with Having established the convergence of the spectrum of B H (G n ), it remains to derive the asymptotic distribution of ∆ 2 (H, G n ), and hence Γ(H, G n ). This follows by the lemma below, which can be easily proved by computing the moment generating function of ∆ 2 (H, G n ) using the spectral decomposition, as in [6, Lemma 7.3] . 
4.2.
Examples. To begin with, we consider monochromatic edges, that is, H = K 2 . In this case, the 2-point homomorphism matrix is just the scaled adjacency matrix of G n , and we re-derive [6, Theorem 1.4]. As before, Theorem 1.3 applies to convergent sequence of dense random graphs, when the limit in (1.5) hold in probability.
Example 6. (Erdős-Rényi random graph) Let G n ∼ G(n, p) be the Erdős-Rényi random graph and H be any finite simple graph. In this case G n ⇒ W (p) = p, the constant function p, and, from (1.12), W A similar thing happens in Example 4, where G n is the disjoint union of the npyramid D n and the complete bipartite graph K n,n and H = K 3 is the triangle. In this case, it is easy to see that T (K 3 , G n ) = ) and a point mass at zero. This implies, Γ(H, G n ) does not have a non-degenerate limiting distribution. In fact, in this case, there is no centering and scaling for which T (H, G n ) has a non-degenerate limiting distribution).
