One of the most important problem in feature-based visual servoing is the slow sampling rate and the delay of the camera that can make the closed loop system oscillative or unstable easily. In this paper, a linearized observer that estimates the object velocity and updates the visual information with the joint sampling rate is proposed. Stability of the observer-based control system and effectiveness of the observer are verified by experiments on a PUMA 560 robot.
Introduction
Vision sensor provides rich information on the object and environment, however the sampling rate is usually very slow (e.g., 30Hz) compared with that of mechanical systems (e.g., 1000Hz). Thus, it is natural to compose the control system with two feedback loops having different sampling rates. A block diagram of a feature-based visual servo system is shown in Figure 1 . Visual sensor is incorporated in the feedback loop and joint servo loop lies inside the vision loop. Since the inner loop is 30 times faster than the outer loop, the reference command v for the joint servo system should be interpolated so as to avoid saturation of the inner loop driver due to large step change of the reference.
Not only interpolating the sensor readings, tracking performance will be improved if the object motion dy- processing hardware has sampling/computation delay, feedforward type controller is much more effective than pure feedback for achieving high performance visual servoing. There are many publications that try to incorporate feedforward structure into the visual servo controller. Most of them assume zero-mean Gaussian object acceleration, which is required to apply Kalman filter, cr-P-7 filter or AR model [9, 1, 61. However this assumption is not proper for many tracking applications.
On the other hand, if a model for object motion is available, a Luenberger type observer can be adopted. Ghosh et al. [2] propose observers for estimating the target velocity . Rizzi and Koditchek [7] study a window position predictor for object tracking. The authors use an observer for estimating the object velocity and propose a nonlinear controller with the observer [4] . On the basis of the object motion model, the observer is formulated as a nonlinear adaptive identification problem and unknown parameters such as position, direction, velocity, center of circle and so on are estimated. Thus it can be used for a large class of motions including constant velocity, constant acceleration and cyclic motions. This paper considers an compensation scheme for the vision sampling delay by estimating the target velocity. A model describing the object motion is introduced and a nonlinear observer is presented. The effectiveness of the observer-based method was evaluated by simulations and experiments on a two link planar direct drive robot [4] . Since the computational burden of the controller was too large it was not suitable for robots that have more than three degreesof-freedom. In this paper, a linearized version of the observer is presented by neglecting the nonlinear dynamics of the robot. Experiments with PUMA 560 are carried out to show the validity of the linearized feedforward type controller.
Mathematical Formulation
Robot Model Assume that the robot has m (2 6) joints and the camera is mounted on the robot hand. Let q be the ( m x 1) joint angle vector and se be the (6 x 1) vector of camera position and orientation, then the kinematic model is given by s, = d(q). 
Object Motion Model
where r d is the desired relative position between the camera and the object and <d is the desired feature vector.
Jacobians yields Differentiation of the camera model (4)
The matrices J (2n x m) and L (2n x m,) are called image Jacobian and motion Jacobian, respectively. It is straight forward to see that where
(7)
Then we have Consider a feature point that lies on the optical axis of the camera. When the point moves along the optical axis or when the camera rotates around the optical axis, the object image do not change. Thus this point feature is not useful to control the camera position in the Z axis and rotation around the 2 axis. In general, if the Jacobians are not full rank, there exist such direction(s) of motion that do not change the image features and the closed loop system becomes internally unstable [5] . Thus, we assume rankJ = m and rankL = m,. To satisfy the condition on J , 2n 2 m is necessary. Also if four feature points on a object plane is available, then the condition is satisfied for practically all object/camera configuration. The relation between the feature/camera configuration and visual servo performance are studied in Observer The control law (11) requires unknown variables i and 0'. Thus an observer is used to estimate them. Let the estimates of the parameter 0' and controlled variable z be 0 and 2 , respectively, and consider the following estimator [8] 
where H is any stable matrix and Q is any positive definite matrix. While P is selected to satisfy
Let the estimation error be e = [ ( z -2)T (0. -then the estimator (12) makes the equilibrium point e = 0 asymptotically stable.
Observer-based Controller
On the basis of the estimated velocity of the feature vector i and the estimated object motion parameter 0, consider the following controller:
Defining i Figure 2 shows the structure of the object motion estimation and robot motion control that are carried out in parallel.
Linearized Controller
The controller derived in the previous section is rigorous and useful for theoretical analysis. However, the computational burden of the inverse dynamics becomes huge for robots that have many degrees of freedom ( M , J, L , W, A, N , IC are all state dependent). On the other hand, most general purpose industrial robots are velocity control type and the joints contain high ratio gears, thus the terms of acceleration, centrifugal force and Colioris force can be neglected. Then the controller can be linearized without having serious performance deterioration and the computational burden can be reduced considerably.
The linearized dynamics of the visual servo system (9) at ( q , p ) = ( q * , p * ) is given by
where L* = L(q*,p*). Then the following control law Note that, at the rate of joint servo, the observer can be drived and the image feature vector z can be u p dated. Thus the large vision delay is canceled by using i instead of z. Since B and L* are constant matrices, the computational burden is fairly reduced. Only W may depend on the object position p . Some examples of the linearized controller with the PUMA robot will be described in the following section.
Experiments

Linear Motion
Experimental Setup A board with five feature points is attached to a PUMA 550. The X,-Y,-Z, world coordinate system is at the base of the PUMA 560 which holds the camera. A nominal camera position is in front of the the marks and the distance is about 1000 [mm] . The nominal positions of the object and the camera are shown in Figure 3 .
Object Motion In this experiment, the object moves up and down; that is, the object mot8ion is translational in the 2, direction. Thus, so = [0 0 v,* 0 0 0IT, where v,* is the object velocity in the vertical direction 2,. Since the object motion is one dimensional, we can choose the generalized coordinate as the object height in the world coordinate system, i.e., p = 2,. Then we have p = vz and the parameterization (1) Figure 4 (a), the vertical axis shows the position of the camera in the world coordinate system. Only the data in 2, direction is shown but note that all 6 DOF are controlled by visual servo. The performance difference due to observer is found only in Z, direction. The solid and broken lines are the results with and without the observer, respectively. The dotted line is the reference trajectory of the camera. The control law with the observer is given by (20) and (??), and the control law without observer is
The matrix A ' is the gain, which is the same as the observer-based controller. By using the observer the tracking speed is improved and the tracking error is reduced considerably. As shown in the nonlinear case [4], overshoot is a shortcoming of the observer-based scheme. Figure 4 (b) shows the estimated velocity of the object. The broken line shows the true value and the solid line is the estimated value. The observer estimates the object velocity fairly accurately.
Tracking a Mini Robot
Object Motion The camera tracks a Khepera robot as it moves on the floor. The motion is cir- 
(23)
The observer estimates the rotational velocity of the object. The Khepera robot starts to move counterclockwise at t = 5 [sec] with rotational velocity w = 0.9 [rad/sec]; changes its velocity to w = 1.8 at t = 20; and stops at t = 35. After 5 seconds of rest, Khepera starts to move again clockwise with w = -0.9; changes the velocity to w = -1.8 at t = 54; and stops at t = 69.
Control Law In this experiment, the controlled degree of freedom is two, i.e., the X and Y coordinates of the camera position in the world coordinate system. Thus to simplify the controller the controlled variable z is set to [. In other words, we choose B = I . Also, since the optical axis of the camera is aligned to the 2, axis which is orthogonal to the floor, the image Jacobian linearized at the reference position can be simplified to where 2, is the camera height at the reference position.
Experiment Figure 6 shows the estimated value of w . The solid line is the estimated velocity and the dashed line is the true velocity. The observer estimates the velocity fairly accurately but oscillations are found. The oscillations are due to the calibration error of the rotation center. Also, the arm configuration becomes almost singular (the arm is almost stretched out) when the object is at the farthest position. Thus the joint control accuracy is not very good around the farthest point. This singularity problem is another reason for oscillation. Figures 7 (a) and (b) show the error in the image plane for z and y directions, respectively. The solid line is the result with the observer and the broken line is the result without the observer. Note that the error is reduced for both direction by using the observer.
Figures 8 (a) and (b) show the feedforward term -LWe and the feedback term -I<i of the observerbased controller. The feedforward input is larger than the feedback input and the magnitude of the feedforward input changes with the object velocity. Thus the object tracking is mainly driven by the feedforward input and the feedback is used to correct the tracking error.
Conclusions
The vision sensor includes delay in its structure and the sampling rate is usually very slow. Thus, increasing the feedback gain yields oscillations and feedforward type controllers are effective. We have intro- duced a visual feedback controller with a velocity feedforward that compensates the vision delay and generates the inter-sample information. Stability of the observer-based control system is presented in a nonlinear form and a linearized version is derived to reduce the computational complexity. Experimental results with PUMA 560 have shown the stable and accurate performance of the observer-based visual servo controller. The results emphasizes the usefulness of object velocity feedforward in the application of vision-based control.
