We present a technique to map an electronic model with local interactions (a generalized multi-orbital Hubbard model) onto an effective model of interacting classical spins, by requiring that the thermodynamic potentials associated to spin rotations in the two systems are equivalent up to second order in the rotation angles. This allows to determine the parameters of relativistic and non-relativistic magnetic interactions in the effective spin model in terms of equilibrium Green's functions of the electronic model. The Hamiltonian of the electronic system includes, in addition to the non-relativistic part, relativistic single-particle terms such as the Zeeman coupling to an external magnetic fields, spin-orbit coupling, and arbitrary magnetic anisotropies; the orbital degrees of freedom of the electrons are explicitly taken into account. We determine the complete relativistic exchange tensors, accounting for anisotropic exchange, Dzyaloshinskii-Moriya interactions, as well as additional non-diagonal symmetric terms (which may include dipole-dipole interaction). Our procedure provides the complete exchange tensors in a unified framework, including previously disregarded features such as the vertices of two-particle Green's functions and non-local self-energies. We do not assume any smallness in spin-orbit coupling, so our treatment is in this sense exact. Finally, we show how to distinguish and address separately the spin, orbital and spin-orbital contributions to magnetism.
Introduction
Establishing a rigorous connection between magnetic and electronic descriptions of condensed matter systems is a challenging problem [1] , whose formal Email addresses: a.secchi@science.ru.nl (A. Secchi), andrea.secchi@gmail.com (A. Secchi) statement can be formulated as follows: Given a physical system described by means of a completely known electronic Hamiltonian, what is the spin Hamiltonian (supposing that it exists) that most closely reproduces the spectral and dynamical features of the system?
The answer to this important question is, of course, far from being straightforward. It is well known, e.g., that the spectrum of the lowest energy band of the single-orbital Hubbard model at half filling with nearest-neighbour hopping T and strong on-site Coulomb repulsion U can be effectively represented in terms of the antiferromagnetic quantum Heisenberg Hamiltonian, as follows from perturbation theory in small |T | /U . Dynamics of the electronic system, however, may involve hopping transitions via intermediate higher bands, which are not captured in the Heisenberg Hamiltonian alone, as well as real hopping processes become relevant at other electronic fillings (as a first correction, one should consider the T -J model [2] ). A non-Heisenberg character of magnetic interactions in itinerant systems was explicitly demonstrated, e.g., for the narrow-band Hubbard model at Bethe lattice beyond half filling [3] . The problem gets much more complicated if one attempts to map more realistic electronic systems to magnetic models: for example, the natural extension of the single-orbital Hubbard model is the multi-orbital Hubbard model [4] [5] [6] [7] [8] , which includes more than just one orbital per site, being a more appropriate description of relevant systems such as d and f materials. Moreover, when both spin and orbital degrees of freedom of the electrons are taken into account, their interplay gives rise to relativistic interactions such as spin-orbit coupling and anisotropies [9] .
When no smallness in some characteristic energy parameters of the system can be assumed (such as |T | << U in the Hubbard model), the parameters describing the magnetic interactions in an electronic system can be defined by imposing the equivalence between the response to spin rotations of a quantity characterizing the system and the analogous response computed for a reference classical spin model [1] . The quantity which is generally considered is the equilibrium thermodynamic potential [10] [11] [12] ; for the non-relativistic case we have recently extended this procedure to out-of-equilibrium systems by considering the potential arising from the non-equilibrium Kadanoff-Baym partition function [13] (in Refs. [10] [11] [12] [13] the electronic system was modelled by means of the multi-orbital Hubbard model). When we say that the reference spin model is classical, we mean that the target of the mapping is a Hamiltonian involving a set of interacting unit vectors e i , which can rotate in space as classical vectors, their components varying in a continuous domain. These vectors can be called classical spins, and determining the coefficients of their interactions is our goal. It should be noted that these effective parameters include information related to the magnitudes of the local spins, since this is not included into the unit vectors e i .
Unfortunately, the most correct spin model to be used for the mapping with a given electronic system may include interactions between up to an arbitrary number of spins, which is not known a priori. In practice, it is generally assumed that the most relevant magnetic parameters are the external magnetic field, which couples linearly with the spins, and the spin-spin pair interactions, quantified by the 3 × 3 exchange tensors H ij (one for each pair of spins labelled by i and j). In the non-relativistic case, the exchange tensors are proportional to the identity matrix, H ij → J ij 1, where J ij is the non-relativistic (isotropic) exchange parameter. In the relativistic case, the exchange tensors are general matrices which include anisotropic exchange, Dzyaloshinskii-Moriya, and other (symmetric) pair-pair interactions [9] . It should be remarked that higher-order interactions such as bi-quadratic exchange have been suggested to be relevant for materials such as MnO [14] , CuO 2 plaquettes [15] , pnictide superconductors [16] , and models such as spin ladders [17] .
However, in this work we will show that the thermodynamic potential under small spin rotations of a rather general relativistic electronic system is equivalent to that of a quadratic spin model with a general 3 × 3 exchange tensor, if the equivalence is required up to the second order in the rotation angles. We will prove this by determining the complete quadratic exchange tensor, which up to now was determined only in the non-relativistic case [10, 11] or limited to the Dzyaloshinskii-Moriya interaction in the relativistic case [12] . In addition to that, we will remove two uncontrolled approximations that were previously adopted [10, 11] , namely neglecting the vertices of two-particle Green's functions and neglecting non-local components of the self-energies. The electronic model that we will consider has a completely general single-particle Hamiltonian, including terms such as the Zeeman coupling between the magnetic field and the electronic spins, local and non-local spin anisotropies and spin-orbit couplings, in addition to the non-relativistic hopping. We will adopt the only simplification of assuming that the interaction Hamiltonian is rotationally invariant (in the same spirit as what was done in the previous literature [10] [11] [12] [13] ). The electronic model can then be called a relativistic multi-orbital Hubbard model. Moreover, in this work we will consider also the contributions to magnetic interactions due to the orbital degrees of freedom of the electrons, and we will show how to distinguish them from the usual contributions due to the intrinsic spin-1/2.
While the original approach of Ref. [1] , based on the non-relativistic multiscattering formalism within density-functional theory, was recently extended to account for relativistic interactions [18, 19] , our approach here is different, since we apply a consistent many-body treatment of the multi-band Hubbard model, including both relativistic and non-relativistic effects on equal footing, as well as fully including contributions to magnetism due to orbital and intrinsic spin of the electrons (i.e., we do not assume that the orbital moment is frozen).
This Article is structured as follows. In Section 2 we introduce our reference electronic Hamiltonian, specifying the model and the notation; in Section 3 we explain our procedure to probe the response of the electronic system to rotation of the spin quantization axes; in Sections 4 and 5 we derive the effective rotational action of the electronic system for small deviations from the initial directions of the quantization axes; in Section 6 we derive the effective potential for static spin rotations applied to the electronic Hamiltonian; in Section 7 we derive the analogous effective potential for a model of classical spins, and we derive a set of equations connecting the parameters of the spin model to Green's functions of the electronic model, which allows to identify the magnetic parameters; in Section 8 we solve the system in the general relativistic case (for ease of reference, the resulting formulas are summarized in Section 8.3); in Section 9 we consider the spin-1/2 single-orbital Hubbard model in the nonrelativistic regime, establishing correspondence with the previous literature; in Section 10 we show how to study separately the spin, orbital, and spin-orbital contributions to magnetism; in Section 11 we summarize our results and mention possible future developments. In Appendix A we discuss the condition for the rotational invariance of the interaction, which is the initial hypothesis of this work, while in Appendix B we provide some details related to one of the key quantities contributing to the magnetic parameters.
The electronic Hamiltonian
The Hamiltonian of a general electronic system is written aŝ
whereĤ φ T andĤ φ V are, respectively, the single-particle and interaction Hamiltonians.
Single-particle Hamiltonian
The single-particle Hamiltonian reads:
where 1 ≡ (a 1 , n 1 , l 1 , S 1 , M 1 ) is a collective index including all the indexes and quantum numbers that specify an atomically-localized (Wannier) single-electron state. Namely, a is the atomic index, n is the orbital shell quantum number, l is the quantum number of the orbital angular momentuml 2 , S is the quantum number of the total angular momentumŜ 2 , withŜ =l +ŝ (obviously s = 1/2), and M ∈ {−S, −S + 1, . . . , S − 1, S} is the total third component of the total angular momentum. It is convenient to group the indexes (a, n, l) by introducing the orbital index o 1 ≡ (a 1 , n 1 , l 1 ) and the magnetic moment index
. Angular momenta associated with a singleelectron state are measured in a reference frame centered on its respective site, with a i-specific quantization axis r i ≡ u z (i) (we will employ one of the two notations from case to case). The corresponding reference frame is then specified by the right-handed triple of unit vectors [u x (i), u y (i), u z (i)]. For a given orbital index o 1 ≡ (a 1 , n 1 , l 1 ) there are of course two possible magnetic moment indexes i
For l 1 > 0, the two fields specified by i ± 1 have the same quantization axis, which defines the common orbital angular momentum and hence their common quantum number l 1 . In the following, for brevity we will refer to the individual magnetic moments as spins, so we will say, e.g., that i is a spin index.
We also emphasize that, in the present formulation, the quantization axes r i can be chosen arbitrarily, and in particular they may be different for each spin. As we will discuss later, for the purposes of the mapping to the classical spin model the most reasonable choice is to let r i coincide with the direction of the expectation value of the i-th local magnetic moment. The fact that the r i vectors are not restricted to be parallel allows us to treat the non-collinear regime.
Equation (2) can be written more explicitly aŝ
It is convenient to define the spinorŝ
,S1 ,φ † o1,S1,S1−1 , . . . ,φ † o1,S1,−S1+1 ,φ † o1,S1,−S1 , (4) and accordingly we writê
where T o1,S1
o2,S2 is a matrix in angular momentum space. Note thatφ † o1,S1 has (rows
o2,S2 has dimensions (2S 1 + 1) × (2S 2 + 1), andφ o2,S2 has dimensions (2S 2 + 1) × 1 in angular momentum space. In particular, it must be noted that the matrix T o1,S1 o2,S2 is not square but rectangular if S 1 = S 2 .
Example: Zeeman Hamiltonian
The single-particle Hamiltonian that we are considering is the most general one: by specifying the form of the matrix T o1,S1 o2,S2 one can obtain any singleelectron term, including of course relativistic contributions in addition to the standard kinetic hopping. We give two examples. First, we consider the Zeeman Hamiltonian arising from a position-dependent magnetic field B a coupling with electronic magnetic moments aŝ
where o = (a, n, l), µ B = |e| /(2mc) for = 1 (as we assume throughout this Article), g S is the gyromagnetic factor, and
is the angular momentum operator associated with the spin i; S oS = S i is the angular momentum matrix of dimension 2S + 1 and quantization axis u z (i). This Zeeman term can be obtained in our formalism by specifying a part of the single-particle matrix T as:
Example: atomic spin-orbit Hamiltonian The second relativistic example that we consider is the Hamiltonian for atomic spin-orbit coupling,
where we have usedl ·ŝ = Ŝ 2 −ŝ 2 −l 2 /2 and s = 1/2. The corresponding single-particle Hamiltonian matrix is then
Local single-electron Hamiltonian: magnetic field and local magnetic anisotropy The general form of the local single-electron Hamiltonian can be specified as
where we have included the M -independent energy eigenvalue E i , a Zeeman term as given in Eq. (8), and a general local magnetic anisotropy term A iM iM ′ . In the case of a quadratic spin anisotropy, for example, (A Q )
We note that here (and in the following) we use the term local having in mind a fictitious lattice where each site correspond with one spin, labelled by i. This concept of locality may not correspond to locality in position space (i.e., there can be more than one spin associated with a single atom constituting the lattice in position space).
The interaction Hamiltonian
The interaction Hamiltonian is generally written aŝ
where
While we have chosen the single-particle Hamiltonian to be the most general one, we assume that the interaction Hamiltonian is invariant under rotation of the electronic quantization axes r i defined for each orbital. A more precise formalization of this requirement will be given in the next Section.
3. Rotation of the spin quantization axes
Rotation operator
We define the rotation operator for the quantization axis of the i-th individual spin as:
where the individual rotation parameter is
where u i is a unit vector and θ i is the azimuthal angle of rotation.
In the initial Hamiltonian we change the basis according to the spinor trans-
To understand the meaning of the transformation (16), we note that the expectation value of the angular momentum on a state of one φ fermion is:
whereŜ φ i is given by Eq. (7); the expectation value of the same operator on a state of one ψ fermion, instead, is given by:
whose direction is therefore specified by the rotation operators, and in particular may be not parallel to u z (i). If we expand Eq.(18) in powers of small θ i up to the second order, we obtain:
The rotated quantization axis e i satisfies e i · e i = 1, i.e., it is a unit vector for any δϕ i (to the specified order). Therefore, we need only two variables (θ i , ϕ i ) to specify it completely, which are the polar angles with respect to the initial quantization axis r i ≡ u z (i). Therefore, one of the three components of δϕ i is redundant. To determine the necessary and sufficient set of variables, we impose
where in the last line we have kept up to second-order terms in θ i . Recalling Eq. (15) and comparing Eqs. (19) and (20), we see that
The RHS of Eq. (21) is of first order in θ i , while the term 1 2 δϕ i (δϕ i · r i ) on the LHS is of second order. Therefore, we need to impose δϕ i ·r i = 0. From Eq. (21) we then determine δϕ i uniquely as:
Example: Spin-1/2 rotations In the particular case of S = 1/2, we have (exactly)
where σ(o) is the vector of Pauli matrices expressed in the reference frame of orbital o. This choice is appropriate for studying systems without orbital degrees of freedom, such as the single-band Hubbard model, or if one is interested only in the exchange couplings due to the intrinsic spins of the electrons [13] . Here we consider the more general case of arbitrary magnetic momentsŜ 
The Hamiltonian after the transformation
The single-particle Hamiltonian, Eq.(5), is written in terms of the new ψ fields as:
We consider small deviations from the reference quantization axes of the local total angular momenta. Therefore, we now apply a small-θ expansion of Eq. (24), keeping only the terms of orders θ 0 , θ 1 and θ 2 . The single-particle Hamiltonian is then given, to this order, bŷ
wherê
The matrix operator (29) has been defined, for later convenience, such that
Differently from the single-particle Hamiltonian, the interaction Hamiltonian is assumed to be rotationally invariant, i.e.,
In Appendix A we discuss the conditions for the fulfilment of this requirement.
Action and partition function

Action
The derivation of the effective rotational action for the electronic system proceeds analogously to our previous treatment of the spin-1/2 rotations [13] . We write the Matsubara action as
whereφ(τ ) and φ(τ ) are contour Grassmann variables [20] , K = H − µN is the grand-canonical potential, with µ being the chemical potential and N the number of electrons. We then apply the rotation transformation to the τ -dependent Grassmann fields, by introducing τ -dependent rotation fields δϕ(τ ) along the contour. Keeping into account that the term µN is of course rotationally invariant, we obtain
with
where ∆(τ ) introduced in the first line is a kernel which depends on the fields δϕ(τ ) and their derivatives δφ(τ ), in principle to all orders. If we consider the regime of small rotations, up to quadratic order, we obtain the expression in the second line, where H (τ ) correspond, respectively, to the expressions (26) and (27) with the operatorsψ † andψ replaced, respectively, by the Grassmann fieldsψ(τ ) and ψ(τ − ε), and we have
where we have used the commutation relations of the spin matrices [S α , S β ] = i γ ε αβγ S γ . We then distinguish the terms which are of the same order in (product combinations of) the δϕ and the δφ fields, and accordingly we put
Partition function
The grand-canonical partition function is written as a path integral over Grassmann variables as:
Applying the transformation discussed above from the φ , φ to the ψ , ψ fermions, we define the functional
where we have defined D φ , φ ≡ D φ , φ /Z. As discussed in Ref. [13] , if the expression of S ′ is exact then one has
where the integration over [δϕ] runs over all the possible orientations of the unit vectors e i defined in Eq. (19) .
We now expand Eq.(37) as
where Z (n) includes all the terms that require the product of n fields δϕ or δφ. Here we focus on the contributions to the partition function coming from trajectories δϕ i (τ ) close to δϕ i (τ ) = 0, i.e., we study the regime of small rotations of the spin quantization axes from their initial configuration. Specifically, we consider Z (0) , Z (1) and Z (2) ; with reference to Eq.(35), these are given by
(the definitions used here are slightly different from Eqs. (43) of Ref. [13] ).
Effective rotational action for small spin deviations
We now derive an effective action for the fields δϕ i (τ ) in the regime of small δϕ i (τ ) by integrating out the fermionic fieldsψ i (τ ) and ψ i (τ ).
Fermionic integration
To integrate out the fermionic fields, we use the identities
where G and χ respectively denote single-particle and two-particle Matsubara Green's functions,ψ(τ ) ≡ e τKψ e −τK ,K =Ĥ −µN , and T γ is the time-ordering operator along the Matsubara axis γ. The two-particle Green's function can be written as
where χ Γ is the sum of connected Feynman diagrams, depending on the vertex Γ. While a number of previous works on magnetic interactions [1, 10, 11, 13] have employed the simplifying approximation of neglecting vertices in two-particle Green's functions (Γ = 0), we will here remove this assumption and carry on the derivation with the full two-particle Green's functions. In fact, while it has been shown that neglecting vertices leads nevertheless to the correct expression for the spin-wave stiffness if the self-energy is local [21] , there is no guaranty that other magnetic properties will be unaffected by that approximation, which is, as a matter of fact, uncontrolled. Moreover, we consider here the general case of a non-local self-energy.
After the fermionic integration, we obtain:
for the sake of brevity, we do not report here the expressions for ∆ (1) (τ ) and ∆ (2) (τ ). In Eqs. (43) and (44) we have introduced the symbol for the singleparticle density matrix,
It should be noted that the only two-particle Green's function appearing in Eq. (44) is of the form
1 is the density matrix operator. The two-particle Green's functions that we need are therefore density-density correlators, depending on imaginary time only via the combination (τ − τ ′ ).
Effective action
The contributions to the rotation functional up to the quadratic order in the δϕ fields can be written now as
where the effective action is
We now write the expression in Eq. (48) explicitly. Using the property
and definingV
we can rewrite the action of the electronic model (for small spin rotations) as:
It must be stressed that, after the integration of the fermionic variables, the rotational fields δϕ are the only dynamical variables left. All the features of the electronic dynamical processes are accounted for by the electronic Green's functions.
Static potential for the spin rotations
We now consider the action (52) in the particular case of static rotations, δϕ iα (τ ) → δϕ iα :
In this case, we can define the effective partition function in the presence of a spin rotation as
] is the effective thermodynamic potential associated with spin rotations.
Mapping to a classical spin model
Classical spin model
The Hamiltonian of a classical quadratic spin model is given by
where the e i 's are unit vectors representing the directions of the classical magnetic moments, and α, α ′ ∈ {x, y, z}. The vector B i is a local magnetic field, while H αα ′ ii ′ is the exchange tensor, which can be chosen, without loss of generality, to satisfy the symmetry property
Furthermore, the tensor can be decomposed into three vectors J ij , D ij , and C ij as follows:
where the parameters
account, respectively, for anisotropic exchange, Dzyaloshinskii-Moriya interaction, and an additional traceless symmetric interaction (which includes, e.g., dipole-dipole 1 ). One can easily verify that J ij = J ji , D ij = −D ji , and C ij = C ji , as a consequence of the symmetry given by Eq.(57). We can write the total magnetic Hamiltonian as
where J ii ′ is the diagonal matrix with elements J α ii ′ on the diagonal, and we have put
It should be noted that the exchange tensor has also single-spin terms corre-
If the index i labelling the magnetic moments can be identified with a space coordinate, such as an atomic index, then these local terms should be identified with the local anisotropy tensor, having 6 independent components: J α ii and C α ii , for α ∈ {x, y, z}. We note that the energy contribution from the diagonal part of this tensor can be written as
where we have used the constraint e 2 i = 1. The last term of Eq.(62) is obviously rotationally invariant, so that the response of the system to spin rotations will not depend individually on the three parameters J α ii , but only on their relative differences as expressed, for example, in the combinations (J 
Static potential for the spin rotations
The effective potential for the classical spin model, expressing the energy change when the unit vectors are rotated from a given configuration {r i }, is 1 For example, the second part of a dipole-dipole interaction term [9, 25] of the form
where R ij is the vector connecting the positions of magnetic moments i and j, may be included in C ij .
obtained from Eq.(60) by replacing
which follows from Eq.(19) and the requirement that δϕ i · r i = 0. In order to map the effective potential for spin rotations relative to the classical spin model onto the potential derived for the electronic model, we need in fact to require that the δϕ i fields have the same meaning in the two cases. We note that the {r i } vectors were chosen in the treatment of the electronic model as the local quantization axes, which do not need to coincide with the directions of the magnetic moments in the ground state. The effective potential for the classical spin model (to second order in the rotations) is:
The matrices appearing in Eq.(66) are maximally symmetrized.
Equations for the effective magnetic parameters
We determine the effective magnetic parameters of the classical spin model by putting Ω [δϕ i ] ≡ Ω cl [δϕ i ] and identifying the terms which depend on the same orders and same combinations of the δϕ iα fields. We obtain the following three sets of equations:
The first set, Eqs. (67), is obtained from the identity of the terms of the effective potentials which are of the first order in the rotation angles. The second set, (68), is obtained from second-order rotations of a single spin, while the third set, (69), is obtained from second-order rotations involving different spins i, i ′ . While the equations of the third set are already explicitly solved, we need to solve the first set, Eqs. (67), and two equations of the second set, Eqs.(68). As it can be seen, the equations arising from single-spin rotations do not have a unique solution. To obtain the identity of the thermodynamic potentials up to the second order in the rotations, however, we just need one solution, and in the following we will determine it following general principles of physical reasonability and respecting the symmetries of the parameters. For example, the three components of the effective magnetic field B i must be proportional to the respective components of the field B i entering the electronic Hamiltonian, although one could in principle set B i = 0 and absorb all the terms depending on B i into the exchange tensor. Obviously this last solution would make no sense.
We also wish to note that an extension of this analysis to the identity of the third-order terms in the rotation angles (leaving the spin model unchanged) may provide additional constraints on the quantities which are not completely determined from the sets (67) and (68). This analysis, however, is beyond the scope of the present work.
Solution in the general relativistic regime
In this Section we solve the equations needed to determine the remaining parameters of the effective spin model. We will report all the relevant details, so that the derivation can be followed in its entirety. For the sake of clarity, in Section 8.3 we will summarize and list all the results.
First set -Equations (67)
From the definitions, Eqs. (28) and (51), we write the right-hand-sides of Eqs.(67), for α ∈ {x, y}, as
Identifying Eqs.(70) with the corresponding left-hand-sides given in Eqs.(67), we are naturally led to separate local (j = i) and non-local (j = i) terms. We obtain the following equations:
Except for the presence of the magnetic field B i , Eqs.(67) were also obtained in Ref. [12] , which focused on the determination of the Dzyaloshinskii-Moriya interactions. Here we will also discuss the other terms of the exchange tensor that can be determined from this set, namely the parameters C x ij and C y ij . Moreover, we note that the parameters C z ij and D z ij cannot be determined from the first-order term of the rotational potential, due to the fact that δϕ iz = 0, which was not discussed in Ref. [12] . These terms are indeed obtained from the second-order terms of the potential, see Eqs.(69) and the last among Eqs.(68).
We now consider Eqs.(71). Using Eq. (11), we compute the LHSs of Eqs.(71), from which we can separate the contributions due to the magnetic field and to the anisotropy as
If the local quantization axes are chosen to be parallel to the local magnetic moments, i.e.,
To solve Eqs.(72), analogously to Ref. [12] we use the symmetries of the magnetic parameters under exchange of the indexes i ↔ j. In general, one can always write
where we have distinguished the functions (f ij + f ji ) /2 and (f ij − f ji ) /2, which are respectively symmetric and antisymmetric under the permutation of i and j. After applying (74) to the LHSs of Eqs.(72), one could think of identifying the symmetric and antisymmetric functions of (i, j), respectively, with the corresponding components of the vectors C ij and D ij appearing on the RHSs. We want to note that this procedure is not unique. Indeed, if we have an identity of the form
where a ij and b ij have the same symmetry under i ↔ j, say a ij = ±a ji and b ij = ±b ji , we can in general only assume that a ij = b ij + x ij , where x ij = ±x ji and j x ij = 0. The undetermined quantity x ij may be relevant if some unknowns appearing in a ij or b ij must satisfy constraints imposed also by other equations. In other words, in the most general case we cannot split the equations of the first set into pairs of equations for symmetric and antisymmetric components, since doing so would require introducing additional unknowns (the x ij quantities of the previous example) that cannot be determined uniquely. However, the quantities C 
This completes the determination of the C ij and D ij vectors. The components of the Dzyaloshinskii-Moriya vector D x ij and D y ij are in agreement with Ref. [12] , except that here the parameters are defined in such a way that they exhibit definite symmetry under the permutation of the indexes i, j. Moreover, here we have allowed S i to be in general different from S j , so Eqs.(75) are valid also in the non-collinear regime. By comparing Eqs. (69) and (75), we observe that the expressions for the z components of the vectors C and D look formally different from those that give the x and y components of the same vectors. This apparently different status for the quantities in the z direction with respect to those in the (x, y) plane is due to the fact that z (which, we recall, is defined locally) is the chosen quantization axis for each individual spin, and our procedure involves rotations in spin space, whose definition is not insensitive the choice of z. In other terms, the differences in the formulas are due to the fact that the definition of the Green's functions is influenced by the choice of the quantization axis, so the expressions based on Green's functions exhibit a "special" direction, which coincides with z.
Second set -Equations (68)
We now solve Eqs.(68). The first step is to identify B z i with a corresponding term proportional to B z i that is included in the RHSs of both the first and the second among Eqs.(68). Thus, we have to find such a term in the expression for M iα iα . For brevity, from Eq.(54) we put
where we have defined the quantity
which can be written explicitly as
where we have put
which has the property χ 
All the three terms appearing in the RHS of Eq.(76) depend explicitly on the magnetic field, both via the single-and two-electron Green's functions entering their definitions, and via the explicit dependence of the hopping parameters. While we will comment more in detail about this in Appendix B, for the purpose of solving Eqs.(68) we just need to find the term that should be identified with B z i . To this end, we note that
from which it follows that
where with the notation x| Bi=0 , here and in the following, we do not mean that x does not depend explicitly on B i , we mean instead that x does not vanish when B i = 0. In the presence of B i = 0, also x| Bi=0 will depend on B i via the Green's functions, as well as via the Peierls phases due to the electromagnetic field, which have to be included into the hopping parameters. We see that the term we were looking for appears in the expression for M iα iα in the case when the quantization axes are chosen such that Ŝ i = S i u z i , in which case we have
and the identification is obvious,
analogously to the other components of the magnetic field. It should be noted that the whole procedure relies on the existence of non-zero magnetic moments S i , which is therefore a requirement for the mapping of the electronic model to the classical spin model via the equivalence of the thermodynamic potentials for spin rotations. The final task is to determine J ii and J z ij . Let us define
so that the first and the second among Eqs.(68) become:
or, more compactly,
where α,ᾱ ∈ {x, y} and α =ᾱ. In the general relativistic case, N ix ix = N iy iy , and there seems to be no uniquely defined way of separating the various unknown terms. However, we note that one should definitely have N ix ix = N iy iy in the nonrelativistic regime (more on this in the following Section 9), and consistently J y ii = J y ii = J z ii ≡ J ii . In this way, in fact, the corresponding Hamiltonian term becomes i J ii |e i | 2 = i J ii , which is just a constant term, expressing the fact that there is no on-site anisotropy. Therefore, we have that in the relativistic regime the quantity − j =i J z ij must be obtained from Eqs.(87), it must be independent of α, and it must reduce to N iα iα nrel in the non-relativistic regime. Additionally, the quantities J z ij must be symmetric under i ↔ j. We can keep into account all these requirements by putting
The equations only allow to determine two of the parameters {J
ii } as functions of the third one, which is of course understandable since, as discussed, the diagonal part of the local anisotropy tensor provides energy contributions under spin rotations only depending on the relative differences between the three elements, becoming rotationally invariant when these differences disappear. Hence, the rotationally invariant part is undetermined.
We note that in the non-relativistic regime, as we will discuss in Section 9, we have M 
Summary of the formulas for the effective interactions
For the convenience of the reader, we here summarize the resulting formulas, which completely establish the mapping from the multi-orbital Hubbard model with rotationally invariant interaction (see the related discussion in Appendix A) to the general quadratic Hamiltonian of classical spins given by Eq.(60), under the requirement that the thermodynamic potentials for spin rotations of the two models are the same up to second order in the rotation angles. Choosing the quantization axes of the spins along the directions of the local magnetic moments, i.e., Ŝ i = S i u z i , as discussed allows for a transparent identification of the effective magnetic field, and we will consider this choice hereafter. The results are:
for i = j,
We recall that the quantities M ii . The other magnetic parameters were determined, instead, as particular (physically reasonable) solutions of a set of equations whose number is far smaller than the number of parameters. It may be that requiring the equivalence of the thermodynamic potentials for spin rotations to higher orders in the rotation angles will lead to modifications of the formulas related to these latter parameters, however any modification must satisfy Eqs.(67) and (69).
Spin 1/2 in the non-relativistic regime (single-orbital Hubbard model)
A particular case is obtained for the single-orbital Hubbard model, with S = 1/2 (no orbital exchange, or l = 0), in the non-relativistic regime and in the absence of external magnetic fields. We will label this particular case as "soH" in the following. In that case, the magnetic moment indexes (i, i ′ ) coincide with the atomic indexes, the single-particle Hamiltonian is
The index M assumes the values M ∈ {+1/2, −1/2} ≡ {↑, ↓}. Moreover, S i = s = σ/2, where σ is the vector of Pauli matrices, and we have removed the subscript i since the spins are collinear in the eigenstates of the Hamiltonian. As a consequence,
In the soH case, it is easy to compute all the traces and sums over M . Using Eq.(54), and recalling that α, α ′ ∈ {x, y}, we obtain:
where we have used the fact that in the non-relativistic regime the Hamiltonian cannot alter the total number of electrons with a given spin projection ↑ or ↓, therefore the only non-vanishing terms of χ , and in the non-relativistic case this quantity is real. Thus, the terms with α = α ′ vanish, and we obtain the last passage (3) .
We see immediately that in this case Eqs. (94) give
that is, exchange is isotropic. All the other magnetic parameters, determined for the general relativistic regime, vanish in the soH case. The mapping equations, (67), (68) and (69), reduce to:
The sum rule given by the second among Eqs.(100), combined with the first equation, becomes
To check whether this is valid, we use Eq.(98), obtaining:
which is identically true, as follows from the interchange of the dummy indexes i ′ and j ′ in the second and fourth term on the RHS. Therefore, the sum rule (101) is satisfied by the expression for the exchange parameters given in the first among Eqs.(100).
We compare our results with the previous literature on non-relativistic exchange. Most of the previous works on this subject [1, 10, 11, 13] neglected the vertices in the two-electron Green's functions. This amounts to putting Γ = 0 in Eq.(42), replacing χ with χ 0 . We will now show what we obtain in the present case when such approximation is performed. We will denote all the equations derived under this approximation with the equality symbol
Γ=0
= . The only two-particle Green's function that we need is given by Eq.(46), which becomes
Using the Matsubara-frequency representation,
, we re-write Eq.(79) for Γ = 0, after integrating over dτ and dτ ′ , as:
In the soH case, we have
ii ′ if the configuration of the system is symmetry-broken. We obtain
The formulas for exchange parameters are often expressed in terms of selfenergies [10, 11, 13] , since these are the key quantities for numerical evaluation within the framework of Dynamical Mean Field Theory (DMFT) [22] [23] [24] . To do so, we use the equations of motion for Matsubara Green's functions, which we write in general matrix notation as
(units have been chosen so that Σ has the dimensions of an energy). These equations allow to express Eq.(105) in terms of single-particle Green's functions and self-energies Σ, removing the hopping parameters T . After some algebra,
Equation (107) is in agreement with Eqs. (185) and (155) from Ref. [13] (as it can be seen by using the symmetries of the Green's functions), except for a factor −2 related to the different definition of the exchange parameters in the Hamiltonian. Finally, if we assume the self-energy to be local ("LsoH" assumption), which is a requirement for the direct application of DMFT, by putting Σ
we obtain the simple formula
. Equation (108) is in agreement with Eq.(21) from Ref. [10] , Eq.(19) from Ref. [11] and Eq.(191) from Ref. [13] , again apart from a factor −2 due to the different definition mentioned above. We have thus recovered the results of the previous literature as particular cases of our present formulation.
Spin, orbital, and spin-orbital contributions to magnetism
We now go back to the relativistic regime and to the results summarized in Section 8.3. In this work, as stated in the introduction, we are considering as dynamical variables some effective classical "spins" which are represented by the unit vectors e i . The coefficients of the interactions, that we have determined, are related to the response of the system under rotations of the total local magnetic moments expressed by the operatorsŜ i =l i +ŝ i . It is interesting to compare the response of the system under this rotation to the response that we would obtain if we had rotated only the spin-1/2 (ŝ i ) or the orbital (l i ) components of the magnetic moments. In order to address this question, we need to separate in the effective magnetic parameters the contributions coming from the rotation of s i from the contributions coming from the rotation ofl i . If these contributions could be decoupled, we could identify them individually as two distinguished contributions to magnetism.
To perform this decoupling, we need to switch from the initial basis for the electronic fields, where the single-electron wave functions were characterized by the quantum numbers (a, n, l, S, M ), to the basis characterized by (a, n, l, m, σ), where m and σ = ±1/2 are the quantum numbers, respectively, of the operatorŝ l z andŝ z . The change of basis goes via the Clebsch-Gordan coefficients,
We note that, up to now, we have considered unit vectors e i depending on the index i ≡ (a, n, l, S), meaning that we have defined in principle a different spin for each value of S corresponding to a given orbital set o ≡ (a, n, l). It is not possible to separate spin-1/2 from orbital contributions in this situation. To achieve this separation, we need the spins to be independent of S, i.e., e i → e o . In this way our effective spin Hamiltonian, from Eq.(56), becomes:
Note that this is a particular case of the general procedure that we have followed up to now, corresponding to the less general case of the rotations depending only on o rather than on (o, S). Therefore, we simply have to re-define the parameters according to Eqs.(111), without altering the spin Hamiltonian. Summing over the S quantum numbers now allows to separate orbital and spin contributions. The most compact way to show how it works is to consider the quantities V iα and M 
where we have defined the separate spin-1/2 and orbital contributions, respectively, as
The passage marked as ! = in Eq.(112) is the step that allows to go from the representation in the (a, n, l, S, M ) basis to the representation in the (a, n, l, m, σ) basis, where it is possible to split the total spin matrix into the spin-1/2 and the orbital contribution. The matrices defined in the new basis, such as the density matrix ρ and the hopping parameters T , are obtained from the previous representation via the Clebsch-Gordan transformation:
where C SM mσ (l) is a Clebsch-Gordan coefficient. The equivalence of the traces is a consequence of the completeness relation
It is then clear why we need the sum over S to split the spin and orbital contributions, and for this reason our rotations must depend only on (a, n, l).
We then consider the term M 
We can then apply the change of basis, replace Tr S,M with Tr m,σ , and separate the spin-1/2 and the orbital contributions by splitting the S oα matrix into s oα + l oα . In the case of the quantity M oα o ′ α ′ given by Eq.(116), which depends on quadratic combinations of the spin matrices, we can distinguish spin-spin, orbital-orbital and spin-orbital contributions:
where in the second line we have used the fact that s oα ·s oα ′ +s oα ′ ·s oα = 1 2 δ αα ′ 1, which is a property of the Pauli matrices,
This separation, which we have shown for the quantities V oα and M oo ′ , J oo ′ ) can be separated into spin-spin, spin-orbital and orbital-orbital parts. While the spin-spin and orbital-orbital parts obviously arise from rotations involving only one of the two contributions to the total local magnetic moments, respectively, the spin-orbital term does not arise in such individual rotations, appearing only when the whole magnetic moments are rotated (the whole is other than the sum of its parts).
Conclusion
To conclude, in this work we have established the mapping between a relativistic electronic system with rotationally invariant interactions onto an effective classical spin model, via the equivalence of their thermodynamic potentials under rotations of the local total magnetic moments up to the second order in the rotation angles. The parameters of the effective spin model were obtained as functionals of the single-and two-electron Green's functions of the electronic system. We have removed two approximations which were adopted in previous works on non-relativistic systems [10, 11, 13] , namely: (1) here we take into account the vertices of the two-electron Green's functions, (2) here we include the non-local components of the self-energies. Besides, we have extended the theory in order to completely account for relativistic effects, determining the complete relativistic exchange tensors in a unified framework. For two components (x and y) of the Dzyaloshinskii-Moriya vectors, which had already been determined previously [12] , we have recovered the known results and extended them to the non-collinear case; moreover, here we have determined also the third component (z), together with the completely new terms describing anisotropic exchange and other out-of-diagonal symmetric terms of the exchange tensors. In the particular case of spin-1/2 (single-band Hubbard model) we have recovered the known expressions for the isotropic exchange parameters both in the general case of non-local self-energy [13] and in the particular case of local self-energy [10, 11] . Having included also an external magnetic field, we have shown how it determines a renormalization of the exchange tensor via linear and non-linear contributions (the details can be found in Appendix B). Finally, we have shown how to study separately the orbital and spin-1/2 contributions to magnetism, as well as a combined "spin-orbital" contribution which cannot be decoupled.
This work should, in our intentions, complete the picture of equilibrium magnetism that can be obtained by the second-order response of the thermodynamic potential to spin rotations. Building on this, we foresee three main possible paths for further theoretical investigation: (1) study of the response of the thermodynamic potential to higher orders in the rotation angles, (2) extension of the effective spin model to include higher-order spin-spin interactions (the quadratic model considered here is enough for the second-order response in the angles of rotation, but may not be enough for higher orders in the angles), (3) extension to non-equilibrium, which up to now was done only for a non-relativistic system [13] . This latter extension would be desirable in order to realistically describe the manipulation of magnetism and the ultrafast spin dynamics induced by sub-picosecond laser pulses. The whole treatment has been based on the assumption that the interaction term is rotationally invariant. We now discuss this issue more in detail. We start by assuming that the interaction is local (on-site), in the spirit of the multi-orbital Hubbard model. However, on a single site it can mix states belonging to different shells and having different angular momenta. The interaction Hamiltonian iŝ
The on-site interaction is supposed to be rotationally invariant, i.e.,Ĥ φ V =Ĥ ψ V . To check the conditions under which this condition is fulfilled, we perform the rotation of the fermionic fields according to Eq.(16), obtaininĝ
Suppose that the interaction is local, i.e., intra-atomic, as in the Hubbard model (a 1 = a 2 = a 3 = a 4 ≡ a), and, furthermore, that
a,{n3,l3,S3},{n4,l4,S4} , (A.4) then we obtain: where {n} ≡ n1,n2,n3,n4 , etcetera. To get rotational invariance of the interaction Hamiltonian we have now two possibilities: either 1) we take the rotations to be only site-dependent (i.e., not resolved with respect to the shells and orbital angular momenta), so that the rotation matrices are independent of n and l, or 2) we further assume that the interaction parameter is ∝ δ In both cases, we can perform the summations over M 5 and M 6 , obtaining:
2 a {n} {l} {S} {M}ψ † a,n1,l1,S1,M1ψ † a,n2,l2,S2,M2
{n1,l1,S1},{n2,l2,S2} a,{n3,l3,S3},{n4,l4,S4}ψ a,n3,l3,S3,M3ψa,n4,l4,S4,M4 = 1 2 a n1,l1,S1,M1 n2,l2,S2,M2 n3,l3 n4,l4ψ † a,n1,l1,S1,M1ψ † a,n2,l2,S2,M2
· V {n1,l1,S1},{n2,l2,S2} a,{n3,l3,S2},{n4,l4,S1}ψ a,n3,l3,S2,M2ψa,n4,l4,S1,M1 , (A.7)
which is invariant. Therefore, the assumption (A.4) guarantees the invariance of the interaction Hamiltonian under rotations of the magnetic moments siteresolved but not shell-resolved, while the additional assumption (A.6) allows for rotational invariance under shell-resolved rotations. where the three parts originate from terms in the summation over (j, j ′ ) in Eq.(78) having different specific values of j and j ′ in relation with i and i ′ . Namely, the local parts are the terms with j = i and j ′ = i ′ ,
then, there are terms involving both local and non-local components of the single-particle Hamiltonian, corresponding to (j = i, j
finally, the completely non-local term corresponds to (j = i, j ′ = i ′ ), To get some insights into the structure of the parameters, it is instructive to consider the case (iα) = (i ′ α ′ ), which is relevant for Eqs. , we recall, is not independent on B i , but it is a term which does not vanish when B i = 0. A simplification of the parts which depend explicitly on the local relativistic terms can be achieved after decomposing the two-particle Green's functions as in Eq.(42), (τ, τ + , τ ′ , τ ′+ ) = −ρ
