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With this report the author proposes a third order formula for the nu-
merical integration of stiff systems of ordinary differential equations. 
This formula belongs to a special class of generalized linear multistep 
formulas, i.e. linear multistep formulas of which the scalar coefficients 
are replaced by operator coefficients. An ALGOL-60 implementation of our 
method is presented. This procedure supplies the additional starting values 
and performs stepsize control. Numerical results of the procedure applied 
on stiff equations are reported. 
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In VAN DER HOUWEN & VERWER [6] we have investigated the generalized 
linear rrrultistep method which may be used to solve numerically initial 
value problems for systems of ordinary differential equations of the type 
:~ = f(y). 
This integration method originates from the classical linear multistep 
method by replacing the coefficients of the integration formula by rational 
functions of the Jacobian matri:x: J(y). In the report mentioned above spe-
cial attention has been paid to a class of formulas of which the principal 
root (the stability function) can be adapted to the problem under consider-
ation, while the parasitic roots are zero. Formulas of this class require 
an accurate evaluation of the Jacobian matrix to obtain an adaptive princi-
pal root and zero-parasitic roots. However, one may derive consistency con-
ditions for this class of formulas, which do not require an accurate Jaco-
bian. In this situation the stability function is no longer adaptive and 
the parasitic roots do no longer equal zero. This leads us to the class of 
formulas with quasi-zero parasitic roots and quasi-adaptive stability func-
tion. From a practical point of view formulas allowing a crude Jacobian 
may be preferred to formulas requiring a correct Jacobian. In this report 
we discuss formulas with ~uasi-zero parasitic roots. We have concentrated 
on the construction of a three-step third order formula which may be used 
for efficient integration of stiff equations. Other special classes of gen-
eralized linear multistep methods have been proposed by N~RSETT [12], VAN 
DER HOUWEN [5] and LAMBERT & SIGURDSSON [8]. In section 7 we present an 
ALGOL-6O implementation of our third order scheme. This procedure supplies 
the additional starting values and performs stepsize control. Computational 
results of this procedure when applied on stiff differential equations are 
presented in the last section of this report. 
2 
2. ALGORITHMS WITH QUASI-ZERO PARASITIC ROOTS 
The generalized linear k-step method with zePo-pa;r,asitic Poots and 
adaptive p.Pincipal Poot is defined by the formula (cf VAN DER HOUWEN & 
VERWER [6]) 
(2 .1) 
where Rand B0 are rational functions of h J, J = J(y ). The principal :,;, n n n n 
root is identiffed with the prescribed stability function R. For formula 
(2.1) we have derived two types of consistency conditions. The first type 
requires an exact evaluation of the Jacobian matrix J, while the second 
n 
one allows an inaccurate evaluation of J. From a practical point of view, 
n 
formulas allowing inaccurate Jacobian matrices may be preferred to formulas 
which strongly depend on a correct evaluation of J. Therefore we shall con-n 
centrate on the second type. In this case formula (2.1) is transformed into 
(2. 2) 
* * where Rand Bt are Pational functions of hnJ and where J is some approxi-
mation to the Jacobian matrix J(y ). However, scheme (2.2) no longer has 
n 
zero-parasitic roots and an adaptive stability function. For, when applied 
to the test equation 
(2.3) y' = Jy, 
J being thE! Jacobian matrix of the differential equation under considera-
tion, scheme (2.2) is reduced to 
(2.4) 
This k-step scheme is reduced to the one-step scheme 




(2.6) J * = J . 
This means that the stability function of scheme (2.2) is a function of the 
form 
(2. 7) * * R (h J,h J ), 
ltl n 
with the property 
(2.8) R*(h J,h J) = R(h J). 
n n n 
In the sequel w1e shall call formulas of class (2.2) formulas with quasi-
zero parasitic :roots and quasi-adaptive stahility function. Theoretical as-
pects concerning the stability behaviour of these schemes will be discussed 
in a subsequent paper. In this report we shall state a first result as well. 
To perform a stable integration it is necessary to keep the spectral radius 
of 
(2.9) 
as small as possible. The7efore, we shall state the following stabilizing 
conditions for the functions B1 : 
(2. 10) B1 (z)-+ 0 as Re(z)-+ -oo. 
At the end of this section we shall state a desirable property of the 
operators B1 with respect to the adaptivity. When integrating with scheme 
(2.2) a differential equation which almost behaves like a linear equation 
(2.11) y' = Jy + K, 
we should exploit the adaptivity of our scheme for linear equations. The 
4 
local analytical solution of (2.11) is given by 
(2. 12) 
and the numerical solution by 
k 
(2.13) Yn+I = R(h J)y + h l B0 (hnJ)K, 
n n n t=l ;,., 
provided J* = J. 
There.fore, we shall demand the following adaptivity condition for the 
operators Bi: 
(2.14) 
If relation (2.14) is satisfied, the nonhomogeneous part of solution (2.12) 
will be satisfactorily approximated provided that J* = J and that R(h J) 
h J n 
· n · f ·1 approximates e satis actori y. 
By putting J* equal to zero formula (2.2) is reduced to 
k 
(2.15) Yn+l = R(O)yn + hn t~l Bt(O)f(yn+J-t), 
i.e., a formula of the aZassicaZ Adams-Bashforth type. This means that the 
generalized linear multistep method with quasi-zero parasitic roots may be 
considered as a stabilized modification of the Adams-Bashforth method. A 
modification of the Adams-Bashforth methods suggested by N(6RSETT [12] turns 
out to be closely related to the generalized linear multistep methods with 
quasi-zero parasitic roots, provided that the exponential terms present in 
the N~RSETT methods are replaced by R. Formula (2.2) also bears a close re-
semblance to a class of formulas proposed by LAMBERT & SIGURDSSON [8]. 
3. CONSISTENCY CONDITIONS AND LOCAL TRUNCATION ERROR 
We represent scheme (2.2) by the operator equation 
(3. 1) * L[y ;h ,J] n n 
and define the numbers 
(3.2) q = 
R, 
X -x 
n-R. n h , R.=0,1, ••• ,k-l. 
n 
Furthermore, we introduce the functions (cf VAN DER HOUWEN & VERWER [6]). 
k 
(3.3) 
c0(z)· = R(z) - l zB1 (z), 
R.=l 
and the abbreviations 
(3.4) 
(i) di 
c. = -. c.(z) 
J dz1 J z=O 
5 
By substituting a solution y of the differential equation into (3.1) and by 
expanding the right member of (3.1) in powers of h, we may formally derive n 






j=01 1, •.• ,p, 
(3.5) 




1 +l • 
C.(z) = !T + O(zp -J), z-+ O, j=O, ••• ,p, 
J J • 
* * where z = h J. Recall that the crudeness of J does not influence the order 
n 
of accuracy. We have proved that the maximal attainable order of scheme 
(2.2) is p = k, provided that R is consistent of order k, i.e. 
6 
(3. 7) di I -. R(z) = 1, i=O, ••• ,k. 
dz1 z=O 
In the sequel we shall assume that the order of accuracy p = k. The consis-
tency conditions (3.6) may now be written in the form 
(3.8) 
where the functions D. are defined by 
J 
R(z)-1 + Ek+l(z) 
Dl(z) = z ' 
jDj(z)-1 - €k+l-j(z) 
= _..._ _____ __,.____ , j=l, ••• ,k-1, 
z (3.9) 
€.(z) = O(zj), z + O, j=2, ••• ,k+l. 
J 
The functions€. are related with the order terms in (3.6). Note that the 
J 
(k+l)-st equation of (3.6) does not occur in the form (3~8). This equation 
will always be satisfied when the above conditions are fulfilled. Next we 
give the local truncation error. Recalling that p = k and substituting a 
solution y of the differential equation into (3.1) delivers the local trun-
cation error at the point x = 
(3 ~ 10) 
X, i.e. n 
dk+j I 
k+· y(x) -
dx J x=x 
n 
k+j-1 (k-i+j) . 
Ci *k-i+j d 1 I ] 
}: 
i=O 
(R-'+')' J ~ y(x) 
.1 J • d 1 x x=x 
n 
* Note that by putting J equal to zero, (3.10) is reduced to the local 
truncation error of the classical Adams-Bashforth formula. For future re-
ference we write out the principal local truncation error fork= 3, i.e. 
(3. 11) 
(2) 
c2 *2 d 2 I -2! J -2 y(x) -
dx x=x 
c~ I) J* d33 y(x) I ] 
dx x=x n n 
As we have noted before, the maximal attainable order of scheme (2.2) 
. 1 h . f * . 1s p = k. In genera an accurate c 01ce o J, 1.e. 
(3. 12) 
will not increase the order. An exception to this rule is made by the one-
step scheme 
(3.13) 
provided that the operator R is of order greater than one and 
(3.14) B1(z) = D (z) = R(z)-1 
I z 
In this case the one-step scheme takes the form 
(3. 15) 
For non-linear equations the order of (3.15) is p = 2, provided that 
7 
whereas for linear equations the order p equals the order of the operator 
R. These properties may be useful to supply one or more starting values for 
a k-step formula. 
8 
4. OPERATORS WHICH MINIMIZE THE LOCAL TRUNCATION ERROR 
The functions e. occurring in the consistency conditions (3.9) may be 
J • 
chosen freely provided that e.(z) = O(z3), z + O. In VAN DER HOUWEN & VERWER 
J 
[6] we have used this freedom to construct a set of integration formulas of 
which the order may be varied without much computational effort. Numerical 
results of these formulas turned out to be unsatisfactory. This was caused 
by the rather big truncation error (compare (3.11)) and by the fact that 
the stabilizing ~nd adaptivity condition, mentioned in section 2, were not 
fulfilled. Therefore, it seems advisable to minimize (in some sense) the 
local truncation error and to match the operators B1 • In this section we 
shall minimize the local truncation error. To this end we put 
(4 .1) e.(z) = O, j=2, ••• ,k+l. 
J 
It is easy to see that by ( 4. 1) conditions (3. 6) are reduced to (note p = k) 




Ck(z) = k! + O(z). 
Consequently we have 
(4.3) 
(i) c. = O, j=O, ••• ,k-1; i=l,2, ••• , 
J 
(i) 
ck = O, i=2,3, •••• 
The local truncation error (3.10) is now reduced to 
(4.4) * L[y(x );h ,J] = n n L j=l 
and the principal local truncation error fork= 3 is reduced to 
(4.5) [ 1 (0) d
4 I (1) * d3 I l 4 (4! - c4 ) -4 y(x) - c3 J -3 y(x) J hn. 
dx x=x dx x=x n n 








, j = 1 , ••• , k-1 • 
At the end of this section we observe that by the choice 
E.(z) = O, j=2, ••• ,k+l, 
J 
the stabilizing condition (2.10) is automatically satisfied, provided that 
R(z) + 0 as Re(z) + -oo. 
The choice Ek+] (z) = 0 is sufficient for the adaptivity condition (2.14). 
Moreover, by this choice we are able to use the second order starting 
mechanism mentioned in section 3. 
5. AN EFFICIENT FORMULA FOR THE INTEGRATION OF STIFF EQUATIONS 
9 
In this section we shall construct a three-step third order scheme 
with quasi-zero parasitic roots and minimized local truncation error, which 
will be used for the integration of stiff differential equations. We re-
quire the scheme to be A-stable when J* = J(y ). Therefore, for R we have 
n 
to choose an A-stable stability function. We select the stability function 
of the F(3) formula of LINIGER & WILLOUGHBY [11], i.e. 
(5 .1) 
1 + .!..o-a.) z +-1 (1-30.) z2 
2 12 
R( z) = ---=------,-----:--
1 1 2 1 - 2 (1+o.)z +12(1+3o.)z 
The free parameter a may be used to fit R exponentially at a real number 
z0 s O. Then, for a we have 
(5.2) a. = 
3zo 
1 These values for a. are lying in the interval Os a. s 3. If a.~ 0 the order 
of consistency of R equals three, otherwise four. We note that exponential 
fitting of R is analogous to exponential fitting in the sense of Liniger 
and Willoughby only if J* = Jn. To find the operators B1 we have to solve 
the linear system (3.8) fork= 3, where the Dj are defined by relations 
(4.6). By denoting the denominator of R with Q we find the following ex-






d22 = d23 = -(1+3a.)/12. 
Here we may observe that the rational functions occurring in our scheme, 
all have the same denominator. From a practical point of view such func-
tions may be pre~erred to functions which do not share this feature. Solv-
ing the linear system (3.8) leads to the following expressions for the -
functions B1 : 
(5.4) 
3 
l bt D., t=l,2,3, 
j=l j J 
11 
where 




= = , =--
qlq2 qlq2 
, 




= = = 2 , 2 , 
ql-qlq2 ql-qlq2 
b31 O, b32 = 
-qi 
b33 = 2 , = 2 
q2-qlq2 q2-qlq2 
By use of the expressions (5.1), (5.3) and (5.4) the three-step third order 
scheme of the class (2.2), with minimized local truncation error, may be 
written in the form 
(5.5) 
k k 
+ hJ*[ l l (h bn d2.f(y 1-")-bn dl.y +}-") + l-2a Yn] + 
t=l j=l n Lj J n+ L Lj J n L 
where k = 3. 
We emphasi_ze once more that for linear equations 
y' = Jy + K, 
scheme (5.5) is reduced to (for all relevant k) 
provided that J* = J. The stability function R refers to (5.1). 
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In section 7 we shall present the procedure GMS (generalized multi-
step), an ALGOL-60 implementation of scheme (5.5). This procedure supplies 
the additional starting values and performs stepsize control. The starting 
and stepsize mechanism will be discussed in the next section. Numerical re-
sults of the procedure GMS are presented in section 8. 
6. A STARTING AND STEPSIZE MECHANISM 
Scheme (5:5) presents the advantage of finding the necessary addi-
tional starting values in a rather simple way. It is easy to see that only 
the coefficients bt, are dependent of the stepnumber k. Let us put k = 1 
and suppose that atJthe ~tart of the integration process J* = J(y0). By 
these assumptions formula (5.5) is reduced to the second order one-step 
scheme (3.15) which provides the value Yf• Next we put k equal to two. The 
relevant coefficients bt. are 
J 
(6. 1) =-
This two-step scheme, which is again of second order, provides the value 
y2• Consequently, formula (5.5) provides a starting algorithm which is easy 
to implement and which computes the additional starting values y1 and Yz 
in second order accuracy. 
Next we discuss the 'step control policy used in GMS. As in most papers, 
the approach of this problem is somewhat heuristic. When integrating with 
scheme (5.5) a system of differential equations the crudeness of J* may 
cause instability. Consequently, when performing stepsize control we should 
perform stability control as well as accuracy control. The accuracy control 
may call for a decrease, or permit an increase, in the stepsize h as the 
n 
computation proceeds, whereas the stability control may call for a reevalu-
ation of the Jacobian matrix. Up to now we did not tackle the problem of 
interpreting the crudeness of J* with respect to stability properties of 
scheme (2.2). Therefore, the stepsize mechanism, as implemented in GMS, 
does not separate the stability and accuracy control. We have implemented 
a stepsize mechanism based on the discrepance of linearity (VAN DER HOUWEN 
13 
[7]). To a certain extent this type of step control may be considered as a 
mixture of stability control and accuracy control. In each integration we 
put k = 2 and compute, by means of the coefficients (6.1), the second order 
reference solution yn+t• For linear equations we have 
* provided that J = J. So, for linear or almost linear equations our step 
control does not p~rform accuracy control. For non-linear equations the 
discrepance 
may be considered as a measure of the accuracy of the numerical solution, 
but also as a measure of the non-linearity of the differential equation. 
From this point of view we may speak of some kind of stability control. 
~ The extra computational work per integration step to compute y 1 consists n+ 
in: 
1° adding some vectors, 
2° carrying out two matrix-vector multiplications, 
3° one forward-backward substitution. 
~ Because of the second order accuracy of yn+l we have 
Supposing c F::I c 1 leads to n n-
(6.2) h = \ 3/§Jcol i::::,\ 3~ 
n V ~ V cn-1 
where tol is a predicted local tolerance. For tol we have chosen 
absolute tolerance + relative tolerance * II ynll • 
14 
With II II is meant the Euclidean norm. Thus, in each integration step we 
compute a new steplength h by means of (6.2). We decide to use this new n 
steplength only if the decrease or increase in the steplength is more than 
ten percent. Furthermore, to exclude sudden instabilities we decide to re-
evaluate the Jacobian matrix if: 
1 0 the decrease in the steplength is more than ten percent, and a re-
evaluation did not take place in the last integration step; 
20 ten times the decrease in the step length is less than ten percent. 
When we decide to reevaluate because of point 2, the steplength will be 
adjusted too. As a result of changing the steplength or reevaluating the 
Jacobian matrix we have to update some arrays and perform a LU-decomposi-
tion. 
At the end of this section we observe that it is possible to use GMS 
without stepsize control. Details are given- in section 7. 
7. THE PROCEDURE GMS 
In this section we present a first version of the documentation and 
source text of the procedure GMS which will be inserted in NUMAL, a library 
of numerical procedures in ALGOL-60 (see HEMKER [4]). 
INSTITUTEI MATHEMATICAL CENTRE, 
RECEIVEDI 740809, 
BRIEF DESCRIPTION1 
GMS SOLVES AN INITIAL VALUE PROBLEM, GIVEN AS AN AUTONOMOUS 
SYSTEM OF FIRST ORDER DIFFERENTIAL EQUATIONS DV/DX = F(Y), BY 
MEANS OF A THIRD ORDER GENERALIZED LINEAR MULTISTEP METHODJ 
IN PARTICULAR THIS PROCEDURE IS SUITABLE FoR THE INTEGRATION 
OF STIFF EQUATIONS, 
KEYWOROSI 
DIFFERENTIAL EQUATIONS, 
INITIAL VALUE PROBLEM, 
AUTONOMOUS SYSTEM, 
STIFF EQUATIONS, 
GENERALIZED LINEAR MULTISTEP METHOD, 
CALLING SEQUENCE1 
THE HEADING OF THE PROCEDURE READSa 
15 
"PROCEDURE" GMSCX, XE~ R, V, M, HMIN, HMAX, DELTA, DERIVATIVE, 
JACOBIAN, AETA, RETA, N, JEV, LU, NSJEV, 
LINEAR, OUT)J 
"VALUE" RJ 
"REAL" X, XE, H, HMIN, HMAX, DELTA, AETA, RETA1 
"INTEGER" R, N, JEV, NSJEV, LUS 
"BOOLEAN" LINEARJ 
"ARRAY" Y, 
"PROCEDURE" DERIVATIVE, JACOBIAN, our, 
GMS INTEGRATES THE SYSTEM OF DIFFERENTIAL EQUATIONS DY/DX• F(Y) 
FROM X • XO TO X a XEr 
THE MEANING OF THE FORMAL PARAMETERS Isa 
Xa <VARIABLE>s 
THE INDEPENDENT VARIABLE Xf 
ENTRYi THE INITIAL VALUE OF x, 
EXIT a THE ENO VALUE OF x, 
XE1 CARITHMETIC EXPRESSION>, 
ENTRYi THE ENO VALUE OF Xr 
Ra <ARITHMETIC EXPRESSION>J 
ENTRYa THE NUMBER OF DIFFERENTIAL fQUATIONs, 
YI <ARRAY IDENTIFIER>r 
"ARRAY" Y[lBRl J 
THE DEPENDENT VARIABLEJ 
ENTRVa THE INITIAL VALUE OF Yt 
EXIT a THE SOLUTION VAT THE POINT X AFTER EACH 
INTEGRATION STEPt 
HI <ARITHMETIC EXPRESSION>J 
ENTRV1 THE STEPLENGTH WHEN THE INTEGRATION HAS TO BE 
PERFORMED WITHOUT THE STEPSIZE MECHANISM, OTHER• 
WISE THE INITIAL STEPLENGTH CSEE THE PARAMETERS 
HNIN ANO HMAX)t 
HMIN, HMAXs cARITHMETIC EXPRESSION>s 
ENTRY1 MINIMAL ANO MAXIMAL STEPLENGTH BV WHICH THE INTE• 
GRATION IS ALLOWED TO BE PERFORMEOJ 
BY PUTTING HMIN • HMAX THE STEPSIZE MECHANISM IS 
ELIMINATEDJ IN THIS CASE THE GIVEN VALUES FOR HMIN ANO 
HMAX ARE IRRELEVANT, WHILE THE INTEGRATION IS PERFORMED 
WITH THE STEPLENGTH GIVEN BY~, 
16 
OELTAI <ARITHMETIC EXPRESSION>J 
ENTRY1 THE REAL PART OF THE POINT AT WHICH SOME OPERATOR 
MAY BE FITTED EXPONENTIALLY 
(SEE METHOD ANO PERFOR~ANCE)J 
ALTERNATIVES I 
DELTA• (AN ESTIMATE OF) THE REAL PART OF THE LARGEST 
EIGENVALUE IN MODULUS OF THE JACOBIAN MATRIX OF THE 
SYSTEMr 
DELTA c• •10••15, IN ORDER TO OBTAIN ASYMPTOTIC STABILITY 
FOR THE OPERATOR MENTIONED ABOVEs 
DELTA a O, IN ORDER TO OBTAIN A HIGHER ORDER OF ACCURACY 
IN CASE OF LINEAR EQUATIONSp 
OERIVATIVE1 cPROCEDURE IOENTIFIER>s 
nPROCEDURE" DERIVATIVE(Y)p "ARRAY" YJ 
<REPLACEMENT OF THE I•TH COMPONENT OF THE SOLUTION Y BY 
THE I•TH COMPONENT OF THE DERIVATIVE F(Y), I• 1,,,,, R>J 
JACOBIANI <PROCEDURE IDENTIFIER>s 
"PROCEDURE" JACOBIAN(J, Y)J "ARRAY" J, Ys 
WHEN IN GMS JACOBIAN IS CALLED THE ARRAY Y CONTAINS 
THE VALUES OF THE DEPENDENT VARI•BLEJ 
UPON COMPLETION OF A CALL OF JACOBIAN THE ARRAY J SHOULD 
CONTAIN THE VALUES OF THE JACOBIAN MATRIX OF F(Y)r 
AETA, RETA1 <ARITHMETIC EXPRESSION>r 
ENTRYi MEASURE OF TM! ABSOLUTE AND RELATIVE LOCAL 
ACCURACY REQUIREDB 
THESE VALUES ARE IRRELEVANT WHEN THE INTEGRATION Is PER• 
FORMED WITHOUT THE STEPSIZE MECHANISMs 
Na <VARIABLE>, 
EXIT i THE NUMBER OF INTEGRATION STEPS, 
JEV1 cVARIABLE>r 
EXITa THE NUMBER OF JACOBIAN EVALUATIONSJ 
LUI <VARIABLE>J 
EXIT1 T~E NUMBER OF LU•DECOMPOSITIONSJ 
NSJEVI <VARIABLE>s 
ENTRva NUMBER OF INTEGRATION STEPS PER 
JACOBIAN EVALUATIONs 
THE VALUE OF NSJEV IS RELEVANT ONLY WHEN THE INTEGRATION 
IS PERFORMED WITHOUT THE STEPSIZE MECHANISM ANO THE 
SYSTEM TO BE SOLVED IS NON•LINEARJ 
LINEAR1 <BOOLEAN EXPRESSION>J 
ENTRVa TRUE WHEN THE SYSTEM TO BE INTEGRATED IS LINEAR, 
OTHERWISE FALSE, 
IF LINEAR IS TRUE THE STEPSIZE MECHANISM IS AUTOMATICALLY 
ELIMINATEOJ 
CUTI <PROCEDURE IOENTIFIER>s 
"PROCEDURE" our, 
<AFTER EACH I~TEGRATION STEP ONE MAY OUT ORDER TO PRINT 
THE VALUES OF THE RELEVANT PARAMETERS OCCURRING IN THE 
PARAMETERLIST> 1 




MATMAT = CPl4013, 
ELMROW a CPl4024, 
ELMVEC a CP34020, 
OUPVEC = CP31030, 
GSSELM: CP342l1, 
SOLELM = CP34061, 
COLCST = CP31131, 
MULVEC a CPl1020, 
REQUIRED CENTRAL MEMORV1 
EXECUTION FIELD LENGTHS e * R + 3 * R • Rr 
RUNNING TIMES 
17 
DEPENDS STRONGLY ON THE DIFFERENTIAL EQUATION TO BE SOLVED. 
LANGUAGE& ALGOL ao. 
METHOD AND PERFORMANCE& 
THE PROCEDURE GMS DESCRIBES AN IMPLEMENTATION OF A THIRD ORDER 
THREE•STEP GENERALIZED LINEAR MULTISTEP METHOD WITH QUASI•ZERO 
PARASITIC ROOTS AND QUASI•ADAPTIVE !TABILiiV FUNCTION, IN PARTI• 
CULAR THE ALGORITHM IS DEVELOPED FOR THE INTEGRATION OF STIFF 
SYSTEMS OF ORDINARY DIFFERENTIAL EQUATIONS. THE PROCEDURE SUPPLIES 
THE ADDITIONAL STARTING VALUES ANO PERFORMS A STEPSIZE CONTROL 
WHICH Is BASED ON THE NON•LINEARITY OF THE DIFFERENTIAL EQUATION, 
BY THIS CONTROL THE JACOBIAN ~ATRIX IS INCIDENTALLY EVALUATED. IT 
IS POSSIBLE TO ELIMINATE THE STEP!IZE CONTROL, THEN, ONE HAS 
TO GIVE THE NUMBER OF INTEGRATION STE,S PER JACOBIAN EVALUATION, 
FOR LINEAR EQUATIONS THE STEPSIZE CONTROL IS AUTOMATICALLY ELIMIN• 
ATED, W~ILE THE PROCEDURE PERFORMS ONE EVALUATION OF THE JACOBIAN, 
MOREOVER, IN THIS CASE THE THREE•STEP SCHEME IS REDUCED TO A ONE• 
STEP SCHEME. THE PROCEDURE USES ONE FUNCTION EVALUATION PER INTE• 
GRAiION STEP ANO IT DOES NOT REJECT I~TEGRATION STEPS, EACH CHANGE 
IN THE STEPLENGTH OR EACH REEVALUATION OF THE JACOBIAN COSTS ONE 
LU-DECOMPOSITION, IT IS POSSIBLE TO FIT SOME OPERATOR (PRESENT IN 
THE METHOD) EXPONENTIALLY. iHIS FITTING IS EQUIVALENT TO FITTING 
IN THE SENSE OF LINIGER AND WILLOUGHBY, ONLV WHEN THE JACOBIAN MA~ 
TRIX IS EVALUATED AT EACH INTEGRARTION STEP, WHEN THE SYSTEM TO BE 
INTEGRATED IS NON•LINEAR AND THE JACOBIAN MATRIX IS NOT EVALUATED 
AT EACH INTEGRATION STEP, Ii IS RECOM~ENOEO TO FIT AT INFINITY 
(DELTA <= •10**15) 1 DETAILS ARE GIVEN IN REFE~ENCE 2 1 
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REFERENCES: 
[1] HO~IWEN, P. J, VAN DER AND VERWER, J. G1 , 
GENERALIZED LINEAR MULTISTEP METHODS 1, DEVELOPMENT OF ALGO• 
RITH~S WITH ZERO•PARASITIC ROOTS, 
REPORT NW 10/7~, MATHEMATISCH CENTRUM, AMSTERDAM 1q74, 
CZJ VE~!WER, J. G,, 
GENERALIZED LINEAR MULT!STEP METHODS 2, NUMERICAL 
AP?LICATIONS, REPORT NW 12/74, MATHEMATISCH CENTRUM, 
AMS,TEROAM, 1q71,1, 
EXAMPLE OF USE: 
WE CONSIDER THE DIFFERENTIAL EQUATION 
DY1/0X ~ •1000 * Yl * (Vl * Y2 • 1,999987), 
DY2/0X ~ •2500 t Y2 * CY1 + Y2 • 2), 
ON THE INTERVAL C0,501, WITH INITIAL VALUE Y1(0) z Y2CO) = 1, 
THE REFERENCE SOLUTION AT X • 50 IS GIVEN BYs 
v1cso, • ,S97&s1,1&qae, 
Y2(50) • 1.4023434075, 
"BEGIN II 
11 PROCEOURE 11 OERCY)J "ARRAY" YJ 
"BEGIN" "REAL" YI, Y2r 
v1aa,: ve11, v,n= vc21, 
y cu pll •1000 • Y1 * (Y1 + Y2 .,. 1 .999987) s 
Yt2l 11111 •2500 • Y2 111: CV1 + Y'l. "'2) 
II ENID" DER, 
"PROCEDURE" JACCJ, Y)r "ARRAY" J, Yt 
11 BE:GIN 11 nREALII Yi, Y2P Y111111 Yttlf Y2P• Yt2lp 
J[1,1l 11111 1qq9,997 • 1000 * (2 * Y1 t Y2)J 
J t1,2J p1 •1000 * YU 
J t2, 1] pl •2500 !Ir 'fcB 
J[2,2l p11 2500 iii (2 • Y1 1111 2 * Y2) 
11 ENIO" JAC:s 
11 PROCEOURE 11 OUTP1 
11 IF 11 X a 50 11 THEN" 
11 BEGIN 11 11 REAL 11 YE1, VE2» 
YE1s~ ,59i65~~988J YE2a• 1,402l434075J 
OUTPUT(t;1, 11 ( 11 
11 ( 11 X • 11 )", 2028, 
11 C11 N 1111 ")", 3Z026, 
"("JEV 1111 11 ) 11 1 lZ02B, 
"C"Lu • 11 111 , 1zo, 21, 
"C"Yl s 11 ) 11 , t,llD 11 +2D2B, 
11 ( 11 REL, ERR. D ")", .2011+20, I, 
"C"Y2 a 11 ) 11 , +,130 11 +2028, 
11 C11 REL. ERR.~ 11 ) 11 , ,20 11 +20 11 )", 
X, N, JEV, LU, Yt1l, ABS((VCU "'VEU / YEU, 
Yt2J, ABS((Y[2J.., VE2) / VE2)) 
11 EN0 11 OUTPt 
"INTEGER" N, JEV, LUJ "REAL" x, 
"ARRAY'' v c1 aaJ, 
»PROCEDURE" GMSCX, XE, R, Y, H, H~IN, HMAX, DELTA, 
DERIVATIVE, JACOBIAN, AETA, RETA, N, 
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JEV, LU, NSJEV, LINEAR, OUT)J 11 CODE 11 3~1q1J 
x11111 or vt1Ja1: vt2J1111 1, 
GMS(X, 50, 2, Y, ,01, .001, ,5, • 11 15, 
DER, JAC, 11 •5, 11 •5, N, JEV, 
LU, 0, "FALSE", OUTP) 
"END" 
THIS PROGRAM DELIVERS; 
X = 50 N: 109 JEV • l LU• 12 
Y1 • +,597&54795800~ 11 +00 REL, ERR,• ,16"•06 
Y2 • +,1~023~3310813"+01 REL 1 ERR, m 1 &9 11 •07 
SOURCE TEXT1 
IICODE 11 34191' 
"PROCEDURE" GMSCX, XE, R, Y, H, HMIN, HMiX, DELTA, DERIVATIVE, 
JACOBIAN, AETA, RETA, ~, JEV, LU, NSJEV, 
LINEAR, OUT) p 
VALUE" Rr 
REAL" X, XE, H, HMIN, HMAX, DELTA, AETA, RETAp 
INTEGER" R, N, JEV, NSJEV, LUs 
BOOLEAN" LINEARJ 
ARRAY" Ys 
PROCEDURE" DERIVATIVE, JACOBIAN, our, 
BEGIN" 
"INTEGER" I, J, K, L, NSJEV1, COUNT, COUNT1, KCHANGEs 
11 REAL'' A, A1, ALFA, E, 81, S2 1 Z1, XO, XLO, XL1, 
XL2, ETA, HO, H1, Q, Q1, CU, Q12, li122, Q1Q2, DISCRr 
"BOOLEAN" UPDATE, CHANGE, ~EEVAL, STRATEGVp 
1'INTEGER 11 "ARRAY" RI, CI t1UU J 
11 ARRAY 11 AUX[119J, 801, BD2[113,113l, Y1, 
Yot11RJ, 1-◄ JAC, H2JAC2, RQZ[11R,11RJ, YL, FLt1c3 * RJ, 
11 REAL 11 11 PROCEDURE 11 VECVECCL, U, SHIFT, A, B)p "CODE" 3Q01O, 
11 REAL" 11 PROCEOUREtt MATVEC(L, U, I, A, B)t "C0DE 11 340111 
11 REAL 11 11 PROCEOURE 11 MATMAT(L, u, I, J, A, a,, 11 CODE 11 3Q013r 
11 PROCEOURE" ELMROW(L, U, 1, J, A, B, X)J "CODE" 340241 
"PROCEDURE" ELMYECCL U, SHIFT, A, B, X)r "CODE" 34020, 
"PROCEDURE" DUPVECCL, U, SHIFT, A, B)J 11 CODE 11 31030, 
"PROCEDURE 11 GSSELMCA, N, AUX, RI, CI)J 11 COOE" l42l1r 
11 PROCEDURE" SOLELMCA, N, RI, CI, B)J 11 CODE 11 3Q061J 
11 PROCEOURE" COLCST(L, U, J, A, X)r "CODE" l1131J 
nPROCEDURE" ~ULVECCL, U, SHIFT, A, B, X)s "CODE" 31020, 
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"PROCEDURE" INITIALIZATION, 
"BEGIN" LU~• JEV~• N~• NSJ!Vta• KCMANGE1• o, xoa• x, DISCR1 ■ 0 
1(111111, Hillis HOI ■ HJ COUNTS ■ -2, AUXCZl ,. 11 •14, AUXt4J •• e, 
OUPVEC(1, R, o, JL, V)r REEyALI• CHANGEa• "TRUE 11 , 
STRATEGVI ■ HMIN ■ HMAX "AND" •LIN!ARr Qt1• •1r Q21• •2J 
COUNTli• OJ XL01 ■ XLll ■ XL21 ■ 0 
"END" INITIALIZATIONP 
11 PROCEDURE" COEFFICIENTr 
"BEGIN" XL21• XLtr XL18 ■ XLo, XLOI• xo, 
"IF" CHANGE "THEN" 
"BEGIN" "IF" N > 2 "THEN" 
~B!GIN 11 Q11 ■ CXLl • XLO) / Ht, 
Q28 ■ (XL2 • XLO) I Hl 
11 END 11 1 
Q121 ■ Qt• QlJ Q22aa Q2 • Q2r Q1Q21 ■ Ql * Q2J 
Aa• •Cl• ALFA+ 1) / 12t 
eo1 rt,:u •• 1 + c1 1 J • (Qt + Q2) • ,S> 1 Q1;2, 
801 t2,JJ 11111 Cl I J • Q2 • ,Sl I (Q12 • Q1Q2l, 
801 tl,lJ 1• Cl / 3 • Ql • ,S) / (Q22 • Q1Q2) J 
BD2E1,Jl 1 ■ •ALFA • ,S. + A * Cl • Q1 • Q2) / Q1Q2J 
802 [2,Jl u1 A t (1 • Q2) / (Gl12 • IHQ2)J 
BD2tl,3J 1m A t Cl • Q1) / (Q22 • Q1Q2), 
"IF 11 STRATEGY "OR" N c ■ 2 "THEN" 
"BEGIN" 80tt2,2JS ■ 1 / (2 * GlllJ 
801 tl,Zl I ■ t • BDt £2,221 . 
BD2[2,2ll ■ •Cl• ALFA+ 1) / (12 * Q1)J 
BDZC1,2J i• •BD2t2,2l • ALFA * ,5 
"END" 
11 EN0 11 
"END" COEFFICIENTp 
"PROCEDURE" OPERATOR CONSTRUCTIONp 
11 8EGIN" "IF 11 RE~VAL "THEN" 
"BEGIN" JACOBIAN(HJAC, Y)f 
JEV1• JEV + 1r NSJEVls• Op 
11 IF" DELTA<■ •"15 "THEN" ALFA•• 1 / 3 "ELSE" 
-"BiGINH- Z11• H! * DELTA, 
A1• Z1 * Zt + 12s Ata ■ b * Z1r 
"IF" ABS(Z1) < ,1 "THEN" 
ALFAI ■ CZ1 * Zt / 140 • 1) * Zl / 30 "ELSE" 
"IF" Z1 < •33 "THEN" 
ALFAs• (A+ Al) / (3 • Z1 * (2 + Z1)) 11 ELSE 11 
11 BEGIN" Et• EXP(Z1)1 ALFAI• (CA• Al) * 
E •A• At) / (((2 • Z1) * E • 2 • Z1) * 
Z1 * 3) 
"ENO" 
''ENO" B 
s11• •C1 +ALFA)* .s, s21• (ALFA* 3 + 1) / 12 
"END"J 
Al• H1 / HOp All• A* AJ 
"IF" ~EfVAL "THEN" Al• Htr 
"IF" A ~1111 1 "THEN" 
"FOR" Js• 1 "STEP" 1 "UNTIL" R 11 00" 
COLCSTC1, R, J, HJAC, A)g 
"FOR" Is• 1 "STEP" 1 "UNTIL" R "00" 
"BEGIN" "FOR" Jam 1 "STE~" 1 "UNTIL" R "DO" 
"BEGIN" Qa• H2JAC2EI,JJ a• "IF" REEVAL "THEN" 
MATMATC1, R, I, J, HJAC, HJAC) 
"ELSE" H2JAC2tI,Jl t At, 
RQZ tI, JJ a• S2 111 Q 
11 END"p . 
RGIZCI,IJa111 RQZU,Il + tr 
ELMR0WC1, R, I, I, RQZ, HJAC, 81) 
"IENO" p 
GSSELM(AQZ, R, AUX, RI, CI)1 LU1• LU+ 1, 
R[EVALB• UPDATE&• "FALSE" 
"ENO" O~ERATOR CONSTRUCTION, 
"PROCEDURE" DIFFERENCE SCHEMEJ 
"BEGIN" "IF" COUNT•• 1 "TMEN" 
"BEGIN" DUPYECC1, R, O, FL, YL)J 
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DERIVATIVE(FL)p Na• N + 1, NSJEV1a• NSJEVl + 1 
"l~ND"p 
MlJLVEC(l, R, O, YO, YL, (1 •AL.FA)/ 2 • BD1t1,l<l)f 
"FOR" LB• 2 "STEP" 1 "UNTIL" K "DO" 
EI.MVECC1, R, R •(I..• 1)," VO, YI., •BDltL.,KJ>, 
HFORn La• 1 "STEP" 1 "UNTIL" K "00" 
EI .. MVECC1, R, R •(I.'"' 1), Vo, l'L, Ml• BDcHL.,Kl)r 
1 FOR" Ia• 1 "STEP" 1 "UNTIL" R "DO" 
Y til u, tOTVECO, R, I, HJAC, YOH 
MIJLV!CO, R, O, YO, YL., Ci • 3 • ALFA) / 12 1111 BD2t1,Kl )J 
"FOR" 1.,11111 2 "STEP" 1 "UNTILfl K "DO" 
EI.MV!C Ci, R, R * Cl.. 111 1), VO, VI., 111 802 tL,KJ H 
"FOR" ?sffl 1 "STEP" 1 "UNTIL" R "00" 
YtIJi1111 YCil + MATVEC:Cl, R, I, H2JAC2, YO)f 
DUPVECCl, R, O, YO, YL)J 
"F0Rtt La• l "ST!P" 1 "UNTIL" K "00" 
!I .. MVECC1, R, Rt CL.• 1), VO, FL, H1 * BD1tl. .. ,KJ)p 
!LMYEC(1, R~ O, V, YO, l)J SOL!LM(RQZ, R, RI, CI, Y) 
"END" DIFFERENCE SCH!M!p 
"PROCEDURE" NEXT INTEGRATION STEPS 
"BEGIN" "FOR" La• 2, 1 noon 
"BEGIN" OUPVEC(L t R + 1, (L. + 1) • R, •R, YL, YL)S 
OUPVEC(L • R + 1, CL.+ 1) * R, •R, Fl, FL) 
"ltN0 11 p 
OUPV!CCI, R, O, YI., Y) 
"ENO" NEXT INTEGRATION STEPS 
"PROCEDURE" TEST ACCURACYJ 
"BEGIN" l(p1 2J 
OUPVECCl, R, O, Y1, Y)r DIFFERENCE SCHEMES KB• lf 
ETA11111 AETA + RETA t IQRT(VECV!C(1, R, O, Vl, Yl)l, 
EI .. MVECU, R, O, Y, Yl, •Us 
DISCRsm SQRTCVECYECC1, R, O, Y, Y)>, 
OUPY!C(1, R, O, Y, Y1) 
"END" TEST ACCURACVp 
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11 PROCEOURE" STEPSIZEP 
"BEGIN" X01• x, HOI• H1J 
"IF" N ca 2 "ANO" •LINEAR "THEN" K1• K + 1, 
"IF" COUNT• 1 "THEN" 
"BEGIN" Aa• ETA/ C,75 • (ETA+ DISCR)) + ,33J 
H11• "IF 11 A<•., 11 0R 11 A>• 1,1 11 THEN 11 A* HO 
"ELSE" HOJ COUNTI ■ o, 
REEVALI• A<■ ,9 "ANO" NSJEV1 •• 1J 
COUNT11• "IF" A>• 1 "OR" REEVAL "THEN" 0 "ELSE" 
COUNT1 + 1J "IF 11 COUNT1 • 10 "THEN" 
"BEGIN" COUNT11 ■ o, REEVALt• 11 TRUE"J 
H11• A * HO 
"END" 
11 ENO" "ELSE" 
"BEGIN" H11• Hs REEVALa• NSJEV • NSJEY1 HAND" 
•sTRATEGY "AND" ~LINEAR 
"END" r 
ttIF 11 STRATEGY "THEN" H11• "IF" H1 > HMAX 
nTHENn HMAX 11 ELSE 11 11 IFn H1 c H~IN 11 THEN 11 HMIN "ELSE 11 H1, 
X1• X + H11 11 IF 11 X > ■ XE 11 THEN" 
"BEGIN" H11 ■ XE• xo, X1• XE "END"r 
11 IF" N < ■ 2 11 AN0 11 5 LINEA~ "THEN 11 REEYAL1• 11 TRUE 11 , 
11 IF 11 M1 ~. HO "THEN" 
neEGINn UPDATEt• 11 TRUE 11 J KCHANGEa• 3 11 EN0"J 
"IF" REEVAL "THEN" UPOATEI ■ "TRUE", 
CHANGE& ■ KCHANGE > O "AND" ~LINEAR, 
~CHANGES• ~CHANGE• 1 
11 EN0 1' STEPSIZEJ 
INITIALIZATION, our, x,. X + H1J 
OPERATOR CONSTRUCTION, 
801 t1,1l 1• U BO2t1,1l I ■ •ALFA * ,SJ 
"IF" •LINEAR "THEN" COEFFICIENT, 
NEXT STEPB DIFFERENCE SCHEMEJ 
"IF" STRATEGY "THEN" COUNT~• COUNT+ 1J 
"IF" COUNT ■ 1 11 THEN" TEST ACCURACY, 
OUTr "IF" X >• XE "TMEN" "GOTO" ENDJ 
STEPSIZEr "IF" UPDATE "TMEN" OPERATOR CONSTRUCTIONJ 
"IF" •LINEAR "THEN" COEFFICIENTr 
NEXT INTEGRATION STEPr 11 GOT0" NEXT STEPr 
ENDS 
11 EN0 11 GMSJ 
"EOP" 
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8. COMPUTATIONAL RESULTS 
The procedure GMS was tested on a number of stiff nonlinear systems. 
As noted before, for linear equations our algorithm is reduced to the F(3) 
formula of LINIGER & WILLOUGHBY [11]. Numerical results of this formula ap-
plied on linear equations are presented in BEENTJES & DEKKER [l]. For each 
example the following quantities are listed in the tables of results: 
sdj: the number of significant digits of the j-th component with respect 
to a given ·reference solution, i.e. 
sdj 
10 y· 
= - logll -~I, lsdjl s 14, 
y• 
J 
~ where Yj denotes the reference solution; from this relation it fol-




= 10 y.; 
J 
hence a negative value of sdj does not necessarily mean an inaccur-
ate result when y. is very small in magnitude; the procedure was 
J 
tested on the CYBER 73-26 computer of SARA at Amsterdam; since this 
computer does not represent more than 14 significant digits we have 
sdj < 14; when the computer delivered sdj < -14, we have put sdj = 
= -14; thus, general'ly, sdj = -14 in the tables means instability; 
fev: number of function evaluations necessary to integrate the given in-
tegration interval; note that fev also equals the number of integra-
tion steps; 
jev: number of evaluations of the Jacobian matrix of the system necessary 
to integrate the given integration interval; 
lu: number of LU-decompositions necessary to integrate the given integra-
tion interval; 
tol: a measure of the required local accuracy; for each example the abso-
lute and relative accuracy parameters aeta and reta are put equal 
to tol; 
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hmin: minimal stepsize by which the integration is allowed to be performed; 
hmax: maximal stepsize by which the integration is allowed to be performed. 
For all e~camples, the procedure is applied with stepsize control, while the 
parameter delta is put equal to -1015 • This means no exponential fitting 
has been performed. The quantities listed in the tables of results are ob-
tained by integrating over the interval [initial point, reference point]. 
EXAMPLE 8.1 
A non-line!ar system from chemistry (GEAR [3]): 
Yl (0) = y2(0) = I, 0 ~ x ~ 50. 
The eigenvalues o1 and o2 of the Jacobian are 
o1 i:::1 -3500, o2 ~ O, o2 < 0 at x = 0 and 
o1 R1 -4100, o2 s::1 O, o2 < 0 at x = 50. 
Reference solution: 
~ 1 ~ y 1( 64) = .999853854436, y1(SO) = .5976546988, 
~ I ~ 
y2(64) = l.00014243203, Y2(SO) = 1.40234334075. 
Relevant parameters: 
h = hmin = .001, hmax = .5. 
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TABLE 8.1.1. Results obtained at x = ~4• 
tol sdl sd2 fev jev lu 
10-4 12.2 12 .1 7 3 7 
10-s 12.2 12.0 7 3 7 
10-6 12.3 12. 1 7 3 7 
10-1 12.2 12.2 7 3 7 
10-8 12 .3 12. 1 7 3 7 
10-9 12.3 12. 1 7 3 7 
TABLE 8.1.2. Results obtained at X = so. 
tol sdl sd2 fev jev lu 
10-4 7.2 7.6 113 3 17 
10-s 7.7 8.0 113 3 17 
10-6 7.2 7.6 113 3 17 
10-7 7.4 7.8 113 3 17 
10-8 7.6 7.9 140 3 21 
10-9 8.7 9.2 297 8 28 
EXAMPLE 8.2 
A non-linear system describing the motion of control rod in a nuclear 
reactor (LINIGER & WILLOUGHBY [11]): 
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The eigenvalues o1,o2 and o3 of the Jacobian are 
o1 ,::::, -60, o2 ,::::, -.17, o3 = 0 at x = 0 and 
o1 ,::::, -10, o2 ,::::, O, o2 < 0, o3 = 0 at x = 400. 
Reference solution: 
;)(10) = .02344886, ;)(400) = 27.110701, 
;2(10) ~ .01301528, ;2(400) = 22.242211, 
; 3 (10) = 10, ; 3(400) = 400. 
Relevant parameters: 
h = hmin = • 01 , hmax = 1 • 
TABLE 8.2.1. Results obtained at X = 
tol sdl sd2 fev jev lu 
10-3 3 .1 2.] 20 3 14 
10-4 3. 1 2. 1 20 3 14 
10-5 3.4 2.4 24 3 20 
10-6 4.5 3.5 41 3 20 
10-1 5.6 4.6 81 3 19 
TABLE 8.2.2. Results obtained at x = 
tol sdl sd2 fev iev lu 
10-3 2.3 2.4 410 3 14 
10-4 2.6 2.5 4 I I 4 15 
10-5 3.6 3.5 439 12 29 
10-6 4.9 4.8 612 34 58 





A non-linear system from reactor kinetics (LINIGER & WILLOUGHBY [JO]): 
The eigenvalues o1 and o2 of the Jacobian are 
o1 R:I -1012, o2 R:1 -.01 at x = 0 and 
OJ R:I -21.7, o2 R:I -.089 at X = 100. 
Reference solution: 
y1(1O) = -.10975436, y1(1OO) = -.99164207, 
Y2(IO) = .09977673, Y2(lOO) = .98333636. 
Relevant parameters: 
h = hmin = .01, hm.ax = 1. 
TABLE 8.3.1. Results obtained at X = 
tol sdl sd2 fev jev lu 
10-3 5.0 5.0 20 3 14 
10-4 5.0 5.0 21 3 14 
10-5 5.0 5.0 21 3 14 
10-6 5.0 5.0 22 3 14 
10-1 5.0 5.0 23 4 15 
10-8 5.0 5.0 24 4 16 
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TABLE 8.3.2. Results obtained at X = 100 
tol sdl sd2 fev jev lu 
10-3 2.5 2.6 110 3 14 
10-4 2.5 2.6 l 11 3 14 
10-5 3. 1 3. I 113 5 17 
10-6 4.8 4.8 139 16 32 
10-7 8.5 7.8 219 31 42 
10-8 6.2 6.2 474 49 61 
EXAMPLE 8 .. 4 
A large, non-linear system from chemistry (DATTA [2]): 
dy2 
dx = Klyl + K11K14Y4 + K19K14Y5 - K3Y2Y3 - K15Y2Y12 - K2Y2, 
dy3 
dx = K2y2 - K5Y3 - K3Y2Y3 - K7Y10Y3 + KIIK14Y4 + Kl2Kt4Y6, 
dy4 
dx = K3Y2Y3 - KlIKJ4Y4 - K4Y4, 
dy5 
dx = K15Y2Y12 - KJ9K14Y5 - KI6Y5, 
dy6 
dx = K7Y10Y3 - Kl2K14y6 - K8y6, 
dy7 
dx = K17Y10Y12 - K20K14Y7 - K18Y7, 
dy8 
dx = K9Y10 - K13K14y8 - KIOY8' 
dy9 
dx = K4Y4 + Kl6y5 + K8y6 + K18Y7, 
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dyll rx- = K10Y5, 
dy12 
rx- = K6y10 + K19K14Y5 + K20K14Y7 - K15Y2Y12 - K17Y10Y12' 
with 
The eigenvalue with greatest magnitude at x = 0 equals F::f -1555.16. 
Reference solution: 
~ I 
.11582531310-3, Y3(50) .33450076810-1, Y3(64) = = 
~ 1 
.17968710-12, Y5(50) .40799410-5. y5(64) = = 
~ 1 
.47624710-10, Y9(50) .14910921010-1, y9(64) = = 
~ I y12 (64) = .2269204 10-8, Y12(50) = .914169996. 
Relevant parameters: 
h = hmin = .0005, hmax = .5. 
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TABLE 8.4.I. Results obtained at 
1 
X = -64 
tol sd3 sd5 sd9 sd12 fev jev lu 
10-3 5.4 .3 1.1 2.3 8 3 8 
10-4 5.4 .3 1. I. 2.3 8 3 8 
10-5 5.4 .3 I. I 2.3 8 3 8 
10-6 5.4 .3 I.I 2.3 8 3 8 
10-7 5.4 .3 I.I 2.3 8 3 8 
10-8 5.4 .3 I.I 2.2 8 3 8 
TABLE 8.4.2. Results obtained at X = 50 
tol sd3 sd5 sd9 sd12 fev jev lu 
10-3 5.8 5.0 4.4 5.9 115 3 18 
10-4 5.8 5.2 4.4 5.9 115 3 18 
10-5 5.8 4.5 4.7 6.3 115 3 19 
10-6 5.8 4.5 4.8 6.2 124 3 26 
10-7 6. 1 3.8 6.2 7.7 211 4 36 
10-8 7.5 5.3 7. 1 9.2 584 6 41 
EXAMPLE 8 • .5 
A highly stiff non-linear system representing a set of chemical re-








-= - 10 Y2Y3 - 3107y2' dx 
dy3 2 
dx = 3107y2, 
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These equations are dependent; by use of the initial values we have 
By means of this relation we remove the first component and the system is 
reduced to 
The eigenvalues o1 and o2 of the Jacobian are 
o1 ,::is -.04, o2 F!:I Oat x = 0 and 
o1 f:::I -10000, o2 F!:I Oat X = 10. 
Reference solution: 
y 1(10) = .162339106310-4, 
y2(10) = .1586138424. 
Relevant parameters: 
h = hmin = .0005, hmax = .5. 
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TABLE 8.5.1. Results obtained at X = IO 
tol sdl sd2 fev jev lu 
10-3 2.2 3.0 39 3 24 
10-4 2.5 3. 1 54 3 29 
10-5 4.2 4. 1 46 5 30 
10-6 4.6 4.6 65 5 41 
10-7 5.5 5.5 113 5 48 
10-8 6.2 6. 1 218 9 56 
10-9 6.9 7.2 457 9 62 
REMARKS: 
Example 8.5 is a very stiff non-linear system. The eigenvalues change 
4 from O, -.04 to O, -10 over the range x = 0 to x = 10. In fact, most of 
this change occurs in the first few steps, e.g. lo 11 changes from .04 to 
2405 within x = 0 to x = 0.02. Thus, this example represents one of the 
severest tests. We may illustrate this by presenting table 8.5.2. The re-
sults are obtained with the initial steplength h = .001 (hmin = .001, 
hmax = ,5}. 
TABLE 8.5.2. 
tol sdl sd2 fev jev lu 
10-3 -14 -14 
10-4 -14 -14 
10-5 4.2 4.0 53 6 35 
10-6 4.6 4.6 64 6 41 
10-7 5.3 5.5 1 1 1 7 45 
10-8 6.2 6. I 218 10 56 
10-9 6.8 7.0 456. I I 63 
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The instabilities occurring for tol = 10-3 , 10-4 are more or less due to 
the second order starting formula which provides the first solution vector. 
We may explain this assertion as follows: at x = 0 the first and second 
derivatives of y2 are equal to zero, whereas the third derivative of y2 is 
not equal to zero. However, our starting formula is of second order and re-
presents only the first- and second derivatives of y for h small enough. 
Consequently, for each initial steplength hour starting formula provides 
y2 = 0. The reference solution at x = .001 is 
y1 = .23998310-4, 
y2 = .160009 10-4. 
For the lower tolerances and initial steplength h = .001 the value y2 = 0 
at x = .001 appears to be fatal. When we start the integration process at 
x = .001 with the initial vector given above and initial steplength h = .001, 
no instabilities will arise. Results of this integration are given in table 
8.5.3. At x = .001 the eigenvalues o1 and o2 are o1 fl:,$ -.04~ o2 fl:,$ O. 
TABLE 8.5.3. 
tol sdl sd2 fev jev lu 
10-3 3.9 3.8 33 3 17 
10-4 4.0 3.9 34 3 18 
10-5 5.2 5.0 38 3 24 
10-6 5.0 4.6 59 4 38 
10-1 5.1 5.4 109 5 46 
10-8 6.4 6.3 214 9 55 
10-9 6.9 7.2 454 9 61 
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