An incidence rate ratio (IRR) is a meaningful effect measure in epidemiology if it is adjusted for all important confounders. For evaluation of the impact of adjustment, adjusted IRRs should be compared with crude IRRs. The aim of this methodological study was to present a statistical approach for testing the equality of adjusted and crude IRRs and to derive a confidence interval for the ratio of the two IRRs. The method can be extended to compare two differently adjusted IRRs and, thus, to evaluate the effect of additional adjustment. The method runs immediately on existing software. To illustrate the application of this approach, the authors studied adjusted IRRs for two risk factors of type 2 diabetes using data from the European Prospective Investigation into Cancer and NutritionPotsdam Study from 2005. The statistical method described may be helpful as an additional tool for analyzing epidemiologic cohort data and for interpreting results obtained from Cox regression models with adjustment for different covariates. cohort studies; confounding; diabetes mellitus, type 2; epidemiologic methods; proportional hazards models; statistics Abbreviation: IRR, incidence rate ratio.
Editor's note: An invited commentary on this article appears on page 523, and the authors' response is published on page 530.
In epidemiologic cohort studies, Cox proportional hazards regression is usually applied without and with adjustment for covariates to derive and present both crude and adjusted incidence rate ratios (IRRs). The difference between crude and adjusted IRRs is commonly described verbally without evaluating its significance. Up to now, a statistical test is missing that tests the equality of crude and adjusted IRRs. Also, no statistical method is available that produces a confidence interval for the ratio of two IRRs.
The comparison of crude and adjusted IRRs is closely related to the identification and selection of confounders.
Essentially, two different strategies of confounder selection can be distinguished (1) (2) (3) . In the first strategy, a variable is selected for control only if it is significantly associated with the outcome at some predetermined significance level. This strategy was often criticized because it does not evaluate the actual degree of confounding produced by the selected variable (2, (4) (5) (6) . In contrast to testing the model parameter of the added covariate, the second strategy focuses on the degree of confounding. Here, a variable is selected for control if the change in IRR is important, for example, more than 10 percent (6) . This approach may be criticized because it does not account for statistical variability and the power of the study. A 10 percent change in IRR may likely be due to random variation if the sample size of the study is low but may be important for large epidemiologic studies. The method presented in this paper allows refining the second strategy by assessing both the significance and the impact of the change in IRR. The p value for the equality test addresses the question of whether the added covariates are confounders. The 95 percent confidence interval around the ratio of the IRRs assesses the impact and precision of the change in IRR. If the lower confidence limit is greater than 1.1 or the upper confidence limit is lower than 1/1.1 ¼ 0.9, the data are consistent with a 10 percent change in the point estimate of the IRR or more with an error of no more than 2.5 percent.
To derive a valid test and to compare the crude and adjusted IRRs, we need a joint model including both parameters. We present such a joint model by using a modified version of the augmented data approach that was originally described by Lunn and McNeil (7) for the analysis of competing risks. This model allows testing the equality of crude and adjusted IRRs. Related problems of comparing estimated coefficients across nested models were considered in contingency tables (8) and linear regression (9) .
The objective of this paper is to present a statistical test for the equality of two differently adjusted IRRs and to provide a confidence interval for their ratio. For the purpose of illustration, we applied the statistical method proposed to compare crude and differently adjusted IRRs for two risk factors of type 2 diabetes using data from the European Prospective Investigation into Cancer and Nutrition (EPIC)-Potsdam.
DESCRIPTION OF THE METHOD
We used a data duplication method that is similar to the one of Lunn and McNeil (7) developed for competing risk analysis. With this method, each individual in a given data set has two records, the first record referring to the crude model and the second one to the adjusted model (table 1). Suppose that the crude model is characterized by d ¼ 0 and the adjusted model by d ¼ 1. Multiplication of the covariate Z by d will then result in exclusion of the covariate in the crude model and inclusion of the covariate in the adjusted model. In contrast to the covariates, the factor X of interest must be included in both models. To allow for differences in the effect size of X between both models, we must add two product terms of the form dX and (1 À d)X.
We applied Cox regression to the augmented data set. The hazard function k(t) has the form
where k 0 (t) is an unspecified baseline hazard function; To ensure that the crude and adjusted IRRs based on the augmented data set are identical to those ones obtained when using two separate proportional hazards regression models, we must stratify the Cox regression by model type, that is, d ¼ 0 or 1. Moreover, this stratification allows that the baseline hazard functions in crude and adjusted Cox regression have no constant ratio, which avoids a strong proportionality assumption that would be needed in an unstratified analysis. Because of this stratification, the likelihood function for the augmented data can be rewritten as the product of two components treating the survival times for the two models separately.
Because two observations are created for each subject, the correlation matrix of the estimated regression coefficients in the augmented data set is affected by the dependence among the observations. Therefore, we cannot use the standard errors from standard Cox regression for calculating confidence intervals and p values in the joint model. To allow for dependence among multiple event times, we instead used robust standard errors obtained from the robust sandwich estimates for the covariance matrix (10, 11) . The SAS, version 9.1.3, statistical package (SAS Institute, Inc., Cary, North Carolina) that we used did not produce sandwich estimates for the present data if the PHREG procedure with the covsandwich (aggregate) statement was applied. Therefore, we programmed the sandwich estimator with SAS/IML. The SAS syntax of the proposed method is given in appendix 1.
The method can be easily extended to test the hypothesis that two differently adjusted IRRs are equal. Again, for each individual, two entries have to be created in a given data set, one for the first and one for the second model. However, because both models can be very different and no model must be nested in the other one, we have to distinguish three types of variables concerning their use as covariates in the models. Characterizing the first model by d ¼ 0 and the second model by d ¼ 1, variables that are only covariates in the first model must be multiplied by 1 À d, whereas variables that are included only in the second model must be multiplied by d. A variable that is a covariate in both models has to be accounted for twofold, namely, as product of the variable and d and as product of the variable and 1 À d. Appendix 2 describes how to implement the generalized method.
APPLICATION TO REAL DATA Study population
The study population was the European Prospective Investigation into Cancer and Nutrition cohort in Potsdam consisting of 27,548 subjects, 16,644 women aged 35-65 years and 10,904 men aged 40-65 years at recruitment. The baseline examination took place between 1994 and 1998 and 
Variables in the Cox model
We separately used smoking status and hypertension as the exposure of interest and evaluated their association with risk of type 2 diabetes to illustrate our method. Smoking status was defined as ever or never smoker. Hypertension was defined by self-report (yes/no). After crude regression (model 1), we adjusted for age as the continuous variable (model 2) and for age and sex (model 3). In model 4, we additionally adjusted for anthropometric measurements (height and waist circumference, continuously) that were taken by trained personnel in the present study (13) . Finally, we additionally adjusted for physical activity, alcohol intake, consumption of coffee, and intakes of whole-grain bread and red meat (all as continuous variables) and also mutually adjusted for smoking or hypertension (model 5). Physical activity was assessed through personal computerguided interviews in the study center and calculated as total number of hours of sports, biking, and gardening per week averaged over 1 year. Habitual dietary intake was assessed by a validated semiquantitative food frequency questionnaire (14) . The time to end of follow-up or incidence of diabetes was used as the primary time variable, noting that our proposed method is also applicable for the more complex counting process style of input.
Results for adjusted incidence rate ratios for type 2 diabetes
We estimated the IRR for type 2 diabetes associated with smoking using the crude model and different multivariableadjusted models with increasing number of covariates (table 2) . In all models, smokers had a significantly greater risk of diabetes than did nonsmokers (p 0.0004); however, the effect size varied across the models. Adjustment for age only increased the IRR significantly. However, additional adjustment for sex and anthropometric variables resulted in a significantly lower IRR than the crude IRR. Adjustment for other risk factors slightly changed the IRR. The ratio of the fully adjusted to crude IRRs was 0.76 (95 percent confidence interval: 0.71, 0.82), indicating a significant difference in risk estimates due to adjustment. Because the upper confidence limit is lower than 0.9, the data are consistent with a 10 percent change in the point estimate of the IRR or more with an error of no more than 2.5 percent. Obviously, model 4 and model 5 produce similar adjusted IRRs, suggesting that the six additional variables do not make any important contribution to confounding. However, the tests and confidence intervals given in table 2 do not allow comparison between differently adjusted IRRs. Table 3 summarizes the association of hypertension with risk of type 2 diabetes using different sets of covariates. In contrast to table 2, the adjusted IRR in model i is not compared with the crude IRR but rather with the IRR of the preceding model i À 1, i ¼ 2, . . ., 5, by applying the generalized method described in appendix 2. Participants who reported a diagnosis of hypertension at baseline were at markedly increased risk of type 2 diabetes. The crude IRR was 3.14 and decreased significantly to 2.55 after adjustment for age. Additional adjustment for sex did not alter the IRR as indicated by a p value of 0.30. However, addition of anthropometric variables to the set of covariates markedly attenuated the IRR to 1.61, and this change of IRR was highly significant ( p < 0.0001). Finally, additional adjustment for smoking, physical activity, alcohol intake, consumption of coffee, and intakes of whole-grain bread and red meat did not affect the IRR as seen by a p value of 0.10. Thus, the six additional variables are not needed for adjusting the association of hypertension with risk of type 2 diabetes.
DISCUSSION
We have presented a method for testing the equality of crude and adjusted IRRs that is similar to the augmented data approach of Lunn and McNeil successfully applied in competing risk analysis (7, (15) (16) (17) . The idea of including both crude and adjusted Cox regressions in a joint model allows studying the effect of adjustment and quantifying the impact of confounding. Besides a p value for the equality test, a 95 percent confidence interval for the ratio of adjusted to crude IRRs can be derived.
The method can be generalized to compare two IRRs that were adjusted for different sets of covariates (appendix 2). In this case, Cox regression has to be applied on the two strata of the augmented data set with stratum-specific covariates. The generalized method allows evaluation of whether additional adjustment for a variable does alter the IRR and the study of the alteration of IRR from a simple to a larger model in a sequence of nested models. Application to nonnested models may occur if covariates are used alternatively, for example, adjustment for different sets of anthropometric variables.
The proposed statistical test does not focus on model fit, but rather on the change of the effect parameter due to the addition of covariates. If one is interested in comparing the fit of the crude and the adjusted models, the likelihood ratio test that is based on the deviance as measure of model fit should be applied. However, any significance obtained by the likelihood ratio test does not tell anything about the difference between crude and adjusted IRRs. Crude and adjusted IRRs can be equal, although the model fit of the multivariable model is substantially better than that of the crude model. Although the considered problem of variation in incidence rate ratios due to changes in adjustment has not been treated up to now, a closely related problem was considered in epidemiologic case-control studies more than 20 years ago (8, 18, 19) . The equality of crude and adjusted parameters in contingency tables that may be equivalently defined as collapsibility (20) was tested by a closed-form Wald test (19) or a closed-form conditional test (8). Greenland and Mickey (8) also presented a confidence interval for the degree of noncollapsibility, as measured by the ratio of the crude and adjusted odds ratios. Collapsibility was also assessed in linear regression. Clogg et al. (9) derived an exact test for comparing parameters of a reduced and a full linear regression model under the assumption of normally distributed errors. However, the mathematical tools utilized in our approach are very different from those used in the previous collapsibility studies.
Formally, the proposed significance test can be included in a confounder-selection routine. For example, a backward selection algorithm would start with all candidate variables and find out the variable for which its deletion from the model would result in the smallest change in the IRR of exposure. If the changed IRR is nonsignificantly different from the original IRR on the basis of the proposed test, delete the variable from the model and go to the next step. The algorithm continues until no further deletion of a variable occurs. However, we cannot expect that this selection strategy will select the best possible subset of variables to control. Monte Carlo simulation of several confounder selection criteria revealed that preliminary tests have poor sensitivity if conventional significance levels are used (1) . Moreover, a statistical test applied in a specific step of the selection routine is carried out conditionally on the results of the preceding steps and ignores the model uncertainty implicit in the variable selection process (21) . Furthermore, the statistical test can be misleading when misclassification is present (22) . Because of these methodological difficulties, objections to the use of statistical significance testing in confounder selection and identification are widespread (23, 24) . In summary, the presented statistical approach for testing the equality of crude and adjusted IRRs or of two differently adjusted IRRs may be a helpful additional tool in analyzing epidemiologic cohort data. Attenuation of IRR after adjustment as often observed in epidemiologic research can now be explored whether it is statistically significant or negligible. The approach can be easily implemented by use of standard statistical software packages for fitting Cox proportional hazards regression models.
proc phreg data¼total outest¼Est; model time*case(0)¼ ndeltaX deltaX deltaZ /rl; output out¼Out1 dfbeta¼dfcrude dfadjust; strata delta; id subj_ID; run;
The parameter estimates are output to a data set named Est and the DFBETA statistics for the crude and adjusted exposure variable are output to a data set named Out1. The strata statement achieves a stratified analysis in the crude and adjusted model. Instead of the standard notation for the primary time variable, the (start, stop) notation to describe intervals of time at risk can be used. Then, the DFBETA statistics were summed up for each individual. proc sort data¼Out1; by subj_ID; run; proc means data¼Out1 noprint; by subj_ID; var dfcrude dfadjust; output out¼Out2 sum¼dfcrude dfadjust; run;
The following iml procedure reads the parameter estimates and the DFBETA statistics and computes the robust sandwich covariance matrix. Finally, the Wald chi-square test and the confidence interval are calculated on the basis of the robust variance and covariance estimates. Instead of comparing crude and adjusted IRRs, we now compare two IRRs adjusted for different sets of covariates. Let X be the exposure variable and Z 0 , Z 1 , and Z 2 be covariates. We are interested in comparing model 1 and model 2 characterized by the sets of covariates {Z 0 , Z 1 } and {Z 0 , Z 2 }, respectively. Note that both models include the same covariate Z 0 , but they differ in the second covariate. Apparently, the three covariates are of different types concerning their inclusion in the two models. Let delta be the indicator variable for model 2 and, therefore, ndelta ¼ (1 À delta) be the indicator variable for model 1. Then, we have to form the following product terms: deltaX¼delta*X; ndeltaX¼ð1ÀdeltaÞ*X; deltaZO¼delta*ZO; ndeltaZO¼ð1ÀdeltaÞ*ZO; ndeltaZ1¼ð1ÀdeltaÞ*Z1; deltaZ2¼delta*Z2; Then, the model equation for the PHREG procedure in SAS can be written as model time*caseð0Þ¼deltaX ndeltaX deltaZO ndeltaZO ndeltaZ1 deltaZ2; Again, the parameter (deltaX-ndeltaX) is the parameter of interest because it is the logarithm of the ratio of the two IRRs. Instead of the single covariates Z 0 , Z 1 , and Z 2 , each type of covariate can consist of several variables. In applications with a simpler model nested within a larger model, only two types of covariates occur.
