Abstract-Discovering the causal graph in multivariate time series data is of great importance for industrial society, yet challenging due to the unknown nonlinearity in the data. Existing works only explore the data in chronological order, and rely on pre-assumed kernels or certain distribution assumption. In this paper, we present a Bi-directional neural network for Causal Graph Learning (Bi-CGL) through weight-sharing and low-rank neural network. It discovers the causal graph by simultaneously exploring input in forward and reverse chronological order. Both directions approach the same causal graph with shared low-rank approximation, which provides robustness and better accuracy against data noise. Experiments on synthetic and real world datasets prove our Bi-CGL's outperformance over existing baselines.
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I. INTRODUCTION
Imagine you travel to 2050 with a time machine. When the door is open you see the following scene: houses are all torn apart, smashed cars and fallen trees are everywhere. You also notice the cracks on the ground in front of you. You may probably draw a conclusion that there was an earthquake just occurred some time ago. But do you notice that you just utilize a relationship from the effect to the cause, or retrocausality ( Figure 1 )? In fact, most physical laws are 'time reversible', which means that they would work just as well if time was defined as running backwards [35] , [10] . Reasoning from the future to the past can help us discover the underlying causality, which is an important analysis task to gain insight into the underlying mechanisms of the targeted system.
Learning causal graph is of great importance to many modern applications such as social networks, biological gene regulatory networks, advertising and marketing, etc.. It is also very meaningful for developing Explainable Artificial Intelligence (XAI) [12] , which explains models' decisions and actions to human users. In this research we will explore the underlying causal graph of multivariate time series data from both forward and backward directions in time.
Causal graph is a qualitative measurement about the direct causal relations among a set of nodes, where each node represents a variable or component of the targeted system. The edges are all directed, and each describes the causality between the two connected nodes. In many cases, the causal graphs are unknown or partially known. Learning such a graph structure is full of challenges: 1) the relationships between variables are unknown and complex (usually nonlinear), 2) there is no label available in learning causality and 3) real world dataset is usually full of noise.
Existing causal graph learning methods are either based on linear models (VAR Granger analysis, Generalized Additive Models) or certain pre-assumed distributions [28] , [4] . However, many data are nonlinear and with unknown distribution [23] , [7] . Selecting appropriate kernels or distribution models for each time series requires a deep understanding of the domain knowledge and in many cases not even possible. Moreover, these methods' capability of learning causal graph is highly affected by the data noise, system diversity and scales (i.e. number of nodes) [14] , [33] , [27] .
Although deep learning techniques have become increasingly popular in many applications, there are few research about how deep learning can contribute on learning causal graph given multivariate time series data as input. In this research we propose a Bi-directional neural network for Causal Graph Learning, or Bi-CGL. The design of our model is shown in Figure 2 . Bi-CGL is capable to discover nonlinear causality between any pair of nodes (input variables), without prior knowledge on generalization rules (e.g. pre-assumed kernel or distribution assumption). The causal graph is reconstructed simultaneously from forward and backward directions in time, with a weight-sharing low-rank approximation that provides better accuracy and robustness against data noise.
Our contributions are listed as follows: 1) Bi-CGL is the first bi-directional neural network to dis- cover causal graph with better accuracy. 2) Bi-CGL is a weight-sharing and low-rank neural network, which is robust to data noise. 3) Bi-CGL can explore nonlinear causality without preassuming any kernel or distribution of the dataset.
II. PRELIMINARIES

A. Problem Definition
In this section, we mathematically describe our problem setting. We start off by formally defining our notation.
The input of our Bi-CGL is the historical data of m time series (normalized) with time length n, i.e., X = {X(1, * ), X(2, * ), ..., X(m, * )} ∈ R m×n , where each X(i, * ) ∈ R 1×n is a single time series associated to the ith variable. We denote X(i, t j ) as the value of the i-th time series at time t j , and X(i, t j − +1 : t j ) ∈ R 1× as the values of the i-th time series from time t j − + 1 to t j (in forward chronological order). The same data in reverse chronological order is noted as X(i, t j :
are the values of all time series at time t j , and X( * , t j − + 1 : t j ) = {X(1, t j − + 1 : t j ), X(2, t j − + 1 : t j ), ..., X(m, t j − + 1 : t j )} ∈ R m× are the values of all time series from time t j − +1 to t j . The same data in reverse chronological order are denoted as X( * , t j : t j − + 1)
Our goal is to learn the underlying causal graph A ∈ R m×m . A(i, j) with absolute value much larger than zero denotes that the i-th time series is among the causes of the j-th time series in time. We use A( * , i) ∈ R m×1 to represent the i-th column of A, which tells the causes of the i-th time series.
B. Multivariate Granger Causality
Causal graph learning with multivariate time series roots from Granger causality analysis, which is performed by fitting a vector autoregressive model (VAR) to the time series input [21] . VAR tries to predict X( * , t j +1) with X( * , t j − +1 : t j ):
A r X( * , t j + 1 − r) + ( * , t j + 1), (1) where ( * , t j + 1) ∈ R m×1 is a white Gaussian noise at time t j + 1, is the temporal order (the involving time lags) and A r is the causal graph for time lag r. Time series X(i, * ) is called a Granger cause of time series X(j, * ) if at least one of the elements (in absolute value) A r (i, j), where r = 1, 2, ..., , is significantly larger than zero [21] .
In [6] , bi-directional Granger causality model is built upon two VARs in forward and backward directions respectively:
is the forward causal graph for time lag r. The way they calculate causal graph A r is as follows:
where (A b r ) T denotes the matrix transpose of A r b . However, all these methods are purely linear and fail to capture any nonlinear causality [9] . Our objective in this research is to discover more general and complex causality. To this end, we design a deep neural network, which does not involve any kernel assumption like Equation (1) and (2) . Furthermore, we only focus on learning one global causal graph A in this research.
III. OUR PROPOSED MODEL
We approach the underlying causal graph by exploring both forward and backward directions in time. Specifically, we learn the causal graph A through a bi-directional regression setting with two inputs and one output: the forward regression is to regress X( * , t j + 1) with X( * , t j − + 1 : t j ), while the backward regression is to regress the same target with X( * , t j + + 1 : t j + 2). The underlying causal graph A is approached through a combined learning of forward directional causality and the retrocausality from backward direction. Specifically, the retrocausality is the transpose of causality, after switching the roles of causes and effects.
To learn nonlinear causality in a systematic way, we separate the data nonlinearity into two types: temporal and intervariable nonlinearity. Temporal nonlinearity is explored on univariate level, which describes the nonlinearity between time lags in each time series. Intervariable nonlinearity can be treated as an extension of temporal nonlinearity to multivariate level, which involves different time series. Figure 3 shows how we separate and learn the two types of nonlinearity, and their connections with the causal graph learning and the final regression. Here we start from the forward directional input first, and the backward input will be analyzed in a similar way. The raw input from each time series on forward direction is denoted as the bottom blue layer.
Module 1 learns a nonlinear function g( * ) that represents all the temporal nonlinear transformations on each time series from forward direction, i.e. X(i, t j − + 1 : t j ). To put it another way, G f (i, * ) includes the nonlinear combination between different time lags in X(i, * ). Module 2 learns a causal graph, which selects the nonlinear variables relevant to regressing each X(i, * ). Module 3 learns a nonlinear function h f ( * ) that rolls all the selected time-seriesG f Σ , and returns a more complex nonlinearity set H f D in-between time series. Similarly, H b D which represents the nonlinearity from backward directional input can be learned from X( * , t j + +1 :
which is used in Module 4 to estimate the regression target X( * , t j + 1).
In the following subsections we will describe our proposed four modules one by one. Section III-A introduces Module 1 that is to explore the temporal nonlinearity. Section III-B focuses on Module 2 that aims to learn causal graph. Section III-C talks about Module 3 that prospects intervariable nonlinearity between time series, while Module 4 is explained in Section III-B for the final regression. 
A. Module 1: Learning Temporal Nonlinearity
Module 1 applies a bi-directional residual neural network (ResNet) [13] . The aim of using ResNet is to learn the temporal nonlinearity with deep yet easily trainable architecture while avoiding vanishing gradient.
The temporal nonlinearity of both forward and backward inputs is learned through the same ResNet as shown in Figure 4 . We introduce the structure by focusing on forward directional learning first. By setting G f 0 = X( * , t j −l +1 : t j ), our ResNet is designed as:
where G f q ∈ R m×p denotes the output of the q-th residual block, L q denotes the q-th layer transformation, id is an identity mapping and Q is the total number of residual blocks. With such design, certain layers can be skipped if they have no contribution to the final target. This is achieved by driving the weights in L q toward zero during training process [13] . In this way, Bi-CGL goes deeper as it will not produce a training error greater than its shallower counterparts. Similarly, for backward direction given G b 0 = X( * , t j + + 1 : t j + 2) we have:
represents certain level of temporal nonlinearity. By collecting the output from all the layers, Figure  3 , and so does G b 1:
as the input to the next module. Before we continue to introduce the next part, please note that:
1) The motivation of using a shared ResNet for both forward and backward directions is 1) to construct causal graph more consistently and 2) to alleviate overfitting. Comparatively, bi-LSTM [26] has two separate network for learning different state of forward and backward respectively. However, using different networks in our problem setting is non-trivial, as we have to merge forward and backward network to learn causal graph in a systematic way. Instead, we design a weight-sharing ResNet which gains analogous perspectives of both forward and backward directions. It will also decrease the number of parameters, which is beneficial for avoiding overfitting. 2) Module 1 only learns the temporal nonlinearity on univariate level. On the other hand, intervariable nonlinearity for regressing each variable only relates to the corresponding cause variables, and this is acquired during causal graph learning in Module 2. 3) In the first layer L 1 , each column of the weight matrix can be treated as one weight-sharing temporal convolution filter with size across all the m time series. The reason why we use temporal convolution, instead of the other temporal sequence mining methods (e.g. recurrent neural network, or RNN), is that 1) it is more efficient and 2) it is sufficient to capture the causality in all the experiments we have tried. 4) Since causality may lay on any level of temporal nonlinearity, we feed the output from all ResNet layers to the next model. This is different from traditional ResNet which only uses the last layer output.
B. Module 2: Learning Causal Graph
The objective of the second module is to learn the causal graph. The input here is the learned temporal nonlinearity G f 1:Q (forward) and G b 1:Q (backward) from Module 1. Figure 5 illustrates the design of Module 2. We start by focusing on the 1, we want to select those variables that relevant in regressing X(i, t j + 1), i = 1, 2, ..., m. This can be modeled through:
where A q is the causal graph to be learned (q = 1, 2, ...Q).
We can extend this operation to the whole variable space, i.e., i = 1, 2, ..., m. Instead of learning a full m×m causal graph, here we learn it in a low-rank format. There are two reasons for this design: 1) In real world the causality is usually sparse and causal graph has low-rank [8] , [37] , [38] . Approximating causal graph in low-rank can suppress the noise effect; and 2) when the size of variables (m) goes too large, learning low-rank approximation is more efficient. Specifically, we approximate A q through a k-rank matrix decomposition with k < m: Each G f q ∈ G f 1:Q is firstly projected from the input m dimensional space to k-rank embedding space. This is done via nonlinear mapping with a weight matrix U q,k ∈ R m×k and activation function tanh. Then a diagonal matrix S q,k ∈ R k×k is learned to scale each low embedding. Finally, the k-rank embeddings is projected back to the original m space with a weight matrix V q,k ∈ R k×m and activation function Selu [17] . This process can be described as:
Here, U q,k contains cause mapping information, V q,k contains information of effect mapping and S q,k contains scaling factors. The selections of activation functions here are based on experiment, which give the best performance. Then, the causal graph A q can be approximated by:
It is worth to note that: 1) The reason why we bring in S q,k in the low-rank approximation is that S q,k can tell us the contribution of each rank, which can further contribute to decision support and explainability. 2) Although Equation (8) is in a similar format to singular vector decomposition (SVD), we are not claiming that they are directly relevant. In fact, both sides of the lowrank (U q,k and V q,k ) are learned in a nonlinear way; on the other hand SVD is linear.
For backward direction where we consider retrocausality, the roles of causes and effectors are switched, so the retrocausal graph is A T q . Therefore for each G b q ∈ G b 1:Q , we have:
Similar to Equation (7) but with reverse order of causes and effectors, we apply the following projection process to G b q :
Please note that the retrocausal graph in backward direction is the transpose of causal graph in forward direction. Thus for each layer q, the U q,k , S q,k and V q,k are with shared weights in forward and backward directions. Besides Figure 5 , this design is illustrated in Module 2 in Figure 2 , where layers with the same color and texture are weight-sharing between forward and backward directions. Furthermore, we apply weight penalty |U T q,k U q,k − I| and |V T q,,k V q,k − I| to loss function (will be introduced in Section III-D) to force orthonormality of both U q,k and V q,k . Such technique has been used in works [5] , [34] , and is theoretical supported by spectral theorem [29] .
For each G q , q = 1, 2, ..., Q from Module 1, the A q is learned respectively. Finally, we obtain the global causal graph A by: Fig. 6 . Module 3 is to learn intervariable nonlinearity using a simple fully-connected chain. Here shows the learning process of forward direction. Backward direction is learned in the same way, but with a different fullyconnected chain.
C. Module 3: Learning Intervariable Nonlinearity
Module 3 is to learn the intervariable nonlinearity among time series. We first introduce the forward direction part. The input of forward direction is allG f q ∈ R m×p , q = 1, 2, ...Q from Module 2. We concatenate them column-wisely and denote the whole matrix asG f Σ ∈ R m× p . Module 3 consists of a series of fully connected layers, of which the j-th layer is defined as:
Given
is a weight matrix and b f j is a bias vector. The output of the last layer is noted as H f D ∈ R m×dD given total number of layers D in this module. Specifically,G f Σ (i, * ) from Module 2 aggregates the nonlinearity of cause variables of X(i, * ) from forward direction. Such information is further convoluted nonlinearly in Module 3, so that intervariable nonlinearity is learned.
Separately, for backward direction, we apply another series of fully connected layers as:
with
Here please note that we do not let the forward and backward directions share the same fully connected chain. This is to learn different intervariable nonlinearity on two directions respectively. 
D. Module 4: Regression
Finally, Module 4 is to regress the targetX( * , t i + 1) ∈ R m×1 using the output H f D and H b D from Module 3. We first concatenate H f D and H b D column-wisely, and denote as H D ∈ R m×2dD . Then we learn a weight matrix R ∈ R m×2dD , and the regression is performed by row-wise dot product (as shown in Figure 7 (a)):
The residual between the estimatedX( * , t i +1) and the actual X( * , t i + 1) is calculated by mean square error (MSE) with regularization terms. We define the loss function as:
where n is the total number of samples and m is the number of variables. The first regularization term is to avoid overfitting on the causal graph, while the second one is to impose orthonormality to U q,k and V q,k (as mentioned in Section III-B). The calculated loss is then backpropagated through the model to update all the parameters. Specifically, the i-th row of H D from Module 3 contains all the possibly-contributing nonlinear forms of the causes of X(i, t j + 1) from both forward and backward inputs. Module 4 is to learn the optimal combination to approach X(i, t j +1).
In practice, more than one timestamps can be set as the regression target, so that more information can be involved in each training step to learn a more accurate causal graph. For example in Figure 7(b) , the model uses two timestamps X * ,tj +1:tj +2 as regression target and learns two different layers of R respectively. The rationality of such design will be verified in the experiment section.
IV. DISCUSSION
In this section, we justify our proposed Bi-CGL method by building its connection with a few relevant researches.
Granger Causality. Classical works were proposed in [4] , [15] for detecting Granger causality, which was originally defined in [11] . Among m variables, a VAR model is first established on each pair of two variables and then certain statistics tests are performed on residuals of one variable with and without considering the other. Such procedure can be performed m(m−1) times to learn the complete causal graph. These methods have three limitations. The most notable one is its high false alarm rate, because it only models two variables at one time. Any more than three joint relationships cannot be effectively detected in the final causal graph. Second, since statistical tests are involved, such methods require the input data to follow certain distribution assumptions, which is not guaranteed in real applications. Third, the VAR model is still inherently linear. In contrast, our proposed approach does not rely on any distribution assumptions or pairwise causal graph construction, and can detect nonlinear causality.
MLP and LSTM. Work in [32] , [31] proposed multilayer perception (MLP) and LSTM deep neural network to learn causal graph through time series prediction. These two models can be considered as an extension of VAR, where more complicated temporal relationship can be learned in hidden layers. However, both models detect causality by considering the weights of neurons from the first layer only. This can only serve as the sufficient but not the necessary condition of causality and thus give a lower recall rate. Because of this, such methods have worse performance than our Bi-CGL method (please refer to the comparison in experiment section).
Bi-directional Models. Work in [26] , [30] , [3] proposed bidirection LSTM models for sequence classification/regression and natural language generation, with improved performance than traditional LSTM. In [6] , a bi-direction VAR model is proposed for Granger causality analysis. However, currently there is no bi-directional deep learning framework for causality analysis, especially for detecting complicated nonlinear temporal relationship.
Graph Learning Methods. Work in [1] learn causality by adding lasso or ridge regularization to VAR. The complete causal graph is generated in one shot by examining the absolute value of the weights of each two variables across all temporal order, as described in Section II-B. However, it can only detect linear temporal relationship, while our approach is capable of capturing nonlinear relationships. Recent work in [16] uses graph neural network to learn latent interaction in multi-variate physical dynamics system. It is a type of message passing neural network where node-edge message passing operations are defined through MLP or LSTM as encoder and decoder in variational autoencoder setting. However, 1) the model is developed for a dynamic physical interaction graph instead of causal graph, 2) without low-rank approximation, the message passing operations and variational autoencoder require to learn a large number of parameters. Therefore, this model suffers from overfitting and are not scalable to large number of variables. On the other hand, our Bi-CGL has good scalability both in time and computational memory. hi Transfer Entropy. This type of research was firstly proposed in [22] and then extended in [19] to be more robust and computationally efficient, such method can learn pairwise causality without distribution assumptions and linear setting. One variable X is considered a cause of another variable Y , if the past values of X significantly decrease the Shannon entropy, which measures the level of uncertainty of current Y values. However, this type of methods only considers the pairwise causality and thus shares similar limitations of Granger causality.
Nonlinear Kernel-based Methods. Work in [18] , [27] , [22] proposed a series of Granger causality analysis using kernelbased VAR model. Several types of kernels are used to capture the nonlinear temporal relationship. However, such methods come with a heavy computational cost, as claimed, in [27] , that their computational complexity is O(m 3 + n 3 ) , with m the number of variables and n number of total timestamps. Besides, all these methods are based on pre-assumed kernels which is not guaranteed in the applications. On the other hand, our model is more scalable and not built upon pre-assumed kernels.
Supervised Learning Methods. Work in [20] formulates the causal inference learning as a cause-effect classification problem. Concretely, it classifies relationship into three types: 1 (X causes Y ), -1 (Y causes X), and 0 (no causal relationship). However, such methods request labeled relationship for training, which is difficult to collect in many cases. Comparatively, our Bi-CGL is purely unsupervised that learns causal graph through time series regression without any relationship label.
V. EXPERIMENT
A. Experiment Setup
The experiment is performed on both synthetic and realworld datasets * . Construction of Synthetic Dataset. Two synthetic datasets are constructed for model comparison. We first construct * The code and synthetic datasets are available in https://drive.google.com/ open?id=1dvRul9AKooRz T6KYZnxLbzWNyrtlQhe causal graphs, which are used to 1) generate multivariate time series data and 2) later serve as groundtruth to evaluate the performance. Based on each causal graph, the time series data is generated with nonlinear temporal relationships. The causal graph is constructed based on a three-layer hierarchical structure setting (illustrated in Figure 8 ). Such hierarchical structure commonly appears in biology science [36] . Nodes in the top layer regulate nodes in the second layer which then are the causes of the bottom layer nodes. Random directed edges within the second layer are also added to increase the problem complexity. We call the nodes in the top layers as masters, and the remaining nodes as effectors. Fig. 8 . Illustration of our three layers hierarchical causal structure.
We assign 5-15-45 nodes in the three layers of Synthetic Dataset A, while Synthetic Dataset B has a hierarchical structure of 10-30-90 nodes. Based on the causal graph, the time series expression values are generated as follows: Synthetic Dataset A. For masters, we add the temporal nonlinearity as:
where d(i) simulates the decay effect for node i and is selected from uniform distribution U (0.95, 1), and (i, t j ) is the random noise sampled from normal distribution N (0, 1).
The expression values of effectors are simulated as:
with r(l ⇒ k) following U (−1, 1) if node l is among the causes of node k and set to 0 otherwise. Synthetic Dataset A is designed to have the model order 3, so term p(l ⇒ k) represents the time lag of the intervariable nonlinearity from l to k and is randomly selected from {1, 2, 3}. The first three timestamp values of all nodes are randomly generated from N (0, 1). We generate n = 600 timestamps in this dataset. Synthetic Dataset B. For masters, we set the temporal nonlinearity as:
For effectors, we first generate a latent variable Z l (k, t j ), which represents the contributing factor of node l to node k at timestamp t j . This can be formulated as:
Then, we let:
(sin(Zs(k, tj) × Zw(k, tj))) + (k, tj).
where r( * ) and p( * ) are defined in the same manner as Synthetic Dataset A. This dataset is designed to have model order 5 with timestamps n = 1200. Here, the value of node k at timestamp t j is not only affected by the interaction of its own previous value and its cause node values, but also by the interaction of values of each pair of nodes among its common causes.
Evaluation Metrics and Baseline Methods
To evaluate the learned causal graph with groundtruth, we convert all the learned graph to non-negative by taking absolute value first, and use two metrics: Area Under Precision and Recall curve (AUPR) and Area Under Receiver Operating Characteristics curve (AUROC). As claimed in [25] , AUPR is a more proper metric for a sparse groundtruth. We compare our Bi-CGL method with the following six popular baselines: 1) VAR [1] . It applies the vector autoregressive model (VAR) with ridge regularization for causal graph learning. 2) PCKGC [24] . For each variable, it first selects a subset of other variables with highest mutual information scores, and then applies conditional kernel Granger causality analysis in [22] , to reduce the computational cost. 3) Copula [2] . It transforms the marginal distribution of each variable to Gaussian distribution and then applies VAR. Therefore it is capable to capture certain levels of nonlinearity. 4) FBLG-CP [6] . It applies forward and backward Copula and learns two causal graphs from two direction respectively. The final causal graph is simply calculated as the average of the two graphs. 5) cLSTM [32] . It applies LSTM for time series prediction with group lasso regularization on the first layer neurons. 6) pTE [19] . It calculates the phase transfer entropy by transforming temporal signals to discrete phases with certain histogram-based probability functions.
B. Comparison on Synthetic Datasets
Our model is trained using the following hyperparameter settings. For Synthetic Dataset A, we set the input time series window as 5, and the prediction window size (pre-win) as 3. The number of temporal layers is set to be Q = 5 in Module 1, each with dimension p = 40 and low-rank embedding k = 50 in Module 2. A single fully connected layer with dimension d 1 = 80 is used in Module 3. For Synthetic Dataset B, we set the input window to 10 and the prediction window as 5. We set Q = 6 with dimension p = 40 and k = 75. In Module 3, we set d 1 = 50. Please refer to our public code for more details. For other baselines, we tuned their hyperparameters to achieve as highest accuracy as we can.
We show the performance of all models on two synthetic datasets in Figure 9 . It it obvious that our Bi-CGL achieves the best performance. The AUPR by our Bi-CGL is significantly higher than all the baselines (almost 46% improvement than the second best). The AUROC of our Bi-CGL is also the best. Among other baselines, pTE, Copula and FBLG-CP give relatively better results, since they do not require any statistical assumptions and can capture certain level of nonlinearity. FBLG-CP has slightly worse AUPR compared with Copula.
Since it obtains the final causal graph by simply taking average of the causal graphs from two directions, the comparison here suggests that this may not be a proper way to incorporate bi-direction causality. Comparatively, our Bi-CGL is designed to train with a weight-sharing network on both directions, which is more robust and systematic than FBLG-CP. On the other hand, cLSTM does not perform well either, since it only utilizes its first layer neurons to represent causality. Finally, PCKGC and VAR give the worst performance. It is because that PCKGC only detects the conditional Granger causality conditioned on a subset of all variables, while VAR suffers from its linear regression setting. Figure 10 shows the convergence of our Bi-CGL method with training loss, validation loss, and AUPR across training epochs. Apparently, AUPR rises simultaneously when the training loss and validation loss converge. This illustrates that an accurate causal graph is generated through the well-training of the regression model.
C. Comparison on a Real-world Dataset
We also compare on a real world engine operating data, which contains six months data (number of samples is over 180k) from 50 different engines. Here we use the following setting for our model: input time series window = 10, pre-win= 2, Q = 4, p = 30, k = 10 and d 1 = 50.
We show the learned causal graphs in Figure 11 , which only includes the 14 key variables of the dataset for visualization purpose. Besides our Bi-CGL, we include the second best method Copula in our synthetic experiment. Our Bi-CGL model successfully captures the following physical rules: Corrected Altitude (BrCrtAlt) is calculated by a function of total pressure (TtlPrs) and total air temperature (TtlAirTmp); BrCrtAlt is relevant to air-density changes that affects Computed Airspeed (CmptAirSp); N1ActEng is fan speed which is related to cooling outlet temperature (PrCLOutTmp), and it is affected by Pressure (DuctPrs) and Bleed Position (BldPst); Valve Position (OutVlvPst) is partially open until selected altitude is reached (BrCrtAlt). The change of OutVlvPst can be also triggered by the change of PrCLOutTmp.
Comparatively, the other baselines such as Copula fail to discover these physical rules. Figure 12 shows the robustness of all models against different level of noise. Three different noise levels (10%, 20%, and 30%) are injected into data. For example, noise 30% is injected in the following way:
D. Robustness against Noise Levels
where i = 1 · · · m and t j = 1 · · · n, and U indicates uniform distribution. Please note that even for the dataset with 0% injected noise, there is basic noise from during construction (please refer to synthetic dataset construction). For each noise level, we run 10 times with different random seeds and collect the mean and standard deviation. Generally, all methods' performances drop as noise increases. However, Bi-CGL still maintains AUPR no less than 0.6 and 0.4 for the two datasets respectively even with 30% noise, with very small standard deviation. This confirms Bi-CGL's robustness against noise by weight-sharing and low-rank embedding, and our discussion in Section III-B.
E. Effect of Number of Low-rank and Temporal Layers
Here, we discuss the effect of two important hyperparameters in Bi-CGL. Figure 13(a) shows the AUPR by our Bi-CGL model with different numbers of temporal layers (Q in Module 1). With increasing Q, AUPR climbs in the beginning and then keeps stable with slight fluctuations. This tells that Bi-CGL remains stable with a reasonably large number of temporal layers in Module 1. Figure 13 (b) displays the performance with various k of k-rank embeddings in Module 2. It shows that our Bi-CGL can learn an accurate causal graph with k being only half of number of variables (m). This can reduce computational cost and suppress noise influence from data and modeling process.
F. Robustness against Input Window and Pre-win Size
In Figure 14 , we test AUPR of our Bi-CGL with various numbers of input time windows (denoted as window) and timestamps that we want to regress (noted as pre-win) in Module 4. We find that AUPR remains reasonably stable by increasing the input time windows, which means that the temporal convolution in Module 1 correctly weights different time-lags. On the other hand, for a given input window size, the AUPR decreases with too small or too large pre-win. One possible reason is that more than one predicting windows can include more information that may contribute to learning better causal graph. But too many pre-wins will increase the difficulty in regression, which confuses the backpropagation and leads to poor quality of the learned causal graph. Figure 15 displays the scalability plot of all methods with increasing number of variables (m). All experiments are performed with Intel Xeon E5-2670 processors with 128G memory. It shows that the computing time of VAR, Copula, FBLG-CP, PCKGC and pTE have complexity of O(m 3 ). Our Bi-SCL has the second-lowest order while cLSTM has the most lowest order. However, Bi-CGL has much better accuracy than cLSTM in learning causal graph. This confirms that our Bi-CGL is both scalable and effective.
G. Scalability Comparison
PCKGC consumes too much time when the number of variable reaches 10 3 or greater, whereupon we stopped measuring its computing time.
VI. CONCLUSION
By exploring forward and backward time series, we propose an unsupervised bi-directional neural network, for causal graph learning in multivariate and nonlinear time series data. Specifically, 1) it simultaneously explores the forward and backward time series to obtain more accurate causal graph, and 2) it is built upon a weight-sharing low-rank approximation, which makes the model more robust against noise. This method can Fig. 15 . Scalability test of all models. discover nonlinear causality without any pre-assumed kernel or distribution model. Our empirical results on both synthetic and real world datasets demonstrate that our proposed method outperforms other baselines by a significant margin.
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