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CONTENIDO DE LA UNIDAD DE COMPETENCIA 
Objetivos del área curricular o disciplinaria: Analizar y
aplicar las diferentes perspectivas teórico-
metodológicas de la investigación en ciencias
sociales para abordar el estudio del turismo.
Objetivos de la unidad de aprendizaje: Aplicar los
métodos y técnicas estadísticas para el análisis e
interpretación de datos.
Objetivo de la Unidad de competencia:
Aplicar las pruebas estadísticas que correspondan al
planteamiento y solución de problemas o casos
relacionados con el Turismo.
OBJETIVO
El presente material sirve de apoyo a la Tercera Unidad
de competencia “Pruebas estadísticas aplicadas a un
caso práctico en particular relacionado con el Turismo” de
la Unidad de aprendizaje Estadística que se imparte en el
tercer período de la Licenciatura en Turismo.
Se desarrolla el Tema de “Pruebas de comparación de
medias y poblaciones” tanto paramétricas como no
paramétricas, para aplicar las pruebas estadísticas que
correspondan al planteamiento y solución de problemas o
casos relacionados con el Turismo.
JUSTIFICACIÓN
Es un método para comparar dos o más medias, que es
necesario porque cuando se quiere comparar más de dos
medias es incorrecto utilizar repetidamente el contraste
basado en la t de Student.
ANALISIS DE VARIANZA
La distribución F también se usa para probar la igualdad
de más de dos medias con una técnica llamada análisis
de varianza (Andeva o ANOVA). Condiciones:
•La población tiene una distribución normal, desviaciones
estándar iguales y muestras independientes.
•Está determinado por dos parámetros: los grados de
libertad (gl) en el numerador y los grados de libertad en el
denominador.
•El valor de F no puede ser negativo y es una distribución
continua con sesgo positivo.
•Sus valores varían de 0 a ∞ . Conforme 𝐹 → ∞ la curva
se aproxima al eje X.
SUPOSICIONES DE ANÁLISIS DE VARIANZA
•Si se muestrean k poblaciones, entonces los gl
(numerador) = k – 1
•Si hay un total de n puntos en la muestra, entonces los gl
(denominador) = n – k
•El estadístico de prueba se calcula con:
F = [(SCTr) /(k - 1)] /[(SCE) /(N - k)].
•SCT es la suma de cuadrados de los tratamientos.
•SCE es la suma de cuadrados del error.
•Sea TC el total de la columna, n el número de
observaciones en cada columna, y X la suma de todas
las observaciones.
OBSERVACIONES SOBRE ANOVA
ANALISIS DE VARIANZA GRAFICAMENTE
MUESTRA 1
Unidad 1    X11
Unidad 2    X12
Unidad 3    X13
Unidad 4    X14
Unidad 5    X15
Unidad 6    X16
Unidad 7    X17
Unidad 8    X18
Unidad 9    X19
MUESTRA 2
Unidad 1    X21
Unidad 2    X22
Unidad 3    X23
Unidad 4    X24
Unidad 5    X25
Unidad 6    X26
Unidad 7    X27
Unidad 8    X28
Unidad 9    X29
MUESTRA 3
Unidad 1    X31
Unidad 2    X32
Unidad 3    X33
Unidad 4    X34
Unidad 5    X35
Unidad 6    X36
Unidad 7    X37
Unidad 8    X38










Variación Total. La que toma en cuenta la variación entre todas las
unidades tomando en cuenta la diferencia a la gran Media (promedio
general)
∑ (X11 - χ●●)
2 + (X12 - χ●●)
2 + … + (X39 - χ●●)
2
La Varianza ENTRE GRUPOS o tratamiento compara las medias de cada
Grupo con la gran Media
∑ n1 (X1● - χ●●)
2 + n2 (X2●- χ●●)
2 + n3 (X3● - χ●●)
2
La varianza DENTRO GRUPOS (error) considera la variación que hay
dentro de cada grupo
Para cada Grupo
∑ (X11 – χ1●)
2 + (X12 – χ1●)
2 + … + (X19 – χ1●)
2 +
∑ (X21 – χ2●)
2 + (X22 – χ2●)
2 + … + (X29 – χ2●)
2 +
∑ (X31 – χ3●)
2 + (X32 – χ3●)
2 + … + (X39 – χ3●)
2 =
ANALISIS DE VARIANZA
Para prueba de dos colas, el estadístico de prueba está





Hipótesis nula: las medias de las poblaciones son iguales.
(𝜇1 = 𝜇2 = ⋯ = 𝜇𝑘)
Hipótesis alternativa: al menos una de las medias es
diferente (𝜇1 ≠ 𝜇2 ≠ ⋯ ≠ 𝜇𝑘)
Estadístico de prueba: F = (varianza entre
muestras)/(varianza dentro de muestras).
Regla de decisión: para un nivel de significancia , la
hipótesis nula se rechaza si F (calculada) es mayor que F
(en tablas) con grados de libertad en el numerador y en el
denominador.
PROCEDIMIENTO ANOVA
• LA TABLA DE ANÁLISIS DE VARIANZA. Resume los valores 















Intra o Dentro 
Grupos (Error)

























































𝑐 𝑛𝑗 ҧ𝑥𝑗 − Ӗ𝑥
2
=(5)(19.52 - 21.945)2 + (5)(24.945 – 21.26)2







=(18.5 – 19.52)2 + … + (18 – 19.52)2 +
(26.3 – 24.26)2 + … + (24.5 – 24.26)2 + (20.6 – 22.84)2 + … + (22.9
– 22.84)2 + (25.4 – 21.16)2 + … + (20.4 – 21.6)2 = 97.504
SCE = σ𝑗=1
𝑘 (𝑛𝑗 −1)𝑠𝑗





𝑛𝑗 𝑥𝑖𝑗 − Ӗ𝑥
2
= (18.5 – 21.945)2 + (24 – 21.945)2 + …





















16 SCE = 97.504 CME =
97.504/16
= 6.094
TOTAL 19 SCT = 160.790 
ANALISIS DE VARIANZA: Valor de F
ANALISIS DE VARIANZA Tabla de distribución F 
ANALISIS DE VARIANZA
• Juego de Hipótesis:
Ho: μ1 = μ2 = μ3 ….= μk
Ha: μ1 ≠ μ2 ≠ μ3 … ≠ μk
• Estadístico de prueba: FCalc = 3.46
• Regla de decisión:
nivel de significancia .05
la hipótesis nula se rechaza si F (calculada) es mayor que F
(en tablas)
Ftab = 3.24
Conclusión: Se rechaza La Ho.
ANALISIS DE VARIANZA
Una empresa que renta coches desea saber si existe
diferencias significativas en el consumo de gasolina de 3 tipos
de coches.
ANALISIS DE VARIANZA





































16 SCE =12.1800 CME = 
0.7165
TOTAL 19 SCT = 33.7295
EJEMPLO.
Juego de Hipótesis:
Ho: μ1 = μ2 = μ3 ….= μk
Ha: μ1 ≠ μ2 ≠ μ3 … ≠ μk
Estadístico de prueba: FCalc = 15.04
Regla de decisión:
nivel de significancia .05
la hipótesis nula se rechaza si F (calculada) es mayor




El análisis de varianza sólo permite concluir que las
medias poblacionales no son iguales. En ocasiones se
necesita determinar en dónde están las diferencias,
específicamente qué medias son las que difieren.
Dentro de los intereses más comunes encontramos las
pruebas por pares donde:
H0: μi= μj para toda i ≠ j
Ha: μi ≠ μj para toda i≠j
Varios procedimientos: Método de la diferencia mínima de
Fisher (DMS), Prueba de Tukey, Prueba del rango



















𝑛𝑗 Q de tablas de Tukey
Duncan
= d(α, p, n – k) 𝐶𝑀𝑒
1
𝑛 Qd de tablas de Duncan
Scheffé
= S(α, p, n – k) 𝐶𝑀𝑒
1
𝑛 S de scheffé
Juego de Hipótesis:
Ho: μi = μj
Ha: μi ≠ μj
Estadístico de prueba: ҧ𝑥𝑖 − ҧ𝑥𝑗
Regla de decisión: para
Rechazar H0 si ҧ𝑥𝑖 − ҧ𝑥𝑗 ≥ 𝐷𝑀𝑆






donde el valor de tα/2 se basa en la distribución t con nT - k
grados de libertad
PRUEBA t DE FISHER (DMS)
Ejemplo
PRUEBA DMS de Fisher





























PRUEBA DMS de Fisher
Medias Dif. Signo DMS
ҧ𝑥1 − ҧ𝑥2 4 < 7.34
ҧ𝑥1 − ҧ𝑥3 10 > 7.34
ҧ𝑥2 − ҧ𝑥3 14 > 7.34












1. Se rechazar la Ho de que la media poblacional del número de
unidades del proveedor 1 sea igual que la media poblacional del
Proveedor 3.
2. Se rechazar la Ho de que la media poblacional del número de
unidades del proveedor 2 sea igual que la media poblacional del
Proveedor 3.
Juego de Hipótesis.
Ho: μi = μj
Ha: μi ≠ μj









para un nivel de significancia , la hipótesis nula se
rechaza si la diferencia observada es mayor que la Q









Medias Dif. Signo DHS
ҧ𝑥1 − ҧ𝑥2 4.74 > 4.47
ҧ𝑥1 − ҧ𝑥3 3.32 < 4.47
ҧ𝑥1 − ҧ𝑥4 1.64 < 4.47
ҧ𝑥2 − ҧ𝑥3 1.42 < 4.47
ҧ𝑥2 − ҧ𝑥4 3.10 < 4.47
ҧ𝑥3 − ҧ𝑥4 1.68 < 4.47























proveedores 1 y 2 son





















Medias Dif. Signo DHS
ҧ𝑥1 − ҧ𝑥2 6.2 < 6.988
ҧ𝑥1 − ҧ𝑥3 7.7 > 6.419
ҧ𝑥1 − ҧ𝑥4 .02 < 5.794
ҧ𝑥2 − ҧ𝑥3 1.5 < 7.308
ҧ𝑥2 − ҧ𝑥4 .6 < 6.766
ҧ𝑥3 − ҧ𝑥4 6.5 > 6.176
Material n Media s
1 5 68.20 3.114
2 3 62.00 2.646
3 4 60.50 3.697
4 6 68.39 3.406






















Material n Media s2
1 8 119 146.86
2 10 107 96.44









Prueba de rangos con signo de Wilcoxon. Es un procedimiento no
paramétrico para el análisis de datos de un experimento de
muestras pareadas que no requiere la suposición de normalidad.
Se supone que n1 ≤ n2 y se clasifican las observaciones n1 + n2 en
orden de magnitud ascendente asignándoles rangos. Si dos o más
observaciones se unen o igualan (idénticas), se emplea la media de
los rangos que se habría asignado si las observaciones hubieren
diferido. Sea R1 la suma de los rangos en la muestra más pequeña,
y se define R2 = n1(n1 + n2 + 1) – R1
Cuando tanto n1 y n2 son mayores que 8, la distribución de R, puede












estadística de prueba, y la apropiada región critica de 𝑍0 > 𝑍𝛼
para la prueba de hipótesis.
PRUEBA DE LA SUMA DE RANGO DE WILCOXON
PRUEBA DE LA SUMA DE RANGO DE WILCOXON
Juego de Hipótesis:
H0: las dos poblaciones son idénticas
Ha: las dos poblaciones no son idénticas











a) Rechazar H0 Si 𝑍0 > 𝑍𝛼. Prueba en la cola derecha.
b) Rechazar H0 Si 𝑍0 < −𝑍𝛼. Prueba en la cola izquierda.
c) Rechazar H0 Si 𝑍0 > 𝑍𝛼/2 0 𝑍0< −𝑍𝛼/2. Prueba de dos
colas
Con α nivel de significancia.
Ejemplo.
El interés principal es determinar si hay más personas que no se
presentan a tomar los vuelos que salen de la ciudad A en
comparación con vuelos que salen de la ciudad C. Una muestra de
ocho vuelos de A y nueve de C aparece enseguida.
PRUEBA DE LA SUMA DE RANGO DE WILCOXON
Ciudad A 13 14 10 8 16 9 17 21 n1= 8
Ciudad C 11 15 10 18 11 20 24 22 25 n2= 9
Valores 8 9 10 10 11 11 13 14 15 16 17 18 20 21 22 24 25 Suma
Rango A 1 2 3.5 7 8 10 11 14 56.5
Rango C 3.5 5.5 5.5 9 12 13 15 16 17 96.5




















H0: las dos poblaciones son idénticas
Ha: las dos poblaciones no son idénticas







Regla de decisión: Rechazar H0 Si 𝑍0 < −𝑍𝛼.
Con 𝛼 = .05, 𝑍𝛼 = 1.645.
Por lo que 𝑍0 = −1.492 > −𝑍𝛼 = −1.645, no se cumple la regla de decisión.
No se rechaza H0, Las dos poblaciones son idénticas. No hay una
diferencia entre los números habituales de personas que no se presentaron
en la ciudad A y en la C.
PRUEBA DE LA SUMA DE RANGO DE WILCOXON
Ejercicio. Con los datos de la tabla siguiente, utilice un nivel de
significancia de 0.05 para probar la aseveración de que la mediana
del IMC de los hombres es igual a la mediana del IMC de las
mujeres.













PRUEBA DE KRUSKALL–WALLIS. Este procedimiento no paramétrico
requiere al menos tres muestras independientes, las cuales se seleccionan
al azar y no se necesita la suposición de normalidad. La hipótesis nula es
que las poblaciones son idénticas.
1. Se clasifican las observaciones n1 + n2 en orden de magnitud
ascendente asignándoles rangos.
2. En cada muestra, se calcula la suma de los rangos y el tamaño muestral.







− 3(𝑛𝑡 + 1)
ni = número de observaciones en la muestra i
nt = número total de observaciones en todas las muestras
Ri = suma de los rangos para la muestra i
La prueba es de cola derecha y el estadístico de prueba H puede
aproximarse por medio de una distribución chi cuadrada con k - 1 grados de
libertad, donde k es el número de muestras diferentes. La regla de decisión
es Rechazar H0 Si H ≥ 𝜒
2
𝛼 con gl = k-1 y α nivel de significancia.
PRUEBA DE KRUSKALL–WALLIS
Los empleados de un equipo gerencial que provienen de tres
universidades. El director intenta determinar si existen diferencias en
el desempeño de los empleados de acuerdo con la universidad de
procedencia. Se cuenta con los datos para muestras independientes
de 7 gerentes que se graduaron en la universidad A, 6 que



































































σ= 95 σ= 27 σ= 88
PRUEBA DE KRUSKALL–WALLIS
Juego de Hipótesis:
H0: Las dos poblaciones son idénticas
Ha: Las dos poblaciones no son idénticas



















− 3 21 = 8.92
Regla de decisión: Rechazar H0 Si H ≥ 𝜒
2
Con 𝛼 = .05, 𝑘 = 3, 𝜒2 = 5.991 por lo que 8.92 ≥ 5.991
Resultado: H0 es rechazada y se concluye que las tres
poblaciones no son iguales.
Ejercicio. Se recolectaron las calificaciones del examen de
aprovechamiento para cuatro diferentes grupos de estudiantes,
Realice la prueba usando la prueba H de Kruskal-Wallis con α = .05
para probar la hipótesis de que no hay diferencia, en las
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