We present experimental evidence and theoretical arguments showing that the time-evolution of freely decaying twodimensional (2D) turbulence is governed by a discrete time scale invariance rather than a continuous time scale invariance. Physically, this reflects that the time-evolution of the merging of vortices is not smooth but punctuated, leading to a preferred scale factor and, as a consequence, to log-periodic oscillations. From a thorough analysis of freely decaying 2D turbulence experiments, we show that the number of vortices, their radius and separation display log-periodic oscillations as a function of time with an average log-frequency of ≈ 4-5 corresponding to a preferred scaling ratio of ≈ 1.2-1.3.
Introduction
Hydrodynamic turbulence is one of the major remaining challenges in the physical sciences. It provides a fascinating phenomenology with both simple universal scaling laws and complex features. Two-dimensional (2D) turbulence is of special interest, both for its applications in astrophysics and geophysics as well as its theoretical properties. It is also more amenable to detailed experimental, numerical and theoretical studies. Its main characteristic vortex-stretching term in the 2D equations). An inverse energy cascade was conjectured by Kraichnan [2] and has since been largely confirmed by simulations and experiments (see for instance Ref. [1] and references therein). The inverse cascade is not necessarily characterised by the presence of strong coherent vortices at all scales. Similarly, if the direct cascade exists in 3D turbulence, vortex filaments are also rare events but, according to the so-called hierarchical structure model [3, 42, 43] , they nevertheless play an important role. These coherent structures are the most singular, the most intermittent, and the rarest events in a turbulent medium; these structures are also the most sensitive structures depending on the environment. According to this theory, "softer" fluctuations are organised statistically into a hierarchy which satisfies universal statistical symmetry with scaling exponents controlled by the nature of these most singular structures.
Returning to the 2D inverse energy cascade, the coherent vortices are clearly identified at the energy injection scale. Their statistical properties suggest that the cascade is driven by a clustering mechanism involving vortices of the same sign [4] , in contrast to the sequence of merging events producing larger and larger vortices occurring in freely decaying 2D turbulence that we analyse below. In addition, the inverse cascade appears nonintermittent with regular Gaussian statistical properties of the velocity increments. The generalisation of our finding obtained in a situation of vortex merging to forced 2D turbulence and its relevance to the energy cascade (inverse in 2D and direct in 3D) is thus conjectural and remain to be tested directly.
Here, we identify a novel signature of 2D freely decaying turbulent flows suggesting that vortex merging occur via a cascade process with a discrete hierarchy of sizes. We document log-periodic oscillations, which are the hallmarks of a discrete hierarchical structure with a preferred scaling ratio, in the time evolution of the number of vortices, their radius and separation.
The theory of log-periodicity (and its associated complex exponents) has advanced significantly [5] in the last few years. Log-periodicity reflects a discrete scale invariance, i.e., the fact that dilational symmetry occurs only under magnification under special factors, which are arbitrary powers λ n of a preferred scaling ratio λ. Log-periodicity has been studied in the eighties in relation to various problems of physics embedded in discrete hierarchical systems. In the context of turbulence, shell models construct explicitly a discrete scale invariant set of equations whose solutions are marred by unwanted log-periodicities. Only recently has it been realised that discrete scale invariance and its associated complex exponents may appear "spontaneously" in Euclidean systems, i.e., without the need for a pre-existing hierarchy (see [5] for references and discussion of Laplacian growth models, rupture in heterogeneous systems, earthquakes, "animals" in percolation, financial crashes [31] among many other systems). In addition, general field theoretical arguments [6] indicate that complex exponents are to be expected generically for out-of-equilibrium and quenched disordered systems.
The paper is organised as follows. In Section 2, we discuss the plausibility of log-periodicity in turbulence from the vantage of three theoretical arguments based on similarity analysis, mean field theory and the aggregation analogy. In Section 3, we describe our statistical tools, in particular the Lomb periodogram technique and its performance on synthetic tests with a discussion of the role of noise and the problem of averaging. These considerations concerning detection of log-periodic signals are offered to point-out important pit-falls, which might explain why such signals have not previously been reported. The experimental set-up, main experimental results and our analysis of the experimental data are presented in Section 4 and conclusion in Section 5.
Theory
There is no established theory on 2D freely decaying turbulence. All available approaches exhibit some weaknesses or incompatibilities with experiments. Here we discuss three of the main theoretical approaches only to suggest that log-periodicity is not unreasonable from a theoretical view point.
Dimensional analysis and similarity of the third kind
Scaling laws are tools which can be used to quantify the complexity of turbulent flows. Well-known examples include the Kolmogorov energy-cascade from large scales to smaller scales in 3D turbulence and from small scales to larger scales in forced 2D turbulence [1] , as already mentioned.
For the decaying 2D case, the flow carries coherent vortices [7] . Let us assume that the number n(t) of vortices also obeys a scaling law. Using the theorem of dimensional analysis [8] , which states that the laws of physics must be such as to be expressed using only dimensionless variables, it can be written as
where E is the kinetic energy per area, Re the Reynolds number inversely proportional to the viscosity ν, t L = L/ v the typical time scale for a vortex to move over the system size L and τ = R / v is the typical time for a vortex to move over a distance comparable to its typical radius. That the first term of the RHS is inversely proportional to Et 2 stems from the fact that E is proportional to the inverse of a time-squared. The simplest assumption [9] is that the function F goes to a constant when the viscosity ν → 0, leading to the prediction n(t) ∼ 1/t 2 . This corresponds to the so-called complete similarity of the first kind [8] with respect to the variables Re, t/t L and t/τ . The existence of a finite limit of F was first questioned by Landau and Obukhov in the context of fully developed turbulence in 3D, on the basis of the existence of intermittency -large fluctuations of the energy dissipation rate about its mean value. Following the same argument, Barenblatt's classification leads to the possibility of an incomplete similarity in the variables t/t L and t/τ . This would require the absence of a finite limit for F (Re, t/t L , t/τ, . . . ) as t/t L → 0 or as t/τ → ∞, and leads in the simplest case to the form
where α and β are intermittency exponents. If α and β are real, this corresponds to a similarity of the second kind [8] .
Incomplete self-similarity [10, 11] may stem from a possible dependence of the exponents on Re. Dubrulle [12] (see also [13] ) has proposed to call the case where α and/or β is complex, leading to
a similarity of the third kind, characterised by the absence of limit for F (Re, t/t L , t/τ, . . . ) and accelerated (log-periodic) oscillations. In Eq. (3), the log-periodic term is considered to be a perturbation with amplitude a to the leading term with a real exponent, since n(t) cannot be negative. To our knowledge, Novikov was the first to point out in 1966 that structure functions in 3D turbulence should contain log-periodic oscillations [14, 44] . His argument was that if an unstable eddy in a turbulent flow typically breaks up into two or three smaller eddies, but not into 10 or 20 eddies, then one can suspect the existence of a preferred scale factor, hence the log-periodic oscillations. This view does not seem to be born out by direct observation of 3D flows where vortex filaments are very rare events and the cascade seems to occur via a different mechanism. The dynamical occurrence of a discrete hierarchy of velocity fluctuation remains to be investigated. Notice, however, that our finding of a discrete hierarchy of merging events in freely decaying 2D turbulence is in a sense reverse to Novikov's picture.
Log-periodic oscillations have been repeatedly observed in structure factors but do not seem to be stable and depend on the nature of the global geometry of the flow and recirculation [1, 15] as well as the analysing procedure. As to be discussed in Section 3, the detection of log-periodic structures in data is a nontrivial task and is sensitive to the implementation of the analysis.
Mean field theory
At times sufficiently large so that the individual mean time between two collisions suffered by any one vortex is larger than the time needed for a typical vortex to move the distance of its typical diameter, we can use Trizac's mean field approach [16] based on dimensional analysis. The fundamental equation resulting from this analysis governs the time evolution of the vortex density n(t):
It integration gives the usual power law solution
where ξ in molecular dynamics simulations is found to be 0.71 ± 0.01 [16] . Expression (5) also follows from the scaling approach [17, 18] . In [18] , simulations of the full Navier-Stokes equation and of a point-vortex model [19] gave ξ equal to 0.72 ± 0.03. Theoretical arguments suggest ξ = 1 [20, 21] or ξ = 0.8 [16] .
It is important to recognise that (4) represents an averaging over highly intermittent and "nonsmooth" processes: most of the time, the dynamics of the freely decaying 2D turbulence is dominated by the mutual advection of the vortices, while rare dissipative events of energetic vortex merging punctuate this dynamics. Thus, in reality, the time dynamics is not scale free as expression (4) would lead us to believe. There are rather well-defined instants at which the coalescence proceeds, corresponding to a discrete time evolution for the number of vortices, and the occurrence of these instants have to obey a scale invariance in time dilation in order to recover (4) on average.
Let us now go beyond this average description and attempt to describe this punctuated dynamics by introducing time scales in the simplest way such as to recover the continuous time scale invariance (CTSI) upon averaging: we hypothesise that the sudden coalescence can be accounted for by breaking partially the CTSI captured by expression (4) into a weaker discrete time scale invariance (DTSI). Quantitatively, this amounts to replacing (4) by expressing dt as a discrete time step approximation which should also be scale invariant
with α a characteristic scale ratio. Then, (4) transforms into
Expression (7) is now a discrete scale invariant relation for n(t). Its general solutions are power laws t −s m like (5), where the exponents s m now depend on α and can acquire an imaginary part. It is this imaginary part which is the signature of a discrete hierarchy of time scales reflected in log-periodic oscillations
where i = √ −1 and m is an integer. The real solution s 0 recovers the value ξ in the limit α → 0, λ → 1, where the discrete scale symmetry recovers the continuous scale symmetry.
We see that, for λ > 1, s 0 > ξ. As an example, take the experimentally determined value ξ = 0.72, which gives s 0 = 0.80 for λ = 1.13 and s 0 = 1.01 for λ = 1.4. For λ = 1.2, we get s 0 = 0.85. This suggests an explanation for the difference between prediction from theory and experimental and numerical data: the measurements that assume CTSI underestimate the true value that is impregnated by the existence the punctuated dynamics leading to DTSI.
In this formalism, one can take into account the presence of fluctuations in the rate of vortex mergers by replacing (7) by
. . .
These equations describe the fact that the hierarchy of time scales at which the vortex mergers occur do not need to obey an exact hierarchy but can exhibit fluctuations. Looking for a power law behaviour n(t) ∼ t −s , we find that the typical value for s is given by equation [6] 
where the averaging . is performed over the distributions of λ and ξ .
Linear theory of aggregation
Benzi et al. [22] and McWilliams [23] have noted the analogy between the vortex merging in turbulence and the kinetic theory of colloidal aggregation [24] .
Starting from a population n 1 (t = 0) of monomers, the kinetic equations of aggregation read
The first equation expresses that the population of monomers decreases by coalescence with all possible species. The second equation expresses the competition between the formation of a j -mer by coalescence of an i-mer and a j − i-mer and its destruction by coalescence with all possible species. The J i,j express the rates at which these coagulation occur. When diffusion motion dominates, we have
where R i (resp. D i ) is the radius (resp. diffusion coefficient) of the i-mer. From Stokes law and Einstein's relationship, D ∼ 1/R and the kernels are homogeneous: J λi,λj = J i,j . In this case, the J i,j can be taken constant and (15) reduces to
where n(t) = ∞ i=1 n j is the total population. It is then straightforward to check that n 1 (t) ∼ n(t) ∼ 1/t at large t.
A fundamental physical ingredient in this approach is the quadratic pairwise nature of the interactions described by the RHS of Eqs. (15) and (18), which embodies the idea that coagulation is a stochastic process requiring the chancy collision of two particles that can come from arbitrary position in space. We argue quite reasonably that this is not the correct situation for vortex fusion in freely decaying 2D turbulence due to the confinement that a 2D space represents. Experiments (see for example Fig. 3 of Ref. [25] ) show that, between two merging events, vortices move as in a flexible "cage" of neighbouring vortices. Thus, the relevant rate of fusion is not proportional to the square of the number of vortices but to the first power, since each vortex can only merge with those vortices at its perimeter that do not evolve significantly over long period of times. In other words, there is not an efficient mixing and hence the mean-field approximation underlying Eqs. (15) and (18) breaks down.
As a consequence, we can write down a linear integro-differential coupled equation for the time evolution of the vortex populations, in close analogy but reverse to the scaling theory of linear fragmentation of Ref. [26, 27] . A remarkable feature of this approach is that the analysis can be carried out for arbitrary scaling kernels.
It is convenient to define the distribution (E, t) of vortex energies E. For time independent vorticities ω, the vortex radius R is obtained from its energy from the relation E ≈ ω 2 R 4 . The strategy is to characterise the vortex energy population (E, t) by the moments m α = ∞ 0 l α φ(l) dl, where we use the scaling ansatz of the vortex energy/size distribution
and (t) is the characteristic (time-dependent) vortex energy. The exponent −2 is required by (approximate) energy conservation. Note that calculating a moment corresponds to taking the Mellin transform of φ(l). This implies that if we know m α , we are able to retrieve φ(l) by taking the inverse Mellin transform.
Adapting from Cheng and Redner [27] , we obtain the equations of evolution for the vortex size population. Assuming that the fusion rate between two vor-tices of similar energy E is a power law E β and calling b(x) the probability that the ratio between the final vortex energy and each of the initial fusing vortex be x, we substitute the scaling ansatz (19) in the linear Smoluchowsky aggregation equations and obtain two separate equations with a separation constant ω, one for the time dependence of (t) and the other for the scaling function φ. In terms of the moments m α of φ, we get the following recurrence equations:
and
From the term 1/(L α − 1) in (20), we see that if there exist a value α * such that
then all moments with α > α * will become infinite. Provided reasonable analyticity conditions hold, it follows that the value α * is a pole of m α . Taking the inverse Mellin transform of m α then allows us to get φ(l) and, using the existence of the pole at α * , this immediately predict that
One can check that for a large variety of b(x), there are solutions of (22) with complex exponents α * . This signals the existence of log-periodic corrections to a pure power law distribution of vortex sizes. Such a scenario has been documented experimentally in the reverse situation of fragmentation in Ref. [28] . This, in turn, leads to a complex separation constant ω, and thus to a complex dynamical exponent ξ for the time evolution.
Methodology of the data analysis

General methodology
Detecting log-periodic structures in noisy intermittent data is rather subtle and apparently innocent data manipulations, such as using the cumulative distribution rather than the data itself, may completely erase such structures [29] . It is well known that the integration process used in generating the cumulative distribution acts as a low-pass filter. However, this low-pass filtering is also surprisingly efficient with respect to the log-frequency domain and it has been shown [29] to completely wash out the log-periodic component in a random and uniformly sampled power law with a log-periodic term. Furthermore, since these structures are log-periodic, it is often impossible to obtain a large number of oscillations, since numerical and experimental data seldom cover more than a few decades. Hence, great care must be taken not only with respect to what quantity to analyse in an attempt to quantify the strength and frequency of a log-periodic signal but also how to average different realisations. Here the question of noise also enters crucially, since the higher the noise level the more oscillations are necessary.
If we suspect that some distribution p(x) obeys
and furthermore believe α to be complex, the most direct quantification is to look at the logarithmic derivative
There are a number of ways to estimate the derivative from data, but they more or less amount to the same thing, namely locally estimating the data by some function, typically a nth degree polynomial and then performing the derivative. Performing the derivative directly on discrete data amounts to drawing a line between consecutive data points and using its slope as the derivative. A more sophisticated Savitsky-Golay filter [30] uses polynomials of arbitrary degree and preserves higher moments of the data, such as the variance, which becomes suppressed with a moving average. However, in the following we will use the simplest numerical procedure to calculate the log-derivative, defined as
in order to keep the numerical manipulation transparent.
A numerical tool that we will use extensively in this paper is the so-called Lomb periodogram [30] . It corresponds to a harmonic analysis using a series of local fits of a cosine (with a phase) with some user chosen range of frequencies. The advantage of the Lomb periodogram over a fast Fourier transform (FFT) is that the points do not have to be equidistantly sampled, which is the case here. As we will see in the following section, the Lomb periodogram is also quite efficient in retrieving periodic trends even when the number of oscillations are small (≈ 2) and the noise level high. If the noise or error of the data is Gaussian distributed with a variance equal to the variance between the fit and the data, then the power of any frequency component in the periodogram has a straightforward interpretation in terms of confidence interval against a null hypothesis of pure noise. Specifically, a value of 5.9 corresponds to 50%, 8.2 to 95% and so forth exponentially increasing. However, these estimates do not mean much in the case studied here. First, the errors of the log-derivative calculated from Eq. (26) are certainly not Gaussian distributed, second the error on the variance of the noise is not negligible with only ≈ 40 points and third it is not obvious how to weight the different realisations in the averaging. The only reasonable qualifier in the case of unknown noise and averaging over different realisations seems to be to estimate the power of the dominant peak against the background. This can be given a more quantitative formulation in terms of counting how many crossings do the periodogram have with a line at, e.g., 66% of the value of the highest peak. In the case of pure noise, this number will be considerably higher than the 2 (from the single highest peak) or 4 seen here [29] .
A very attractive feature of the Lomb periodogram is the straightforward fashion in which one may re-phase the (log-periodic oscillations of the) different data realisations before averaging. This becomes crucial in cases when the noise-level is so high and/or the number of oscillations so small that the statistical significance of a single realisation is insufficient to justify a conclusion that differs from that of noise.
The Lomb periodogram and the method of canonical averaging
In order to illustrate the efficiency of the Lomb periodogram combined with a canonical averaging, we now investigate the effect of additive noise in addition to an irregular sampling. This is done by generating synthetic data sets using equation
with f = 1.114, (27) where ran is the intrinsic random number generator of Fortran. Specifically, we used b = 1, a = 0.1 and 30 points between 0 and ≈ 300. For each synthetic data set, the log-derivative is calculated using Eq. (26) . The statistical significance of the log-periodic component in the data is then estimated with a Lomb periodogram. When the amplitude of the noise k is sufficiently small compared to the amplitude of the log-periodic oscillations a, i.e., k a, the statistical significance of a single periodogram is sufficient to conclude that a log-periodic trend is present in the data. When the noise becomes comparable to the amplitude of the log-periodic oscillation, i.e., k ≈ a things become very murky and a single data set does not reveal a statistically significant log-periodic component positioned at the correct frequency. In fact, the quality of the individual periodograms is in this case not very different from the experimental results shown in Figs. 5, 9 and 13.
Despite this, it is still possible to identify the log-periodic oscillations using the results for an ensemble of realisations of Eq. (27) . If we, as for the case of DLA [32, 33] , record the two highest peaks for 10 synthetic data sets, we get the distribution shown in Fig. 1 , which retrieves the log-frequency used to generate the data with good accuracy.
A more elegant way of retrieving log-periodicity in noisy data is using "canonical averaging". The method of canonical averaging has been introduced [34] to reveal subtle correlations which would disappear in the usual ensemble averaging. We have tested a specific implementation of it on log-periodicity in DLA clusters and rupture time-to-failure processes [33, 35] , based on a sample-dependent phase determined from the maximum of a sample-dependent susceptibility.
The problem with respect to the averaging of different realisation of Eq. (27) comes from the fact that the argument 2πf ln t in the cosine in Eq. (27) is defined up to a phase, since adding a phase simply corresponds to a change of time units. In other words, the universal physical quantity is the log-frequency f while the phase is expected to be sample-specific and to fluctuate from realisations to realisations [35] . If this problem is not addressed properly, standard averaging procedure mix measurements with different phases leading to a destructive interference of the log-periodic oscillations. This provides a general explanation for the difficulty of detecting log-periodicity in noisy data. One needs to develop specifically designed techniques to address this problem.
We now propose a much simpler method than that of the histogram in Fig. 1 whose principle is to "re-phase" the oscillations. The method is based on the fact that a Lomb periodogram is a simple cosine fit, while the phase is not playing any role. Hence, the periodogram corresponds to a removal of the phase from the data. This means that averaging the periodograms of different data sets is exactly the "re-phasing" we are looking for. In Fig. 2 , we show the averaged periodogram for the 10 data sets used in the histogram shown in Fig. 1 . The two peaks correspond to frequencies of 1.13 and 3.4, respectively. The first and most significant peak is in very good agreement with the frequency of 1.114 used in generating the data sets. The second peak is furthermore in excellent agreement with that of the third harmonic produced by the periodogram similar to what is often seen in the power spectrum of a signal with a strong periodic component. That higher order harmonics can be generated by an interplay of noise on a power law coupled with log-periodicity stems from the fact that a general log-periodic function can be decomposed into a discrete Fourier series in the logarithm of time, as reflected by the discrete spectrum of complex exponents as given by Eq. (8) .
We remind the reader that Fig. 2 comes from averaging periodograms of noisy data with a noise-amplitude of the same size as the amplitude of the log-periodic oscillations. Nevertheless, the log-frequency component of ≈ 1.1 present in the data is unambiguously extracted as well as the third harmonic hardly visible in the histogram in Fig. 1 . This illustrates not only the efficiency of the Lomb periodogram in retrieving periodic trends, but also that of the canonical averaging scheme for re-phasing the oscillations. Fig. 2 . The averaged Lomb periodograms of the 10 data sets used in Fig. 1 . The amplitude of the noise was of the same size as the amplitude of the log-periodic oscillations. The value of the two peaks are 1.13 and 3.4 and are in excellent agreement with the first and third harmonics of the frequency f ≈ 1.114 used in generating the data sets.
We stress that in the case of purely noisy data an average over 10 Lomb periodograms will produce an essentially flat spectrum very different from Fig. 2 .
This concludes the numerical tests of the tools to be used in the experimental data analysis that we present in the next section.
Experiments on 2D freely decaying turbulence
The experimental data analysed here are some of those presented in [25] (Figs. 6 and 7 ). We will briefly describe the experimental techniques and the results that are used in the present context.
Experimental set-up
The flow is generated in a thin, density stratified layer of electrolyte, using an electro-magnetic forcing. During a short initial forcing period, an 8 × 8 array of vortices is created, with nearest neighbours counter-rotating. At a time defined as t = 0, the forcing is stopped, and the system is then decaying freely. After a vertical reorganisation of the flow with a maximum duration of 2 s, the system can be regarded as 2D, except for the effect of bottom friction [36] , which causes an exponential decay of the total energy of the system with a well-defined time constant. A rescaling of time is applied under which we can consider the system as truly 2D [25] .
The size of the experimental system is 15 cm × 15 cm, and the initial Reynolds number is typically 1800. The duration of the experiments is approximately 12 s in rescaled time units.
Determination of vortex statistics
The velocity field v(x, y) on the free surface of the fluid is determined using the Particle Image Velocimetry (PIV) technique described in [37] , with a resolution of 40 × 40 measurement points. From the velocity field, the vorticity field ω(x, y) = ∂ x v y − ∂ y v x is computed using a polynomial fit. Typically 70 velocity fields are calculated during the time of the experiment. The vorticity field is analysed for vortices by searching for local extrema with the absolute vorticity above a threshold. The results are not sensitive to the choice of threshold, and the recognition method has been checked with other methods. Thus we can define a number n of vortices for each velocity field. The position of a vortex is defined as the position of the vorticity extremum. This is used to extract the mean nearest-neighbour separation r of the vortices. The size of a vortex is defined by the connected area with an absolute vorticity above the threshold. For each velocity field, the mean vortex radius a is computed from the mean vortex size.
Scaling laws
Rapidly after the forcing has been stopped, like-sign vortices start to merge. Fewer and larger structures are thus formed, and this continues until the energy of the system is so small that no further evolution of the vortices can be observed.
We presented [25] measurements that are averages of nine experimental realisations (in the case of vortex radius, only seven realisations were used). We found that for the time period from t = 1.5 s to t = 10 s, the quantities defined above follow the power laws
The error bars are estimated by considering the fluctuations observed between individual realisations, however without any re-phasing of the log-periodic oscillations to be extracted in Section 4.4. We note that the average values for the exponents in (28) agree well with the scaling approach of [17] .
Log-periodic analysis of the experimental data
As explained in the previous section, three experimentally independent quantities has been measured as a function of time: the number of vortices, n(t), the mean vortex radius a(t) and the mean distance between vortices r(t). For each of these quantities, the log-periodic signatures present in the data will be extracted using the tools described in Section 3. Specifically, the logarithmic derivative as defined by Eq. (25) Fig. 3 . Logarithm of the number of vortices log(n(t)) as a function of log(t).
was calculated from the experimental data. Truncating the times series in order to avoid end-effects gave ≈ 35 points for each periodogram to use. This corresponds well to the 30 points used in the synthetic data analysis of Section 3.
Number of vortices
In Figs. 3 and 4 , we see the number of vortices n(t) as a function of re-scaled time t and its logarithmic derivative for a specific experimental realisation. In Fig. 5 , we see the corresponding Lomb periodogram of the logarithmic derivative shown in Fig. 3 with a peak at a log-frequency of ≈ 4. The height of the peak is only approximately twice the height of the second largest which means that the confidence of the peak is not very high. Nevertheless, performing a simple average of the Lomb periodograms for the nine available experimental realisations gives us the picture shown in Fig. 6 . The position of the peak has moved up slightly but is still clearly visible, which means that the position of a peak at a frequency of ≈ 4 for the single realisation was not accidental, since a pure noise signal would have disappeared in an average over nine realisations. We stress that a frequency of ≈ 4 is approximately a factor 5 below the average sampling frequency of 1.6/35 ≈ 22. This means that the number of points per oscillation is smaller than that of the synthetic data which explains the lesser performance. 
Mean separation of vortices
In Figs. 7 and 8, we see the average separation between vortices r(t) as a function of re-scaled time t and its logarithmic derivative for an specific experimental realisation. In Fig. 9 , we again see the corresponding Lomb periodogram of the logarithmic derivative shown in Fig. 7 with a peak at a frequency of ≈ 4. The height of the peak is again only approximately twice the height of the second largest. Nevertheless, performing the average of the Lomb periodograms for nine experimental realisations gives us the picture shown in Fig. 10 . The position of the peak has again moved up slightly but is still clearly visible, which again means that the position of a peak at a frequency of ≈ 4 for the single realisation was not accidental. 
Mean radius of vortices
In Figs. 11 and 12 , we see the mean radius of the vortices a(t) as a function of re-scaled time t and its logarithmic derivative for a specific experimental realisation. In Fig. 13 , we see the corresponding Lomb periodogram of the logarithmic derivative shown in Fig. 11 with a peak at a (log-) frequency of ≈ 4. The height of the peak is again only approximately twice the height of the second largest. Performing the average of the Lomb periodograms for seven experimental realisations available here gives us the picture shown in Fig. 14 . The peak is still clearly visible, which again signifies that the position of a peak at a frequency of ≈ 4 for the single realisation was not accidental. 
Conclusion
We have suggested that the concept of discrete time scale invariance of the underlying physics is more appropriate for the description of freely decaying 2D turbulence than the usual assumption of a continuous time scale invariance.
We have introduced a simple and efficient method to remove the nonuniversal phases of log-periodic oscillations in different system realisations, consisting in taking the average of the Lomb periodograms performed on each single realisation. A numerical analysis of synthetic data have demonstrated the performance of our new "canonical averaging" scheme using the averaging of Lomb periodograms. We have furthermore shown that seemingly innocent data manipulations completely destroy the log-periodic structures in these synthetic data [29] .
Using this new canonical averaging scheme on experimental data obtained from freely decaying 2D turbulence, we have shown that the log-periodic signatures slightly visible in the individual experimental realisations carry statistical significance and cannot be disregarded as noise when averaged over the nine available experimental realisations. It is quite reassuring that the analysis of the three different experimentally independent measurements all agree on a log-frequency of ≈ 4-5 for the identified log-periodic oscillations. This correspond to a preferred scale factor λ ≡ e 1/f ≈ 1.2-1.3.
Our study of this experiment establishes for the first time a systematic procedure for exploring the existence of log-periodic oscillations in turbulence data. In this spirit, it would be very interesting to analyse previous partial indications of log-periodicity in turbulent data, that can be found in Fig. 5.1, p. 58 and Fig. 8.6 , p. 128 of Ref. [1] , Fig. 3.16, p . 76 of Ref. [38] , Fig. 1b of Ref. [39] and Fig. 2b of Ref. [40] .
For a theoretical view point, we have presented three different theoretical frameworks which make plausible the presence of log-periodic oscillations in the observables. Physically, we interpret the observed log-periodicity as resulting from a discrete cascade of intermittent vortex coalescence processes. In this sense, 2D freely decaying turbulence would not be much different from other systems in which log-periodicity has been documented to result from self-similar intermittent instabilities [5] . Connecting more precisely our results based on a statistical analysis to the physical processes of 2D turbulence remains to be done. Since the punctuated-Hamiltonian point vortex model is a dynamical embodiment of the merger process, one can naively argue that it should also exhibit discrete time invariance. On the other hand, we have seen that all three observables, the number n(t) of vortices, their mean separation r(t) and their mean radius a(t), exhibit discrete scale invariance with approximately the same scaling ratio λ = 1.2-1.3. This observation together with the fact that discrete scale invariance needs a characteristic scale to develop suggests that the coupling with the dynamics of the mean radius is a key element, which would be absent in point vortex dynamics. However, we are not able to conclude at this moment and suggest that numerical solutions, now available with higher Reynolds number, should be investigated to confirm our findings and to compare the point vortex models with more realistic extended vortex models. This will guide the development of our understanding and the tests for the universality of our results. We intend to investigate this problem in another work.
From the point of view of the Navier-Stokes equations, it may seem remarkable or even stretching credibility that log-periodicity emerges from such continuous PDE. A possible analogy is offered by the recent discovery that the continuous nonlinear Einstein PDEs of general relativity in the presence of a scalar field self-interacting through gravitation may generate a log-periodic spectrum of black hole masses with develop according to a log-periodic self-similar time dynamics [41] . The mechanism might result from the existence of a limit cycle in the renormalisation group description of a field close to the negative density limit (in turbulence, could this be obtained from a negative effective viscosity?). Another possible route [13] is that scale invariant equations that present an instability at finite wave-vector k decreasing with the field amplitude may generate naturally a self-similar discrete spectrum of internal scales.
