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Abst ract - -S tochast i c  Automata Networks (SANs) are widely used in modeling practical systems 
such as queueing systems, communication systems, and manufacturing systems. For the performance 
analysis purposes, one needs to calculate the steady-state distributions ofSANs. Usually, the steady- 
state distributions have no close form solutions and cannot be obtained efficiently by direct methods 
such as LU decomposition due to the huge size of the generator matrices. An efficient numerical 
method should make use of the tensor structure of SANs' generator matrices. The generalized Con- 
jugate Gradient (CG) methods are possible choices though their convergence rates are slow in general. 
To speed up the convergence rate, preconditioned CG methods are considered in this paper. In par- 
ticular, circulant based preconditioners forthe SANs are constructed. The preconditioners presented 
in this paper are easy to construct and can be inverted efficiently. Numerical examples of practical 
SANs are also given to illustrate the fast convergence rate of the method. (~ 2000 Elsevier Science 
Ltd. All rights reserved. 
Keywords - -S tochast i c  automata networks, Steady-state distributions, Circulant approximation, 
Preconditioners, Conjugate gradient methods. 
1. INTRODUCTION 
Stochast ic  Automata  Networks (SANs) are widely used in model ing queueing systems [1-3], com- 
municat ion systems [4,5], manufactur ing systems, and inventory control systems [6]. The SANs 
approach has more compact and efficient representations when compared with the general ized 
stochast ic Petr i  nets [7-9]. Moreover, the matr ix-vector  mult ipl icat ion of the generator  matr ix  
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and a vector can be performed very fast [9]. Usually for the performance analysis purposes, 
we have to calculate the steady-state distribution of the SAN. Unfortunately, the steady-state 
distribution has no analytic form in general and cannot be obtained efficiently by direct methods 
such as LU decomposition due to the huge size of the generator matrix involved. Efficient nu- 
merical algorithm should make use of the tensor structure of SANs' generator matrix and its fast 
matrix-vector multiplication. Generalized Conjugate Gradient (CG) methods [9,10] are possible 
choices. However, their convergence rates are slow in general. To speed up the convergence rate, 
we consider preconditioned CG methods. In this paper, we discuss a practical class of SANs and 
construct preconditioners for them by taking circulant approximation of their generator matri- 
ces. The preconditioners considered here are easy to construct and can be inverted efficiently. 
Numerical examples of practical SANs are given to illustrate our claim. 
The remainder of the paper is organized as follows. In Section 2, we give an introduction of 
SANs. In Section 3, we construct circulant based preconditioners for SANs and discuss some 
properties of the constructed preconditioners. In Section 4, we give a convergence analysis for 
our method. In Section 5, we discuss some practical examples of SANs to illustrate the fast 
convergence rate of our method. Concluding remarks are then given in Section 6. 
2. STOCHAST IC  AUTOMATA NETWORKS 
A Stochastic Automata Network (SAN) consists of a number of individual stochastic automa- 
ton. Each automaton is represented by a number of states and probabilistic rules that govern 
the transition from one state to another. The state of an automaton at time t is just the state 
it occupies at time t and the state of the SAN at time t is given by the state of its constituent 
automata. For more detail of SANs, see [8,11-13], for instance. 
An n-automata SAN can be decomposed into two main components: the first part is the 
noninterlacing Q which should be irreducible and the second part is the interlacing R, see [8,11,12], 
for instance. The noninterlacing part is the superposition of the n individual automata. The 
interlacing part governs the transitions among the automata. For example, if we let Q1, . . . ,  Q~ 
be the irreducible generator matrices for n individual automata, respectively, then the generator 
matrix Q for the noninterlacing part of the SAN takes the form 
Q-- - (Q I®I®. . .®I )+( I®Q2®I®. . .®I )+. . .+( I®. . .®I®Q~) .  (1) 
We have the following proposition concerning the steady-state distribution of the noninterlacing 
part of a SAN. 
PROPOSIT ION 1. Let Pl , .  • •, Pn be the steady-state distribution vectors for the generator ma- 
trices Q1,. . .  ,Qn, respectively. Then p = pl ®""  ® p ,  is the steady-state distribution to the 
SANs with generator matr/x Q in (1). 
PROOF. We note that Qipi = 0 and 
Qp = (Qlpl®p2@'" .®pn)+(pl®Q2p2®p3®..  "@Pn)+"" +(Pl@'" "®pn-l®QnPn) = 0. (2) 
Moreover, p is a normalized nonnegative vector. Thus, p is the steady-state distribution for Q. 
Thus, for the noninterlacing part of an n-automata SAN, we can always find the steady- 
state distribution by obtaining the tensor product of the n steady-state distributions of the 
n independent automata. However, for the SANs with an interlacing part, we may not have such 
a decomposition result and we will illustrate this by a simple two-queue overflow network at the 
end of this section. Roughly speaking, the generator A of a SAN can be written as the sum of an 
irreducible noninterlacing part Q and an interlacing part R, i.e., A -- (Q + R). The interlacing 
part R which describes the transitions among the automata, can be written as follows: 
m m n 
(3) 
i~ l  i= l  j= l  
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In many practical applications of SANs [4,6,14,15], only one automaton has relatively very large 
size. One typical example is the automaton for the inventory level of finished products in man- 
ufacturing systems [6,14]. Without loss of generality, in our discussion we assume that the first 
automaton is the largest one (the main automaton). It has been shown in [16] that the time 
spent (service time) in a job shop with Markovian service time is asymptotically exponentially 
distributed. Thus, one may approximate a complex automaton with Poisson arrival process by 
the M/M/s / l  Markovian queue whose generator matrix takes the following form: 
-)~i )~ +#i  -2#~ 
" .  ".. ".. 
-;~i hi + si#i -s~#~ 
".. " .  ".. 
-)~i )~i + s#ti -si~ti 
0 - ;~ si#i 
Qi --- (4) 
In this paper, we say that a matrix A is a generator for a Markov chain if the diagonal elements 
of A are positive, off-diagonal entries of A are nonpositive, and all column sums of A are zero. 
For simplicity of discussion, we also assume the following. 
(i) The matrix Rkl takes the following form: 
Rk l -~ 
- -~i l  
-~1 ' -  • (5 )  
'. A~I 
(ii) All Rkj are nonnegative diagonal matrices when j ¢ 1. 
Here we remark that the matrix sizes of Qi and Rk~ are li × l~. Often in many practical situations, 
including our numerical examples, the interlacing parts take the above form. We remark that 
our method still works when Ril takes more general form and we will discuss this in Section 6. 
Let us consider a simple example of SAN with two automata, namely a two-queue overflow 
network. The SAN consists of two queues with exogenous Poisson arrivals and exponential 
servers. Whenever queue 2 is full, the arrival customer will overflow to queue 1 if it is not yet 
full. Otherwise, the customer will be lost, see [1,3]. In order to write down the generator for the 
network, let us first define the following queueing parameters: 
(al) hi, the exogenous input rate of queue i (i = 1,2), 
(a2) #~, the service rate of queue i (i = 1, 2), 
(a3) li - s~ - 1, buffer sizes for queue i (i = 1, 2), 
(a4) si, number of servers for queue i (i = 1, 2). 
The generator matrix for the queueing system can then be written as follows: 
A1 = {Q1 @ II2 -~- Ill @ Q2 } -~" {R@ Diag(0,. . . ,  0, 1) } - {Noninterlacing Part} + {Interlacing Part}, 
where Qi takes the form in (4) and R takes the form in (5). Thus, A1 is a tridiagonal block 
matrix with each diagonal block being a tridiagonal matrix. Queue 1 and queue 2 are the two 
automata with generators being Q1 and Q2, respectively. There are three probabilistic rules 
governing the system. They are the queueing disciplines of queue 1 and queue 2 and also the 
overflow queueing discipline. Since overflow is permitted from queue 2 to queue 1 when queue 2 
is full, the performance of queue 1 is important. We are interested in finding the steady-state 
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distribution vector when the queue length of queue 1 is very large. We note in this example, 
there is no analytic solution for the steady-state distribution of A1. We will further discuss this 
example in Section 5.1. 
In all the SANs we considered, the generator A is an irreducible matrix and has a one- 
dimensional null space. The steady-state distribution can be obtained by normalizing the so- 
lution x of the following equation: 
Gx - (A + eet)x : e, (6) 
where e is the unit column vector (0,0, . . . ,0,  1) t. In the preconditioned conjugate gradient 
method, we solve the following equation instead of the original one: 
(GC -1) y = e and x = C- ly .  (7) 
The steady-state distribution is then obtained by normalizing the vector x. 
3. C IRCULANT BASED PRECONDIT IONERS 
FOR SANS AND THEIR PROPERTIES 
In this section, we construct circulant-based preconditioners for the class of SANs we have men- 
tioned in Section 2. We also discuss ome properties of the constructed preconditioners. Circulant 
preconditioners have been successfully used in the preconditioning of queueing systems [2,3] and 
manufacturing systems [15,16]. Here we generalized the techniques to the preconditioning of
SANs. Since the first automaton is the largest, the major step in the construction of precondi- 
tioners is to take circulant approximation of the generator matrices Q1 and Ril, respectively, as 
A -[- 81121 --81/21 --A 1 ] 
--A1 A1 "~ $1/21 --81/21 
c(Q1) -- ".. ".. ".. (8) 
--A 1 A 1 q- 81/21 --81/21 
--81/21 --A1 A1 + 81/21 
follow: 
and 
{ All --All 
c(Ril) I - i  il Ail " .  "'. (9) 
-Ail Ail 
We note that both c(Q1) and c(Ril) are the Strang's circulant approximations of Toeplitz ma- 
trices. By observation, we have the following lemma. 
LEMMA 1. rank (QI - C(Ql)) -- s + 1 and rank (Ril - c(Ril)) = I. 
Using the theory of circulant matrices [17], we also have the following lemma. 
LEMMA 2. The matrices c(Q1) and c(Ril) can be diagonalized by the discrete Fourier trans- 
form F h 
FI*~e(Q1)FL 1 = Diag (ul,ue,...,ul~) t and Ft*~c(Ril)F h = Diag (( i l , ( i2,. . . ,~i l l )  t.
The eigenvalues of c(Q1) and e(Ril) are given, respectively, by 
vk=Sl#l(1--e2~rki / l l )+Al(1--e2'r(k) i / l~),  
~kj = Akl (1-- e2~r(J)i/ll) , 
k = 0, 1,...,11 - 1, 
j =O, 1, . . . , lx -1 .  
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Now we observe that the circulant approximation of Q and R can be written as follows: 
c(Q) = (c(Q1) @ Il~ ®""  ® I~,~) + ( INQ2 ® Il2 ®""  ®It,,) + . . .  + (I h ®. . .  ® I ®Qn) 
- -  (c(Q1) ® I) + (I h ® P2) + ' . .  + (Ii, ® P~) 
(10) 
and 
m m 
c(n) = ® (n2, ®.  ® nn,) -- ® (S4. 
i=1 i=1 
(11) 
We note that the circulant approximation c(A) = c(Q) + c(R) of the generator matrix A is again 
a generator matrix for certain Markov chain and, therefore, it is singular. To obtain an invertible 
preconditioner, we may make a rank one perturbation. We see that 
n m 
(~* ®I) c(A)(Fh ®I)= DN I + Ih ® ~ Pi + ~-~Ti®S/. 
/=2 i= l  
(12) 
Here the matrices D, T1,. . . ,  Tm are diagonal matrices containing the eigenvalues of the circulant 
approximation matrices c(Q1),c(Rm),. . . ,c(Rlm),  respectively. The eigenvalues are given by 
Lemma 2. We observe that (12) is a diagonal block matrix. If we let 
D = Diag (U l ,  • • • , t/ l  a )  and Ti = Diag ({i l , . . . ,  ~ih), 
then the diagonal block matrix in (12) can be written as 
Diag UlI + Pi + {it ® Si , . . . ,  t'hI + Pi + {,1 ® S~ . (13) 
i=2 i=1 \ i=2 i=1 
We note that both c(Q1) and c(R/1) are still generators for some irreducible Markov chains. 
From Lemma 2, the real parts of all the u/ and {~j are positive except hat vl and ~il are zero. 
By the assumptions on R/j along with (8) and (9), we conclude that all the diagonal blocks are 
strictly diagonal dominant (hence, invertible) except the first block. In fact, the first diagonal 
block is the matrix y~4n__2 P~ which is the irreducible generator matrix for the remaining (n - 1) 
automata when the first automaton is removed with all its transitions. Therefore, it has a null 
space of dimension one. By doing a rank one perturbation to modify the first diagonal block, we 
obtain a nonsingular matrix (y~4n=2 Pi + ftf) where f is the unit vector (0, 0 . . . . .  1). Thus, our 
preconditioner can be defined as 
C=(Fh  ®I)Diag P /+ete  , u2I+ P i+~i2®S/  , . . . ,  
i=2  i--=-2 i= l 
)} + P~ + ® ® I) .  
/=2 i=1 
(14) 
Clearly, the construction cost of C is 11 log It and C can be inverted in parallel easily. Moreover, 
we have the following. 
LEMMA 3 .  rank(c(A) - C) = 1. 
Since our preconditioner C is near singular, one may argue how good is the preconditioner C'. In 
the following we show that if the SAN's parameters )~i, Izi, s/, m, n,li, )t/j and the matrices IISdl2 
(cf. (11)) are independent of 11, then there exist positive constants r2 independent of 11 such that 
IIC-1112 _< T2l 2. Thus, IIC-1112 grows no faster than the order of O(l 2) when ll tends to infinity. 
In order to prove our claim, we need the following lemma. 
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LEMMA 4. Given any matrix W, if the smallest eigenvMue of (W + W*), denoted by •min(W -I- 
W*), satisfies Ami,(W + W*) _> 6 > 0, then we have [[W-1[]2 _< 2/6. 
PROOF. For any arbitrary , using the Cauchy-Schwartz inequality, we have 
6[[y[[2 2 _< Amin(W + W*)[[y[[~ _< y*(W + W*)y = 2y*Wy _< 2[[y[[2HWyl]2. 
Since x is arbitrary, the above implies [ [W-1][2 _~ 2/6. m 
We begin to prove our claim. 
LEMMA 5. Suppose the SAN's parameters Ai, #i, si, m, n, li, Aij and the matrices [[Si[]2 are in- 
dependent of ll. Then there exist positive constants T1 and ~'2 independent of 11 such that 
TI __~ [[C-1[[2 _~ 7212. 
PROOF. We first prove the left-hand side inequality. From (10)-(12), we see that C is unitarily 
similar to a diagonal block matrix 
Diag P~+ete , u2I+ Pi+ ~i2Si  , . . . ,  ut, I+ Pi+ ~u,S~ . (15) 
\ i=2 i=2 i= l  \ i=2 i= l  
Therefore, we have 
{ i__~2 Pi+ ete ~-~ ~-~ u l ~  ~T-~ } IlCll2=max , u2I+ Pi+ ~i2Si , . . . ,  I+ Pi+ u~Si . (16) 
2 i=2 i=1 2 i=2 i=1 2 
We note that from (1), (4), and (5) and Lemma 2 we have 
(i) IIP~lli, IIP~ll~ < 2 max~{A~ + s,,~ + 1}, 
(ii) [viii <_ 2maxi{Ai + si#i}, 
(iii) [~ij[ _< 2maxi{Ail}. 
Using the inequality 
I1' I[: - ~/11" If~ll" IIoo, 
we have [[C[[2 bound above by 
1 
- 2n max{Ai + si#i + 1} + 2m max{A~l} max{[[S/[[2}. 
T1 
Thus, t[C[[2 _< 1/T1, and hence, ~'1 <- [[C-1[]2. Since [[S/[[2 is independent of ll, so is T1. 
Next we prove the right-hand side inequality. We note again by (16) that 
[I C-1112 : max Pi + ete , v2I + Pi + E ~i2Si , . . . ,  
i=2 i=2 i=l ( )_1} ,., 
vl~ I + Pi + ~ ~t~ Si 
i=2 i= l  2 
_ _ _  max 
We see that [[E~ -1 [[2 is a nonsingular matrix with entries and size independent of 11 and, therefore, 
bounded independent of ll. To obtain bounds for the next (ll - 1) block matrices 
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in (15), we first symmetrize the matrices. We define the diagonal matrices E = E2 ® ..- ® En, 
where 
( Ai,__ . . . ,  A s~., A~+' • ., Also-1 ) i 2 ,= n. 
Ei : Diag 1,/~i si!#~' ~ I^ • s~+l, • s t sh -~- i  z, , ' " ,  
We see that C(I  h @ E) is a symmetric diagonal block matrix and IIEI]~ and {{E-1{{2 are bounded 
independent of 11. We also see that PiE are symmetric semidefinite matrices. Thus, 
EiE= PiE +viE+ ~ijSi E, 
i=l 
are symmetric matrices. We observe that 
((t) (i jSiE + (i jSiE , 
\ i=1 
are positive semidefinite diagonal matrices. Therefore, 
~min (SiE AF (Si~)*) ~- ,~min (/]i y] -~ (/]iF)*) , 
Thus, from Lemma 2, we have 
Amin (ViE ~-(VIE)*) ~__ Ai [{z-l{121 sin 2 
Since 
we have 
i = 2, . . .  ,/1 
i = 2 , . . . ,  11 
i : 2 , . . . , l l .  (18) 
i = 2,... ,11. 
sin0 > min { -~,2  (1 - O) } ,  V0 E [0, Tr], 
Amln(UiE+(uiE)*)>Ai]]  E - l -  2-1 ' ['4i2mIn/-~l~,4(X-~'1i/2} 
4A~ 
-> z-Tflr -'ll " ,l, 
By Weyl's Theorem [18, p. 181], we then have 
T 
)~min (ViE -{- (1/i~-~,)*) __~ i7 , 
where 
i = 2, . . . , /1,  
is a positive constant independent of 11. 
Thus, by (18), we get 
T 
~min (EiY] "4- (Ei~)*) > 17 , 
Hence, by Lemma 4, we have 
IIr -' ; ll _< 
Therefore, 
i=2 , . . . , /1 .  
i = 2 , . . . ,  11. 
[IE/-I[[2 <~ 1[~[[2 [[Y]'-IE/'-I[I 2 <~ 2lA [1~']{[2 ' 
T 
Since IIEi -11{2 is bounded above independent of 11, we have 
{H -2"E"2}/2 - r212 ,  IIc-'I[2 < max E{-'[[2, T 
where T2 is a positive constant independent of 11. The proof is completed. 
i = 2 , . . . , l l .  
| 
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4. CONVERGENCE ANALYS IS  
In this section, we prove that if all the SAN's parameters Ai, #~, s~, (i = 1, . . .  ,n), n ,m,  lj 
(j -- 2 , . . . ,  n), Aij, and IIS~I]2 are fixed and independent of ll, then the preconditioned system 
GC -1 in (7) has singular values clustered around 1 as 11 tends to infinity. Hence, when CG 
type methods are applied to solving the preconditioned system (7), we expect fast convergence. 
Numerical examples on some practical SANs will be given in Section 5 to demonstrate our claim. 
We begin our proof by giving the following lemma. 
LEMMA 6. We have rank (G - C) _< 2 + (sl + m + 1) I]i~=2 li independent of l l .  
PROOF. By (6), rank(G - A) = 1. From (4), (8), Lemma 1, and Lemma 3, we see that 
n 
rank(A - c(A)) = (s, + m + 1) H li. 
i=2 
Therefore, we have 
rank(G - C) <_ rank(G - A) + rank(A - c(A)) + rank(c(A) - C) 
= 2+(S l+m+l  li • 
i=2 
PROPOSITION 2. The preconditioned matrix GC -1 has at most 2(2+(sl +m+l)  l-Ii~=2 li ) singular 
values not equal to 1. 
PROOF. First, note that 
GC -1 = I+  (G-  C)C  -1 - I + L1, 
where rank(L1) < 2 + (sl + m + 1) rIin=2 li by Lemma 6. Therefore, 
C-*G*GC -1 - I = L~(I + L1) + L1 
is a matrix of rank at most 2(2 + (sl + m + 1) 1-Iin=2 li). 
Consequently, the number of singular values of GC-  1 that are different from 1 is a constant and 
independent of ll. In order to show fast convergence of preconditioned conjugate gradient ype 
methods with preconditioner C, one still needs an estimate of O'min (GC-1), the smallest singular 
value of GC -1. If Crmin(GC -1) is uniformly bounded away from zero independent of 11, then the 
method converges in O(1) iterations; and if amin(GC -1) decreases like O(l~ ~) for some a > 0, 
then the method converges in at most O(log~ 11) steps, see [19] for instance. 
In the following, we show that even in the case where amin(GC -1) decreases in an order faster 
than O(l~ ~) (i.e., matrix equation (7) is very ill-conditioned) for any a > 0 (e.g. like O(e-ll)), 
we can still have a fast convergence rate. The key step here is to consider a regularized equation 
of (7) as follows: 
c-* (a*a + tc4- I) c - ' .  = (19) 
where f~ is any positive constant. We prove that the regularized preconditioned matrix C-* 
(G*G + l-[4-f~I)C-1 has eigenvalues clustered around 1 and its smallest eigenvalues decrease at a 
rate no faster than O(/14-~). Hence, PCG type methods will converge in at most O(log 2 ll) steps 
when applied to solving the preconditioned linear system (19). We also prove that the/z-norm 
of the error introduced by the regularization tends to zero at a rate of O(l~Z), where B can be 
chosen as large as possible. 
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PROPOSITION 3. Let the queueing parameters Ai, Iz~, si,m, n, Xij and IISdl2 be independent of ll. 
Then for any positive 1~, the regularized preconditioned matrix 
C-* (G*G + I~4-ZI) C -1 (20) 
has eigenvalues clustered around 1 and the smallest eigenvalue decreases at a rate no faster than 
O(/~-4-~). b-hrthermore, the error introduced by the regularization is of the order O(l-~). 
PROOF. We note by Proposition 2 that 
C-* (G*G + 1-14-~I) C -1 = I + L2 + ll4-f~C-*C-1, 
where L2 is a Hermitian matrix with 
( n ) 
rank(L2)_<2 (s l+m+l) l - I l i+2  . 
i=2 
By Lemma 5, we have 
lim l-[4-~]]C-*C-1112 <_ lira l~ -~ =0.  
Thus, by Cauchy's interlace theorem [18], the regularized preconditioned matrix in (20) has 
eigenvalues clustered around 1 as 11 tends to infinity. The error introduced by the regularization 
is given by l'~4-f~11C-*C-1112 which by Lemma 5 tends to zero at the order of O(l~¢). 
As for the smallest eigenvalue of the above regularized preconditioned matrix, we note that 
x* (a*a + l;4- 0 x > > - -  (21) min minllxll2=l x* (G*G + l~ 4-~) x ;'1 
Ilxll2=l x*C*Cx - maxllxlh= 1 x*C*Cx - 14+~" 
Hence, the smallest eigenvalue of the regularized preconditioned matrix in (20) decreases no faster 
than 0(l-~4-~). | 
5. PRACT ICAL  EXAMPLES OF SANS 
In this section, we give three practical Markovian examples to compare our circulant-based 
preconditioner method discussed in Section 3 with some classical methods uch as the Block 
Gauss Seidel method. The Markovian examples come from queueing systems, telecommunication 
systems, and manufacturing systems. We remark that in the first two examples, the generator 
matrices fall in the form of the SANs discussed in Section 2. For the third example, the generator 
matrix is a little bit different, though our circulant preconditioning techniques can still be applied 
to cope with the situation. 
Since all the generator matrices considered are nonsymmetric, we employ a generalized conju- 
gate gradient method, namely the Conjugate Gradient Squared (CGS) method [20]. The method 
does not require the transpose of the iteration matrix GC -1 . The stopping criteria for all iterative 
methods in all numerical examples is chosen to be 
}}rk{h _< 10 -10, 
where rk = Axk, and xk is the approximated steady-state distribution vector obtained in the k th 
iteration. The initial guess for all iterative methods in all numerical examples i  arbitrarily chosen 
to be the unit column vector e = (0, 0 . . . .  ,0, 1) t. The symbol ** signifies more than 1000 itera- 
tions. The symbols I, C, and BGS represent CGS method without preconditioning, with precon- 
ditioner C and the block Gauss-Seidel method, respectively. All the computations were done on 
an HP 712/80 workstation with MATLAB. 
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Table 1. Number of i terations for convergence. 
12 = 32 
l l  
32 
64 
128 
256 
512 
Sl = 82 = 1 S l  = s2  = 2 
I C BGS I C BGS 
8 21 70 10 
10 42 196 12 
12 150 533 14 
14 433 ** 16 
14 ** ** 16 
10 
145 
445 
**  
27 
46 
153 
441 
5.1. The Overflow Queueing System 
We first consider the numerical results for a 2-queue overflow network discussed in Section 2. 
The generator matrix for the system is 
A1 = {Q1 ®Il2 + It1 ® Q2} + {R@ Diag(0, . . . ,0,1)} 
= {Noninterlacing Part} + {Interlacing Part}, 
where Qi takes the form in (4) and R takes the form in (5). We recall that overflow is permitted 
from queue 2 to queue 1 when queue 2 is full. Thus, the performance of queue 1 is important. 
We are interested in finding the steady-state distribution vector when the queue length of the 
first queue increases. 
It is easy to see that the cost per iteration in the PCG algorithm will be of 0(12ll og/i). The 
classical iterative method such as the block Gauss-Seidel [4] is a standard method in solving this 
problem. In the following numerical examples, we let 12 = 32, and for simplicity we assume 
81 = 82, A1 = A2 = 1, and #1 = #2 = 2. Table 1 gives the number of iterations required for 
convergence for each of the methods, respectively. 
5.2. The  Te lecommunicat ion  System 
In this section, we present he queueing system (MMPP/M/s/s + m) arising in telecommuni- 
cation networks, see for instance [4]. In order to construct the generator matrix of the queueing 
process, we first define the following system parameters: 
(bl) l/A, the mean arrival time of the exogenously originating calls of the main queue, 
(b2) 1/#, the mean service time of each server of the main queue, 
(b3) s, the number of servers in the main queue, 
(b4) l - s - 1, the number of waiting spaces in the main queue, 
(b5) n, the number of overflow queues, and 
(b6) (Qj, Aj), 1 < j < n, the parameters of the MMPP's modeling overflow parcels, where 
Here aj l ,  aj2, and Aj, 1 _< j _< n, are positive MMPP parameters. 
The input of the queue comes from the superposition of several independent MMPPs, which 
is still an MMPP and is parameterized by two 2 n x 2 n matrices (Q, F). Here 
Q = (Q1 ®/2 ®. . .  @/2) + (I2 ® Q2 ®I2 ®. . .  ®I2) +. . .  + (I2 ®. . .  ®I2 ®Qn),  (23) 
A = (A1 ® I2 ®.. .  ® 12) + (12 ® A2 ® I2 ®. . .  @/2) +- ' "  + (12 @.. .  ® 12 @ An), (24) 
and 
P = A+AI2 . ,  
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where/2 and I2,, are the 2 x 2 and 2 n x 2 n identity matrices, respectively. We can regard our 
(MMPP/M/sl / I )  queue as a Markov process on the state space 
{(i,j) lO<i<l -1 ,  l _< j  <2n}. 
The number i corresponds to the number of calls at the destination, while j corresponds to 
the state of the Markov process with generator matrix Q. We remark that the parameter l is 
supposed to be very large in practical applications. Hence, the generator matrix of the queueing 
process is given by the following 12" x 12 n tridiagonal block matrix: 
A2 
Q + F -# I  0 
-F  Q+F+#I  -2#I  
/ 
". .  ' . .  " . .  
-F  Q + F + spI - sp I  
" .  ".. ".. 
-F  Q + F + s#I -s tH 
-F  Q +stLI j 0 
It can be rewritten as 
A2 = {Q) + {R ® A} -= {Noninterlacing Part) + {Interlacing Part), 
where R takes the form in (5). 
It is not difficult to see that in each iteration step, the cost of the PCG with preconditioner C 
is of O(n2nl log l). In the following numerical results for the queueing networks, we compare the 
numerical results of CGS, preconditioned CGS, and BGS methods for the number of overflow 
queues n = 1, 4, and the number of servers s = 2. The MMPP parameters are arbitrarily 
chosen to be Gjl = 2/3, aj2 = 1/3, j = 1,.. .  ,n. The other queueing parameters are given by 
#=2,  )~ =1, )~j = l/n, j = l , . . . ,n .  
Table 2 gives the number of iterations required for convergence for each of the methods. We 
remark that the cost per iteration of PCG and BGS are n2 n log/and n2 n l, respectively. 
Table 2. Number of i terations for convergence. 
s=2 
l 
32 
64 
128 
256 
512 
n=l  n=4 
I C BGS I C BGS 
155 8 171 
** 7 242 
** 8 366 
** 8 601 
** 8 ** 
161 13 110 
** 13 199 
** 14 317 
** 14 530 
** 14 958 
5.3. The Manufacturing System 
In this section, we consider a manufacturing system of two machines in tandem under hedging 
point product policy, see [6]. Let us define the following system parameters: 
(cl) l/A, the mean interarrival time of a demand, 
(c2) 1/~1, the mean unit processing time of the first machine, 
(c3) 1/#2, the mean unit processing time of the second machine, 
(c4) bl, buffer size for the first machine B1, 
(c5) b2, maximum buffer size for the finished products B2, 
(c6) h, the hedging point, 
(c7) m, the maximum allowable backlog. 
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We note that the inventory level of the first (internal) buffer cannot be negative or exceeds the 
buffer size bl. Thus, the total number of inventory levels in the first buffer is (bl + 1). For the 
second (external) buffer, under the hedging point policy, the maximum possible inventory level 
is h (h < b2). Since we allow a maximum backlog of m in the system, the total number of possible 
inventory levels in the second buffer is l = (m + h + 1). In practice, the value of I can easily go 
up to thousands• 
We let zl(t) and z2(t) be the inventory levels of the first and second buffers at time t, respec- 
tively. Then zl(t) and z2(t)take integer values in [0, bl] and [-re, hi, respectively• The joint 
inventory process {(zl(t), z2(t)), t >_ 0} is a continuous time Markov chain taking values in the 
state space 
S = {(zl(t) ,z2(t)) :  zl = 0,. . .  ,hi, z2 = -m, . . .  ,h}. 
We order inventory states lexicographically, according to zl first and then z~, and the tridiagonal 
block generator for the joint inventory system can be obtained as follows: 
A3 = 
A+p~Iz E 
-# l i t  A + D + #lIz Z 
--/~ 1./'1 A+D+pl l t  
-# l i t  
E 
A+D 
(25) 
where 
A=( °0 • ° ° ,  
D is the l x l diagonal matrix D = 
be written as follows: 
Z = 
0 
-#2 
- -#2 
) 
0 
(26) 
Diag(#~,..., #2, 0). We note that the generator matrix can 
A=I®A+WI®It+ Diag(0, 1, . . . ,  1) ® D + W2 ® E. 
Here 
t #t ". ". 
Wl = . . , = . 
' '  *• •" 1 
-#1 0 0 
Following the steps in Section 3, our preconditioner is obtained by first taking the circulant 
approximation of blocks A, E, and D of A. By completing A, E, and D to circulant matrices, we 
define the circulant approximation c(D), c(A), and c(E) as follows: 
c(D) = Diag(#2,... , #2,#2), 
c(A) = A " .  , and c(Z) = -#2 " .  
• ,•  * ,•  • . ,  
-A 0 -#~ 
-#2 
(27) 
It is easy to see that our preconditioner is unitary similar to a diagonal block matrix with each 
block being a tridiagonal matrix. The cost per iteration for the PCG and BGS are O(l log/) 
and l, respectively• The preconditioned matrix has singular values clustered around 1 when h 
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Table 3. Number of iterations for convergence. 
b l= l  bl =4 
I C BGS I C BGS 
32 34 5 72 
64 129 7 142 
128 ** 8 345 
256 ** 8 645 
512 ** 8 ** 
64 10 72 
139 11 142 
** 12 401 
** 12 ** 
** 12 ** 
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tends to infinity [6]. In our numerical examples, we let A = 1, #1 = 3/2, and it2 = 3. Table 3 
shows the number of iterations required for convergence for each of the methods. 
Although in all the cases, our PCG has an order of log(1) that is larger than that of the BGS 
in each iteration, the fast convergence rate of our method can compensate and overall do much 
better. We conclude that among all the methods and numerical examples, our preconditioner C 
gives both the fast convergence rate and least total cost of convergence. 
6. CONCLUDING REMARKS 
In this paper, we study circulant-based preconditioners for a class of practical stochastic au- 
tomata networks (SANs). The construction cost of our preconditioner is low and practical exam- 
ples are given to demonstrate the fast convergence rate of our method. Further research would 
be done for more general stochastic automata networks. An example is when the main automata 
has batch arrivals, the transition matrix Q1 or the R~I take the form 
Q1 ~- 
A - I t  
-A1 A + tt -2# 
-A1 A + 2# ". 
--Ab ". .. - -$p  
-Ab ". ". A + s# 
-Ab ' .  -A~ 
0 rb "'" 
- s# 
A + sit - s# 
rl  sit 
(2s) 
where b is the largest possible batch size, )U is the arrival rate of batches with size j ,  and 
rj = ~--~4bj Ai for j = 1 , . . . ,  b. Here we define 
c(Q ) = 
' A -~- 8].t  --SIZ 0 --Ab 
-A1 A + s# s# "'. 
-A1 ". ". 
-Ab ". ". - s# 
-Ab "' • "'. "'. 
0 --Ab " ". --A1 
- s# 0 --Ab . . .  
-A1 
--Ab 
0 
- s# 
A + s/z -s/z 
-A1 A + s/~ 
In this case, rank(Q1 - c(Q1)) = max(s, b) + 1. In fact, it is not difficult to see that our method 
also works when Q1 is a near-band-Toeplitz generator matrix• Moreover, it is also interesting to 
extend our result to SANs with a general arrival process uch as G/D/s /n  queue• 
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Second, in the th ird pract ical  example, the manufactur ing system of machines in tandem,  our 
precondit ioner construct ion method and convergence rate proof can be appl ied to the case when 
more than two machines are in tandem (flowshops), see [6] for instance. 
Finally, we note that  the number of states in the SANs increase exponent ia l ly  with respect 
to the number of automata.  In some applications, for example the mult i locat ion problems [21], 
the number of automata  is large. Hence, it is interesting and important  o develop fast numer- 
ical approx imat ion for the solution of the steady-state distr ibut ion in this s ituation. It is also 
interest ing to extend our results to other sophist icated Markovian models [2122]. 
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