ABSTRACT Visual tracking is a challenging problem since it usually faces adverse factors, such as object deformation, fast motion, occlusion, and background clutter in practical applications. Reinforcement learning based Action-Decision Network (ADNet) has shown great potential for object tracking. However, ADNet has some shortcomings in optimal action selection and action reward, and suffers from inefficient tracking. To this end, an improved ADNet is proposed to enhance the tracking accuracy and efficiency. Firstly, the multi-domain training is incorporated into ADNet to further improve the feature extraction ability of its convolution layers. Then, in the reinforcement learning based training phase, both the selection criteria for optimal action and the reward function are redesigned separately to explore more appropriate action and eliminate useless action. Finally, an effective online adaptive update strategy is proposed to adapt to the appearance changes or deformation of the object during actual tracking. Specifically, meta-learning is utilized to pursue the most appropriate parameters for the network so that the parameters are closer to the optimal ones in the subsequent tracking process. Experimental results demonstrate that the proposed tracker has advantages over ADNet in terms of accuracy and efficiency.
I. INTRODUCTION
As it is known to us, letting the agent possess the ability to continuously learn and adapt from limited experience in nonstationary environments is an important milestone on the path towards general intelligence. Machine learning plays a crucial role in this process. With the rapid development of machine learning in recent years, a variety of different learning networks have been applied to performing different tasks and have achieved considerable results, such as supervised learning with outstanding outcome in image classification [1] - [5] , image segmentation [6] - [9] and object detection [10] - [13] , reinforcement learning with excellent strategy-making ability in an unstable environment [14] - [17] , and meta-learning that can quickly adapt to a new task with a small amount of samples [18] - [22] .
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Visual tracking, as a prominent part of artificial intelligence, has received increasing attention in the past few decades. Similarly, with the development of machine learning, numerous learning networks have been widely used in visual tracking field [23] - [26] . In 2017, for the first time, Yun et al. [24] proposed a novel tracker controlled by the designed action-decision network (ADNet), which is radically different from the existing trackers. In this algorithm, the tracker is defined as an agent of which goal is to capture the object with a bounding box. First, ADNet is trained separately by using supervised learning and reinforcement learning, and then the agent is able to decide sequential action until finding the location of the object in each video frame. Compared with existing trackers based on deep networks, ADNet has achieved better results in tracking accuracy and efficiency.
However, there are some following deficiencies in ADNet. In the training phase based on reinforcement learning, ADNet directly selects the action with the highest conditional probability as the optimal one. In fact, at the beginning of the training phase, we do not know which action is a good one. If a bad action is selected, it will easily lead the network to sample this action all the time, which is not conducive to training and exploring more appropriate action. Secondly, its rewards for action are performed by dividing a video into several pieces. Specifically, for a certain piece of training sequence, ADNet only focuses on whether the first frame and the last frame track successfully or not, and then assigns the calculated reward to all action corresponding to all frames. Such the reward method is not very reasonable. For some frames that fail to track, they also receive a positive reward if the tracker re-tracks the object in the next few frames. In addition, for a certain frame that tracks success, there may also be some useless action, which leads to a decrease in tracking efficiency. Moreover, there are insufficient tracking training sequences to fine-tune the network for specific tasks through pre-trained or transfer learning, like large-scale classified networks such as ImageNet [27] , ResNet [1] , and VGGNet [2] .
For the first issue raised above, the reinforcement learning based training method is improved to enhance the tracking accuracy and efficiency. Instead of selecting the action with the highest conditional probability, we directly sample an action according to the conditional probability distribution of all action to explore more appropriate action. For the problem of reward for action, the reward function is redesigned in this paper. Different from the reward function of ADNet, we assign the reward for the action in each frame. For the problem of insufficient offline training sequences, an effective online adaptive update scheme based meta-learning is proposed to pursue the optimal parameters of the model with a small amount of online training samples from a new tracking task, which enables the tracker to adapt to the appearance changes or deformation of the object. In addition, considering that multi-domain training can obtain a generic object representation, which can improve the ability of the tracker to extract features and to distinguish the object from the background [23] , the multi-domain training is incorporated into ADNet to replace the supervised learning based training.
The primary contributions of this paper are summarized as follows. (1) The reinforcement learning based training method is improved by redesigning the decision criteria for optimal action to explore more appropriate action and redesigning the reward function to eliminate useless action. (2) A meta-learning based online adaptive update scheme for model parameters is proposed to adapt to the appearance changes or deformation of the object in the actual tracking. (3) The multi-domain training is incorporated into the ADNet model to further enhance the ability to learn the generic representation of different objects.
The remainder of this paper is organized as follows. Section II describes the related work. Section III introduces the detail of the proposed algorithm. Section V presents the experimental results. Section VI concludes this paper.
II. RELATED WORK A. VISUAL OBJECT TRACKING
Visual object tracking can be generally divided into two categories, including a generative-based approach and a discriminant-based approach. Among them, the generativebased approach usually extracts the features and learns them to generate a model representing the appearance of the object, and then the region that best matches the model is considered as the object in the image. While the discriminantbased approach, from a mathematical point of view, poses the tracking problem as a binary classification problem, and its task is to distinguish the object from the surrounding background. For example, the trackers based on correlation filters have drawn much attention because of their computational efficiency and competitive performance. Bolme et al. [29] designed a Minimum Output Sum of Squared Error (MOSSE) filter for tracking, and then the MOSSE based tracker has the ability to deal with the change of the appearance. Henriques et al. [30] developed Kernelized correlation filters (KCF) by using circulant matrix to collect samples and Fast Fourier transform to accelerate the calculation of the tracker. Zhang et al. [31] proposed a multi-expert recovery scheme to solve the drift problem in online tracking of this model. Danelljan et al. [32] exploited an implicit interpolation model to pose the learning problem in the continuous spatial domain.
Convolutional neural network (CNN) has been proven with outstanding performance in a wide range of computer vision applications [2] - [7] . Despite this, the early CNN application [33] in tracking suffered from the data deficiency problem for training its network. To solve the data insufficiency, the transfer methods [9] , [34] were proposed by using the pre-trained classification dataset (such as ImageNet [27] ). However, these methods still have limitations due to the gap between image classification and object tracking. The recently proposed methods [23] , [35] tried to defeat this gap by training the networks with a large number of tracking training datasets [36] . Tao et al. [35] designed a Siamese deep neural network to learn a matching function, which is used to pursue the most similar candidates in a new frame through using only the original observation of the object from the first frame. Cui et al. [37] proposed a Recurrently Target-attending Tracker (RTT) by using multi-directional recurrent neural network to identify and exploit reliable patches that facilitate the entire tracking process.
B. REINFORCEMENT LEARNING
Reinforcement learning, as a common method of training agents, is able to accomplish many complex tasks. For reinforcement learning, the strategy-making ability of the agent is trained by maximizing the reward function. In recent years, the development trend of reinforcement learning is to combine the perception ability of deep learning with the strategy-making ability of reinforcement learning. Since the combined learning algorithm of reinforcement learning and VOLUME 7, 2019 deep learning has been proposed, it has successfully solved many complex problems in challenging tasks that need to perceive high-dimensional raw input data and strategy determine, such as [16] , [24] .
In the reinforcement learning algorithm, there are two main methods: reinforcement learning based on value function and the one based on policy gradient. Among them, the typical reinforcement learning based on the value function is Deep Q Networks (DQN) [38] , which combines the convolutional neural network with the Q-learning algorithm in the traditional reinforcement learning to deal with the model based on visual perception control tasks. Later, many improved methods based on DQN were proposed. For instance, adding a recurrent neural network structure to the DQN model makes it have memory for time sequence input, such as DQN based on competitive structures and deep recurrent Q-network [39] . The policy gradient method directly uses the approximator to approximately represent and optimize the strategy. Compared with DQN and its improved models, the policy gradient based reinforcement learning is more applicable and the result of strategy optimization is better. The reinforcement learning algorithm proposed by Williams [28] only need to use each round of rewards to estimate the value of the policy. Mnih et al. [40] proposed a lightweight reinforcement learning framework according to the idea of asynchronous reinforcement learning.
C. META-LEARNING
Meta-learning is the product of the successful development of deep learning, which enables the model to learn from previous experience and quickly adapt to new tasks [18] , [19] , [25] . A variety of meta-learning based methods are available, such as memory-based meta-learning method [20] , which establishes a connection between the label and the input so that subsequent inputs can obtain relevant data through external memory and perform comparison to achieve better prediction. Adam et al. [20] developed a model-agnostic meta-learning (MAML) algorithm, in which meta-learning is used to train the parameters of the model on various learning tasks with only a small amount of training data from the current task, and then MAML is able to effectively solve new learning tasks. Finn et al. [21] re-derived MAML for multi-task reinforcement learning from a probabilistic perspective and extended it to dynamically changing tasks, which enables the trained agent to continue to learn in nonstationary environments and optimize its own strategy. Park and Berg [25] improved stateof-the-art on-line trackers based on deep network and utilized the meta-learning-based method to adjust deep network for tracking using off-line training, so that the network can quickly be adapted to a specific object in future frames.
III. PROPOSED TRACKER A. OVERVIEW
To improve the robustness and real-time performance of the tracker, ADNet has been improved from three aspects.
Firstly, the use of multi-domain training instead of supervised learning based training enables the tracker to learn the shared representation of different objects in the various training sequences, which allows the model to possess the ability to make single-step action decision. Secondly, the policy gradient based reinforcement learning is improved so that the tracker can capture the object by selecting more appropriate action and eliminating the useless action. Thirdly, the meta-learning based online adaptive update scheme is proposed to pursue the optimal parameters for the network so that the tracker can quickly adapt to new tracking tasks. Fig. 1 presents the overall framework of the proposed algorithm, which shows our improvements to ADNet and the relationship between these improvements. 
B. MULTI-DOMAIN TRAINING 1) NETWORK STRUCTURE
The architecture of the multi-domain training network, which is used to predict a single-step action for object tracking, is shown in Fig. 2 . It receives 112×112 three-channel patches as the input, and has six hidden layers, including three convolutional layers (conv1-3) and three fully connected layers (fc4-6). Among them, the last fully connected layer (fc6) predicts the probability corresponding to 11 kinds of action (As shown in Fig. 3 , these action can be divided into three categories: translation, scale change, and stop, where, the translation moves consist of four directional moves, {left, right, up, down}, and also include their two times larger moves; the scale changes are defined {scale up, scale down} [24] ). Moreover, all the convolutional layers (conv1-3) and the first two fully connected layers (fc4-5) form the shared layers, and the last fully connected layer (fc6) consists of k branches of domain-specific layers. This is because each training video is regarded as a separate domain [23] , that is, if there are k training videos, there are k corresponding domain-specific layers. The network shares common information obtained from all training videos in the preceding layers for generic representation learning. When starting to train a new video, FIGURE 2. The architecture of the multi-domain training network. Yellow and red cuboids separately represent the convolution layers and the fully connected layers for forming the shared layers, and gray cuboids represent the domain-separate layers that correspond to each training video. The training videos all use the same shared layers, but each has its own domain-separate layer, so the number of domain-separate layers is equal to the number of the trained videos. the fc6 layer trained with the previous video will be replaced by the one that is reassigned to the initial value.
2) TRAINING
The training samples are first generated according to the image and the ground truth of each frame in training datasets, which is similar to the supervised learning based training process of the ADNet [24] . Since the training datasets provide video frames f and the ground truth gt, Gaussian noise is randomly added to the ground truth to produce a series of ''boxes'' b i that deviate from the ground truth, and then the image patches p i cropped with the ''box'' b i are used as training patches in a frame image f ,
where, C (·) represents the function which crops the patch p i from the frame f with the ''box'' b i and resizes p i to match the input size of the network; the ground truth is gt = [x,ŷ,ŵ,ĥ],
x,ŷ denote the optimal center location, andŵ andĥ denote the width and height of the optimal tracking bounding box, respectively; the ''box'' is
, and i denote the deviation and the index, respectively.
For each sample frame, the action a with the highest overlap rate between the ground truth gt and the moved ''box'' is considered as the corresponding action labelŷ i ,
where, f (b i , a) denotes the moved patch from ''box'' b i by the action a, and IOU (f (b i , a) , gt) represents overlap rate of the ''box'' location and the ground truth gt of the object with intersection-over-union criterion after the action a moving. For a training video, 8 frames are randomly selected, and then 128 training patches and labels are generated (128 training samples should contain all kinds of action) for each frame as the batch size m. The loss L (·) of the frame is cross-entropy loss that obtained by forward-propagation of the network F (·). Next, the losses of the selected 8 frames are added up, and then divided by 128 as the loss of the entire training sequence, and the random gradient descent for back-propagation is adopted to update the network parameters
When starting to train a new video, we directly use the parameters of the shared layers trained with the previous videos and re-initialize the parameters of the domain-specific layer, and then train the network with the same approach described above. The detailed process of the multi-domain training algorithm is depicted in Algorithm 1.
C. REINFORCEMENT LEARNING BASED TRAINING 1) PROBLEM SETTINGS
After the multi-domain training is incorporated into ADNet to replace the supervised learning-based training, the model has the ability to make single-step action decision. But in actual tracking, the model must possess the ability to make multistep sequential action decision to finalize the location of the VOLUME 7, 2019 randomly select 8 frames and gt 6: sample batch x i and labelŷ i by (1) (2), respectively 7: for all frames do 8: loss
end for 10: update {W 1 , . . . W 5 , .W 6 } by loss 11: end for 12: until converges object for each frame. Additionally, as is known to all, it is difficult to set labels for each action. However, reinforcement learning allows the model to learn better strategy to cope with the problem of selecting the optimal action through the future reward.
The problem settings for the reinforcement learning in the visual tracking are as follows: State. The state s is the patch obtained by cropping the image f with the current tracking bounding box, which is defined as (1). Action. {a 1 , · · · , a 11 }, as shown in Fig. 3 . Reward. The reward function we designed is different from the one in ADNet. In the original ADNet, the frames {f 1 , · · · , f n } contained in a certain piece of the training sequence are used to calculate the reward according to the tracking result of the first frame f 1 and the last frame f n , and the calculated reward is treated as the reward for each action of each frame {f 1 , · · · , f n }. Although this is a relatively easy way, there are some problems. For example, if the tracker misses the object in a certain frame and re-tracks the object in the next few frames, then each action of the frames that track failure will still be assigned with +1 reward. For another example, for a certain frame that tracks successfully, it does not mean that each action of the frame is good, even the useless action will still be awarded +1 reward. These problems will lead to a certain degree of decline in tracking efficiency. Originally only 8 action were needed to determine the location of the object, but 10 action were used, which increased the length of the action sequence. To deal with the issues raised above, we allocate a reward to each frame of the training sequence, and the designed reward function is assigned by,
where, a and b represent the action and the bounding box of the next moment, respectively. λ ∈ [1, 10] denotes a constant.
From (3), we can see that, in the process of action selection, if an action at the next moment increases the overlap rate between the bounding box and the ground truth location, then this action will receive a positive reward, and the larger the overlap rate is, the greater its reward value is; on the contrary, if an action at the next moment decreases the overlap rate, then this action will receive a negative reward. Moreover, when an action selects a stop action (the overlap rate at the previous moment is greater than 0.7, or the number of action reaches a certain threshold), the final overlap rate is calculated, and if the final overlap rate is above 0.7, the last action will be assigned with +1 reward. Conversely, the last action will be assigned with −1 reward. Compared to ADNet, which calculates the reward from the environment every 28 frames, the proposed tracker calculates the reward every frame. Although this will result in more time spent in the training stage, the proposed reward function allocates each action with a relatively accurate reward, which can greatly enhance the performance of actual tracking.
2) TRAINING METHOD
Considering that there are many action dimensions and a large searching space in the problem settings of the reinforcement learning based training, the policy gradient algorithm [28] is employed to train the model. For a training sequence, 200 consecutive frames are randomly selected, and then the ground truth gt of the first frame is used as the initial ''box'' b i and the image is cropped with the ''box'' to obtain the patches as the initial state S. Finally, take S as the input of the network to calculate the conditional probability of 11 action.
To increase the degree of exploring more appropriate action, we randomly sampled an action from the action space {a 1 , a 2 , · · · , a 11 } directly according to the conditional probability distribution of all action, a = a i , a i is sampled from p (a ∈ {a 1 , · · · , a 11 } |s; W rl ),
which is different from the original ADNet. In the ADNet, the action a * with the maximum conditional probability is directly selected as the appropriate one, which is defined as,
where, the state-action probability p (a|s; W rl ) denotes the conditional probability of the action a under the state s, and W rl denotes the parameters of the network in the reinforcement learning based training stage. The training process of exploring more appropriate action is as follows.
Step 1, the ''box'' is shifted or scaled to obtain a new ''box'' and a new ''patch'' according to the selected action, as illustrated in Fig. 4 .
Step 2, the new ''box'' and the new ''patch'' are used as the input to the network to decide the next appropriate action until the stop action is selected or the number of action reaches a certain threshold. Step 3, end the current frame and calculate its reward, and then proceed to the next frame.
Repeat the above steps until all frames are over. Then, calculate the gradient and update the network parameters,
where r t,l denotes the reward for each action, ∇ W rl denotes the gradient of W rl , t and l denote the time steps t = 1, · · · , T and the frame indices l = 1, · · · , L, respectively. If the reward is positive, the probability of the corresponding action update is relatively large; otherwise, the probability of the corresponding action update is relatively small. The detailed process of the reinforcement learning based training algorithm is depicted in Algorithm 2.
D. ONLINE UPDATING IN ACTUAL TRACKING
In the process of actual tracking, to check the confidence of tracking success, the confidence layer is incorporated into the model. At the same time, to make the tracker more robust against the appearance changes or deformation, an effective online update strategy is proposed to adaptively update the parameters of the designed network.
1) CONFIDENCE LAYER
To check the reliability of the tracking results, a new layer called Confidence layer (fc7) is added after the fully connected layer (fc5) (referring to Fig. 2 ) to predict the confidence score of the input x i of the network, as shown in Fig. 5 . The confidence layer (fc7) is combined with the Softmax layer, and has two output units that represent the target probability and the background probability, respectively. If the target probability p(target|x i ; W ) is less than 0.5, it means that the target is lost and needs to be re-detected. We adopt the re-detection approach of [23] . First, 256 object location
are generated around the current object 
a t,l ←− p (a|s t,l ; W rl ) 8: randomly select 8 frames and gt 9: while s t,l is not a terminal state do 10: t ←− t + 1 11:
a t,l ←− p a|s t,l ; W rl 14: end while 15: end for 16: compute every r t,l by (3), (4) 17: update W rl by (7) 18: until converges location with random Gaussian noise, then the re-detected object location b * is obtained by
where, c b i denotes the score of the confidence layer.
2) META-LEARNING BASED ONLINE ADAPTIVE UPDATE
To enable the designed network to quickly adapt to new specific tasks, a meta-learning based online adaptive update scheme is proposed to update the parameters of the network. VOLUME 7, 2019 FIGURE 5. Confidence Layer. Yellow and blue cuboids denote the probability of the object and background, respectively.
Considering that the convolutional layers learns general tracking information, the proposed online update strategy is only used to fine-tune the fully connected layers {W 4 , · · · , W 7 } while fixing the convolutional layers
At the first frame, the ground truth is added with the Gaussian noise and sampled to generate positive and negative sample sets: S p and {S n }. Where, the S p set includes the positive sample patches, and their overlap ratios with ground-truth are between 0.5 and 0.7; the {S n } set includes the negative sample patches, and their overlap ratios with ground-truth are between 0.25 and 0.5. For each sample, its label y i consists of the corresponding action labelŷ i and the corresponding score labelĉ i .ŷ i is generated by (2), andĉ i is generated byĉ
For subsequent frames during actual tracking, the location of the tracked bounding box determined by the network is used for the temporary ground truth, and then the positive and negative samples are generated on this basis. Additionally, to improve the reliability of the tracking results, we select the for all T i p do 5 :
end for 7: sample meta-batch of tasks T i n ∼ S n 8:
for all T i n do 9 :
end for 12: W = Optimizer(W , grad) 13: end for last 10 frames with the confidence score greater than 0.5 as the reference for the sample space.
Let W denote the initial trained parameters of the designed network in the meta-learning based online update stage, and W = {W rl ; W 7 }. The specific steps for updating the parameters of the network are as follows.
Step 1, a certain number of samples are randomly extracted from the positive set to create the meta-batch and used as the input to the network F (·), and then the corresponding total loss L is obtained by adding the action loss L a to the score loss L c ,
Step 2, the fast weights W i , which denote the updated set of {W 4 , · · · , W 7 }, are updated by the random gradient descent (note that the update of the fast weights can be performed multiple times.) with the learning rate α. 
FIGURE 7.
Precision and success plots of ADNet and three improved versions on OTB100. The scores in the legend indicate the average precisions when the location error threshold is set to 20 pixels for the precision plots and AUC for the success plots. Step 3, a certain number of samples are randomly selected from the negative set to test the performance of the updated weights W i , and the corresponding gradient grad 1 is calculated.
Repeat the above steps k times will get k pairs of W 1 , · · · W k and grad 1 , · · · grad k . Then, sum all the gradients and then update W before the next iteration begins. The flow chart of the meta-learning based online adaptive update scheme is presented in Fig. 6 , and the detailed procedure of the meta-learning based online adaptive update algorithm is described in Algorithm 3.
The purpose of the proposed online update scheme is to quickly learn a set of optimal parameters for the network with a small amount of online training samples from a new tracking task, so that the tracker has good performance for both positive samples (objects with small changes in appearance) and negative samples (objects with large changes in appearance) during actual tracking. To reduce the amount of calculation, the meta-learning based online adaptive update scheme is performed every 10 frames.
IV. EXPERIMENT
The performance of the proposed approach is evaluated based on the challenging online object tracking benchmark (OTB) [41] in the experiment. VOT2013 [42] , VOT2014 [43] , VOT2015 [44] datasets were selected as training samples, and VOT-100 dataset [41] with 100 video sequences (including OTB-50) was selected as the test samples. The tracking performance is measured by a one-pass evaluation (OPE) based on two objective evaluation criteria: (1) Center Location Error (CLE), which measures the distance between the center of the tracked frame and the ground truth; (2) Overlap VOLUME 7, 2019 FIGURE 9. Precision and success plots on OTB-100. Rate, which measures the Intersection-over-Union (IOU) ratio between the tracked bounding box and the ground truth. The experiments are carried out in TensorFlow [41] software installed on a 64-bit Windows OS, which runs on an Intel(R) Core(TM) i7-7700k CPU @3.60GHz, 32GB RAM, and GTX Titan x GPU. 
A. ANALYSIS ON IMPROVEMENTS
To verify the effectiveness of the improvements on ADNet, three improved ADNet algorithms were tested on the OTB-100 dataset and compared to the original ADNet in this experiment. Three improved ADNet algorithms include ''ADNet+MD-train'' ''ADNet+MD-train+Reward'' and ''ADNet+MD-train+Reward+Meta-update'', and the last one is the final version of the proposed tracker. The differences between these algorithms are shown in Table 1 .
The plots of precision and success rate for one-pass evaluation (OPE) including the area-under-the curve (AUC) score over all 100 video sequences are presented in Fig. 7 . It can be seen from Fig. 7 that our improvements are effective. In terms of precision, compared with ADNet, ADNet+MD-train, ADNet+MD-train+Reward and ADNet+MD-train+Reward+Meta-update increased by 0.5%, 0.9%, and 2.4%, respectively; at the same time, in terms of success rate, ADNet+MD-train+Reward and ADNet+MD-train+Reward+Meta-update increased by 0.8% and 2.3% over ADNet, respectively. Therefore, the improvement of each part enhances the overall performance of the tracker to some extent. Among them, the improvement of meta-learning based online adaptive update is the most obvious, which also indirectly indicates that the appropriate parameters are very helpful for accommodating the appearance changes or deformation of the object. In addition, Fig. 8 illustrates the comparison of sequential action selected by ADNet and the proposed tracker. By improving the reinforcement learning based training method in ADNet, the proposed tracker can accurately finalize the location of the object with fewer action than ADNet, which indicates that our tracker improve the tracking efficiency.
B. COMPARISON WITH STATE-OF-THE-ART TRACKERS
To further validate the effectiveness of our tracker, 9 stateof-the-art trackers, including ADNet [24] , CCOT [32] , MDNet [23] , MCPF [34] , ECO-HC [45] , DCFNet [26] , MEEM [31] , DSST [46] and KCF [30] , are selected to compared with our tracker. Fig. 9 shows the precision and success plots based on center location error and overlap ratio, respectively. Among these trackers, CCOT achieves the best results with the distance precision of 86.9% and success rate of 65.3%. Compared with CCOT, the proposed tracker differs only by 0.1% and 0.2% in terms of precision and success rate respectively, but it is about four times faster than CCOT. In addition, compared with ADNet, the proposed tracker is 2.4% and 2.3% higher in precision and success rate, respectively.
In order to more specifically verify the performance of the proposed tracker, 11 tracking attributes, including 11 challenges in tracking problems, such as fast motion, background clutter, motion blur, deformation, illumination, in-plane rotation, low resolution, occlusion, out-of-plane rotation, out-of-view and scale variation, defined in the OTB are analyzed, and the corresponding results are depicted in Fig. 10 . These attributes help to evaluate the performance of the tracker for different challenges. From Fig. 10 , we can see that our tracker performs well in dealing with 10 challenges except low resolution. Among them, our tracker achieves the optimal results for the challenges of deformation, illumination variation and out-of-plane rotation, and achieves the sub-optimal results for the challenges of fast motion, background clutter, motion blur, in-plane rotation, occlusion, out-of-view and scale variation. Specifically, for the deformation challenge, the success rate of the proposed tracker is enhanced by 2.6% compare to ADNet; for the illumination variation challenge, the success rate of the proposed tracker is 1.2% and 1.9% higher than that of ADNet and MDNet trackers, respectively; for the out-of-plane rotation challenge, the success rate of the proposed tracker is enhanced by 3.2% over that of ADNet. Fig. 11 illustrates the tracking results for Panda, Ironman and Singer2 sequences with deformation, illumination, or/and out-of-plane rotation challenges. It can be seen from Fig. 11 that the proposed tracker is able to deal with these three challenges well. Table 2 shows the comparison of evaluation indicators of different trackers, and Table 3 presents the comparison of computational speed of different trackers, where, O means that the tracker uses the GPU, and X means that the tracker does not use the GPU. It can be seen from the Table 2 that CCOT achieves optimal tracking performance, and the proposed tracker only achieves the sub-optimal tracking performance. But combined Table 2 with Table 3 , we can see that the proposed tracker is significantly faster than CCOT. Therefore, compared with CCOT based on deep networks, although our tracker is a slight difference in precision and success rate, it has obvious advantages in speed. Additionally, compared with the original ADNet, the proposed tracker has significant advantages in terms of precision and success rate, and its tracking speed is also faster by 1 frame per second.
V. CONCLUSION
In this paper, ADNet is improved through incorporating the multi-domain training, redesigning the criteria of the optimal action selection and the reward function in the reinforcement learning based training stage, and utilizing meta-learning for adaptively updating the parameters of the network during actual tracking to enhance its robustness and real-time performance. Compared with the existing deep networks for tracking, the designed network has fewer layers and its computational complexity is lower. According to the experimental results, the speed of the proposed tracker reaches 3.9 frames per second, which is 34.5% faster than the original ADNet. Moreover, it is also superior to several state-of-theart trackers in terms of precision and success rate. To the best of our knowledge, there is no second tracker other than ADNet by applying reinforcement learning to achieve actiondecision for tracking. For the artificial intelligence in the future, the action-decision method based on reinforcement learning is undoubtedly more practical and convenient in the end-to-end based tracker. 
