Rings of invariants for the three dimensional modular representations of
  elementary abelian $p$-groups of rank four by Pierron, Théo & Shank, R. J.
ar
X
iv
:1
41
0.
52
27
v2
  [
ma
th.
AC
]  
30
 Ju
n 2
01
5
RINGS OF INVARIANTS FOR THE THREE DIMENSIONAL
MODULAR REPRESENTATIONS OF ELEMENTARY
ABELIAN p-GROUPS OF RANK FOUR
THE´O PIERRON AND R.J. SHANK
Abstract. We show that the rings of invariants for the three dimensional
modular representations of an elementary abelian p-group of rank four are
complete intersections with embedding dimension at most five. Our results
confirm the conjectures of Campbell, Shank and Wehlau [5, §8] for these
representations.
Introduction
We continue the investigation of the rings of invariants of modular repre-
sentation of elementary abelian p-groups initiated in [5]. We show that the
rings of invariants for three dimensional modular representations of groups of
rank four are complete intersections and we confirm the conjectures of [5, §8]
for these representations.
Let V denote an n dimensional representation of a group G, over a field F of
characteristic p, for a prime number p. We will usually assume that G is finite
and that p divides the order of G, in other words, that V is a modular repre-
sentation of G. We view V as a left module over the group ring FG and the
dual, V ∗, as a right FG-module. Let F[V ] denote the symmetric algebra on
V ∗. The action of G on V ∗ extends to an action by degree preserving algebra
automorphisms on F[V ]. By choosing a basis {x1, x2, . . . , xn} for V
∗, we iden-
tify F[V ] with the algebra of polynomials F[x1, x2, . . . , xn]. Our convention
that F[V ] is a right FG-module is consistent with the convention used by the
invariant theory package in the computer algebra software Magma [3]. The
ring of invariants, F[V ]G, is the subring of F[V ] consisting of those polynomi-
als fixed by the action of G. Note that elements of F[V ] represent polynomial
functions on V and that elements of F[V ]G represent polynomial functions on
the set of orbits V/G. For G finite and F algebraically closed, F[V ]G is the
ring of regular functions on the categorical quotient V/G. For background on
the invariant theory of finite groups, see [2], [6], [7], or [10].
Computing the ring of invariants for a modular representation is typically
a difficult problem; the rings are often not Cohen-Macaulay. It is natural to
take p-groups as a starting point and recent work of David Wehlau [13] gives
us a good understanding in the case of a cyclic group of order p. The next
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step is to look at elementary abelian p-groups. The rings of invariants for the
two dimensional modular representations of elementary abelian p-groups were
computed in Section 2 of [5] and the three dimensional modular representa-
tions were classified in Section 4 of that paper. The only three dimensional
representations for which computing the ring of invariants is not straight-
forward are those of type (1, 1, 1), in other words, those representations for
which dim(V G) = 1 and dim((V/V G)G) = 1. Our goal here is to compute the
rings of invariants for representations of type (1, 1, 1) for groups of rank four.
The methods we use are essentially the same as the methods used in [5]. As
the rank increases the complexity of the required calculations increases; we
believe that it is not feasible to use the methods here for rank greater than
four.
We denote by E = 〈e1, e2, e3, e4〉 ∼= (Z/p)
4 a rank four elementary abelian
p-group. Note that E only has representations of type (1, 1, 1) if p > 2, so
we make this assumption throughout the paper. As in Section 4 of [5], define
σ : F2 → GL3(F) by
σ(c1, c2) :=
1 2c1 c21 + c20 1 c1
0 0 1
 .
Note that σ defines a representation of the group (F2,+). For a matrix
M :=
(
c11 c12 c13 c14
c21 c22 c23 c24
)
with cij ∈ F, the assignment ej 7→ σ(c1j , c2j) determines a three dimensional
representation of E, which we denote by VM . The action of E on F[x, y, z]
is given by right multiplication on x = [0 0 1], y = [0 1 0] and z = [1 0 0].
Thus x · σ(c1, c2) = x, y · σ(c1, c2) = y + c1x and z · σ(c1, c2) = z + 2c1y +
(c21 + c2)x. The representation VM is of type (1, 1, 1) if at least one c1j is non-
zero. Furthermore, by Proposition 4.1 of [5], for every representation of type
(1, 1, 1), there exists a choice of basis for which the action is given by some
matrix M .
In this paper, we compute F[VM ]
E for allM ∈ F2×4. We give a stratification
of F2×4 and show that within each stratum there is a uniform computation of
F[VM ]
E . Note that the automorphism group of E is isomorphic to GL4(Fp),
where Fp denotes the field of p elements. Since Fp ⊆ F, there is a natural right
action of GL4(Fp) on F
2×4. If M and M ′ lie in the same GL4(Fp)-orbit, then
F[VM ]
E = F[VM ′]
E . Essentially, we study subrings of F[x, y, z] parametrised
by points in F2×4/GL4(Fp) and use elements of F[F
2×4]SL4(Fp) to describe the
stratification.
In Section 2, we work over the field k := Fp(xij | i ∈ {1, 2}, j ∈ {1, 2, 3, 4})
and compute k[VM]
E for the generic matrix
M :=
(
x11 x12 x13 x14
x21 x22 x23 x24
)
.
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We show that k[VM]
E is a complete intersection of embedding dimension five
with generators in degrees 1, p2, p2+2p, p3+2 and p4, and relations in degrees
p3 + 2p2 and p4 + 2p. Consider the 10× 4 matrix
Γ :=

x11 x12 x13 x14
x21 x22 x23 x24
xp11 x
p
12 x
p
13 x
p
14
xp21 x
p
22 x
p
23 x
p
24
...
xp
4
11 x
p4
12 x
p4
13 x
p4
14
xp
4
21 x
p4
22 x
p4
23 x
p4
24

and for a subsequence (i, j, k, ℓ) of (1, 2, . . . , 10), let γijkℓ denote the associ-
ated 4× 4 minor of Γ. Note that γijkℓ ∈ F[F
2×4]SL4(Fp) and, for g ∈ GL4(Fp),
we have g(γijkℓ) = det(g)γijkℓ. We use zero-sets of various γijkℓ to define the
stratification of F2×4/GL4(Fp). In Section 3, we show that for M ∈ F
2×4 with
γ1234(M) 6= 0, γ1235(M) 6= 0, and γ1357(M) 6= 0, the generic calculation sur-
vives evaluation. In Sections 4 through 10, we compute the rings of invariants
for the remaining strata.
§4. For γ1357(M) 6= 0, γ1235(M) 6= 0, γ1234(M) = 0: F[VM ]
E is a complete
intersection with generators in degrees 1, 2p, p3, p3 + 2 and p4, and
relations in degrees 2p3 and p4 + 2p.
§5. For γ1357(M) 6= 0, γ1235(M) = 0, γ1234(M) 6= 0: If γ1245(M) 6= 0
then F[VM ]
E is a complete intersection with generators in degrees 1,
p2, p2 + p, p3 + p + 2 and p4, and relations in degrees p3 + p2 and
p4 + p2 + 2p. Otherwise, F[VM ]
E is a hypersurface with generators in
degrees 1, p2, p2 + 2 and p4, with the relation in degree p4 + 2p2.
§6. For γ1357(M) = 0, γ1235(M) 6= 0, γ1234(M) 6= 0: F[VM ]
E is a complete
intersection with generators in degrees 1, p2, p2 + 2p, p3 + 1 and p4,
and relations in degrees p3 + 2p2 and p4 + p.
§7. For γ1357(M) 6= 0, γ1235(M) = 0, γ1234(M) = 0: F[VM ]
E is a hyper-
surface. If γ1257(M) = 0, then the generators are in degrees 1, 2, p
4
and p4 and the relation is in degree 2p4. Otherwise, the generators
are in degrees 1, p, p3 + p2 + p + 2, p4 and the relation is in degree
p4 + p3 + p2 + 2p.
§8. For γ1357(M) = 0, γ1235(M) 6= 0, γ1234(M) = 0: F[VM ]
E is a complete
intersection with generators in degrees 1, 2p, p3, p3 + 1, and p4, with
relations in degrees 2p2 and p4 + p.
§9. For γ1357(M) = 0, γ1235(M) = 0, γ1234(M) 6= 0: If γ1245(M) 6= 0,
then F[VM ]
E is a complete intersection with generators in degrees 1,
p2, p2 + p, p3 + 1, and p4, with relations in degrees p3 + p2 and p4 + p.
Otherwise, F[VM ]
E is a hypersurface with generators in degrees 1, p2,
p2 + 1 and p4, with a relation in degree p4 + p2.
§10. For γ1357(M) = 0, γ1235(M) = 0, γ1234(M) = 0: If γ1246(M) 6= 0 then
F[VM ]
E is a hypersurface with generators in degrees 1, p, p3 + 1, p4,
and a relation in degree p4+ p. Otherwise, the representation is either
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not faithful or not of type (1, 1, 1); in either case, the invariants were
computed in [5].
1. Preliminaries
We make extensive use of the theory of SAGBI bases to compute rings of
invariants. A SAGBI basis is the Subalgebra Analogue of a Gro¨bner Basis
for Ideals, and is a particularly nice generating set for the subalgebra. The
concept was introduced independently by Robbiano-Sweedler [11] and Kapur-
Madlener [8]; a useful reference is Chapter 11 of Sturmfels [12]. We adopt the
convention that a monomial is a product of variables and a term is a monomial
with a coefficient. We use the graded reverse lexicographic order with x <
y < z. For a polynomial f ∈ F[x, y, z], we denote the lead monomial of f by
LM(f) and the lead term of f by LT(f). For B = {h1, . . . , hℓ} ⊂ F[x, y, z]
and I = (i1, . . . , iℓ), a sequence of non-negative integers, denote
∏ℓ
j=1 h
ij
j by
hI . A teˆte-a`-teˆte for B is a pair (hI , hJ) with LM(hI) = LM(hJ); we say
that a teˆte-a`-teˆte is non-trivial if the support of I is disjoint from the support
of J . The reduction of an S-polynomial is a fundamental calculation in the
theory of Gro¨bner bases. The analogous calculation for SAGBI bases is the
subduction of a teˆte-a`-teˆte. For any f ∈ F[x, y, z], if there exists a sequence I
such that LM(f) = LM(hI), we can choose c ∈ F so that LT(f) = LT(chI).
Then LT(f − chI) < LT(f). If by iterating this process we can write f as
a polynomial in the hi, we say that f subducts to zero (using B). For a
teˆte-a`-teˆte (hI , hJ), choose c so that LT(hI) = LT(chJ). We say that the
teˆte-a`-teˆte subducts to zero if hI − chJ subducts to zero. A subset B of a
subalgebra A ⊂ F[x1, . . . , xn] is a SAGBI basis for A if the lead monomials of
the elements of B generate the lead term algebra of A or, equivalently, every
non-trivial teˆte-a`-teˆte for B subducts to zero. For background material on
term orders and Gro¨bner bases, we recommend [1].
The following specialisation of Theorem 1.1 of [5] is our primary compu-
tational tool. Note that under the hypotheses of the theorem, {x, h1, hℓ} is
a homogeneous system of parameters and, therefore, F[VM ]
E is an integral
extension of A.
Theorem 1.1. For homogeneous h1, . . . , hℓ ∈ F[VM ]
E with LM(h1) = y
i for
some i > 0, LM(hℓ) = z
j for some j > 0 and LM(hk) ∈ F[y, z] for k =
2, . . . , ℓ− 1, define B := {x, h1, . . . , hℓ} and let A denote the algebra generated
by B. If A[x−1] = F[VM ]
E [x−1] and B is a SAGBI basis for A, then A =
F[VM ]
E and B is a SAGBI basis for F[VM ]
E.
Note that, if an algebra is generated by a finite SAGBI basis, then for the
corresponding presentation, the ideal of relations is generated by elements
corresponding to the subductions of the non-trivial teˆte-a`-teˆtes (see Corol-
lary 11.6 of [12]). We use the term complete intersection to refer to an algebra
with a presentation for which the ideal of relations is generated by a regular
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sequence. Since the Krull dimension of F[VM ]
E is three, the ring is a com-
plete intersection if the number of generators minus the number of non-trivial
teˆte-a`-teˆtes is three.
We routinely use the SAGBI/Divide-by x algorithm introduced in Sec-
tion 1 of [5]. The traditional SAGBI basis algorithm proceeds by subducting
teˆte-a`-teˆtes and adding any non-zero subductions to the generating set. For
SAGBI/Divide-by-x, if a non-zero subduction is divisible by x, we divide by
the highest possible power of x before adding the polynomial to the generat-
ing set. While the SAGBI algorithm extends the generating set for a given
subalgebra, SAGBI/Divide-by-x extends the subalgebra. If we start with a
subalgebra A which contains a homogeneous system of parameters and sat-
isfies the condition that A[x−1] = F[VM ]
E [x−1], then the SAGBI/Divide-by-x
algorithm will produce a generating set for F[VM ]
E (see Theorem 1.2 of [5]).
For f ∈ F[VM ], we define the norm of f to be the orbit product
NM(f) :=
∏
{f · g | g ∈ E} ∈ F[VM ]
E
with the action of E determined by M . When applying Theorem 1.1, we often
take hℓ to be NM(z).
Remark 1.2. Note that the action of E restricts to an action on F[x, y] and
that F[x, y]E = F[x,NM (y)] (see Section 2 of [5]). Therefore, if h ∈ F[x, y]
E
is homogeneous with deg(h) = |{y · g | g ∈ E}| then h is a linear combination
of NM(y) and x
deg(h).
Define δ := y2 − xz and observe that
δ · σ(c1, c2) = (y + c1x)
2 − x(z + 2c1y + (c
2
1 + c2)x) = δ − c2x
2.
Note that F[x, y, z][x−1] = F[x, y,−δ/x][x−1] and that the F[x, y,−δ/x]E is a
polynomial algebra (see Theorem 3.9.2 of [6]). This “change of basis” can be
a useful way to compute the field of fractions of F[VM ]
E . Form the matrix Γ˜
by augmenting Γ with the column[
y
x
(
−
δ
x2
) (y
x
)p (
−
δ
x2
)p
· · ·
(y
x
)p4 (
−
δ
x2
)p4]T
.
For a subsequence J = (j1, . . . , j5) of (1, 2, . . . , 10), let f˜J ∈ k[x, y, z][x
−1]
denote the associated 5× 5 minor of Γ˜. Let fJ denote the element of k[x, y, z]
constructed by minimally clearing the denominator of f˜J . Observe that fJ ∈
k[VM]
E . Furthermore, the coefficients of fJ lie in Fp[xij ]
SL4(Fp) and, for an
arbitrary M ∈ F2×4, evaluating the coefficients of fJ at M gives an element
fJ ∈ F[VM ]
E . Invariants constructed in this way are a crucial ingredient in
our calculations. Define f1 := f12345 and observe that LT(f1) = γ1234y
p2. Note
that LT(f12346) = −γ1234y
2p2. A straight-forward calculation shows that
LT(f 21 + γ1234f12346) = 2γ1234γ1235x
p2−2pyp
2+2p.
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Therefore,
f2 :=
f 21 + γ1234f12346
2xp2−2p
∈ k[VM]
E
has lead term γ1234γ1235y
p2+2p.
We make frequent use of the Plu¨cker relations for the minors of Γ and Γ˜.
Theorem 1.3. For N an n×m matrix with n > m, let pi1,...,im denote the m×
m minor of N determined by the rows i1, . . . , im. For sequences (i1, . . . , im−1)
and (j1, . . . , jm+1), we have the following Plu¨cker relation
m+1∑
a=1
(−1)api1,...,im−1,japj1,...,ja−1,ja+1,...,jm+1 = 0.
For a proof of the above theorem, see, for example, [9, §4.1.3].
Lemma 1.4. For 2 < i < 7,
γ12i7γ
p
1234 = γ12i6γ
p
1235 − γ12i5γ
p
1245 + γ12i4γ
p
1345 − γ12i3γ
p
2345.
Proof. Since taking pth powers is Fp-linear, γ(i+2)(j+2)(k+2)(ℓ+2) = γ
p
ijkℓ. For ex-
ample, γ3456 = γ
p
1234. The result follows from this fact, using the (1, 2, i)(3, 4, 5, 6, 7)
Plu¨cker relation for the matrix Γ. 
For K = (k1, k2, . . . , k6) a subsequence of (1, 2, . . . , 10), let Ki denote the
subsequence of K formed by omitting i and let Ki,j denote the subsequence
of K formed by omitting i and j. The following is Lemma 5.3 from [5].
Lemma 1.5. For any subsequence (i1, i2, i3) of K,
(−1)ǫ1γKi1,i2 f˜Ki3 + (−1)
ǫ2γKi2,i3 f˜Ki1 + (−1)
ǫ3γKi1,i3 f˜Ki2 = 0
for some choice of ǫℓ ∈ {0, 1}.
Remark 1.6. Note that γ1357(M) = 0 if and only if {c11, c12, c13, c14} is lin-
early dependent over Fp. This follows from the usual construction of the Dick-
son invariants, see for example [14]. The key observation is that γ1357(M)
p−1
is the product of the non-zero Fp-linear combinations of {c11, c12, c13, c14}.
2. The Generic Case
In this section we compute k[VM]
E. With f1 and f2 defined as in Sec-
tion 1, using Theorem 5.2 of [5], we see that k[VM]
E [x−1] = k[x, f1, f2][x
−1].
Thus it is sufficient to extend {x, f1, f2, NM(z)} to a SAGBI basis. We use
the SAGBI /Divide-by-x algorithm of [5, §1] to do this. We will show that
the algorithm produces one new invariant, which we denote by f3, and that
LT(f3) = γ1357y
p3+2. For p = 3 and p = 5, this result follows from a Magma
calculation. For the rest of this section, we assume p > 5.
Expanding the definitions of f1, f12346 and f2 gives
f1 = γ1234y
p2 + γ1235δ
pxp
2−2p + γ1245x
p2−pyp + γ1345δx
p2−2 + γ2345x
p2−1y,
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f12346 = −γ1234δ
p2 +γ1236δ
px2p
2−2p+γ1246x
2p2−pyp+γ1346δx
2p2−2+γ2346x
2p2−1y
and
f2 =
f 21 + γ1234f12346
2xp2−2p
= γ1234γ1235y
p2δp + γ1234γ1245x
pyp
2+p + γ1234γ1345δx
2p−2yp
2
+ γ1234γ2345x
2p−1yp
2+1 +
γ21234
2
x2pzp
2
+
γ21235
2
δ2pxp
2−2p + γ1235γ1245δ
pxp
2−pyp
+ γ1235γ1345δ
p+1xp
2−2 + γ1235γ2345δ
pxp
2−1y +
γ1234γ1236
2
xp
2
δp +
γ21245
2
xp
2
y2p
+ γ1245γ1345δx
p2+p−2yp + γ1245γ2345x
p2+p−1yp+1 +
γ1234γ1246
2
ypxp
2+p
+
γ21345
2
δ2xp
2+2p−4 + γ1345γ2345δx
p2+2p−3y +
γ22345
2
xp
2+2p−2y2
+
γ1234γ1346
2
δxp
2+2p−2 +
γ1234γ2346
2
xp
2+2p−1y.
Subducting the teˆte-a`-teˆte (f p+21 , f
p
2 ) gives
f˜3 = γ
p
1235f
p+2
1︸ ︷︷ ︸
T1
− γ21234f
p
2︸ ︷︷ ︸
T2
+α1x
p2−2pf p1 f2︸ ︷︷ ︸
T3
+ α2x
p2f p+11︸ ︷︷ ︸
T4
+α3x
2p2−2pf p−11 f2︸ ︷︷ ︸
T5
+α4x
2p2−pf
p−3
2
1 f
p+1
2
2︸ ︷︷ ︸
T6
where
α1 = −2γ
p
1235, α2 = γ1234γ
p
1245, α3 =
γp+11234γ1237
γ1235
and α4 =
γp+31234γ1257
γ
p+3
2
1235
.
Lemma 2.1. For p ≥ 5, LT(f˜3) = αx
2p2−2yp
3+2 with
α =
γp+11234
γ1235
(γ1234γ
p+1
1345 + γ
p
1235γ1345γ1236 − γ
p+1
1235γ1346) = −
γ1357γ
2p+2
1234
γ1235
Proof. We work modulo the ideal in k[x, y, z] generated by x2p
2−1. By the
definition of f2, we have
T1 − T2 + T3 = −γ
p
1235γ1234f
p
1 f12346 − γ
2
1234f
p
2 .
As f p1 ≡ γ
p
1234y
p3 and
f p2 ≡ γ
p
1234γ
p
1235δ
p2yp
3
+γp1234γ
p
1245x
p2yp
3+p2+γp1234γ
p
1345δ
px2p
2−2pyp
3
+γp1234γ
p
2345x
2p2−pyp
3+p,
we obtain
T1 − T2 + T3 ≡ −γ
p+2
1234γ
p
1245x
p2yp
3+p2 − γp+11234(γ1234γ
p
1345 + γ
p
1235γ1236)δ
px2p
2−2pyp
3
− γp+11234(γ1234γ
p
2345 + γ
p
1235γ1246)x
2p2−pyp
3+p − γp+11234γ
p
1235γ1346δx
2p2−2yp
3
.
Since
xp
2
f p+11 ≡ γ
p
1234y
p3xp
2
f1 ≡ γ
p+1
1234x
p2yp
3+p2 + γp1234γ1235δ
px2p
2−2pyp
3
+ γp1234γ1245x
2p2−pyp
3+p + γp1234γ1345δx
2p2−2yp
3
,
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we see that
T1 − T2 + T3 + T4 ≡ γ
p+1
1234(γ1235γ
p
1245 − γ
p
1235γ1236 − γ1234γ
p
1345)x
2p2−2pyp
3
δp
+ γp+11234(γ
p+1
1245 − γ
p
1235γ1246 − γ1234γ
p
2345)x
2p2−pyp
3+p
+ γp+11234(γ
p
1245γ1345 − γ
p
1235γ1346)δx
2p2−2yp
3
.
Using Lemma 1.4 for i = 3 and i = 4, along with the analogous result
coming from the (1, 3, 4)(3, 4, 5, 6, 7) Plu¨cker relation for Γ, gives
T1−T2+T3+T4 ≡ −γ
2p+1
1234 γ1237x
2p2−2pyp
3
δp−γ2p+11234 γ1247x
2p2−pyp
3+p−γ2p+11234 γ1347δx
2p2−2yp
3
.
Since 3p2 − 4p ≥ 2p2 − 1 for p ≥ 5, x2p
2−2pf p−11 ≡ γ
p−1
1234y
p3−p2x2p
2−2p. Using
the description of f2 given above
x2p
2−2pf2 ≡ γ1234x
2p2−2pyp
2 (
γ1235δ
p + γ1245x
pyp + γ1345δx
2p−2
)
.
Thus
T5 ≡ α3γ
p
1234y
p3x2p
2−2p
(
γ1235δ
p + γ1245x
pyp + γ1345δx
2p−2
)
.
Using the (1, 2, 4)(1, 2, 3, 5, 7) and (1, 3, 5)(1, 2, 3, 4, 7) Plu¨cker relations gives
T1 − T2 + T3 + T4 + T5 ≡ −
γ2p+21234 γ1257
γ1235
x2p
2−pyp
3+p −
γ2p+21234 γ1357
γ1235
δx2p
2−2yp
3
.
Expanding and reducing modulo 〈x2p
2−1〉, we get
x2p
2−pf
p−3
2
1 ≡ x
2p2−pγ
p−3
2
1234y
p3−3p2
2
and
x2p
2−pf
p+1
2
2 ≡ γ
p+1
2
1234γ
p+1
2
1235x
2p2−py
p3+3p2
2
+p.
Thus
T6
α4
≡ γp−11234γ
p+1
2
1235x
2p2−pyp
3+p
and
f˜3 = T1 − T2 + T3 + T4 + T5 + T6 ≡ αx
2p2−2yp
3+2.
Using the (1,2,3)(1,3,4,5,6) and (1,3,5)(3,4,5,6,7) Plu¨cker relations, we obtain
α =
γp+21234
γ1235
(γp+11345 − γ1356γ
p
1235) = −
γ2p+21234 γ1357
γ1235
and, since we are using the grevlex term order with x < y < z, the result
follows. 
Define
f3 := −f˜3
γ1235
γ2p+21234 x
2p2−2
so that LT(f3) = γ1357y
p3+2. Looking at the exponents of y modulo p, it is clear
that there is only one new non-trivial teˆte-a`-teˆte : (f p3 , f2f
p2−1
1 ). To prove that
B := {x, f1, f2, f3, NM(z)} is SAGBI basis for k[VM]
E , it is sufficient to show
that this teˆte-a`-teˆte subducts to zero. However, NM(z) is rather complicated
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and it is more conveniant to take an indirect approach. Subducting the teˆte-
a`-teˆte using only {x, f1, f2, f3} gives
f˜4 := β1f
p
3︸︷︷︸
T ′1
− β2f
p2−1
1 f2︸ ︷︷ ︸
T ′2
+ β3x
pf
p2− p+3
2
1 f
p+1
2
2︸ ︷︷ ︸
T ′3
+ β4x
2p−2f p
2−p
1 f3︸ ︷︷ ︸
T ′4
+ β5x
2p−1f
p2−1
2
−p
1 f
p−1
2
2 f
p+1
2
3︸ ︷︷ ︸
T ′5
where
β1 := γ1235γ
p2
1234, β2 := γ
p
1357, β3 :=
γ1234(γ1245γ
p
1357 − γ1235γ
p
2357)
γ
(p+1)/2
1235
,
β4 := γ
p
1234γ1345γ
p−1
1357 and β5 := −γ
p2+p+2
2
1234 γ
p+3
2
1235γ
p−3
2
1357.
The lemma below proves that {x, f1, f2, f3, f˜4/x
2p} is SAGBI basis. We then
use this in the proof of Theorem 2.3.
Lemma 2.2. For p ≥ 5, LT(f˜4) =
γp
2
1234γ
p+1
1235
2
x2pzp
4
.
Proof. We work modulo the ideal in k[x, y, z] generated by x2p+1 and x2py,
which we denote by n. Since p ≥ 5, we have p2 − 2p ≥ 2p + 1. Therefore,
using the expressions for f1 and f2 given above p ≥ 5, we have f1 ≡n γ1234y
p2
and
f2 ≡n γ1234γ1235y
p2δp + γ1234γ1245y
p2+pxp + γ1234γ1345δx
2p−2yp
2
+ γ1234γ2345x
2p−1yp
2+1 +
γ21234
2
x2pzp
2
.
We will need expressions modulo n for f p3 , x
2p−2f3 and x
2p−1f
(p+1)/2
3 . Let m
denote the ideal generated by x2y and x3. Reworking the calulations of the
proof of Lemma 2.1 to keep additional terms of f3, gives
f3 ≡m γ1357δy
p3 + γ2357xy
p3+1 +
γ1235
2
x2zp
3
.
Thus
f p3 ≡n γ
p
1357δ
pyp
4
+ γp2357x
pyp
4+p +
γp1235
2
x2pzp
4
,
x2p−2f3 ≡n γ1357δx
2p−2yp
3
+ γ2357x
2p−1yp
3+1 +
γ1235
2
x2pzp
3
and
x2p−1f
p+1
2
3 ≡n γ
(p+1)/2
1357 x
2p−1y(p
3+2)(p+1)/2.
Therefore
T ′1 − T
′
2 ≡n γ
p2
1234 (γ1235γ
p
2357 − γ1245γ
p
1357)x
pyp
4+p − γp
2
1234γ1345γ
p
1357δx
2p−2yp
4
− γp
2
1234γ2345γ
p
1357x
2p−1yp
4+1 +
γp
2
1234γ
p+1
1235
2
x2pzp
4
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Since xpf
p+1
2
2 ≡n γ
p+1
2
1234γ
p+1
2
1235x
py
p3+3p2
2
+p, we have
T ′1 − T
′
2 + T
′
3 ≡n −γ
p2
1234γ1345γ
p
1357δx
2p−2yp
4
− γp
2
1234γ2345γ
p
1357x
2p−1yp
4+1 +
γp
2
1234γ
p+1
1235
2
x2pzp
4
.
Using the description of x2p−2f3 given above, we see that
T ′1−T
′
2+T
′
3+T
′
4 ≡n γ
p2
1234γ
p−1
1357 (γ1345γ2357 − γ1357γ2345)x
2p−1yp
4+1+
γp
2
1234γ
p+1
1235
2
x2pzp
4
.
The (2, 3, 5)(1, 3, 4, 5, 7) Plu¨cker relation gives γ2345γ1357−γ2357γ1345 = −γ1235γ3457.
Thus
T ′1 − T
′
2 + T
′
3 + T
′
4 ≡n γ
p2
1234γ
p−1
1357γ1235γ3457x
2p−1yp
4+1 +
γp
2
1234γ
p+1
1235
2
x2pzp
4
.
Observe that
x2p−1f
p2−1
2
−p
1 ≡n γ
p2−1
2
−p
1234 x
2p−1y
p4−p2
2
−p3
and
x2p−1f
p−1
2
2 ≡n γ
p−1
2
1234γ
p−1
2
1235x
2p−1y
p3+p2
2
−p.
Therefore, using the description of x2p−1f
p+1
2
3 given above, we obtain
f˜4 := T
′
1 − T
′
2 + T
′
3 + T
′
4 + T
′
5 ≡n
γp
2
1234γ
p+1
1235
2
x2pzp
4
,
and, since we are using the grevlex term order with x < y < z, the result
follows. 
Theorem 2.3. The set B := {x, f1, f2, f3, NM(z)} is a SAGBI basis, and
hence a generating set, for k[VM]
E. Furthermore, k[VM]
E is a complete inter-
section with generating relations coming from the subduction of the teˆte-a`-teˆtes
(f p2 , f
p+2
1 ) and (f
p
3 , f2f
p2−1
1 ).
Proof. Define f4 := f˜4/x
2p, B′ := {x, f1, f2, f3, f4} and let A denote the alge-
bra generated by B′. The only non-trivial teˆte-a`-teˆtes for B′ are (f p2 , f
p+2
1 ) and
(f p3 , f2f
p2−1
1 ). From Lemmas 2.1 and 2.2, these teˆte-a`-teˆtes subduct to zero.
Therefore B′ is a SAGBI basis for A. From Theorem 5.2 of [5], k[VM]
E [x−1] =
k[x, f1, f2][x
−1]. Thus A[x−1] = k[VM]
E[x−1]. Note that LM(f4) = z
p4 . There-
fore, by Theorem 1.1, A = k[VM]
E and B′ is a SAGBI basis for k[VM]
E . Hence
the lead term algebra of k[VM]
E is generated by {x, yp
2
, yp
2+2p, yp
3+2, zp
4
}.
Since the orbit of z has size p4, we see that LM(NM(z)) = z
p4 . Thus
LM(B) = LM(B′) and B is also a SAGBI basis for k[VM]
E . For any sub-
algebra with a SAGBI basis, the relations are generated by the non-trivial
teˆte-a`-teˆte. Hence (f p2 , f
p+2
1 ) and (f
p
3 , f2f
p2−1
1 ) generate the ideal of relations
and k[VM]
E is a complete intersection with embedding dimension five. 
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3. The Essentially Generic Case
In this section we consider representations VM for M ∈ F
2×4 for which
γ1234(M) 6= 0, γ1235(M) 6= 0 and γ1357(M) 6= 0. With this restriction on
M , we can evaluate the coefficients of the polynomials {fi | i = 1, 2, 3, 4},
as defined in Section 2, at M to get {f¯i | i = 1, 2, 3, 4} ⊂ F[VM ]
E . Note
that LT(f¯1) = γ1234(M)y
p2 so that LM(f¯1) = y
p2. Similarly LM(f¯2) = y
p2+2p,
LM(f¯3) = y
p3+2 and LM(f¯4) = z
p4 . Also, note that γ1357(M) = 0 if and only
if {c11, c12, c13, c14} is linearly dependent over Fp. Thus, if γ1357(M) 6= 0, the
orbit of z has size p4 and LM(NM(z)) = z
p4 .
Theorem 3.1. If γ1234(M) 6= 0, γ1235(M) 6= 0 and γ1357(M) 6= 0, then the
set B := {x, f¯1, f¯2, f¯3, NM(z)} is a SAGBI basis, and hence a generating set,
for F[VM ]
E. Furthermore, F[VM ]
E is a complete intersection with generat-
ing relations coming from the subduction of the teˆte-a`-teˆtes (f¯2
p
, f¯1
p+2
) and
(f¯3
p
, f¯2f¯1
p2−1
).
Proof. Define B′ := {x, f¯1, f¯2, f¯3, f¯4} and let A denote the algebra generated by
B′. The only non-trivial teˆte-a`-teˆtes for B′ are (f¯2
p
, f¯1
p+2
) and (f¯3
p
, f¯2f¯1
p2−1
).
The calculations in the proofs of Lemmas 2.1 and 2.2 survive evaluation at
M , proving that these teˆte-a`-teˆtes subduct to zero and B′ is a SAGBI basis
for A. Thus, to use Theorem 1.1 to prove A = F[VM ]
E , we need only show
that A[x−1] = F[VM ]
E[x−1].
Consider
f12357 = γ1235y
p3 − γ1237y
p2xp
3−p2 + γ1257y
pxp
3−p + γ1357δx
p3−2 + γ2357yx
p3−1
and evaluate the coefficients at M to get f¯12357 ∈ F[VM ]
E with lead monomial
yp
3
. Since γ1357(M) 6= 0, f¯12357 has degree one as a polynomial in z. Further-
more, the coefficient of z is −γ1357(M)x
p3−1. Therefore, using Theorem 2.4 of
[4], F[VM ]
E [x−1] = F[x,NM (y), f¯12357][x
−1]. Thus, to prove A = F[VM ]
E , it is
sufficient to show that {NM(y), f¯12357} ⊂ A[x
−1].
Using Lemma 1.5 for the subsequence (1, 2, 4) of (1, 2, 3, 4, 5, 7), shows that
γp1235f˜12357 = γ3457f˜12357 ∈ SpanFp{γ2357f˜13457, γ1357f˜23457}.
Thus f¯12357 ∈ SpanF[x,x−1]{f¯13457, f¯23457}. Similarly, using the (1, 6, 7) subse-
quence of (1, 3, 4, 5, 6, 7), f¯13457 ∈ SpanF[x,x−1]{f¯13456, f¯
p
12345}. Iterating this
process gives f¯12357 ∈ SpanF[x,x−1]{f¯12345, f¯
p
12345, f¯12346}. Since f¯12345 = f¯1
and f¯12346 = 2f¯2x
p2−2p − f¯ 21 , we see that f¯13457 ∈ A[x
−1]. A similar argu-
ment shows that f¯13579 ∈ SpanF[x,x−1]{f¯
pi
12345, f¯
pj
12346 | i, j ∈ {0, 1, 2}}, giving
f¯13579 ∈ A[x
−1]. Since f¯13579 = γ1357(M)NM (y) (see Remark 1.2), we have
NM(y) ∈ A[x
−1]. Therefore A = F[VM ]
E . As in the proof of Theorem 2.3,
observe that LM(B) = LM(B′). 
Remark 3.2. Lemmas 2.1 and 2.2 are only valid for p > 5. However, for
the Magma calculations used to verify Theorem 2.3 for p = 3 and p = 5, only
12 THE´O PIERRON AND R.J. SHANK
γ1234 and γ1235 are inverted. Thus Theorem 3.1 remains valid for p = 3 and
p = 5.
4. The γ1234 = 0,γ1235 6= 0,γ1357 6= 0 Stratum
In this section we consider representations VM for M ∈ F
2×4 for which
γ1234(M) = 0, γ1235(M) 6= 0 and γ1357(M) 6= 0. For convenience, we write
γ¯ijkℓ for γijkℓ(M). Evaluating coefficients gives
f¯1 = γ¯1235δ
pxp
2−2p + γ¯1245y
pxp
2−p + γ¯1345δx
p2−2 + γ¯2345yx
p2−1.
Define
h1 :=
f¯1
γ¯1235xp
2−2p
and h2 :=
f¯12357
γ¯1235
so that LT(h1) = y
2p and LT(h2) = y
p3. Note that h1, h2 ∈ F[VM ]
E . Further-
more, arguing as in the proof of Theorem 3.1, F[VM ]
E[x−1] = F[x,NM (y), h2][x
−1].
Lemma 4.1.
NM (y) = h
p
2 +
(
γ¯p1237
γ¯p1235
−
γ¯1359
γ¯1357
)
h2x
p4−p3 −
γ¯p1357
γ¯p1235
h1x
p4−2p.
Proof. Since f¯13579 = γ¯1357NM(y) (see Remark 1.2), we have
NM(y) = y
p4 −
γ¯1359
γ¯1357
yp
3
xp
4−p3 +
γ¯1379
γ¯1357
yp
2
xp
4−p2 −
γ¯1579
γ¯1357
ypxp
4−p +
γ¯3579
γ¯1357
yxp
4−1.
Using the definition gives
h2 := y
p3 −
γ¯1237
γ¯1235
yp
2
xp
3−p2 +
γ¯1257
γ¯1235
ypxp
3−p +
γ¯1357
γ¯1235
δxp
3−2 +
γ¯2357
γ¯1235
yxp
3−1.
Thus
NM(y)− h
p
2 =
(
γ¯p1237
γ¯p1235
−
γ¯1359
γ¯1357
)
yp
3
xp
4−p3 −
(
γ¯p1257
γ¯p1235
−
γ¯1379
γ¯1357
)
yp
2
xp
4−p2
−
(
γ¯p2357
γ¯p1235
+
γ¯1579
γ¯1357
)
ypxp
4−p −
γ¯p1357
γ¯p1235
δpxp
4−2p +
γ¯3579
γ¯1357
yxp
4−1.
Using the (1, 3, 5)(3, 4, 5, 7, 9), (1, 3, 7)(3, 4, 5, 7, 9) and (1, 5, 7)(3, 4, 5, 7, 9) Plu¨cker
relations gives
NM(y)− h
p
2 =
γ¯p−11357
γ¯p1235
(
γ¯1345y
p3xp
4−p3 − γ¯1347y
p2xp
4−p2 − γ¯1457y
pxp
4−p − γ¯1357δ
pxp
4−2p
)
+
γ¯3579
γ¯1357
yxp
4−1.
Using the (1, 2, 3)(1, 3, 4, 5, 7) and (1, 2, 5)(1, 3, 4, 5, 7) Plu¨cker relations
γ¯1347 =
γ¯1237γ¯1345
γ¯1235
and γ¯1457 =
γ¯1245γ¯1357 − γ¯1257γ¯1345
γ¯1235
.
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Thus
NM(y) = h
p
2 +
γ¯p−11357
γ¯p1235
(
γ¯1345h2x
p4−p3 −
γ¯1357γ¯1245
γ¯1235
ypxp
4−p −
γ¯1357γ¯1345
γ¯1235
δxp
4−2
)
−
γ¯p1357
γ¯p1235
δpxp
4−2p +
(
γ¯3579
γ¯1357
−
γ¯p−11357γ¯1345γ¯2357
γ¯p+11235
)
yxp
4−1.
Using the (1, 3, 5)(2, 3, 4, 5, 7) Plu¨cker relation, γ¯1345γ¯2357 = γ¯1357γ¯2345 + γ¯
p+1
1235,
giving
γ¯p−11357γ¯1345γ¯2357
γ¯p+11235
=
γ¯2345γ¯
p
1357
γ¯p1235
+ γ¯p−11357.
From the definition of h1,
NM(y) = h
p
2 +
γ¯p−11357γ¯1345
γ¯p1235
h2x
p4−p3 −
γ¯p1357
γ¯p1235
h1x
p4−2p +
(
γ¯3579
γ¯1357
− γ¯p−11357
)
yxp
4−1.
The result follows from the fact that γ¯3579 = γ¯
p
1357. 
As a consequence of the lemma, F[VM ]
E [x−1] = F[x, h1, h2][x
−1]. Thus
applying the SAGBI/Divide-by-x algorithm to {x, h1, h2, NM(z)} produces a
generating set for F[VM ]
E . Subducting the teˆte-a`-teˆte (h22, h
p2
1 ) gives
h˜3 := h
2
2 − h
p2
1 + 2
γ¯1237
γ¯1235
h
p(p+1)/2
1 x
p3−p2 − 2
γ¯1257
γ¯1235
h
(p2+1)/2
1 x
p3−p.
Lemma 4.2.
LT(h˜3) =
2γ¯1357
γ¯1235
yp
3+2xp
3−2.
Proof. We work modulo the ideal in F[x, y, z] generated by xp
3−1. Therefore
hp
2
1 ≡ y
2p3, h1x
p3−p ≡ y2pxp
3−p and
h22 ≡ y
2p3 − 2
γ¯1237
γ¯1235
yp
3+p2xp
3−p2 + 2
γ¯1257
γ¯1235
yp
3+pxp
3−p + 2
γ¯1357
γ¯1235
δyp
3
xp
3−2.
Since xp
3−p2hp1 ≡ x
p3−p2y2p
2
, we have (hp1)
(p+1)/2xp
3−p2 ≡ xp
3−p2yp
3+p2. Thus
h22 ≡ h
p2
1 − 2
γ¯1237
γ¯1235
h
p(p+1)/2
1 x
p3−p2 + 2
γ¯1257
γ¯1235
h
(p2+1)/2
1 x
p3−p + 2
γ¯1357
γ¯1235
δyp
3
xp
3−2.
Hence h˜3 ≡ 2
γ¯1357
γ¯1235
δyp
3
xp
3−2, and the result follows 
Define h3 := γ¯1235h˜3/(2γ¯1357x
p3−2) so that LT(h3) = y
p3+2. Subducting the
teˆte-a`-teˆte (hp3, h
p
2h1) gives
h˜4 := h
p
3−h1h
p
2−α1x
ph
(p3+1)/2
1 +α2x
2p−2h3h
(p3−p2)/2
1 −α3x
2p−1h
(p2−1)/2
1 h
(p−3)/2
2 h
(p+1)/2
3
with
α1 :=
(
γ¯2357
γ¯1357
)p
−
γ¯1245
γ¯1235
, α2 :=
γ¯1345
γ¯1235
and α3 := α2
γ¯2357
γ¯1357
−
γ¯2345
γ¯1235
.
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Lemma 4.3.
LT(h˜4) =
(
γ¯1235
γ¯1357
)p
x2pzp
4
.
Proof. We work modulo the ideal n := 〈x2p+1, x2py〉. Using the definition of
h3 and methods analogous to the proof of Lemma 4.2, it is not hard to show
that
h3 ≡〈x3,x2y〉 δy
p3 +
γ¯2357
γ¯1357
xyp
3+1 +
γ¯1235
γ¯1357
x2zp
3
.
Thus
hp3 ≡n δ
pyp
4
+
(
γ¯2357
γ¯1357
)p
xpyp
4+p +
(
γ¯1235
γ¯1357
)p
x2pzp
4
.
Since h2 ≡n y
p3, we have
h1h
p
2 ≡n y
p4
(
δp +
γ¯1245
γ¯1235
ypxp +
γ¯1345
γ¯1235
δx2p−2 +
γ¯2345
γ¯1235
yx2p−1
)
.
Furthermore, since xph1 ≡n x
pδp, expanding gives xph
(p3+1)/2
1 ≡n x
pyp
4+p.
Therefore
hp3−h1h
p
2−α1x
ph
(p3+1)/2
1 ≡n −
γ¯1345
γ¯1235
δx2p−2yp
4
−
γ¯2345
γ¯1235
x2p−1yp
4+1+
(
γ¯1235
γ¯1357
)p
x2pzp
4
.
Note that x2p−2h
(p3−p2)/2)
1 ≡n x
2p−2yp
4−p3 . Thus
x2p−2h3h
(p3−p2)/2)
1 ≡n x
2p−2
(
yp
4
δ +
γ¯2357
γ¯1357
xyp
4+1
)
.
Hence
hp3−h1h
p
2−α1x
ph
(p3+1)/2
1 +α2x
2p−2h3h
(p3−p2)/2)
1 ≡n α3x
2p−1yp
4+1+
(
γ¯1235
γ¯1357
)p
x2pzp
4
.
Since x2p−1h
(p2−1)/2
1 h
(p−3)/2
2 h
(p+1)/2
3 ≡n x
2p−1yp
4+1, the result follows 
Define h4 := γ¯1357h˜4/(γ¯1357x
2p) so that LT(h4) = z
p4 .
Theorem 4.4. If γ1234(M) = 0, γ1235(M) 6= 0 and γ1357(M) 6= 0, then the set
B := {x, h1, h2, h3, NM(z)} is a SAGBI basis, and hence a generating set, for
F[VM ]
E. Furthermore, F[VM ]
E is a complete intersection with generating re-
lations coming from the subduction of the teˆte-a`-teˆtes (h22, h
p2
1 ) and (h
p
3, h1h
p
2).
Proof. Define B′ := {x, h1, h2, h3, h4} and let A denote the algebra generated
by B′. The only non-trivial teˆte-a`-teˆtes for B′ are (h22, h
p2
1 ) and (h
p
3, h1h
p
2). Us-
ing Lemmas 4.2 and 4.3, these teˆte-a`-teˆtes subduct to zero, proving that B′ is a
SAGBI basis for A. Since F[VM ]
E [x−1] = F[x, h1, h2][x
−1], using Theorem 1.1,
A = F[VM ]
E . Finally, observe that LM(B) = LM(B′). 
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5. The γ1234 6= 0,γ1235 = 0,γ1357 6= 0 Strata
In this section we consider representations VM for M ∈ F
2×4 for which
γ1235(M) = 0, γ1234(M) 6= 0 and γ1357(M) 6= 0. For convenience, we write
γ¯ijkℓ for γijkℓ(M).
Lemma 5.1. If γ¯1234 6= 0, γ¯1235 = 0, and γ¯1357 6= 0, then γ¯1345 6= 0.
Proof. Let ri denote row i of the matrix Γ(M). Since γ¯1234 6= 0, the set
{r1, r2, r3, r4} is linearly independent. Using this and the hypothesis that
γ¯1235 = 0, we conclude that r5 is linear combination of {r1, r2, r3}, say r5 =
a1r1+a2r2+a3r3. Since r3 is non-zero and the entries of r5 are the p
th powers of
the entries of r3, we see that r5 is non-zero. Suppose, by way of contradiction,
that γ¯1345 = 0. Then r5 is a non-zero linear combination of {r1, r3, r4}, say
r5 = b1r1 + b3r3 + b4r4. Thus b1r1 + b3r3 + b4r4 = a1r1 + a2r2 + a3r3. Since
{r1, r2, r3, r4} is linearly independent, b4 = a2 = 0, a1 = b1, a3 = b3 and
r5 = a1r1 + a3r3, contradicting the assumption that γ¯1357 6= 0. 
Take f1 as defined in Section 2, evaluate coefficients and divide by γ¯1234 to
get
f̂1 := y
p2 +
γ¯1245
γ¯1234
ypxp
2−p +
γ¯1345
γ¯1234
δxp
2−2 +
γ¯2345
γ¯1234
yxp
2−1.
Note that f̂1 is degree one in z with coefficient x
p2−2γ¯1345/γ¯1234 and so, using
Theorem 2.4 of [4], F[VM ]
E[x−1] = F[x,NM(y), f̂1][x
−1]. Define
h˜2 := NM(y)− f̂1
p2
+ α1f̂1
p
xp
4−p3 + α2f̂1
2
xp
4−2p2
with
α1 :=
γ¯1359
γ¯1357
+
γ¯p
2
1245
γ¯p
2
1234
and α2 :=
γ¯p
2
1345
γ¯p
2
1234
.
We work modulo the ideal n := 〈xp
4−p2−1〉. Since γ¯1357NM(y) = f¯13579 (see
Remark 1.2), we have NM (y) ≡n y
p4 − γ¯1359
γ¯1357
yp
3
xp
4−p3. Therefore
NM(y)− f̂1
p2
≡n −
(
γ¯1359
γ¯1357
+
γ¯p
2
1245
γ¯p
2
1234
)
yp
3
xp
4−p3 −
γ¯p
2
1345
γ¯p
2
1234
δp
2
xp
4−2p2.
Thus
NM(y)− f̂1
p2
+ α1f̂1
p
xp
4−p3 ≡n −
γ¯p
2
1345
γ¯p
2
1234
δp
2
xp
4−2p2 ≡n −
γ¯p
2
1345
γ¯p
2
1234
y2p
2
xp
4−2p2 .
Hence
h˜2 = NM(y)− f̂1
p2
+ α1f̂1
p
xp
4−p3 + α2f̂1
2
xp
4−2p2
≡n
2α2
γ¯1234
(
γ¯1245y
p2+pxp
4−p2−p + γ¯1345y
p2+2xp
4−p2−2
)
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We first consider the case γ¯1245 6= 0. Define h2 := γ¯
p2+1
1234 h˜2/(2x
p4−p2−pγ¯p
2
1345γ¯1245)
so that LT(h2) = y
p2+p. Since NM(y) ∈ F[x, f̂1, h2], we have F[VM ]
E[x−1] =
F[x, f̂1, h2][x
−1]. Subducting the teˆte-a`-teˆte (hp2, f̂1
p+1
) gives
h˜3 := f̂1
p+1
− hp2 +
(
γ¯1345
γ¯1245
)p
f̂1
p−2
h22x
p2−2p.
Lemma 5.2. LT(h˜3) = 2
(
γ¯1345
γ¯1245
)p+1
yp
3+p+2xp
2−p−2.
Proof. We work modulo the ideal 〈xp
2−p−1〉. Thus f̂1 ≡ y
p2. Reviewing the
definition of h2, we see that
hp2 ≡ y
p3+p2 +
(
γ¯1345
γ¯1245
)p
yp
3+2pxp
2−2p
and
h22x
p2−2p ≡ y2p
2+2pxp
2−2p + 2
(
γ¯1345
γ¯1245
)
y2p
2+p+2xp
2−p−2.
Thus
f̂1
p+1
− hp2 +
(
γ¯1345
γ¯1245
)p
f̂1
p−2
h22x
p2−2p ≡ 2
(
γ¯1345
γ¯1245
)p+1
yp
3+p+2xp
2−p−2
and the result follows. 
Define h3 := γ¯
p+1
1245h˜3/(2γ¯
p+1
1345x
p2−p−2) so that LT(h3) = y
p3+p+2.
Lemma 5.3. Subducting the teˆte-a`-teˆte (hp3, f̂1
p2−1
h22) gives an invariant with
lead term −γ¯p1245γ¯
p2
1234z
p4xp
2+2p/(4γ¯p
2+p
1345 ).
Proof. Modulo the ideal 〈xp
2+2p+1, xp
2+2py〉, the expression
hp3 − f̂1
p2−1
h22 + β1h3f̂1
p2−p+1
xp−2 + β2h2f̂1
p2
xp + β3f̂1
p2+1
x2p
+ β4h
4
2f̂1
p2−4
xp
2−2p + β5h3h
2
2f̂1
p2−p−2
xp
2−p−2
+ β6h
2
3f̂1
p2−2p
xp
2−4 + β7h
2
2f̂1
p2−2
xp
2
+ β8h3f̂1
p2−p
xp
2+p−2
+ β9h2f̂1
p2−1
xp
2+p + β10h3h
p−1
2 f̂1
p2−2p
xp
2+2p−2
+ β11h
(p+1)/2
3 h
(p−3)/2
2 f̂1
(p2+1)/2−p
xp
2+2p−1
with
β1 := 2
γ¯1345
γ¯1245
, β2 := −
(
γ¯1245
γ¯1234
)p+1(
γ¯1234
γ¯1345
)p
,
β3 :=
1
2
(
γ¯1245,
γ¯1345
)p((
γ¯2345
γ¯1345
)p2
−
(
γ¯1245
γ¯1345
)p2 (
γ¯1245
γ¯1234
)p)
,
β4 := −
1
2
(
γ¯1345
γ¯1245
)p
, β5 := 2
(
γ¯1345
γ¯1245
)p+1
, β6 := −2
(
γ¯1345
γ¯1245
)p+2
,
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β7 :=
1
2
(
γ¯1245
γ¯1345
)p(
γ¯1234
γ¯1345
)p2−p
γ¯1359
γ¯1357
, β8 := −
γ¯1345
γ¯1234
β7,
β9 := −
1
2
(
γ¯1245
γ¯1345
)p(
γ¯1234
γ¯1345
)p2 (
γ¯1245γ¯1379
γ¯1234γ¯1357
+
γ¯1579
γ¯1357
)
,
β10 :=
1
2
(
γ¯1245
γ¯1345
)p−1(
γ¯1234
γ¯1345
)p2
γ¯1379
γ¯1357
and β11 :=
1
2
(
γ¯1245
γ¯1345
)p(
γ¯1234
γ¯1345
)p2
γ¯3579
γ¯1357
,
is congruent to −γ¯p1245γ¯
p2
1234z
p4xp
2+2p/(4γ¯p
2+p
1345 ). 
Theorem 5.4. If γ1234(M) 6= 0, γ1235(M) = 0, γ1357(M) 6= 0, and γ1245(M) 6=
0, then the set B := {x, f̂1, h2, h3, NM(z)} is a SAGBI basis for F[VM ]
E. Fur-
thermore, F[VM ]
E is a complete intersection with generating relations coming
from the subduction of the teˆte-a`-teˆtes (hp2, f̂1
p+1
) and (hp3, f̂1
p2−1
h22).
Proof. Use the subduction of (hp3, f̂1
p2−1
h22) given in Lemma 5.3 to construct
an invariant h4 with lead term z
p4 . Define B′ := {x, f̂1, h2, h3, h4} and let
A denote the algebra generated by B′. The only non-trivial teˆte-a`-teˆtes for
B′ are (hp2, f̂1
p+1
) and (hp3, f̂1
p2−1
h22). Using Lemmas 5.2 and 5.3, these teˆte-
a`-teˆtes subduct to zero, proving that B′ is a SAGBI basis for A. Since
F[VM ]
E [x−1] = F[x, f̂1, h2][x
−1], using Theorem 1.1, A = F[VM ]
E. Finally,
observe that LM(B) = LM(B′). 
We now consider the case γ¯1245 = 0. Define ĥ2 := γ¯
p2+1
1234 h˜2/(2x
p4−p2−2γ¯p
2+1
1345 )
so that LT(ĥ2) = y
p2+2. Since NM(y) ∈ F[x, f̂1, ĥ2], we have F[VM ]
E[x−1] =
F[x, f̂1, ĥ2][x
−1].
Lemma 5.5. Subducting the teˆte-a`-teˆte (ĥ2
p2
, f̂1
p2+2
) gives an invariant with
lead term zp
4
(γ¯1234x
2/(2γ¯1345))
p2
.
Proof. Modulo the ideal 〈xp
2+1, xp
2
y〉, the expression
f̂1
p2+2
− ĥ2
p2
−
(
α1ĥ2f̂1
p2
xp
2−2 + α2f̂1
p2+1
xp
2
+ α3ĥ2
p
f̂1
p2−p
x2p
2−2p + α4ĥ2
p(p+1)/2
f̂1
(p2−p−2)/2
x2p
2−p
+ α5ĥ2f̂1
p2−1
x2p
2−2 + α6ĥ2
(p2+1)/2
f̂1
(p2−3)/2
x2p
2−1
)
with
α1 :=
2γ¯1345
γ¯1234
, α2 := −
γ¯1379γ¯
p2
1234
γ¯1357γ¯
p2
1345
, α3 := −
γ¯1359γ¯
p2−p
1234
γ¯1357γ¯
p2−p
1345
,
α4 :=
γ¯1579γ¯
p2
1234
γ¯1357γ¯
p2
1345
, α5 :=
γ¯1379γ¯
p2−1
1234
γ¯1357γ¯
p2−1
1345
and α6 := −
γ¯3579γ¯
p2
1234
γ¯1357γ¯
p2
1345
,
is congruent to zp
4
(γ¯1234x
2/(2γ¯1345))
p2
. 
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Theorem 5.6. If γ1234(M) 6= 0, γ1235(M) = 0, γ1357(M) 6= 0, and γ1245(M) =
0, then the set B := {x, f̂1, ĥ2, NM(z)} is a SAGBI basis for F[VM ]
E. Further-
more, F[VM ]
E is a hypersurface with the relation coming from the subduction
of the teˆte-a`-teˆte (ĥ2
p2
, f̂1
p2+2
)
Proof. Use the subduction of (ĥ2
p2
, f̂1
p2+2
) given in Lemma 5.5 to construct
an invariant ĥ3 with lead term z
p4 . Define B′ := {x, f̂1, ĥ2, ĥ3} and let A
denote the algebra generated by B′. The only non-trivial teˆte-a`-teˆte for B′ is
(ĥ2
p2
, f̂1
p2+2
), which subducts to zero using Lemma 5.5. Thus B′ is a SAGBI
basis for A. Since F[VM ]
E[x−1] = F[x, f̂1, ĥ2][x
−1], using Theorem 1.1, A =
F[VM ]
E . Finally, observe that LM(B) = LM(B′). 
6. The γ1234 6= 0,γ1235 6= 0,γ1357 = 0 Stratum
In this section we consider representations VM for M ∈ F
2×4 for which
γ1234(M) 6= 0, γ1235(M) 6= 0 and γ1357(M) = 0. For convenience, we write
γ¯ijkℓ for γijkℓ(M). Evaluating the coefficients of f1 and dividing by γ¯1234 gives
f̂1 with lead term y
p2. Since γ¯1357 = 0 and γ¯1235 6= 0, the orbit of y has size p
3
and NM(y) = f¯12357/γ¯1235 (see Remark 1.2). For convenience, write
NM(y) = y
p3 + α2y
p2xp
3−p2 + α1y
pxp
3−p + α0yx
p3−1
and
f̂1 = y
p2 + β3δ
pxp
2−2p + β2y
pxp
2−p + β1δx
p2−2 + β0yx
p2−1,
with α2 = −γ¯1237/γ¯1235, α1 = γ¯1257/γ¯1235, α0 = γ¯2357/γ¯1235, β3 = γ¯1235/γ¯1234,
β2 = γ¯1245/γ¯1234, β1 = γ¯1345/γ¯1234 and β0 = γ¯2345/γ¯1234.
Subducting NM(y) gives
h˜2 := NM(y)− f̂1
p
+ βp3x
p3−2p2 f̂1
2
.
Lemma 6.1. LT(h˜2) = 2
(
γ¯1235
γ¯1234
)p+1
yp
2+2pxp
3−p2−2p.
Proof. We work modulo the ideal 〈xp
3−p2−p〉. Using the definitions of f12357
and f12345, we have NM (y) ≡ y
p3 and f̂1
p
≡ yp
3
+
(
γ¯1235
γ¯1234
)p
y2p
2
xp
3−2p2. The
result follows from the observation that
f̂1x
p3−2p2 ≡ yp
2
xp
3−2p2 +
(
γ¯1235
γ¯1234
)
y2pxp
3−p2−2p.

Define h2 := h˜2γ¯
p+1
1234/(2γ¯
p+1
1235x
p3−p2−2p) so that LT(h2) = y
p2+2p and
h2 ≡〈x2p〉 y
p2
(
δp +
β2
β3
ypxp +
β1
β3
δx2p−2 +
β0
β3
yx2p−1
)
.(1)
Lemma 6.2. F[VM ]
E [x−1] = F[x, f̂1, h2][x
−1].
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Proof. Since γ¯1357 = 0 and the first row of M is non-zero, we can use a change
of coordinates, see [5, §4], and the GL4(Fp)-action to write
M =
(
1 c12 c13 0
0 c22 c23 c24
)
.
Since γ¯1235 6= 0, we have c24 6= 0. With this choice of generators for E, letH de-
note the subgroup generated by e1 and e4. Using the calculation of F[x, y, z]
H
from Theorem 6.4 of [5], we see that F[VM ]
H [x−1] = F[x,NH(y), NH(δ)][x
−1]
with NH(y) := y
p − yxp−1 and NH(δ) = δ
p − δ(c24x
2)p−1. Thus, to compute
F[VM ]
G[x−1] =
(
F[VM ]
H [x−1]
)G/H
, it is sufficient to compute(
F[x,NH(y), NH(δ)][x
−1]
)G/H
= F[x,NH(y)/x
p−1, NH(δ)/x
2p−1]G/H [x−1].
Note that deg(NH(y)/x
p−1) = deg(NH(δ)/x
2p−1) = 1. Furthermore
F[x,NH(y)/x
p−1]G/H = F[x,NG/H(NH(y)/x
p−1)]
and NG/H(NH(y)/x
p−1) = NM(y)/x
p3−p2 . Using the form of M given above,
we see that γ¯1345 = −c
p−1
24 γ¯1235. If we evaluate Γ˜ at M and set x = 1, y = 1,
and z = 1, then first and last columns of the resulting matrix are equal. Thus
f¯12345(1, 1, 1) = γ¯1234 + γ¯1245 + γ¯2345 = 0. Using these two relations, we can
write
f̂1 = NH(y)
p −
γ¯2345
γ¯1234
NH(y)x
p2−p +
γ¯1235
γ¯1234
NH(δ)x
p2−2p.
Thus f̂1/x
p2−p ∈ F[x,NH(y)/x
p−1, NH(δ)/x
2p−1]G/H is of degree 1 inNH(δ)/x
2p−1
with coefficient xp−1γ¯1235/γ¯1234. Thus by Theorem 2.4 of [4], we have
F[x,NH(y)/x
p−1, NH(δ)/x
2p−1]G/H [x−1] = F[x,NM (y)/x
p3−p2 , f̂1/x
p2−p][x−1].
Therefore F[VM ]
E [x−1] = F[x,NM(y), f̂1][x
−1]. The result then follows from
the fact that NM(y) ∈ F[x, f̂1, h2]. 
Subducting the teˆte-a`-teˆte (hp2, f̂1
p+2
) gives
h˜3 := h
p
2 − f̂1
p+2
+ 2β3f̂1
p
h2x
p2−2p
−β−p3
(
α2f̂1
p+1
xp
2
− α2β3f̂1
p−1
h2x
2p2−2p + α1f̂1
(p−3)/2
h
(p+1)/2
2 x
2p2−p
)
for p ≥ 5 and
h˜3 := h
3
2 − f̂1
5
+ 2β3f̂1
3
h2x
3
−
(
α2β
−3
3 + β
3
3
) (
f̂1
4
x9 − β3f̂1
2
h2x
12
)
−
(
α1β
−3
3 + α2β
−1
3 + β
5
3
)
h22x
15
for p = 3.
Lemma 6.3. LT(h˜3) = α0β
−p
3 y
p3+1x2p
2−1.
Proof. For p = 3, this is a Magma calculation. Suppose p ≥ 5. We work
modulo the ideal 〈x2p
2
〉. Since p3−2p2 > 2p2, we have f̂1
p
≡ yp
3
. Furthermore,
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3p2−4p > 2p2, giving f̂1x
2p2−2p ≡ yp
2
x2p
2−2. Using Congruence 1 given above,
we have
h2x
2p2−2p ≡ x2p
2−2pyp
2
(
δp +
β2
β3
ypxp +
β1
β3
δx2p−2 +
β0
β3
yx2p−1
)
and
hp2 ≡ y
p3
(
δp +
β2
β3
ypxp +
β1
β3
δx2p−2 +
β0
β3
yx2p−1
)p
.
Using the definition of h2, we get
f̂1
2
− 2β3h2x
p2−2p = β−p3 x
2p2−p3
(
f̂1
p
−NM(y)
)
= δp
2
+ β−p3
(
(βp2 − α2) y
p2xp
2
+ βp1δ
px2p
2−2p
+ (βp0 − α1) y
px2p
2−p − α0yx
2p2−1
)
.
Thus
hp2 − f̂1
p
(
f̂1
2
− 2β3h2x
p2−2p
)
≡
yp
3
βp3
(
α2y
p2xp
2
+ α1y
px2p
2−p + α0yx
2p2−1
)
.
Furthermore, using the above expressions,
f̂1
p+1
xp
2
− β3f̂1
p−1
h2x
2p2−2p ≡ yp
3−p2xp
2
(
yp
2
f̂1 − β3h2x
p2−2p
)
≡ xp
2
yp
3+p2.
Therefore
hp2 − f̂1
p
(
f̂1
2
− 2β3h2x
p2−2p
)
−
α2
βp3
(
f̂1
p+1
xp
2
− β3f̂1
p−1
h2x
2p2−2p
)
≡
yp
3
βp3
(
α1y
px2p
2−p + α0yx
2p2−1
)
Note that h2x
2p2−p ≡ yp
2+2px2p
2−p and f̂1x
2p2−p ≡ yp
2
x2p
2−p. Hence
f̂1
(p−3)/2
h
(p+1)/2
2 x
2p2−p ≡ yp
3+px2p
2−p,
giving h˜3 ≡ α0y
p3+1x2p
2−1/βp3 , as required. 
Note that α0/β
p
3 = γ¯2357γ¯
p
1234/γ¯
p+1
1235. Since γ¯1357 = 0, γ¯1235 6= 0, and γ¯3457 =
γ¯p1235 6= 0, arguing as in the proof of Lemma 5.1, we see that γ¯2357 6= 0. Define
h3 := γ¯
p+1
1235h˜3/(x
2p2−1γ¯2357γ¯
p
1234) so that LT(h3) = y
p3+1.
Lemma 6.4. LM
(
hp3 − h
(p2+1)/2
2 f̂1
(p2−2p−1)/2
)
= xpzp
4
.
Proof. Working modulo the ideal n := 〈xp+1, xpy〉, we see that f̂1 ≡n y
p2 and
h2 ≡n y
p2+2p, giving hp3−h
(p2+1)/2
2 f̂1
(p2−2p−1)/2
≡n h
p
3−y
p4+p. Thus it is sufficient
to identify the lead monomial of h3 − y
p3+1. Note that yp
3+1 and xzp
3
are
consecutive monomials in the grevlex term order. Therefore, if xzp
3
appears
with non-zero coefficient in h3, then LM(h3 − y
p3+1) = xzp
3
, and the result
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follows. Work modulo the ideal m := 〈y〉. Then f̂1 ≡m −β3z
pxp
2−p − β1zx
p2−1
and NM(y) ≡m 0. Therefore
h2 ≡m
1
2β3
(
zp
2
x2p +
βp1
βp3
zpxp
2+p + xp
2 (
β3z
p + β1zx
p−1
)2)
.
Hence h3 has degree p
3 as a polynomial in z, with leading coefficient x/2α0
and the result follows. 
Theorem 6.5. If γ1234(M) 6= 0, γ1235(M) 6= 0 and γ1357(M) = 0, then the
set B := {x, f̂1, h2, h3, NM(z)} is a SAGBI basis for F[VM ]
E. Furthermore,
F[VM ]
E is a complete intersection with generating relations coming from the
subduction of the teˆte-a`-teˆtes (hp2, f¯1
p+2
) and (hp3, f¯1
(p2−2p−1)/2
h
(p2+1)/2
2 ).
Proof. Use the subduction given in Lemma 6.4 to construct an invariant h4
with lead term zp
4
. Define B′ := {x, f̂1, h2, h3, h4} and let A denote the al-
gebra generated by B′. The only non-trivial teˆte-a`-teˆtes for B′ are (hp2, f¯1
p+2
)
and (hp3, f¯1
(p2−2p−1)/2
h
(p2+1)/2
2 ). Using Lemmas 6.3 and 6.4, these teˆte-a`-teˆtes
subduct to zero, proving that B′ is a SAGBI basis for A. By Lemma 6.2,
we have F[VM ]
E [x−1] = F[x, f̂1, h2][x
−1]. Using Theorem 1.1, A = F[VM ]
E.
Clearly LT(NM(z)) = z
pk for k ≤ 4. Since B′ is a SAGBI basis for F[VE ]
E,
this forces k = 4, giving LM(B) = LM(B′). 
7. The γ1234 = 0, γ1235 = 0, γ1357 6= 0 Strata
In this section we consider representations VM for M ∈ F
2×4 for which
γ1235(M) = 0, γ1234(M) = 0 and γ1357(M) 6= 0. For convenience, we write
γ¯ijkℓ for γijkℓ(M).
We first consider the case γ¯1257 = 0. Let ri denote row i of the matrix Γ(M).
Since γ1357(M) 6= 0, {r1, r3, r5, r7} is linearly independent. Thus r2 is a linear
combination of r1, r5 and r7. Since γ¯1235 = 0, r2 is a linear combination of
r1, r3 and r5. Using the (1, 2, 3)(3, 4, 5, 7, 9) Plu¨cker relation, γ¯1237 = 0. Thus
r2 is a linear combination of r1, r3 and r7. Combining these observations, we
see that r2 is a scalar multiple of r1. Using a change of coordinates, see [5,
§4], we may assume that r2 is zero. If the second row of M is zero, then VM
is a symmetric square representation and the invariants are generated by x,
δ, NM(y) and NM(z). Since γ¯1357 6= 0, NM(y) and NM(z) are both of degree
p4 and there is a single relation in degree 2p4 which can be constructed by
subducting the teˆte-a`-teˆte (δp
4
, NM(y)
2) (see Theorem 3.3 of [5]).
For the rest of this section, we assume γ¯1257 6= 0. Evaluating coefficients
gives the invariant f¯12357. Using the (1, 2, 3)(3, 4, 5, 7, 9) Plu¨cker relation,
γ¯p+11237 = 0. Thus γ¯1237 = 0, and we have f¯12357 = γ¯1257y
pxp
3−p + γ¯1357δx
p3−2 +
γ¯2357yx
p3−1. Divide by γ¯1257x
p3−p to get
h1 := y
p +
γ¯1357
γ¯1257
δxp−2 +
γ¯2357
γ¯1257
yxp−1.
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Observe that NM (y) = f¯13579/γ¯1357. Subducting NM(y) gives
h˜2 = NM(y)− h
p3
1 + α
p3h2p
2
1 x
p4−2p3 − 2αp
3+p2hp
2+2p
1 x
p4−p3−2p2
+ 4αp
3+p2+php
2+p+2
1 x
p4−p3−p2−2p
with α := γ¯1357/γ¯1257.
Lemma 7.1. LT(h˜2) = 8α
p3+p2+p+1yp
3+p2+p+2xp
4−p3−p2−p−2.
Proof. It will be convenient to work modulo the ideal 〈xp
4−p3, xp
4−p3−p2−p−1y〉,
so that NM(y) ≡ y
p4 and hp
3
1 ≡ y
p4 + αp
3
δp
3
xp
4−2p3 . Thus NM(y) − h
p3
1 ≡
−αp
3
δp
3
xp
4−2p3. Expanding gives
xp
4−2p3
(
hp
2
1
)2
≡ xp
4−2p3yp
3
(
yp
3
+ 2αp
2
δp
2
xp
3−2p2
)
.
Thus
NM(y)− h
p3
1 + α
p3h2p
2
1 x
p4−2p3 ≡ 2αp
3+p2yp
3
δp
2
xp
4−p3−2p2.
Again expanding gives
hp
2+2p
1 x
p4−p3−2p2 ≡ xp
4−p3−2p2yp
3+p2
(
yp
2
+ 2αpδpxp
2−2p
)
.
Hence
NM(y)− h
p3
1 + α
p3h2p
2
1 x
p4−2p3 − 2αp
3+p2hp
2+2p
1 x
p4−p3−2p2
≡ −4αp
3+p2+pδpyp
3+p2xp
4−p3−p2−2p.
Since hp
2+p+2
1 x
p4−p3−p2−2p ≡ xp
4−p3−p2−2pyp
3+p2+p (yp + 2αδxp−2), we have
h˜2 ≡ 8α
p3+p2+p+1yp
3+p2+p+2xp
4−p3−p2−p−2
and the result follows. 
Define h2 := h˜2/(8α
p3+p2+p+1xp
4−p3−p2−p−2) so that LT(h2) = y
p3+p2+p+2.
Lemma 7.2. Subducting the teˆte-a`-teˆte (hp2, h
p3+p2+p+2
1 ) gives an invariant
with lead term (
γ¯1257
2γ¯1357
)p3+p2+p
zp
4
xp
3+p2+2p.
Proof. For p = 3, this is a Magma calculation. For p > 3, the subduction is
given by
hp2 − h
p3+p2+p+2
1 + 2αh2h
p3
1 x
p−2
+
1
4αp3+p2+p
(
β1h
p3+p2
1 x
p2+2p − β1α
p2hp
3+2p
1 x
p3−p2+2p
+2β1α
p2+php
3+p+2
1 x
p3 − 4β1α
p2+p+1h2h
p3−p2
1 x
p3+p−2
−β2x
p3
(
hp
3+p
1 x
2p − αphp
3+2
1 x
p2 + 2αp+1h2h
p3−p2−p
1 x
p2+p−2
)
+β3x
p3+p2+p
(
hp
3+1
1 − αh2h
p3−p2−p−1
2 x
p−2
)
− β4h
(p+1)/2
2 h
(p2+p+1)(p−3)/2
1 x
p3+p2+2p−1
)
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with
α :=
γ¯1357
γ¯1257
, β1 :=
γ¯1359
γ¯1357
, β2 :=
γ¯1379
γ¯1357
, β3 :=
γ¯1579
γ¯1357
and β4 := γ¯
p−1
1357. To calculate the lead term, work modulo the ideal generated
by xp
3+p2+2p+1 and xp
3+p2+2py. 
Theorem 7.3. If γ1234(M) = 0, γ1235(M) = 0, γ1357(M) = 0 and γ1257(M) 6=
0, then the set B := {x, h1, h2, NM(z)} is a SAGBI basis for F[VM ]
E. Further-
more, F[VM ]
E is a hypersurface with the relation coming from the subduction
of the teˆte-a`-teˆte (hp2, h
p3+p2+p+2
1 ).
Proof. Use the subduction given in Lemma 7.2 to construct an invariant h3
with lead term zp
4
. Define B′ := {x, h1, h2, h3} and let A denote the algebra
generated by B′. The only non-trivial teˆte-a`-teˆte for B′ is (hp2, h
p3+p2+p+2
1 ),
which subducts to 0 using the definition of h3. Thus B
′ is a SAGBI basis
for A. Since h1 is degree 1 in z with coefficient −αx
p−1, it follows from [4]
that F[VM ]
E[x−1] = F[x, h1, NM(y)][x
−1]. Since NM(y) ∈ F[x, h1, h2], we have
F[VM ]
E [x−1] = F[x, h1, h2][x
−1]. Using Theorem 1.1, A = F[VM ]
E . Clearly
LT(NM(z)) = z
pk for k ≤ 4. Since B′ is a SAGBI basis for F[VE ]
E , this forces
k = 4, giving LM(B) ⊂ LM(B′). 
8. The γ1234 = 0, γ1235 6= 0, γ1357 = 0 Stratum
In this section we consider representations VM with γ1235(M) 6= 0, γ1234(M) =
0 and γ1357(M) = 0. The results of this section are valid for p ≥ 3. For con-
venience, we write γ¯ijkℓ for γijkℓ(M). Observe that NM(y) = f¯12357/γ¯1235 (see
Remark 1.2). Thus NM (y) has lead term y
p3. Furthermore, f¯12345 has lead
term γ¯1235y
2pxp
2−2p. Define h1 := f¯12345/(γ¯1235x
p2−2p) so that LT(h1) = y
2p.
Lemma 8.1. F[VM ]
E [x−1] = F[x, h1, NM(y)][x
−1].
Proof. We argue as in the proof of Theorem 4.4 of [5]. Since NM(y) and h1/x
p
are algebraically independent elements of F[x, y, δ/x]E with deg(NM(y)) deg(h1/x
p) =
p4 = |E|, applying Theorem 3.7.5 of [7] gives F[x, y, δ/x]E = F[x,NM (y), h1/x
p].
The result then follows from the observation that
F[x, y, z]E [x−1] = F[x, y, δ/x]E[x−1].

Subducting the teˆte-a`-teˆte (NM(y)
2, hp
2
1 ) gives
h˜2 := NM(y)
2 − hp
2
1 +
2
γ¯1235
(
γ¯1237x
p3−p2h
(p2+p)/2
1 − γ¯1257x
p3−ph
(p2+1)/2
1
)
.
Lemma 8.2. LT(h˜2) = 2γ¯2357y
p3+1xp
3−1/γ¯1235.
Proof. We work modulo the ideal 〈xp
3
〉. Expand NM(y)
2 and observe that
hp
2
1 ≡ y
2p3, hp1x
p3−p2 ≡ y2p
2
xp
3−p2 and h1x
p3−p ≡ y2pxp
3−p. 
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Using the (1, 3, 5)(2, 3, 4, 5, 7) Plu¨cker relation, γ¯1345γ¯2357 = γ¯
p+1
1235. Thus
γ¯2357 6= 0. Define h2 := γ¯1235h˜2/(2γ¯2357x
p3−1) so that LT(h2) = y
p3+1.
Lemma 8.3. LM
(
hp2 − h
(p3+1)/2)
1
)
= zp
4
xp
Proof. A careful calculation shows that
LT
(
hp2 − h
(p3+1)/2
1
)
=
γ¯p1235
2γ¯p2357
xpzp
4
.

Theorem 8.4. If γ1234(M) = 0, γ1235(M) 6= 0 and γ1357(M) = 0, then the set
B := {x, h1, h2, NM(y), NM(z)} is a SAGBI basis for F[VM ]
E. Furthermore,
F[VM ]
E is a complete intersection with relations coming from the subduction
of the teˆte-a`-teˆtes (NM(y)
2, hp
2
1 ) and (h
p
2, h
(p3+1)/2
1 )
Proof. Use the subduction from Lemma 8.3 to construct an invariant h3 with
lead term zp
4
. Define B′ := {x,NM(y), h1, h2, h3} and let A denote the algebra
generated by B′. The non-trivial teˆte-a`-teˆtes for B′ subduct to zero using
Lemmas 8.2 and 8.3. Thus B′ is a SAGBI basis for A. From Lemma 8.1,
F[VM ]
E [x−1] = F[x, h1, NM(y)][x
−1]. Thus, using Theorem 1.1, A = F[VM ]
E.
Clearly LT(NM(z)) = z
pk for k ≤ 4. Since B′ is a SAGBI basis for F[VE ]
E,
this forces k = 4, giving LM(B) = LM(B′). 
9. The γ1234 6= 0, γ1235 = 0, γ1357 = 0 Strata
In this section we consider representations VM for which γ1235(M) = 0,
γ1234(M) 6= 0 and γ1357(M) = 0. For convenience, we write γ¯ijkℓ for γijkℓ(M).
Using the (1, 3, 5)(3, 4, 5, 6, 7) Plu¨cker relation, γ¯1345 = 0. Thus f¯1 = γ¯1234y
p2+
γ¯1245y
pxp
2−p+ γ¯2345yx
p2−1 ∈ F[x, y]. Since γ¯1234 6= 0, the orbit of y contains at
least p2 elements. Thus NM(y) = f¯1/γ¯1234 (see Remark 1.2).
Lemma 9.1. F[VM ]
E [x−1] = F[x,NM (y), f¯12346][x
−1].
Proof. We argue as in the proof of Lemma 8.1 (and Theorem 4.4 of [5]). Since
NM(y) and f¯12346/x
p2 are algebraically independent elements of F[x, y, δ/x]E
with deg(NM(y)) deg(f¯12346/x
p2) = p4 = |E|, applying Theorem 3.7.5 of [7]
gives F[x, y, δ/x]E = F[x,NM(y), f¯12346/x
p2]. The result then follows from the
observation that F[x, y, z]E [x−1] = F[x, y, δ/x]E [x−1]. 
We first consider the case γ¯1245 6= 0. Define f̂2 := f¯2/(γ¯1234γ¯1245x
p) so that
LT(f̂2) = y
p2+p. Subduct the teˆte-a`-teˆte (f̂2
p
, NM(y)
p+1) to get
h˜3 := NM(y)
p+1 − f̂2
p
−
(
γ¯1245
γ¯1234
−
γ¯p2345
γ¯p1245
)
f̂2NM(y)
p−1xp
2−p.
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Lemma 9.2.
LT(h˜3) =
(
γ¯p+12345
γ¯p+11245
)
xp
2−1yp
3+1.
Proof. Expanding and reducing modulo the ideal 〈xp
2
〉. 
Define
h3 :=
γ¯p+11245
xp2−1γ¯p+12345
h˜3
so that LT(h3) = y
p3+1.
Lemma 9.3. Subducting the teˆte-a`-teˆte (hp3, NM(y)
p2−1f̂2) gives an invariant
with lead monomial xpzp
4
.
Proof. Work modulo the ideal 〈xp+1, xpy〉 and expand to get
hp3 − f̂2NM(y)
p2−1 +
γ¯2345
γ¯1234
xp−1h3NM(y)
p2−p ≡
(
γ¯p
2
1234γ¯
p
1245
γ¯p
2+p
2345
)
zp
4
xp.

Theorem 9.4. If γ1234(M) 6= 0, γ1235(M) = γ1357(M) = 0, and γ1245(M) 6= 0,
then the set B := {x,NM(y), f̂2, h3, NM(z)} is a SAGBI basis for F[VM ]
E.
Furthermore, F[VM ]
E is a complete intersection with relations coming from
the subduction of the teˆte-a`-teˆtes (f̂2
p
, NM(y)
p+1) and (hp3, NM(y)
p2−1f̂2).
Proof. Use the subduction given in Lemma 9.3 to construct an invariant h4
with lead term zp
4
. Define B′ := {x,NM(y), f̂2, h3, h4} and let A denote
the algebra generated by B′. The non-trivial teˆte-a`-teˆtes for B′ subduct
to 0 using Lemmas 9.2 and 9.3. Thus B′ is a SAGBI basis for A. From
Lemma 9.1, F[VM ]
E [x−1] = F[x,NM (y), f¯12346][x
−1]. However, since f2 =
(f 21 + γ1234f12346)/(2x
p2−2p), we see that
F[x,NM(y), f¯12346][x
−1] = F[x,NM (y), f̂2][x
−1].
Thus, using Theorem 1.1, A = F[VM ]
E. Clearly LT(NM(z)) = z
pk for k ≤ 4.
Since B′ is a SAGBI basis for F[VE ]
E , this forces k = 4, giving LM(B) =
LM(B′). 
Suppose γ¯1245 = 0 and let ri denote row i of the matrix Γ(M). Since γ¯1234 6=
0, we see that {r1, r2, r3, r4} is linearly independent. Using the assumptions
that γ¯1235 = γ¯1245 = 0, we see that r5 ∈ Span(r1, r2, r3) ∩ Span(r1, r2, r4).
Therefore r5 ∈ Span(r1, r2). However, since γ¯1357 = 0, using a change of
coordinates (see [5, §4]) and the GL4(Fp)-action, we may assume
M :=
(
1 c12 c13 0
0 c22 c23 c24
)
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with c24 6= 0. Since r5 = r
p2
1 , we conclude that r5 = r1. Thus γ¯2345 = −γ¯1234.
Hence NM(y) = f¯1/γ¯1234 = y
p2 − yxp
2−1. Define ĥ2 := −f¯2/ (γ¯
2
1234x
2p−1) so
that LT(ĥ2) = y
p2+1.
Theorem 9.5. If γ1234(M) 6= 0 and γ1235(M) = γ1357(M) = γ1245(M) = 0,
then the set B := {x,NM(y), ĥ2, NM(z)} is a SAGBI basis for F[VM ]
E. Fur-
thermore, F[VM ]
E is a hypersurface with the relation coming from the subduc-
tion of the teˆte-a`-teˆte (ĥ2
p2
, NM(y)
p2+1).
Proof. Using the definition of ĥ2 and the description given above of NM(y),
we see that LT
(
ĥ2
p2
−NM(y)
p2+1 − ĥ2 (xNM (y))
p2−1
)
= −zp
4
xp
2
/2. Thus
we can use the subduction of the teˆte-a`-teˆte (ĥ2
p2
, NM(y)
p2+1) to construct
an invariant h4 with lead term z
p4 . Define B′ := {x,NM(y), ĥ2, h4} and
let A denote the algebra generated by B′. The only non-trivial teˆte-a`-teˆte
subducts to zero. Therefore B′ is a SAGBI basis for A. From Lemma 9.1,
F[VM ]
E [x−1] = F[x,NM (y), f¯12346][x
−1]. However, it follows from the defini-
tion of ĥ2 that F[x,NM (y), f¯12346][x
−1] = F[x,NM (y), ĥ2][x
−1]. Thus, using
Theorem 1.1, A = F[VM ]
E . Clearly LT(NM(z)) = z
pk for k ≤ 4. Since B′ is a
SAGBI basis for F[VE ]
E , this forces k = 4, giving LM(B) = LM(B′). 
10. The γ1234 = 0, γ1235 = 0, γ1357 = 0 Strata
In this section we consider representations VM for which γ1235(M) = 0,
γ1234(M) = 0 and γ1357(M) = 0. For convenience, we write γ¯ijkℓ for γijkℓ(M).
We assume that the first row of M is non-zero; otherwise, the representation
is of type (2, 1) and the calculation of F[VM ]
E can be found in [5, §4]. Using a
change of coordinates, see Proposition 4.3 of [5], the GL4(Fp)-action, and the
hypothesis that γ¯1357 = 0, we may take
M =
(
1 c12 c13 0
0 c22 c23 c24
)
.
Since γ¯1235 = 0, either c24 = 0 or {1, c12, c13} is linearly dependent over Fp.
We assume c24 6= 0, otherwise the representation is not faithful and we can
view VM as a representation of a group of rank 3. Using the GL4(Fp) action,
we replace the third column by a linear combination of the first two columns
to get (
1 c12 0 0
0 c22 c23 c24
)
.
Expanding gives
γ¯1234 = (c12 − c
p
12) det
(
c23 c24
cp23 c
p
24
)
.
Since γ¯1234 = 0, either c12 ∈ Fp or {c23, c24} is linearly dependent over Fp.
However, if {c23, c24} is linearly dependent over Fp, then the representation is
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not faithful. So we may assume c12 ∈ Fp. Using the GL4(Fp) action to replace
the second column with a linear combination of the first two columns gives(
1 0 0 0
0 c22 c23 c24
)
.
If γ¯1246 = 0, then {c22, c23, c24} is linearly dependent over Fp, and again the
representation is not faithful. Thus we may assume that γ¯1246 6= 0. Using the
above form for M , it is clear that γ¯1236 = 0, γ¯1346 = 0 and γ¯1246 = −γ¯2346.
Thus
f¯12346 = γ¯1246
(
ypx2p
2−p − yx2p
2−1
)
∈ F[x, y]E .
Since F[x, y]E = F[x,NM (y)], we have NM(y) = f¯12346/(γ¯1246x
2p2−p) = yp −
yxp−1.
Lemma 10.1. F[VM ]
E [x−1] = F[x,NM (y), f¯12468][x
−1].
Proof. The proof is similar to the proof of Theorem 4.4 of [5] (and Lemmas 8.1
and 9.1). Since NM (y) and f¯12468/x
p3 are algebraically independent elements
of F[x, y, δ/x]E with deg(NM(y)) deg(f¯12468/x
p3) = p4 = |E|, applying Theo-
rem 3.7.5 of [7] gives F[x, y, δ/x]E = F[x,NM (y), f¯12468/x
p3 ]. The result then
follows from the observation that F[x, y, z]E [x−1] = F[x, y, δ/x]E[x−1]. 
Subducting f¯12468 gives
h˜1 := f¯12468 + γ¯1246
(
NM(y)
2p2 + 2NM(y)
p2+pxp
3−p2 + 2NM(y)
p2+1xp
3−p
)
.
Lemma 10.2. LT(h˜1) = −2γ¯1246x
p3−1yp
3+1.
Proof. We work modulo the ideal 〈xp
3
〉. Using the definition, f¯12468 ≡ −γ¯1246y
2p3.
Since NM(y) = y
p − yxp−1, we have
NM(y)
2p2 = y2p
3
− 2yp
3+p2xp
3−p2 + y2p
2
x2p
3−2p2 ≡ y2p
3
− 2yp
3+p2xp
3−p2.
Expanding and simplifying gives
NM(y)
p2+pxp
3−p2 +NM(y)
p2+1xp
3−p ≡ yp
3+p2xp
3−p2 − yp
3+1xp
3−1.
Thus
h˜1 = f¯12468 + γ¯1246
(
NM(y)
2p2 + 2NM(y)
p2+pxp
3−p2 + 2NM(y)
p2+1xp
3−p
)
≡ −2γ¯1246x
p3−1yp
3+1

Define h1 := −h˜1/(2γ¯1246x
p3−1) so that LT(h1) = y
p3+1. Note that
F[x,NM(y), h1][x
−1] = F[x,NM (y), f¯12468][x
−1].
Lemma 10.3. Subducting the teˆte-a`-teˆte (hp1, NM(y)
p3+1) gives an invariant
with lead monomial xpzp
4
.
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Proof. Refining the calculation in the proof of the previous lemma gives
h˜1 ≡〈xp3+1, xp3y〉 γ¯1246
(
−2yp
3+1xp
3−1 + xp
3
zp
3
)
.
Thus
h1 ≡〈x2, xy〉 y
p3+1 −
zp
3
x
2
and hp1 ≡〈xp+1, xpy〉 y
p4+p −
zp
4
xp
2
.
Furthermore
NM(y)
p3+1 ≡〈xp+1, xpy〉 y
p4+p − yp
4+1xp−1
and
h1NM(y)
p3−p2xp−1 ≡〈xp+1, xpy〉 y
p4+1xp−1.
Thus LT(hp1 −N
p3+1
M − h1NM(y)
p3−p2) = −xpzp
4
/2. 
Theorem 10.4. If γ1234(M) = 0, γ1235(M) = 0, γ1357(M) = 0, and γ1246(M) 6=
0, then the set B := {x,NM (y), h1, NM(z)} is a SAGBI basis for F[VM ]
E.
Furthermore, F[VM ]
E is a hypersurface with the relation coming from the sub-
duction of the teˆte-a`-teˆte (hp1, NM(y)
p3+1).
Proof. Use the subduction given in Lemma 10.3 to construct an invariant h2
with lead term zp
4
. Define B′ := {x,NM(y), h1, h2} and let A denote the
algebra generated by B′. The single non-trivial teˆte-a`-teˆte for B′ subducts to
0 using Lemma 10.3. Thus B′ is a SAGBI basis for A. From Lemma 10.1,
F[VM ]
E [x−1] = F[x,NM (y), h1][x
−1]. Thus, using Theorem 1.1, A = F[VM ]
E.
Clearly LT(NM(z)) = z
pk for k ≤ 4. Since B′ is a SAGBI basis for F[VE ]
E,
this forces k = 4, giving LM(B) = LM(B′). 
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