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Abstract—Networks and data supported on graphs have be-
come ubiquitous in the sciences and engineering. This paper
studies the ‘blind’ community detection problem, where we seek
to infer the community structure of a graph model given the
observation of independent graph signals on a set of nodes
whose connections are unknown. We model each observation
as filtered white noise, where the underlying network structure
varies with every observation. These varying network structures
are modeled as independent realizations of a latent planted
partition model (PPM), justifying our assumption of a constant
underlying community structure over all observations. Under
certain conditions on the graph filter and PPM parameters, we
propose algorithms for determining (i) the number of latent
communities and (ii) the associated partitions of the PPM. We
then prove statistical guarantees in the asymptotic and non-
asymptotic sampling cases. Numerical experiments on real and
synthetic data demonstrate the efficacy of our algorithms.
I. INTRODUCTION
The analysis of systems via graph-based representations has
become a prevalent paradigm across science and engineer-
ing [2]–[4]. By representing a system as a graph, a plethora of
system properties can be analyzed, including the importance
of individual agents in the system [5], the (possible) presence
of a modular organization [6], and the prevalence of other
connection motifs [7].
However, while we may measure certain signals defined on
the nodes or agents of the system, the edges coupling these
agents are commonly unknown and need to be inferred from
data. This can be done either via an ad-hoc procedure such as
thresholding a statistical association measure (e.g., correlation
or coherence) between the signals observed at the nodes [8],
or via more sophisticated statistical methods such as graphical
LASSO and others [9]. While the former kind of approach has
been successful in practice, it lacks theoretical guarantees as
to its validity. In contrast, a reliable exact inference of a graph
requires a large number of independent samples, which are
often not obtainable in practice.
Other issues faced in the inference of the exact network
structure include fluctuations in the system structure itself:
even though the large-scale features of the system are constant,
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the specific set of active edges between nodes may change
with time or between realizations of the graph. As concrete
examples, consider observing the expression of opinions over
time in a social network [10]–[14] or fMRI signals of different
healthy patients in resting state [15], [16]. For the former case,
individual active links might vary in each observation even
when assuming a stable social fabric. For the latter example,
while individuals will have differing brain network structures at
a fine scale, the large-scale network features will be similar. As
an additional example, consider observing daily stock returns
in a market index. There is a time-varying underlying network
reflecting interactions between companies, which influences
the price of individual stocks at a fine scale, even when the
large-scale interactions between market sectors is stable [17].
We shall revisit this last example with numerical experiments
in Section VII.E.
In the above scenarios, there is not a single correct graph to
be inferred and, therefore, any network inference method trying
to find the correct graph structure will fail. However, certain
features of the graphs may nevertheless be stable over each
instance of the system and, thus, can be inferred from signals
defined on these graphs. Moreover, since features of common
interest – such as modular structure, centrality measures,
and clustering coefficients – are typically low-dimensional
descriptions of the system (compared to the complete adjacency
structure), we may recover these features directly from the
observed signals with relatively few samples.
In this paper, we address the problem of inferring commu-
nities from the observation of data defined on the nodes of
multiple (latent) graphs. Using the framework of graph signal
processing, we model these data as graph signals induced by
filters on the latent graphs [18]. In particular, we concentrate on
the inference of (i) the number of blocks and (ii) the associated
partitions of a planted partition model.
A. Related literature
The problem of network topology inference has been
studied extensively in the literature from different perspectives
including partial correlations [19], Gaussian graphical mod-
els [20]–[22], structural equation models [23], [24], Granger
causality [25], and their nonlinear (kernelized) variants [26].
Recently, graph signal processing based methods for graph
inference have emerged, which postulate that the observed data
has been generated according to a network process defined on
a latent graph [27]–[30].
While this work aims to recover structural properties of
graphs from signals on the nodes, we do not recover the exact
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2structure of any graph. Rather, we use graph signals to detect
communities of nodes, i.e., sets of nodes with statistically
similar connection profiles. Community detection on graphs
is a well-studied problem, typically seeking to partition the
node set into blocks with a high density of edges within blocks
and few edges between them [31, Section II-C]. Community
detection methods include spectral clustering [32] that leverages
approximately low-rank structures of connectivity-related matri-
ces, statistical inference techniques that fit a generative model
to the observed graph [33], [34], and optimization approaches
that find communities that maximize modularity [35]. For an
extensive review of community detection, we refer to [31].
Our analysis focuses on the observation of signals supported
by graphs drawn from a planted partition model (PPM), a
popular graph model with ground-truth communities that has
been extensively studied in the literature [36]–[38]. In contrast
to existing techniques for community detection, our problem
formulation only observes signals on the nodes of a graph,
rather than the set of edges. This falls along the existing
line of work on ‘blind’ community detection, seeking to
infer community structure in graphs with unknown edge sets.
Existing work in this direction considers the observation of node
signals resulting from a diffusion process on a single graph [39],
a low-rank excitation signal [40], or a transformation of a
low-dimensional latent time series [17]. In contrast, our work
considers the observation of signals over multiple graphs, all
drawn from the same latent PPM and each used to drive a
network process yielding the corresponding observed signals.
We also note recent work on the blind inference of the
eigenvector centrality for nodes in a graph, where [41] considers
the problem of ranking nodes according to their centrality in
this regime, and [42] considers the estimation of eigenvector
centrality with colored excitations.
B. Contributions and outline
Our main contributions are as follows. First, we provide an
algorithm to detect communities from graph signals supported
on a sequence of graphs generated by a PPM. Second, we
develop an algorithm to infer the number of groups in the
underlying graph model from the observed signals. Lastly, we
derive both asymptotic as well as non-asymptotic statistical
guarantees for both algorithms whenever the partition structure
is induced from a planted partition model. More specifically,
we characterize the sampling requirements of both algorithms
to achieve desired performance guarantees when finitely many
samples are taken.
We first gather notation, background information, and
preliminary results in Section II. In Section III, we formally
state the considered problems (Problems 1 and 2) as well as the
proposed algorithmic solutions (Algorithms 1 and 2), together
with an illustrative example to highlight their effectiveness. Our
main theoretical results (Theorems 1 and 2) provide statistical
guarantees for our algorithms, and are discussed in Section IV.
Sections V and VI contain the associated proofs of these results.
We complement our theoretical investigations with numerical
experiments in Section VII, before concluding with a short
discussion highlighting potential avenues for future work in
Section VIII.
II. PRELIMINARIES: GRAPH SIGNAL PROCESSING AND
RANDOM GRAPH MODELS
General notation. The entries of matrix X and (column)
vector x are denoted by Xij and xi, respectively. For clarity,
the alternative notation [X]ij and [x]i will occasionally be used
for indexed matrices and vectors, respectively. The notation
>, and E[·] denote transpose and expected value, respectively.
1k ∈ Rk and Ik ∈ Rk×k refer to the all-ones vector and the
identity matrix, and ei denotes the ith standard basis vector.
For a given vector x, diag(x) is a diagonal matrix whose ith
diagonal entry is xi. The norm ‖ · ‖2 indicates the `2-norm
when the argument is a vector, and the induced `2 operator
norm when the argument is a matrix. The notation o(·), O(·),
Ω(·), and Θ(·) take the established function approximation
meaning [43, Chapter 3], with Ω˜(·) denoting an approximation
that ignores logarithmic terms.
Graphs and graph shift operators. An undirected graph
G consists of a set N of n := |N | nodes, and a set E of
edges, corresponding to unordered pairs of elements in N . By
identifying the node set N with the natural numbers 1, . . . , n,
such a graph can be compactly encoded by a symmetric
adjacency matrix A, with entries Aij = Aji = 1 for all
(i, j) ∈ E , and Aij = 0 otherwise. Given a graph with
adjacency matrix A, the (combinatorial) graph Laplacian is
defined as L := D−A, where D = diag(A1) is the diagonal
matrix containing the degrees of each node.
The Laplacian and the adjacency matrix are two instances of
a graph shift operator [44]. A graph shift operator S ∈ Rn×n
is any matrix whose sparsity pattern coincides with (or is
sparser than) that of the graph Laplacian [44]. More precisely,
Sij ≥ 0 only if (i, j) ∈ E or i = j, and Sij = 0 otherwise. In
this paper, we consider graph shift operators given either by the
adjacency S = A or the Laplacian S = L matrices. We denote
the spectral decomposition of the graph shift operator by S =
V ΛV >. Here, V collects the eigenvectors of S as columns
and Λ = diag(λ) collects the eigenvalues λ = [λ1, · · · , λN ]>.
Graph signals and graph filters. We consider (filtered) signals
defined on graphs as described next. A graph signal is a vector
y ∈ Rn that associates a scalar-valued observable to each
node in the graph. A graph filter H of order T is a linear
map between graph signals that can be expressed as a matrix
polynomial in S of degree T :
H(S) =
T∑
l=0
hlS
l. (1)
For each graph filter, we define the (scalar) generating polyno-
mial h(λ) =
∑T
l=0 hlλ
l.
In this work, we are concerned with filtered graph signals
of the form
y =H(S)w, (2)
where w is an excitation signal. By choosing appropriate
filter coefficients, the above signal model can account for
a range of signal transformations and dynamics. This includes
consensus dynamics [45], random walks and diffusion [46], as
well as more complicated dynamics mediated via interactions
3commensurate with the graph topology described by the
Laplacian [47].
Stochastic block model. The SBM is a latent variable model
that defines a probability measure over the set of unweighted
networks of size n. In an SBM, the network is assumed to be
divided into k groups of nodes. Each node i in the network is
endowed with one latent group label gi ∈ {1, . . . , k}. That is,
if node i is a member of group j, then gi = j. Conditioned
on these latent group labels, each link Aij of the adjacency
matrix A ∈ {0, 1}n×n is an independent (up to symmetry of
the matrix) Bernoulli random variable that takes value 1 with
probability Ωgi,gj and value 0 otherwise,
Aij |gi, gj ∼ Ber(Ωgi,gj ). (3)
To compactly describe the model, we collect all the link
probabilities between the different groups in the symmetric
affinity matrix Ω ∈ [0, 1]k×k. Furthermore, we define the
partition indicator matrix G ∈ {0, 1}n×k with entries Gij = 1
if node i belongs to group j and Gij = 0 otherwise. Based on
these definitions, we can write the expected adjacency matrix
under the SBM as
E[A|G] = GΩG>. (4)
The planted partition model (PPM) is a particular case of the
SBM, governed by two parameters a, b for the link probabilities
and having equally-sized groups. In the PPM, the affinity matrix
for a graph with k groups and n nodes can be written as
Ω =
a
n
Ik +
b
n
(1k1
>
k − Ik). (5)
Thus, the probability of an edge between any nodes within the
same community is governed by the parameter a, whereas
the probability of a link between two nodes of different
communities is determined by b.
III. PROBLEM STATEMENT AND ALGORITHMS
In this section, we formally introduce the two ‘blind’
community detection problems to be studied. We then specify
the proposed algorithms to solve these problems, and provide
an intuitive justification and an illustrative example.
A. System model and problem statement
As mentioned in Section I, we are concerned with the infer-
ence of a statistical network model based on the observation
of a set of graph signals, i.e., a scenario where the edges of
the graph are unobserved. Consider a set of m graph signals
obtained as the outputs of graph filters. For the `th instance,
we observe y(`) ∈ Rn given by [cf. (1) and (2)]
y(`) =H(S(`))w(`), ` = 1, . . . ,m. (6)
For every `, the graph shift operator S(`) corresponds to an
independently drawn PPM network with a constant parameter
matrix Ω. The excitation signals w(`) are assumed to be
independent of the graph topology S(`) as well as i.i.d. with
zero mean and E[w(`)(w(`))>] = I .
We introduce two specific ‘blind’ problems that pertain to
inferring properties of the unknown PPM without observing
the edges in the graphs drawn from this model. The first goal
is to select the model order, specified as follows:
Problem 1 (Model order selection) Given a set of
graph signals {y(`)}m`=1 following (6), infer the number
of groups k of the latent PPM generating S(`).
We estimate the number of blocks (or communities) in the
graph in Problem 1. This gives an initial coarse estimate of
the structure of the network model.
The estimated number of groups allows us to solve the
following partition recovery problem:
Problem 2 (Partition recovery) Given a set of graph
signals {y(`)}m`=1 following (6) and a number of groups
k, infer the community structure of the latent PPM
generating S(`).
There are several challenges related to solving Problems 1
and 2. First, the graph topology is observed indirectly through
the graph signals (6). Second, the graph topology is time-
varying, as each S(`) is drawn independently from the PPM.
Remark 1 We make the assumption of a white noise input
with E[w(`)(w(`))>] = In in (6) for simplicity, but successful
recovery is possible even when this does not hold. This is
illustrated in Section VII.B, where the system is excited by
colored noise that is either not identical at every node, or has
a rank-deficient covariance matrix.
B. Proposed blind identification algorithms
We summarize our proposed solutions to Problems 1 and 2
in Algorithms 1 and 2, respectively. Both algorithms build
upon the intuition that the spectral properties of the covariance
matrix Cy = E[H(S(`))w(`)w(`)>H(S(`))>] of our observed
signals will be shaped according to the block structure of the
underlying PPM. Note that the expectation is computed both
with respect to the stochastic inputs w(`) as well as the random
graph S(`). To gain intuition, we first sketch the overarching
algorithmic ideas and provide an illustrative example. We
postpone a more rigorous discussion to Sections V and VI.
From (6) it follows that for each instance `, the observed
graph signal can be written as
y(`) =
[
h0I + h1S
(`) + · · ·+ hT (S(`))T
]
w(`). (7)
Observe that the expectation of [S(`)]q will be low rank for
every positive q, with a block structure inherited from the
underlying PPM. Since w(`) is a white noise input, it can be
shown (see Section V) that the covariance matrix Cy is given
by a low-rank matrix plus a multiple of the identity matrix,
thus inheriting the block structure from the PPM (see (4)).
As we do not have access to the true covariance matrix, both
Algorithms 1 and 2 employ a sample covariance estimator
instead of Cy as follows.
a) Model order selection: Since the empirical sample
covariance matrix Ĉmy is only a (noisy) estimator of the true
covariance, it will not be exactly low-rank plus identity, but
will approximate this structure. Intuitively, our aim is thus to
4Algorithm 1 Model order selection algorithm
1: INPUT: graph signals {y(`)}m`=1.
2: Compute the vector of eigenvalues λˆ of the sample
covariance matrix in descending order λ̂1 ≥ λ̂2 ≥ . . . ≥ 0:
Ĉmy :=
1
m
∑m
`=1(y
(`))(y(`))>. (8)
3: Estimate k? by finding the minimum description length:
k? = arg min
p∈{1,...,n}
MDL(p, λ̂), (9)
with
MDL(p, λ̂) := (p− n) log
 ∏nj=p+1 λ̂ 1n−pj
1
n−p
∑n
j=p+1 λ̂j

+
p
2
(2n− p) logm
m
.
(10)
4: OUTPUT: estimated model order k?.
Algorithm 2 Partition recovery algorithm.
1: INPUT: graph signals {y(`)}m`=1 and nr. of blocks k.
2: Compute the eigenvalue decomposition Ĉmy = V̂ Λ̂V̂
> of
the sample covariance matrix [cf. (8)].
3: Form V̂k ∈ Rn×k with the top-k eigenvectors of Ĉmy .
4: Apply k-means on the rows of V̂k.
5: OUTPUT: partition found by k-means.
estimate the model order k such that the rank-k approximation
of Ĉmy approximates the data well, while keeping k as small as
possible. Algorithm 1 achieves this by employing a minimum
description length criterion MDL(p) [cf. (10)] to select an
“optimal” number of groups k, see [48].
b) Partition recovery: Not only the eigenvalues of the
sample covariance matrix, but also the eigenvectors carry
valuable information to identify the underlying PPM. It can
be shown that the dominant k eigenvectors of the (sample)
covariance matrix are correlated with the partition structure of
the PPM. We can thus employ a procedure akin to classical
spectral graph clustering [32], [49] to reveal the underlying
partition structure via a k-means clustering of the rows of the
matrix of dominant eigenvectors; see Algorithm 2.
C. Example: Inference with planted partition model
Let us illustrate the proposed algorithms with a simple
example. We generate synthetic data from a PPM with n = 100
nodes, k = 2 communities, a = 4 log n, and b = γa. Note that
for smaller γ ∈ (0, 1), the community structure in the randomly
drawn graphs is more pronounced. The input signal is uniform
i.i.d. with w(`) ∼ U [−1, 1]n and the graph filter is of the form
H(L(`)) = (I − βL(`))5, where β = 1/(4 + 4γ) log n and
L(`) is the Laplacian matrix of the `th sampled graph.
Intuitively, for a large sample size, the sample covariance
will be a good approximation of the true covariance matrix,
thus, we should obtain a satisfactory solution to our problems.
To illustrate this, in the top plots of Fig. 1 we show a snapshot
of the estimated covariance matrix Ĉmy with sample sizes
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Fig. 1. Demonstration of algorithms for planted partition model. (Top)
Snapshots of estimated covariance matrix Ĉmy , with nodes ordered for visibility:
(left) m = 10, (right) m = 104. (Bottom) Error rates of solving the required
tasks against sample size m for synthetic graphs using Algorithms 1 and 2;
see text: (left) model order estimation, (right) partition recovery.
m = 10 and m = 104, with fixed γ = 0.5. It is clear that with
a large sample size such as m = 104, the estimated covariance
matrix admits a clear partition into two blocks, which indeed
correspond to the planted partition structure. Note that the
nodes are ordered in the plots for illustrative purposes, but in
our observations we are not given such a convenient ordering.
The bottom plots in Fig. 1 confirm the intuition that a larger
sample size improves our estimates: here we plot the error rate
of model order estimation and partition recovery (with known
k) against the sample size m. For both problems, the error
rates decay to zero as m → ∞ regardless of the parameter
γ. However, the error rate varies markedly over γ when the
number of samples is finite, highlighting the need for analysis
of both asymptotic and non-asymptotic performance.
IV. MAIN RESULTS
In this section, we describe our main theoretical results on
the consistency and convergence rates of our algorithms to
solve Problems 1 and 2.
For a generic graph filter H := H(S(`)) ∈ Rn×n, the
second order moments E[HilHjl] can be characterized by the
relative community membership of nodes i, j, l. Using the
expression i ∼ j to denote that both nodes i and j belong
to the same group, whereas i 6∼ j indicates the contrary, the
possible values of the second order moments E[HilHjl] can
be specified by nine parameters:
p1 := E[H2ii], p2 := E[H2ij ]i∼j ,
p3 := E[H2ij ]i 6∼j , p4 := E[HiiHji]i∼j ,
p5 := E[HiiHji]i 6∼j , p6 := E[HilHjl]i∼j∼l,
p7 := E[HilHjl]i∼j 6∼l, p8 := E[HilHjl]i∼l 6∼j ,
p9 := E[HilHjl]i6∼l 6∼j 6∼i, (11)
5which depend on the graph filter and the PPM parameters a, b.
Furthermore define the following three parameters to simplify
the presentation of our results.
c1: = 2p4 +
(n
k
− 2
)
p6 +
n
k
(k − 1)p7,
c2: = 2p5 + 2
(n
k
− 1
)
p8 +
n
k
(k − 2)p9,
c3: = p1 +
(n
k
− 1
)
p2 +
n
k
(k − 1)p3.
(12)
Assumption 1 It holds for the parameters in (12) that:
c3 > c1 > c2 ≥ 0. (13)
In Section IV.A we show that Assumption 1 indeed holds for
some common filter types. Using the above notation, we now
state the following results about the asymptotic behavior of
Algorithms 1 and 2 when m→∞.
Theorem 1 Assume that there exists r ≥ 0 such that
‖y(`)‖2 ≤
√
r almost surely and Assumption 1 holds. As the
number of samples m→∞:
1) (Problem 1) Algorithm 1 yields k? = k w.h.p.
2) (Problem 2) Algorithm 2 recovers the true partition of
the PPM w.h.p.
The proof can be found in Sec. V. We remark that the
almost surely boundedness of ‖y(`)‖2 is guaranteed under
mild conditions. For example, it holds if (i) the spectral norm
of the graph filter is bounded, i.e., ‖H(S(`))‖2 ≤ h¯ for any `,
and (ii) the signal w(`) is bounded.
In the non-asymptotic case when m is finite, we have:
Theorem 2 Assume that there exists r ≥ 0 such that
‖y(`)‖2 ≤
√
r almost surely and Assumption 1 holds.
1) (Problem 1) If n,m are sufficiently large and
m = Ω˜
(
1
(c3 − c1)2
)
(14)
holds, then Algorithm 1 yields k? ≥ k w.h.p.
2) (Problem 2) If
m = Ω˜
(
1
(c1 − c2)2
)
(15)
holds, then Algorithm 2 exactly solves Problem 2 w.h.p.
The proof can be found in Sec. VI. Although the MDL criterion
here is only guaranteed not to underestimate k in Problem 1
when (14) holds, we empirically observe in Section VII.A
that it tends to select k? = k with sufficiently many samples,
selecting k? < k otherwise.
Theorems 1 and 2 rely on the convergence of the covariance
estimator (8). To facilitate our discussions, let us borrow the
following result from [50, Corollary 5.52]
Proposition 1 Assume that there exists r ≥ 0 such that
‖y(`)‖2 ≤
√
r almost surely. With probability at least 1− δ:∥∥Ĉmy −Cy∥∥2 ≤ C0√log(1/δ)√ rm , (16)
where the constant C0 satisfies C0 = Θ(‖Cy‖2).
It shows that the sample covariance converges at a rate of
O(√r/m) for any fixed δ. These results can be generalized
to the case of sub-gaussian y(`), see [50, Corollary 5.50].
Lastly, we remark that although we have focused on the
special case of the PPM, the above results can be extended to
the more general SBM model.
A. Examples
Verifying Assumption 1 requires evaluating the second-order
moments (11), which is generally non-trivial. In Example 1,
we show that the simple graph filter given by the adjacency
matrix of a PPM fulfills Assumption 1.
Example 1 Consider the simple case where H(S(`)) = A(`),
i.e., the output of the underlying process at node i corresponds
to the sum of the initial values in the one-hop neighborhood of i.
For this case, we may explicitly compute the parameters in (11)
to obtain p1 = p2 = a, p3 = b, p4 = p6 = a2, p5 = p8 = ab,
and p7 = p9 = b2, where we have allowed for self-loops
in A(`) to simplify the notation. From (12) it then follows
that the constants ci are given by c1 = nk (a
2 + (k − 1)b2),
c2 =
n
k (2ab+(k−2)b2), and c3 = nk (a+(k−1)b). It follows
immediately that Assumption 1 holds as long as a 6= b.
For the general case where the graph filter is any polynomial
of the adjacency matrix with positive coefficients, we can extend
the above findings as illustrated in the next example.
Example 2 LetH(S(`)) be a polynomial ofA(`) with positive
coefficients. It can be shown that for a planted partition model
with a(n), b(n) ∈ o(n), a(n) > b(n), and k = 2 communities
of size n/2 nodes each, the block structure of powers of
A is maintained, i.e., E([At]ij)i∼j > E([At]ij)ij∀t > 0
for sufficiently large n, where we dropped the superscript (`)
for clarity. Thus, a positive coefficient polynomial H(A(`))
maintains this block diagonally dominant structure in expecta-
tion. Consequently, the covariance Cy is also block diagonally
dominant, so we can leverage Proposition 2 (to be stated in
Section V) to show that Assumption 1 holds.
V. PROOF OF THEOREM 1
In this section, we prove our asymptotic consistency results
stated in Theorem 1.
We first characterize the spectral properties of the population
covariance Cy (Proposition 2 and Proposition 3), and then
discuss how the correct number of groups and the group
memberships can be deduced from these properties. We then
use the fact that the sample covariance matrix Ĉmy converges
to Cy as m→∞, yielding the desired consistency guarantees.
A. Spectral properties of population covariance
We start by characterizing the covariance of the observed
graph signals.
6Proposition 2 For a graph filter with parameters c1, c2, c3 as
defined in (12), it holds that
Cy = (c3 − c1)In +G
(
(c1 − c2)Ik + c21k1>k
)
G>, (17)
where G ∈ {0, 1}n×k is the partition indicator matrix as
defined in (4).
Proof: We show (17) by explicitly computing the entries
of Cy for a generic graph filter H := H(S(`)). The block
structure of the PPM implies that we only have a finite set of
cases to consider.
First, we compute the diagonal entries of Cy:
[Cy]ii = E[h>i ww>hi] = E
[(∑
j
Hijwj
)2]
= E
[∑
j
H2ijw
2
j +
∑
j,k
HijwjHikwi
]
=
∑
j
E[H2ij ]E[w2j ] +
∑
j,k
E[HijHik]E[wj ]E[wi].
Using the fact that E[w2j ] = 1 and E[wj ] = 0, we have:
[Cy]ii = E[H2ii] +
∑
j:j∼i
E[H2ij ] +
∑
j:ji
E[H2ij ] (18)
= p1 +
(n
k
− 1
)
p2 +
n
k
(k − 1)p3 = c3.
Second, we consider an off-diagonal entry in Cy within a block
of the PPM (i ∼ j but i 6= j).
[Cy]ij = E[h>i ww>hj ] = E
[∑
l,k
HilwlHjkwk
]
(a)
= E
[∑
l
HilHjlw
2
l
]
(b)
=
∑
l
E[HilHjl],
where (a) follows from E[wlwk] = 0 whenever l 6= k, and (b)
follows from E[w2l ] = 1. We thus conclude that
[Cy]ij = 2E[HiiHji] +
∑
l:l∼i,j 6=l 6=i
E[HilHjl] +
∑
l:li
E[HilHjl]
= 2p4 +
(n
k
− 2
)
p6 +
n
k
(k − 1)p7 = c1. (19)
Finally, considering i and j in different blocks of the PPM,
we can show analogously that [Cy]ij = c2. By combining this
last result with (18) and (19), expression (17) follows.
Remark 2 A similar result for the structure of the covariance
matrix can be established if the underlying generating model
of the graph is an SBM and not a PPM. However, the exact
description of Cy will depend, in general, on all model
parameters. For simplicity, we thus concentrate on the case of
the PPM in this work.
Proposition 2 reveals the specific structure of the covariance
matrix Cy , which yields the following spectral properties.
Proposition 3 Under Assumption 1, the spectrum of Cy is
characterized by:
λ(1) = c3 − c1 + n
k
(c1 − c2) + nc2,
λ(2) = c3 − c1 + n
k
(c1 − c2),
λ(3) = c3 − c1,
(20)
where λ(i) denotes the ith largest eigenvalue. The largest
eigenvalue λ(1) has multiplicity one. The eigenvalues λ(2) and
λ(3) have multiplicity k − 1 and n− k, respectively.
Moreover, the matrix of the top-k eigenvectors Vk of Cy
can be expressed as:
Vk = G(G
>G)−1/2U =: G˜U , (21)
where G˜ is the normalized partition indicator matrix such that
G˜>G˜ = I and U is a unitary matrix.
Proof: From (17), we can see that the covariance Cy
is composed of two terms, an identity matrix multiplied by
a non-negative scalar c3 − c1, and a rank-k matrix Fk :=
G
(
(c1 − c2)Ik + c21k1>k
)
G>. Under Assumption 1, Fk is
positive semidefinite and therefore the top k eigenvectors of
Cy coincide with the k eigenvectors of Fk.
Let us define the diagonal matrix Ng := G>G and the
matrix Φ := N1/2g
(
(c1 − c2)Ik + c21k1>k
)
N
1/2
g , such that
Fk = G˜ΦG˜
>. Using the eigendecomposition Φ = UΛU>,
it can be shown by direct computation that the matrix G˜U
gathers the eigenvectors of Fk:
FkG˜U = G˜ΦG˜
>G˜U = G˜ΦU = G˜UΛ.
Finally we note that since Φ is symmetric, the matrix U is
unitary. It is then easy to verify that the eigenvectors G˜U are
properly normalized.
From the above result, it can be seen that the top-k
eigenvectors of Cy span Im(G) and can therefore be used to
recover the blocks of the underlying PPM.
B. Establishing Theorem 1
Proof of Theorem 1 (Problem 1): From Propositions 1
and 3, we observe that the sample covariance matrix Ĉmy
converges to Cy as m→∞, and thus has three unique non-
zero eigenvalues given by λ(1), λ(2), and λ(3) (in the limit).
Moreover, under Assumption 1 the top k eigenvalues of Cy
are strictly larger than the lower n− k eigenvalues.
Accordingly, minimizing the MDL criterion yields k? = k.
To show that the objective function MDL(p,λ) in (10) has a
minimum at p = k, we use (20) and obtain for any p ≥ k:
MDL(p,λ) =
1
2
p(2n− p) logm
m
, (22)
so MDL(k,λ) < MDL(k + 1,λ) < · · · < MDL(n,λ).
In addition, for any 2 ≤ p ≤ k − 1, we have
MDL(p,λ) =
1
2
p(2n− p) logm
m
− (n− p) log
 λ
k−p
n−p
(2) λ
n−k
n−p
(3)
k−p
n−pλ(2) +
n−k
n−pλ(3)
 (23)
7The fraction inside the logarithm can be expressed as(
λ(2)/λ(3)
) k−p
n−p
1 + k−pn−p
(λ(2)
λ(3)
− 1) < 1, (24)
which holds as λ(2) > λ(3) and k < n; see Appendix A for
a detailed derivation. This shows that the second term in (23)
must be a nonnegative number independent of m.
We thus conclude that the MDL criterion MDL(p,λ) attains
its minimum at p = k for the true eigenvalues λ. Finally,
by Proposition 1 and Weyl’s inequality, we have λˆ ≈ λ as
m→∞.
Proof of Theorem 1 (Problem 2): Denote the ith row
vector of the eigenvector matrix Vk of Cy by vrowi := V
>
k ei.
From Proposition 3, we know that the matrix Vk has k unique
orthogonal row vectors (one for each group). From Proposi-
tion 1 we know that as m→∞ the empirical covariance matrix
will converge to Cy . Hence, the vector vrowi corresponding to
node i will correspond to one of those k unique rows. Clustering
the vectors vrowi into k groups using k-means yields the desired
partitioning.
VI. PROOF OF THEOREM 2
The previous section shows the asymptotic behavior of the
proposed algorithm, when the covariance matrix is estimated
perfectly. In this section, we characterize the non-asymptotic
behavior of our algorithms in terms of the number of samples m
required to solve the considered problems with high probability.
A. Proof of Theorem 2 (Problem 1)
Our proof for Problem 1 rests on two lemmas. First, we
bound the difference between the MDL criterion when applied
to the empirical covariance MDL(p, λ̂) and the true covariance
MDL(p,λ).
Lemma 1 For any p ∈ {1, ..., n}, it holds that∣∣MDL(p,λ)−MDL(p, λ̂)∣∣ ≤ 2√n
c3 − c1 ‖Cy − Ĉ
m
y ‖2. (25)
Proof: Recall the notation λ̂i = λi(Ĉmy ) and λi = λi(Cy),
and let δλi = λ̂i − λi be the estimation error of eigenvalue i.
Observe that
MDL(p, λ̂)−MDL(p,λ)
= (n− p) log
∏nj=p+1 λ 1n−pj /∏nj=p+1 λ̂ 1n−pj(∑n
j=p+1 λj
)
/
(∑n
j=p+1 λ̂j
)

= (n− p) log
∏nj=p+1(1 + δλjλj )− 1n−p(
1 +
∑n
j=p+1 δλj∑n
j=p+1 λj
)−1
 .
(26)
Taking absolute value on both sides of (26) leads to
|MDL(p, λ̂)−MDL(p,λ)|
≤
n∑
j=p+1
log
(
1 +
|δλj |
λj
)
+ (n− p) log
(
1 +
∑n
j=p+1 |δλj |∑n
j=p+1 λj
)
(a)
≤
n∑
j=p+1
|δλj |
λj
+ (n− p)
∑n
j=p+1 |δλj |∑n
j=p+1 λj
≤ 2
λ(3)
n∑
j=p+1
|δλj |,
where (a) is due to log(1 + x) ≤ x for any x > −1.
To simplify this expression further, we make use of the
following generalization of Weyl’s inequality:∑
j∈S
|λj(Ĉmy )− λj(Cy)| ≤
√
|S|∥∥Ĉmy −Cy∥∥2, (27)
which holds for any S ⊆ {1, ..., n} and follows from [51,
Corollary 6.3.8] and the equivalence of norms.
Employing (27) over the set S = {p + 1, . . . , n}, and
plugging in the value of λ(3) as given in Proposition 3 yields
|MDL(p, λ̂)−MDL(p,λ)| ≤ 2
√
n− p
c3 − c1 ‖Ĉ
m
y −Cy‖2,
from which (25) immediately follows.
Second, we bound the difference between the MDL criterion
when p < k and p = k, both with respect to the true covariance.
Lemma 2 Let ρ := 1k
c1−c2
c3−c1 . If p < k, then
MDL(p,λ)−MDL(k,λ) ≥ C1n
(
log(1 + ρ)− logm
m
)
.
for some constant C1 which depends on n, k, ρ.
Proof: If p < k, we observe that the first term in the MDL
criterion (10) is monotonically decreasing in p, so it suffices
to lower bound the difference by evaluating MDL(k − 1,λ)−
MDL(k,λ). This expression evaluates to
MDL(k − 1,λ)−MDL(k,λ) = −
(
n− k + 1
2
)
logm
m
+ log
 (1 + 1n−k+1 (λ(2)λ(3) − 1))n−k+1
λ(2)/λ(3)
 .
= (n− k + 1) log
(
1 +
n
n− k + 1ρ
)
− log (1 + nρ)
−
(
n− k + 1
2
)
logm
m
.
Observing that log(1+nρ) ∈ o(n log(1+ρ)), as well as n k,
the conclusion of the lemma follows.
With these two results in place we can now conclude our
proof of Theorem 2 (Problem 1).
Concluding the proof: Lemma 2 provides a lower bound
on MDL(p,λ)−MDL(k,λ) when p < k. If this lower bound
is violated, then k? ≥ k must hold.
Combining Lemma 1 with Proposition 1, it suffices to show
that
√
n
c3−c1C
√
r/m, for some constant C, violates the lower
bound in Lemma 2. The required condition can be written as
C
√
r
c3 − c1 ≤ C1
√
nm
(
log(1 + ρ)− logm
m
)
⇐⇒ C/C1
c3 − c1
√
r
n
≤ √m log(1 + ρ)− logm.
(28)
The desired sampling requirement (14) follows.
8B. Proof of Theorem 2 (Problem 2)
To prove the second part of Theorem 2 related to Problem 2,
we need to bound the labeling error we obtain from applying k-
means to the rows of the eigenvectors of the sample covariance
matrix. To this end, we proceed in three steps.
Let G˜ (resp. G˜true) be the normalized indicator matrix
induced by the candidate labeling g (resp. the true community
labeling gtrue). Consider the k-means objective function:
F (g,Vk) :=
∥∥∥[In − G˜G˜>]Vk∥∥∥2
F
. (29)
Our first step in the analysis is to lower bound F (g,Vk) when
Vk is selected as the top eigenvectors of the true covariance
matrix Cy .
Lemma 3 Assume that the true k communities are of equal
size with ≥ 2 nodes. If there is no labeling error of the nodes,
then F (g,Vk) = 0. Otherwise, we have that
F (g,Vk) ≥ 2
n/k + 1
. (30)
Proof: From Proposition 3, we know that Vk = G˜trueU .
Moreover, as G˜trueG˜>true = G˜trueΘΘ
>G˜>true for any group
permutation matrix Θ, it follows that F (g,Vk) = 0 if gi =
σ(gtruei ) for some permutation map σ : [1, . . . , k]→ [1 . . . , k].
Next, we consider the case when g mislabels at least one
node. We have the following chain of equivalence for F :
F (g,Vk) = ‖Vk − G˜G˜>Vk‖2F
= ‖Vk‖2F − 2〈Vk, G˜G˜>Vk〉+ ‖G˜G˜>Vk‖2F.
(31)
Notice that ‖G˜G˜>Vk‖2F = 〈Vk, G˜G˜>Vk〉 since G˜>G˜ = I .
This gives,
F (g,Vk) = ‖Vk‖2F − ‖G˜G˜>Vk‖2F. (32)
Recalling from Proposition 3 that Vk = G˜trueU , this can be
be further simplified to
F (g,Vk) = k − ‖G˜>G˜true‖2F. (33)
Observe that
[G˜>G˜true]ij =
|{x ∈ N : gx = i and gtruex = j}|√
sistruej
, (34)
where si and struei indicate the size of the ith partition under
g and gtrue, respectively.
Consider the case when g mislabels exactly one node.
Without loss of generality, this scenario can be captured by
mislabeling node 1. We have g1 = 1, gtrue1 = 2, and
gi = g
true
i , if i 6= 1. (35)
Using (34), it can be shown by direct calculation that
F (g,Vk) =
strue1 + s
true
2
(strue1 + 1)s
true
2
. (36)
Under the assumption that the k communities are of equal
size, i.e., struei = n/k ∀i ∈ [1, . . . , k], this directly yields the
right-hand side of (30). We remark that minimizing (36) over
the possible choices of strue1 , s
true
2 will yield a lower bound for
a PPM where the communities are not equally sized.
We conclude the proof by noting that the cost function
is increasing in the number of errors made by the labeling
function, so (30) presents a lower bound for the cost when the
candidate labeling is incorrect.
Before proceeding, we first note that when the sample
bound (15) is attained, the following holds as a direct result
of Propositions 1 and 3:
ν := λ(2) − λ(3) − ‖Cy − Ĉmy ‖2 > 0 . (37)
We then bound the suboptimality of the communities found
by Algorithm 2 as follows.
Proposition 4 Under Assumption 1, assume that (37) holds.
If Algorithm 2 returns an optimal k-means solution, then the
following holds:
F (g,Vk) ≤ 4k
ν2
‖Cy − Ĉmy ‖22 , (38)
where g indicates the communities returned by Algorithm 2.
Proof: Given a candidate partition with labeling g, we
define the normalized indicator matrices G˜, G˜true as in the
proof of Lemma 3.
Let E := VkV >k − V̂kV̂ >k be an error matrix. We observe
the chain
F (g,Vk)
= ‖(I − G˜G˜>)Vk‖2F
(a)
= ‖(I − G˜G˜>)VkV >k ‖2F
≤
(
‖(I − G˜G˜>)V̂kV̂ >k ‖F + ‖(I − G˜G˜>)E‖F
)2
(b)
≤
(
‖(I − G˜trueG˜>true)V̂kV̂ >k ‖F + ‖E‖F
)2
(c)
≤ 4‖E‖2F,
(39)
where (a) is due to V >k Vk = I , (b) is due to g yielding an opti-
mal k-means solution given V̂k, and (c) used F (gtrue,Vk) = 0
together with the triangle inequality.
Furthermore, we observe that the error E between the top-k
eigenvectors of Cy and Ĉmy is bounded by
‖E‖F = ‖VkV >k − V̂kV̂ >k ‖F
(a)
≤
√
k‖VkV >k − V̂kV̂ >k ‖2
=
√
k‖V >k V̂n−k‖2
(b)
=
√
k
∥∥∥sin Θ(Vk, V̂k)∥∥∥
2
,
(40)
where (a) is due to [52, Lemma 7], V̂n−k denotes the matrix
formed by the eigenvectors of Ĉmy orthogonal to V̂k, and (b)
is due to a result noted in [53]. Define ∆ := Cy − Ĉmy . The
(k + 1)-largest eigenvalue of Ĉmy does not exceed λk(Cy):
λk+1(Ĉ
m
y ) ≤ λk+1(Cy) + ‖∆‖2 < λk(Cy), (41)
where the last inequality is due to condition (37). We can now
apply the Davis-Kahan sin(Θ) theorem [53]:∥∥∥sin Θ(Vk, V̂k)∥∥∥
2
≤ ‖∆‖2
λ(2) − λ(3) − ‖Cy − Ĉmy ‖2
. (42)
9Substituting the above into (40) and then into (39) yields the
desired bound (38).
When the sample bound (15) is attained, (37) holds. Then,
combining Lemma 3 and Proposition 4 shows that if
‖Cy − Ĉmy ‖2 ≤
n
k (c1 − c2)
1 +
√
2(n+ k)
, (43)
then Algorithm 2 always returns a partition with zero error rate,
relative to the true PPM communities. Applying Proposition 1
with the boundedness assumption on ‖y(`)‖2 shows that the
sampling condition fulfills (43), as desired.
Remark 3 Due to the non-convexity of the k-means objective,
the assumption made in Proposition 4 that Algorithm 2
yields an optimal solution is not practical. However, under
certain conditions, there are algorithms that guarantee (1 + )
optimality [54], i.e., that bound the suboptimality gap with
respect to the true non-convex optimum. Under these conditions,
an expression analogous to (38) can be derived. More precisely,
we obtain
F (g,Vk) ≤ k(2 + )
2
ν2
‖Cy − Ĉmy ‖22 . (44)
Ultimately, the required sampling rate in Theorem 2 remains
unchanged even if one can only guarantee a near-optimal
solution of the k-means problem.
VII. NUMERICAL EXPERIMENTS AND APPLICATIONS
In this section, we demonstrate the performance of the
proposed methods for model order selection and partition
recovery in both synthetic and real-world data. Unless specified
otherwise, experiments are run with graphs of size n = 500
nodes, and PPM model parameters a = 4 log n, b = γa where
γ = 0.3. As done in Section III.C, we consider a network
process represented by the graph filter H(L(`)) = (I−βL(`))5,
with β = 1/(4 + 4γ) log n. To benchmark the performance of
community detection, we define the permutation-invariant error
rate of a predicted labeling ĝ on N :
rerr =
1
|N | minσ∈Sk |{x ∈ N : gx 6= σ(ĝx)}|. (45)
where Sk is the set of permutations σ : [1, . . . , k]→ [1, . . . , k].
A. Model order selection
We consider a PPM with k = 3 communities and analyze
the estimated order k? as a function of the ratio γ = b/a
for different number of observed signals m; see Fig. 2 (left).
We focus on two different methods to obtain k?: (i) the MDL
method described in (10) and (ii) a naive thresholding method
that counts the number of eigenvalues greater than the mid-point
δth = (λ(2) + λ(3))/2 between the kth and the (k + 1)th
eigenvalue of the true covariance Cy .
We call this method naive, since it does not take into
account the noise stemming from considering a finite number of
observations m. Note that while this method would be optimal
for m → ∞, it requires knowledge of Cy, and is thus not
implementable in practice.
The results in Fig. 2 (left) indicate that both estimators
perform well when γ is small, i.e., when the parameters of the
PPM yield an easily detectable model. Naturally, estimators
based on larger number of observed signals m are more robust
to increasing values of γ, with both methods estimating the
correct order for γ = 0.3 when m = 5000. However, when γ
grows large enough, both estimators behave in distinct ways: the
MDL method tends to underestimate the model order whereas
the naive threshold method overestimates it.
To see why this is the case, notice that the first term in the
MDL expression (10) promotes orders p for which the lower
n − p eigenvalues of Ĉmy are flat whereas the second term
penalizes high model orders. Thus, whenever there is no clear
jump between the kth and the (k + 1)th eigenvalues because
γ is large, the second term in (10) dominates and the model
order is reduced to its minimum of 1. In contrast, the naive
threshold method simply counts the number of eigenvalues
of Ĉmy greater than δth = (λ(2) + λ(3))/2. For small m, the
eigenvalues of Ĉmy are strongly perturbed versions of those of
Cy . Thus, some of these perturbed eigenvalues tend to exceed
the threshold δth, increasing the estimated order k?. Moreover,
as γ increases, the gap between λ(2) and λ(3) becomes smaller,
rendering it more likely for eigenvalues to cross the threshold
by chance.
B. Colored excitation
For a PPM of k communities, our algorithm is predicated
upon the system H(L(`)) being approximately rank-k (plus
a multiple of the identity). If the excitation w(`) is white
(E[w(`)(w(`))>] = I , E[w(`)] = 0), the eigenvectors of the
system are excited uniformly. Accordingly, the covariance
matrix Ĉmy will be (i) approximately described by a rank-k
matrix plus a multiple of the identity and (ii) have k top
eigenvectors that (approximately) capture the community
structure.
We relax the assumption of a white excitation by coloring
the excitation signal and observing the partition recovery
performance of our algorithm as a function of the number
of samples m.
We consider the following different scenarios for our
excitation signal. The white excitation is drawn from the
normal distribution N (0, In). The diagonal excitation varies
the diagonal entries of the covariance matrix, drawing the
excitation from the distribution N (0, diag(U [0, 1]n)). The
Wishart excitation is drawn from a Gaussian distribution whose
covariance matrix is a Wishart matrix of p samples. That is,
w(`) ∼ N (0,Wn(I, p)). Clearly, as p→∞, Wn(I, p)→ I ,
approaching the white excitation. So, we consider the case
where p < n, yielding a rank-deficient covariance matrix. Fi-
nally, the adversarial excitation colors the excitation covariance
to be strongly biased towards the lower n− k eigenvectors of
the system. Specifically, for E[A] = [V1V2]Λ[V1V2]>, where
the top k and lower n − k eigenvector matrices are denoted
by V1 and V2, respectively, the excitation is drawn from the
distribution N (0, 0.01V1V >1 + 0.81V2V >2 ).
The only case that preserves both the identically distributed
and independence conditions at each node is the white
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Fig. 2. Numerical experiments on synthetic graphs. (Left) Model order selection task for PPM with k = 3 communities averaged over 10 experiments.
(Center-left) Error rate of community detection (k = 2) for colored excitation averaged over 10 experiments. (Center-right) Error rate of community detection
(k = 2) for dependent graph sequences averaged over 10 experiments. (Right) Overlap score of community detection for varying number of communities
averaged over 20 experiments.
excitation. The diagonal excitation maintains independence
at each node (since the covariance matrix is diagonal), but the
variances are different across nodes, breaking the identically
distributed condition. The Wishart and adversarial cases break
both conditions. Note that the Wishart excitation has a chance
of not exciting the leading eigenvectors of the system, resulting
in poor performance, but could also excite all (or some) of
them, due to the rank-deficient nature of its covariance matrix.
Moreover, the adversarial excitation very weakly excites the
leading eigenvectors, almost guaranteeing poor performance.
The results in Fig. 2 (center-left) indicate that the diagonal
input closely matches the white input’s performance, suggesting
that having identically distributed input at each node is not
very important, as long as independence is maintained.
When the independence condition is broken, as in the
rank-deficient Wishart excitations, the performance of our
algorithm degrades. However, as the rank p of the excitation
increases, the average performance increases as well. This is
intuitive, as a higher-rank excitation is more likely to excite
the top eigenvectors of the system, improving the algorithm’s
performance.
Finally, the adversarial excitation does no better than a
random guess (error rate ≈ 0.5) for all m. This confirms our
expectation, as this input scheme does not excite the top k
eigenvectors that reflect the community structure of the PPM.
C. Graph sequence independence
In the studied setting of only observing signals on a graph
(as opposed to the graph itself), our algorithm is able to
successfully detect communities in a PPM even though the
parameters of the PPM are below known detectability thresholds
[55]. This non-intuitive result is due to the fact that each
observation corresponds to an independent initial condition
and an independent realization of the underlying PPM. We
can leverage the information from these independent draws by
averaging over many different samples, thereby sidestepping
the detectability limit (which assumes that we observe a single
graph).
To demonstrate how our algorithm leverages the implicit
observation of many realizations of an undetectable PPM for
a given number of samples m, we conduct the following
experiment. Instead of sampling an independent graph for each
initial condition, we consider a sequence of graphs modeled
by a Bernoulli (graph)-process: starting with some realization
of the PPM G(`), let the next realization G(`+1) = G(`) be the
same graph with probability 1−p, and draw G(`) randomly from
the PPM with probability p. So, when p = 1, this is equivalent
to drawing m graphs independently, and when p = 0, this is
equivalent to only using a single graph. Note, however, that
we still observe the system for m independently drawn white
excitation signals w(`) ∼ N (0, I).
The results in Fig. 2 (center-right) reflect our intuition: the
partition recovery performance improves with the Bernoulli
parameter p.
Specifically, the p = 0 (constant) case fails for all m, since
performance is upper bounded by the case when the graph is
directly observed. The considered PPM is undetectable when
observing a single graph, so our algorithm fails. The p = 0.1
case does better than the constant case, but does not achieve
the required number of graphs observed to match the p = 1
(independent) case. However, the p = 0.5 case behaves quite
similarly to the independent sequence, suggesting there may be
some point at which it is sufficient to excite a few (pm) graphs
multiple times each, rather than excite many (m) graphs once
each.
D. Signal-to-noise ratio from community structure
To understand how the community structure influences
our algorithm’s performance, we measure the overlap score
between the predicted labeling and the true labeling for an
increasing number of communities k, where all communities
have a fixed size nc. That is, for some k, the PPM will have
n = knc nodes. The overlap score, defined in [39] as
Z =
zactual − zchance
1− zchance (46)
where zactual is the fraction of correctly labeled nodes, and
zchance = 1/k is the probability of correctly guessing a node’s
true group assignment. So, an overlap score of 0 indicates that
the candidate labeling is no better than a random guess, and an
overlap score of 1 indicates a perfect match. Using this metric
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Fig. 3. t-SNE embedding of the top eigenvectors for the stock dataset. The largest detected sector (boxed) is shown in detail, containing automotive companies
(Ford, General Motors), technology and technology consulting companies (Cisco, Intel, IBM, Oracle), and conglomerates (3M, Honeywell, United Technologies),
and others. Although the k-means clustering algorithm grouped these distinct sectors into one large community, this embedding demonstrates how the top
eigenvectors of Ĉmy capture the community structure. We note that the smaller communities, such as the community of three companies (circled on the left)
containing defense contractors (General Dynamics, Lockheed Martin, Raytheon), exhibit stronger coherence in terms of market sector.
rather than the error rate accounts for the different community
structures, allowing for a fair comparison.
As k increases, a/(knc) is kept constant, but b/(knc) is
either (i) kept constant or (ii) scaled to keep the expected
number of inter-cluster edges incident to each community
constant.
That is,
b
knc
(k − 1)nc = bk − 1
k
(47)
is constant for all k, where it is implicit that b varies with k.
In fact, using the signal to noise ratio (SNR) defined in [38],
this scheme where b/(knc) is scaled with k yields
SNR(k) ∼
(
1− γ2
k − 1
)2
, (48)
where γ2 is the ratio b/a when k = 2.
Fig. 2 (right) illustrates the error rate for each graph model.
When b/(knc) is fixed, the performance degrades with k, as
the ratio of inter-cluster to intra-cluster edges increases linearly
with k. However, normalizing b/(knc) maintains consistent
performance for all values of k.
E. Clustering stock data
We apply our algorithm to the task of inferring community
structure in the S&P 100 stock market index. The daily closing
prices for 92 stocks from 4 January 2016 to 30 December 2018
were obtained from Yahoo! Finance1, and the daily log-returns
calculated. These daily returns are then normalized to have
zero mean and unit variance.
The assumption here is that stocks have an underlying
community structure dictated by a stochastic block model,
and that the log-returns for each day are independent and
the result of a filter on a graph drawn from an SBM. These
are clearly very strong assumptions to make for real data, so
we justify the application of our algorithm to this dataset by
measuring its “stability” over the time-series. We split the
dataset into 4 contiguous blocks of size m = bM/4c, where
M is the total number of samples, and apply our algorithm to
1https://finance.yahoo.com
Ĉmy with k = 10 to recover communities for different periods
of time. A random labeling is also generated for reference.
Then, the pairwise success rate (1− error rate) between each
sample set is computed [cf. (45)], as shown in Fig. 4 (left).
Although the detected communities do not overlap perfectly,
they clearly exhibit a high degree of consistency.
Obviously, there is no ground-truth partition of the stock data,
so we apply our algorithm to the whole dataset, yielding k = 10
communities as determined by the MDL (Algorithm 1). Fig. 3
shows the t-SNE embedding [56] of the dominant eigenvectors.
Despite companies often not strictly belonging to one sector, the
communities seem to capture obvious commonalities between
companies2. Moreover, the block structure of the covariance
matrix for all M samples, shown in Fig. 4 (center-left), is
apparent. This further justifies treating the dataset as if it is
driven by an SBM. Proceeding under the assumption that this
“final” result reflects the true community structure, we evaluate
our algorithm with respect to order selection and community
detection.
Fig. 4 (center-right) shows the order estimation with respect
to the sample size. For some number of samples m, a single
“block” of m consecutive samples is observed, from which the
model order is inferred. This tends to underestimate the true
model order as observed in Section VII.A.
Note that in the full processing pipeline (Ĉmy → k? → g), an
incorrect model order estimate k? will lead to poor classification
performance. Hence, in Fig. 4 (right) we show the community
detection performance for both the full pipeline (where k? is
determined via MDL) and for fixed k? = 10 (both using the
same consecutive sampling scheme as before). Fig. 4 (right)
shows an expected drop in the classification error rate for both
settings as m increases, with the gap between the two curves
closing as the estimate k? becomes more accurate.
VIII. DISCUSSION
In this work, we considered the ‘blind’ community detection
problem, where we observe signals on the nodes of a family
of graphs, rather than the edges of the graph itself. Stated
2For a table of detected communities, as well as code for the other
experiments, see https://github.com/tmrod/timevary-netfeat-supplement
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Fig. 4. Numerical experiments on stock dataset. (Left) Pairwise labeling success rates for non-overlapping, contiguous sets of samples from the stock dataset,
as well as a random labeling for comparison. (Center-left) Covariance matrix ĈMy for the stock dataset. The partitions are outlined in red, matching with the
blocks of higher covariance along the diagonal of ĈMy . (Center-right) Order selection task for the stock dataset, averaged over 50 runs. (Right) Error rate of
community detection task for the stock dataset, for both the full pipeline and fixed k = 10. As m increases, the full pipeline better predicts k, causing the two
lines to merge. Each line is the average error rate over 50 runs.
differently, the observations correspond to the output of a
(time-varying, random) graph filter applied to random initial
conditions [cf. the system model (6)]. Assuming that the
underlying graphs correspond to (unobserved) realizations of a
PPM, we aim to infer the number of communities present as
well as the corresponding partition of the nodes. We propose
the use of spectral algorithms on the empirical covariance of
these signals to infer the latent structure of the graph sequence.
We show that our algorithms have statistical performance
guarantees for both the asymptotic and finite sampling cases,
as also demonstrated via extensive numerical experiments.
There are many potential avenues for future research. Our
proof of the MDL criterion’s performance in the finite sample
regime only provides sampling requirements to guarantee that
the order is not underestimated. As shown empirically in
Section VII.A, the model order is typically not overestimated.
We leave further analysis of this behavior for future work.
As shown in Section VII.B, the clustering algorithm does not
strictly require the initial condition w(`) to be white. If the
observer can manipulate the covariance matrix of the inputs,
it appears possible to get better performance by adaptively
coloring the inputs to the system. Furthermore, Section VII.C
shows that the graph sequence does not need to be strictly
independent for the algorithm to perform well. Analysing
these dependencies in more detail could yield algorithms
with refined performance guarantees, e.g., for more realistic
sampling regimes in which there is a correlation over time in
the observed graph signal — a scenario that is highly relevant
for data emerging from real-world applications.
APPENDIX A
PROOF OF (24)
Observe that (24) is equivalent to the following inequality
γx < 1 + x(γ − 1), (49)
where x = (k − p)/(n − p) ∈ [0, 1) and γ = λ(2)/λ(3) > 1.
For any γ > 1, the truncated Taylor series of γx gives
γx = 1 + x(γ − 1) + x(x− 1)ξ
x−2
2
(γ − 1)2, (50)
where ξ ∈ [1, γ]. Finally, the last term is negative as 0 ≤ x < 1,
we get (49).
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