Abstract In this paper, by using the method of iterated integral representations of series, we establish some expressions of series involving harmonic numbers and Stirling numbers of the first kind in terms of multiple zeta values. Furthermore, we can obtain some closed form representations of sums of products of harmonic numbers through Riemann zeta values and linear sums, and some explicit relationships between multiple zeta star values and multiple zeta values are established.
Introduction
Let R and C denote, respectively the sets of real and complex numbers and let N := {1, 2, 3, . . .} be the set of natural numbers, and N 0 := N ∪ {0} be the set of positive integers and N \ {1} := {2, 3, 4, · · · }. For any multi-index S := (s 1 , s 2 , · · · , s k ) (s i ∈ C, k ∈ N, ℜ(s 1 ) > 1), the general multiple zeta value ζ(S) and the multiple zeta star value ζ ⋆ (S) are defined, respectively, by convergent series ( [5, 23, 36] ( 1.2) where s 1 + · · · + s k is called the weight and k is the multiplicity. For convenience, we let {a} k be the k repetitions of a such that ζ (5, 3, {1} 2 ) = ζ (5, 3, 1, 1) , ζ ⋆ (4, 2, {1} 3 ) = ζ ⋆ (4, 2, 1, 1, 1) .
Many papers use the opposite convention, with the n i 's ordered by n 1 < n 2 < · · · < n k or n 1 ≤ n 2 ≤ · · · ≤ n k , see [10, 11, 13, 14, 19] . Multiple zeta values and multiple zeta star values were introduced and studied by Euler [16] in the old days. The multiple zeta values have attracted considerable interest in recent years. In the past two decades, many authors have studied multiple zeta values and multiple zeta star values, and a number of relations among them have been found [5, 7, [9] [10] [11] [13] [14] [15] 19, 20, [22] [23] [24] [27] [28] [37] [38] [39] . There are important properties for multiple zeta values, so called sum, cyclic sum, and duality formulas. For example, one of the well known Q-linear relations among multiple zeta values is the sum formula ( see [5, 20] ), which states that
In [20] , M. Igarashi proved a generalization of the sum formula (see Proposition 3 in the reference [20] ). From [5, 10, 11, [13] [14] [15] , we know that multiple zeta values can be represented by iterated integrals (or Drinfeld integrals) over a simplex of weight dimension. Thus, we have the alternative (s 1 + s 2 + · · · + s k )-dimensional iterated-integral representation 4) in which the integrand denotes a string of distinct differential 1-forms of type Ω := dx/x, and w j is given by A generalization of this duality formula can be found in [10, 11, 14, 15] . On the other hand, the corresponding property of the duality formula for multiple zeta-star values was not known until recently. The best result to date are due to Masanobu Kaneko, Yasuo Ohno ( [23] ) and Chika Yamazaki ([36] ). Kaneko and Ohno proved the following property
the right-hand side being the algebra over Q generated by the values of the Riemann zeta function at positive integer arguments (s > 1). C. Yamazaki ([36] ) gave another proof of (1.7). The subjects of this paper are Multiple zeta values and Euler sums. Next, we give an introduction to the linear and nonlinear Euler sums. When k = 2 in (1.2), then ζ ⋆ (s 1 , s 2 ) also called the classical linear Euler sums, which is defined by 8) where ζ n (p) stands for the generalized harmonic number defined by ζ n (p) := n j=1 1 j p , p, n ∈ N, (1.9) when p = 1, H n := ζ n (1) is classical harmonic number, the empty sum ζ 0 (p) is conventionally understood to be zero. The generalized harmonic number converges to the Riemann zeta function ζ(s): lim
where the Riemann zeta function is defined respectively by
In general, the multiple harmonic number (also called partial sums of multiple zeta values) and multiple star harmonic number (also called partial sums of multiple zeta star values) are defined by
(1.12) when n < k, then ζ n (s 1 , s 2 , · · · , s k ) = 0, and ζ n (∅) = ζ ⋆ n (∅) = 1. The generalized (nonlinear) Euler sums are the infinite sums whose general term is a product of harmonic numbers of index n and a power of n −1 . Namely, for a multi-index S = (s 1 , s 2 , . . . , s k ) (k, s i ∈ N, i = 1, 2, . . . , k) with s 1 ≤ s 2 ≤ . . . ≤ s k and q ≥ 2, the nonlinear Euler sums of index S, q is defined by ( [17] )
where the quantity s 1 + · · · + s k + q is called the weight, the quantity k is called the degree. As usual, repeated summands in partitions are indicated by powers, so that for instance
It has been discovered in the course of the years that many Euler sums admit expressions involving finitely the "zeta values", that is to say values of the Riemann zeta function ζ(s) with the positive integer arguments. Euler started this line of investigation in the course of a correspondence with Goldbach beginning and he was the first to consider the linear sums S p,q . Euler showed this problem in the case p = 1 and gave a general formula for odd weight p + q in 1775. Moreover, he conjectured that the double linear sums would be reducible to zeta values when p+q is odd, and even gave what he hoped to obtain the general formula. In [3] , D. Borwein, J.M. Borwein and R. Girgensohn proved conjecture and formula, and in [1] , D.H. Bailey, J.M. Borwein and R. Girgensohn conjectured that the double linear sums when p+q > 7, p+q is even, are not reducible. Hence, the evaluation of S p,q in terms of values of Riemann zeta function at positive integers is known when p = 1, p = q, (p, q) = (2, 4), (4, 2) or p + q is odd ( [1, 3, 17] ). The relationship between the values of the zeta values and Euler sums has been studied by many authors, see [1, 3, 4, 8, 17, 18, 26, 35] and references therein. For example, in [18] , Philippe Flajolet and Bruno Salvy proved that all Euler sums of the form S 1 p ,q for weights p + q ∈ {3, 4, 5, 6, 7, 9} are expressible polynomially in terms of zeta values and gave explicit formula. For weight 8, all such sums are the sum of a polynomial in zeta values and a rational multiple of S 2,6 , but not the formula. In [35] , we showed that all quadratic Euler sums S 1p,q can be evaluated in terms of zeta values and linear sums whenever p + q ≤ 8, p ∈ N, q ∈ N \ {1} and gave explicit formula.
The main purpose of this paper is to establish some relationships between nonlinear Euler sums and multiple zeta values by using the method of iterated integral representations of series. We then use these relations to evaluate several series with harmonic numbers. Furthermore, we can obtain some explicit formulas between multiple zeta star values and multiple zeta values.
Main results and proofs
The following lemma will be useful in the development of the main theorems.
Lemma 2.1 (see [35] ) Let m, k be integers with m ≥ 2, k ≥ 2. we have the recurrence relation
where the integral W (m,k) is defined by
and ψ (z) stands for digamma function (or called Psi function) defined by
By a direct calculation, we can deduce that
From the recurrence relation (3.1), we know that the values of integrals W (m, k) can be expressed as a rational linear combination of products of zeta values. We now give some values of the integrals W (m, k) for 3 ≤ m + k ≤ 9
Theorem 2.2 For n, m ∈ N and x ∈ [−1, 1), the following relation holds:
Proof. The proof is by induction on m. Define J (n, m; x) :=
by simple calculation, we can arrive at the conclusion that
and the formula is true. For m > 1 we proceed as follows. By using integration by parts we have the following recurrence relation
Then by the induction hypothesis, we have
By a direct calculation, we can deduce the desired result. This completes the proof of Theorem 2.2. Letting x approach 1 in (2.2) and using the definition of multiple star harmonic number, we obtain
Dividing (2.2) by x and integrating over the interval (0,1), the result is
On the other hand, in [35] , we proved the identity
where
stands for the complete exponential Bell polynomial defined by (see [21] )
Comparing (2.5) with (2.7), we have the following relation
By using the definition of the complete exponential Bell polynomial, we can deduce that
is a rational linear combination of products of harmonic numbers. Further, we know that the multiple star harmonic number ζ ⋆ n ({1} m ) can be expressed as a rational linear combination of harmonic numbers. In fact, using Eulerian beta integral, we can obtain the more general recurrence relation: Theorem 2.3 For integers m, k, n ∈ N, then we have the following recurrence relation
where I (n, m, k) is defined by the integral
Proof. Applying the definition of Beta function B (α, β), we can find that 12) where the Eulerian Beta function is defined by
By using (2.13) and the definition of ψ(x), it is obvious that
Therefore, differentiating m − 1 times this equality, we can deduce that
Since B(α, β) = B(β, α), the change of variable α → β, β → α, then we also have
Putting α = n, β = 1 in (2.15), we arrive at the conclusion that
Furthermore, by using (2.14), the following identity is easily derived
From the definition of digamma function, we know that if α = n, β = 1, then we have
Hence, taking α = n, β = 1 in (2.17), then substituting (2.18) (2.19) into (2.17) respectively, we can obtain (2.1). The proof of Theorem 2.3 is finished. From (2.10) and (2.16), we can gives the following identities: for n ∈ N,
By using integration by parts, we can find the relation
Furthermore, by simple calculation, we obtain the result
(2.21) Therefore, from Theorem 2.3, we know that the integral I (n, m, k) is a rational linear combination of products of harmonic numbers and zeta values. Taking m = 1 in (2.10), we can give the the following corollary.
Corollary 2.4 For integer n, k ∈ N, then we have
Comparing (2.6) with (2.22), we can obtain the conclusion: For integers m, n ∈ N, then the sums of multiple star harmonic number
can be expressed by the harmonic numbers, and we have the formula
where s (n, k) is called (unsigned) Stirling number of the first kind (see [21] ).
The Stirling numbers s (n, k) of the first kind satisfy a recurrence relation in the form
Proof. To prove the first identity we proceed by induction on k. Obviously, it is valid for k = 1.
For k > 1 we use the equality
and apply the induction hypothesis, by using Cauchy product formula, we arrive at
Nothing that ζ n ({1} k ) = 0 when n < k. We can deduce (2.24). To prove the second identity of our theorem, we use the following equation ( [21] ) 27) which implies that for any m, k ∈ N, the multiple zeta value ζ(m + 1, {1} k−1 ) can be represented as a polynomial of zeta values with rational coefficients. For example:
By integration by parts, we can deduce that
Applying (2.27) into (2.28), we can obtain the well known duality formula
Obviously, the equation above is special cases of equation (1.6). From (2.25)-(2.28), we get the result
Now we state our main results. The main results of this paper are the following theorems.
Theorem 2.6 For integers p ∈ N and m ∈ N 0 . Then
Proof. Applying (2.26), we can show that
Applying the change of variables
to the above multiple integral, we get the identity
(2.32)
By using integration by parts, we can deduce that, for n, m ∈ N,
Taking m = 2 in (2.33), we get
Substituting (2.34) into (2.32) and combining (2.31), we arrive at the conclusion that
This completes the proof of Theorem 2.6.
Theorem 2.7
For integers m, p ∈ N and r ∈ N \ {1}. Then
Proof. Similarly to the proof of Theorem 2.6, we consider the multiple integral
to the above multiple integral, we deduce the identity
On the other hand, by using (2.21), we have
Substituting (2.39) into (2.37) and combining (2.26), we conclude that
Combining (2.38) and (2.40), we get
Applying (2.29) and (2.30) into (2.41) yields
(2.42) Replacing r by r − 1 in (2.42), then substituting it into (2.42), we obtain ∞ n=1 s (n, m) ζ n (r + 1) n!n p−r+1 = ζ (r + 1) ζ m + 1, {1} p−r − ζ m + 1, {1} p−r , 2, {1} r−1 .
The proof of Theorem 2.7 is finished. 
Remark 2.8 By considering the following multiple integral
and using the elementary integral identity
then combining (2.25), we also obtain (2.36) . When p = 1, then the integral above can be written as
Applying (2.29), we deduce the following duality relation
with s (n, k) = 0, n < k, s (n, 0) = s (0, k) = 0, s (0, 0) = 1.
In the same manner, we obtain the more general identity, see the following Theorem 2.8.
Theorem 2.9
For integers k, m ∈ N 0 and p ∈ N. Then
43) where Y k (n) is complete exponential Bell number defined by (2.8). When m = 0, then
Proof. Similarly to the proof of Theorem 2.6 and 2.7, using (2.7) and (2.26), we can deduce that
(2.44) Using (2.33), by a similar argument as in the proof of Theorem 2.6 and 2.7, we have . By a direct calculation, we find that
Combining (2.45) and (2.46), we can obtain the formula (2.43). Moreover, by simple calculation, we obtain the following result.
Theorem 2.10
Proof. First, by using multiply integral, we can find that
Then applying formula (2.48) to the right hand side of (2.44), we can show that
Thus, formula (2.47) holds. Setting m = 1 in the above equation we obtain
Relations between multiple zeta values and multiple zeta star values
In this section, we will establish some explicit relationships between multiple zeta star values and multiple zeta values. Furthermore, we give closed formed for several classes of nonlinear Euler sums in terms of zeta values and linear sums.
where Li p (x) is polylogarithm function defined by
Proof. Using integration by parts, we deduce that, for x ∈ [−1, 1), 
Taking m = 1 in (3.4), we obtain (3.2). This completes the proof of Lemma 3.1.
Theorem 3.2 For integers p, m ∈ N, then we have the relation
Proof. First, we consider the integral
On the other hand, by using (3.1), we conclude that
Combining (3.6) and (3.7) and using (2.29), we arrive at
The formula (3.8) also immediately follows from (2.47). Substituting (2.30) into (3.8) yields the desired result.
Theorem 3.3 For integers p, m ∈ N, then we have the relation
Proof. Similarly to the proof of Theorem 3.2, first, by using (2.6), we obtain the following identity
Then by (2.26) and (3.2), we can deduce the result
Combining (2.30), (2.36), (3.10) and (3.11), we can obtain (3.9). Putting p = 1 in (3.9), we can give the following Corollary.
Corollary 3.4 For positive m, we have
Setting p = 1, 2 in (3.5) we obtain
At the end of this section we give some closed form for several classes of nonlinear Euler sums. In [9] , J.M. Borwein, R. Girgensohn proved that all ζ (q, p, r) with r + p + q is even or less than or equal to 10 or r + p + q = 12 were reducible to zeta values and linear sums. From [9] , we have
Putting p = 3, m = 3 in (3.5), we can deduce that
Taking p = 3, m = 4 in (3.5), we get
where S 2,6 = ζ ⋆ (6, 2). On the other hand, we note that
In [35] , we proved the results
and
Substituting (3.17) and (3.18) into (3.17) respectively, we have
Hence, combining (3.19) and (3.10), we obtain the identities
In fact, using the method of this paper, it is possible to evaluate other Euler sums involving harmonic numbers. For example, we have used our method to obtain the following explicit evaluations,
In [23] , Masanobu Kaneko and Yasuo Ohno proved that
Combining (2.30), (3.5), (3.8) and (3.23), we obtain the following results
4 Evaluation of the alternating multiple zeta star values ζ ⋆ (1, {1} m ,1) and ζ ⋆ (2, {1} m ,1)
In this section, we will show that the alternating multiple zeta star values ζ ⋆ (1, {1} m ,1) and ζ ⋆ (2, {1} m ,1) satisfy certain recurrence relations that allow us to write them in terms of zeta values, polylogarithms and ln 2. In (1.1), (1.2), (1.11), (1.12), we put a bar on top of s j (j = 1, 2, · · · , m) if there is a sign (−1) k j appearing in the denominator on the right. For example
Now, we prove two lemmas which will be useful in proving Theorem 4.3 and 4.4.
Lemma 4.1 For integer m > 0, the following identity holds,
Proof. To prove (3.1), noting that the integral in (4.1), by change the variable x → 2t − 1, which can be rewritten as
Noting that
and using the following elementary integral identity
we can deduce the following results
Substituting (4.5) into (4.2) respectively, we can obtain (2.9). This completes the proof of Lemma 4.1.
Lemma 4.2 If m ≥ 1 is a integer and z
Proof. We note that the integral in (4.6), which can be rewritten as
Applying (2.33), we arrive at the conclusion that
(4.8)
Substituting (4.8) into (4.7) yields the desired result.
Theorem 4.3 For integer m > 1, we have the recurrence relation
Proof. Multiplying (2.2) by (−1) n−1 and summing with respect to n, the result is
On the other hand, by integration by parts, we obtain the formula
Hence, letting x approach −1 in (4.10) and combining (4.1), we can deduce (4.9). Noting that, taking x → 1 in (4.7), we have the result
Therefore, we conclude that
Theorem 4.4 For integer m > 1, we have the recurrence relation
Proof. Similarly to the proof of Theorem 4.3, we consider the integral
2), we deduce that
Setting x → 1 in (4.6) and combining (4.13) with (4.14), we can obtain (4.12). By considering the case m = 2 in (4.9) and (4.12) we get 
We define the parametric Hurwitz zeta function and parametric Hurwitz zeta star function by 
Proof. By induction, we can tell that A m (n) and B m (n) are polynomials of degree m with n variables x 1 , x 2 , · · · x n , moreover, B m (n) has coefficient 1 at x 2 · · · x sn n , then in order to get the conclusion, all we need to do is prove that c s 1 ,··· ,sn = m! by induction. For convenience, we can suppose c t 1 ,··· ,tn = 0 if there is a t i < 0, otherwise c t 1 ,··· ,tn is the coefficient of A t 1 +···+tn (n) at x B 0 (n) = 1, B 1 (n) = X n (1) , B 2 (n) = X 2 n (1) + X n (2) 2 , B 3 (n) = X 3 n (1) + 3X n (1) X n (2) + 2X n (3) 3! , B 4 (n) = X 4 n (1) + 8X n (1) X n (3) + 3X 2 n (2) + 6X 2 n (1) X n (2) + 6X n (4) 4! , B 5 (n) = 1 5! X 5 n (1) + 10X 3 n (1) X n (2) + 20X 2 n (1) X n (3) + 15X n (1) X 2 n (2) +30X n (1) X n (4) + 20X n (2) X n (3) + 24X n (5) , B 1 (n) = X n (1) ,B 2 (n) = X 2 n (1) − X n (2) 2! ,B 3 (n) = X 3 n (1) − 3X n (1) X n (2) + 2X n (3) 3! , B 4 (n) = X 4 n (1) − 6X 2 n (1) X n (2) + 8X n (1) X n (3) + 3X 2 n (2) − 6X n (4) 4! , B 5 (n) = 1 5! X 5 n (1) − 10X 3 n (1) X n (2) + 20X 2 n (1) X n (3) + 15X n (1) X 2 n (2) −30X n (1) X n (4) − 20X n (2) X n (3) + 24X n (5) , can be expressed as a rational linear combination of products of Riemann zeta values.
