Abstract. In Ref.
Introduction
Quantum Mechanics is still laking a foundation. The Lorentz transformations suffered the same problem before the discovery of special relativity, and an analogous principle of "quantumness" has not been found yet. If one considers the theoretical power of special relativity in the ensuing research, one definitely ought to put the principle of quantumness at the highest research priority. 1 In the recent article [1] one of the authors proposed to axiomatize Quantum Mechanics as a fair operational framework, namely regarding the theory as of rules that allow the experimenter to predict future events on the basis of suitable tests, having local control and low experimental complexity. In addition to causality, the following postulates have been considered: PFAITH (existence of a pure preparationally faithful state), and FAITHE (existence of a faithful effect). These postulates have exhibited an unexpected theoretical power, excluding all known nonquantum probabilistic theories, such as PR-boxes [3] , rebits [4] , etc. The two postulate alone are however not sufficient to derive Quantum Mechanics, and other potential postulates of the same nature have been considered, such as FAITHE: (existence of a faithful effect), and SUPERFAITH (existence of a pure preparationally state which used in many copies also provides a 2n-partite preparationally faithful states). More recently in Ref. [2] a more extensive axiomatic approach has been used, and in addition to NSF and PFAITH, postulate LDISCR (local discriminability) and PURIFY (purifiability of all states, uniquely up to reversible channes on the purifying system) have been considered. These postulates make the probabilistic framework much closer to Quantum Mechanics, with teleportation, error correction, dilation theorems, no cloning, and no bit commitment among its corollaries.
In the present paper we test the above postulates on the available probabilistic models different from Quantum Mechanics. The first model, the two-box world, is an extension of the Popescu-Rohrlich model [3] , which achieves the greatest violation of the CHSH inequality compatible with the no-signaling principle. The second model, the two-clock world, is actually a full class of models, all having a disk as convex set of states for the local system. These models allow purification of all its mixed states, but the purification is not unique up to reversible channels on the purifying system, as PURIFY requires. One of the models of this class is indeed the the tworebit world, namely qbits with real Hilbert space. This model violates the local observability principle, namely the possibility of discriminating joint states by local measurements. The third model-the spin-factor-is a sort of n-dimensional generalization of the clock. Here we show that the only dimension n = 3 allows teleportation, and, indeed, in such case the theory is the qubit. Finally the last model is the classical probabilistic theory. We see how each model violates some of the proposed postulates, when and how teleportation can be achieved, along with interesting connections with the violations of postulates and deep relations between the local and the non-local structures of the probabilistic theory.
The world of probabilistic theories is still largely unexplored, and we still have poor intuition. Mostly our intuition is biased by our familiarity with Quantum Mechanics, and it is easy to mistakenly assume quantum features as general properties of probabilistic theories. This is also a consequence of the absence of available alternative probabilistic models to test the new postulates. This is the main motivation for the present paper, where some concrete probabilistic models alternative to Quantum Mechanics are constructed and analyzed.
2. Short review on probabilistic operational theories 2.1. The operational framework. The primitive notion of our framework is the notion test. A test is made of the following ingredients: a) a complete collection of outcomes, b) input systems, c) output systems. It is represented in form of a box, as follows The left wires represent the input systems, the right wires the output systems, and {A i } the collection of outcomes. Very often it is convenient to represent not the complete test, but just a single outcome A i , or, more generally a subset A ⊂ {A i } of the collection of possible outcomes, i.e. what is called event. The number of wires at the input and at the output can vary, and one can also have no wire at the input and/or at the input. We can regard the test in many different ways, depending on our needs and context. A test can be a man-made apparatus-such as a Stern-Gerlach setup or a beam splitter-or a nature-made "phenomenon"-such as a physical interaction between different particles in some space-time region. The set of events of a test is closed under union, intersection, and complementation, thus making a Boolean algebra. The union A ∪ B of two events A or B is the event in which either A or B occurred, but it is unknown which one. This operation is also called coarse-graining. Reversely, a refinement of an event A is a set of events {A i } occurring in some test such that A = ∪ i A i . Generally an event has different refinements, depending on the test, and is not refinable within some test. We will call an event that is unrefinable within any test atomic event.
Connecting the test in a network. The natural place for a test/event will be inside a network of other tests/events, and to understand the origin of the box representation and the intimate meaning of the test/event you should imagine it actually connected to other tests/events in a circuit, e.g. as follows
The different letters A, B, C, . . . labeling the wires precisely denote different "types of system", whose meaning comes from the following rules:
Connectivity rules: (1) we can connect only an input wire of a box with an output wire of another box, (2) we can connect only wires with the same label, (3) loops are forbidden. The fact that there are no closed loops gives to the circuit the structure of a directed acyclic graph (DAG). In the typical graph representation vertices correspond to operations, and edges to wires. The circuit and the graph representations are exactly equivalent, once one looks at a vertex as a "box" with inputs and outputs, as follows
⇐⇒
Ultimately the wires have only the function of ruling the way in which a box can be connected to other boxes. Thus systems are just a representation of the causal connections between different events. The fact that there are no closed loops corresponds to the requirement that the test/event is oneuse only, whence each box in the circuit represents events that happen only once. Moreover, we must keep in mind that the probability of the event is independent on the test which it belongs, in the sense that if we have another test that contains the same event, this will have the same probability (keeping the rest of the network fixed). The fact that the probability depends only on the event and not on the test legitimates our use of networks made of single-event boxes, where on each box we don't need to specify the test. In the following, we will denote the set of events from system A to system B as T(A, B), and use the abbreviation T(A) := T(A, B).
The trivial system. Among the different kinds of systems, we consider a special one called trivial system, denoted by I. In the circuit it will be represented by no wire, but instead we will draw the corresponding side of the operation box convexly rounded, namely as follows ' Building up the network formally. One can build up the network using formal rules as in Ref. [2] , making connection in parallel, in sequence, declaring commutativity of parallel composition, etc. This construction is mathematically equivalent to the construction of a symmetric strict monoidal category, and poses a strong bridge with the research line of Coecke and Abramsky [5] . We also must keep in mind that there are no constraints for disconnected parts of the network, namely they can be arranged freely as long as they are disconnected (this for example would not be true for a quaternionic quantum network). Finally, we will also consider randomized tests, where one can choose a different test depending on the outcome of a previous one. Such tests are provably feasible in causal theories.
The operational probabilistic theory.
If you now want to make predictions about the occurrence probability of events based on your current knowledge, then you need a "theory" that assign probabilities to different events: 1 An operational theory is specified by a collection of systems, closed under parallel composition, and by a collection of tests, closed under parallel/sequential composition and under randomization. The operational theory is probabilistic if every test from the trivial system to the trivial system is associated to a probability distribution of outcomes.
Therefore a probabilistic theory provides us with the joint probabilities for all possible events in each box for any closed network, namely which has no input and no output system. The probability itself will be conveniently represented by the corresponding network of events. One is seldom interested in full joint probabilities, but, more often, in the joint probability of events in some given tests in the network, irrespective of events in all other tests. This will correspond to marginalize over the other tests. We will see how the evaluation of probabilities will be greatly simplified by the causality assumption and by the use of conditional states.
Slices, preparation and observations. Two wires in a circuit are inputoutput contiguous if they are the input and the output of the same box. By following input-output contiguous wires in a circuit while crossing boxes only in an input-output direction we draw an input-output chain. Two systems (wires) that are not in the same input-output path are called independent. A set of pairwise independent systems/wires is a slice, and the slice is called global if it partitions a closed bounded circuit into two parts as in Fig. 1 which, using our composition rules, is equivalent to the following
Probabilities in the network can be introduced in a easy intuitive way, or in a more axiomatic way as Ref. [2] . Figure 1 . Split of a closed circuit into a preparation and an observation test.
namely, it ie equivalent to the connection of a preparation test with an observation test. Thus, a diagram of the form 8 ?9 > A i A : =; < B j generally represents the event corresponding to an istance of a concluded experiment, which starts with a preparation and ends with an observation. The probability of such event will be denoted as B j | A i , using the "Dirak-like" notation, with rounded ket |A i ) and rounded bra B j for the preparation and the observation tests, respectively. In the following we will use lowercase greek letters for preparation events and lowercase latin letters for observation events. The following equivalent notations denote the probability of the sequence of events ρ, A , a
A
and the event A can be regarded as "transforming" the observation event a into the event a • A . The same can be said for the preparation event.
2.3. States, effects, transformations. In a probabilistic theory, a preparationevent ρ i for system A is naturally identified with a function sending observationevents of A to probabilities, namely
and, analogously, observation-events are identified with functions from preparation-events to probabilities
As probability rule, two observation-events (preparation-events) corresponding to the same function are indistinguishable. We are thus lead to the following notions of states and effects:
States and effects: Equivalence classes of indistinguishable preparationevents for system A are called states of A, and their set is denoted as S(A).
Equivalence classes of indistinguishable observation-events for system A are called effects of A, and their set is denoted as E(A).
Therefore, in the following we will make the identifications: 1) preparationevents ≡ states; 2) observation-events ≡ effects. Notice that according to our definition of states and effects as equivalence classes, states are separating for effects and viceversa effects are separating for states.
2
Linear spaces of states/effects. Since states (effects) are functions from effects (states) to probabilities, one can take linear combinations of them. This defines the real vector spaces S R (A) and E R (A), one dual of the other (we will restrict our attention to finite dimensions). In this case, by duality one has dim(S R (A)) = dim(E R (A)).
Convex cones of states effects.
Linear combinations with positive coefficients of states or of effects define the two convex cones S + (A) and E + (A), respectively, one dual cone of the other. The standard assumption in the literature is that, since the experimenter is free to randomize the choice of devices with arbitrary probabilities, the set of states S(A) and the set of effects E(A) are convex.
Linear extension of events. Linearity is naturally transferred to any kind of event through Eqs. (2) and (3), via linearity of probabilities, and, in addition, events become linear maps on states or effects, e.g. A ∈ T(A , B), A : |ρ) A → |A ρ) B . Every event A ∈ T(A, B) induces a map from S(AC) to S(BC) for every system C, uniquely defined by
I C denoting the identity transformation on system C. The map is linear from S R (AC) to S R (BC). From a probabilistic point of view, if for every possible system C two events A and A ′ induce the same maps, then they are indistinguishable. We are thus lead to the definition of transformation: Equivalence classes of indistinguishable events from A to B are called transformations from A to B. Henceforth, we will identify events with transformations. Accordingly, a test will be a collection of transformations.
In the following, if there is no ambiguity, we will drop the system index to the identity event. Notice that generally two transformations A , A ′ ∈ T(A, B) can be different even if A |ρ) A = A ′ |ρ) A for every ρ ∈ S(A). Indeed one has A A ′ if that there exists an ancillary system C and a joint state |ρ) AC such that
We will come back on this point when discussing local discriminability.
2.4.
No signaling from the "future". Although in the networks discussed until now we had sequences of tests, such sequences were not necessarily temporal, or causal sequences, namely the order of tests in a sequence was not necessarily following the causal or the time arrow. We now introduce the causality condition, also called no signalling from the future, which allows us to interpret the sequential composition as a causal cascade.
Causality condition 1.[1]
We say that a theory is causal, if for any two tests {A i } i∈X and {B j } ∈Y that are connected with at least an input of test {B j } ∈Y connected to an output of {A i } ∈Y as follows (8) . . . . . .
one has the asymmetry of the joint probability of events (given all other events in the network): and {B j } i∈Y is effect for {A i } i∈X . Thus, the asymmetry is causality. If we now take the input-output direction as the past-future time relation, this corresponds to choose the arrow of time, namely it corresponds to say that causes precede effects. According to our choice of the time-arrow the inputoutput connection between tests is interpreted as a time-cascade of tests. Therefore, in synthesis, the asymmetry in the marginalization of probabilities corresponds to postulate that:
No signaling from the future: The marginal probability of a time-cascade of tests does not depend on the "future" tests.
On the contrary, the marginal probability of a time-cascade of tests generally depends on "past" tests, and we will see that this leads to the customary probability-conditioning from the past.
The causality condition greatly simplifies the evaluation of probabilities of events. In fact, since the probability of an event in a test is independent on the tests performed at the output, we can just substitute the network with another one in which all output systems of the test of interest are substituted by a deterministic test.
Formulation in terms of preparation tests. We have already introduced preparation tests, namely tests with no input, and denoted as ( /) . ρ i B . Moreover, we have shown that every portion of network that has no input is equivalent to a preparation test, as e.g. in Fig. 1 
The equivalence of the two formulations of the causal condition can be easily proved as follows. The implication Condition 1 =⇒ Condition 2 is immediate. Viceversa, consider any portion of the complete network which has no input, which contains test {A i } i∈X , and which has noting attached at the output systems of test {A i } i∈X , as follows
This is a preparation test. Then according to Condition 2 the joint probability of all events in the preparation test-i.e. our portion of network-is independent on the choice of tests connected at the output of the network. In particular, the probability of events A i given all other events in the network will be independent on the choice of the test at the output of test {A i }.
We should emphasize that there exist indeed input-output relation that have no causal interpretation. Such non causal theories are studied in Ref. [6] . A concrete example of such theories is that considered in Refs. [7, 1] , where the states are quantum operations, and the transformations are "supermaps" transforming quantum operations into quantum operations. In this case, transforming a state means inserting the quantum operation in a larger circuit, and the sequence of two transformation is not a causal. The possibility of formulating more general probabilistic theories even in the absence of a pre-defined causal arrow may constitute a crucial ingredient for conceiving a quantum theory of gravity (see e.g. Hardy in Ref. [8] ).
The causality principle naturally leads to the notion of conditioned tests, generalizing both notions of sequential composition and randomization of tests. For a precise definition see Ref. [2] .
Causal theories have a simple characterization in terms of the following lemma [2] . 2.5. Alternative definition of state for causal theories. From Lemma 1 it clear that in a causal theory the probability function over events p is uniquely defined. We can accordingly define the state also in the following way: A state ω for a system A is a probability rule ω(A ) for any event A ∈ T(A, B) occurring in any possible test with input system A. We call the state normalized if for every possible each test {A i } i∈X with input system A, the following condition holds
Lemma 1. A theory is causal if and only if for every system
It is easy to see that for causal theories the above definition is equivalent to the definition of state as equivalence class of preparation event. In fact, the preparation event is a positive functional over observation tests (see Eq. (4)). On the other hand, due to causality, the probability of the event A for preparation |ω) A is independent on the choice of the following test, whence, in particular, is given by
whereas normalization follows easily. Viceversa, for a normalized state the probability rule ω(A ) along with normalization (13) provides probabilities that satisfy Eq. (11).
Conditional state. Causality also allows us to define the notion of conditional state, namely the state corresponding to the conditional probability rule. The following cascade
leads to the notion of conditional probability that event B occurs knowing that event A has occurred p(B|A ) = ω(B • A )/ω(A ). This sets the new probability rule ω A (B) := p(B|A ), corresponding to the notion of conditional state: The conditional state ω A , which gives the probability that an event occurs knowing that event A has occurred with the system prepared in the state ω, is given by
(the central dot "·" denotes the location of the variable). This is another way of regarding the event A as a transformation, namely as transforming with probability ω(A ) the state ω to the (unnormalized) state A ω given by
In such way causality leads to the identifications: 1) event ≡ transformation and 2) evolution ≡ state-conditioning. Notice that also a deterministic event produces a nontrivial conditioning of probabilities.
Marginal state. Regarding the state as a probability rule in causal theories naturally leads to the other relevant notion of marginal state, corresponding to the marginalization probability rule. The marginal state is just the probability rule for marginal probability, namely Abbreviated notation. In the following, when considering a transformation in A ∈ T(A, B) acting on a joint state ω ∈ S(AC), we will think the transformation acting on ω locally, namely we will use the following natural abbreviations
In regards of probabilities the abbreviation corresponds to take the marginal state.
Complete operational specification of a transformation. Operationally a transformation/event A ∈ T(A, B) needs to be completely specified by the way it affects all observed outcomes, namely all probabilities. This means that it is specified by all the joint probabilities in which it is involved. It follows that A ∈ T(A, B) is univocally given by the probability rule
namely its local action on all joint states for any ancillary extensions. This is equivalent to specify both the conditional state ω A and the probability ω(A ) for all possible states ω, due to the identity
In particular the identity transformation I is completely specified by the rule I ω = ω for all states ω.
Linear space of events. We have seen that states inherite a linear structure from being functionals over effects, and the viceversa effects inherite a linear structure from being functionals over states. We can also regard the linear combination of two states as reflecting the linear combination of their respective probability rule. On the other hand, since transformations/events are fully specified by their action on states, they are also completely specified by their action over their linear space, hence they inherit their linear structure as follows
namely the linear combination of events aA + bB is complely specified by its action over a generic state ω ∈ S(AC), action that is given by the linear combination of the two states A ω, Bω ∈ S(AC). Notice that both compositions • and ⊗ are distributive with respect to addition.
2.6.
No signaling without exchanging systems. The "no signalling from the future", i.e. the causality requirement, implies another "no signaling", namely the impossibility of signalling without exchanging systems:
Theorem 2.1. (No signalling without exchange of physical systems) In a causal theory it is impossible to have signalling without exchanging systems.
Proof. See Ref. [2] .
Alternative definition of effect for causal theories. An effect is the equivalence class of transformations occurring with the same probability.
Indeed, if the two transformations A 1 , A 2 ∈ T(A, B) are probabilistically equivalent, one has (e| A A 1 |ω) A = (e| A A 2 |ω) A , ∀ω ∈ S(A), and due to the fact that states are separating for effects, this is equivalent to the identity of effects (e| A A 1 = (e| A A 2 := (a|, and we will say that the two transformations belong to the same effect a ∈ E(A).
Depending on the context, in the following we will also use the equivalent notations for states, effects, and transformations
One of the consequences of Lemma 1 is that the set of effects {l i } corresponding to all possible events of a test satisfy the normalization identity i l i = e, e denoting the deterministic effect. Such a set of effects will be called observable. We will also call an observable informationally complete if it is a state-separating set of effects, and minimal, if the effects are linearly independent.
Local discriminability.
A standard assumption in the literature on probabilistic theories is local discriminability.
Local discriminability: A theory satisfies local discriminability if for every couple of different states ρ, σ ∈ S(AB) there are two local effects a ∈ E(A) and b ∈ E(B) such that
Another way of stating local discriminability is to say that the set of factorized effects is separating for the joint states.
Local discriminability represents a dramatic experimental advantage. Without local discriminability, one generally would need to built up a N-system test in order to discriminate an N-partite joint state, instead of using just N of the same single-system tests that allow us to discriminate states of single system. Local discriminability implies local observability, namely the possibility of recovering the full joint state from just local observations. Stated in other words, local observability means that one can build up an informationally complete observation test made only of local test, i.e. one can perform a complete tomography of a multipartite state using only local tests. This is given by the following lemma [2] : Lemma 3. Let {ρ i } and {ρ j } be two bases for the vector spaces S R (A) and S R (B), respectively, and let {a i } and {b j } be two bases for the vector spaces E R (A) and E R (B), respectively. Then every state σ ∈ S(AB) and every effect E ∈ E(AB) can be written as follows
for some suitable real matrix A i j (B i j ).
Another consequence of local discriminability is that transformations in T(A, B) are completely specified by their action only on local states S(A), without the need of considering ancillary extension. This is assessed by the following lemma [2] : 
Bloch representation for transformations of a probabilistic theory
Based on the linear structure established for states, effects, and transformations, we can now introduce an affine-space representation based on the existence of a minimal informationally complete observable and of a separating set of states. Such representation generalizes the popular Bloch representation used in Quantum Mechanics.
In terms of a minimal informationally complete observable, {l i }, i = 1, . . . , n, and of a minimal separating set of states {λ j }, j = 1, . . . , n, one can expand (in a unique way) any effect a ∈ E and state ω ∈ S as follows
Instead of using a minimal informationally complete observable and a minimal set of separating states it is convenient to adopt canonical biorthogonal basis l = {l i } and λ = {λ j } for E R and S R embedded into R n as Euclidean space, and it is convenient to identify an element in {l i } with the deterministic effect e-say l n = e. Correspondingly λ n in λ = {λ j } is the functional χ giving the deterministic component of the effect. Using a Minkowskian notation
Clearly one can extend the convex sets of effects and states to their complexification by taking complex expansion coefficients. The vectors l(ω) and λ(a) give a complete description of the (unnormalized) state ω and (unbounded) effect a, thanks to identity (31). For normalized state ω, l(ω) is the Bloch vector representing the state ω
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. The representation is faithful (i.e. one-to-one) for biorthogonal basis or, generally, for minimal informationally complete observable.
We now recover the linear transformation describing conditioning. The conditioning is given by (b|
. From linearity of transformations one can introduce a matrix A ≡ {A i j }, and write
More precisely the last component of l(ω) is e(ω) = 1 for each normalized ω, and the Bloch vector isl(ω). and, in particular, upon denoting a := [A ] eff , one has
from which we derive the identities λ j (a) ≡ A n j and χ(a) = A nn . The real matrices A are a representation of the real algebra of generalized transformations A. The last row of the matrix is a representation of the effect a = [A ] eff (see Fig. 3 ). In vector notation, for a normalized input state one has
The matrix representation of the transformation is given in Fig. 3 .
Therefore, summarizing, we have found the following representation for the conditional state ω A after the action of the transformation A regarded as an affine map over S
with the transformation occurring with probability ω(A ) given by ω(A ) = λ(a) ·l(ω) + χ(a). Naturally is
A pictorially view of the action over S of the affine map A is given by the linear-fractional map and the perspective map (see [9] ).
The following Propositions will be useful in constructing concrete probabilistic models. Proof. By definition of Bloch representation.
Proposition 3.2. If a ∈ Extr(E) and A ∈ Extr(a) then A ∈ Extr(T).
Proof. If A ∈ a then its Bloch matrix has λ(a) as last row. According to Proposition 3.1 every set of contractions combining convexly to give A must combine to λ(a) in the last row of the Bloch representation. Since a ∈ Extr(E), the only case in which it is possible is when the convex combination is among elements in the same equivalence class a, but this contradicts the hypothesis A ∈ Extr(a). Observation 3.1. One could think that all extremal transformations are extremal within the equivalence class a with a extremal, namely Extr(T) = {A ∈ Extr(a), ∀a ∈ Extr(E)}. In general this is false, as we will show with an example from Quantum Mechanics. On the contrary, we will see that the extended Popescu-Rohrlich model satisfies this property.
Definition:
We define the generator set of E-denoted by gen(E)-as the set of effects whose orbit under the group of E-automorphisms is E, namely the set such that gen(E) • Aut(S) = E.
Proof. It is sufficient to show that ∀ a ∈ gen(E) and ∀U ∈ Aut(S) we get
Considering a map B in Extr(b) it is easy to show that
as last row and is extremal because B = B • U • U −1 is extremal. Then for each A ∈ Extr(a • U ) in Eq. (37) we can take A • U −1 ∈ Extr(a) satisfying the equality, and vice-versa for each A ∈ Extr(a) we can take A • U ∈ Extr(a • U ).
In the following we will denote by l = {l i } and λ = {λ j } the canonical basis of E R and S R , respectively. Consider a bipartite system AB and a bipartite state Φ ∈ S(AB). The state Φ induces the following cone-homomorphism
• If the cone-homomorphism in Eq. (38) is a cone-monomorphism, namely the output (A ⊗ I )Φ is in one to one correspondence with the local transformation A , then Φ is dinamically faithful with respect to A. The output keeps the information about the input transformation and this allows to calibrate any test by means of local transformations.
• If the cone-homomorphism in Eq. (38) is a cone-epimorphism, namely every bipartite state Ψ can be achieved as Ψ = (A Ψ ⊗ I )Φ for some local transformation A Ψ , then Φ is preparationally faithful with respect to A. Any joint state can be prepared by means of local transformations.
Observation 4.1. For Φ both preparationally and dynamically faithful, one can operationally define the transposed transformation
and all the properties of transposition are verified. Postulate PFAITH leads to many relevant features of the probabilistic theory. Here we briefly report those that are useful in the construction of our concrete probabilistic models. For the proof see Ref. [1] where many other consequences are investigated. In the following, when considering two identical systems A = B if there is no ambiguity we will just write AA instead of AB to denote the bipartite system. Consider a probabilistic theory for two identical systems A = B that satisfies Postulate PFAITH and let Φ be a pure symmetric and preparationally faithful bipartite state of the theory; then the following properties holds:
(1) Φ is both preparationally and dinamically faithful with respect to both systems. (2) One has the cone-isomorphism
Moreover, a local transformation on Φ produces an output pure (unnormalized) bipartite state iff the transformation is atomic, namely
The theory is weakly self-dual, namely one has the cone-isomorphism
The transpose of a physical automorphism of the set of states is still a physical automorphism of the set of states. We denote the set of automorphism of the set of states by Aut(S(A)). (6) The maximally chaotic state χ ≔ Φ(e, ·) is invariant under the transpose of a channel (deterministic transformation) whence, in particular, under a physical automorphism of the set of states. 
4.2.
Postulate FAITHE and teleportation. In Ref. [1] other Postulates are introduced which make the probabilistic theories closer to Quantum Mechanics. In this paper these Postulates will be tested on concrete probabilistic models. 5 Two cones K 1 and K 2 are isomorphic iff there exists a linear bijective map between the linear spans Span R (K 1 ) and Span R (K 2 ) that is cone preserving in both directions, namely it and its inverse map must send Erays(K 1 ) to Erays(K 2 ) and positive linear combinations to positive linear combinations.
Since a preparationally faithful state is also dynamically faithful, it is ideed an isomorphism, and as a matrix it is invertible. On the other hand, in general its inverse is not a bipartite effect:
Postulate FAITHE: Existence of a faithful effect. There exists a bipartite effect F (all system equal) achieving probabilistically the inverse of the cone-isomorphism
Eq. (40) is equivalent to (F| 23 |Φ) 12 = αS 13 , S i j denoting the transformation which swaps the ith system with the jth system. The main consequence of FAITHE is the possibility of achieving probabilistic teleportation of states between equal systems using the effect F and the state Φ as follows
According to the last equation Postulate FAITHE is equivalent to the relation
where α is the probability of achieving teleportation. It depends only on the faithful effect F since it is α = (e| 14 (F| 23 |Φ) 12 |Φ) 34 . Moreover, the maximum value of α is achieved maximizing over all bipartite effects and it depends on the particular probabilistic theory.
Here we give a criterion to exclude the possibility of achieving teleportation from a preparationally faithful state in a probabilistic theory. Proof. Let Φ ∈ S(AA) be the preparationally faithful state violating FAITHE. And let F = αΦ −1 be the bipartite functional satisfying Eq. (40). Then there exists a state Ψ ∈ S(AA) such that
namely F = αΦ −1 is not a true effect for each α > 0. Now let Φ ′ be another preparationally faithful state. From the faithfulness of Φ, there exists a transformation A ∈ T(A) such that
Φ ′ is preparationally and dinamically faithful, therefore A is invertible and A −1 is a transformation. Consider then the quantity
So also Φ ′−1 is not a bipartite effect because we have found a state
As immediate consequence of this Proposition we get 
In Ref.
[2] many consequences of PURIFY are analysed. In particular is proved the following Lemma which achieves the atomicity of the identical transformation, and then the purity of the preparationally faithful state, without assuming PURIFY:
Lemma 5. If Postulate PURIFY holds then the identical transformation is atomic and the preparationally faithful state Φ is pure.
As already mentioned Postulate PURIFY introduces a minimal notion of purifiability. Quantum Mechanics satisfies a more restrictive condition. Therefore in the same work Ref. [2] is introduced a stronger version of Postulate PURIFY which requires that every mixed state has a purification, unique up to reversible channels on the purifying system. This new property has the entanglement swapping (and then probabilistic teleportation) as a consequence: For the proof see Ref. [2] . Notice that the stronger version of Postulate PURIFY requires the uniqueness of purification up to reversible channels on the purifying system at all the multipartite levels. Given a faithful state Φ ∈ S(AA) we say that the entanglement swapping is possible if there exists a constant α > 0 and a bipartite effect F ∈ E(AA) such that
Therefore, according to Eq. (42) FAITHE is satisfied and teleportation is achievable.
In the following sections we will test the above postulates on sime probabilistic toy-theories different from Quantum Mechanics.
5. Toy-theory 1: the two-box world (extended Popescu-Rohrlich model)
The original model contains only states and effects, and has been already considered in Ref. [1] as a testing model for our present probabilistic framework. Here we will extend the model, by adding transformations in a consistent fashon.
5.1.
Original model: the Popescu-Rohrlich boxes. The riginal model has ben presented in Ref. [3] . It is locally made of a box which provides the probability rule for the output given the input. In the simplest situation, input and output are both binary. As sketched in Fig. 3 , the probability rules are
for the two possible outputs i = 0, 1 given the two possible inputs x = 0, 1. In Eq. (49) the symbol ⊕ denotes the addition modulo 2.
The core of the original work are the correlated boxes in Fig. 4 defined by the joint probabilities P(i j|xy) consistent with no-signaling. As shown in Ref. [10] , the complete set of such probabilities make an eight dimensional polytope with 24 vertices. Among these 24 probability distributions we can identify the two relevant classes of local non-local boxes, denoted as P L αβγδ (i j|xy) and P N αβγδ (i j|xy), respectively:
where α, β, γ, δ ∈ {0, 1}. The 16 local vertices P L αβγδ (i j|xy) correspond to the factorization of the single box probability rules P αβ (i|x), while the 8 non-local probability rules P N αβγ (i j|xy) introduce the strongest correlations compatible with no-signaling, corresponding to the maximal violation of the CHSH inequality with no-signaling. In the following we will introduce the cones of states and effects, and then we will extend the original model introducing transformations. This will be achieved starting from a bipartite state considered as preparationally faithful.
Local sets of states and effects.
According to the local box in Fig. 3 we can perform two possible tests,
1 } with x = 0, 1, and, correspondingly, we will denote the effects of the test A (x) as a
1 , with (51) a
1 = e, where e is the deterministic effect. Therefore there are only three independent local effects, whence dim(E + ) = dim(S + ) = 3. Clearly dim(S) = 2, and there are only two affinely independent states. Therefore, the local convex set of states is the 2-dimensional polytope P 2 given by the convex hull of the probability rules P αβ (i|x) in Eq. (49). These are the vertices of S, namely the pure states of the model. In the following we will denote them by ω αβ .
It is convenient to represent the effects in a 3-dimensional vector space with the canonical coordinate along the z-axis corresponding to the deterministic effect e. Therefore a possible representation of the four effects in the two tests is (52)
Correspondingly, according to the probability rule in Eq. (49), the four pure states will be represented as
One can easily verify the application of the states to the effects
Notice the third coordinate (the axis of the cone S + ), which is constantly Figure 5 . The square at the top represents the set of states S. The transparent cone represents the dual cone of effects E + . The octahedron inside the transparent cone represents the convex set of effects E which is the E + -truncation given by the condition a e where a is a generic effect and e the deterministic one equal to unit. Denoting by x, y, z the three components of vectors in both the Euclidean spaces S R and E R , the 2-dimensional polytope P 2 of states is (see the square at the top in Fig. 5 )
which is the convex hull of the vectors l(ω αβ ) (α = 0, 1, β = 0, 1) corresponding to the vertices of S. Clearly the cone S + , based on S, and its dual Therefore the convex set of physical effects is
corresponding to the truncation of E + given by the order prescription 0 a e.
5.3.
The bipartite system and the faithful state. As mentioned, the joint probabilities P αβγ (i j|xy) form a table of 2 4 = 16 entries, of which only 8 of them are independent. Thus the bipartite convex set of states S(AA) is the 8-dimensional polytope with the 24 vertices given in Eq. (50). These correspond to the pure bipartite states of the model: the 16 factorized states ω αβ ⊗ ω γδ , plus the 8 non-local ones, which we will denote by Φ αβγ . The whole set S(AA) is then the convex hull of its vertices. A way to introduce the whole set of transformations 7 T + compatible with the cone of bipartite states S + (AA), is to assume the cone-isomorphism T + (A) ≃ S + (AA) induced by a preparationally faithful state Φ according to Postulate PFAITH. We can take one of the non-local vertices Φ αβγ -say Φ = Φ 000 -as a pure symmetric preparationally faithful state. First we have to check that, regarded as a matrix over effects, such state is non singular, since a preparationally faithful state is also an isomorphic map between the cones S + and E + . Indeed we have
and from the rules in the right Eq. (50) we get the non singular matrix (59)
0 − a
1 , e)
1 , e) Φ(a
The cone-isomorphism E + ≃ S + established by the map Φ(a, ·) = ω a is explicitly given by ϕ i := Φ(l i , ·), where the vectors ϕ i are the images of the basis effects l i under the map Φ. One also has (60) Φ(a
Notice that Φ(e, ·) = χ has representative l(χ) = λ 3 , namely it is the center of the square S. The same arguments leading to the matrix representation of Φ 000 can be iterated for each state Φ αβγ , and all of them could be assumed as faithful state of the theory.
Introducing transformations.
As already stated the symmetric preparationally faithful state Φ 000 induces the cone-isomorphism T + (A) ≃ S + (AA). The first step is to achieve from the isomorphism an explicit relation between elements in the two cones. Then by this relation the whole set T + could be generated from the cone of bipartite states S + (AA). Let A be a generic transformation in T + . Then take the matrix representation of A induced by the relation
From the isomorphism T + ≃ S + (AA) we know that
Matching the last two equations we have
It is sufficient to find the twenty-four extremal rays of T + , namely the ones associated to the extremal rays of S + (AA), according to the coneisomorphism T + (A) ≃ S + (AA). First we achieve the transformations corresponding to the non-local vertices Φ αβγ , namely the eight maps D αβγ such that The other extremal elements of T + are the transformations associated to the sixteen pure states ω αβ ⊗ ω γδ . From the explicit isomorphism in Eq. (63) we get sixteen transformations, the eight maps
plus the eight given by inverting the first and the second rows. From these transformations plus the automorphisms {D αβγ } it is possible to generate the extremal rays of the cone T + (Erays(T + )) and, by convex combinations, the whole set T + .
As already mentioned in Observation 3.1, the extended Popescu-Rohrlich model has the following interesting property
Proposition 5.1. The extremal transformations of the extended PopescuRohrlich model coincide with the extremal elements of the equivalences classes if extremal effects.
Proof. We know from Subsec. 5.2 that Extr(E) = {e, 0, a
According to the definition of gen(E) given in Sec. 3, we can assume gen(E) = {e, 0, a . Moreover A must be positive and then A ω αβ ∈ S + ∀αβ ∈ 0, 1. Remembering the definitions of ω αβ and S + the last conditions produce the four inequalities for some α ∈ (0, 1]. In order to satisfy Eq. (68) the matrix F, which represents F in our Bloch basis, must be proportional to Φ −1 , namely
It is easy to verify that F is not a genuine bipartite effect. In fact, while the application of F to separable states always gives positive result
exploring the application of F to bipartite states, we find (71) Φ αβγ (·, e) = Φ αβγ (e, ·) = χ ∀α, β, γ = 0, 1.
In conclusion there are too few pure bipartite states with respect to the infinite mixed states to be purified (the internal points of the square S). This will not be the case in the following class of models.
Toy-theory 2: the two-clock world
The Two-clock probabilistic models have a clock as local system, namely a system with convex set of states which is the disk B 2 . Many theories with such a local convex set of states set can be generated: here we investigate their properties as probabilistic theories. 6.1. The self-dual local system. We can consider the model self-dual at the local system level. Therefore, in the usual representation, the cones of states and effects coincide (73)
namely the theory is (pointedly) self-dual at a single system level if we embed both cones in the same Euclidean space R 3 . As usual, the deterministic effect in our canonical basis is given by the vector λ(e) = [0, 0, 1]. The set of states S ≡ B 2 is the basis of the cone S + at z = 1, whereas the convex set of effects E is the set of points of the cone E + satisfying e − a ∈ E + , namely (74)
Therefore, the convex set of effects E is made of two truncated cones of height 1 2 glued together at the basis, as in the left Fig. 6 , with the two vertices given by the null and the deterministic effect.
6.2. The faithful state choice. Differently from the two-box world, the model doesn't provide the joint states, which we will now construct. Although the local cones do not identify uniquely the bipartite system, its structure will be tightly connected to the local one, if the model has a faithful state. In fact a faithful state must provide the automorphism S + ≃ E + Figure 6 . Left figure: the disk at the top represents the set of states S. The transparent cone represents the cones S + and E + . The solid inside the transparent cone represents the convex set of effects E which is the E + -truncation given by the condition a e where a is a generic effect and e is the deterministic one. Right figure: the same as in the left figure in the non self-dual case.
between the local cones of states and effects, thus narrowing the possible choices for the faithful state itself. Let's introduce the bipartite functional
One can check that it is positive over the cone of effects, but also over its linear span. Φ can be taken as a pure preparationally faithful state. Indeed, Φ gets the cone-isomorphism S + ≃ E + , via the map
in agreement with self-duality. Notice that, similarly to the Popescu-Rohrlich model, the deterministic effect corresponds to the state χ = Φ(e, ·) = λ 3 at the center of S . In the two-box world we have generated T + from the given cone S + (AA) using the isomorphism S + (AA) ≃ T + (A) induced by the preparationally faithful state of the theory. Here we choose the cone of physical transformations T + and use isomorphism induced by Φ to deduce the cone of bipartite states S + (AA). The explicit isomorphism is that of Eq. (63), namely A Ψ = Ψ t Φ −1 . Now each bipartite state has the same representative matrix of the corresponding transposed transformation because, in terms of the canonical basis one has Φ = 
Physical transformations.
We are left with the problem of searching among the positive maps, which are also two-positive: these will be the physical maps of our model. The extremal transformations Erays(T + ) are the maps sending Extr(S) into an elliptical conic of Erays(S + ), 8 , which we will call elliptical-maps. There exist three different kinds of elliptical-maps corresponding to the three different elliptical conics: a. Circular-maps. In these case the map A sends Extr(S) into a circle (which is a particular ellipse) and then S into a disk. b. Degenerate-maps. An elliptical conic is said to be degenerate when the intersection between the cone and the plane is a line, namely the plane is tangent to the cone. In these case the map A sends Extr(S) into an extremal ray of S + . c. Strictly elliptical-maps. In these case Extr(S) is mapped into a true ellipse.
First notice that it is Aut(S) = O(2), namely the local automorphisms of the model are the rotation R φ around the cone axis plus the reflections S φ through the axis at φ. The elliptical-maps correspond to the transformations
γ is the transformation having the following Bloch representative
, 1 .
For example the maps corresponding to
γ cos 2θ cos 2φ + 2γ − 1 sin 2θ sin 2φ γ cos 2θ sin 2φ − 2γ − 1 sin 2θ cos 2φ (1 − γ) cos 2θ γ sin 2θ cos 2φ − 2γ − 1 cos 2θ sin 2φ γ sin 2θ sin 2φ + 2γ − 1 cos 2θ cos 2φ (1 − γ) sin 2θ
(
while the other three combinations,
are exactly the same a part from signs. Clearly, Erays(T + ) is made of all the maps proportional to the above ones. According to the value of the parameter γ it is possible to identify the following three different kinds of maps.
a. For γ = 1 we achieve the circular-maps. It is easy to check that these maps are exactly the rotations and the reflections, namely the local 8 A conic section (or just a conic) is a curve obtained by intersecting a cone (more precisely a circular conical surface) with a plane. automorphisms of the model Aut(S). Accordingly, the last row of their Bloch representatives is the deterministic effect λ(e) = [0, 0, 1].
b. For γ = 1/2 we achieve the degenerate-maps. Denoting by a φ , with φ ∈ (0, 2π], the extremal effects lying on the circle at z = 1/2 in the left Fig.  6 , these maps are exactly Extr(a φ ) for φ ∈ (0, 2π]. Consider for example the effect a 0 having representative λ(a 0 ) = (1/2, 0, 1/2). According to Bloch representation, the extremal map in Eq. (78) (for λ = 1/2) has effect a 0 . All the extremal maps having this effect, namely Extr(a 0 ), are achieved from the previous one by applying Aut(S) on the left. From Proposition 3.3 we know that {Extr(a Φ ), φ ∈ (0, 2π]} = Extr(a 0 ) • Aut(S), namely all maps are obtained by applying automorphisms on the right of the maps in Extr(a 0 ).
c. For γ ∈ (1/2, 1) we get the strictly elliptical-maps. These transformations belong to the non extremal effects (equivalence classes) whose Bloch representatives are the vectors [(1 −γ) cos φ, (1 −γ) sin φ, γ], for γ ∈ (1/2, 1) and φ ∈ (0, 2π]. According to Observation 3.1 in this model, as in Quantum Mechanics, there exist extremal transformations having non extremal effects.
6.4. The bipartite cone of states. We know that the isomorphism T + (A) ≃ S + (AA) induced by the chosen faithful state leads to the relation in Eq. (77) between bipartite states and physical transformations. Then the same matrixes representing the extremal maps
t represent all the pure bipartite states too (apart from normalization). For completeness we report explicitly the matrices representing the normalized states associated to the transformations (1−λ) λ cos 2θ
Notice that the states associated to the degenerate-maps, are the factorized bipartite pure states given by l(ω θ ) ⊗ l(ω φ ), ∀ω θ , ω φ ∈ Extr(S). The states corresponding to the circular and strictly elliptical-maps are the non-local bipartite pure states of the model. In particular, as will be investigated in a forthcoming publication, the states associated to local automorphisms Aut(S) achieve the Cirel'son bound (see Ref. [11] ) of the model. Proof. Notice that in Bloch representation the marginalization on the purifying system of a bipartite state is simply the last column of its representative matrix. Consider then the pure bipartite states in Eq. (80). By taking the marginal over the purifying system (the second one) we get the set of local states
which coincide with the whole set of states S, proving purifiabilility of the model. The uniqueness up to local automorphisms is easily verified. In fact, first notice that if Ψ is a purification of ω, i.e. Ψ(·, e) = ω, then also the states (I ⊗ R φ )Ψ and (I ⊗ S φ )Ψ are purifications of ω, because the last column of their representative matrixes is the same of the Ψ's one. Then, suppose that there exists another purification of ω-say Ψ ′ -which is not connected to Ψ by a local automorphism acting on the second system. But, according to the pure bipartite states introduced in Subsec. 6.4, there exist
Ψ which contradicts the hypothesis. 6.6. Exploring teleportation and purifiability. The probabilistic model introduced in this section does not allow teleportation, because the inverse of the preparationally faithfull state is not a true bipartite effect. In fact considering the state Ψ = (I ⊗ R π ) ∈ S + (AA) we get Φ −1 (Ψ) = −1, which is negative. More precisely we get
Thus Postulate FAITHE does not hold in this model and according to Corollary 4.1 teleportation is not achievable. A good question is how the set T + , and then S + (AA), has to be restricted in order to achieve a theory which allows teleportation preserving the purifiability of the theory. Indeed, reducing the set of physical transformations we also reduce S + (AA) and, by duality, the set of bipartite effects E + (AA) grows. In the following we will us the abbreviation purifiability of states, to express the existence of purification of states, also uniquely up to reversible channels on the purifying system.
From the impossibility of achieving teleportation in the present model follows an interesting property of the probabilistic theories in general.
Proposition 6.2. In a probabilistic theory, purifiability of single-system states does not imply purifiability at higher multipartite levels of the theory.
Proof. The proof of this statement is simply the counterexample given by the two-clock model constructed in this Section. In fact from Proposition 6.1 we know that the model allows a purification for every mixed local state, unique up to reversible channel on the purifying system. This means that uniqueness of purification holds at the single-system level. On the other hand, according to Proposition 4.3, the same property at all the multipartite levels of the theory should imply the possibility of achieving probabilistic teleportation, which has been already excluded. 6.7. A global feature from the local system structure. Here we observe a global feature of the two-clock probabilistic theories arising from the shape of the local cones.
Proposition 6.3. It is impossible to construct a probabilistic theory having a disk as local set of states and a self-dual bipartite system at the same time.
Proof. The model constructed in this Section is self-dual at the single system level as geometrically represented in the left Fig. 6 . From the local selfduality it follows that the bipartite system is self-dual in correspondence of its "local component", namely the factorized bipartite states ω 1 ⊗ ω 2 , with ω 1 , ω 2 ∈ S, are proportional to bipartite effects (a 1 ⊗ a 2 with ω 1 = Φ(a 1 , ·) and ω 2 = Φ(a 2 , ·)). On the other hand the bipartite system is not self-dual because of its "non-local component". Indeed not all the bipartite states associated, by the faithful state Φ = 3 i=1 λ i ⊗ λ i , to the local automorphisms Aut(S) are proportional to bipartite effects. Regarding the states Ψ φ = (I ⊗ R φ )Φ as bipartite functionals over S(AA) we get, for example, Ψ 2π (Ψ π ) < 0, namely Ψ 2π is not proportional to a bipartite effect.
The only way to make the bipartite states associated by the faithful state to the local automorphisms Aut(S) proportional to bipartite effects is to modify the faithful state of the theory. To achieve this goal the faithful state must be
(λ 1 ⊗λ 1 +λ 2 ⊗λ 2 )+λ 3 ⊗λ 3 . We know that the faithful state induces also the isomorphism Φ ′ (a, ·) = ω a between the local cones of effects and states. Differently from the old faithful state Φ, the new one squeezes the local cone of states with respect to the cone of effects, as showed in the right Fig. 6 , destroying the local self-duality of the model. Naturally a model without local self-duality cannot be seldual at the bipartite system level because of its factorized component.
7. An hidden quantum model for the two-clock world: the rebit
In the class of probabilistic theories having a disk as local convex set of states a special case is that of the equatorial qubit. In fact, the convex set of qubit states is the 3-dimensional ball known as Bloch sphere, and the clock corresponds to the qubit in the equatorial plane. This model is also called rebit, where "re" stays for real, and corresponds to Quantum Mechanics on a two-dimensional real Hilbert space. The peculiarity of the rebit model is that it violates local observability.
Local states and effects.
Consider as usual the canonical basis l = {l i } and λ = {λ i } with i = 1, 2, 3 for E R and S R embedded into R 3 as Euclidean spaces. Inspired by the well known qubit model, upon defining the operator vector σ = [σ z , σ x , I], and introducing the canonical orthonormal basis {u j } for R 3 , we define the following bijective map
where u is the vector having the R 3 basis vectors {u i } as components. We get the pairing relation 10 (84)
The symbol • denotes a "scalar product" between elements in Her(R 2 ) as defined in the last equation, and it is easy to verify that Υ(r) • Υ(s) = r · s, ∀r, s ∈ R 3 . In terms of the canonical basis one has
. 10 One has:
, where we have subtracted the component concerning σ y .
Specializing the map to states and effects of a clock we have the states and effects of the rebit (the hidden quantum model)
with Born rule
St(R 2 ) denoting the set of symmetric real matrices with unit trace. Notice that it is ρ = 1 √ 2 I +l(ω) · σ , wherel(ω) is the Bloch vector representing the point in the disk of states S. The extension of the map to tensor product is given by the "commutation rule" Υ⊗ = ⊗Υ, namely
In the following we will use the abbreviate notation Υ(ω) := Υ(l(ω)) for states and Υ(a) := Υ(λ(a)) for effects.
7.2. The bipartite system: states and transformations. The faithful state is the bipartite functional Φ such that Φ(l i , l j ) = δ i j , whence the corresponding operator is given by
which is an Hermitian (non positive) operator with unit trace. Notice that such operator differs from the quantum maximally entangled state
by the term 1 4 σ y ⊗ σ y Lin(R 2 ) ⊗ Lin(R 2 ). The term σ y ⊗ σ y ∈ Lin(R 4 ) corresponds to the null linear form Ξ over R 3 ⊗ R 3 given by
Notice that the transposition acts as the identity map over Υ(R 3 ), since transposition leaves σ x , σ z and I invariant, whence
. Using this identity one can also see that the maximally entangled state is another equivalent representation of the faithful state Φ, since ∀r, s ∈ R 3 one has (92) 1 2 
I|Υ(λ(a))
(transposition works as the identity over σ x , σ z and I). Let's now represent maps in the hidden quantum model. A generic bipartite state is represented as
and the local action of the transformation A is given by
where
The algebra of transformations allows a representation as operator algebra over Her(R 2 ) and denoting by A (Ã) and I the operators corresponding respectively to A (A ′ ) and I one has
Now we have to choose the physical transformations of the model. In the previous two clocks models S was a 2-dimensional convex set. Then was dim(S R ) = 3 and dim(T R ) = 9. The set T 
Notice that dim(T q R ) = 10
11
. Here we are considering the equatorial qubit (rebit) and the space T R ≡ Lin(E R ) = Lin(R 3 ) of linear maps over R 3 can be obtained from the one in Eq. (99) We know that the automorphisms of the convex set of states S are given by the rotations R φ , φ ∈ [0, 2π) along with the reflections S φ , φ ∈ [0, π) 11 The qubit model is based on the 2-dimensional Hilbert space H and dim(S) = 4 where S = S(H) is the states space. According to the Choi-Jamiolkowski isomorphism, in the 16-dimensional linear space Lin(H ⊗ H) we take only the operator corresponding to completely positive maps and we get dim(T q R ) = 10 (the only Hermitian matrices are allowed). 12 The symbols ℜ and ℑ stay respectively for Real and Imaginary part.
through the axis at φ. Therefore is Aut(S) = O(2). Taking the physical maps as in Eq. (101) we get all rotations and reflections of the disk of states. In fact the quantum operations achieve the automorphisms of the qubit system namely the rotations in SO(3). On the other hand the rotations of a sphere include not only the rotations of its equatorial disk but also its reflections.
7.3. Ghosts. As already mentioned the set of transformations in the hidden quantum model should have dimension 10 from the qubit quantum operations. On the other hand not all the matrices representing the 10 independent quantum operations are linearly independent when applied to the rebit. In fact the completely positive maps
are not distinguishable by their local action over a rebit. As can be easily verified, the matrixes representing the quantum operations in Eq. (102), which are locally distinguishable on a qubit, become the same when we take the "Quantum Mechanics of real matrixes". Clearly, by identification of locally indistinguishable transformations (namely taking the space of transformations having dimension 9), the local observability principle is satisfied. This is not the case if the space of transformations is in dimension 10. In fact in that case there exists two transformations indistinguishable by local tests but discriminable by bipartite measurements. (a, ω) . We can coherently extend the product • as follows
to represent the pairing relation between bipartite states and effects as Proof. Let's first take the generalized effect corresponding to the inverse matrix of Φ, i.e. which would achieve teleportation, and let see if it is a true effect. The matrix multiplication between two (considering Φ −1 as a map) must be as follows
and taking F Φ = αΦ −1 we get
whence α = 1/3, and one would have probability of successful teleportation (107)
.
On the other hand F Φ is not a true effect. Consider the state Ψ given by
where σ 4 · σ 4 is a completely positive map and then a physical transformation. Explicitly is 1 2
we find a negative value meaning that F Φ is not a bipartite effect. Postulate FAITHE is not satisfied and according to Corollary 4.1 teleportation is not achievable. Moreover, from Proposition 4.2, the rebit probabilistic theory does not allow a super-faithful state. 7.5. Purifiability. It is well known that the Quantum Meechanics of real matrices satisfies Postulate PURIFY. For each local state Υ(ω) = ρ ω = (I +l(ω) · σ)/ √ 2 of the rebit system, we find a pure bipartite state | ρ ω 1/2 which purifies it. The bipartite state Υ(Ψ) corresponding to | ρ ω 1/2 is given by the relation
All the purifications of a state are connected by local automorphisms on the purifying system, that is (e| 2 In the last equation we have used the relation DD = I.
We have already shown that FAITHE is not satisfied. Therefore, from Proposition 4.3, the uniqueness of purification, up to reversible channels, at all the multipartite levels, is not satisfied.
Toy-theory 3: the two-Spin-factor world
The convex set of states of the clock is the disk S = B 2 while for the qubit one has S = B 3 . Therefore it seems interesting to investigate probabilistic theories with S = B n . The local system of these theories is denoted (n)spin-factor. Naturally, as noticed for the clocks world, many probabilistic theories may have the same (n)spin-factor as local system. 8.1. The self-dual (n)spin-factor, its states and effects. Consider the selfdual (n)spin-factor and denote as usual by l = {l i } and λ = {λ j }, with i, j = 1, . . . , n + 1, the canonical basis for S R and E R . The cones of states and effects coincide, whence (113)
. Naturally the set of states is the section of the cone at x n+1 = 1, while its truncation, from the order relation 0 a e, gives the set of effects
Wath is special about the (3)spin-factor? As for the clocks-the (2)spin-factors-the probabilistic theory is defined only at the single-system level. Therefore we need to extend the theory at the bipartite level. We do this by assuming a faithful state that is the (n+1)-dimensional generalization of the one given in Eq. (75), namely the bipartite functional
Such state, being represented by the identical matrix Φ = I n+1 , realizes the cone-isomorphism S + ≃ E + via the map ω a := Φ(a, ·) = a. In our probabilistic framework, from the isomorphism S + (AA) ≃ T + given by
the cone of bipartite states S + (AA) can be generated from the set T + of two-positive maps (the physical transformations of our model), while the bipartite set of effects E + (AA) follows by duality from S + (AA). The analysis of the spin-factors probabilistic world is extremely technical and in this section we only give an interesting result. First notice that for an (n)spin-factor is Aut(S) = O(n). Therefore the following proposition holds Proposition 8.1. Consider a probabilistic theory having an (n)spin-factor as local system with Aut(S) ∈ T. Then, for each n, Postulate FAITHE is not satisfied.
Proof. If the whole set Aut(S) = O(n) is physical it is always possible to find a bipartite state Ψ ∈ S(AA) such that F(Ψ) < 0, where F = αΦ 
In general the automorphism D is a combination of reflections and rotations and it is not the only combination achieving a state Ψ with F(Ψ) < 0.
In regard of the closure of T under composition of transformations, it is possible to reduce the set of physical automorphisms from O(n) to its subgroup SO(n), that is the component connected to the identical transformation. On the other hand the following proposition holds: ). For odd n, in order to achieve a Ψ such that F(Ψ) < 0, it is sufficient to take the automorphism D corresponding to the rotation of the n-dimensional ball around the nth axis. The representative of D is the diagonal matrix with
The last two Propositions show that, among the probabilistic theories having as local system an (n)spin-factor with SO(n) as group of physical automorphisms, it is possible to satisfy Postulate FAITHE iff n = 3. Therefore, according to Corollary 4.1 and Proposition 4.3 teleportation and uniqueness (modulo local automorphisms) of purification at all levels can be satisfied. This is not surprising because the qubit is exactly the hidden quantum model (in the sense of Sec. 7) of the (3)spin-factor probabilistic theory having SO(3) as physical automorphisms.
Toy-theory 4: the classical world
A probabilistic theory is said to be classical iff its local set of states S is a simplex. Including these theories in our probabilistic framework we can easily show how some fundamental features of the classical theories arise from the simplex nature of S. Differently from the previous models the classical ones can be easily investigated on a generic dimension.
9.1. Probability simplex representation. Consider a simplex set of states S with dim(S) = n and denote as usual by l = {l i } and λ = {λ j }, with i, j = 1, . . . , n + 1, the canonical basis for S R and E R as the same Euclidean space R n+1 . The usual Bloch representation-in which the deterministic effect corresponds to the vector λ(e) = [0, . . . , 0, 1] ∈ R n+1 -here becomes not convenient. A more convenient representation of the simplex S is the so called probability simplex, namely the n-dimensional polyhedra whose (n + 1) vertices correspond to the canonical base vectors {λ i }.
14 Naturally the cone of states S + is the R n+1 positive orthant (119)
where the symbol denotes componentwise inequality 15 and 1 denotes the vector [1, . . . , 1] ∈ R n+1 . In this representation the system is pointedly selfdual and the cone and set of effects are respectively (120) E + = R n+1 + = λ(a) ∈ R n+1 | λ(a) 0 , E = λ(a) ∈ R n+1 | 0 λ(a) 1 . The deterministic effect e, which must satisfy the condition ω(e) = 1 ∀ω ∈ S, and then λ i (e) = 1 ∀i, is now represented by the vector λ(e) = 1 ∈ R n+1 . To clarify the situation we give a concrete representation of the classical theory with dim(S) = 2. The simplex in dimension 2 is a triangle and the corresponding system is called trit, a generalization of the bit having a segment as simplex of states. In the left Fig. 7 we show the probabilistic simplex representation of the trit system according to Eqs. (119) and (120). For completeness in Fig. 7 the usual Bloch representation of the same system is also reported. 9.2. Simplex structure consequences. The first consequence of the simplex nature of S is expressed in the following proposition. 14 Differently from the probabilistic models analysed until now, here the base vectors {λ i } ∈ S R are true states of the classical theory. 15 Componentwise or vector inequality in R n : w v means w i v i for i = 1, . . . , n. Proof. Let S be an n-dimensional simplex. We can denote by ω 1 , ω 2 , . . . , ω n+1 the vertices of S. Then the set of functionals {a 1 , a 2 , . . . , a n + 1} ∈ E R such that (121) a i (ω j ) = δ i j are vertices of E. Notice that in the probability simplex representation the vertices Extr(S) = {ω 1 , ω 2 , . . . , ω n + 1} coincide with the orthonormal basis {λ i } for S R . The cone of physical transformations T + (dim(T + ) = (n + 1) 2 ) for a classical theory is the cone of positive maps, namely the maps preserving the local cone of states S + . Then a map A ∈ T + if and only if A ω ∈ S + ∀ω ∈ Extr(S), or, in the probabilistic simplex representation, A λ i ∈ S + ∀λ i . Being {λ i } the canonical base, it follows that T + includes all the transformations represented by a (n + 1) × (n + 1) matrix with all non negative elements. Then in the probabilistic simplex representation the extremal rays Erays(T + ) are generated by the (n + 1) 2 matrices having an entry equal to one and all the other entries equal to zero. In a generic representation these rays are the transformations (122) γω i ⊗ a j ∀i, j = 1, . . . , n + 1, ∀γ 0.
where γ is a multiplicative constant spanning the whole ray generated by the transformation ω i ⊗ a j . These maps send the convex set S into an extremal ray of S + . The preparationally faithful state of the theory Φ provides the isomorphisms E + ≃ S + (Φ(·, a j ) = ω j ) and T + ≃ S + (AA). Remembering that a cone isomorphism preserve the cone structure, from the (n + 1) 2 extremal rays of T + in Eq. (122) we get the following (n + 1) 2 extremal rays of S + (AA) (123) γω i ⊗ ω j ∀i, j = 1, . . . , n + 1, γ 0.
Then the only bipartite pure states of the theory are the (n + 1) 2 factorized states ω i ⊗ ω j . In conclusion the bipartite set of states is a ((n + 1) 2 − 1)-dimensional convex set having (n + 1) 2 vertices, which is a simplex. The opposite implication, if S(AA) is a simplex then S is a simplex too, is trivial. Consider for example a (n 2 − 1)-dimensional bipartite simplex, then S(AA) has only n 2 pure states. Naturally S cannot admit more than the n vertices generating the n 2 pure bipartite ones. Therefore S is a simplex. This proposition has some interesting corollaries which show the peculiarity of the classical theories with respect to the other probabilistic theories.
Corollary 9.1. The classical probabilistic theories are local.
Proof. A theory is said to be local if and only if it does not violate the CHSH inequality. The last proposition shows that if the local set of states is a simplex then also the bipartite one is a simplex and its vertices are factorized states. Then all the bipartite states are factorized probability rules which do not allow violations of the CHSH inequality.
In the following corollary we give a property of the set of local automorphisms for a classical probabilistic theory. The set of automorphism Aut(S) of an n-dimensional simplex is the permutation group S n+1 , which contains the (n + 1)! different permutations of the set Extr S = {ω 1 , . . . , ω n+1 }. Proof. Notice that the identical transformation I is a particular permutation I ∈ S n+1 and then a local automorphism of the classical theory. According to Corollary 9.2 the identical transformation cannot be atomic. On the other hand we know from Subsec. 4.1 that Postulate PFAITH implies the atomicity of I , whence it cannot be satisfied. For the same reason also Postulate PURIFY does not hold. In fact, according to Lemma 5, it implies atomicity of the identical transformation. It is not surprising that PFAITH fails. It assumes the existence of a pure preparationally faithful state. On the other hand, as showed in Proposition 9.1, the only pure bipartite states for a classical probabilistic theory are the factorized ones. These states obviously do not achieve the isomorphism S + ≃ E + and then they are not preparationally faithful. Therefore, a preparationally faithful state cannot be pure and PFAITH fails. Also the impossibility of purifying a classical theory is almost obvious, since there are not enough bipartite pure states to purify the continuous of internal points of the n-dimensional simplex S. Precisely, being the only bipartite pure states the (n + 1) 2 factorization of the (n + 1) pure states of S, no mixed state admits purification. A similar problem is suffered by the extended PopescuRohrlich model ( see Subsec. 5.6) where no mixed state in S, apart from its center χ, allows purification.
