Transition systems can be viewed either as process diagrams or as Kripke structures. The rst perspective is that of process theory, the second that of modal logic. This paper shows how various formalisms of modal logic can be brought to bear on processes. Notions of bisimulation can not only be motivated by operations on transition systems, but they can also be suggested by investigations of modal formalisms. To show that the equational view of processes from process algebra is closely related to modal logic, we consider various ways of looking at the relation between the calculus of basic process algebra and propositional dynamic logic.
Introduction
The purpose of this paper is to compare two traditions of thinking about transition systems (roughly speaking, the computer science tradition and the tradition from modal logic), to bring out analogies, and to further investigate transition systems from a (modal) logical point of view. We will try to demonstrate that existing logical formalisms can go a long way in the study of transition systems, that there is less need for inventing new formalisms in this area than is often realised, and that the perspective of modal logic suggests some interesting further research questions.
The connection between process theory and modal logic is already made in 29, 32] , where modal languages for internal description of transition systems are reinvented, so to speak. Modal analogies are suggested in many other places in the process literature as well (see for instance 23]).
The modal perspective on the study of transition systems that is advocated in this paper can also be found in 45] , where expressibility issues stemming from modal and temporal logic are brought to bear on the study of processes. Our aim in this paper is to look at the connection between modal logic and process theory in a more systematic way and to point out further questions that are suggested by the modal 2 Modal Logic, Transition Systems and Processes perspective, answering some of them as we go along to illustrate our purposes.
An important research direction in modal logic is analysis of the expressive power of modal formalisms. This issue can be pursued for basic modal formalisms or for extended formalisms. In classical correspondence theory 3, 4] one studies the way in which modal formulas can be used to formulate rst order and higher order relational constraints. The key research question here is: which modal formulas de ne rstorder relational conditions, and how do they do it? Completeness questions involve proposals for axiomatisation and their investigation. See e.g. 26] for an overview.
Both of these directions can also be discerned in the study of newer richer formalisms. Extended formalisms of modal logic consider alternative relations other than the binary accessibility relations considered so far. It turns out that adding a modal operator D for the binary relation of inequality (so D' holds in s if there is an s 0 di erent from s where ' holds) increases the expressive power of the modal language 39]. Modal logics with ternary accessibility relations (many-dimensional modal logics) are studied in 46]. In Section 5 we will look at an example of a two-dimensional tense logic. In 25] still another extension, with binary accessibility between states and sets of states, is considered. This logic will be brie y discussed in Section 10.
There are two directions of thought concerning processes: from a notion of bisimulation to a language and from a language to a notion of bisimulation. Also there are two versions of such characterization results: directly on models, or via a preservation theorem in rst-order logic (or an even broader formalism). Preservation results linking a modal language L to a bisimulation notion B take the form: a formula of rst-order logic is invariant for a bisimulation of kind B i that formula is equivalent to a translation of a formula from the modal language L.
So here is a whole range of new logical questions that modal logic suggests in connection with the study of transition systems: nd preservation results in rst-order logic, or higher order logics for the bisimulation notions used to study these transition systems. Also, modal languages suitable for talking about transition systems, or fragments of such languages, may suggest their own bisimulation notions, for which similar questions may be asked.
After a short survey of some standard results on the connection between equivalence relations on transition systems and modal languages, we will explore these further questions, rst in connection with some fragments of temporal logic which have proved useful in theoretical computer science, then in connection with programming constructs that are studied in another branch of modal logic, propositional dynamic logic, and nally in connection with process theory. From the standpoint of general modal logic, these are just di erent, progressively richer formalisms for bringing out relevant structure of transition systems | and we urge our readers to abstract resolutely from the usual competitive discussions concerning their ideological merits.
Transition Systems and Process Equivalences 2.1 Transition Systems
Transition systems are the basic stu that processes are built of. We start with some de nitions.
Modal Logic, Transition Systems and Processes 3 Definition 2.1 By a transition system or TS we shall mean a triple hS; A; !i, where S is a set of states, A is a set of labels, and ! S A S. The relation ! is the labelled transition relation. If hs; a; s 0 i 2 ! we write s a ! s 0 and we call a the label of the transition from s to s 0 . Definition 2.2 A rooted or pointed TS is a TS with one state singled out as the root.
We will use M; N to refer to TSs, and S(M); S(N) to refer to their state sets. For the description of operations on TSs (to be introduced in Section 7) it is necessary to be able to mark states in a TS with a p for`success'. But because we may need other marks later on, we introduce the concept of a valuation for a TS. Definition 2.3 Let P be a set of proposition letters and M a TS with state set S. Then V is a valuation for M if V is a function from P to POW S. Intuitively, s 2 V (p) means that proposition p is true in state s. We will sometimes call a TS M together with a valuation for it an interpreted transition system. A TS with an interpretation for p is a TS where states may be marked with p . We will use M; N without further ado for TSs with an interpretation for p . Instead of s 2 V ( p ) we will write s 2 p .
Varieties of Process Equivalence
We look at TSs as process diagrams, so TSs represent processes. However, the question which process is pictured by a given TS has no general answer. We have to bear in mind that processes are identi ed on the basis of a similarity notion de ned on TSs, and there are many such similarity notions. In this paper, we will present a hierarchy of stronger and stronger equivalences. In this section, we start with a brief discussion of three well-known ones.
We will de ne process equivalences as relations between TSs. Note, however, that it does not matter whether we compare TSs M; N or look within one TS. We can always combine two TSs M; N into one TS by taking their disjoint union. Definition 2.4 If M is a transition system and s is a state in M, then T s , the set of ( nite) traces from s, is the set of all sequences a 1 a n 2 A such that for some s 0 with s 0 Finite state machines accepting the same language are nite trace equivalent. Simple simulation equivalence is a stronger notion than nite trace equivalence.
Proof. Obviously, simply simulation equivalent TSs have the same nite traces. But simple simulation equivalence is stronger, for consider Figure 1 , which gives an example of nite trace equivalent TSs which are not simply simulation equivalent. Corresponding numbers on the nodes indicate the nite trace equivalence. To see that there is no simple simulation equivalence, observe that the 2 node on the left has no choice-preserving counterpart on the right. The key distinction between a simple (right-left or left-right) simulation and a simple bisimulation lies in the presence of a reverse clause in the latter. Thus, a bisimulation of kind K always brings a simulation equivalence of kind K in its wake: leave out the reverse clause from the bisimulation de nition to get a`directed' simulation de nition. Observation 2.9 Simple bisimulation is a stronger notion than simple simulation equivalence. If A is a set of labels and P a set of proposition letters, then the modal language L over A; P is given by the following BNF de nition (assume a 2 A; p 2 P): L ' ::= p j :' j ('^') j hai'. We add the usual abbreviations: ? is short for p^:p, > is short for :?, ' _ is short for :(:'^: ), ' ! is short for :('^: ), and a]' is short for :hai:'.
If we wish to forget about the valuations again, we can consider the modal language with just one proposition constant > which holds in every state. To apply modal logic to processes, we employ a modal language with one propositional constant p (and we consider > as an abbreviation of p _ : p and ? as an abbreviation of p^:p ).
The key semantic notion is the relation of truth of a formula ' in a state s of an ITS M; V , with notation M; V; s j = '. This relation is de ned inductively as follows. 
Semantic Invariances
We will now look at suitable modal languages for the equivalences mentioned earlier.
The general strategy for linking a similarity notion to a modal language is as follows. See what is needed for the induction step and impose the appropriate requirement on the similarity notion, or the other way around, see what the similarity notion gives us as material to base an induction argument on, and nd the language fragment for which this is precisely what is needed. This strategy is illustrated in the arguments in the proofs of Theorems 3.2 and 3.4 below. We note here that the results in this section are well-known from the literature: see in particular Hennessey and Milner 29] .
Note that for the application to processes with just Proof. Figure 3 gives a counterexample. The di erence between the two TSs is that the righthand one has an in nite branch which the other TS is lacking. The idea of the equivalence is roughly this. L m -formulas have nite modal operator depth, so every L m -formula whose truth (falsity) involves the in nite branch will also be veri ed (falsi ed) using a long enough nite branch as a substitute on the left.
The counterexample from Observation 3.3 uses in nitely branching TSs (in some label a). For TSs which are nitely branching in every label a (i.e., for every state s and every label a, the set ft j s a ! tg is nite) we have the following Theorem 3.4 On TSs which are nitely branching in every label, invariance for L m -formulas implies simple bisimulation.
Proof. Assume M; s and N; r are nitely branching in every label, and no L mformula sees a di erence between M; s and N; r. Call u t if u and t satisfy the same L m -formulas. We show that itself is a simple bisimulation which relates s and r. First, it is clear that s r. To see that is a simple bisimulation, we have to verify the bisimulation requirements. First it is obvious that s j = p i r j = p . Next, assume s a ! s 0 . Then because M; s j = hai> and s r, the set R = fr 0 j r a ! r 0 g is non-empty. Because N is nitely branching in a, R = fr 1 ; : : :; r n g, for some n > 0. Suppose no r i has s 0 r i . Then there are ' 1 ; : : :; ' n with s 0 j = ' i and r i j = :' i . But then s j = hai(' 1^ ^' n ), and r j = :hai(' 1^ ^' n ), and we have a contradiction with s r. So there is an r 0 with r a ! r 0 and s 0 r 0 .
Proceeding according to the general strategy for linking equivalence notions to modal languages, it is not di cult to nd the appropriate language for nite trace equivalence. L tra ' ::= j :' j '^ ::= p j hai .
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The language L tra is the language of Boolean combinations of path modalities, where a path modality is a formula of the form ha 1 i ha n i p . Proposition 3.5 M; s and N; r are nite trace equivalent i they are invariant for L tra formulas.
Similarly, it is easy to see that the appropriate language for simple simulation equivalence is the language L sim . L sim ' ::= p j : p j ('^') j hai'. Theorem 3.6 If M; s and N; r are simply simulation equivalent then they are invariant for L sim formulas.
Proof. Induction on the structure of an L sim formula '. 
Embeddings in Standard Logic
It is well known that modal languages are fragments of the full standard predicate logic over TSs. A modal formula ' can be given a rst order translation through the following clauses:
where y is some fresh variable:
Here, variables range over states while the a ! transitions return as two place predicate symbols R a . The translation uses a one-place predicate letter P for every atomic proposition p, and a two-place predicate letter R a for every modality hai.
Modal Logic, Transition Systems and Processes 9 An obvious question now is: which fragment of full predicate logic does this dene? Again, bisimulation provides the answer here, which takes the form of a modeltheoretic`preservation theorem'. Theorem 3.9 below tells us which part of standard logic is appropriate for the description of the TSs, if one insists on simple bisimulation as the basic process equivalence. The backbone of the argument for Theorem 3.9 is formed by the following claim (see also 4, 41, 39] For any formula ' of predicate logic with at most one variable x free, ' is equivalent to some with 2 L m , i ' is invariant for simple bisimulations.
Proof. (Sketch) First note that the direction from left to right is already taken care of in the argument for Theorem 3.2.
For the other direction, assume that '(x) has only x free and is invariant for bisimulations. Let L(') be the set of semantic consequences of ' which are translations of modal formulas. We show L(') j = '. Compactness then gives us 1 ; : : :; n 2 L(') with 1 ; : : :; n j = ', whence the modal formula V 
From Description Languages to Process Equivalences
For appropriate description languages we have found that nite trace equivalence, simulation equivalence and simple bisimulation imply that the same formulas of an appropriate modal description language are satis ed. The languages for nite trace equivalence, simple simulation equivalence, and simple bisimulation are all (fragments of) multimodal languages. We will extend the picture as we go along and consider more powerful modal languages. This much is well known from the literature (see Hennessey and Milner 29] ).
The standard way of reversing the direction of these results has been the method of Theorem 3.4 (also in 29]). The relationship between our approach and that of 29] is somewhat delicate. Finite branching does not imply !-saturation, and the converse does not hold either. Thus the scope of Claim 3.8 and Theorem 3.4 is di erent. Nevertheless, the connection can be made tighter. The argument for Claim 3.8 really requires only \2-saturation" 22] which applies to satis ability at R-successors of some point only. Now, nitely branching TSs are all 2-saturated, and thus the Hennessey and Milner result becomes an instance of the modal analysis. The rst use of modal logic in computer science has been via`temporal logic,' a version of modal logic where the basic modal operator hFi (at least once in the future) has a counterpart hPi (at least once in the past), which is interpreted via the converse of the relevant transition relation. Thus, we can look in the forward direction s a ! and in the backward direction s a from any state s. In the following we assume a transition system with a single label a, and we interpret F as the a ! relation, and P as the a relation (the converse of a !). Thus, hFi equals hai. However, as long as we are dealing with TSs with a xed label a we will suppress the label and use < for thè later than' relation, and > for its converse.
Here is the modal language with unary temporal operators.
L FP ' ::= p j :' j ('^') j hFi' j hPi'.
To apply the earlier rst-order translation function to this language, we add the following clauses:
where y is some fresh variable;
The presence of the two modal operators hFi, hPi calls for a modi cation of the relation of bisimulation, because the de nition must re ect that the`later than' and earlier than' relations are each other's converse. In other words, the notion of an F bisimulation (or that of a P bisimulation) misses the connection between the two operators. Here is the appropriate notion for L FP : In Figure 4 , corresponding numbers indicate an F bisimulation. There is no FP bisimulation between the TSs, however, for any FP bisimulation has to link the state marked with 1 in the left TS to the`earliest' state on the right (this is the only state with no incoming arrows), and the earliest states in the two TSs are not F bisimilar.
Again we can prove that no formula of L FP will see a di erence between FP bisimilar states, that for TSs which are both` nitely branching' and` nitely converging' in every label (every state has a nite number of outgoing and incoming a ! arrows), states that cannot be distinguished by any tense logical formula are FP bisimilar, and that being equivalent to a rst-order translation of a tense logical formula coincides with being invariant for FP bisimulations.
Temporal Notions of Bisimulation: Until and Since
For further applications of temporal logic in computer science it is useful to be able to talk about`intermediate stages' of a computation. For this purpose an additional binary modal operator U (until) may be introduced (see 31, 36] ) with the following semantic clause: Until M; V; s j = 'U if there is some s 0 with s < s 0 and M; V; s 0 j = , and for all s 00 with s < s 00 < s 0 it holds that M; V; s 00 j = '. Note that hFi' is de nable in terms of U, as >U'.
The counterpart for U in the other direction of time is the S operator. Intuitively, 'S expresses that ' holds since . The semantic clause is as follows.
Since M; V; s j = 'S if there is some s 0 with s 0 < s and M; V; s 0 j = , and for all s 00 with s 0 < s 00 < s it holds that M; V; s 00 j = '. Note that hPi' is de nable in terms of U, as >S'. Note also that the semantic clause for S can be obtained from that for U by replacing all occurrences of < by >.
Here is a rst attempt at formulating an appropriate notion of bisimulation for tense logic with U. Proof. The proof uses an induction argument. We just treat the crucial clause. Assume M; s j = 'U and suppose sCr, with C an U bisimulation. Then by the semantic clause for U, there is an s 0 with M; s 0 j = such that for all s 00 with s < s 00 < s 0 , M; s 00 j = '. Therefore, by the rst part of the rst clause of the bisimulation de nition, there is an r 0 with r < r 0 and s 0 Cr 0 , and we get from the induction hypothesis that M; r 0 j = . Now take an arbitrary r 00 with r < r 00 < r 0 . By the second part of the second clause of the bisimulation de nition, there is an s 00 with s < s 00 < s 0 and s 00 Cr 00 . By the fact that s < s 00 < s 0 , M; s 00 j = ', and by the induction hypothesis for ', M; r 00 j = '. This establishes that M; r j = 'U . To derive from M; r j = 'U that M; s j = 'U , use the bisimulation clauses in the other direction. Figure 5 gives an example of a pair of TSs that are FP bisimilar but not U bisimilar. To see that the roots do not U bisimulate, note that in the righthand TS, ?U> is true at the root, while in the left TS this formula is false. Now we would like to prove a converse result. We extend the earlier translation function with a translation clause for U formulas.
( U ) = 9y(x < y^ y=x]^8z((x < z^z < y) ! z=x])): The translation clause for S formulas is similar. What we would like to prove is something like the following: a predicate logical formula '(x) with one free variable is equivalent to a rst-order translation of a formula in the U language i '(x) is invariant for U bisimulations.
The above argument involving saturation will not work, however. Saturation guarantees us only that every type in x which is consistent with a given set of formulas will Modal Logic, Transition Systems and Processes 13 be realized, but that is not quite enough to get at an U bisimulation. The problem is that the U bisimulation condition relates a state to two other states (by betweenness), and the satis ability of formulas with one free variable does not provide us with such a link to a pair of individuals.
Open problem 4.4 Find a notion of U bisimulation that admits a preservation result.
Decomposition of`Until': Two-Dimensional Temporal Logic of
Statements and Procedures The trouble with the U operator is that it involves a combination of an existential and a universal quanti cation, as its translation clause shows, while our model-theoretic analysis only works smoothly for one existential quanti cation. Taking our cue from 5] we can remedy this by decomposing the U operator. We shall pursue this issue here, to demonstrate our earlier point about`designing bisimulations for languages', but also to show how a new conception of bisimulation will emerge in the process as a relation between tuples of states, rather than single states. We introduce the following two sorted language B of temporal logic with composite`between' procedures. B formulas ' ::= p j :' j ('^') j Do( ). B procedures ::= R' j j \ j ; .
The format for a truth de nition here is that of a more-dimensional modal logic. The crucial clause is the one for the composition 1 ; 2 . It refers to a state in between the beginning and end state of the 1 ; 2 relation. Intuitively, the modality 1 ; 2 gives the pairs of states s; s 0 having a state s 00 in between, i.e., a state such that s < s 00 < s 0 . The other modalities are for bookkeeping. R (Righthand) is for making statements about righthand members of state pairs, and ? and \ are for making Boolean combinations. Note that the mention of the temporal accessibility relation < in the interpretation of 1 ; 2 ensures that M; s; s 0 j = 1 ; 2 i for all s 00 with s < s 00 < s 0 it holds that M; s; s 00 6 j = 1 or M; s 00 ; s 0 6 j = 2 , and this is precisely what we need to express the meaning of`Until'. (`Until' is also de nable in the The examples make clear that we can de ne the modality hFi' as Do(R'), while 'U is rendered in the language B as Do((R:'; r) \ R ).
The evaluation of a B procedure may be rephrased in terms of an accessibility relation R , which is the propositional dynamic logic format. In fact, the`between' language bears quite a bit of similarity to the language of propositional dynamic logic (Section 5 below), for the composite temporal procedures are like program modalities.
In the program view, R'; R is interpreted as a procedure to go to a < successor, check if ' is true, then go to a next < successor and check if is true. The B bisimulation notion that works for this language does not only relate states to states, but also pairs of states to pairs of states. , then for all s 00 with s < s 00 < s 0 there is an r 00 with r < r 00 < r 0 , (s; s 00 )C(r; r 00 ) and (s 00 ; s 0 )C(r 00 ; r). 3. clause (2) vice versa. by the fact that C is a U bisimulation, for all s 00 with s < s 00 < s 0 there is an r 00 with r < r 00 < r 0 and s 00 Cr 00 . Hence (s; s 00 )T (r; r 00 ) and (s 00 ; s 0 )T (r 00 ; r 0 ). Theorem 4.9 Let C be a B bisimulation between M and N with sCr and (s; s 0 )C(r; r 0 ). Then for all B formulas ' it holds that M; s j = ' i N; r j = ', and for all B procedures it holds that M; s; s 0 j = i N; r; r 0 j = .
Proof. The proof again uses an induction argument, but now we need simultaneous induction on formulas and procedures. The interesting cases are the cases of a modal formula Do( ) and of a modal procedure .
First the case of a modal formula. Assume M; s j = Do( ). This means that there is some s 0 with s < s 0 and M; s; s 0 j = . From sCr, s < s 0 and the fact that C is a B bisimulation, there is an r 0 with r < r 0 and (s; s 0 )C(r; r 0 ). Now the induction hypothesis for yields that N; r; r 0 j = , and from this plus r < r 0 we have that N; r j = Do( ). The other direction is similar.
Next the case of a B procedure. Assume that has the form R', and the induction hypothesis holds for '. Then M; s; s 0 j = implies M; s 0 j = ', so from the induction hypothesis, plus the fact that (s; s 0 )C(r; r 0 ) implies s 0 Cr 0 , we have N; r 0 j = ', and thus, N; r; r 0 j = .
Boolean cases , 1 \ 2 follow directly by the induction hypothesis.
Finally, for procedures of the form 1 ; 2 , the reasoning is as follows. Assume M; s; s 0 j = 1 ; 2 . Then there is an s 00 with s < s 00 < s 0 and M; s; s 00 j = 1 , M; s 00 ; s 0 j = 2 . Applying the B bisimulation clause to (s; s 0 )C(r; r 0 ) and s < s 00 < s 0 , we conclude that there is an r 00 with r < r 00 < r 0 and (s; s 00 )C(r; r 00 ), (s 00 ; s 0 )C(r 00 ; r 0 ).
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Use the induction hypothesis twice to get N; r; r 00 j = 1 and N; r 00 ; r 0 j = 2 . It follows that N; r; r 0 j = .
First-Order Analysis
We are now in the position to prove a preservation result for the B language, using the following translation from B to rst-order logic (note that the translations of B formulas have one free variable, while the translations of B procedures have two):
Procedure translations:
Now the saturation argument works. The following theorem shows that the B language and the notion of B bisimulation` t'. Theorem 4.10 A rst-order formula ' with at most two free variables x; y is equivalent to a translation of a formula or procedure of the B language i ' is invariant for B bisimulations.
Proof. The left to right direction is taken care of by Theorem 4.9.
For the other direction, we demonstrate the case of B procedures. Assume that '(x; y) has at most x; y free and is invariant for B bisimulations. Let L(') be the set of semantic consequences of ' which are translations of B formulas, with at most x; y free. We show that L(') j = '. Compactness then gives us 1 ; : : :; n 2 L(') with 1 ; : : :; n j = ', whence the modal procedure Modal Logic, Transition Systems and Processes 17 If s r and s < s 0 then for each nite subset of the modal theory of s; s 0 there is an r 0 > r such that r; r 0 satisfy . The reason for this is that Do( T ) holds in s and hence in r. By saturation, there must be some r 0 > r such that r; r 0 satisfy the full modal theory of s; s 0 . But then (s; s 0 ) (r; r 0 ), as required.
Assume (s; s 0 ) (r; r 0 ). Then for all modal formulas ', M ; s; s 0 j = R' i N ; r; r 0 j = R'. Hence for all modal formulas ', M ; s 0 j = ' i N ; r 0 j = '.
Hence s 0 r 0 . Assume (s; s 0 ) (r; r 0 ), and there is an s 00 with s < s 00 < s 0 . Then for each pair of nite subsets 1 , 2 of the modal theories of s; s 00 and s 00 ; s 0 , respectively, there is an r 00 with r < r 00 < r 0 for which r; r 00 satis es 1 T 2 , by the assumption. But then by saturation, there must be some r 00 with r < r 00 < r 0 such that r; r 00 satisfy the full modal theory of s; s 00 , and r 00 ; r 0 the full modal theory of s 00 ; s 0 . This gives (s; s 00 ) (r; r 00 ) and (s 00 ; s 0 ) (r 00 ; r 0 ), as required. The interpretation of the new procedure is given by: M; s; s 0 j = L' i M; s j = '. Now we can de ne the modality hPi' as Rn(L') and 'S as Rn((R:'; r) \ L ).
Again, this language gives rise to a notion of B _ bisimulation which can be shown to be the proper notion of semantic invariance for the language, while it also allows for a preservation result. Remark 4.11 It can be shown that on transitive structures, B _ bisimulation is equivalent to thè trisimulation' from 5]. In fact, using the techniques explained there, one may show that our B _ language is expressively complete over suitable linear orders.
Programming Constructs and Bisimulation

Programs and Modal Operators
The second variety of modal logic that has been applied to problems of theoretical computer science with considerable success is dynamic logic 26, 38] . Here, as in the 18 Modal Logic, Transition Systems and Processes case of the temporal languages B and B _ , the modal operators have internal structure: they are in fact based on programs whose structure becomes a second main concern of the formalism. Propositional dynamic logic (PDL) has the following two sorted language of formulas and programs. PDL formulas ' ::= p j :' j ('^') j h i'. PDL programs ::= a j j ; j j '?
We use the same abbreviations as before. PDL formulas are evaluated in TSs as follows. We will use the operator A as an abbreviation of a 1 a n , where a 1 ; : : :; a n enumerates the set A of action labels, in case A is nite. If A is in nite, allowing A as an operator amounts to an extension of the language, with the stipulation:
M; s j = hAi' i there is an s 0 with (s; s 0 ) 2 S a2A R a and M; s 0 j = '. There exists a so-called` ltration technique' by which an in nite TS M for which M; s j = ', with ' a PDL formula, can always be compressed to a nite TS M 0 with a state s 0 in which ' holds, whose size is bounded by a function involving the length of ' only. It follows that universal PDL validity is decidable. There are also explicit sound and complete axiomatisations of PDL (see e.g. 26]).
Bisimulation for PDL
Perhaps surprisingly, the same relation of simple bisimulation of Section 2 is the appropriate notion of similarity for PDL as well. We have the following observation. Proof. Simultaneous induction on the structure of ' and .
In this induction, simple bisimulation turns out to be preserved under the relational operations of , , (compare the concern of process algebraists about bisimulation being a congruence for process operations; see 27], and 20] for further analysis). It is easy to see that simple bisimulation is not preserved under e.g. intersection of relations, in the sense that not every simple bisimulation for R a and R b is a simple bisimulation for R a \R b . Also, bisimulation is not preserved under taking the reversal R _ of a relation R, as is shown by the fact that not every F bisimulation is an FP bisimulation. These observations in fact suggest a new way in which bisimulation invariance a ects one's choice of a computational programming repertoire:
An operation O(R 1 ; : : :; R n ) on two-place relations is safe for bisimulation of kind K if every bisimulation of kind K for R 1 ; : : :; R n is also a bisimulation of kind K for O(R 1 ; : : :; R n ).
In order to prove negative results about safety for bisimulation, i.e., in order to show that certain operations are unsafe for bisimulations of certain kinds, one needs to agree on a language rst. For the language of rst-order logic the following result was proved in 7] (see also 8]). Theorem 5.3 A rst-order relational operation O(R 1 ; : : :; R n ) is safe for simple bisimulation i O can be de ned using the following ingredients: atomic relations R i xy, atomic tests p? (i.e., x = y^Px), relation composition R 1 ; R 2 (i.e., 9z(R 1 xz^R 2 zy)), relation union R 1 R 2 (i.e., R 1 xy _ R 2 xy), counterdomain (R) (i.e., x = y^:9zRxz). Theorem 5.3 can be viewed as a property of the relation of simple bisimulation, but it also is a re ection of the expressive power of rst order logic. This means we can pose the same question for other de nition languages (e.g., higher-order logics) and get di erent answers. Also, the same question can be asked for di erent bisimulation notions, both for rst-order and higher order formalisms. Here is a sample Open problem 5.4 Which rst-order de nable operations on relations are safe for B bisimulation?
Standard Logical Analysis
In order to get a preservation result in standard logic, we need a translation function to the language L !1! , the language of predicate logic with in nite disjunctions. In the translation instructions, n is used as an auxiliary operator, to denote the sequential composition of n copies of . We will not pursue the matter of formulating a preservation result for PDL here.
Open problem 5.5 Give a preservation result characterizing precisely the PDL formulas in L !1! .
Mere bisimulation invariance cannot su ce here: Van Benthem and Bergstra 8] characterize this notion structurally as the obvious L !1! version of basic modal logic, which properly includes PDL. In Section 7 we will come back to this matter and address the question of a rst-order translation for PDL fragments with just one program, for which we do have a preservation result (in rst order logic).
Appendix: Traces versus Choices
We have seen that all PDL program operations share the property of being safe for bisimulation. This shows that PDL is closely tied up with the branching structure of possible choices in TSs. Nevertheless, some people think of PDL programs in terms of typical`trace languages' that would be closer to nite trace equivalence. The key issue is the role of tests: with only non-modal tests we have pure trace languages, with full modal tests, choices become important. In 28] there is a proof that PDL without test is essentially weaker than full PDL. But we can say more. The ability to perform tests on the branching structure of TSs (by means of`non-Boolean' tests such as (haip)?) is an essential feature of PDL. We will now show that testing for just trace structure reduces expressive power. This illustrates that PDL is essentially à branching language'. Our proof is an adaptation of Harel's proof that PDL without test is weaker than full PDL 28]. Theorem 5.6 PDL with non-Boolean test has greater expressive power than PDL with only Boolean test.
Proof. Consider the TS from Figure 7 . Take a PDL language with labels a; b and with p as its only proposition letter. Assume that in the TS of the picture p is true Next one proves, along the lines of the proof in 28] for Boolean test, that ' cannot be equivalent with a test free formula , as any such would be true in both halves of some suitably large TS as in Figure 7 , with the size depending on .
6 Intermezzo: Tense Logic and Propositional Dynamic Logic
A Choice of Perspectives
We will now brie y return to the use of`temporal' operators in talking about TSs. There are several di erent ways to make the connection between tense logic and propositional dynamic logic.
In the rst place, the temporal operators can be used to describe the`internal and backward structure' of transitions for some action a. The method here is: x a transition label a and read the relation < as a ! and > as a . This is a rst-order perspective, with the relation symbol R a substituted for < in the translation for the temporal operators.
As we did not assume the temporal precedence relation to be transitive, hFi', when interpreted in terms of a ! transitions, does not express that ' is true at some state that can be reached by following an a ! path, but rather that ' is true in some 
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This re ection leads to a second perspective. We can single out special relations < and > with reasonable properties as a` ow of time' and let F and P refer to those. This gives rise to possible interactions between R a and <, e.g., it is reasonable to ask that < be transitive, and that the transitive closure of every a ! transition relation be included in <. The following axioms accomplish this much. The F operator is very useful to describe properties of TSs having to do with the availability of p states, for it enables us to express things like`some p state is reachable', by means of hFi p , and`all reachable states without outgoing arrows are p states', by means of F]( A]? ! p ).
In the perpective just sketched temporal transitions stand apart from the other transitions of a TS. It is also possible to think of time as generated by action. This leads to a third perspective on the connection between temporal logic and dynamic logic. In this view, the temporal operator F is interpreted using the relation of`being reachable via a nite number (one or more) of transitions from the current state , which is what this third perspective amounts to, makes for a big increase in the computational complexity of the resulting version of temporal logic. This is not surprising, as the logic becomes in nitary, in the sense that the tense fragments of PDL are fragments of L !1! . See 43] for some comparisons. Also, some temporal modalities still elude us. To see why this is so, we must look brie y at the distinction between linear time and branching time temporal logic.
Linear Time, Branching Time and PDL
In linear time temporal logic one considers just one execution sequence of a process, in branching time temporal logic one looks at the several possible futures of a process that might go di erent ways. A logic for the study of branching time was introduced by Clarke For branching time, quanti cation over time points in the future has two dimensions: sometimes versus always along one time branch, and sometimes versus always along every time branch. If a statement ' is true somewhere along some time branch, this indicates that ' may happen. If ' is true somewhere along every time branch, this means that ' is bound to happen. If ' is true everywhere along some time branch, this means that it is possible that ' will hold forever. Finally, if ' is true everywhere along every time branch, then this means that it is inevitable that ' holds forever.
Thus, for our unary future modality, we get the following interpretation clauses:
9hFi': somewhere along some time path, '. 8hFi': somewhere along every time path, '. 9 F]': everywhere along some time path, '. In the root note of this TS, a] ((:p)?; a) ]ha ip is true, but still, not for all paths through this TS does it hold that eventually p will become true on that path, for the process could loop from the root state to the root state inde nitely. The problem is that PDL does not allow us to express the presence or absence of such loops.
There are extensions of PDL with constructions for loop detection in which the branching time operators are expressible. Such extensions call for generalizations over previous concerns, e.g., the study of a notion of`bisimulation with loop detection'.
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In Section 8 we return to the topic of branching, in connection with the treatment of silent actions in TSs. 7 Modal Logic and Process Algebra
Varieties of Process Semantics
The process semantics of nite trace equivalence, simulation, simple bisimulation, bisimulation, simple branching bisimulation, and branching bisimulation can all be described as fragments of PDL. It will not come as a surprise that it is possible to isolate appropriate description languages as fragments of PDL for various other proposals of process semantics. Here are some examples of this.
The appropriate language for`completed trace equivalence' (a variant of nite trace equivalence where the nite traces have to end in states without outgoing transitions): To get at the appropriate language for`ready-trace semantics' 1] (called`barbed wire semantics' in 37]), we take X! to be an abbreviation of 
Operations on Transition Systems
An algebraic approach to TSs is provided in process algebra, where TSs are introduced as solutions for algebraic equations formulated in terms of construction operations on TSs 2, 10], and processes are de ned as equivalence classes of TSs modulo bisimulation.
The construction operations of process algebra in the spirit of 10] work on equivalence classes of rooted TSs with an interpretation for p . We prefer to introduce the operations at the level of the TSs themselves, so we are looking in fact at graph operations in the spirit of 16]. The construction operation + (sum) takes two rooted TSs (with disjoint state sets), rst unwinds the roots and then identi es them to form a new rooted TS. A p mark on one of the roots is inherited by the new root.
Because of the way in which p is inherited, is a neutral element for this operation.
The construction operation (product) takes two rooted TSs (with disjoint state sets) and identi es the root of (a copy of) the second one with all nodes of the rst which have the p mark, while erasing this p mark.
It is not di cult to see that is a neutral element for this operation.
There are also versions of process algebra where the operation is replaced by operations of`action pre xing' a (see e.g. 33]). More complex constructions on TSs exist (abstraction, pruning, recursion), but these will not be discussed in this paper.
Modal Languages and Process Term Languages
What we would like to do here is to put a new research direction for modal logic on the research agenda: the investigation of the connections between the process operations given above on one hand and syntactic and semantic operations in modal logic on the other, and of the connections between equational process languages and modal languages. There is an intriguing relation between the`process' operations on TSs and various syntactic operations on modal formulas satisfying these TSs. The key fact in the earlier application of modal logic to process diagrams (rooted TSs) is that modal languages give an`internal' description of a TS, describing possible`runs' of the associated process, while bisimulation invariance gives an`external' 26 Modal Logic, Transition Systems and Processes description of the TS, and for suitable choices of language and bisimulation relation, these two descriptions match. Let us now consider the connections with process algebra.
For a start, it may seem that there is a di erence between our earlier bisimulations and the bisimulation notions as employed in Process Algebra (e.g., in 2]), where bisimulation is understood to be a relation on one big domain of TSs. But this is not a real di erence with the present approach, for it is always possible to collect TSs in one super TS, by taking disjoint unions. In Process Algebra, characterization results take the form: s = r in some Process Algebra calculus i s and r bisimulate in some TS containing both of these states according to some de nition of bisimulation. We propose to look at s, r in their own TSs, for which we can take the generated submodels. Definition 7.6 If M is a TS with s 2 S(M), then M s , the subTS or submodel generated by s, is Evidently, the inclusion from M s to M is a simple bisimulation.
These two links, one between Process Algebra calculi and bisimulation notions, and the other between bisimulation notions and formalisms of modal logic (that can also be axiomatized), suggest the possibility of direct translations between process algebra equations and modal formulas. We will now explore this idea in several directions.
First Approach: Process Term Equalities as Program Equivalences in PDL
The most straightforward link between process algebra and PDL is a mapping from term equalities to PDL Equivalences. Here is an example of what we have in mind. 1. Translation is`sound'. 2. Translation is not`faithful'. Proof. (1) follows from the fact that the translation of every Basic Process Algebra axiom is a valid principle of PDL.
(2) The translation is too coarse, for it maps process terms which are not equivalent to PDL equivalent formulas. For example, x(y + z) 6 = (xy + xz), but (x(y + z)) ;
x ; (y z ), and this PDL program is equivalent to the program (x ; y ) (x ; z ), which is the translation of xy + xz.
Open problem 7.8
Is there a faithful embedding of the Basic Process Algebra axioms in PDL?
We should look at the Process Algebra equations as telling the story of the TS operations from Section 7.2. The equation x + y = y + x tells us that the rooted TS M; s + N; r cannot be distinguished from the rooted TS N; r + M; s. But because of the fact that the notion of similarity at the basis of this is the same as the similarity notion of (a suitable fragment of) PDL, we can use modal logic to formulate syntactic operations corresponding to the process operations on TSs, and then see which modal principles correspond with the process algebra equations.
Second Approach: Canonical Approximations at Finite Depth
In Process Algebra, process terms denote rooted TSs, and process equations stipulate which TSs are viewed as descriptions of the same process. In modal logic, formulas denote classes of rooted TSs, and fragments of the modal languages induce similarity notions telling us which rooted TSs cannot be told apart by a formula from the fragment. In general, it is not possible to associate`normal form' modal formulas with single TSs, for formulas are inherently nite, and TSs are not. However, if we agree not to probe into the TSs beyond a given nite depth n, the situation changes.
The nite depth perspective immediately leads to a parallel between modal logic and process algebra. Definition 7.9 The tree unwinding operation T of rooted TSs M; s is given by: T(M; s) has a root corresponding to the empty path in M; s, a state for every nite path of M; s, and an arrow a ! 0 i the path corresponding to 0 in M is an extension with a ! of the path corresponding to in M. 28 Modal Logic, Transition Systems and Processes The depth of a state in a tree is the length of the (unique) path from the root of the tree to that state. Tree unwinding is well known in process theory 9], and pre-existed in modal logic under the name of`unravelling' ( 42] ; see also 12], Section 13). The TSs in Figure 11 give the tree unwindings of the TSs of Figure 10 . Note also that for any rooted TS M; s it holds that M; s and T(M; s) are simply bisimilar. Definition 7.10 The projection up to depth n of TS M; s, n (M; s), is obtained by rst unwinding M; s to a tree M 0 ; s 0 , then removing all arrows leaving from a state at depth n, and nally removing all inaccessible states and arrows. The following results are standard: Lemma 7.14 For every n, the number of equivalence classes induced by n on the class of rooted TSs is nite. V m j=1 ij , where ' 0 is the normal form formula for M; s for the 0 case, and ij = ha i i j in case there is some t with s ai ! t and j is associated with M; t for n ? 1, and ij = :ha i i j otherwise.
We can now prove by induction on n that, for any M; s and any TS N, the formula ' associated with M; s for n de nes the set of states fu 2 S(N) j N; u n M; sg, in the sense that for all and only these u 2 S(N) we have N; u j = '. By the construction of ', we have that M; s j = '. Also, d(') = n, so by the assumption of the proposition, N; u j = '. Finally, by the fact that ' is a normal form formula for n, it follows that M; s n N; r.
Note that the proof of Proposition 7.15 uses general logic: the notion of operator depth is closely related to that of quanti er depth, which makes for obvious connections with the topics of Ehrenfeucht games and partial isomorphisms in standard rst-order logic. If we only look at nite processes, then we can derive`normal form' modal formulas from process terms, as follows. In the following translation, we assume > to be a proposition symbol (not an abbreviation for p _ : p ). Open problem 7.17 Can this translation be extended to other process operators?
Behaviour of Modal Formulas Under Process Operations
Still another way to study the process operations is by determining which modal formulas they preserve. This is in fact a new systematic question for Modal Logic In modal logic, various operations on Kripke models have been studied, e.g., thè
rooting' of M; s and N; r, notation M N; x: combine M; s and N; r by adding a state x and two transitions x ! s, x ! r. This operation is de ned for models with a single accessibility relation R, i.e., TSs with one unlabelled ! transition. But it can also easily be applied to TSs with di erent transition labels, via the following Definition 7.18 Let M be a TS with an interpretation for P and set of action labels A. Then UM, the unlabeled TS based on M, is the TS which has as its set of states and as its valuation the function V : P A ! POW (S(UM)) with
Modal Logic, Transition Systems and Processes 31 Consider the following translation from the multimodal logic over proposition letters P and action labels A to modal logic with proposition letters P A and modality 3. p = p (:') = :' ('^ ) = (' ^ ) (hai') = 3(a^3' ): Proposition 7.19 For all labelled TSs M and all multimodal formulas ': M; s j = ' i UM; s j = ' .
Proof. Induction on the structure of '.
We can use this translation to apply the`rooting' operation , which is de ned for TSs without labels, to labelled TSs. This leads to the following If ' has the`Horn format' haip 1^ ^haip n ! a]q, then M j = ' implies M N j = '.
But again, the operation is subtly di erent from the nearest process algebra operation k.
Finally we have the operation of`glueing at speci ed positions', M p N, of which the Process Algebra operation M N represents the special case where p = p .
Open problem 7.22 What is the precise relation between`rooting' and`direct product' and the Process Algebra operations?
The modal study of the Process Algebra operations should start with an investigation of their preservation properties. Here are some preliminary observations for existential multimodal formulas. While the above observations focus on preservation, it should be borne in mind that at some point reduction questions will have to be tackled as well: how can modal statements about some Process Algebra construct be reduced to statements about its components? This systematic question would also be of independent interest in Modal Logic. An important theme in the Process Algebra literature is the treatment of actions which are invisible from outside the system, the so-called silent moves. If one considers transition systems with a special silent action , one can study equivalence between TSs`if steps do not matter'. We review two proposals from the literature and add one of our own. Our main claim in this section will be that this extension ts naturally into our framework so far. Figure 12 gives an example of bisimilar TSs (corresponding numbers indicate bisimilar states) which are clearly not simply bisimilar.
The de nition of process equivalences that take the`invisibility' of steps into account is an important topic in the process algebra literature. The de nition of bisimulation is from Hennessey and Milner 29] . Process algebraists from Amsterdam have been looking for alternatives to ensure that steps do not discard choice options. Their intuition was as follows. To match a step in the other structure there are two possibilities: (1) in case the step didn't change any choice options, don't move, (2) Modal Logic, Transition Systems and Processes 33 in case the step did make a change, then make transitions through states that are all indistinguishable, until you can match the move on the other side (see 24] ). This gives the following de nition for branching bisimulation (called`branching' because it preserves choice structure in both directions). Figure 13 gives the relation between steps that can be made from branching bisimilar states, according to this de nition.
This`symmetric' formulation of the de nition of branching bisimulation is slightly more general than the de nition from the process algebra literature 24, 2]. To establish the precise connection, we need the concept of being nitely branching in a non-atomic label. We say that a TS is nitely branching in if for all of its states s the set ft j s ! tg is nite.
We need this concept because from the fact that a TS is nitely branching in the label it does not follow that for every state s the set ft j s ! tg is nite. See Figure   14 for a counterexample. We conclude with an equivalence of our own, which lies in between bisimulation and branching bisimulation, and which preserves as much of the choice structure as we will ever need. Our intuition is that all paths should have a match, but that individual steps need not. It does not matter if some individual steps do not have counterparts, as long as the choice structure before and after any visible action is matched. Note that the bisimulation from Figure 12 is also a simple branching bisimulation. Observation 8.5 Simple branching bisimulation is a stronger notion than bisimulation.
Proof. Obviously, every simple branching bisimulation is also a bisimulation. Branching bisimulation is a stronger notion than simple branching bisimulation.
Proof. Again, it is obvious that every branching bisimulation is a simple branching bisimulation. To see that simple branching bisimulation does not coincide with branching bisimulation, consider Figure 16 , which gives an example of simply branching bisimilar TSs (with the simple branching bisimulation indicated by the matching numbers on the nodes) which are not branching bisimilar. To see that there is no branching bisimulation, observe that the ! step from the state marked 1 to the state marked 2 in the left TS cannot be matched with a ! step in the right TS between a pair of states of which the rst is branching bisimilar to 1 and the second to 2. Remark 8.7 Silence is a natural notion from a general logical point of view:`Flatten' some previous action to some without internal structure. This operation could be viewed as a kind of`projection' at the level of action labels, which suggests that it is amenable to ordinary model-theoretic analysis.
Semantic Invariances Involving Silent Steps
The considerations about semantic invariance from Section 3 are easily extended to TSs involving silent steps. Claim 8.8 Semantic invariances involving silent steps can be described by modal languages which are fragments of PDL.
Inspection of the notion of a bisimulation readily yields the appropriate modal language for it:
L ' ::= p j :' j ('^') j h i' j h a i'. Proof. Induction on the structure of an L formula '. Theorem 8.10 On TSs that are nitely branching in every atomic label and also in , invariance for L formulas implies -bisimulation.
Proof. Same method as in Theorems 3.4 and 3.7.
Let L sb be the following language: L sb ' ::= p j :' j ('^') j h i' j h ; '?; ai'.
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Note that L sb properly extends L : the L sb formula h ; >?; aih i' has the same meaning as the L formula h a i', so we can assume the latter formula to belong to L sb as well.
Consider Figure 15 again, of a pair of bisimilar TSs that are not simply branching bisimilar. The following L sb formula distinguishes between them: ' = h ; (h i a]?)?; ai>:
Formula ' asserts that some path leads to a state from which a a ! transition is possible, and from which also is a path to a state from which a ! is not reachable anymore via any path. This holds in the root state of the right TS, but is false in the root state of the left TS. Theorem 8.11 If s and r are simply branching bisimilar then for all ' 2 L sb : (s j = ' i r j = ').
Proof. Induction on the complexity of '. This shows that the language of rst-order logic is not quite appropriate for a translation of modalities involving , and it is natural to move to the in nitary version L !1! .
Open problem 8.15
Give preservation results characterizing precisely the PDL fragments L , L sb and L b in L !1! .
Here we will pursue a di erent question, by attempting to give a rst order analysis after all. The problem with a rst order analysis of PDL is that there is no rst-order way to describe the re exive transitive closure of a relation. Now, there are various standard options for re-analyzing this situation, so as to make it rst-order again.
One strategy, which works as long as the number of di erent re exive transitive closure relations remains manageable, is to represent each starred transition by a new two place relation symbol. In the case of L and L sb we can get by by just translating as R (for`silent reachability') and making sure that R gets interpreted as a relation A rst-order formula ' with at most one free variables x is T-equivalent to atranslation of a formula of the language L i ' is invariant for bisimulations. Theorem 8.17 A rst-order formula ' with at most one free variable x is T-equivalent to a translation of a formula of the language L sb i ' is invariant for simple branching bisimulations.
The proofs of these theorems follow a by now familiar routine. In the case of L b we need a translation for ('?; ) , so here a more general account of rst-orderizing transitive closures is needed. One possible way to proceed is to add a new relation symbol R ' for every rst order formula '(x; y) with x; y as its only free variables. This gets complicated by the fact that the new relation symbols should also be allowed to occur in '.
There is also another option, which is more speci c to the analysis of silence and branching: an analysis in terms of two sorted rst order logic, with states and branches (see also 44] To ensure that Tb gets interpreted as`b is a branch' we may take Tb as shorthand for the following formula:
Tb 8x(Oxb $ (:Lxb ! 9y(Oyb^R xy))^(:Fxb ! 9y(Oyb^R yx))):
Now a notion of two sorted branching bisimulation (for states and for branches) can be de ned. and a preservation result can be proved for this: A rst-order formula ' with at most two free variables x; y is equivalent to a ] -translation of a formula or program of the language L b i ' is invariant for two sorted branching bisimulations.
Comparison of Similarity Notions Involving Silent Steps
We have proved preservation results for three notions of similarity involving silent steps, two from the literature and a third one of our own. One might reasonably ask if there is anything to choose between the three notions. A technical comparison would be useful, for instance: Can we say something illuminating about modal translations of the laws from process algebra? Or the other way around: does the notion of simple branching bisimulation give rise to process algebra laws of its own, and if so, how do these compare to the laws engendered by the competing similarity notions? Frits Vaandrager suggested the following law for simple branching bisimulation:
To investigate the question of the comparison further one would also have to look a bit closer at the philosophical intuitions behind abstraction, and see what we can derive from the intrinsic motivation for abstraction. 9 Concurrency and Bisimulation 9.1 Concurrent PDL Although we have postponed the modal analysis of k, the concurrency notion from process algebra, for future work, we do have something to say about concurrency. We will brie y look here at an extension of PDL with an operator for concurrency of programs. Concurrent PDL 35] has the following syntax. CPDL formulas ' ::= p j :' j ('^') j h i' j ]'. CPDL programs ::= a j j ; j j \ j '? The idea of the new operation 1 \ 2 is: do 1 and 2 concurrently.
Because CPDL allows programs to compute in parallel, several states may be reached in parallel by computing processes within that act independently at the same time. This means that the reachability relation R of a program connects a state s to the set of all states that are reached at the same time by the processes 42 Modal Logic, Transition Systems and Processes within . We also allow for indeterminism, so may give rise to several R successor sets in one given state.
For the modal clauses of CPDL, we follow Nerode and Wijesekera 34] and Goldblatt 25] The accessibility relations for the atoms are given. R 1; 2 = R 1 R 2 . R 1 2 = R 1 R 2 . R 1\ 2 = R 1 R 2 . R = R ( ) . R '? = fhs; fsgi j M; s j = 'g. Peleg 35] gives computational motivation, Goldblatt 25 ] has a completeness result.
CPDL Bisimulation
Now, we introduce the appropriate generalization of our central notion of process equivalence. It follows that U = S fh(v) j v 2 V g has the required properties.
Iteration: From the result for we get that CPDL bisimilarity for R implies CPDL bisimilarity for R (n) (any n 2 !). Because CPDL bisimilarity is preserved under taking unions, CPDL bisimilarity for R ( ) follows.
Open problem 9.3 Which rst-order de nable operations on relations are safe for CPDL bisimulation?
Embeddings in Standard Logic
There are two sources of non-rst-orderness in CPDL: the in nary construction , which calls for an analysis in L !1! , the quanti cation over sets in xRY , which calls for a second order analysis. This leads to the following`obvious' translation in in nitary second order logic: Give a preservation result characterizing precisely the CPDL formulas in second order in nitary logic. There are several ways to analyse the situation in rst-order terms again. For , we can either introduce predicates for re exive transitive closures of relations, or introduce a separate sort of branches, plus vocabulary to talk about those and their relations to states (see Section 8.3). For talking about sets of states, we can introduce Modal Logic, Transition Systems and Processes 45 a sort for those, too, and a predicate Mxy, for`state x is a member of state set y'. We also need Fx to express that x is a function, and Afxy to express that function f applied to argument x yields value y.
Formula translations: p = Px (:') = :' We assume that the one-place predicate letters P are interpreted as properties of individual states and the two-place predicate letters R a as relations between individual states and state sets.
Open problem 9.5
Give a preservation result characterizing precisely the CPDL formulas in rst order logic.
10 Conclusion and Further Topics of Investigation
What We Hope to Have Established
To summarize our claims, we hope to have established parallels between modal logic, in a suitably broad sense (including temporal logic and propositional dynamic logic) and process theories over TSs. The basics of these connections are well known from the literature 29, 33], but we have given more detailed analogies in techniques, leading to a next range of questions, some of them answered in the text, other listed in passing as open problems.
We will now wind up our story by giving a list of further topics of investigation, most of them hinted at in the paper and put aside with a p mark for`merits further attention'. These topics of further study are in three main areas: general logic, process algebra and modal logic.
General Logical Issues
Higher-Order and In nitary Logic Versus First-Order Logic In the above we have con ned attention to rst-order formalisms over transition systems. For a glimpse of 46 Modal Logic, Transition Systems and Processes what happens when one considers higher order formalisms over transition systems see 19, 20] . Nothing seems to be known at present concerning preservation properties of modal fragments of higher-order in nitary logics.
Process Algebra
The Modal Analysis of Sophisticated Process Operations At the end of Section 7 we have made a rst attempt at a modal analysis of the simple process operations such as sum and product. As a second step, one would like to extend this analysis to the operations of free merge, I abstraction and I pruning. Finally, a modal account is needed of recursive de nitions of TSs from a class of given TSs. Special Classes of TSs One might also wish to consider axiomatisations of special classes of TSs (acyclic, nite, nitely branching) in modal logic. But modal logic is blind for these distinctions: the minimal modal logic is complete for all of these. This observation leads directly to the next topic. In nitary Processes We have seen in Section 5 that the expressive power of PDL is not su cient to fully describe the in nitary trace behaviour of processes. We mentioned extending PDL with an operator for loop detection as a possible remedy. This strenghtening of the language brings a stronger similarity notion in its wake which merits further attention. There are also other means of strengthening the expressive power of PDL: see 28] for some comparisons. How do the similarity notions they engender compare? Which preservation properties hold?
Modal Logic
Correspondence and Completeness Theory Although we have said something about preservation results for modal fragments, modal logic has quite a bit more by way of technique. Correspondence theory in the sense of 3] was not really used. Also, nothing was used from modal proof theory and completeness theory. Finally, the issue of a complexity analysis of processes in terms of complexity of the modal languages that describe them is still wide open. Extended Modal and Dynamic Logic In Section 4.3 we have used an extended modal formalism with two-dimensional temporal procedures. A much more powerful system in the same spirit is presented and analysed in 40]. It seems worth one's while to investigate the use of such systems in the analysis of processes.
Maarten de Rijke (personal communication) suggests the use of an extended modal formalism that matches the Process Algebra term formation operators a bit more closely. Assume a three-place relation Cxyz for`x has a choice between y and z', and Suitable restrictions have to be imposed on the interpretation of C. Newer Conceptual Developments One of the newer developments in modal logic and propositional dynamic logic is the advance of arrow logic, where transition arrows themselves become rst class citizens, and states may be (but need not be) demoted
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Arrow logic is a kind of dynamic logic based on a weaker set of underlying assumptions than is usual. In propositional dynamic logic or relational algebra, every program relation brings a converse relation in its wake, and every pair of relations a composition. The idea is to get rid of these facts by dropping the analysis of transitions as composed of pairs of states. Taking the transitions themselves as primitive and calling them arrows has the advantage that we can stipulate what relations hold between them: composition and reversal themselves become two place relations on the set of arrows. Because of the primacy of transitions, arrow logic looks very promising as a tool for the study of TSs.
