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Abstract
Recently, Gabriel Nivasch got the following remarkable formula for the Sprague–Grundy function of game Euclid: g+(x, y) =
|x/y − y/x| for all integers x, y1. We consider the corresponding misere game and show that its Sprague–Grundy function
g−(x, y) is equal to g+(x, y) for all positions (x, y), except for the case when (x, y) or (y, x) equals (kF i, kF i+1), where Fi is
the ith Fibonacci number and k is a positive integer. It is easy to see that these exceptional Fibonacci positions are exactly those in
which all further moves in the game are forced (unique) and hence, the results of the normal and misere versions are opposite; in
other words, for these positions g+ and g− take values 0 and 1 so that g− = 1 − g+ = (−1)i+1 + g+.
Let us note that the good old game of Nim has similar property: if there is at most one bean in each pile then all further moves
are forced. Hence, in these forced positions the results of the normal and misere versions are opposite, while for all other positions
they are the same, as it was proved by Charles Bouton in 1901. Respectively, in the forced positions g+ and g− take values 0 and 1
so that g− = 1 − g+ = (−1)i+1 + g+, where i is the number of non-empty piles, while in all other positions g+ ≡ g−.
© 2006 Elsevier B.V. All rights reserved.
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1. Game Euclid and its misere version
In 1969, Cole and Davie [5] introduced the following game based on the Euclidean algorithm. Positions are pairs
(x, y) of positive integers. Two players move alternating. Each move consists in subtracting any positive multiple of
the smaller number from the larger one, provided the result is still positive. The game ends when no more moves are
possible, that is in a position (z, z), where z= gcd(x, y). The player who cannot move is the loser. Respectively, in the
misere version this player is the winner. By deﬁnition, positions (x, y) and (y, x) are equivalent. Obviously, (x, y) and
(kx, ky) are also equivalent for any positive integer k. In [5] it was shown that (x, y) is a P-position (that is the player
who made the previous move wins) if x <y and y <x, where  = (1 + √5)/2 is the golden ratio; if x >y or
y >x then (x, y) is an N-position (that is the player who makes the next move wins). See [5,24,14,26,17,18,20,6,12]
for further analysis of this game, its variants, and generalizations.
In this paperweconsider themisere versionof gameEuclid.LetFj be the jthFibonacci number,Fj=1, 1, 2, 3, 5, 8, . . .
for j = 1, 2, 3, 4, 5, 6, . . . . Let us call (x, y) a Fibonacci position of rank i if (x, y) or (y, x) equals
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(kF i, kF i+1), where i and k are positive integers. It is easy to see that in such a position there is only onemovewhenever
i > 1 and it results in a Fibonacci position of rank i − 1, since (kF i, kF i+1 − kF i) = (kF i, kF i−1). Then the next
move is again unique if i > 2 and it results in the Fibonacci position of rank i − 2, etc. until the play terminates in the
Fibonacci position (k, k) of rank 1.
Lemma 1 (Lengyel [17]). The following two claims are equivalent:
(i) (x, y) is a Fibonacci position,
(ii) beginning from (x, y), each further move is forced.
Proof. Obviously, each of these two claims is equivalent to
(iii) y/x expands into a continued fraction whose every incomplete quotient is 1. 
In [17], Lengyel showed that the winning strategy in position (x, y) can be deﬁned in terms of the incomplete quotient
of y/x for game Euclid, as well as for several similar and more general games.
Proposition 1. Given a Fibonacci position (x, y) of rank i, if i is odd then (x, y) is a P-position in the normal version
of the game and an N-position in the misere version; if i is even then (x, y) is an N-position in the normal version and
a P-position in the misere one.
Proof. Follows immediately from Lemma 1. 
A similar claim was recently published by Collins [6].
For example, (k, k) and (k, 2k) are the Fibonacci positions of ranks 1 and 2, respectively. According to Proposition
1, for the Fibonacci positions the results of the normal and misere versions are opposite. Let us show that for all other
positions the results are the same.
Lemma 2. From a given position (x, y) either no move enters a Fibonacci position, or exactly two “longest” moves
enter Fibonacci positions of ranks i and i + 1.
For example, from (22, 4) one can move to the positions (18, 4), (14, 4), (10, 4), (6, 4), and (2, 4). The last two,
(2, 4) and (4, 6), are the Fibonacci positions of ranks 2 and 3, respectively. From (16, 3) one can move to the positions
(13, 3), (10, 3), (7, 3), (4, 3), and (1, 3) none of which is a Fibonacci position.
Proof. Assume that y >x and consider the maximum l > 0 such that z = y − lx > 0. It is clear that zx. If (z, x)
is a Fibonacci position of rank i then (y − (l − 1)x, x) = (z + x, x) is a Fibonacci position of rank i + 1, while
(y − (l − m)x, x) = (z + mx, x) are not Fibonacci positions for m = 2, . . . , l − 1. If (z, x) is not a Fibonacci position
then (y − (l − m)x, x) = (z + mx, x), m = 1, . . . , l − 1 are not Fibonacci positions, either. 
Proposition 2. A non-Fibonacci position is a P-position (respectively, N-position) in the normal version of the game
if and only if it is a P-position (respectively, N-position) in the misere version.
Proof. According to Lemma 2, if from a non-Fibonacci position (x, y) a player by some move can enter a Fibonacci
position of even rank then there is an alternative move which enters a Fibonacci position of odd rank and vice versa.
According to Proposition 1, one of these two positions is a P-position if and only if the other one is an N-position.
Hence, just choosing one of these two moves from (x, y) properly, the player can win the standard version of the game
as well as the misere one. In other words, in both versions (x, y) is an N-position.
Also we know that (i) every play ends in a Fibonacci position (z, z) of rank 1 and (ii) after a play enters the setF
of Fibonacci positions it never leaves this set, so (iii) the player who entersF can win in both versions of the game.
Hence, if the game begins from a non-Fibonacci position then a winning strategy for the normal version can be easily
transformed to a winning strategy for the misere version and vice versa as follows: make the same moves until you
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can enter a Fibonacci position, at this moment make an alternative move which leads to another Fibonacci position.
Lemma 2 claims that such an alternative move always exists and it is unique. If you never have a chance to enter a
Fibonacci position then your opponent can win both versions of the game. 
2. Miserable games
Similar concepts can be applied in general. The rest of the paper is based on these concepts and the following
assumptions. An impartial or combinatorial game is a game of two players, with perfect information, and without
random moves. It is also assumed that each player can move in each position and the set of legal moves is the same for
both. An impartial game is modeled by a digraph G = (V ,A). Its vertices v ∈ V and arcs a ∈ A are called positions
and moves, respectively. We assume that G is acyclic, i.e., it contains no directed cycle. Though G may be inﬁnite, yet,
we assume that it is locally ﬁnite, that is the set of all positions which can be reached from v is ﬁnite for every v ∈ V .
A position v is called ﬁnal if there is no move in it, that is outdeg(v) = 0. A play is a directed path which ends in a
ﬁnal position. By deﬁnition, a player who has no move is the loser; respectively, in the misere version of the game this
player is the winner.
A kernel is a set of positions P ⊆ V which is (i) independent, i.e., there is no move (v, v′) such that both v, v′ ∈ P
and (ii) absorbing, i.e., for each v /∈P there is a move (v, v′) such that v′ ∈ P . Every acyclic digraph has a unique
kernel P [19]. By (ii), each ﬁnal position belongs to P. It is easy to show that a player who came to a position v ∈ P ,
say player II, can win. Indeed, by (i), player I must leave P, then by (ii), player II can reenter P, then I must leave P
again, and II can again reenter, etc. Note that by (ii), player I cannot enter a ﬁnal position, so player II, sooner or later,
will enter it, since digraph G is acyclic and locally ﬁnite. Let us set N =V \P . Positions from P and N are called P- and
N-positions, respectively. Letters P and N stand for “previous” and “next”: in a P-position (respectively, N-position)
the player who made the previous (respectively, the next) move can win.
The misere version can also be analyzed in terms of P- and N-positions. Let us add to the digraph G just one new
position v0 and a move from each ﬁnal position of G to v0. Clearly, the kernel P ′ in the obtained graph G′ deﬁnes the
P-positions of the misere version. Though in general P ′ may be very different from P, yet, in some interesting cases P
and P ′ almost coincide.
A position v of an impartial game is called forced if it is a ﬁnal position or only one play begins in v, i.e., the game
ends in v or there is a unique move in v, say to v′, and the game ends in v′, or there is a unique move in v′, say to v′′,
etc. until the play terminates in a ﬁnal position.
Proposition 3. A forced position v is an N-position (respectively, P-position) in the normal version of the game if and
only if v is a P-position (respectively, N-position) in the misere version.
Proof. The proof is straightforward; see the proof of Proposition 1. 
For example, the forced positions in game Euclid are exactly the Fibonacci positions, according to Lemma 1. The
classical game of Nim provides a similar example. Nim is played as follows. There are n piles of beans of sizes
(x1, . . . , xn). Two players make turns. By one move it is allowed to take any positive number of beans but only from
one pile. The player who takes the last bean is the winner. Respectively, in the misere version this player is the loser.
A position (x1, . . . , xn) is forced if and only if xi1 for all i ∈ {1, . . . , n}, that is every pile contains at most one
bean. (Strictly speaking, up to n! plays may begin in such a position but all these plays are equivalent due to the
obvious symmetry.) Lemma 1 and Proposition 1 easily generalize to this case by simply substituting “forced” for
“Fibonacci”.
By deﬁnition, every move from a forced position v′ leads to another forced position v′′. Such two forced positions
are called neighbors. We will call a game miserable if for every move from a non-forced position v to a forced position
v′ there is an alternative move from v to another forced position v′′ such that v′ and v′′ are neighbors.
Proposition 4. In a miserable game every non-forced position v is a P-position (respectively,N-position) in the normal
version of the game if and only if v is a P-position (respectively, N-position) in the misere version.
Proof. The proof is exactly the same as for Proposition 2. 
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Game Euclid is miserable, by Lemma 2. Let us note that Nim is miserable, too. Indeed, from a non-forced position
(x1, . . . , xn) there is a move to a forced position if and only if xi > 1 for exactly one i ∈ {1, . . . , n}. In this case xi can
be reduced either to 1 or to 0. In 1901, Bouton [4] applied this argument to solve the misere version of Nim.
There are many other interesting games for which the solution (that is the partition (V = P ∪ N)) for the normal
and misere versions “differ just slightly”; see [7, Chapter 12; 2, Chapters 13, 14; 1,8,9,16,22,23,28]. As an example,
let us consider well-known Wythoff’s game [27]. It is played as follows. There are two piles of beans of sizes x, y0.
Two players move alternating. By each move it is allowed either to remove an arbitrary positive number of beans from
one pile, or the same positive number of beans from both piles. In 1907 Wythoff characterized all P-positions by the
following nice formula: (i, 2i) and (2i, i); i =0, 1, . . . , where = (1+√5)/2 is the golden ratio. Note
that 2 = + 1.
It is not difﬁcult to show (see [28,2, Chapter 13]) that the misere version of this game W− has “almost the same” set
of P-positions as the normal version W+:
(1, 2), (2, 1), and (0, 0) are P-positions in W+ and N-positions in W−,
(0, 1), (1, 0), and (2, 2) are N-positions in W+ and P-positions in W−;
while all other positions have the same status (P or N) in both games W+ and W−. To see this, let us set S =
{(0, 0), (0, 1), (1, 0), (1, 2), (2, 1), (2, 2)} and note that from every position v /∈ S either there is no move to S or there
are exactly two such moves: one to a v′ ∈ {(1, 2), (2, 1), (0, 0)} and another to a v′′ ∈ {(0, 1), (1, 0), (2, 2)}. (The only
exception is position (1, 1) from which there are three moves, to v′ = (0, 0) and to v′′ = (0, 1) or (1, 0).) However, not
all positions in S are forced: (1, 2), (2, 1), and (2, 2) are not. Hence, Wythoff’s game is not miserable.
Fraenkel gave an elegant analysis of generalizedWythoff’s games [13,10,11], and theirmisere versions [11]. Recently,
he found a deep connection between generalized Wythoff’s and Euclid games [12].
3. Sum of games and Sprague–Grundy functions
Given two games G1 and G2, their sum G1 +G2 is deﬁned as follows. On each turn a player chooses either G1 or G2
and moves in it leaving the position in the other game untouched. The game G1 +G2 is over as soon as ﬁnal positions
are reached in both G1 and G2. The player who cannot move is the loser. Respectively, in the misere version this player
is the winner. Obviously, the operation G1 + G2 is associative, hence the sum G1 + · · · + Gn is well deﬁned. How to
play the sum? Even if we know both kernels P1 and P2 we still do not know P- and N-positions in the sum G1 + G2.
Indeed, if v1 ∈ P1 and v2 ∈ P2 then (v1, v2) ∈ P , if v1 ∈ P1 and v2 ∈ N2 then (v1, v2) ∈ N , if v1 ∈ N1 and v2 ∈ P2
then (v1, v2) ∈ N , and yet, if v1 ∈ N1 and v2 ∈ N2 then the status of (v1, v2) is unknown, it can be an N- or P-position.
The theory of playing the sumswas developed by Sprague [25] and Grundy [15]. They generalized the concept of kernel
as follows. Given S ⊆ Z+ = {0, 1, . . .}, the minimum excluded value of S is deﬁned as mex S = min(Z+\S).Given a
digraph G = (V ,A), its Sprague–Grundy function (SGf) g is deﬁned recursively: g(v) = 0 if v is a ﬁnal position of
G and g(v) = mex{g(w)|(v,w) ∈ A}, that is the SGf’s value of v is the smallest non-negative integer which does not
appear among SGF’s values of the immediate successors of v. The ﬁrst result of the Sprague–Grundy theory claims
that
P-positions of a game G are exactly the zeros of its Sprague–Grundy function.
Yet, not only zeros are important. Given a, b ∈ Z+, write them as binary numbers and add them bitwise mod 2. The
obtained c=a⊕b is called theNim-sum of a and b. For example, 2⊕3=102+112=012=1, 3⊕1=112+012=102=2,
1 ⊕ 2 = 012 + 102 = 112 = 3. Since the Nim-sum is associative, it is well deﬁned for n numbers. The second result of
the Sprague–Grundy theory claims that
the Sprague–Grundy function of the sum of n games G1 + · · · + Gn is the Nim-sum of the corresponding
Sprague–Grundy functions, that is g(v1, . . . , vn) = g1(v1) ⊕ · · · ⊕ gn(vn).
For example, Nim with n piles of beans is the sum of n games with one pile each. Of course, one-pile Nim is trivial:
the ﬁrst player can win immediately. Yet, the one-pile Nim SGf is g(xi) = xi and hence, the SGf of the n pile NIM is
g(x1, . . . , xn)= g1(x1)⊕· · ·⊕ gn(xn). The zeros of this function are exactly the P-positions of Nim. These arguments
lead to the solution of Nim obtained by Bouton [4].
Similarly in general, given n impartial games G1, . . . ,Gn whose SG-functions g1, . . . , gn are known, the
Sprague–Grundy theory enables one to play the sum G = G1 + · · · + Gn. It is not more difﬁcult than playing Nim
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with n piles. To ﬁnd an optimal move in a position v = (v1, . . . , vn) of the sum G one should just compute the min-sum
g(v1, . . . , vn) = g1(v1) ⊕ · · · ⊕ gn(vn). The zeros of g are exactly the P-positions of G.
However, playing the misere version GM of the sum is, in general, much more difﬁcult for the following reason, see
[2, Chapter 13]. Even if one knows the SG-function gMi of every misere game GMi , still the SGf gM of GM is not their
Nim-sum, in general. However, for miserable games this problem does not appear.
Let us call a position v = (v1, . . . , vn) of G quasi-forced if each position vi is forced in Gi for i = 1, . . . , n. For
example, a position in Nim is quasi-forced if and only if each pile contains at most one bean. Formally, a quasi-forced
position is not forced whenever more than one position vi is not ﬁnal. Indeed, though in each position vi there is at
most one move, still the player can choose any i ∈ {1, . . . , n} such that vi is not ﬁnal in Gi . Thus, though many plays
begin in v, yet all these plays have the same number of moves and hence, the result of the game (for both the standard
or misere version) is uniquely determined in any quasi-forced position v. Of course, the results for the standard and
misere versions are opposite.
Now let us assume that a quasi-forced position v = (v1, . . . , vn) can be reached from a not quasi-forced position
v′ = (v′1, . . . , v′n). This means that for all i ∈ {1, . . . , n}, except one, say i0, position vi is forced in Gi . Then, by
Propositions 3 and 4, from vi0 one can reach two forced positions of distinct parity and hence, both v and vi0 are
winning positions in both the standard and misere versions of games G and Gi0 , respectively. Thus, it is easier to play
both the standard and misere versions of the sum of miserable games whenever its SGf is known. Two SG-functions
g+ and g− are related as follows.
Theorem 1. For an arbitrary impartial game in the forced positions g+ and g− take values 0 and 1 so that g++g− ≡ 1.
Furthermore, for miserable games g+ ≡ g− for all non-forced positions.
Proof. By deﬁnition g+(v) = 0 and g−(v) = 1 for each ﬁnal position v of G. The ﬁrst claim of the Theorem just
repeats Proposition 3. We will prove the second one by induction on the length  of the longest play which begins in
a given (non-forced) position v. If  = 0 then v is ﬁnal and hence it is forced. If  = 1 then v is again forced, since
the game is miserable. Given a non-forced position v (with 2), consider two cases. If there is no move from v to
a forced position then g+(v) = g−(v) by the induction hypothesis. If there is a move from v to a forced position v′
then, since the game is miserable, there is another move from v to v′′ such that v′ and v′′ are forced neighbor positions.
Both SG-functions g+ and g− take at these two positions two values 0 and 1 so that g+ + g− = 1. Hence, by induction
hypothesis, in this case too, g+(v) = g−(v)2. 
Nivasch [20] proved that the SGf of game Euclid is given by the following formula:
g+(x, y) = |x/y − y/x| ∀x, y1.
Recently, Lengyel extended this result to calculate the SGf of the game Euclid and its generalizations based on the
continued fraction expansion of y/x [18].
Since game Euclid is miserable, the SGf can be easily determined for its misere version, too. Namely, g−(x, y)=1−
g+(x, y) = (−1)i+1 + g+(x, y) whenever (x, y) or (y, x) equals (kF i, kF i+1) and g− ≡ g+ for all other positions.
Unlike Euclid, Wythoff has a difﬁcult SGf which is described as “chaotic” in [2]. However, this SGf has some nice
properties, too.As we alreadymentioned, a simple formula for its zeros (P-positions of the game) was found byWythoff
[27]. Blass and Fraenkel [3] proved that each non-negative integer appears exactly once as a value of Wythoff’s SGf in
every row (y = const), in every column (x = const), and in every diagonal (y − x = const). A survey and many new
results can be found in [21]. However, the sum of games Euclid is much easier to play than the sum ofWythoff’s games,
since in the latter case no explicit formula for the SGf is known. Let us also recall that game Euclid is miserable, while
Wythoff’s game is not.
Remark 1. There is a wider family of games, so-called tame games, whose standard and misere versions differ just
slightly; that is the corresponding SG functions g+ and g− coincide for all positions, except a ﬁnite (or an inﬁnite but
sparse) set. The theory of these games is developed in [7, Chapter 12; 2, volume I, Chapter 13]. Miserable games can
be viewed as a subfamily of tame games whose theory and recognition are much simpler than in general.
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