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Introducción
Los campos aleatorios, generalización multidimensional de las sucesiones de va­
riables aleatorias, aparecen naturalmente en modelos donde las variables están 
subindicadas por los puntos de un reticulado. En muchas ocasiones no se tiene 
la situación tan deseable de independencia de estas variables sino una dependencia 
(o interacción, terminología habitual en las aplicaciones) que se va debilitando con 
la lejanía.
Nuestro trabajo se ocupa de la normalidad asintótica de los procesos de sumas 
parciales subindicados por conjuntos, de campos aleatorios estacionarios con condi­
ciones de dependencia de tipo ^-mezcla no uniforme. Como se sabe, este tipo de 
dependencia se presenta en ciertos campos de Gibbs.
La primera parte consta del material básico de conceptos, notaciones, definiciones 
y resultados conocidos que permiten delinear los objetivos. Allí se dan precisiones 
sobre temas como condiciones de mezcla y procesos de sumas parciales subindicados 
por conjuntos.
En la segunda parte se presenta, en primer lugar, una condición de integrabilidad 
uniforme que modifica una de las hipótesis de un criterio general de Goldie y Green­
wood ([18], 1986) para la convergencia de las distribuciones finito-dimensionales de 
procesos subindicados por conjuntos. Se demuestra una desigualdad de cuarto mo­
mento para campos acotados que permite verificar la nueva condición para campos 
con varianza finita y cierta velocidad de decrecimiento en la función de mezcla, y 
probar un teorema de convergencia al movimiento browniano subindicado por todos 
los conjuntos borelianos de [0,1], esto mejora un resultado de Chen([9], 1991) que 
es para rectángulos con hipótesis de momento mayor que 2.
La demostración de una segunda desigualdad de cuarto momento para campos 
con sexto momento finito y velocidad ligeramente mayor en el decrecimiento de la 
función de mezcla, permite volver a aplicar el mismo criterio y obtener un teorema 
para el caso de varianza infinita.
A continuación se demuestra que, bajo una condición general que no involu­
cra la dependencia, la convergencia de las distribuciones finito-dimensionales al 
movimiento browniano implica un teorema central del límite para sucesiones cre­
cientes de rectángulos con la misma condición geométrica de B.Nahapetian ([23], 
1980). Las consecuencias son una prueba alternativa del teorema central del límite 
con varianza finita del citado trabajo y la obtención de su extensión a varianza 
infinita.
La tercera parte se inicia con un teorema central del límite funcional (o uni­
forme) para campos acotados y sumas parciales subindicadas por rectángulos. Su 
demostración es una nueva aplicación de la primera desigualdad de cuarto mo­
mento, esta vez en combinación con una desigualdad maximal de Bickel y Wichura 
([4], 1971), y muestra que hay casos interesantes (como el modelo de Ising, ejem­
plo en [9]) que pueden resolverse trabajando de manera discreta y con herramien­
tas elementales. Seguidamente se extiende un teorema funcional de [9], donde los 
procesos están subindicados por rectángulos, a procesos subindicados por familias 
sustancialmente mayores de conjuntos y además se requiere menor velocidad de de­
crecimiento de la función de mezcla. Los principales resultados que hemos obtenido 
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para varianza finita están contenidos en [22].
La cuarta parte presenta ejemplos obtenidos a partir de ciertos campos de Gibbs.
Mi gratitud a Jorge Samur, por su dirección científica y calidad humana, es 
infinita.
2
1 Conceptos básicos
1.1 Convergencia débil de medidas de probabilidad.
Consideremos, dado un espacio métrico (S, ρ), el conjunto Z(S) de medidas de 
probabilidad sobre la clase de los conjuntos borelianos.
Se dice que una sucesión (Pn) de estas medidas converge débilmente a P, y 
suele indicarse Pn => P, si para toda función continua y acotada f a valores 
reales, se cumple fsfdPn —> JsfdP. Esto es equivalente a que Pn(A) —> P(A) 
para cada conjunto de Borel A que cumpla P(dA) = 0. Esta convergencia es la 
correspondiente a la topología débil de Z(S) para la que los entornos básicos de 
una medida P tienen la forma
{Q:\í f.dQ- i fidP\<e,i = l,..,k},
con ε > 0 y /i, ··,/& funciones reales continuas y acotadas.
Una conjunto Π C Z(S) se dice tenso cuando para cada ε > 0 existe K C S 
compacto tal que P(K) > 1 — ε para toda P Ε Π.
Un resultado básico es el Teorema de Prohorov ([5, p.37] ), que establece que si 
S es separable y completo, un subconjunto Π de Z(JS) es relativamente compacto 
si y sólo si es tenso.
Consideremos ahora variables aleatorias (es decir aplicaciones medibles), (Xn), X 
a valores en S y con dominio en espacios de probabilidad no necesariamente iguales. 
La distribución de probabilidad o ley de la variable aleatoria X es la medida de 
probabilidad sobre S definida por £(X)(A) = P[X € A], A conjunto de Borel. Se 
dice que la sucesión (Xn) converge débilmente o en distribución a X en S y se 
suele indicar Xn X, si £(Xn) ==> £(X)·
Cuando S = ]Rd nos reencontramos con los conceptos usuales de convergencia en 
distribución o en ley y el uso de notaciones donde sin ambigüedad se pueden iden­
tificar las leyes con las variables distribuidas según las mismas, como por ejemplo 
X„ Z
1.2 Espacios de funciones continuas.
Un caso de interés en relación a los conceptos de la sección anterior es S — 
el conjunto de las funciones reales continuas sobre un espacio métrico compacto E, 
que es un espacio de Banach separable, con la norma uniforme ||/||f = max|/(a;)|. 
χξ,Ε 
Haremos una breve revisión de propiedades básicas.
La σ-álgebra C de los conjuntos borelianos de C(E} es la mínima que hace 
medibles a las funciones de evaluación ex (ex(f) = f(x), x G E, f € C(E)).
Para cada M = {aq,..., Xp}, subconjunto finito de E, se define Πμ : C(E) —> , 
nM(f) = = (/(^i ),·.·,/(zP))· Las ΠΜ (o proyecciones finito-
dimensionales) son evidentemente continuas. Una medida de probabilidad P sobre 
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(C(E),C) induce, para cada M, la medida ΡΠ^ sobre (lV,Pp), donde Bp son 
los conjuntos borelianos de IRP: son las llamadas medidas de probabilidad finito- 
dimensionales . Estas medidas determinan la medida P en el sentido de que si para 
otra medida Q es ΡΠ^1 = QPt^j1 para todo M, entonces P - Q.
Cuando se tiene una sucesión Pn => P, necesariamente PnII^ ==> ΡΠ^ 
para todo subconjunto finito M de E. Lo recíproco no es cierto: la convergencia 
de las medidas finito-dimensionales no es suficiente para la existencia de un límite 
en Z(C(P)). Una condición adicional, que aparece naturalmente, es la compacidad 
relativa de {Pn}· En este punto, como veremos en la siguiente sección, se vuelve 
importante el Teorema de Prohorov.
1.3 Procesos. Formas de convergencia en distribución.
Consideremos un espacio de probabilidad (Ω,Ρ, P), un conjunto cualquiera E y 
el conjunto F(E) de las funciones reales con dominio E.
Un proceso Y = {y(z)}l€£; sobre E es una familia de variables aleatorias 
y(z)( = yx) sobre (Ω,Ρ, P) con índice x € E. Denotaremos y(¿r,w), x E E, 
ω E Ω, al valor que la variable aleatoria Y(x) le asigna a ω. Dicho proceso 
también puede describirse como la aplicación Y : Ω F(E) que a cada ω E Ω 
le asigna la función y(.,w); éstas son las trayectorias del proceso. Las distribu­
ciones finito-dimensionales de Y son las distribuciones de los vectores aleatorios 
(y(a?i), ...,y(zp)) asociados con los subconjuntos finitos {aq,,..., xp} de E.
Si se tiene una sucesión (Yn) de procesos sobre P, decimos que convergen al 
proceso Y en el sentido de las distribuciones finito-dimensionales cuando para todo 
subconjunto finito {a?i,,..., de P,
(y„(x!
La información que da la convergencia de las distribuciones finito-dimensionales 
puede no ser suficiente cuando se desea considerar variables aleatorias que dependen 
de los valores de Yn(x) para infinitos x E E. Si las trayectorias de cada uno de 
los procesos Yn pertenecen a C(P), siendo P un espacio métrico compacto, es 
interesante tener la convergencia en distribución de (yn) en C(P), entendiendo los 
procesos Yn como variables aleatorias a valores en dicho espacio (cada Yn es (p, C)~ 
medible pues ex o Yn = Yn(E) es p-medible para todo x E E). La convergencia 
de las distribuciones finito-dimensionales es la convergencia de las medidas finito- 
dimensionales asociadas a las leyes de las Yn.
Teniendo en cuenta las secciones anteriores, se deduce que para la convergencia 
de (yn) en C(P) es necesario y suficiente la convergencia de las distribuciones finito- 
dimensionales de los Yn y la compacidad relativa de la sucesión de sus distribuciones 
de probabilidad. La segunda condición, por el teorema de Prohorov, equivale a la 
tensión de este conjunto de medidas: diremos, brevemente, que la sucesión (Yn) 
debe ser tensa.
Un resultado importante, basado en el teorema de Arzela-Ascoli, que caracteriza 
esta propiedad en C(P) ( ver por ejemplo [19, p.837]) es:
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Sea (E, d) un espacio métrico, B C E un conjunto relativamente compacto y 
(yn) una sucesión de procesos sobre B con trayectorias continuas. Entonces (yn) 
es tensa en C(B) si y sólo si
(1.3.1) -Existe D C B denso y numerable tal que para cada x E D la sucesión de 
variables aleatorias reales (yn(a:)) es tensa ,
(1.3.‘2) Ve > 0 lim lim sup p( sup |Ki(t) — yn(s)| > ε ) = 0.
α\,0 n—I.QQ \t,s€fí, d(t,s)<a /
Estas condiciones son versiones, respectivamente, de la acotación puntual y de la 
equicontinuidad uniforme. Una prueba en C([0,1]), que es esencialmente igual a la 
del caso general, puede verse en [5, Teor. 8.2, p.55]. Cuando se tiene la convergencia 
de las distribuciones finito-dimensionales se cumple (1.3.1), de modo que en ese caso 
solamente debe probarse (1.3.2).
1.4 Procesos subindicados por conjuntos. Movimiento browniano. En­
tropía métrica con inclusión.
SeaIngresamos ahora al tipo de procesos en que se enmarca nuestro trabajo. 
d >1 un entero fijo y A C B, donde B es la clase de los conjuntos borelianos de 
[0, l]d. Diremos que un proceso Y sobre A es aditivo cuando, para cada par de 
conjuntos A, B tales que A, B, A Π B, A U B E A, se cumple con probabilidad 1 
y(A u B) = Y(A) + y(B) - y(A η b).
Para cada σ > 0 y A Q B existe el llamado proceso de Wiener W sobre A, 
que es aditivo, con distribuciones finito-dimensionales gaussianas y cumple que 
EW(A)· = 0 y Cov(W(A), W(B\) = σ2 |A (Ί B| para todos A,B E A (|.| indica la 
medida de Lebesgue). En el caso σ = 1 se tiene el proceso standard de Wiener o 
movimiento browniano.
Si para cada A, B E B se define d¿(A, B) = |ΑΔΒ| y se identifican Ay B cuando 
dL(A,B) = 0, se obtiene un espacio métrico completo.
Si (E, d) es cualquier espacio métrico totalmente acotado y, para cada ε > 0, 
η(Ε,ε) es el menor número de bolas de radio ε necesario para cubrir E, se llama 
entropía métrica de (E,d) a la función Η(Ε,ε) := log(n(E,e)) y exponente de 
entropía,, métrica de ese espacio a
log(ff(E,e)) r(E) := hmsup—— .
e\o log(e ’)
Si A es un subconjunto totalmente acotado de (B,d¿), se sabe ([13]) que la 
condición )^2dx < oo implica que existe una versión del proceso de
Wiener W sobre A con trayectorias continuas, que entonces será una variable 
aleatoria a valores en C’(A); es un proceso de Wiener continuo sobre A y también 
a valores en CA(A), el subespacio cerrado formado por las funciones continuas y 
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aditivas sobre A (f es aditiva sobre A si /(AUB) = J(A) + /(B) —/(ΑΐΊΒ) cuando 
A, B, A Cl B, A U Β Ε A). Esto sucede por ejemplo cuando r(A) < 1.
Para las subclases de (B,d¿) existe una noción más fuerte que la de acotación 
total. Se dice que A C B es totalmente acotado con inclusión si para todo ε > 0, 
existe un conjunto finito X(A, ε) C A de cardinal mínimo ηι(Α, ε) tal que para 
todo A E A existen A~,A+ Ε Λ/\Α,ε) con A~ C A C A+ , |A+ — A-| < ε. 
Siguiendo el mismo esquema anterior se llama entropía métrica con inclusión de 
Λ a la función Ηι(Α, ε) := log(n/(A, ε)) y el exponente de entropía métrica con 
inclusión de A es
/JA r Μ^(Αε)) r/(A) := limsup—-—-———.
ε\0 Με_1)
Es inmediato que r(A) < r/(A).
1.5 Ejemplos de exponentes de entropía. La clase £ de rectángulos.
Que una clase esté formada por conjuntos con propiedades como la convexidad y 
con bordes no demasiado irregulares, ayuda en la construcción de subclases aprox­
imantes más reducidas. Se conocen exponentes de entropía métrica con inclusión 
de clases usuales de conjuntos ([1]): la clase de todos los conjuntos convexos de B 
tiene rj = (d — l)/2. La clase de las regiones poligonales de [0, l]d con a lo sumo 
m vértices (m fijo) y la clase de las regiones elipsoidales de [0, l]d tienen r¡ — 0. 
Sean Af>0,/5>lyn^el mayor entero estrictamente menor que β. Consideremos 
los subconjuntos de [0, l]d cuyos bordes son imagen de la esfera Sd-1 por vía de 
una función con derivadas de orden hasta np unifórmente acotadas por M y cuyas 
derivadas de orden np satisfacen una condición de Lipchitz de orden β — np con 
constante la clase formada por estos conjuntos tiene r¡ = (d — 1)/β ([14]).
A continuación introducimos la clase Q que se utiliza en [9] y aparece en varios 
tramos de nuestro trabajo. Si a = (eq,..., ad) y b = (íq,... , pertenecen a IRd, 
diremos que a < b cuando < b¡ para todo ¿, y anotaremos (a,b] = Πί=ι(α»>&*]·
Sea = {(a, b] : a, b E [0, l]d}; Q es cerrado en B. En lo que sigue, además 
de introducir notaciones que usaremos frecuentemente, aprovechamos para ilustrar 
el concepto de exponente de entropía métrica con inclusión efectuando una prueba 
del conocido hecho r/(^) = 0.
Para cada η E Z_|_ (enteros positivos) y k = (Aq,..., k¿) E tal que 1 < k < n 
(anotamos x = (x,... , τ)) se definen las “n-celdas”
1 _ d
(1.5.1) C„,k=-(k-l,k] =
1=1
Para cada n designamos Qn a la subclase de Q formada por los rectángulos que 
son unión de n-celdas. Es claro que si A E Q existen Ai, A2 E Gn, con Ai C A C A 2 
y |^4i - A21 < 2d/n. Dado ε > 0, llamemos ne = [2ά/ε\ 4- 1. Entonces η/(£,ε) <
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#(£ne) = (ηε(ηε + l)/2)d = 0(ε 2d) y por lo tanto Ή/(£,ε) = O(log(¿-1)) lo cual 
conduce de inmediato a la conclusión rj(^) = r(£) = 0.
1.6 Campos aleatorios. Condición de </>-mezcla no uniforme. Otros tipos 
de mezcla.
Dado un espacio de probabilidad (Ω,Τ7, P), un campo aleatorio es una familia 
(£k)keZd de variables aleatorias sobre el mismo. Se dice que el campo es estacionario 
cuando para todo subconjunto finito {ki, ...,km} de Zd y j G , las distribuciones 
conjuntas de (£kl, ··, £km) y (íki+j, ···, ¿km+j) son iguales.
Para cada E E Zd sea Se Q E la σ-algebra generada por las funciones con 
k G E. Decimos que el campo (£k)k€Zd satisface una condición de </>-mezcla no 
uniforme si existe φ : [0, +oo) —> [0, +oo) con lim φ(ί) = 0 tal que para todo par t—>4-00
Ai, A2 de subconjuntos finitos de Zd
(1.6.1) sup |P(P1|P2) - P(P1)| < #(A1)^>(d(A1, Á2)),
£?1€5a1,E2€5a2,P(£;2)>0
donde ¿(Ai, A2) = min{||ki — k21| : k¿ E AJ y ||.|| es la norma euclidiana. No se 
pierde generalidad si se supone que φ es decreciente y que </>(0) = 1. Un camino 
equivalente es definir, dado el campo aleatorio, la función 
(1.6.2) <^(¿) = sup
|P(P1|£2)-P(£1)| 
m)
donde el supremo es tomado sobre todos los conjuntos finitos Ai,A2 de con 
d(Ai, A2) > t y Ei E Saí con P(P2) > 0. En caso de que lim φ(ί) — 0 tendremos t—*4-oo
satisfecha la condición de mezcla no uniforme.
Este tipo de mezcla, que es considerada en [23] y [9], se presenta en ciertos 
campos de Gibbs (veremos este caso en la cuarta parte). La «^-mezcla uniforme, 
en la que el factor #(Ai) no aparece, es considerada en trabajos como [15],[10] 
pero, como se señala en [23, p.533], no se ha presentado en casos de interés para las 
aplicaciones. Por otra parte ([7]), la </>-mezcla uniforme en campos estacionarios es 
equivalente a la m-dependencia (existencia de m tal que </>(¿) = 0 para t > m).
Sean, para i = 1,2, conjuntos finitos Ai E y 7¿ variables aleatorias 5a,·- 
medibles. Si p y q son números reales positivos con 1/p + 1/q = 1, E(|γι |p) < oo, 
Ml72|9) < 00 ? entonces se tiene la desigualdad 
(1.6.3)
,JE(7172) - £(7i)^(72)| < 2(#(A1))1/V/!Wi,A2))P1/',(|7i|'>)P1/’(|72|í),
que puede ser demostrada adaptando el argumento de [5, Lema 1, p. 170], donde 
la mezcla es uniforme. De modo similar ([5, Lema 2, p. 171]), si se tiene adicional­
mente ¡7¿| < Ci para i = 1,2, entonces
(1.6.4) 1^(7172) - ^(7i)^(72)| <2C1C2#(A1)^(d(A1,A2)).
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La «^-mezcla se caracteriza por utilizar como medida de dependencia
?(A1? Á2) := sup|P(Ei|E2) - P(Pi)|,
tomando el supremo sobre los conjuntos Ej E Saí ■ Son usuales también la o-mezcla, 
en la cual
a(Ai, Á2) = sup |Ρ(Ρι (Ί E2) - P^E^P^E^,
la p-mezcla, donde
p( A1, A2) = sup Corr(Xi, X2)
(el supremo se toma bajo las condiciones X¡ £ £2(<Sa¿)) y la β-mezcla caracterizada 
por
^(Aj, Á2) = sup ||£(X1,X2) - ¿PG) 0 £(V2 )|| Var =
i 1 J
SUP 5 Σ Σ lp( w^) - P{ut n v>)| 
i=l j=l
donde ||.||var es la norma de la variación total, el primer supremo se toma con la 
condición de que Xi sea <SAt-medible y el segundo es tomado sobre las particiones 
(P¿), (Vj) del espacio total Ω tales que para todo iy j,Ui Ε <$Ai, Vj E Sa2- Detalles 
sobre estas y otras alternativas así como relaciones entre las mismas y ejemplos, 
pueden consultarse en [12].
1.7 Velocidad de decrecimiento.
Daremos algunas definiciones y notaciones que permitirán ajustar las hipótesis 
de (^-mezcla en varios resultados. Para cada par de enteros positivos i y j sea
(1.7.1) = sup
|Ρ(Ε!|Ε2) - P(Ei)|
#(Ai)
donde el supremo se toma como en (1.6.2) con el agregado de #(Ai) = z, #(A2) = 
j. Definimos </>4 = max{</>ij, i + j <4} (nótese que (f ), </>4(t) < </>(£)). Las 
siguientes cantidades (eventualmente infinitas) serán usadas para medir la velocidad 
de decrecimiento de las diferentes funciones de mezcla:
S = Σν€» ¿1/2(IMI), Si, = Σν6® ^/2(||v||),
Sí = Σ,® d/2(l|v||), T = Σν£» l|v||2V/2(l|v||),
Tij - Tí = Σν6» l|v||2^/2(||v||).
Todas estas cantidades dependen finalmente del campo que se considere pero 
no lo explicitamos para aliviar las notaciones y por la observación siguiente de
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uso permanente: si un campo aleatorio es de la forma (<7k(ík)), con medibles 
Borel, las funciones φ, φ^, φ± son menores o iguales que las correspondientes a 
(£k)· Usaremos, por ejemplo, campos construidos truncando las variables, que son 
un caso especial de = donde los son borelianos de IR.
Respecto al tratamiento de las series de la forma J2veZd ^(ΙΙνΙΙ)ι comenzamos 
recordando que existen constantes positivas Li, £2,-^1, K2 tales que si r > 1:
(1.7.2) LirJ<#({veZá: v|| < r}) < K¡rd,
(1.7.3) ¿2r<i 1 < #({v ζ. Zd : r — l < ||v|| < r}) < Ü2rd J.
El siguiente lema permite trabajar con series numéricas unidimensionales.
Lema 1.7.1. Si φ : [0,+oo) —> [0, +00) es decreciente entonces
(1-7.4)
00
Σ ^M) < +00 <=> £n‘-' φ(η) < +oo,
veZd n=l
(1.7.5)
00
52 ηά~1φ(η) < +oo
n=l
lim tdp(t) = 0. 
t—>-+oo
Demostración. Anotemos Jn = {v G : η — 1 < ||v|| < n}
La parte ( => ) de (1.7.4) resulta, aplicando (1.7.3) y el decrecimiento de φ, de 
la desigualdad
nd_1v(n) < ¿2 Σ V’dMI)·
v€ Jn
Para ( <= ) usamos que, por razones similares
52 <XIIVII) < A^(n + 1/ 1^(n) = 0(nd V(n)). 
ve Jn¿-i
En cuanto a (1.7.5), se tiene 
y la conclusión resulta observando que
tdvW < ([i] + i)MN) = O(NMW)· □
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1.8 Procesos de sumas parciales.
Sea (ík)keZd un campo aleatorio estacionario con media finita. Para cada n G Z + 
y AeB se define
(1-8.1) S„(A)= Σ
1 <k<n
(las celdas Cn¡k fueron definidas en (1.5.1) ). Sin pérdida de generalidad supon­
dremos que el campo está centrado, es decir que para todo k es E& = 0.
Para cada n, Sn es un proceso subindicado por B que suele ser llamado suma 
parcial n-ésima. Debido a la presencia de los factores se dice que la suma
está suavizada. Este tipo de procesos fueron considerados por R.Pyke en [26, 1983], 
para campos independientes, lo mismo que en R.Bass y R.Pyke ([3, 1984]), R.Bass 
([2, 1985]) y K.Alexander y R.Pyke ([1, 1986]). En el caso de mezcla uniforme los 
encontramos en C.Goldie y P.Greenwood ([18, 1986], [19, 1986]) y en el de mezcla 
no uniforme en D.Chen ([9, 1991]).
Describiremos algunos objetivos que, en la línea de algunas de las citas anteriores, 
son de interés en este tema.
El primer tipo de resultado al que se apunta es, para una sucesión apropiada (cn) 
de constantes positivas, la convergencia de la sucesión de procesos Zn := §n/cn en 
el sentido de las distribuciones finito-dimensionales al movimiento browniano sobre 
alguna clase Λ C B lo más amplia posible.
El segundo objetivo es la obtención de teoremas centrales del límite derivados 
de la convergencia anterior en los que, dada una sucesión (An) de conjuntos de 
que sean de un tipo adecuado con Λη /Z¿, se pruebe la existencia de una sucesión 
(ín) de constantes positivas tal que
(1.8.2) 1 £ ík^7V(0,l).
_ * k G A n
Teoremas de este tipo, demostrados con otras técnicas, podemos encontrar en 
B.Nahapetian ([23, 1980]) y E.Bolthausen ([6, 1982]), donde se consideran campos 
con varianza finita y mezcla no uniforme. Un caso de varianza infinita y mezcla 
uniforme es tratado por R.Bradley ([8, 1991]).
Volviendo a los procesos Sn, observamos que las trayectorias de los mismos y 
de Zn son funciones continuas y aditivas (sobre B con la métrica definida en 
§1.4). Más precisamente, para cada n 6 Zq y ω Ε Ω, la aditividad de la trayectoria 
§η(.,ω) es inmediata por construcción; la continuidad (uniforme) es consecuencia 
de que para cada A, B G B
|§n(A,ω) - §η(Β,ω)| < |ΑΔΒ|Μ„(ω) = d¿(A, Β)Μη(ω),
siendo
Μη(ω) = max |¿k(^)| < oo.
1 <k<n
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En vista de la observación anterior, si ya se ha obtenido (cn) para la convergencia 
de las distribuciones finito-dimensionales de los procesos Zn sobre una clase A y 
existe el movimiento browniano continuo sobre cierto conjunto compacto XS C Λ, 
el tercer objetivo es la obtención de convergencia en distribución, en CA(/C), de las 
Zn a ese proceso. Un resultado de este tipo se denomina teorema central del límite 
funcional o uniforme.
En todos los casos, se busca mejorar las hipótesis de resultados anteriores en 
alguna de las siguientes direcciones: validez bajo condiciones de mayor depen­
dencia entre las variables (por ejemplo menor velocidad de decrecimiento de </>), 
menor exigencia en la condición de momento sobre las ampliación de las clases 
de conjuntos que subindican los procesos. Finalmente, aplicaremos los resultados 
obtenidos a campos de Gibbs.
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2 Convergencia de las distribuciones finito-dimensionales
La Proposición 2.1.1, al sustituir una condición que forma parte de un criterio 
general de convergencia en [18] por otra que involucra cierta integrabilidad uni­
forme, resultará ser una herramienta útil para nuestros objetivos.
En el Lema 2.2.1 se prueba una desigualdad de cuarto momento para campos aco­
tados y con cierta velocidad de decrecimiento de la función de mezcla, que permite 
verificar la citada condición y probar en el Teorema 2.3.5, para campos con varianza 
finita, la convergencia en el sentido de las distribuciones finito-dimensionales de los 
procesos §n/nd/'2 (ver (1.8.1)) a un proceso de Wiener sobre B.
El Lema 2.4.1 es otra desigualdad de cuarto momento, esta vez para campos 
con sexto momento finito y velocidad ligeramente mayor en el decrecimiento de la 
función de mezcla. Esta desigualdad se usa para llegar a la requerida condición 
de integrabilidad uniforme para ciertos campos con varianza infinita y hallar en el 
Teorema 2.6.5 una sucesión (an) tal que las distribuciones finito-dimensionales de 
§n/an convergen a las de un proceso de Wiener sobre B.
Finalmente, la Proposición 2.7.1 da una condición general, que no alude a la 
dependencia pero es satisfecha por nuestros procesos, para pasar de la convergencia 
de las distribuciones finito-dimensionales a un teorema central del límite para ciertas 
sucesiones crecientes de rectángulos. En ese marco se obtienen el Corolario 2.7.2 
(donde la varianza es infinita y las condiciones de dependencia coinciden con las del 
Teorema 2.6.5) y el Corolario 2.7.3 (donde la varianza es finita y las condiciones de 
dependencia son las del Teorema 2.3.5), que ofrece una prueba alternativa de un 
resultado conocido.
2.1 Un criterio general.
Sea 77 la familia de conjuntos que son unión de una cantidad finita de elementos 
de Q. Recordaremos dos resultados de Goldie y Greenwood ([18]) a partir de los 
cuales se desarrollarán los nuestros. En primer lugar extraemos el Teorema 2.1, 
página 804:
Sea W un proceso aditivo sobre 77 que satisface:
(i) ew(C) = o. ve e G,
(ii) EW\C) = |C| VC G Q,
(iii) Si Ci,. . . , Ck G Q son tales que d(e¿, Cj) > 0 para ¿ ψ j entonces 
W(ei),..., W(efc) son independientes,
(iv) Vs > 0 lim > ε) = 0 (emj son las celdas definidasm—*oo _ ’
1
en (1.5.1)).
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Entonces W es el movimiento browniano sobre 71.
El resultado siguiente, que aparece como consecuencia del anterior y puede pen­
sarse como la versión asintótica del mismo, es el Teorema 2.2 del mismo trabajo:
Si (Zn) es una sucesión de procesos aditivos sobre 7Z tales que:
(i) lim EZn(C) = 0. VC E Q,
n—>oo
(ii) lim EZ%(C) = |C|
n—>oo
(iii) Si Ci,..., Ck E g son tales que d(C¿, Cj) > 0 para i ψ j y z1,..., Zk E IR, 
entonces
k
P(Zn(CC) < Zl, ..., Zn(Ck) < zk) - Π ^(Zn(C,) < Z¡) 0
1=1
cuando n —> oo,
(iv) Ve > 0 lim lim sup P(|^n(Cm>j)| > ε) = 0 ,
m >oo n—>oo _ _
1
(v) (^n(C))„ es uniformemente integrable para cada C E g.
Entonces (Zn) converge, en el sentido de las distribuciones finito-dimensionales 
al movimiento browniano sobre 7Z.
En el criterio que se prueba en la proposición que sigue se modifica el punto 
(iv) de este teorema, presentando una condición de integrabilidad uniforme más 
ajustada que la propuesta en [18, Corolario 3.3].
Llamaremos Q a la clase de los cuadrados, es decir los conjuntos Π?=ι(ai> ]
pertenecientes a g, tales que para algún a > 0 y para todo i se cumple b{ — ai = a
Proposición 2.1.1. Sea (Zn) una sucesión de procesos aditivos sobre 71.
Supongamos que:
(i) lim EZn(C) = 0. VC E g,
n—>oo
(ii) lim EZl(C) = |C| VCe0, n—>oo
(iil) Si Ci,...,Ck E g son tales que d(Ci, Cj) > 0 para i j y si zi,..., Zk E 
entonces
k
P(Zn(Ci) < zi,..., Z„(Ct) < zk) - Π P(Zn(Ct) < Z,) 0
¿=1
cuando n —> oo,
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(iv) Existe una función ñ : (0,1] —> Z + tal que si F = {(n, A) : A E Q,n >ñ(|A|)} 
entonces (Z^(A)/|Á|)(n yl)eF es uniformemente integrable ,
es unifórmente integrable para cada C E &.
Entonces (Zn) converge, en el sentido de las distribuciones finito-dimensionales 
al movimiento browniano sobre Έ,.
Demostración. Las condiciones (i),(ii),(iii) y (v) son las del citado [18, Teorema 2.2]. 
Probaremos que nuestra hipótesis (iv) implica la condición (iv) de ese teorema.
Sean ε,γ > 0. Nuestra condición implica que existe p E Z + tal que para todo 
(η,Α) E F
(usamos la notación Ex(X) = EXI[\X\>x}). Dado m > p , para todo n > ñ(m~d) 
y todo j se tiene (n,Cmj) G F. Entonces:
£ P(|Zn(CmJ)| > ε) < £ p(2|¿3|j) gW)
1 < j < m 1 < j < m
2.2 Una desigualdad de cuarto momento para campos acotados.
La desigualdad que probaremos en el Lema 2.2.1 nos permitirá trabajar a la 
manera de Billingsley en [5, Capítulo 4], donde se trata el caso unidimensional con 
mezcla uniforme. En [10, Teorema 1], se prueba una desigualdad similar pero en 
el caso de mezcla uniforme, campo estacionario y donde los subconjuntos de 
considerados son rectángulos. Nuestro resultado nace de la observación de que la 
prueba de la desigualdad similar unidimensional [5, Lema 4, Pag. 172] no utiliza el 
concepto de mezcla uniforme en toda su potencia. Las dificultades técnicas de la 
extensión a dimensiones mayores pasan en general por la carencia de orden entre 
las variables.
Lema 2.2.1. Sea (qk)keZd un campo aleatorio con h = sup t2d(/)4:(t) < +oo (ver 
t>o
§1.7). Supongamos que existe C > 0 tal que |qk(^)| < C para todo k y ω y que 
Erjk = 0 para todo k. Entonces, para todo conjunto finito M C Zd :
ε(£%) <k*á#(m))2c4
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con Κψ4 = 4! (1 H- 4( <ΜΙΗΙ))2 + 6/<29d7i) donde 7<i es la constante de la
desigualdad (1.7.2).
Demostración. En primer lugar acotaremos el valor de |E( 771773 77^771)! en las dife­
rentes formas en las que el conjunto V = {i,j,k, 1} se puede presentar. Cuando 
#(V) = 1 se tiene Εη4 < C4. Si #(V) > 2, sea r = r(V) la mayor distancia 
entre dos conjuntos no vacíos A y B tales que {A,B} es una partición de V. 
Supongamos,por ejemplo, que ||i - j|| = r con i £ A y j £ B. Afirmamos que 
A C {x : ||x - i|| < 3r} y B C {x : ||x - j|| < 3r}. Si #(V) = 2 no hay nada que 
probar. Supongamos que #(V) = 3, k £ A y ||k — i|| > 3r; entonces ||k — j|| > r 
y {{k}, {i, j}} sería mejor que {A,B}. Si #(V) = 4, k £ A y ||k - i|| > 3r 
entonces podemos tomar la partición {{k}, {i,j,l}} si ||1 — k|| > r o
si II1 — k|| < r. De este modo quedan comprobadas las anunciadas inclusiones de 
A y B. Ahora aplicaremos la desigualdad (1.6.4) observando que, debido a que 
#(A) + #(B) < 4, φ puede ser sustituida por φ±. Si #(V) > 2 hay dos casos: 
^0 111 j 11 — γ* 11 k 111 < 3 τ’ 111 j 11 < 3 τ’
< |S(^k)4'?j’?i)l + 2.2.C'2.C2</.4(r) <4C4(^(||k-i||)^(||l-j||) + 
</>4(r)).
b) ||i — j|| = r, ||k — i|| < 3r, ||1 — i|| < 3r. 
|B(77i77k77i)(77j)| < 2C3.C</>4(r) = 2C4^4(r).
Y ahora, teniendo en cuenta (con exceso) las permutaciones entre i, j, k, 1:
<#(M)C4 +
4!.4C4££( £ (^(||k-i||)^(||l-j)||) + ^(||i-j||)))
+ 4!.2C4££( £ Wl|i-j||)
i€M l|k—i||,||l—i||<3||i—jH 7
<#(M)C4 +4!.4C4£ £ £ MI|k'H>4(||Z'H) +
ieM v+ieM ||fc'||,||/'||<3||v||
4!.6C4£ £ £ <¿4(||v||)
i€M v+í€M ||jfc'||,||Z'||<3||v||
< #(M)C4 +4!.4C4(#(M) £ ^4(||w||))
+ 4!6C'4#(M)£Sup(9JA'12||v||2^4(||v||))
íGM v ' '
<ΚΦ^Μ^Ο\
Nótese que la convergencia de ^(IMI) es consecuencia de que h < +00 apli­
cando (1.7.4). □
Observación. El lema anterior vale bajo la condición de a-mezcla
(2.2.1) sup ¿2da4(¿) < +00,
í>0
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donde (ver §1.6)
(se supone siempre que Ai y A2 son no vacíos). Esto se debe esencialmente a 
que para variables acotadas con a-mezcla vale una desigualdad similar a (1.6.4). 
Hacemos esta observación por la semejanza con una condición en [6].
La primera consecuencia de la desigualdad de cuarto momento es un resultado 
de integrabilidad uniforme para campos con varianza finita.
Lema 2.2.2. Sea (£k)keZd un campo aleatorio cuyas variables ξk tienen todas la 
misma distribución, Εξ^ = 0, Εζ%. < +oo y que satisface S4 < +00 (ver §1.7).
Si para cada conjunto finito M C Zd y cada familia λ = (Aj)j^M de números 
reales tal que 0 < Aj < 1 Vj se define Τμ,χ = Σηεμ AiCi entonces la familia 
es uniformemente integrable.
Demostración. Nuestro argumento adaptará el de [5, p. 176] donde se trata el caso 
unidimensional. Fijemos M y λ. Sea u > 0; para cada k G M se define:
Tenemos Tm,x = + Dm,u· Ahora aplicamos el lema 2.2.1 a (?7k u)keM (la
condición h < +00 se cumple por (1.7.4) y (1.7.5) ) y obtenemos, para cada 7 > 0,
Aplicando (1.6.3) (nótese que los cardinales valen 1 y 0n < ^>4) resulta 
\E^,Sk,u)\ < 2^/2(||k - < 8^/2(||k - j||).E„O.
Entonces 
Por (2.2.2), (2.2.3) y la desigualdad λ < 2Y^ u + 2D2M u:
donde Λ depende solamente de 04 y d.
Dado ε > 0, se toma u tal que K Eu2^q) < ε/2; entonces si 7 > 2K u^/ε, 
obtenemos < ε para cualquier M y λ. □
2.3 Teorema para campos con varianza finita.
En los lemas 2.3.1-2.3.3 (fk)k€Zd será un campo aleatorio centrado, equidis- 
tribuido, con varianza finita y S4 < +00. En esta sección, para cada A E B,
Zn(A) = Σ
1 <k<n
|A n Cn,k| 
iC'n.kl
1
£k
y V(n,A) = UcnknA#0Cn,k (el menor conjunto de Qn que contiene a A). Para 
cada x E > + se define ñ(x) = [z_1/d] fly F = {(n,A) : A E Q,n > n(|A|)}. Se 
tiene el siguiente lema geométrico:
Lema 2.3.1. Si (η,Α) E F entonces |V(n,A)| < 3d|A|.
Demostración. Observamos que |A| > n~d por lo que la medida La de cada “lado” 
de A satisface La > 1/^ Pero entonces cada lado de V(n,A) tiene una medida 
Lv < La + 2/n < 3LA- □
Lema 2.3.2. La familia es uniformemente integrable.
l^(«M)IASB,ne2+
Demostración. Tomemos M = Ma = {j : Cnj Π A ψ 0} y para cada j Ε M sea 
ΙΑ Π C · I
Aj = Ayij = —— En la notación del Lema 2.2.2 se tiene Z„(A) = n~dTjA x.
Además |V(n, A)| = n~d#(M) por lo que se finaliza aplicando ese lema. □
Lema 2.3.3. La familia es uniformemente integrable.
Demostración. Por el Lema 2.3.1, si (η,Α) E F se tiene
Z„(A) 3dZ?(A)
|A| - |V(n,A)|
Aplicando el Lema 2.3.2 se obtiene la conclusión deseada. □
El lema siguiente permitirá para pasar de la convergencia sobre F a la conver­
gencia sobre B y tendrá utilidad en la Parte 3 (dedicada a teoremas funcionales).
Lema 2.3.4. Sean (£k)keZd un campo aleatorio equidistribuido, con varianza finita 
y Su < +00. Supongamos que f : IR —> IR es una función medible-Borel tal que 
|/(z)| < |r| para todo x.
Entonces, para todo η Ε Z + y todo A Ε B:
Var(¿_E < 2S11^|A|.
1 <k<n
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Demostración. Para cada k sea 77 k = /(£k) y pk = |A Π Cn,k|. Recordando que 
|C*n)k| = n~d, Su < 5*4 < 4-oo y usando (1.6.3) se tiene:
Vai{i Σ =Var(n<í/2E^) =
1 <k<n
ndE( Σ /^k)2 -ndE2 (Σ ^k^k)= "ΈΣ- zfi(£(wj) - EmEm) < 
k k i j
ndmax{/ik}^2^i ^2^J(2(||i - j||)E¿§ < 2SiiE?C§^pi = 251iE£olAl· □
> j i
Pasamos ahora al resultado principal de esta sección
Teorema 2.3.5. Sea (¿k)keZd un campo aleatorio estacionario, centrado, con va­
rianza finita y que cumple la condición de φ-mezcla no uniforme con S < +oo. 
Entonces ^2 ^(£o£k) converge absolutamente a un valor σ2 > 0. Si σ2 > O, 
k€Zd
la sucesión de procesos (Zn) converge, en el sentido de las distribuciones finito- 
dimensionales al proceso de Wiener sobre B con parámetro σ.
Demostración. La sumabilidad de J2^(£o£k) resulta de que S < 4-oo junto con 
la desigualdad |Ε?(ξοξι<)| < 2ςό1/2(||k||. La suma no puede ser negativa; el 
argumento que daremos para probar el punto (ii) de la Proposición 2.1.1 muestra 
que
£Ε(ξοξκ)= lim «-“£;( £ (j)2. 
keZd
1 <J<n
Si σ2 > O puede suponerse, sin pérdida de generalidad, que σ2 = 1. La prueba 
consta de dos pasos:
Paso 1. Convergencia sobre Έ
Aplicaremos la Proposición 2.1.1. El punto (i) es de verificación inmediata. El 
punto (ii) resulta del siguiente argumento usado en [19]. Para cada i, sea 7(1) = 
_Ε(ξο£ί) y para cada x 6 C, kn(x) el único k tal que x E Cny. Se define
Mx) = CnJ|7(j - kn(x))·
j
Usando la estacionariedad se tiene
EZ^(C) = í hn^dx.
Je
Entonces, si probamos que las funciones hn están uniformemente acotadas y que 
bn(x) —> 1 para cada x, (ii) estará cumplido por el teorema de la convergencia 
dominada. Lo primero surge de que |hn(x)| < 25Έξθ. Definamos
Dn=Zd -{j-CnjCC}.
18
Si x is un punto interior del rectángulo C
/zn(x) = 1 — 7?n(x) , donde
#n(x) = “ k4x)) , con 0 < wnj < 1
¿ '■ j€On
Cuando' n —> oo Pn(x) —> 0 porque siempre es posible hallar una sucesión de 
números positivos Ln(x) —> oo tal que
|Λ„(χ)|< £ 7(i)<2E(í¿) £ ¿1/2(||i||).
I|i||>£n(x) ||i||>Z,„(x)
Con esto el punto (ii) queda resuelto.
Para (iii) probamos el caso k = 2 (el caso general es análogo). Sean r = 
d(Cj,C2), An = [Zn(Ci) < zi] y Bn = [Zn(C2) < z2}. Entonces usando (1.7.4) y 
(1.7.5) resulta
|P(An A Bn) — P(An)P(Bn)\ < nd$(nr — 2c?1/2) —> 0 cuando n —> oo.
La prueba de (iv) es el Lema 2.3.3. Para (v) observamos que si A 6 G es un 
conjunto fijo, existe no(A) tal que para todo n > no es |V(n, A)| < 2|A| y por lo 
tanto
Zl(A) < 2Z¿(A) 
|A| - |V(n,A)l
y se aplica el Lema 2.3.2.
Antes de continuar observamos que en [9, §2] para probar lo demostrado en este 
primer paso se usa la condición más fuerte Ρ|ξο|2+<5 < +oo con ó > 0.
Paso 2. Convergencia sobre B
Aquí aplicaremos [18, Teorema 3.1] por el cual es suficiente probar:
(i) · {Zn{A)}converge en el sentido de las distribuciones finito-dimensionales
al proceso de Wiener sobre P con parámetro σ;
(ii) Si A Ε B y (Ci) es una sucesión decreciente de conjuntos de P que contienen 
a A y | Q G - A| = 0 entonces, para todo ε > 0
lim lim sup P(|Zn(Q) — Zn(A)¡ > ε) = 0.
I >o° η—>oc
En el paso anterior se probó (i). La validez de (ii) resulta de la desigualdad
P(|Zn(G) - Z„(A)| > ε) <
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que surge de aplicar la desigualdad de Chebyschev, la aditividad de Zn y el Lema 
2.3.4. □
Observación. Los lemas previos al Teorema principal, que suceden al Lema 2.2.1, 
son válidos bajo (2.2.1) y la condición de p-mezcla
(2-3.1) £ p2(||k||) < +oo,
donde (ver §1.6)
p2(¿) = sup p(Ái,Á2).
d(A1,A2)>í, #(A1)=#(A2)=1
El Teorema 2.3.5 vale bajo (2.3.1) y
(2.3.2) sup t2dcv(t) < +00,
t>0
donde
«(*)= sup
d(Al,A2)>t, #(Ai)+#(A2)<oo mAl)
(esta condición resulta natural si se mira (iii) en la prueba de este teorema). Otra 
posibilidad es considerar
sup
d(Ai,A2)>í, #(Ai) + #(A2)<oo
, a2)
#(A)
y observar que la condición
(2.3.3) sup t2dp(t) < +oo
t>0
implica (2.3.1) y (2.3.2).
2.4 Otra desigualdad de cuarto momento.
En esta sección presentamos una desigualdad de cuarto momento para variables 
con sexto momento finito. El resultado no es más general que el Lema 2.2.1 ya que 
se pide una velocidad mayor en el decrecimiento de la función de mezcla (T4 < +oo). 
Lema 2.4.1. Sea (7k)keZd un campo aleatorio centrado que satisface Ί\ < +oo. 
Supongamos que se tiene una variable aleatoria ζ tal que E(q^m) < Ε(ζ2τη) < +oo 
para todo k 6 Zd y todo entero positivo m < 3.
Entonces existe L > 0 (que depende solamente de $4 y d) y tal que para todo 
subconjunto finito M de Zd :
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Demostración. La condición T4 < 4-00 nos permitirá ir más lejos que en el Lema 
2.2.1. En principio acotaremos |E(7/1^^771)|, para {i, j, k, 1} C M, usando la de­
sigualdad de Holder y (1.6.3).
Sean V = {i,j,k, 1}, r(V) (si #(V) > 2) y Ah igual que en el Lema 2.2.1. Hay 
tres casos:
(i) i = j = k = 1.
l^i^Wi)! < A(C4)
(ii) A = {i,k}, B = {j,1}, ||i - j|| = r, ||k - i|| < 3r, ||1 - j|| < 3r.
|£((77i77k)(77jT7i))| <
1^(77^)11^(7/3771)! + 2</>4/2(r)E1/2(77i277^)E1/2(77?7712) <
S2(C2)4^/2(||i-k||)¿/2(||j-l||) + 2φ\/\ν)Ε(ζ4)
(iii) A = {i,k,l}, B = {j}, ||i - j|| = r, ||k - i|| < 3r, ||1 - i|| < 3r.
|A((77i77k77i)(77j))| <
2^2(r)EV2(¿¿í?2)£1/2(^) < 
2^/2(r)E1/e(^)£i/6(^)£;i/e()?e)£,1/2(j;2) = 
2^/2(r)E1/2(C6)£?1/2(<2)
Ahora, teniendo en cuenta (con exceso) las permutaciones entre i,j,k, 1:
B(( £ 77k)4) < #(Μ)£(ζ4)+
k€M
4.41e2(c2) £ £ £ £ d/2(l|k-i|l)d/2(l|1-j|l)+
ieMsem ||k-i||<3||i-j|| ||i-j||<3||i-j||
2.4!(Ε(ζ4) + Ε1/2(ζ6)£ι/2(ζ2):) £ £¿/2(||í-j||)(K13||i-j||)M < 
ígmjgm
#(Μ)£(ζ4) + #2(M)4.4!E2(C2)S2+
#(Μ)2.4!9<'Λ']2Τ4(£;(ζ4) + Ε1/2(ζ6)Ε1/2«2)). □
2.5 Campos con varianza infinita. Resultados preliminares.
Sea (£k)keZ? un campo aleatorio centrado y estacionario. Definamos, para cada 
z > 0 y k € Zd, = ξ^Ι{|£k| < z}· Supongamos que U(x) := Ε((ξθχ^)2) es una 
función de variación lenta (esto es limI_>_|_oo Ϊ7(ίτ)/U(x} = 1 para todo t > 0). El 
caso que nos ocupa es el de varianza infinita que equivale a limI_,4_oo U(x) = +00.
En toda la sección trabajaremos bajo las hipótesis anteriores. El lema siguiente 
es conocido del caso unidimensional independiente y caracteriza la propiedad de ser 
U de variación lenta.
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Lema 2.5.1. U(x) es de variación lenta
Demostración.
Sea ε > 0. Elijamos ¿ro tal que para x > ζ0 se cumpla
Entonces, para tales z:
U(2x)
k U(23xi
Ahora observamos que, para k > l,U(2k xx) = U(x) Π7=ι ΤΤΛ -χ7 Y Por 1° tanto 
U (23 x}
el término A:-ésimo de la última sumatoria es menor o igual que 4ε2_Α: resultando
Sea t > 1 y D = {x < lío < tx}; se tiene
1 < min(l,e).
Sea M > 0 tal que supI>0 x 2U(x) > \/M. Por una conocida propiedad de las 
funciones de variación lenta limx_4-oo x~2U(x) = 0; esto permite definir, para cada 
y > M,
(2.5.1) T(y) = sup{¿r > 0 : x~2U(x) > 1/y}
y, para cada entero positivo n > ,
(2.5.2) an = T(nd).
Son bien conocidas las siguientes propiedades (ver por ejemplo [20, Capítulo 2]):
(2.5.3) o2n = ndU(an) \/n> N y
(2.5.4) an / oo cuando n —> oo
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(2.5.5) ^Ιίο|/(|ξο|>0„) = o(an/nd).
Las dos primeras son una consecuencia directa de las definiciones. La tercera se 
prueba con una técnica similar a la del Lema 2.5.1 teniendo en cuenta las dos 
anteriores y que
En particular se tiene Ε|ξ0| < oo. Se define ξ^,η = Este truncamiento
apunta a la simplificación del problema de convergencia de las distribuciones finito- 
dimensionales.
Lema 2.5.2. Si δ > 0, entonces
£Ίίο,„|2+ί = o(a2n+ín-d)
Demostración. Seguimos el mismo tipo de idea que [8, Lema 7]. Sea ε > 0. 
Tomemos c > 0 tal que U(x) — U(x/2) < eU(x) para todo x > c y n cumpliendo 
η > N y an > c. Sea J el menor entero positivo tal que 2~J an < c. Entonces:
donde el último sumando depende solamente de ε. Finalmente se aplica (2.5.3). □
El lema que sigue asegura que no varían ciertos comportamientos asintóticos al 
centrar las variables truncadas.
(i)Lema 2.5.3. Sea μχ = ξθ y λχ = μχ — Εμχ. Entonces, para todo entero m > 1
lim ——r— = 1.i—>+oo Εμ^171
Demostración. Εμχ es una función acotada de x y para k < 2m Εμχ = ο(Εμ2τη) 
cuando x +oo. Por lo tanto EX2m = Εμ2τη + ο(Εμ2τη). □
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2.6 Teorema de convergencia para campos con varianza infinita.
En el Lema siguiente y sus corolarios, ^k)k€Zd es un campo aleatorio esta­
cionario, centrado, con varianza infinita y cuya función í/, definida en §2.5, es de 
variación lenta. Se define, para cada kEZdynEZ_|_:
¿k,n = £k,n E£k,n
Si AeB y η E Z_|_ sean
MA)= Σ
_ | n ,k |
1 <k<n
Z„(A) = Sn(A)/an,
donde la sucesión (an) es la definida en (2.5.2).
Lema 2.6.1. Supongamos que (£k)keZd cumple T\ < oo. Sea A Ε β y, para cada 
n, Mn := {k E Zd : Cn,k Π A ψ 0}. Supongamos que existe ni Ε Ζφ y D > 0 tal 
que < D\A\nd para todo η > ηγ. Entonces existe un entero positivo no,
que depende de ni y de |A|, tai que para todo n > no
ES4n(A)<£(3P + 4P2)|A|2a4n,
donde L es la constante del Lema 2.4.1.
Demostración. Aplicando los Lemas 2.5.2 y 2.5.3 junto con la igualdad (2.5.3) puede 
elegirse no > ni tal que para todo n > no:
£(&,„) <
Mo.n) < μΐΧηΛ
^(ío,„) < 2α2ηη-".
Definimos r/k,n = |<;Σ| £k,n- Para cada n fijo, (’7k,n)keZ<i es centrado, con T4
menor o igual a la del campo inicial y \qk,n| < |£k,n|· Aplicando el Lema 2.4.1 y las 
tres desigualdades precedentes obtenemos:
ES4n(A) <
¿t#(Mn)E(e4in) + #2(Μ„)Ε2(ξ§ιη) + #(Μη)Ε1/2(ξθ,η)Ε1/2(^,η)^ <
L(3D + 4D2)4|A|2. □
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Corolario 2.6.2. Si A G Q entonces
\ 1^1 / neZ+
es uniformemente integrable.
Demostración. Si n es suficientemente grande, #(Mn) < 2¡A¡nd. Si anotamos
Yn = Z2(A)/|A|, la aplicación del Lema 2.6.1 lleva a la conclusión de que la sucesión 
)) está uniformemente acotada. □
Si A e Q y |A| > n~d, por el Lema 2.3.1, #(Mn) < 3d|A|nd. Entonces, si se 
aplica el Lema 2.6.1 a los cuadrados, con el menor entero ni > |A|1/Zd y D = 3d, el 
no resultante depende solamente de |A|; llamándolo n(|A|) se obtiene:
Corolario 2.6.3. Supongamos T4 < +oo. Con la notación precedente, sea F —
ÓZ2(A)\
{(n, A) : A e Q,n > n(|A|)}. Entonces, la familia I —γ—— I es uniforme-
\ 1^1 /(n,A)GF
mente integrable.
Es interesante observar que fracasa el intento de llegar a esta integrabilidad 
uniforme con un esquema similar que evite el Lema 2.6.1 y se base en la desigualdad 
de cuarto momento para campos acotados del Lema 2.2.1.
Sigue ahora la versión del Lema 2.3.4 para este caso.
Lema 2.6.4. Sea (£k)keZd un campo aleatorio equidistribuido y que cumple Su < 
+oo. Sea, para cada n, fn : K. —>· una función medible-Borel tal que |/n(r)| < |r| 
para todo x.
Entonces, para todo A E B:
limsupVarf— < 2^u|^l·
n—>oo \Gn |'-'n,k| /
1 <k< n
Demostración. Siguiendo el mismo esquema del Lema 2.3.4 obtenemos:
Tomando lim sup en ambos miembros y usando el Lema 2.5.3 junto con (2.5.3) se
n—>oo
llega a la desigualdad deseada. □
Pasamos al resultado principal. Las hipótesis a) y b) son las mismas que las de 
[27, Corolario 3.3] , donde se trata el caso unidimensional con ^-mezcla uniforme. 
Por el Lema 2.5.1, la hipótesis a) es equivalente a que U sea una función de variación 
lenta.
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Teorema 2.6.5. Sea (£k)k€Zd un campo aleatorio estacionario, centrado y que 
cumple la condición de φ-mezcla no uniforme con S < oo y T± < oo. Supongamos 
que limz—U(x) = +oo.
Entonces, para todo x > 0, £ ^((ío^ ~ _ ^fk^)) converge abso-
k€Zd
lutamente a un valor V(x) > 0 y si se cumplen:
a) lim x2Ρ(|ξ0| > x)/U(x) = 0 ,
x—► H-oo
b) existe lim V(x)/U(x) =: σ2 > 0 ,
X—^ + oo
entonces la sucesión de procesos
con an definido en (2.5.2), converge en el sentido de las distribuciones finito- 
dimensionales al proceso de Wiener sobre β con parámetro σ.
Demostración. La primera afirmación se prueba del mismo modo que su similar del 
Teorema 2.3.5. Separaremos la prueba de convergencia en tres pasos.
Paso 1. Reducción a la convergencia de (Zn)
Una condición suficiente para la reducción a la convergencia de (Zn) es
para cada A Ε β. Se tiene
Aplicando la equidistribución de las variables y el hecho de que hay nd sumandos 
se tiene ¿
F(|Xn| > 0) < ndP(^0| > an) < —Ρ|ξ0|ί{|ξ0|>αη}·
De donde, usando (2.5.5):
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La segunda suma es numérica. Se observa que xn = E£OíTl\A\nd/an. Como Εξ0 = 0, 
se tiene Εξ0,η = -Εξ0Ι{\ξο\>αη} por lo cual |-Εξ0)η| < ^Ι£ο|^{|ξο|>αη} Y aplicando 
nuevamente (2.5.5) se obtiene
lim xn = 0.
n—>oo
Paso 2. Convergencia sobre R
Suponemos sin pérdida de generalidad que σ = 1 y aplicamos la Proposición 
2.1.1. La validez de (i) es inmediata. La prueba de (iii) es la misma que en la 
prueba del Teorema 2.3.5. La condición (iv) es la conclusión del Corolario 2.6.3 
y la condición (v) es consecuencia directa del Corolario 2.6.2. La prueba de la 
condición (ii) requiere adaptar el argumento de la prueba del Teorema 2.3.5 a la 
nueva situación: Sea 7„(i) = ^(ξο,ηξί,η)· Para cada x € C se define kn(x) como 
en la prueba del citado teorema y
Mx) = x Π Cnj|7n(j - kn(x)).
n j
Como en la prueba citada, tenemos
EZ^C) = í An(x)dx.
Je
Resta probar que las funciones hn están uniformemente acotadas y que Λη(χ) —> 1 
para cada x. Por el Lema 2.5.3 lim Ε(ξθ n)/f7(un) = 1; entonces la primera n—>oo ’
condición es consecuencia de la desigualdad
IM*)I < 2SE(^n)/l7(a„).
Si se toma Dn y x como en la prueba del Teorema 2.3.5
Cuando n oo, V(an)/?7(an) —> 1 por b) y Rn(x) —* 0 porque se pueden tomar 
números positivos Ln(x) —> oo tales que
hn(x.) = V(an)/U(an) - Rn(x) 
ñn(x) = TTÍn i Σ kn(x))
n,jSDn
, donde ahora
, con 0 < wnj < 1.
Paso 3. Convergencia sobre B
Como en el paso análogo de la prueba del Teorema 2.3.5 basta probar el punto 
(ii) de [18, Teorema 3.1]. Dados A 6 B, una sucesión decreciente (C/) de conjuntos 
de 77. que contienen a A con | Q Ci — A| = 0 y ε > 0, se cumple 
lim sup PQZn(Ct) - Z„(A)I > ε) < 2S\C¡~ Al
n—>-oo £
debido a la desigualdad de Chebyschev, la aditividad de Zn y el Lema 2.6.4. □
A continuación damos una condición más manejable que b) y es la adaptación 
de [27, Corolario 3.4].
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Corolario 2.6.6. El Teorema 2.6.5 permanece válido si 
b) se pide que exista
en lugar de la condición
para cada k 6 Zd y que la serie Wk’ Que converge absolutamente a un valor
no negativo, lo haga a un número positivo σ2.
Demostración. En vista de que para cada k es lim
x—>+oo
= 0, si
c(*)
z \ 1/2
entonces Wk = lim^—^+oo y |wk| < 2^!^ (||k||).
Sea ε > 0. En primer lugar tomamos L > 0 tal que J2||k||>¿ tó2(||k||) < ε/8.
Si m = #({k G : ||k|| < L}) existe x0 (con U(xo) > 0) tal que para x > x0 y 
(x) i /||k|| < L es \w^ — | < e/2m. Entonces, si x > x^,
V(*) 
t/(x)
k€Zd
- Σ iwkc)_wi<i+ E iwkx) - wki < ε. □
l|k||<L ||k||>L
2.7 Teorema Central del Límite para sucesiones de rectángulos.
La siguiente proposición permite pasar de la convergencia de las distribuciones 
finito-dimensionales al movimiento browniano a un teorema central del límite para 
una sucesión creciente de rectángulos con la misma condición geométrica de [23, 
Teorema 1], donde el campo satisface las mismas hipótesis del Teorema 2.3.5.
Sustituiremos las condiciones de dependencia por (2.7.2) que, como veremos, se 
satisface en los casos que venimos estudiando.
El caso de mayor interés aquí es el de varianza infinita (Corolario 2.7.2) aunque 
hacemos notar la validez en el de varianza finita (Corolario 2.7.3) para presentar una 
prueba alternativa a la del citado teorema de Nahapetian (que es un caso particular 
del teorema de E.Bolthausen en [6], donde se admiten sucesiones más generales de 
conjuntos).
Proposición 2.7.1. Sea (£k)keZd un campo aleatorio centrado y estacionario. 
Supongamos que existe una sucesión (cn) de constantes positivas tal que para cada 
Αζ Q
(2.7.1) W=7 £
cn
1 <k<n
|A n Cn,k| c
ICn.kl U wd
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y que para todo ε > 0 
(2.7.2) . ·Ρ(|Ζ„(Α)| > ε) = 0.
(|A|,n)->(0,oo)
Para cada i = l,..,d sea (Zn^) una sucesión creciente de enteros positivos que 
¡(i)
tiende a oo tal que existe C > 0 que cumple < C para todo n,i,j y definimos 
^ = z‘¡nnL1[-^)JÍ.,)]·
Entonces, si se toma cualquier número real M > C + 1, jn — [M(^(7’n))1/d] y 
t„ = c]nM-d^ :
ly>^N(o,i). 
n kein
(2.7.3)
Demostración. Si jn^ = 21$^ + 1, podemos suponer por estacionariedad que In = 
zdnní=i Como := cJn (#(In)/j¿)1/2 = tn(l + o(l)), es suficiente probar
y" := F Σ íx ^í0’ !)·
n kein
La propiedad de acotación que caracteriza a C y la consecuente elección de M nos 
aseguran que < jn para todo i; la definición de jn implica
(2.7.4) jn = M(#(Z„))1^(l+o(l)).
Luego, existe 0 < Η < 1 tal que b„ := jn ¡jn 6 [jff, 1] para todo i,n.
Ahora razonamos por el absurdo: si (2.7.3) no fuera cierto exixtirían b E IR, 
a > 0 y una sucesión creciente (np)pez+ de enteros positivos tal que para todo p
b-L· [ e~t2/2dt 
J—oo
Podría tomarse entonces una subsucesión (nPq) = (jriq) de (np) tal que, para i = 
l..,d, lim con 6(,) 6 [77,1], Si Bt = [¡ti (°>C 1 X B = Ilti (θ.&(,)],
q—*00
consideremos la desigualdad
(2.7.5) P(Ynp <b)- > a.
<
|B,p/2 IBI1/2
jm, t-'-'J/l-^l ' —’■Ν(Ο,Ι). Por esta razón, usando
0, el segundo sumando tiende a 0 en probabilidad y también el 
p^,(Β,) ^,(-Β)
|β,ρ/2 IBI1/2
La hipótesis (2.7.1) implica Zjmt (S)/]Bp^2 -S
que |Β7ΔΒ|
primero por la aditividad de Zj y (2.7.2). Por lo tanto
Zi T>
- , de modo que Ymq 7V(0,1), lo cual0. Pero por construcción Ymq = 
contradice (2.7.5). □
Bq\1/2
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Corolario 2.7.2. Si un campo aleatorio (£k)keZd satisface las hipótesis del Teo­
rema 2.6.5 con σ2 = 1 y (Zn) es una sucesión como la de la Proposición 2.7.1
entonces
Τ(#(ΐη)) Σ ík ív(0,1)1
donde T es la función definida en (2.5.1).
Demostración. El Teorema 2.6.5 da la convergencia requerida en (2.7.1). Usando 
el Lema 2.6.4 obtenemos (2.7.2) para (Zn):
lim
(|A|,n)—>(0,oo)
P(|Zn(A)| > ε) = 0.
La prueba del primer paso del Teorema 2.6.5 muestra que \Zn(A) — Zn(A)¡ 0 
uniformemente en A. Entonces, la desigualdad
Zn(A)l < ¡Zn(A) - Zn(A)¡ + |Zn(A)|.
implica que (2.7.2) es también cumplido por (Zn).
Aplicando la Proposición 2.7.1 obtenemos la sucesión tn; concluiremos probando 
que T(#(In)) = /n(l + o(l)). En este caso cJn = T(jd). Por (2.7.4) y el hecho 
conocido de que para cada k > 0 T(kx) = ^¡2Τ(χ)(1 + o(l)), tenemos:
T(jdn) = T(Md#(/n)(l + o(l))) = (1 + o(l)) =
Mrf/2T(#(I„))(1 + «(!)).□
En el siguiente corolario la restricción σ2 = 1 es irrelevante.
Corolario 2.7.3. Sea (£k)keZd un caTnP° aleatorio centrado, estacionario, con 
varianza finita y bajo las condiciones de mezcla del Teorema 2.3.5 con σ2 — 1.
Si (In) es una sucesión de rectángulos como la de la Proposición 2.7.1 entonces 
donde = Var1/2 ( Sk€/n £k) ·
Demostración. La condición (2.7.1) resulta del Teorema 2.3.5 con cn = nd/2 y
(2.7.2) se obtiene usando el Lema 2.3.4. Aplicamos la Proposición 2.7.1 y, como la 
igualdad (2.7.4) implica tn = (#(In))1/2(l + o(l)), concluimos recordando que en 
este caso (#(/n))1/2 = ση(1 + o(l)). □
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3 Teoremas funcionales
En toda esta tercera parte (¿k)keZd es un campo aleatorio centrado, estacionario,
con varianza finita y
La Proposición 3.2.2 da una condición suficiente de tensión en CA(G) basada en 
una desigualdad maximal de Bickel y Wichura ([4]). En el Corolario 3.2.3, usando la 
desigualdad de cuarto momento del Lema 2.2.1, se aplica ese criterio para obtener un 
teorema funcional para (Zn) cuando el campo es acotado y las hipótesis de mezcla 
son las mismas del Teorema 2.3.5. El Teorema 3.3.2 consigue ampliar las clases de 
conjuntos de un teorema funcional de Chen ([9]) para rectángulos y, aplicando el 
Lema 3.3.1, disminuir la velocidad de decrecimiento de la función de mezcla.
3.1 Condiciones de tensión. Primeras simplificaciones para rectángulos.
Supongamos que un conjunto A C B es tal que existe el movimiento browniano 
sobre A con trayectorias en CA(A) y (Zn) converge al mismo en el sentido de las 
distribuciones finito-dimensionales. Nos interesa hallar condiciones sobre el campo 
para obtener convergencia en distribución en CA(A). Con este fin ponemos nuestra 
atención en la condición (1.3.2) que, teniendo en cuenta la aditividad de Zn, en 
nuestro caso puede escribirse:
(3.1.1) Ve > 0 lim lim sup P(||Zn ||^a > e) = 0 
α\<θ n—>oo
donde Aa = {Ai — A2 : Ai, A2 E A, |Ai — A21 < a} y ||Zn||.4Q es la norma uniforme, 
en concordancia con las notaciones de §1.2. En el caso A = Q = Q se tiene esta 
primera simplificación:
Lema 3.1.1. Si A = ζ}, (3.1.1) es equivalente a
(3.1.2) Ve > 0 lim lim sup P( sup |Zn(A)| > e) = 0. 
a\0 n-^00 AEG, |A| <a
Demostración. Basta probar (3.1.2) => ( 3.1.1).
Cuando A, B E £7, A — B es unión de a lo sumo 2d conjuntos disjuntos de Q\ 
esto se ve rápidamente por inducción ya que para d = 1 es inmediato y para el caso 
general , si A = Π?=1 A» Ϊ = Ilf=i usamos que
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Aplicando esta propiedad, se tiene
^(ll^n|UQ > ε) < p( sup |Zn(A)| > e/2d),
lo cual, siendo 2d fijo, nos lleva a la conclusión deseada. □
Los resultados que siguen van en la dirección de discretizar la condición (3.1.2). 
Lema 3.1.2. Sean n G Z_|_, A = Πί=ι C71*, £ G- Entonces existe p,q £ Z,d
con — — | < — y |u¿ — — | < — para todo i, tal que B = TT ( — — 1 cumple
η η η n v η n J
\Zn(B)\ > |Zn(A)|.
Demostración. Tomemos, para cada ¿, números enteros r¿, s¿ tales que
ri (ri T 1) „ $í (s¿ T 1) . „
0 < — < ui < ----------  < 1 y 0< — < vi < ----------  < 1. Afirmamos que exis-n η η n
ten pd € {rd, rd + 1} y qd € {sd, Sd + 1} con pd < qd, tales que si se toma
z d — 1 \
Bi = ( ΓΓ (u^vi] ) x ( —, —] entonces \Zn(B1)\ > |Zn(A)|.
\ / η n
x i=l 7
Para probar esta afirmación se toma f : í—, ——-1 —> R,
L η n J
/(A) = Zn f f x
p d Td
para A > — y f( — ) = 0. Veamos que f es una función cuya gráfica es una poligonal 
n nt ,m m x
con vertices (—, /(—)) con y <m< Sd + 1. Para esto es suficiente com-
n n
(pn ( pn -4- 1 ) pn pn— ■>----------- ■> f(^) — f( —) = cm(\------).n n J n n
d-1
Si Ex,m = ( JJ(uz, Vi]) x ( —, A] entonces /(A) - /( —) = Zn(Ex,m) por la aditivi- 
i=l
dad de Zn.
Para los siguientes cálculos observamos que Lm := {k : Cn)k ΙΊ EXjTn ψ 0} no 
depende de A. Se tiene Vk = (Aq,..., kd) 6 Lm
z ΊΠΓ i /(ki — 1) ki-, .
Cn,k A EXm = (A------)wk donde wk = I I (----------- , — n(u¿,i;2 .\ n 11 1 η n 1
1=1
Entonces
Zn(^A,m) = n-d¡2 £ |£Vm n C„,k|^ = nd/2 |£,λ m n Cn k| α =
kSLra I n,k' keLm
(λ--)^/2 V wk.
n z—'kC Lm
32
Obtenemos cm = nd/2 Eke¿rn Wk- Ahora, por ser la gráfica de f una poligonal, 
existe pd G {rd, rd + 1}, qd G {¿d, Sd + 1} con pd < qd tal que
Z„(A) = |/(vm) - /(Um)| < |/(^) - f(^)| =
1 η n '
Esto prueba la existencia de B±.
Si aplicamos el mismo argumento en forma sucesiva para k = 2,... ,d — 1, obte­
nemos conjuntos Bk y enteros pd-k+i,qd-k+i tales que:
Lema 3.1.3. Si 0 < ai < o¿2 < 1 existe no tal que para todo n > no y todo A G Q 
con |A| < oq se cumple |V(r¿, A)| < o¿2 ( V(n,A) definidos en §2.3).
Demostración. Para todo A G Q se tiene |V(n, A)| < |A| + 2d/n por lo cual basta 
tomar no > 2d/(a2 — aq). □
Lema 3.1.4. La condición
(3.1.3) Ve > 0 lim lim sup P( max IZn(A)l > e) = 0. a\0 n—>oo XAeGn,\A\<a 7
es equivalente a (3.1.2).
Demostración. De los dos lemas anteriores resulta, para todo n suficientemente 
grande,
P( sup \Zn(A)\ > e) < 
Α€£,|Α|<α
P( max
Αζ$η,\Α\<2&
Z„(A)\ >e). □
3.2 Teorema funcional en CA(C¡) para variables acotadas.
Introducimos las notaciones
Bkj = {i : k < i < j} = Σ 6-
i€Bkj
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Observamos que si A G Gn entonces A = — (k, j] con 0 < k < j < n y Zn(A) =
1 „ "
- ·nd/2‘ k+ij
La siguiente desigualdad maximal es una consecuencia de ([4, Teorema 1]), y 
puede deducirse argumentando a partir de una observación en [5, demostración del 
Teorema 12.2].
Sean β > Ι,γ > 0. Supongamos que existe C (que depende solamente de /?, 7 
y d) tal que para todo k,j G con 1 < k < j y todo λ > 0 y todo m G con 
m > 1
(3.2.1) P(|DW| > A) < CA"7)#^)/.
Entonces existe K (que depende solamente de /3, 7 y d) tal que para todo A > 0
(3.2.2) P( max |D_ | > A) < KA_7(#(B_ )/.
- . , li lm
1 <><m
El lema que demostraremos a continuación permitirá oportunamente considerar 
sólo rectángulos “esquinados”.
Lema 3.2.1. Sea m E Zd tal que m > 1. Entonces
(3.2.3) max |Dkj | < 2d max \D- |.
l<k<j<m l<i<m 11
Demostración. Fijemos j = (ji·, •■•■)jd')·, k = (Aq,..., kd). Probaremos por inducción 
sobre el número v de coordenadas de k mayores que 1 que
|Dkj| < 2P max \D- |. 
l<i<m 11
El caso v — 0 es trivial. Si v > 1 suponemos sin perder generalidad que 1 < k¿ = 
max, {kt} y definimos ki = (&i,..., &d-i, 1), ji = (ji, ..-,jd-i,kd - 1)· Se tiene
Dkj — — ^kiji ·
La conclusión resulta de observar que los números del segundo miembro están en 
el caso v — 1. □
Ahora definiremos familias de rectángulos que permitirán simplificar el manejo 
de la condición de tensión.
Sea 0 < oí < 1. Consideremos la familia Ta de subintervalos de (0,1] de la 
forma (ujt, Vk] con Uk = ka1^, Vk = min((fc + 2)o1/d, 1) y k — 0,..., [o-1 /d] + 1.
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Observamos que #(Τα) < 2α 1/d y que si J es un subintervalo de (0,1] con | J\ < 
cp/d siempre es posible hallar I G Ta tal que J QI.
Sea G £ la familia de conjuntos de la forma Πί=ι A con exactamente uno de 
los Ii en IQ y los restantes iguales a (0,1]. Para cada entero positivo n se define 
5an = {V(n,A) : A G 5Q} (los V(n,A) fueron definidos en §2.3). Consecuencias 
directas de la construcción anterior son:
(3.2.4) Va Vn #(5a„) < d#(Ja) < 2da~1/d,
(3.2.5) Va Vn si A G Q, |A| < a 3B G Pan tal que A C B,
(3.2.6) Va 3no tal que si n > no y B G 5an entonces \B | <
Hacemos notar que la existencia de no en (3.2.6) se justifica con el lema 3.1.3.
Proposición 3.2.2. Supongamos que existe δ > 0 y una constante C que sólo 
depende de d y de δ tal que
(3.2.7)
Entonces la sucesión de procesos (Zn) satiface (3.1.3).
Demostración. Aplicando (3.2.4) y (3.2.5) se tiene, para cada n,
(3.2.8) max |Zn(A)| <
AeGn,\A\<a
max
ΒζΤ- an
max
ACB,AEGn
Zn(A)|).
Sean ε > 0, 0 < a < 1. Por la estacionariedad, el Lema 3.2.1. y (3.2.6), para todo 
n suficientemente grande y cada Β G 5αη existe m G con #(B_ ) < 3a1/dnd
1 m
tal que
(3.2.9) P( max
yACB,AEGn
Zn(A)\ > ε) < P( max \D_ I > 2 dend^2).
- li
1 <i<m
O I β
La hipótesis (3.2.7) implica se cumple (3.2.1) con β = —-— y 7 = 2 + 8. Vale 
entonces la desigualdad (3.2.2) y teniéndola en cuenta para λ = nd^2c/2d, se obtiene 
a partir de (3.2.8) y (3.2.9):
P( max lZn(A)l > ε) <
(nd \ 2—1-5^) (SaVV)'2^’72 = O(asn. □
Ahora sigue un teorema funcional para variables acotadas con las condiciones de 
dependencia del Teorema 2.3.5.
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Corolario 3.2.3. Sea (ík)keZd un campo aleatorio bajo las condiciones del Teo­
rema 2.3.5. Supongamos además que es acotado y que σ2 := ^2 ^(íoík) — 1 
keZd
Entonces, (Zn) converge en distribución en CA(G) al movimiento browniano 
continuo.
Demostración. El Teorema 2.3.5 asegura la convergencia de las distribuciones finito- 
dimensionales. La desigualdad de cuarto momento del Lema 2.2.1 da la condición
(3.2.7) con 6 = 2. La tensión, entonces, es consecuencia de la Proposición 3.2.2. □
De acuerdo a la observación que sucede al Teorema 2.3.5, el Corolario anterior 
vale también cuando se cumplen simultáneamente las condiciones de mezcla (2.3.1) 
y (2.3.2) o bien si se supone (2.3.3).
3.3 Teorema funcional para clases más amplias de conjuntos.
En esta sección extenderemos [9, Teorema 1.1], que es un teorema funcional para 
la clase de los rectángulos con condiciones de ^-mezcla no uniforme y momento 2 +ó, 
a clases mayores de conjuntos con cierta restricción sobre su exponente de entropía 
métrica con inclusión (§1.4). Esa extensión se obtiene usando el Teorema 2.3.5, 
de convergencia de las distribuciones finito-dimensionales sobre B, y los resultados 
conexos, junto con el método de Bass([2]) para campos independientes, adaptado 
por Goldie y Greenwood([19]) para mezcla uniforme (en ambos casos trabajando 
con clases más amplias que la de los rectángulos) y algunas ideas de Chen([9]) para 
mezcla no uniforme.
El lema siguiente permitirá evaluar el grado de aproximación de ciertas variables 
dependientes con otras independientes de igual distribución. Se basa en el mismo 
tipo de ideas que [16, Lema 2].
Lema 3.3.1. Sean Υγ,...,Υη variables aleatorias con valores en espacios medibles 
(Ei,£i), ...,(En,£n), respectivamente, tales que
¡¡£(Yk, ...,Yn) - £(Yk) 0 ^(Ek+i, ...,Yn)||var < ε, k = 1, ...,n - 1.
Entonces
yn) - ¿(Kj) ®... ® r(y„)||var < (n - i)e.
Demostración. Primero observamos la siguiente propiedad: si se tienen, para z =
1.2.3 variables aleatorias Xi a valores en espacios (Τ^,Τ-ϊ) se cumple
||£(x1)0z:(X2,X3)-z:(Xi)M(^2)0r(X3)||var < ΙΚ(χ2,χ3)-ζ:(Χ2)Μ(Χ3)||ν«
Esto se debe a que, llamando a las distribuciones respectivas, pZJ a las con­
juntas, tomando A G 0 0 ^3 y siendo AX1 las secciones:
|μι 0 M23(A) - μι 0 μ2 0 μ3(>1)| =
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Introducimos ahora las siguientes notaciones:
Lk = C(Yk),
=C(Y„...,Yk),
= C{Yk,...,Yn\
M<a) =£(y1)® ...®£(n),
Mk" = £(Yk) ® ... ® £(Yn).
Y finalmente, aplicando la desigualdad observada:
III^ - ® I<6)||var + Y RtW6* - M<“> ® I^JIvar <
k=2
n — 1
Y lid6’ - Lk® I^JIvar < (η - 1)ε. □ 
k=l
Teorema 3.3.2. Sea (£k)keZd un campo aleatorio centrado y estacionario y A C B 
totalmente acotado con inclusión con exponente de entropía métrica con inclusión 
r¡. Supongamos que existe 8 > 0 tal que £*|ξο|2+ó < Too, r¡ < ------- y que el
1 + ó
campo satisface una condición de φ-mezcla no uniforme con lim t2d(1+<5 φ(ί) = 
t—>+οο
0. ·
Entonces, si ^2 ^(£o£k) = σ2 > 0, la sucesión (Zn) converge en distribución en 
keZd
CA(A) al proceso de Wiener continuo con parámetro σ.
Demostración. Nos proponemos probar (3.1.1). Como lim ^</>(t) = 0 se
t—► -J-oo
tiene S < +oo, y la convergencia de las distribuciones finito-dimensionales resulta 
inmediatamente del Teorema 2.3.5.
Para la tensión es suficiente probar (3.1.1). Anotamos s = 2 + 8, £nj =
y seguimos el mismo esquema de [19].
Paso 1: Truncamiento . Sea, para cada x > 0, /z(z) = Ex* |ξο|5· Si 0 < u < v < oo, 
n G Z + y 1 < j < n definimos
^nj(^?^) = jf{u<n<i(«-2)/(2(í-i)) |ξη ^ |<VJ ,
Zn(A,u,v) = ^2 - Εξηϋ(η,υ)),
1 <j<n
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U„(A,u,v)= £ |A|^C?jl|M»,v)|.
1 <j<n
Se tiene
Para cada a > O
llZnlU» <||Z„(.,O,a)|U„+l/n([O,l]'i a, oo) + EÍ7„([0, l]d, a, oo).
Por (3.3.1) Pn([0, l]d, a, oo) tiende a 0 en í1 cuando n —* oo. Luego tanbién 
converge en probabilidad. Por lo tanto la siguiente condición implica (3.1.1): para 
cada ε > 0 existe una función a —> a(a) a valores reales positivos tal que
(3.3.2) lim lim sup Ρ(||Ζη(·, 0, α(ο))||^α > ε) = 0. 
α\0 n—*oo
Paso 2: Ablocamiento. Definamos pn = [n5/^2^s y mn = n/(2pn). Ahora 
dividimos cada celda CPn)k (k < pn) en 2d sub-celdas de la forma C2Pnj. Las 
denotamos In,k,i5 ¿ — l,...,2d, numerando de igual modo en cada CPny (el i 
dependerá de la posición geométrica relativa de la sub-celda respecto a la celda; por 
ejemplo en el caso d = 2 corresponde el mismo i a todas las sub-celdas superiores 
e izquierdas). Sea, para cada
-fn,i — -fn,k,i·
k<pn
Para todo A se tiene
2d
Zra(A, 0, a) = Zn(A Π /η>ι·, 0, a).
i=l
Por lo tanto, en lugar de (3.3.2) es suficiente probar que para cada i’.
lim lim sup P(||Zn(. Π In>i, 0, α(α))||.4α > ε) = 0. 
α\,0 η—>οο
Tomemos un i fijo. Por la aditividad de Zn tenemos,para cada A y cada a
Zn(Anlnii,0,a)= V„)k(A,0,a)
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donde
Ln,k(-A, — Zn(A A In,k.,i-¡ W, ^) —
Σ
j€T(n,k,i)
|^d A In,k,i A C*nJ |
i^jl (ίηϋ(“>υ) - Εξη^η,ν))
con T(n, k, i) = {j < n : Cnj A In,k)¿ ψ 0}· Observamos que si ji G T(n, ki, ¿), j2 G
T(n,k2,¿) y ki ψ k2 entonces ||j2 — ji|| > mn — 2 (recordemos que hemos adoptado 
la norma euclidiana). Para n G Z + , j G |J T(n,k,z), consideremos variables
1<k<p„
aleatorias tales que para cada k los procesos {¿n,j}jer(n,k,¿) { £nJ }j€T(n,k,i)
tienen la misma distribución y {ξηj}jeT(n,k,0’ 1 - - Pn son independientes.
Definimos ahora
Veamos ahora que para cada a
(3.3.3) ||L(Zn(· A Zn,¿,0,a)) - £(/„(·, 0, a))||var —> θ cuando n —> oo.
Es simple ver que #(T(n,k, ¿)) < C nd^s 2^A2(3 Όξ donde C depende sólo de 
d. Anotemos, para cada k < pn, Lny la ley de Vn)k(.,u,v) (u y v fijos), la 
ley conjunta de todos los Vnj(.,u,v) con j ψ k y Ln la ley conjunta de todos los 
Vn)k(.,u,v). Si para cada k, Ak = tf(Vn)k(., u, v)) y A(k) = σ({νη^(., r¿, v), j ψ k}), 
usando [15, Lema 3.5], la condición de mezcla no uniforme y la acotación de los 
cardinales:
Ln,k 0 -Ln||var <
2#(T(n,k,0)^(mn - 2) < 2Cn<í(s_2)/(2(s_1))^(|n(s_2)/(2(5_1)) - 2).
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Aplicando ahora el Lema 3.3.1
||I„ - (g)£n,kIIv„ < tó - l)2C'n'i(’-2V(2(»-1»íi(|n(s-2>/(2(s-1» - 2) <
k 2
2C'((2(K + 2))2<í(s“1)/(s“2)^(K) < C"K2i('a-1'll(s-2'>4>(K) 
donde Λ" —> oo cuando n —> oo. Como * lim í2d(1+ó ^</>(/) = 0 se deduce (3.3.3).
Esto permite sustituir (3.3.2) por:
lim lim sup P(||Zn(·, 0, a(o))||^Q > ε) = 0. 
α\0 η—>oo
Ahora hallaremos cotas (en casi todo punto) que permitirán aplicar en diferentes 
casos la desigualdad de Bernstein en el paso final.
|V„)k(A,u,v)| < 2v, |Wn,k(A,u,v)| < v y EUn(A,u,v) < |A|t¿-(s-1)/¿(0) se ob­
tienen como en [19]. Observamos que
Var(Zn(A,u,v)) = Var(Vn,k(A,u,ü)) = Var(Zn(A ΓΊ In,k,i, u, v)).
l<k<pn l<k<pn
Tomando f(x) = ^^{un<i/2(í-1)<|x|<t;nd/2(s-1)} y aplicando el Lema 2.3.4 a cada 
sumando, obtenemos VarZn(A,u,v) < C|A| con C — 2SE£q. Con igual argumento 
y /(z) = |τ| resulta Var(í7n(A, u, v)) < C|A| con el mismo C.
Paso 3¡ Elección de α(α). Estamos ahora en situación idéntica a [19, 5.6]. Por ese 
motivo .remitimos a ese trabajo tomando rj < r < ------- , aclarando que nuestras
s — 1 
variables o, s y ε corresponden a ó, s y A de aquél.
Observación. El Teorema 3.3.2 puede ser probado suponiendo, como única hipóte­
sis de mezcla, la condición de /^-mezcla no uniforme
(3.3.4) '
con (vef §1.6)
/5(A1,A2) 
£0) = sup —
d(A1,A2)>t, #(A1)+#(A2)<oo
Damos una justificación de esta afirmación: (3.3.4) permite probar el punto
(3.3.3).  Falta mostrar que tenemos hipótesis de mezcla suficientes para el Teorema 
2.3.5 (ver la observación que sigue a la prueba del mismo). Como 2a(t) < /3(f), 
se cumple (2.3.2). Por (1.7.4), (2.3.2) y (3.3.4) se tiene J^keZ? q^h(II^II) < +oo. 
Este hecho y la desigualdad de Davydov (ver [6, Lema 1]), usando que .Ε|ξο|2+ó < 
+oo, reemplazan el uso de la condición (2.3.1) en los argumentos que conducen al 
Teorema 2.3.5.
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4 Campos de Gibbs
4.1 El modelo de Dobrushin.
Sea X un espacio métrico compacto provisto de la σ-álgebra de Borel S. Para 
cada j E se considera el espacio Xj = X. Sea Ω = X^. Para cada M C 
sea Πμ : Ω —> XM la proyección canónica, Pm la σ-álgebra generada por las 
proyecciones ZZj,j E M, de Ω sobre Xj. Cuando M = Zd anotamos simplemente p 
(la σ-álgebra producto en Ω).
Llamemos Ai a la clase de los subconjuntos finitos no vacíos de Si Μ Ε Λ4, 
t e XM y s e X^\M, se anotará ts al elemento u £ Ω que cumple Πμ (t¿) = t,
= s.
En muchas aplicaciones aparecen naturalmente, para cada M Ε Λ4 y s E X^d\M 
las probabilidades de los sucesos de Pm condicionadas a la situación externa a M. 
La pregunta es si existe alguna medida de probabilidad P y, en caso afirmativo, si 
es única, que dé origen a ese sistema de probabilidades condicionales.
R.Dobrushin([ll]) planteó rigurosamente el problema y dio condiciones para la 
existencia y unicidad de P. Describiremos estos resultados remitiendo para los 
detalles y demostraciones al citado trabajo y a [24], [21], [25], [17].
Se dice que una familia (<7^)meA4 es una especificación sobre Ω si, para cada 
M, qM : Fm X XZ^M -» [0,1] es una función que satisface:
(4.1.1) Vs € qM(.(s) es una medida de probabilidad sobre (Ω,^μ),
(4.1.2) VA E Pm, 9M(A|.) es Λ^^-medible
es Ia ^-álgebra producto en X^
Dada una especificación, interesa la existencia de medidas de probabilidad P 
sobre (Ω,Τ7) tales que, para cada Μ Ε M. y A E Pm, qM(^|^Ζ?\μ(·)) sea una 
versión de la probabilidad condicional de A dado esto es, que para todo
Β E P^d\M se cumpla
(4.1.3) Ρ(ΑΠΒ)= / qMíA\nmM(s))P(ds).
JB
Una tal P se llama medida de Gibbs correspondiente a la especificación {qMf
Es conveniente asociar a {qM} la familia donde para cada Μ Ε Λ4,
pM : p x Ω —> [0,1] se define como
pM(A\s) := qM(AM,s\nZd\M(s)) ,donde
Am,s = {t Ε Ω : 17μ(^)77^\μ(5) £ ^.}·
Las propiedades siguientes caracterizan a (pM)’.
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(4.1.4) VA E V7, pM(Á|.) es -inedible,
(4.1.5) Vs Ε Ω, pM(.\s) es una probabilidad sobre (Ω,Τ7) que coincide con tis sobre
^Zd\M y con 5M(-I^\m(-s)) sobre Λμ·
Las pM extienden de manera natural a las qM. Se tiene que una medida de 
probabilidad P sobre (Ω,Τ7) es una medida de Gibbs para (<?M) si y sólo si para 
todos M Ε M y A E Fm, PM(A,.) es una versión de la probabilidad condicional 
P(A|7^d\Af); en ese caso, esta relación se extenderá a todo A E P y además se 
tendrá
pM(A|s) = / pN (A\t)pM (dt\s)
para P-casi todo s Ε Ω si TVf,N Ε M con N C M.
Suponemos que esta última relación vale para todos TV, Μ Ε Λ4 con N C TU, 
A Ε P y s Ε Ω; se dice entonces que (qM) es consistente.
Se supone además que dada f E €7(Ω) (Ω con la topología producto) y Μ Ε Λ4, 
también es continua la función pM f definida como
pM/(s) := y f(t)pM(dt\s)·,
se dice en este caso que la especificación es continua. En esta línea, la consistencia 
es equivalente a que si TVcTllEAÍy/E 6*(Ω) entonces
(4.1.6) pM(pNf)=pMf-
Por su parte, la propiedad que debe tener una solución P es equivalente a que para 
todo Μ Ε Λ4
(4.1.7) P(pM f) = Pf.
Bajo estas suposiciones, existe alguna medida de Gibbs para la especificación 
El esquema para probarlo es el siguiente: se toma s Ε Ω, una sucesión 
de conjuntos Mn E Af tal que Mn Zd y se consideran las medidas de probabilidad 
pMn(.|s). La metrizabilidad y compacidad de Ω implican las mismas propiedades 
para el espacio Ζ(Ω) de las medidas de probabilidad sobre Ω (cuya topología se 
definió en §1.1). Tomando una subsucesión pMn*(.|s) => P y aplicando (4.1.6) 
se obtiene (4.1.7), lo cual termina la prueba.
Ahora daremos una serie de definiciones y notaciones necesarias para describir 
una condición de unicidad y las propiedades de dependencia de este modelo. Dadas 
especificaciones (q^1) con i = 1,2 definimos (a, b E Zd):
7aí> = |sup{||í?-(.|s) - í-(.|í)||var, 5 = t excepto en a, ¿ = 1,2},
Ύαα — 0,
βα = 1 SUp{||<tf(.|s) - Í2a(.>)||var,a € X^“}.
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Llamaremos Γ a la matriz infinita (yab\a,b)eW xZd y, para cada M G Λ4, ΓΜ 
será la matriz ('yab\a,b)eMxM· Definimos
Xab = ίΓ”)^ &) € x
n=0
oo
Xab = (Πί)α& (a, b) £ Μ X M.
n=0
Si f G <7(Ω) y a G Zd, definimos
Pa(f) = sup{|/(s) - /(f)|, s = t excepto en a}.
Si para i = 1, 2 se tiene una medida de Gibbs P^ correspondiente a la especifi­
cación (gf1) y existe a < 1 tal que ]Pa yab < a < 1 para todo b G Zd entonces se 
tiene la desigualdad ([21, Teorema 2.1], [24, Teorema 8.2.1])
(4.1.8) IP'1»/· - p<27l < Ε f e C(Q).
a,b
Dada (qM), tomando en las definiciones previas y en esta relación q^1 = qff1 = 
qM, en cuyo caso βα = 0 para todo a, se prueba que para la existencia de una única 
medida de Gibbs para qM es suficiente que se verifique la condición de unicidad de 
Dobrushin: existe a tal que para todo b G Zd
(4.1.9) < « < 1
a
(en relación con ciertos ejemplos de la física, que daremos más adelante, la ausen­
cia de unicidad de P se suele llamar transición de fase).
Supongamos que se satisface la condición de Dobrushin y veamos las propiedades 
de mezcla del campo aleatorio (JZk)keZd bajo esta única medida P. Para cada par 
de conjuntos N C Μ Ε Λ4 se tiene (§1.6)
φ(Ν,Ζ.“\Μ) = sup{|P(A|B) - P(A)|, AeFN, Be P(B) ± 0};
a partir de (4.1.8), Dobrushin probó la desigualdad ([21, Proposición 2.5])
φ(Ν.1ά\Μ.} < Σ ( Σ TcaXat)
b£N c(£M ,αζ,Μ
de la que se desprende que φ(Ν,Ζά\Μ) tiende a 0 cuando N está fijo y M / Zd 
(los 7aí> se definen para una especificación del mismo modo que se hizo cuando había 
dos).
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En el camino de satisfacer una condición de </>-mezcla no uniforme es útil la 
condición ([24, Proposición 8.3.1]) de que exista a tal que para todo b E Zd
(4.1.10) 
donde d es una semimétrica en Zd (función no negativa y simétrica definida en
x y tal que vale la desigualdad triangular). En ese caso se tiene
φ(Ν,ΖΛ\Μ) < #(Ν)ε-ά(·Ν·Ζ“^α^ - a)”1
con d(7V, Z d\M) = inf {d(a, &), a E N, bE%d\M}.
Un caso sencillo que cubre muchos ejemplos es el llamado k-markoviano, en el 
cual existe k tal que, para cada 6, ^(Js) depende a lo sumo de los valores de la 
configuración s en los sitios a tales que \\b — u|| < k (norma euclídea); para ser más 
precisos, 7at = 0 si ||6 — a|| > k. En este caso la condición (4.1.9) implica que para 
ε suficientemente pequeño, la métrica dada por la norma ε||.|| permite satisfacer
(4.1.10);  nótese que φ tiene decaimiento exponencial (</>(t) = O(e-£í)) con lo cual el 
campo (77k)keZd, respecto de P, cumple las hipótesis de velocidad de decrecimiento 
de todos nuestros resultados.
4.2 Campos definidos por un potencial.
Un caso que proviene de la física es el de las especificaciones definidas a partir 
de una medida de probabilidad v sobre (X, S) (se llama a X el espacio del spin 
individual) y una función llamada potencial que refleja las interacciones entre las 
variables ZZr a valores en las “copias” de X. Más precisamente, un potencial Φ 
es una familia (Φde funciones continuas y medióles Φ^ι ■ Ω —> IR tal 
que 
(4.2.1)
y que además son invariantes por traslaciones ( Φλ^(^) = Φμ(^) para todo Μ E 
Λ4, j E y s Ε Ω, donde Mj = M + j y sj es el elemento de Ω que satisface 
JZk(5j) = Ilk-j(s) para todo k).
Para cada Μ Ε Λ4, A E y s E X^ , sea
(4.2.2) <?Wí.4|.s) = 1 í exp (— ^n(í«) ) JJ ^(^k)
m(-S) JnM(A) \ ' k£M
donde Zm(5) es una constante de normalización. Una especificación de esta forma 
es siempre continua y consistente ([24, p.194]). Además ([24, demostración del 
Teorema 9.1.1]) se tiene, para cada ó,
|?ΙΙΦ|Ι(ε(4||Φ|| _ X)1
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lo que permite, junto con (4.1.9) dar la condición suficiente para la unicidad
(4.2.3) ||Φ|| < log2/4.
Si Pk := ΡΠ-1 es la medida de probabilidad inducida por P en cada Xk, (4.1.3) 
y (4.2.2) implican
(4.2.4) e"2||4,|lp <Pk< ε2||φ||ζζ.
Usando (4.1.3) y (4.2.4), obtenemos para j / k, A G 5j, B £ Pk, la desigualdad
(4.2.5) P(A Π B) < ε4||φ|ΙΡ(Α)Ρ(Β).
Para conseguir que (JIk) (que es estacionario por la invariancia por traslaciones 
del potencial) satisfaga la condición de </>-mezcla no uniforme con una velocidad de 
decrecimiento compatible con la requerida por nuestros resultados, puede pedirse 
que se satisfaga la desigualdad (4.2.3) y que, como en la sección anterior, el campo 
sea fc-markoviano para algún k\ esto sucede (recordar la estacionariedad) cuando 
sólo hay una cantidad finita de conjuntos Μ E M que cumplen simultáneamente 
0 G M y ψ 0.
Otra alternativa es usar [24, demostración del Teorema 9.4.1] donde se prueba 
que si
(4.2.6) (diam(M))7#(M) sup{|Tm(-s)|, s G Ω} < oo
oeM
con 7 > 2, se tiene mezcla no uniforme con una velocidad de decrecimiento de 
</>(/) de orden menor o igual que (log(í)/f)7. Para satisfacer los requerimientos de 
velocidad de decrecimiento de φ en el Teorema 2.3.5 y en el resultado funcional del 
Corolario 3.2.3, es suficiente 7 > 2d; en el Teorema 2.6.5 alcanza 7 > 6d y en el 
Teorema 3.3.2, 7 > 2d(l + ó-1).
4.3 Ejemplos.
De acuerdo a la sección anterior, los campos A;-markovianos que cumplen (4.2.3) 
y con X finito, que son necesariamente acotados, están en las condiciones de todos 
nuestros resultados con varianza finita, ya que cumplen la condición de </>-mezcla 
no uniforme con decaimiento exponencial de φ. En particular, la conclusión del 
Teorema 3.3.2 vale para cualquier clase A con exponente de entropía métrica con 
inclusión 77 < 1.
Un ejemplo clásico es el modelo de Ising, en el cual X = { — 1,1} con ϊ/({1}) = 
z/({ — 1}) = 1/2 y el campo se define a partir de un potencial de la forma
(4.3.1)
45
donde β es una constante positiva. Recordando que d es la dimensión, tenemos en 
este caso ||Φ|| = 4άβ y de acuerdo a (4.2.3) una condición suficiente de unicidad de 
P es β < log2/16d. El campo resultante es 1-markoviano. (Un problema de interés 
para la física es encontrar el valor exacto βε (el β crítico) del supremo de los valores 
de β para los que P es única; siendo β inverso de la temperatura, el problema es 
equivalente a determinar cuál es la temperatura a partir de la cual hay transición 
de fase. En el caso d = 1 no hay transición de fase; el problema ha sido resuelto 
para d = 2 y está abierto para d > 2. Ver [25]).
Una clase de potenciales que aparecen en las aplicaciones a la física son los 
llamados potenciales de spin, donde X es el mismo del modelo de Ising (que está 
incluido en este esquema) y
(4.3.2) ΦΜ(ί) = -7(Μ)σΜ(3),
donde J es una función real definida en Λ4 (el signo se debe a una convención) y
aM(s) = [J nk(.S).
kEM
Tomemos ahora X = [—1,1] y dv = dx/"!. Los potenciales de spin tienen una 
versión continua natural que consiste en repetir (4.3.2) en este caso (ver [28, Ejem­
plo 5]). Una manera de obtener campos aleatorios no acotados que satisfagan las 
condiciones de nuestros resultados consiste en tomar una función medible G ade­
cuada y considerar el campo aleatorio (G(7Ik)); éste hereda la estacionariedad y la 
función de mezcla no uniforme de (ZZk) mientras que la hipótesis de momento será 
consecuencia de la elección de G. Vamos a aplicar esta idea para dar ejemplos de 
campos con varianza infinita que satisfagan todas las hipótesis del Teorema 2.6.5.
Supongamos que P es la única medida de Gibbs para un potencial de spin Φ 
de este tipo y que (ZZk) satisface S < 4-oo y T4 < 00. Sean μ la medida sobre X 
que es igual a Pk para todo k y(teniendo en cuenta 4.2.4) f = άμ/dx. Definimos 
F(y) = f(x)dx. Tomemos, para — 1 < y < 1, G(y) = (Ρ(μ))-1/2 (por (4.2.4) 
Ρ(μ) > 0 para estos y) y G( —1) = 1. El campo aleatorio (G(77k)) tiene media 
finita:
£(G(77k)) = [ G(JIk(u\)P(du') = [ = 2.
7Ω J-l
Además, para x > 0,
[ G\nk^P(du)= í /(¿)(F(t))-1d^21og(a;).
J|G(Z7k)|<z «/|F(í)|>x-2
Consideremos el campo centrado (£k) = (G(ZZk) — 2) y observemos que U(x) (esto 
es ^((ξθ1^)2) ) satisface
(4.3.3) lim U(z)/21og(z) = 1.
Para la aplicación del Teorema 2.6.5 debe verificarse su condición b); reemplazán­
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dola por la condición que da el Corolario 2.6.6 y usando (4.2.5) obtenemos, para 
k 0,
w^)dI)i)<e4||*||E2(ieoi)
y por lo tanto
lim £(ξ^)ξ^’)/σ(χ) = ¿o,k· 
x—>-H-oo
Teniendo en cuenta (4.3.3) y observando que los argumentos que llevan a la de­
mostración del Teorema 2.6.5 permanecen válidos bajo la condición ndU{an)/a^ 
1 (en lugar de ndU(an)/a^ = 1) concluimos que la convergencia que prueba ese 
resultado se cumple con an = (dnd log(n))1/2.
Como potencial, en este ejemplo puede tomarse la versión continua del potencial 
(4.3.1) del modelo de Ising con β < log2/16d, en cuyo caso el decaimiento de φ es 
exponencial.
Otros posibles potenciales en los que el decaimiento de φ no es exponencial pero 
satisfacen las condiciones requeridas son los siguientes. Fijemos 7 > 6d y una 
sucesión (Cn)neZ+ de constantes positivas tales que
00
^n'f+d-1Cn < 00
n=l
Si #(M) = 2, M = {k,j} = {(&i,..,fcd),(ji,..,;d)} y I(M) = max{|A:¿ - jj, i = 
1,.., d} se define J(M) = βΟ^Μ) (β > 0 a determinar); para el resto de los M Ε Λ4, 
J(M) = 0.
Como para cada η Ε Z la cantidad de conjuntos M C Z d de la forma M = { 0, j } 
con = n no alcanza a 2d(2n + l)d_1 y el mayor diámetro de tales conjuntos
es nd1/2, la elección de los Cn asegura que se verifica (4.2.6). Observando que
00
Ill'll <W (2n + l)íi-1Cn,
n=l
se tomará cualquier constante β con la que se cumpla (4.2.3). Finalmente, la 
condición impuesta a 7 (ver comentarios posteriores a (4.2.6)) implica T < +00.
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