In this paper, we analyze maximum Sharpe ratio when the number of assets in a portfolio is larger than its time span. One obstacle in this large dimensional setup is the singularity of the sample covariance matrix of the excess asset returns. To solve this issue, we benefit from a technique called nodewise regression, which was developed by Meinshausen and Bühlmann (2006) . It provides a sparse/weakly sparse and consistent estimate of the precision matrix, using the Lasso method. We analyze three issues. One of the key results in our paper is that mean-variance efficiency for the portfolios in large dimensions is established. Then tied to that result, we also show that the maximum out-of-sample Sharpe ratio can be consistently estimated in this large portfolio of assets. Furthermore, we provide convergence rates and see that the number of assets slow down the convergence up to a logarithmic factor. Then, we provide consistency of maximum Sharpe Ratio when the portfolio weights add up to one, and also provide a new formula and an estimate for constrained maximum Sharpe ratio. Finally, we provide consistent estimates of the Sharpe ratios of global minimum variance portfolio and Markowitz's (1952) mean variance portfolio. In terms of assumptions, we allow for time series data. Simulation and out-of-sample forecasting exercise shows that our new method performs well compared to factor and shrinkage based techniques.
Introduction
One of the key issues in finance is the tradeoff between the return and the risk of the portfolio.
To get a better risk-return, we maximize the Sharpe ratio. Basically the weights of the portfolio is chosen in such a way that return to risk ratio is maximized. We contribute to the literature by the case of a large number of assets p, which may be greater than the time span of the portfolio n.
Our analysis also will involve time-series data for excess asset returns. To get the maximum Sharpe ratio we benefit from precision matrix, but the sample covariance matrix is not invertible when p > n. Therefore, we need another concept to estimate the precision matrix. To that effect we benefit from a concept promoted by Meinshausen and Bühlmann (2006) which is called nodewise regression. To get the Sharpe ratio we estimate the inverse of the precision matrix by a nodewise regression based inverse as in van de Geer (2016) . This is based on running lasso regression on a given excess asset return on the other excess asset returns. Then the vector estimate is used in forming the rows of the estimate of the precision matrix. This type of method assumes sparsity, or weak sparsity on the rows of the precision matrix, when p ≥ n. This sparsity restriction amounts to an asset having largely correlated with certain assets but not all of the assets in the portfolio. Also, weak sparsity allows non-sparse precision matrix, as long as absolute l th power (0 < l < 1) sum of absolute value of coefficients in each row does not diverge too fast, see section 2.10 of van de Geer (2016) .
In terms of asset correlations this sparsity assumption can be clearly interpreted. An asset A may be linked to Asset B, and Asset B may be linked to Asset C, but there is no direct link between Asset A and Asset C. This is not a strong assumption and in an empirical out-of sample exercise, in Section 7, Figure 2 we show that in US correlation matrix of assets as as well as the density of correlation between assets show that large correlations are not many. Note that we do not assume the sample covariance matrix to be sparse. Chang et al. (2019) extend nodewise regression to time series context and build confidence intervals for the cells in the precision matrix. Callot et al. (2019) provide variance, risk, and the weight estimation of the portfolio via nodewise regression. Caner and Kock (2018) establish uniform confidence intervals in case of high dimensional parameters in heteroskedastic setups using nodewise regression. Meinshausen and Bühlmann (2006) already provide an optimality result for nodewise regression in terms of predicting a certain excess asset return with others excess asset asset returns, when the returns are normally distributed.
In this paper, we analyze three important aspects of the maximum Sharpe ratio when p ≥ n.
First, we analyze the maximum out-of-sample Sharpe ratio. Our technique, and hence contribution, will be complementary to the existing papers. One difference will be analyzing p ≥ n, when both number of assets and time span goes to infinity in time-series data. Recently, there are important contributions in this area by using shrinkage and factor models. Recently, Ledoit and Wolf (2017) propose a nonlinear shrinkage estimator in which small eigenvalues of the sample covariance matrix are increased, and the large ones are decreased by a shrinkage formula. The main contribution is the optimal shrinkage function, where they find by minimizing a loss function and estimating this optimal shrinkage. The maximum-out of sample Sharpe ratio is an inverse function of this loss. Their results cover the iid case, and when p/n → (0, 1) ∪ (1, +∞). For the analysis of meanvariance efficiency Ao et al. (2019) made a novel contribution. Ao et al. (2019) take a constrained optimization, maximize returns subject to risk of the portfolio, and show that its equivalent to an unconstrained objective function, where they minimize a scaled return of the portfolio error by choosing optimal weights. In order to get these weights they use lasso regression and hence assume sparse number of nonzero weights of the portfolio, and they analyze p/n → (0, 1). They show that their method maximizes expected return of the portfolio and satisfy the risk constraint. This is an important result on its own.
Our main contribution is that we are able to get mean-variance efficiency for large portfolios even when p > n. Related to that consistency of our nodewise based maximum-out-of-sample Sharpe ratio estimate is established. We also provide rate of convergence, and see that number of assets slow down the rate of convergence up to a logarithmic factor in p, hence estimation of large portfolios are possible.
Second, we consider the rate of convergence and consistency of the maximum Sharpe ratio when the weights of the portfolio are normalized to one and p > n. Recently, Maller and Turkington (2002) , Maller et al. (2016) analyze the limit with fixed number of assets, and also extend that approach to large number of assets but less than the time span of the portfolio. Their papers made a key discovery since in the case of weight constraints (summing to one) the formula for the maximum Sharpe ratio depends on a technical term, unlike the unconstrained maximum Sharpe ratio case. If practitioners could have used the unconstrained maximum Sharpe formula, instead of the constrained one, they may be getting a minimum Sharpe ratio instead. Our paper extends their paper, by analyzing two issues, first the case of p ≥ n, with both quantities growing to infinity, and then also analysis of handling the uncertainty created by a technical term, estimating that term, and using in a new constrained maximum Sharpe ratio which will be estimated consistently.
Third, we consider the Sharpe ratios in Global Minimum Variance portfolio and Markowitz mean-variance portfolio. Our analysis uncovers consistent estimators even when p > n. We also conduct simulations and out-of-sample forecasting exercises. Our method performs well. The reason of the good performance is due to the correlation structure of the excess asset returns, the test (out-of-sample, empirics) periods that we analyze have small number of large correlations, hence more in line with our sparsity assumptions which can be seen in Figure 1 . In Figure 1 , Sub Sample 1 and Sub Sample 2 correspond to two out-of-sample data periods in Section 7. Also in the same figure we super-impose a simulation design that comes from a much used factor model design in Section 6 . There the factor design does not confirm with two sub-periods that we analyze via real life data.
In other papers, Ledoit and Wolf (2003) , Ledoit and Wolf (2004) propose a linear shrinkage estimator to estimate the covariance matrix and use it in portfolio optimization. Ledoit and Wolf (2017) shows that nonlinear shrinkage works better in out of sample forecasts. Lai et al. (2011) , Garlappi et al. (2007) approach the same problem from a Bayesian perspective by aiming to maximize a utility function tied to portfolio optimization. Another direction of the research improve the performance of the portfolios by introducing constraints on the weights. This is in the case of the global minimum variance portfolio. These are investigated by Jagannathan and Ma (2003) and Fan et al. (2012) . We also see a combination of different portfolios proposed by Kan and Zhou (2007) , Tu and Zhou (2011) .
The paper is organized as follows. Section 2 considers Assumptions and precision matrix estimation. Section 3 considers maximum out of sample Sharpe ratio. Section 4 handles the case of maximum Sharpe ratio when the weights are normalized to one. Section 5 handles Global Minimum Variance and Markowitz mean-variance portfolio Sharpe ratio respectively. Section 6 provides simulations that compare several methods. Section 7 provides an out of sample forecasting exercise. Appendix provides the main proofs, and the Supplement Appendix provides some benchmark results that are used in the main proof section. Let ν l 1 , ν l 2 , ν ∞ are the l 1 , l 2 , l ∞ norms of a generic vector ν. For matrices we have A ∞ , which is the sup norm. 
Assumptions
Define r t := (r t,1 , r t,2 , · · · , r t,p ) ′ as the excess asset returns for a p asset portfolio, which is a p × 1 vector. Define µ as the target excess asset return of a portfolio, µ := (µ 1 , · · · , µ p ) ′ which is a p × 1 vector. Covariance matrix of excess asset returns is: Σ := E(r t − µ)(r t − µ) ′ , we define the sample covariance matrix of excess asset returnŝ
Denoter := 1 n n t=1 r t which is a p × 1 vector of mean excess asset returns. The matrix of excess asset returns (demeaned) is r * , which is n × p matrix. To make things more clear set r * t,j := r t,j −r j which is the demeaned t th period, j th asset's excess return, andr j := 1 n n t=1 r t,j . Also set r * j as the j th asset's demeaned excess return (n × 1 vector), j = 1, 2, · · · , p. Set r * −j as the matrix of demeaned excess returns (n × p − 1 matrix), except the j th one. Let r * t,−j represent the p − 1 vector of excess returns for all except the j th one. Also setμ :=r.
To understand the assumptions we define a model that will link us to nodewise regression concept in the next section. For t = 1, · · · , j, · · · , n
where η t,j is the unobserved error. This is equation (5) in Chang et al. (2019) . For the iid case, see equation (B.30) of Caner and Kock (2018) .
Here we provide the assumptions.
Assumption 1. There exist constants that are independent of p and n, such that K 1 > 0, K 2 > 1,
Assumptions 1-2(i)-3 are from Chang et al. (2019) . Assumption 1 allows us to use exponential tail inequalities used by Chang et al. (2019) . Assumption 2(ii) does not allow zero return for all assets, also all returns should be finite. For technical and practical reasons, we do not allow local to zero returns too. Assumption 2 prevents the case of zero maximum Sharpe ratio. Assumption 3 allows for weak dependence in data. Chang et al. (2019) shows that causal ARMA processes with continuous error distributions are β mixing with exponentially decaying β k . Stationary GARCH models with finite second moments and continuous error distributions satisfy Assumption 3. Some stationary Markov chains also satisfy Assumption 3. Note that we benefit from first and fourth result of Lemma 1 in p.70-71 Chang et al. (2019) , so our ρ condition is a subset of theirs.
Precision Matrix Formula
In this subsection, we provide precision matrix formula. This subsection is taken from Callot et al. (2019) , we repeat so that it will become clear how precision matrix estimate is derived in the next subsection. Next subsection shows how this is related to the concept of the nodewise regression.
We show how a formula for Θ := Σ −1 can be obtained under strictly stationary time series excess asset return. This is an extension of iid case in Caner and Kock (2018) . Let Σ −j,−j represent the p − 1 × p − 1 submatrix of Σ where the jth row and column have been removed. Also Σ j,−j is the j th row of Σ with j th element removed. Then Σ −j,j represent the j th column of Σ with its j th element removed. From the inverse formula for the block matrices, we have the following for the j th main diagonal term
and for the j th row of Θ with j th element removed
We now try to relate (2)(3) to a linear regression that we describe below in (7). Define γ j (p − 1 × 1 vector) as the value of γ that minimizes
for all t = 1, · · · , n. We can get a solution as
by using strict stationary of the data. Using symmetry of Σ and (4) we can write (3) as
Define the following Σ −j,j := Er * t,−j r * t,j , Σ −j,−j := Er * t,−j r * ′ t,−j . By (1), η t,j := r * t,j − (r * t,−j ) ′ γ j . Then it is easy to see by (4),
This means that we can formulate (1) as a regression model with covariates orthogonal to errors
for t = 1, · · · , n . We can see that Θ j,−j and hence all the row Θ j is sparse if and only if γ j is sparse by comparing (5) and (7).
To derive a formula for Θ we see that given (6)(7)
where we use (4) in the last equality in (8). Now define τ 2 j := Eη 2 t,j for t = 1, · · · , n, j = 1, · · · , p. By (8)
where we use (2) for the second equality. Next, define a p × p matrix
and to get (10) we use (2) and (9)
and by (5) with (11)
Optimality of Nodewise Regression
As seen in the abstract, the idea of nodewise regression is developed by Meinshausen and Bühlmann (2006) . Nodewise regression stems from the idea of the neighborhood selection. In a portfolio, neighborhood selection (nodewise regression) will select a "neighborhood" of a j th asset return (excess) in a way that the smallest subset of return of other assets in a portfolio will be conditionally dependent with this j th asset return. All the conditionally independent assets will receive a zero in precision matrix. This method carries an optimality property when the asset returns are normally distributed. The normality assumption will be used only in this subsection. Best predictor for an excess asset return, r * t,j in the portfolio of p assets is its neighborhood. Denote this neighborhood by A. Then
where A ⊆ Γ −j , and Γ −j = Γ − {j}, and Γ = {1, 2, · · · , j, · · · , p}. This is equation (2) in Meinshausen and Bühlmann (2006) , and there is detailed explanation for this result.
Estimate
A possible way of estimating precision matrix when the number of assets is larger than the sample size is by nodewise regression. In time series this is developed by Chang et al. (2019) . Callot et al.
(2019) also use these results in portfolio risk. Here we summarize the concept as in Callot et al. (2019) . This is a concept based on exact formula for the precision matrix. We borrow the main concepts from Bühlmann and van de Geer (2011). The precision matrix estimate follows the steps below.
1. Lasso nodewise regression is defined as, for each j = 1, 2, · · · , p γ j = argmin
where λ j is a positive tuning parameter (sequence) and its choice which will be discussed in simulation section. Let S j be the set of coefficients which are nonzero in row j of Σ −1 , and let s j = |S j | be their cardinality. The maximum number of nonzero coefficients is set ats = max 1≤j≤p s j . So we set a sparsity assumption. Alternative, but costly in notation, is weak sparsity where we allow for absolute l th power sum of coefficients in each row of the precision matrix to be diverging, but not a faster rate than the sample size. This of course demands a larger tuning parameter compared with sparsity assumption in practice. It is easy to incorporate weak sparsity to the proofs as can be seen in Lemma 2.3 of van de Geer (2016). In order not to prolong the paper we have not pursued this track, and required sparsity.
2. Setup the following matrix, that will be key input in the precision matrix estimatê
3. Another key input is the following diagonal matrix with each scalar elementτ 2 j , j = 1, · · · , p
FormT 2 = diag(τ 2 1 , · · · ,τ 2 p ), which is p × p matrix. 4. Set the precision matrix estimate (nodewise) asΘ =T −2Ĉ p .
We provide the first result in Lemma 1 of Chang et al. (2019) respectively in the following Theorem. The iid data case with bounded moments is established in Caner and Kock (2018) Theorem 1. Under Assumptions 1-3,
Note that Lemma 1 of Chang et al. (2019) applies to estimation of sample covariance, whereas our Theorem shows estimation of sample mean. From the proof of Lemma 1 for sample covariance in Chang et al. (2019) , sample mean estimation can be shown as well.
We provide the following assumption for the sparsity of coefficients in the nodewise regression estimate.
Assumption 4. We have the following sparsity condition
This is standard in the high dimensional econometrics literature. By Assumption 4 it is easy to see that via Theorem 1, the rows of the precision matrix are estimated consistently. Sparsity of precision matrix does not imply covariance matrix to be sparse as well. It is possible to have Toeplitz structure in covariance matrix which is non-sparse but sparsity in precision matrix.
Why use Nodewise Regression?
In finance, our method leads to considering more complicated cases of p > n, and p/n → ∞, when both p, n → ∞. We also allow p = n case where this is a hindrance to technical analysis is some shrinkage papers such as in the illuminating and very useful Ledoit and Wolf (2017) . Our theorems also allow for non-iid data. Our technique should be seen as a complement to existing factor model and shrinkage ones, and carry a certain optimality property as outlined in subsection 2.3. Also with our technique, we can get mean-variance efficiency even when p > n in case of the maximum out-of-sample maximum Sharpe-ratio.
Maximum Out of Sample Sharpe Ratio
This section analyzes the maximum out of Sharpe ratio that is considered in Ao et al. (2019) . There are no constraints in portfolio weights unlike section 4.1. Equation (A.2) of Ao et al. (2019) defines the estimated maximum out of sample ratio when p < n, with inverse of sample covariance matrix used as an estimator for precision matrix estimate, as:
, and the theoretical version as
Then equation (1.1) of Ao et al. (2019) shows that when p/n → r 1 ∈ (0, 1), the above plug-in maximum out of sample ratio cannot consistently estimate the theoretical version. We provide a nodewise version of the plug-in estimate which can even estimate the theoretical Sharpe ratio when p > n. Our maximum out of sample Sharpe ratio estimate by using nodewise estimateΘ is:
Remarks. 1. Note that p.4353 of Ledoit and Wolf (2017) shows that maximum out of sample Sharpe-ratio is equivalent to minimizing a certain loss function of the portfolio. The limit of the loss function is derived under an optimal shrinkage function in their Theorem 1. After that they provide an estimable shrinkage function even in the cases of p/n → r 1 ∈ (0, 1) ∪ (1, +∞). Their proofs allow for iid data.
2. Ao et al. (2019) provide new results of the mean-variance efficiency of a large portfolio when p < n, and returns of the assets are normally distributed. They provide a novel way of estimating return and the risk. This involves lasso-sparse estimation of weights of the portfolio.
Mean Variance Efficiency When p > n
This subsection shows formally we can get mean-variance efficiency in an out-of-sample context when the number of assets in the portfolio is larger than the sample size, hence a new result in the literature. Previously Ao et al. (2019) show this is possible when p ≤ n, when both p, and n are large. That article is a very important contribution since they also showed other methods before them could not get that result, and it is a difficult issue to deal with. Given a risk level of σ > 0 and finite, the optimal weights of a portfolio is given in (2.3) of Ao et al. (2019) in an out-of-sample context. This comes from maximizing expected portfolio return subject to its variance of portfolio returns is constrained by square of the risk. Since Θ := Σ −1 , the formula for weights are
The estimates that we will useŵ
We are interested in maximized out-of-sample expected return µ ′ w oos , and its estimate µ ′ŵ oos . Also we are interested in the out-of-sample variance of the portfolio returns w ′ oos Σw oos , and its estimatê w ′ oos Σŵ oos . Note also that by the formula from weights w ′ oos Σw oos = σ 2 , given Θ := Σ −1 . Below we show that our estimates based on nodewise regression are consistent, and furthermore we also provide rate of convergence results.
Remarks. 1. From the results clearly we allow p > n, and still there is consistency. Also the sparsity of the maximum number of nonzero elements in a row of the precision matrixs can grow to infinity but at a rate not larger thans = o( n/lnp).
2. So we even can allow p = exp(n κ ), with 0 < κ < 1, ands can be a slowly varying function in n. This clearly shows it is possible to have p/n → ∞ in that scenario. Also we can have p = n 2 , ands = o( n/lnn), and p/n → ∞. The case for p = 2 * n is also possible withs = o( n/lnn),
with p/n = 2.
3. From the rates, it is clear that we are penalized by the number of assets, but in a logarithmic fashion, hence makes our method feasible to use in large portfolio cases.
Maximum Sharpe Ratio: Portfolio Weights Normalized to One
In this section we define the maximum Sharpe ratio when the weights of the portfolio are normalized to one. This in turn will depend on a critical term that will determine the formula below.
The maximum Sharpe Ratio is defined as, with w as the p × 1 vector of portfolio weights
where 1 p is a vector of ones. This maximal Sharpe Ratio is constrained to have weights of the portfolio adding up to one. Maller et al. (2016) shows that depending on a scalar, it has two solutions. When 1 ′ p Σ −1 µ ≥ 0 we have the square of the maximum Sharpe Ratio:
These are the equations (6.1) of Maller et al. (2016) . Equation (13) is used in the literature, and this is the formula when the weights do not necessarily add up to one given a return constraint as in Ao et al. (2019) .
These can be estimated by their sample counterparts, but in case of p > n,Σ is not invertible, so we need to use new tools from high dimensional statistics. We analyze the nodewise regression precision matrix estimate of Meinshausen and Bühlmann (2006) . This was denoted byΘ. So we analyze the asymptotic behaviour of estimate of the maximal Sharpe Ratio squared via nodewise regression. We will also introduce maximum Sharpe ratio which takes care of the uncertainty about whether we should analyze M SR or M SR c . This is
The estimators of M SR, M SR c , M SR * will be introduced in the next subsection.
Consistency and Rate of Convergence of Constrained Maximum Sharpe

Ratio Estimators
First of all, when 1 ′ p Σ −1 µ ≥ 0, we have the square of maximum Sharpe ratio as in (13). To get an estimate by using nodewise regression we replace Σ −1 withΘ. Namely, estimate of the square of maximum Sharpe ratio is:
Using the result in Theorem 1 we can obtain the consistency of maximum Sharpe Ratio (squared)
Remark. As far as we can search we are not aware of a result that deals with MSR when p > n, and p can grow exponentially in n. We also allow for time series, and establish a rate of convergence. The rate shows that precision matrix non-sparsity can affect estimation error badly.
The number of assets on the other hand can also increase the error by in a logarithmic scale.
Note that maximum Sharpe ratio above rely on 1 ′ p Σ −1 µ ≥ 0, where 1 p is a column vector of ones. This has been pointed out recently in equation (6.1) Maller et al. (2016) . If 1 ′ p Σ −1 µ < 0 the Sharpe ratio is minimized as shown in p.503 of Maller and Turkington (2002) . The new maximal Sharpe ratio in the case when 1 ′ p Σ −1 µ < 0 are in Theorem 2.1 of Maller and Turkington (2002) . The square of the maximum Sharpe ratio when 1 ′ p Σ −1 µ < 0 is given in (14). An estimator in this case is,
The optimal portfolio allocation for such a case is given in (2.10) of Maller and Turkington (2002) . The limit for such estimators, when the number of assets are fixed (p fixed) is given in Theorems 3.1b-c of Maller et al. (2016) .
We set up some notation for the next theorem.
Remarks. 1.Condition AD − B 2 ≥ C 1 > 0 is not restrictive and used in Callot et al. (2019) and is a condition that helps us to get a finite optimal portfolio variance in Markowitz (1952) mean variance portfolio below.
2. Exactly in Theorem 4, we allow p > n, and also time series data is allowed unlike iid or normal return cases in the literature when dealing with large p, n. Theorem 5 is new, and will help us establish a new MSR result in the following Theorem.
We provide an estimate that takes into account uncertainties about the term 1 ′ p Σ −1 µ. Note that term can be consistently estimable, and this is shown in Lemma A.3 in the Supplement Appendix.
A practical estimate for a maximum Sharpe ratio that will be consistent is:
where we excluded case of 1 ′ pΘμ = 0 in the estimator. That specific scenario is very restrictive in terms of returns and variance. Note that under a mild assumption on the term, |1 ′ p Σ −1 µ| below in Theorem 6, , we show that by (A.56)(A.57)(A.60)(A.61) when 1 ′ p Σ −1 µ > 0 we have 1 ′ pΘμ > 0, and when 1 ′ p Σ −1 µ < 0 we have 1 ′ pΘμ < 0 with probability approaching one.
and assuming |1 ′ p Σ −1 µ|/p ≥ C > 2ǫ > 0, with a sufficiently small positive ǫ > 0, and C is a positive constant,
shows that apart from a small region around 0, we include all cases. This is similar to β − min condition in high dimensional statistics to achieve
which is a sum measure of roughly theoretical mean divided by standard deviations. It is difficult to see that this double sum in p will be a small number, unless the terms in the sum cancel each other. So we exclude that type of case with our assumption. Also ǫ is not arbitrary, from the proof this is the upper bound on the |B − B| in Lemma A.3 in Supplement Appendix, and it is of order
where the asymptotically small term is by Assumption 4.
2. In the case of p > n we only consider consistency since standard Central Limit Theorems (apart from the ones in rectangles, or sparse convex sets) do not apply, and ideas such as multiplier bootstrap and empirical bootstrap with self normalized moderate deviations result do not extend to this specific Sharpe ratio formulation.
3. This is a new result taking into account all portfolio weights sum to one, and the uncertainty about the term 1 ′ p Σ −1 µ. We allow p > n, and time series data as well. 4. When the precision matrix is non-sparse, i.e.s = p, we have the rate of convergence as p lnp/n. To get the estimation error to converge to zero we need p √ lnp = o(n 1/2 ). In non-sparse precision matrix case case clearly we allow only p << n.
Commonly Used Portfolios with Large Number of Assets
Here we provide consistent estimates of Sharpe ratio of Global Minimum Variance portfolio, and
Markowitz mean variance portfolios when p > n.
Global Minimum Variance Portfolio
In this part, we analyze not the maximum Sharpe ratio under the constraints of portfolio weights adding up to one, but the Sharpe ratio we can infer from Global Minimum Variance Portfolio. This is the portfolio that weights are chosen to minimize the variance of the portfolio subject to weights adding up to one. Specifically
Mainly this is similar to maximum Sharpe ratio problem but we minimize the square of denominator in the Sharpe ratio definition subject to the same constraint in the maximum Sharpe ratio case above. Solution to the above problem is well known and is given by
Next substitute these weights in the Sharpe ratio formula, normalized by number of assets
We estimate (17) by nodewise regression
As far as we know the following theorem is a new result in the literature when p > n, and establishes both consistency and rate of convergence in case of Sharpe ratio in global minimum variance portfolio.
Remark. We see that large p only affects the error by a logarithmic factor. Estimation error increases with non-sparsity of precision matrix. Markowitz (1952) portfolio selection is defined as finding the smallest variance given a desired expected return ρ 1 . The decision problem is
Markowitz Mean Variance Portfolio
The formula for optimal weight is
We define the estimators of these terms asÂ = 1 ′ pΘ 1 p /p,B = 1 ′ pΘμ /p,D =μ ′Θμ /p. The optimal variance of the portfolio in this scenario is, normalized by number of assets
The estimate of that variance is:V
By our constraint:
Using the variance V above
The estimate of the Sharpe ratio under Markowitz mean variance portfolio is
We provide the consistency of the maximum Sharpe ratio (squared) in this framework, when the number of assets are larger than the sample size. This is a new result in the literature.
Theorem 8. Under Assumptions 1-4 with condition |1 ′ p Σ −1 µ/p| ≥ C > 2ǫ > 0 and AD − B 2 ≥ C 1 > 0, Aρ 2 1 − 2Bρ 1 + D ≥ C 1 > 0, with ρ 1 is uniformly bounded away from zero and infinity we have SR
Remarks. 1. Conditions AD − B 2 ≥ C 1 > 0 shows variance is bounded away from infinity, and
Aρ 2 1 − 2Bρ 1 − D ≥ C 1 > 0 restricts the variance to be positive, and bounded away from zero. 2. We provide rate of convergence of estimators and it increases with p in a logarithmic way, and the non-sparsity of the precision matrix affects the error in a linear way.
Simulations
Models and Implementation Details
In this section, we compare the Nodewise Regression with several models in a simulation exercise.
The two aims of the exercise are to see whether our method achieves consistency under a sparse Nonlinear shrinkage is a method of that determines the amount of shrinkage of each eigenvalue in the covariance matrix individually with respect to a particular loss function. The main aim is to increase the value of the lowest eigenvalues, and decrease the largest eigenvalues to stabilize the high dimensional covariance matrix. This is a very novel, and great idea. Ledoit and Wolf (2017) proposed a function that captures the objective of an investor using portfolio selection. As a result they have an optimal estimator of the covariance matrix for portfolio selection for a large number of assets. The method SF-NL-LW extracts a single factor structure from the data prior to the estimation of the covariance matrix, which is simply an equal weighted portfolio with all assets.
Finally, the MAXSER starts with the estimation of adjusted squared maximum Sharpe Ratio that is used in a penalized regression to obtain the portfolio weights. Of all the discussed models, the MAXSER is the only one that does not use an estimate of the precision matrix in a plug-in estimator of the maximum Sharpe Ratio.
As for implementations, the POET and both models from Ledoit and Wolf (2017) are available in the R packages POET Fan et al. (2016) and nlshrink Ramprasad (2016) . The SF-NL-LW needed some minor adjustments following the procedures described in Ledoit and Wolf (2017) . For the MAXSER we followed the steps for the non factor case in Ao et al. (2019) and we used the package lars (Hastie and Efron, 2013) for the penalized regression estimation. We estimated the Nodewise regression following the steps in Section 2.4 using the glmnet package Friedman et al. (2010) package for the penalized regressions. We used two alternatives to select the regularization parameter λ, a 10-fold cross validation (CV) and the Generalized Information Criterion (GIC) from Zhang et al. (2010) .
The GIC procedure starts by fittingγ j in subsection 2.4 for a range of λ j that goes from the intercept only model to the biggest feasible model. This is automatically done by the glmnet package. Then, for the GIC procedure we calculate the information criterion for a given λ j among range of all possible tuning parameters
where SSR(λ j ) is the sum squared errors for a given λ j , q(λ j ) is the number of variables, given a λ j , in the model that are nonzero and p is the number of assets. The last step is to select the model with the smallest GIC. Once this is done for all assets j = 1, . . . , p we can proceed to obtain Θ GIC .
For the CV procedure we split the sample in k subsamples and fit the model for a range of λ j just like in the GIC procedure. However we will fit models in the subsamples. We estimate the models always in k − 1 subsamples leaving one subsample as a test sample, where we compute the mean squared error (MSE). After repeating the procedure using all k subsamples as test we finally compute the average MSE across all subsamples and select the λ j for each asset j that yield the smallest average MSE. We can then use the estimatedγ j to obtainΘ CV .
Data Generation Process and Results
We used two DGPs to test the Nodewise regression. The first DGP consists of a Toeplitz covariance matrix of excess asset returns where
with values ρ equal to 0.25, 0.5 and 0.75 and the vector µ sampled from a Normal distribution N (0.5, 1).
The second DGP is based on a simplified version of the factor DGP in Ao et al. (2019):
where f j are the factor returns, β j,k are the individual stock sensitivities to the factors, and α j + e j represent the idiosyncratic component on each stock. We adopted the Fama & French three factors 1 (FF3) monthly returns as factors with µ f and Σ f being the factors sample mean and covariance matrix. The β's, α's andΣ e were estimated using a simple least squares regression using returns from the S&P500 stocks that were part of the index in the entire period of 2008 to 2017. In each simulation, we randomly selected P stocks from the pool with replacement because our simulations require more than the total number of available stocks. We then used the selected stocks to generate individual returns with Σ e = γdiag(e j ), where gamma is assumed to be 1, 2 and 4. Sharpe Ratio, the Sharpe Ratio from the Global Minimum Variance and the Sharpe Ratio from the Markowitz portfolio with target returns set to 1%. So there are four categories to evaluate the different estimates. The MAXSER risk constraint was set to 0.04 following Ao et al. (2019) . We ran 100 iterations. All bold face entries in Tables show category champions.
To start with Table 1 , we clearly see our method performs very well under a sparse Toeplitz scenario. When the correlation is 0.5, and 0.75, our method has the smallest error among all others with MSR and MSR-OOS. We also see that with GMV-SR and MKW-SR scenarios, SF-NL-LW method does the best generally. To give a specific example, with N = 400, p = 600 and ρ = 0.75, our OOS-MSR error is 0.118 (GIC based nodewise) and the second best is our CV based nodewise with 0.259 and third one is: SF-NL-LW has 0.868 error. On the other hand, in GMV-SR category, the best is SF-NL-LW with 0.551 error whereas our best method is GIC nodewise with 0.664 error as third among methods.
Also we see that consistency is achieved with our methods as our theorems suggest under sparse scenario as in Table 1 . To see this, with N = 100, p = 150, our error in OOS-MSR category is 0.336 (GIC, Nodewise) and declines to 0.118 at N = 400, P = 600 at ρ = 0.75. Similar results exist in all other categories for our method in Table 1 . Minimum Variance and Markowitz mean-variance portfolio. We also note that MAXSER gets the best results generally in estimating out-of-sample Maximum Sharpe ratio when p = N/2. 
Empirical Application
For the empirical application, we used data from stocks covering the monthly period between January 1995 to December 2017. Our data has 395 stocks that were in the S&P 500 during the period. Given that this is an out-of-sample competition between models, we only estimated GMV The Markowitz return constraint ρ 1 is 2% and the MAXSER risk constraint is 4%. In the low dimension experiment, we randomly selected 100 stock from the pool to estimate the models. In the high dimensional case, we use all 395 stocks.
We used a rolling window setup for the out-of-sample estimation of the Sharpe Ratio following Callot et al. (2019) . Specifically, samples of size n are divided in in-sample (1 : n I ) and out-ofsample (n I + 1 : n). We start by estimating the portfolioŵ nI in the in-sample period and the out-of-sample portfolio returnsŵ ′ nI r n I +1 . Then we roll the window by one element (2 : n I + 1) and form a new in-sample portfolioŵ n I +1 and out-of-sample portfolio returnsŵ n I +1 r n I +2 . This procedure was repeated until the end of the sample.
The out-of-sample average return and variance without transaction costs arê
We estimated the Sharpe Ratios with and without transaction costs. The transaction cost, c, is defined as 50 basis points following DeMiguel et al. (2007) . Let r P,t+1 =ŵ ′ t r t+1 be the return of the portfolio at period t + 1, on the presence of transaction costs the returns will be defined as
whereŵ + t,j =ŵ t,j (1 + R t+1,j )/(1 + R t+1,P ) and R t,j and R t,P are the excess returns of asset j and the portfolio P added to the risk-free rate. The adjustment made inŵ + t,j is due to the fact that the portfolio in the end of the period has changed compared to the portfolio in the beginning of the period.
The Sharpe Ratio is calculated from the average return and the variance of the portfolio in the out-of-sample period SR =μ oŝ σ os .
The portfolio returns being replaced by the returns with transaction costs when we calculate the Sharpe ratio with transaction costs.
We use the same test as Ao et al. (2019) to compare the models. Specifically,
where SR Best is the model with the biggest Sharpe Ratio, which is tested against all remaining models. This is the Jobson and Korkie (1981) test with Memmel (2003) correction.
In empirics section we also included Equally Weighted Portfolio (EW). GMV-NW-GIC, GMV-NW-CV denote the nodewise method with GIC and Cross validation tuning parameter choices respectively in Global Minimum Variance Portfolio(GMV). GMV-POET, GMV-NL-LW, GMV-SF-NL-LW denote the POET, Nonlinear Shrinkage, Single Factor Nonlinear Shrinkage methods are described in the simulation section and used in Global Minimum Variance Portfolio as well.
MAXSER is also used and explained in the simulation section. MW denotes the Markowitz mean variance portfolio, and MW-NW-GIC denotes the nodewise method with GIC tuning parameter selection in Markowitz portfolio. All the other methods with MW headers are self-explanatory in the same way.
The results are presented in Tables 3 and 4 . Table 3 shows the results for the 2010-2017 subsample, which is basically a expansion period. Nodewise using the GIC to select the tuning parameter in a GMV portfolio had the biggest Sharpe-Ratios in all cases except the low-dimensional case with no transaction costs, where MAXSER performed very well. However, the subpool procedure required by the MAXSER makes it highly affected by transaction costs because the portfolio changes a lot between periods.
To give an example, with Transaction Costs in the high dimensional portfolio category, Sharpe-Ratio (SR) (averaged over out-of-sample time period), GMV-NW-GIC is the best. It has the SR of 0.375. GMV-POET, GMV-NL-LW, GMV-SF-NL-LW have SR of 0.263, 0.265, 0.266 respectively.
These are all statistically different from our nodewise method at 10% level. If we were to analyze only the Markowitz portfolio in Table 3 , with Transaction Costs in high dimensions, MW-NW-GIC has the highest SR of 0.314. So even in sub-category wise nodewise method dominates. Table 4 shows the results for the 2006-2017 sub-sample. In this case we have the entire subprime crisis in the test sample and the Sharpe Ratios are smaller for all models. We see again in all four categories, low dimension without transaction costs, high dimension without transaction costs, and low dimension with transaction costs, high dimension with transaction costs, Nodewise methods dominate. Specifically, GMV-NW-GIC, GMV-NW-CV, GMV-NW-GIC, GMV-NW-GIC are the leaders in each of the four categories explained above, respectively. However, some of the alternatives are not statistically significant in this Table 4 . In this Table with Transaction Costs in the low dimensional category, GMV-NW-GIC has the highest SR with 0.220, but this is not stastistically significantly different from its alternatives at 10% level. Note that to understand better why we perform well in the out-of-sample exercise we put correlation matrices for the two periods that we analyzed. Sub Sample 1 corresponds to January 
Conclusion
In this paper we provide a nodewise regression method that can control the risk and get the maximum expected return of a large portfolio. Our result is new and holds even when p > n. We also show maximum-out of sample Sharpe ratio can be estimated consistently. Furthermore, we also develop a formula for maximum Sharpe ratio when weights of the portfolio add up to one. A consistent estimate for the constrained case is also shown. Then we extend our results to consistent estimation of Sharpe ratios in two widely used portfolios in the literature. It will be important to extend our results to more restrictions on portfolio.
Appendix
This appendix has the proofs. Proof of Theorem 2. (A.2) of Ao et al. (2019) shows the squared ratio of the estimated maximum out of sample Sharpe ratio to the theoretical one can be written as
The proof will consider the numerator and the denominator of the squared maximum out of sample Sharpe ratio. We start with the numerator.
Consider the fraction on the right side. Start with the numerator in (A.2).
where we use (A.99)-(A.101) for the rates and the dominant rate at last equality is by Assumption 4. Next we analyze the denominator in (A.2). By definition Θ := Σ −1 , and using (A.41) the denominator is bounded away from zero. Then by Assumptions 2, 4, (A.3)(A.41)
We now try to show that the denominatorμ ′Θ ΣΘμ
In that respect, keeping in mind that symmetric Θ = Σ −1
We can writeΘμ − Θµ = (Θ − Θ)μ + Θ(μ − µ). (A.7)
Using (A.7)
First we consider (A.8)
where we use Holder's inequality for the third inequality, and Theorem 1(i), (ii) and Assumption 2 for the rate. Now consider (A.9), and by definition Θ := Σ −1 .
by (A.97)(A.100) for the second equality, and the dominant rate in third equality can be seen by Assumption 4. Next, consider (A.10), and remembering Θ : 
by Assumption 2. Combine (A.18)(A.19) in the second term on the right side of (A.6) to have by Assumption 2, Assumption 4 In (A.21) consider the denominator, by w oos definition and Θ := Σ −1 , by Assumption 2
by (A.41). We consider the numerator in (A.21). Next, set a p × 1 vector asŷ = σΘμ, and another p × 1 vector y = σΘµ, a positive scalar x = (µ ′ Θµ) 1/2 , and its estimate asx = (μ ′Θμ ) 1/2 . This is done to clarify the algebraic steps without going through burdensome notation. Now analyze the weights in the numerator in (A.21).
We can further simplify the above expression as
where we use add and subtract yx to the numerator for the first equality, and triangle inequality for the inequality. Since we simplified a bit on the expected return estimation, we turn to all the elements in (A.23). First
where we use simple add and subtract and then triangle inequality. In (A.24) consider each of the right side terms. By Lemma A.1 and Theorem 1
By Lemma A.1, (B.55) of Caner and Kock (2018) and Theorem 1
Next analyze the third term in (A.7) where we use Θ := Σ −1 definition, Lemma A.5 and Assumption 2. Also by Assumption 2 
Now we have all the terms in (A.23). We start with the first term on the right side of (A.23). To analyze the denominator see that by Assumption 4, we have |x − x| = o p (1) in (A.32). Then by (A.29)(A.30) and |x − x| = o p (1) as shown above
To analyze the numerator for the first right side term in (A.23), we use (A.28)(A.29) 
Then by Assumption 2, seeing that Σ −1 = Θ by definition 
We analyze the denominator in (A.63). To that effect, by Assumption 2,
By the condition in the statement of Theorem 7
Then by Lemma A.2 Proof of Theorem 8. To ease the notation in the proofs, set AD−B 2 = x, Aρ 2 1 −2Bρ 1 +D = y. The estimates will bex =ÂD −B 2 ,ŷ =Âρ 2 1 − 2Bρ 1 +D. Then Now we analyze each of the terms above. Sinceμ = n −1 n t=1 r t ,
where we use Holder's inequality in the first inequality, and Lemma A.1 with M =Θ − Θ, x = 1 p in the second inequality above, and the rate is by Theorem 1. So we consider (A.86) above. Since we have Assumption 2, µ ∞ < c u < ∞, where c u is a positive constant.
where we use Holder's inequality in the first inequality, and Lemma A.1 with M =Θ − Θ, x = 1 p in the second inequality above, and the rate is by Theorem 1. Now consider (A.87). where Holder's inequality is used for the first inequality above, and the inequality Lemma A.1, with M =Θ − Θ and x = µ for the second inequality above, and for the third inequality above we use µ ∞ ≤ c u , and for the rates we use Theorem 1. Then we consider (A.96),
where Holder's inequality is used for the first inequality above, and the inequality Lemma A.1, with M =Θ − Θ and x = µ for the second inequality above, and for the third inequality above we use µ ∞ ≤ c u , and for the rate we use Theorem 1. Note that the last rate above in (A.101) derives our result, since it is the largest rate by Assumption 4.
Combine Q.E.D.
The following lemma establishes orders for the terms in the optimal weight, A, B, D. Note that both A, D are positive by Assumption 2, and uniformly bounded away from zero. Proof of Lemma A.5. We do the proof for term D = µ ′ Θµ/p. The proof for A = 1 ′ p Θ1 p /p is the same. D = µ ′ Θµ/p ≤ Eigmax(Θ) µ 2 2 /p = O(1),
where we use the fact that each µ j is a constant as in Assumption 2, and the maximal eigenvalue of Θ = Σ −1 is finite by Assumption 2. For term B, the proof can be obtained by using Cauchy-Schwartz inequality first and the using the same analysis for terms A and D.Q.E.D. Next we need the following technical lemma, that provides the limit and the rate for the denominator in optimal portfolio. 
