In epidemic or gossip-based multicast protocols, each node simply relays each message to some random neighbors, such that all destinations receive it at least once with high probability. In sharp contrast, structured multicast protocols explicitly build and use a spanning tree to take advantage of efficient paths, and aim at having each message received exactly once. Unfortunately, when failures occur, the tree must be rebuilt. Gossiping thus provides simplicity and resilience at the expense of performance and resource efficiency.
Introduction
Epidemic multicast protocols, also known as probabilistic or gossip-based, operate by having each node relay every message to a set of neighbors selected at random [2, 5, 16, 13] . The procedure is repeated for a number of rounds such that the message is delivered to all destinations with high probability. As neighbors are uniform randomly chosen, the load is balanced among all nodes: Over time, all nodes send and receive approximately the same number of messages. This fails to take advantage of nodes and links with higher capacity. In addition, a large number of redundant message transmissions happen, leading to a poor latency/bandwidth tradeoff.
In sharp contrast, structured multicast protocols work by explicitly building a dissemination structure according to predefined efficiency criteria [8, 3, 19, 18, 23] , and then use it to convey multiple messages. Therefore, nodes with higher capacity can offer a bigger contribution to the global dissemination effort by having larger degrees or being assigned closer to the root of the tree. Nodes in the leaves of the tree are not required to contribute to the message dissemination effort.
The tradeoff between gossip and structured approaches is clear: By avoiding the need to build and maintain a spanning tree, epidemic multicast provides extreme simplicity. The resulting evenly balanced load is a key factor to achieve resilience and scalability. On the other hand, structured multicast provides better resource usage (and thus higher performance when the network is stable) by optimizing the cost of the spanning tree according to efficiency criteria such as network bandwidth and latency. However, structured approaches have to deal with the complexity of rebuilding the tree when faults or network reconfiguration occurs.
In this paper, we aim at combining the best of both approaches, namely, the simplicity, scalability and resilience of epidemic multicast with the performance of structured multicast. The challenge is to incorporate efficiency criteria in a gossip protocol without affecting its probabilistic properties. Our current proposal builds on the ideas first introduced in [15] , which point out that the combination of lazy and eager push gossip can promote an asymmetrical resource usage in a gossip protocol. By combining this technique with knowledge about the environment, one can make transmissions that lead to message deliveries to use preferably the nodes and links that match a target efficiency criteria. In some sense, instead of imposing a multicast structure by construction, we let this structure to emerge probabilistically from the operation of the gossip protocol, without altering the original gossip pattern.
The main contributions of the paper are the following: (i) it proposes a technique to exploit knowledge about the network topology to obtain an emergent structure that results in actual performance improvements in the data dissemination process, and (ii) it offers an extensive evaluation of the proposed technique in a realistic network setting.
The rest of this paper is structured as follows. Section 2 presents the rationale underlying our proposal. Section 3 proposes an epidemic multicast protocol that enables emergent structure according to a configurable strategy module. Section 4 introduces several sample strategies. Section 5 presents the experimental environment, used in Section 6 to evaluate the approach. Section 7 compares our proposal with related work. Finally, Section 8 concludes the paper.
Overview

Background
Gossip-based multicast protocols are often based on an eager push gossip approach [5, 16, 13] : A gossip round is initiated by a node that has received a message, relaying it to a number of targets. This simple strategy has however a large impact on bandwidth used, as the fanout required for atomic delivery leads to multiple copies of each message being received by each destination.
A different tradeoff can be achieved by using a lazy push strategy, which defers the transmission of the payload. In detail, during a gossip round a node will send only an advertisement of the new message. Transmission of the payload is initiated only if the message is unknown by the recipient. This allows message payload to be transmitted once to each destination, at the expense of an additional roundtrip. Lazy transmission has also an impact on the reliability, as the additional round-trip and resulting increased latency widens the window of vulnerability to network faults. The impact is however small for realistic omission rates and can be compensated by a slight increase in the fanout [15] . The net effect is still a much lower bandwidth usage.
In fact, one can mix both approaches in a single gossiping round [15] , thus providing different latency/bandwidth tradeoffs depending on how many messages are eagerly transmitted.
Approach
The approach proposed in this paper stems from the observation that, in an eager push gossip protocol, paths leading to deliveries of each message implicitly build a random spanning tree. This tree is embedded in the underlying random overlay. If one knew beforehand which transmissions would lead to deliveries, one could use eager push gossip for those paths and lazy push gossip for all others. This would achieve exactly once transmission for each destination. Unfortunately, this is not possible, as one cannot predict which paths lead to delivery.
There is however one alternative strategy that is feasible: If one of the embedded trees is selected beforehand for eager push gossip, one increases the likelihood that this tree will lead to more deliveries. This happens because lazy push has additional latency, and paths that use it will be outran by paths that use solely eager push. If one assigns nodes and links with higher capacity to such tree, the performance of the protocol should approach that of a structured overlay. Note that by keeping redundant lazy transmissions, one retains the resilience of the gossip protocol. On the other hand, this strategy requires the explicit maintenance of a tree structure which imposes additional overhead and complexity. Instead of selecting a single embedded tree, in this paper we aim at increasing the likelihood that implicitly created trees in a gossip protocol include nodes and links with higher capacity. Structure is therefore probabilistic: Nodes and links are selected with different probabilities for payload transmission. Therefore, structure emerges from the strategy used for scheduling message payloads in a combined eager/lazy push gossip protocol. The main challenge is thus to achieve emergent structure without global coordination, while at the same time obtaining a meaningful performance advantage.
Architecture
The architecture that we propose to implement our approach is depicted in Fig. 1 . It uses an additional layer that is inserted below a pure eager push gossip protocol. This layer, called the Payload Scheduler, selects when to transmit the message payload (by using a combination of eager push and lazy push) in a transparent manner for the gossip protocol above. The Payload Scheduler layer can be decomposed into three separate components, also depicted in Fig. 1: • The Lazy Point-to-Point module is in charge of intercepting the interaction between the gossip layer above and the transport protocol below. It queries the Transmission Strategy module to decide whether to send the payload immediately (in the case, the exchange is performed in pure eager push mode) or to delay the payload transmission until a request is received. As we will later describe, this module is also in charge of generating and replying to payload requests.
• The Transmission Strategy module is the core component of the Payload Scheduler. It defines the criteria that is used to defer payload transmission at the sender and, at the receiver, when to request a transmission. Note that different strategies may be implemented, according to the criteria that one wants to optimize. We recall that, with each strategy, we aim at having the combined protocol (push gossip plus scheduler) to approximate the behavior of a structured multicast approach.
• The last component of the Payload Scheduler is a Performance Monitor. The role of the performance monitor is to extract, in run-time, performance data about the operation of the system, for instance, by computing round-trip delays. The performance data is used to feed the Transmission Strategy module.
In the remainder of this section, we will describe each component of our architecture in detail as well as all interfaces among them.
Gossip Protocol Layer
As noted before, a fundamental aspect of our approach is that the Payload Scheduler can operate in a manner that is transparent for the operation of the push gossip protocol that lies above. Therefore, our approach can be applied to different gossip protocols, such as [5, 13, 16] .
Nevertheless, for self containment, we depict in Fig. 2 a typical push gossip protocol. This implementation assumes the availability of a peer sampling service [11] providing an uniform sample of f other nodes with the PEERSAMPLE(f ) primitive. It assumes also an unreliable point-to-point communication service, such that a message m can be sent to a node p using the L-SEND(m, p) primitive. A message m is received from a peer p by handling the L-RECEIVE(m, p) up-call. The gossip protocol maintains a set K of known messages (line 2), initially empty. This set is used to detect and eliminate duplicates. In detail, the algorithm works as follows.
• The application calls procedure MULTICAST(d) to multicast a message with payload d (line 3). This simply generates an unique identifier and forwards it (line 4). The identifier chosen must be unique with high probability, as conflicts will cause deliveries to be omitted. A simple way to implement this is to generate a random bit-string with sufficient length.
• Received messages are processed in a similar manner (line 12), with the difference that it is necessary to check for and discard duplicates using the set of known identifiers K (line 13) before proceeding.
• The forwarding procedure FORWARD(i, d, r) (line 5) uses the message identifier i, the payload d and the number of times, or rounds, the message has already been relayed r, which is initially 0. It starts by delivering the payload locally using the DELIVER(d) up-call. Then the message identifier is added to the set of previously known messages K (line 7). This avoids multiple deliveries, as described before. Actual forwarding occurs only if the message has been forwarded less than t times (line 8) [13] and consists in querying the peer sampling service to obtain a set of f target nodes and then sending the message, as in lines 9 and 11. Constants t and f are the usual gossip configuration parameters [6] .
For simplicity, we do not show how identifiers are removed from set K, preventing it from growing indefinitely. This problem has been studied before, and efficient solutions exist ensuring with high probability that no active messages are prematurely garbage collected [5, 13] .
Payload Scheduler Layer
The Lazy Point-to-Point module is the entry point to the Payload Scheduler. It controls the transmission of message payload using a simple negative acknowledgment mechanism. The policy used for each individual message is obtained from the Transmission Strategy module using a pair of primitives:
36 Task 2: • EAGER?(i, d, r, p) is used to determine if payload d for message with identification i on round r should be immediately sent to peer p. Note that if the method always returns true the protocol operates on pure eager push mode. If the method always returns false, the protocol operates on pure lazy push mode.
• (i, s) = SCHEDULENEXT() blocks until it is the time for some message i to be requested from a source s.
From the correctness point of view, any schedule is safe as long as it eventually schedules all lazy requests that have been queued.
The Lazy Point-to-Point module also informs the Transmission Strategy of known sources for each message and when payload has been received using the following primitives:
• QUEUE(i, s) queues a message identifier i to be requested from source node s. The Transmission Strategy module must keep an internal queue of known sources for each message identifier in order to schedule them eventually, unless payload is received first.
• CLEAR(i) clears all requests on message i. Note also that a queue eventually clears itself as requests on all known sources for a given message identifier i are scheduled.
The Lazy Point-to-Point module is depicted in Fig. 3 and uses two separate tasks. Task 1 is responsible for processing transmission requests from the gossip layer and message deliveries from the transport layer. Task 2 runs in background, and performs requests for messages that are known to exists but whose payload has not been received yet. Furthermore, the module maintains the following data structures: a set R of messages whose payload has been received and; a map C, holding the payload and round number for the message (if known).
The module operates as follows. When a message is sent (line 19), the Transmission Strategy module is queried to test if the message should be immediately sent (line 21). If not, an advertisement without the payload is sent instead (line 24). Upon receiving a message advertisement for an unknown message, the Transmission Strategy module is notified (line 27). Upon receiving full message payload, the strategy module is informed (line 31) and it is handed over to the gossip layer (line 32).
Task 2 executes the following loop. The Transmission Strategy module is invoked to select a message to be requested and a node to request the message from (pair (i, s) in line 38). This invocation blocks until a request is scheduled to be sent by the Transmission Strategy module. A request is then sent (line 39). Finally, when a node receives a request (line 33) it looks it up in the cache and transmits the payload (line 35). Note that a retransmission request can only be received as a consequence of a previous advertisement and thus the message is guaranteed to be locally known.
For simplicity, we again do not show how cached identifiers and payloads are removed from C and R, preventing them from growing indefinitely. This is however similar to the management of set K, discussed in the previous section, and thus the same techniques apply.
Finally, the goal of the performance monitor module is to measure relevant performance metrics of the participant nodes and to make this information available to the strategy in an abstract manner. The exported interface of this module is simply METRIC(p), that returns a current metric for a given peer p. This metric is used by the Transmission Strategy to select whether to immediately schedule an eager transmission or when to request lazy transmission from each source. Note that, the performance monitor module may be required to exchange messages with its peers (for instance, to measure roundtrip delays).
The next section discusses different implementations of the Transmission Strategy and of the Performance Monitor modules that aim at achieving different dissemination structures.
Strategies and Monitors
The definition of a Transmission Strategy has two main objectives: (i) avoid as much as possible the redundant transmission of the same payload to any given target node; and (ii) decrease the latency of message delivery. These goals are however conflicting. The first goal can be achieved by using a lazy push strategy in all peer exchanges. Since nodes only gossip IHAVE commands, the recipient can request the payload only once. Unfortunately, each lazy push exchange adds one additional roundtrip to the final delivery latency. On the other hand, a pure eager push strategy minimizes latency at the cost of adding a significant amount of redundancy.
The key to obtaining a better latency/bandwidth tradeoff is thus to select nodes and links that should be preferred in a decentralized fashion. We start however by proposing a couple of strategies that do not take advantage of knowledge about the environment for use as a baseline.
Strategies
Flat This strategy is defined as EAGER?(i, d, r, p) returning true with some probability π or false with probability 1 − π. When π = 1, this defaults to a fully eager push gossip. With π = 0, it provides pure lazy push gossip. In between, it provides different latency/bandwidth tradeoffs, as a different share of gossip messages is handled in a lazy fashion.
When a lazy strategy is used (and IHAVE messages are sent), we need also to consider how retransmissions are scheduled within SCHEDULENEXT() by receivers. In the Flat strategy, the first retransmission request is scheduled immediately when queued, which means that an IWANT message is issued immediately upon receiving an IHAVE advertisement. Further requests are done periodically every T , while sources are known.
Time T is an estimate of maximum end-to-end latency. This avoids issuing explicit transmission requests until all eager transmissions have been performed, thus optimizing bandwidth. Note that, unless there is a network omission or an extreme transmission delay, there is usually no need to issue a second request. Thus the value of T has no practical impact in the final average latency, and can be set only approximately.
Time-To-Live (TTL) This strategy uses eager push until some round u and is thus defined as EAGER?(i, d, r, p) returning true iff r < u. When u > t, this defaults to common eager push gossip. With u = 0, it provides pure lazy push gossip. In between, it provides different latency/bandwidth tradeoffs, as a different share of gossip messages is handled in a lazy fashion. SCHEDULEDNEXT() is defined exactly as in the Flat strategy.
We propose this because it is intuitively useful: During the first rounds, the likelihood of a node being targeted by more than one copy of the payload is small and thus there is no point in using lazy push.
Radius
Further retransmissions are scheduled periodically with period T , as in the Flat strategy. However, if multiple sources are known, the nearest neighbor (according to the Performance Monitor) is selected.
This follows the intuition of gossiping first with close nodes to minimize hop latency. The expected emergent structure should approximate a mesh structure, with most of payload being carried by links between neighboring nodes.
Ranked This strategy aims at achieving a hubs-andspokes structure by selecting a set of best nodes to serve as hubs, bearing most of the load. Therefore, at some node q, EAGER?(i, d, r, p) returns true iff either q or p are considered to be best nodes, meaning that eager push is used whenever a best node is involved. SCHEDULEDNEXT() is defined exactly as in the Flat strategy.
Although some nodes can be explicitly configured as best nodes, for instance, by an Internet Service Provider (ISP) that wants to improve performance to local users, a ranking can also be computed using local Performance Monitors and a gossip based sorting protocol [9] . As shown later, this is greatly eased by the fact that the protocol still works even if ranking is approximate.
Monitors
Latency Monitor This monitor measures the latency to all neighbor nodes. Real-time monitoring of latency has been addressed a number of times, in fact, every TCP/IP connection implicitly estimates round-trip time in order to perform congestion control [7] . This estimate can be retrieved by applications and used for other purposes.
Distance Monitor This monitor measures geographical distance to all neighbor nodes. This is useful mostly for demonstration purposes, as it allows us to plot network usage graphs such that emergent structure is understandable by the reader. Otherwise, it is not useful in optimizing network parameters. 
Approximation and Noise
When evaluating the proposed protocol on the ModelNet emulated network as described in the following sections, the proposed strategies and monitors are simplified by relying on global knowledge of the network that is extracted directly from the model file. This has two goals: First, it allows us to separate the performance of the the proposed strategy from the performance of the monitor. Second, it allows us to arbitrarily introduce noise in Transmission Strategy in order to evaluate its robustness.
In detail, we intercept each query to EAGER? and use a temporary variable v as follows. If EAGER? would return true, we set v = 1.0; if it would return false we set v = 0.0. We then compute v = c+(v−c)(1−o). We then generating a random boolean with probability v of being true as the outcome of the query. Constant c is set such that the overall probability of EAGER? returning true is unchanged, thus leading to the same amount of eager transmissions although scheduled in different occasions.
When noise ratio o = 0.0, the original result is unchanged. When noise ratio o = 1.0, any Transmission Strategy defaults to Flat with π = c, thus completely erasing structure. In between, the Transmission Strategy produces an increasingly blurred structure.
Experimental Environment
Network Emulation
Experimental evaluation of the proposed protocol is done using the ModelNet large-scale emulation infrastructure [21] with a realistic network model generated by Inet-3.0 [22] . In detail, ModelNet allows a large number of virtual nodes running unmodified programs to be configured in a smaller number of physical nodes in a LAN. Traffic is routed through emulator nodes thus applying delay, bandwidth, and loss as specified in the network model. Inet-3.0 generates realistic Autonomous System level network topologies using a transit-stub model.
ModelNet is deployed in a cluster of 5 workstations connected by switched 100Mbps Ethernet. Each workstation has a 2.4GHz Intel Celeron CPU, 512MB RAM, and a RealTek Ethernet controller. When hosting virtual nodes, they run Linux kernel 2.6.14 and IBM Java2 1.5 runtime. When running as an emulator, FreeBSD 4.11 is used.
The network model is generated using Inet-3.0 default of 3037 network nodes. Link latency is assigned by ModelNet according to pseudo-geographical distance. Client nodes are assigned to distinct stub nodes, also with the default 1 ms client-stub latency. A typical network graph has the following properties: average hop distance between client nodes is 5.54, with 74.28% of nodes within 5 and 6 hops; average end-to-end latency of 49.83 ms, with 50% of nodes within 39 ms and 60 ms.
Implementation and Configuration
The proposed protocol was implemented by modifying an open source and lightweight implementation of the NeEM protocol [16] that uses the java.nio API for scalability and performance [20] . Briefly, NeEM uses TCP/IP connections between nodes in order to avoid network congestion. When a connection blocks, messages are buffered in user space, which then uses a custom purging strategy to improve reliability. The result is a virtual connection-less layer that provides improved guarantees for gossiping.
This implementation was selected as NeEM 0.5 already supports eager and lazy push, although the later is selected only based on a message size and age threshold. The change required was to remove the hard-coded push strategy and insert the scheduler layer. Message identifiers are probabilistically unique 128 bit strings.
The protocol was configured with gossip fanout of 11 and overlay fanout of 15. With 200 nodes, these correspond to a probability 0.995 of atomic delivery with 1% messages dropped, and a probability of 0.999 of connectedness when 15% of nodes fail [6] . A retransmission period of 400 ms was used, which is the minimal that results in approximately 1 payload received by each destination when using a fully lazy push strategy.
Traffic and Measurements
During each experiment, 400 messages are multicast, each carrying 256 bytes of application level payload. To each of them, a NeEM header of 24 bytes is added, besides TCP/IP overhead. Messages are multicast by virtual nodes in a round-robin fashion, with an uniform random interval with 500 ms average. All messages multicast and delivered are logged for later processing. Namely, end-to-end latency can be measured when source and destination share the same physical node, and thus a common clock. Payload transmissions on each link are also recorded separately.
Results presented in the following sections used 25 virtual nodes on each workstation, thus obtaining 100 virtual nodes. The reason for this limitation is that an epidemic multicast protocol produces a bursty load, in particular when using eager push gossip: Network and CPU load occurs only instants after each message is multicast. Using a larger number of virtual nodes was observed to induce additional latency which would falsify results. The configurations that result in lower bandwidth consumption, which are the key results of this paper, were also simulated with 200 virtual nodes.
Statistics
Consider the following statistics of each experiment with 100 virtual nodes using an eager push strategy: 40000 messages delivered, 440000 individual packets transmitted. This amounts to 2200 Kpkts/s and thus approximately 6 MBps. As the overlay evolves, TCP/IP connections are created and tear down. During each run, approximately 550 simultaneous and 15000 different connections are used. The experiments presented in the next sections, when automated, take almost 7 hours to run. The total amount of resulting logs is 1Gb, that has then to be processed and rendered in plots.
Care was taken to consider variance of each measure taken. When in the following sections we affirm that a performance difference is relevant, this was confirmed by checking that confidence intervals with 95% certainty do not intersect. In fact, the large number of samples used are sufficient to make such intervals very narrow.
Experimental Results
Pseudo-Geographical
To strengthen the intuition, we start by evaluating the impact of the proposed strategies with an oracle that considers pseudo-geographical position of nodes, as generated by Inet-3.0. Although this cannot be used to assess the performance of the protocol, as geometrical distance does not directly map to end-to-end distance, it allows the resulting emergent structure to be plotted and understood. Fig. 4 shows the result of running 100 node configurations with different strategies and then selecting the top 5% connections with highest throughput. The size of each red circle is proportional to the amount of payload transmitted by the node. Note that each connection is used for a brief period of time, as the membership management algorithm periodically shuffles peers with neighbors. This means that connections shown may have not existed simultaneously.
As a baseline, Fig. 4(a) shows an eager push configuration, where no structure is apparent. A confirmation of this is given by the fact that the top 5% connections account for only 7% of all traffic, i.e. payload transmissions are evenly spread across all connections. In sharp contrast, Fig. 4(b) shows an obvious emergent mesh structure as a result of the Radius strategy, in which the 5% connections account for 37% of all payload transmissions. Finally, Fig. 4(c) shows a sub-set of nodes emerging as super-nodes, accounting for a large share of links and also transmitting a higher number of payloads. Again, the emergent structure is confirmed by the fact that 5% of the connections account for 30% of total payloads transmitted.
Latency vs Bandwidth
The primary evaluation criterion is the latency/bandwidth tradeoff provided by each configuration. Assuming an eager push protocol, one expects that each payload is approximately transmitted f times for each delivery. This makes gossip protocols notorious for wasted bandwidth. On the other hand, assuming that one uses a lazy push approach, one expects on average a single payload transmitted for each messages delivery at the expense of an additional round-trip, thus impacting latency.
The measurements of strategy Flat in Fig. 5 (a) illustrate this tradeoff. Latency can be improved from 480 ms down to 227 ms by increasing parameter π. This does however increase the number of payloads transmitted for each message delivered from the optimal 1 up to 11, the fanout value used. A much better tradeoff can be obtained with the TTL strategy, which achieves 250 ms with 1.7 transmitions of payload for each message delivered.
Considering that a large majority of links is between 39 ms and 60 ms (with mean close to 50 ms), and that each message is delivered on the average after being gossiped 4.5 times, it is not realistic to expect that link selection provides an improvement beyond a 45 ms. It is therefore interesting to observe that the Ranked strategy does indeed improve average latency when compared to the Flat strategy that produces a similar amount of traffic. On the other hand, the Radius strategy does not produce such improvement. This is explained by noting that the reduced round latency is compensated by an average larger number of rounds required.
Reliability
We are interested in confirming that the proposed approach does not impact reliability. We simulate failed nodes by silencing them with firewall rules after letting them join the overlay and warm up, i.e. immediately before starting to log message deliveries.
As a baseline in Fig. 5(b) , we fail an increasing number of nodes selected at random while using a pure eager push configuration of the protocol. As expected, when no node fails one observes perfect atomic delivery of all messages. With 20% or more nodes failing, one observes that atomic delivery does not always happen, although as expected there is a large number of nodes that deliver each message. Finally, with more than 80% of nodes failing, the protocol breaks down as an arbitrary number of nodes get disconnected from the overlay.
Then we do the same with the Ranked strategy. We run experiments twice: First, we select failed nodes at random. Then we select the nodes with the best ranks, precisely those that are contributing more to the dissemination effort. As can be observed also in Fig. 5(b) , there is no noticeable impact in reliability in both situations. With more that 80% of nodes failing, although there is an apparent difference, the observed high variance makes it impossible to conclude on a which configuration is the best.
Hybrid Strategy
A major advantage of the proposed approach is that one can easily try new strategies without endangering the correctness of the protocol. Namely, this can be used to try complex heuristics. We do this now by trying to leverage the contribution of TTL, Radius, and Ranked in a single hybrid strategy. In detail, EAGER?(i, d, r, p) returns true iff one of the involved nodes is considered a best node; or if METRIC(p) < 2ρ when r < u; or METRIC(p) < ρ otherwise. i.e. radius shrinks with increasing round number. Parameters ρ and u are the same as in Radius and TTL strategies. SCHEDULEDNEXT() is defined exactly as in the Radius strategy.
The result is shown in Fig. 5(c) , which provides a new interesting tradeoff for regular nodes: Latency can be reduced from 379 ms to 245 ms while increasing average payload to 80% of nodes from 1.01 to 1.20 payload transmissions for each message (see "combined (low)" in Fig. 5(c) ). This is achieved at the expense of a contribution of 10.77 payload/message by the remaining 20% (overall average of 3.11). Eager gossip would require an overall average of 11 payload/message to achieve 227 ms.
Noise
Finally, we evaluate the protocol when the accuracy of the performance monitoring module deteriorates. As described in Section 4.3, we do this in a way that carefully preserves the amount of data transmitted. This can be confirmed in Fig. 6(a) . Note however that the amount of data transmitted by regular nodes (i.e. other than the best nodes) increases with the amount of noise until it converges with the overall average. Fig. 6(b) shows the impact of degrading structure in latency of the Ranked strategy, as Radius does not provide a latency advantage. Finally, Fig. 6(c) uses the amount of data conveyed by the top 5% links as a measure of emergent structure. It can be observed that it converges to the expected 5% of traffic as noise increases, thus showing that structure is increasingly blurred.
Related Work
Reliable multicast in large scale networks has been addressed a number of times using a different approaches. Some proposals build on IP multicast, and have thus been hard to deploy [8] . More recently, a number of applicationlevel multicast protocols have been proposed, namely, by building on scalable structured overlay networks [3, 19, 18, 23] . It would be interesting to compare the performance of such protocols with the proposed approach, as well as the amount of code required to implement them. Nevertheless, by relying on explicit garbage collection to ensure reliability, these approaches should be vulnerable to the throughput stability problem [1] .
The first reliable multicast protocol to exploit gossiping in order to provide simultaneously atomic delivery and throughput stability is Bimodal Multicast [2] . This protocol does however rely on an optimistic dissemination phase to avoid a large number of redundant transmissions. This makes it hard to scale it to wide area networks, as the low adoption of IP multicast in WAN has shown.
It has also been proposed that instead of using a random overlay, one can build a mesh according to some configurable metric using gossiping itself [14] . In fact, it has been pointed out a number of different structures can be built using gossiping [10] . These proposals share with ours the requirement of a performance monitor, but do not preserve the random nature of an unstructured overlay which is key to reliability [11] . Similar techniques can however be used to derive knowledge about the environment for use by the Transmission Strategy module.
Lazy push gossip can also be confused with pull gossip, as in both cases payload is transmitted only upon request.
Pull gossip is however fundamentally different as it issues generic requests to a random sub-set of nodes, which might or not have new data, while lazy push gossip requests specific data items only from peers that have previously advertised them. In fact, unless performed lazily, pull gossip will result in multiple payload transmissions to the same destination as much as eager push gossip. A combination of eager push and eager pull gossip has been proposed as a means to reduce propagation latency [12] . A combination of lazy pull gossip and lazy push gossip has been proposed in the CREW protocol for fast file download by a large number of destinations [4] , where the latency of lazy gossip is hidden by concurrently requesting multiple chunks of a large file.
Adaptation to heterogeneous network resources can also be done by adjusting node fanout according to available bandwidth [17, 4] and by biasing choices during gossiping and overlay maintenance [17] . Although in the current paper we have always used unmodified gossip to demonstrate viability, combining both approach should allow further improvements.
Conclusions
Epidemic multicast protocols are notorious for being resilient and scalable, but also for generating a large number of redundant message transmissions. In this paper, we have shown that by carefully scheduling the transmission of payload in a combined eager/lazy push gossip protocol, one can reduce the bandwidth required without otherwise impacting performance or reliability. Namely, we propose an heuristic configuration that achieves close to optimum bandwidth and latency in a large majority of participants.
Most interestingly, when we examine the resources used, we observe that those nodes and links on which most payload transmissions are scheduled emerge as a probabilistic structure embedded in an otherwise unstructured overlay. This shows that one can approximate the performance advantages of structured overlays while at the same time preserving the simplicity, resilience and scalability of gossip. Furthermore, our evaluation shows that the resulting performance degrades gracefully as the knowledge about the environment becomes less accurate, thus demonstrating the robustness of the approach. In fact, the worst case scenario in which such knowledge is entirely random, the performance is bounded by the original pure lazy or eager push protocols.
Note also that, although best results are achieved when all nodes cooperate on a single strategy, correctness is ensured regardless of the strategy used by each peer. This makes the proposed approach a promising base for building large scale adaptive protocols, given that its operation does not require tight global coordination.
