Abstract: We propose a novel chromatic dispersion (CD) estimation method by fractional Fourier transformation of linear-frequency modulation (LFM) signals. This method can measure inband and outband CD without using extra spectrum or timeslot resourses. In our method, LFM signals are added on quadrature phase-shift keying (QPSK) and 16 quadrature amplitude modulation (16-QAM) signals with different center frequency offsets. The average estimation error of CD estimation is 0.234%, 0.25%, and 0.41% when the center frequency offset is 0, 15, and 40 GHz after five, 10, 15, and 20 spans standard single-mode fiber transmission. The results demonstrates that the maximum estimation error is always below 80 ps/nm for accumulated CD less than 24 000 ps/nm. For all scenarios, the CD estimation performance barely drops with optical signal-to-noise ratio from 10 to 25 dB and launch power from 0 to 6 dBm of five channel transmission.
A Novel Noise-Insensitive Chromatic Dispersion Estimation Method Based
on Fractional Fourier Transform of LFM Signals
Introduction
Chromatic dispersion (CD) in optical fiber is related to temperature and other system parameters [1] , [2] . In optical networks, each channel may experience different paths, and the accumulated CD may vary [3] , [4] . The CD compensation techniques such as inline compensation or digital signal processing (DSP) are bound up with the amount of CD [4] - [6] . CD estimation accuracy is vital for CD compensation and estimation error may lead to clock recovery and carrier synchronization failure [4] , [6] .
There have been reported CD estimation or monitoring techniques based on statistical features of the received signal or special pilot inserted into the signal [7] - [13] . The statistical approach has high computation complexity and the complexity increases for higher data rate [7] , [8] . Pilot based CD measure techniques include outband and inband methods. Outband methods measure the CD by using two sinusoidal signals or amplitude modulated (AM) pilot tones, which occupy the spectrum recourse and can't measure inband CD [9] , [10] . Inband techniques solve the problem of spectrum efficiency by inserting inband AM or phase modulated (PM) pilot tones into the data signal [11] - [13] . Inband pilot tone methods are attractive because it can be used in CD estimation of dynamically reconfigurable networks, but the estimation error is strongly interfered with by the data signal and other inband noises. A CD estimation method based on measuring the chirp of CD in frequency domain is proposed firstly by [14] . It has been verified by simulations and experiments [15] , [16] . By scanning different orders of FrFT, the chirp caused by CD is identified and the corresponding CD is evaluated [14] - [16] . The accuracy of estimation is improved by scanning more orders of fractional Fourier transformation (FrFT) so the computation complexity is extremely high. The complexity of this method is even higher for larger data rate per channel.
In this paper, a novel method to estimate CD is proposed by calculating the time delay of LFM signals at different wavelengths. After optimum order of FrFT, the time delay of LFM signals can be obtained by the difference of the peak position. LFM signal with extremely low power is added to the data channel to maintain the BER performance of the transmitted data in case the spectrum of LFM signal and the data signal overlaps. The peak of LFM signal could still be detected in fractional domain because of the excellent power aggregation property of LFM signals. The LFM signals can be inserted into the spectrum at any frequency, which enables inband and outband CD estimation. In order to evaluate our method comprehensively, we test quadrature phase-shift keying (QPSK) and 16-quadrature amplitude modulation (16-QAM) systems with 28 G Baud and optical bandwidth 40 GHz. We first verify the scenario that the spectrum of LFM is totally enwrapped by the data signal and the center frequency offset between LFM signal and data signal is 15 GHz. Different power ratios of data signals over the LFM signals are simulated to make a balance between the BER performance of the transmitted signal and the CD estimation performance of the LFM signal. After applying the proper power ratio, different strengths of amplified spontaneous emission (ASE) noise and nonlinear noise are added to the system. The accuracy of CD estimation barely changes with different strengths of noise, which reveals excellence anti-noise capability of our method. Then, we test CD estimation performance of the worst-case scenario that the center frequency offset is 0 and the best case scenario that no spectrum overlap exists between LFM and data signal. Finally, we compare our method with other CD estimation methods.
CD Estimation Principle
The frequency of LFM signals sweeps from 0 Hz to the largest frequency within one period. The frequency change is linear so the chirp rate and the period decide the bandwidth of LFM signal. The LFM signal of one period is shown in (1) below, and the power spectrum of LFM signal is shown in Fig. 1(a) :
where ϕ 0 is the initial phase, f 0 is the carrier frequency, and k is the chirp rate.
The FrFT of signal x(t) with rotation angle α is expressed as F α [x(t)] and the transformed signal is x α (u). The definition of FrFT is shown in (2)-(4) [17] .
where p is the order of FrFT, n is integer, and K p (u, t) is the kernel of FrFT. For brevity, the ϕ 0 and f 0 in (1) are set to 0. Substitute (1) into (2), the FrFT of LFM signal is shown in (5) [17] . There exists a peak in fractional domain if α − ar ctank − π 2 = lπ, or k = −cotα , where l is integer . Because this peak contains most of the power in LFM signal, the LFM signal has excellent power aggregation property when the order of FrFT is optimum.
Expression (5) assumes that x(t) is analog signal and it is time unlimited. For digitally sampled signal with sampling time T and sampling frequency f s , the peak in fractional domain still exists, but the optimum order of FrFT changes into (6) [18] .
Once the chirp rate of LFM signal, sampling time and sampling frequency are settled, the optimum order P opt can be calculated. The time delay property of FrFT is as in (7) and (8) , shown below, if the time delay is τ . In fractional domain, the position of the peak changes by τcosα for the time-delayed signal. As shown in Fig. 1(b) , there exists a peak difference between the original signal and the time-delayed signal.
When the system transmit two or more LFM signals with different center frequencies but with the same chirp rate and period, there exist time delays between every two LFM signals. The time delay divided by the wavelength difference between 2 LFM signals is the CD accumulation between two frequencies. The optimum order of FrFT does not change after the distortion of CD according to our extensive test and the reason is that the CD barely changes the chirp rate of the LFM signal. Even if the order of FrFT we use deviates from the optimum value slightly, the peak still exists and the time delay can be also calculated. Our CD measurement method is based on estimating the time delay of the same type LFM signals with different center frequencies. The CD accumulation D (in ps/nm) can be calculated by
where P 1 or P 2 is the peak position of LFM signal in fractional domain, and the wavelengths of LFM signals are λ 1 and λ 2 .
When there is no data signal transmitting in the fiber, the LFM signals can be inserted anywhere in the spectrum to estimate the CD. If the LFM signal and the data signal are transmitted together and they also occupy different spectrum, there is no degradation of the BER performance of data signal and no distortion on the LFM signal for CD estimation. Since the LFM signal has power aggregation property, the peak of the fractional Fourier transformed LFM signal can still be detected even if the power LFM signal is extremely low. The BER performance of data signal is also acceptable, which will be analyzed in Section III. In a word, the LFM signal can be inserted in to the spectrum at any frequency whether there is data signal transmitting in the fiber or not, which enables both inband and outband CD estimation.
System Setup and Verification
To evaluate our CD estimation method, the system setup using commercial software Virtual Photonics Inc. (VPI) is shown in Fig. 2(a) . The blue arrows in Fig. 2 (a) represent electrical signals and the red arrows represent optical signals. The linewidth of the laser is set to 100 kHz, and two polarizations are both used to transmit signals. The symbol rates of QPSK and 16QAM signals are both 28 G Baud. The data signal is Gaussian filtered with filter order 4 and 3 dB bandwidth is 40 GHz. To be compatible with the symbol rate of the data, the period of LFM signals is set to be 32768/28E9 s (1.1703E-6 s) and the bandwidth is 10 GHz. Two bandpass filter (BPF)s after coherent detection have the same center frequencies as the LFM signals and their bandwidths are both 10 GHz. Larger center frequency difference of LFM signals will introduce larger time delay and the wavelength difference between LFM signals is 5 nm to ensure enough time delay. SSMF link with each span 100 km, fiber loss 0.2 dB/km, polarization mode dispersion coefficient 5.0E-12/ 31.62 s/m 1/2 and chromatic dispersion coefficient 16 ps/nm/km are used in our system. The nonlinear coefficient is set to 1.31 W −1 km −1 when we should consider the nonlinear noise. The Erbium-doped Optical Fiber Amplifier (EDFAs) amplify the signal with a fixed power and the CD is compensated totally before demodulation. After the BPFs, the received signal is sampled within 1 period of LFM signal and the sampling rate is 56 GSa/s. The total number of the sampled data is 65536 for CD estimation. If larger sampling rate is utilized, the resolution of estimating CD will be improved. The LFM signals which are used to estimate the dispersion could be inserted into the spectrum with any frequency. The data signal is also distorted by the LFM signal since they share the frequency spectrum. Here we think about the scenario that the center frequency difference of LFM signals and the data signal is ±15 GHz, as shown in Fig. 2(b) . No extra frequency spectrum or timeslot is spared for the LFM signal, which is efficient for signal transmission. To evaluate the distortion of the LFM signal on the data signal, 2 18 bits of the QPSK or 16QAM data are simulated and the minimum BER the system can detect is 3.81E-6. Because 0 cannot be plotted in logarithmic coordinates, we will express the BER as 1E-6 in the BER figures if the simulated BER is 0. After it is filtered by a fifth-order low-pass Bessel filter, the carrier phase estimation method is Viterbi and Viterbi (VV) algorithm for QPSK signal and blind phase search (BPS) for 16QAM signal. Then the signal is equalized by minimum mean square error (MMSE) algorithm and demodulated to calculate the BER. The power of the data signal is 300 times the power of LFM signal in Fig. 2(b) and (c). After P op t order FrFT, the fractional domain distribution of after 2 bandpass filters (BPF) is shown in Fig. 2(c) . The peak is obvious even though the spectrum of the LFM signal is within the data signal, which reveals the peak aggregation performance of LFM signal in fractional domain.
Power Ratio of Data Signal Over LFM Signal
First, we should find a proper interval of Pr to make a compromise between BER performance and CD estimation accuracy. We define a parameter called Pr which is the power ratio of data signal over the LFM signal. If Pr is larger, then the data signal is less interfered by the LFM signal and has better BER performance. The estimation error, which is defined by the mean value of |CD measur e − CD real |/CD real , will be smaller if Pr is less.
The ASE noise and nonlinearity coefficient are set to zero to concentrate on the effect of LFM signal exclusively. We simulate Pr from 10 to 500 and the numbers of spans are 5, 10, 15 and 20. Data signals with 400 different pseudo random sequences are simulated to get the BER and the averaged estimation error with different power ratios, which are shown in Fig. 3 . For the same Pr, the BER for QPSK system is lower than 16QAM system as higher order modulation format is less tolerant to crosstalk. When the Pr is larger than 40, there is no error data detected, which reveals that our method barely degrade the BER performance if Pr is chosen properly. The estimation error is almost the same between QPSK and 16QAM systems. The estimation error is below 1% for Pr lower than 400 and the estimation error increases sharply after Pr is larger than 440. The estimation error is almost the same between QPSK and 16QAM systems. The interval of Pr should be from 100 to 400, which achieves low BER and low estimation error. We simulate the effect of optical signal-to-noise ratio (OSNR) and nonlinearity when Pr equals 125.8, 199.5 and 316.2, which are 21, 23, and 25 in dB.
Performance With Different OSNR
To evaluate the anti-noise performance of our method, Gaussian-distributed optical white noise is added before the receiver to simulate the ASE and other stochastic noises. Different strengths of white noise are utilized to simulate different OSNR. To ensure acceptable BER performance, the OSNR we choose are from 10 to 17 dB for QPSK systems and from 18 to 25 dB for 16QAM systems. The rest system settings and simulation techniques are the same as part 3.1. The numbers of spans are also 5, 10, 15 and 20. The BER and estimation error of CD is the average value of 400 different pseudo random sequences. The simulation results for QPSK system and 16QAM system with different OSNR are shown in Fig. 4(a) and (b) , respectively. The BER difference between the system with LFM and without LFM become less for larger Pr. When the Pr is 25dB, the BER performance is so close to the BER without LFM and the degradation of BER can be omitted. As depicted in Fig. 4(a) and (b) , the QPSK or the 16QAM signal is less affected by the LFM for lower OSNR as expected. The estimation error is around 0.25% for both QPSK system and 16QAM system. Because the power distribution of QPSK and 16QAM system are similar for the same Pr and OSNR, the effect of data signal on the estimation error of CD are almost the same. Therefore, we can combine the estimation error in Fig. 4(a) and (b) together. We can conclude that different OSNR settings barely change the estimation error for OSNR from 10 to 25 dB, which reveals the excellent robustness of our method against white noise. The CD estimation method in our paper only depends on the relative position change of the peak, and therefore, our method has almost the same estimation accuracy with different strengths of noise. 
Performance With Nonlinear Noise
Next, we test the effect of nonlinear noise on the estimation error. After compensating all the CD, the BER keeps the same for different numbers of spans with fixed OSNR if there is no nonlinearity. The simulations shown in Fig. 3, Fig. 4(a) and (b) all neglect the nonlinearity so that the BER doesn't change for five, 10, 15, and 20 spans. The BER is quite different for different numbers of spans if nonlinear noise exists, and therefore, we fix the number of spans to be 15 spans for QPSK system and 10 spans for the 16QAM system. To make the simulation close to the real-world transmission as possible, we set the OSNR to be 14 dB for QPSK signal and 20 dB for 16QAM signal. We use 5 QPSK or 16QAM channels to test the effect of nonlinearity and the subcarrier spacing is 50 GHz. The rest system parameters are the same as part 3.2. The launch power for all channels is from 0 dBm to 6 dBm and 400 different pseudo random sequences of data signal are simulated to get an averaged value. As shown in Fig. 4(c) and (d) , the BER of QPSK signal is barely interfered by the nonlinear noise. The reason for this trend is that the nonlinear phase change is almost constant for QPSK signal and the carrier phase algorithm compensate some phase distortion of nonlinearity. For 16QAM system, the signal is less tolerant against nonlinearity and the BER starts to rise after 3 dBm. Th estimation error for both QPSK and 16QAM system is around 0.256% except that the estimation error increases to 0.275% when Pr is 25 dB of 16QAM system. The estimation error barely changes with launch power lower than 6 dBm, which shows that our method has good robustness against nonlinearity.
The CD estimation error mentioned above is the averaged values of 5, 10, 15 and 20 spans. The percentage of CD estimation error instead of absolute value is expressed above because the absolute error grows with the number of spans. Since the maximum CD estimation error should below a certain value (e.g., 200 ps/nm, depending on the system) to guarantee the following DSP working properly, we simulate the statistics of absolute CD estimation error in ps/nm instead of percentage in Fig. 5 . The OSNR is 14 dB and the power ratio is 23 dB. The span length is also 100 km and SSMF are used with launch power 3 dBm. Different CD accumulations are simulated with a range from 2000 ps/nm to 24 000 ps/nm(The monitoring locations of CD may be in the middle of the span). The number of simulation runs we choose in Fig. 5 is 500 for each value of accumulated CD, which ensures that reliable statistical results can be obtained. The maximum, mean and standard deviation of CD estimation error in ps/nm are all plotted in Fig. 5 . The mean and maximum CD estimation error will increase as the accumulated CD become larger. The maximum estimation error is less than 80 ps/nm when the accumulated CD is less than 24 000 ps/nm. Some mean values of estimation error is equal to the maximum value and the corresponding standard deviation is 0. The reason for this is that the peak difference of all simulation results are the same, which reveals that our method is stable. The standard deviation of estimation error is around 100 ps/nm for QPSK and 16QAM systems for the scanning method of FrFT [14] - [16] . In contrast, the standard deviation of our method is always below 10 ps/nm.
Measurement Resolution and Range With Different Chirp Rates
As mentioned above, the bandwidth of LFM signal is fixed at 10 GHz and the period is fixed at 1.1703E-6 s. Here, we want to evaluate the CD estimation performance of LFM signals with different chirp rates. The chirp rate of LFM signals varies by changing its bandwidth and keeping its period. The bandwidth we choose is from 5 to 30 GHz. Measurement resolution D uni t is expressed as (10) and it is calculated in Fig. 6 . As the bandwidth of LFM signal increases, the decreasing rate of D uni t reduces and D uni t tends to flat. The minimum measurement resolution is 6.03 ps/nm when the bandwidth of LFM is 30 GHz. It should be noted that the results in Fig. 6 is calculated with sampling rate 56 GSa/s and 5 nm wavelength difference. The measurement resolution can be improved by utilizing larger sampling rate and wavelength difference and the performance of our method is not constrained by the results in Fig. 6 .
The measurement range D total is the largest CD the system can measure, and it is expressed in (11) . D total (in ns/nm) is calculated and shown in Fig. 6 with different bandwidth of LFM signal. Since the sampling time T is fixed, the measurement range is only related to the chirp rate. As seen in Fig. 6 , the trend of measurement range is similar to the measurement resolution. If the sampling frequency and the sampling time are fixed at the receiver, the measurement resolution and the measurement range both decreases for larger chirp rate. When the bandwidth of LFM is 10 GHz, the measurement range is 991 ns/nm. Actually, the measurement range is too large for CD estimation because the CD of over 600 spans of SSMF can be estimated. We can reduce the number of sampled data from 65536 to 5300, which still fulfills 50 spans CD estimation. Nevertheless, better measurement resolution and measurement range can still be realized by using larger sampling frequency and larger sampling time. 
Performance With Different Center Frequency Offsets
The results mentioned above are based on the spectrum scheme shown in Fig. 2(b) , where the center frequency difference between the LFM and the data signal is 15 GHz. The spectrum of LFM is totally enveloped in the spectrum of data signal and the CD estimation is spectrally efficient. However, this scheme introduces tiny BER degradation of BER of data signal and the data signal also interferes the CD estimation. Here we test the worst situation that the center frequency offset of LFM and data signal is 0 and the best situation that there is no spectrum overlap between LFM and data signal. The worst-case and the best-case schemes are depicted in Fig. 7(a) and (b) , respectively. Since the QPSK signal is more resistant to distortion than 16QAM signal, we test the worst case in QPSK systems and the best case in 16QAM systems. To balance between the BER and CD estimation performance, the power ratio of the worst case in QPSK systems is 16 dB and it is 23 db for the best case in 16QAM systems. Then we simulate the BER and estimation error of CD under different OSNR and launch power, which are shown in Fig. 8(a) and (b) , respectively. To make the BER performance suitable for transmission, the range of OSNR for QPSK systems are from 10 to 17 dB and it is from 18 to 25 dB for 16QAM systems. As depicted in Fig. 8(a) , the BER difference between QPSK systems with and without LFM grows when the OSNR is larger. This means that if the OSNR is terrible, the influnce of LFM becomes less obvious. For 16QAM systems, the BER difference is 0 as expected since there is no frequency overlap between the LFM and 16QAM systems. We test the CD estimation performance of QPSK and 16QAM systems when OSNR is from 10 to 25. The rest system parameters are still the same as part 3.2. The estimation error is 0.23% for the best case and 0.41% for the worst case. The estimation error improvement from the case shown Fig. 8(a) to the case shown in Fig. 7(b) is little. The estimation error performance for the system shown in Fig. 7(a) is not degraded greatly, which shows that the CD estimation of our method is insensitive to noise or distortion. When taking nonlinearity into consideration, the simulation results are shown in Fig. 7(b) . The launch power for both QPSK and 16QAM systems are both from 0 to 6 dBm. The number of spans for QPSK system is 15 and it is 10 for 16QAM system, as we simulate in Section 3.3. The OSNR for the QPSK system is still 14 dB and it is 20 dB for the 16QAM system. From Fig. 8(b) , the BER difference between the QPSK system with and without LFM is still obvious, and the BER difference for the 16QAM system is still 0. Because of inter-channel nonlinearity, the BER may be worse even if there is no frequency overlap between LFM and the data signal. In our best case simulations of Fig. 7(b) , the power ratio is 23 dB, and therefore, the inter-channel nonlinearity cased by the LFM can be omitted. In a word, the LFM will not introduce BER degradation if the system is the scheme shown in Fig. 7 (b) and the power ratio is large enough. The estimation error for the best case of 16QAM systems is 0.256%, which is almost the same as the case shown in part 3.3. For the worst case of QPSK systems, the estimation error is around 0.319% and the CD estimation performance degradation is not great compared to the results in Section 3.3. For all cases shown in Fig. 2(b) , Fig. 7 (a) and (b), the estimation error utilizing the same system parameters barely change for different OSNR and launch power.
Discussion
This section discusses the advantages and drawbacks of our method and the comparisons between our method and other CD estimation methods are shown in Table I . The CD estimation method in [14] - [16] calculates the chirp of CD in frequency domain by scanning different orders of FrFT. Its measurement resolution is constrained by the scanning precision and it is very time consuming. Our method calculate the FrFT only once per channel, which utilizing the order P op t in (6) . The expression of (6) is simple and accurate if the chirp rate of LFM, sampling rate and sampling time at the receiver are provided. As shown in Table I , the complexity of method is lower than scanning method of FrFT and statistical method. Since inband pilot tone AM and PM methods do not need DSP, the complexity can't be compared here.
In most DSP-based CD estimation methods [3] - [6] , the measurement resolution and the measurement range are constant or limited by the sampling frequency and the sampling time at the receiver. Our method can change the measurement resolution and the measurement range by changing the chirp rate of LFM signals when the sampling frequency and the sampling time are fixed and limited. The measurement resolution and the measurement range of our method in Table I refer to the LFM with bandwidth 10 GHz and 56 GSa/s, which can be improved by using larger sampling rate, sampling time and LFM bandwidth. The LFM signals could be inserted at any frequency in our method, which enables inband and outband estimation of CD. The system setup of this paper simulates three cases that center frequency offsets are 0, 15 GHz and 25 GHz. The estimation performance barely changes with different OSNR and nonlinearity. The CD estimation error and BER performance will be much better for cases that the spectrums of LFM and QPSK signal don't overlap too much. Compared with the methods which utilizes specially modulated signal [9] , [10] , the extra timeslot or frequency resource is not essential in our method, which is efficient in spectrum utilization. If the LFM and the data signal overlaps in frequency domain, the power ratio of QPSK over LFM signal should be optimized to balance the BER and the estimation performance. As shown in Table I , our method and inband pilot tone methods need modification of transmitter and all of them sacrifice the BER performance slightly. This disadvantage of inband pilot tone methods is for the purpose of low complexity in the receiver end and for inband CD estimation in dynamically reconfigurable networks.
When calculating FrFT, this paper utilizes DSP and it can be extended to instrumental realization. By using lens and other instruments, a certain order of FrFT can be realized [19] - [21] . Since our method only calculates the P op t order of FrFT, the CD estimation can be realized without DSP. The method in [14] - [16] cannot be used in instrumental realization because different sets of instruments have to be used to scan different orders of FrFT.
As shown in Figs. 4 and 8, our method is insensitive to ASE and nonlinear noise. Different OSNR and different nonlinear noise barely change the estimation accuracy because of the peak aggregation property of LFM signal in fractional domain. To the best of our knowledge, the robustness against noise of our method is better than any other CD estimation methods.
Conclusion
We present a novel method to measure CD by FrFT of LFM signals. Our method can estimate both inband and outband CD by inserting the LFM signals at different wavelengths. The spectrum of data channel can overlap with the LFM signal, and therefore, extra spectrum or timeslot is not essential in our method. To verify our method, QPSK and 16QAM signals together with different strengths of LFM signals are simulated. We first investigate the case that the spectrum of LFM is totally enwraped in the spectrum of data signal and the center frequency offset is 15 GHz. It shows that power ratio of data signal over the LFM signal is around 23 dB to compromise between the BER performance and the CD measurement performance. The BER drop because of LFM distortion is little and not obvious if the OSNR is not too high and nonlinearity is included in the transmission. The estimation error is always below 0.3% for 5, 10, 15 and 20 spans SSMF transmission when the OSNR is from 10 to 25 dB and launch power is from 0 to 6 dBm. For five channel QPSK system with OSNR 14 dB, launch power 3 dBm and power ratio 23 dB, the absolute maximum estimation error is less than 70 ps/nm when the accumulated CD is from 2, 000 ps/nm to 24, 000 ps/nm. Then the worst case that the center frequency offset is 0 and the best case that the center frequency offset is 25 GHz are both simulated. The BER drop of worst-case scenario becomes more obvious, and there is no BER degradation for the best case scenario. The CD estimation performance is 0.41% for the worst case and it is 0.23% for the best case when the OSNR is from 10 to 25 dB. When utilized in systems with different OSNR and nonlinear noise, the performance of CD estimation barely drops for all scenarios. The computing complexity of our method is much lower than scanning method of FrFT and other statistical methods. Meanwhile, this method also enables instrumental realization without DSP. Moreover, the measurement resolution and range in our method is tunable, which is more flexible for modern dynamically reconfigurable optical networks.
