We document a negative and asymmetric contemporaneous relation of European stock and implied volatility returns. The negative relation is significantly more pronounced at the highest quantile of the stock market return distribution (i.e. largest price decrease). The relation between stock returns and implied volatility exhibits differences consistent with European institutional and cultural clusters. For example, German stock market tends to be more responsive to changes in implied volatility compared to UK stock market. In addition, the volatility spread for these two markets persist for a longer period compared to other European volatility spreads. The degree of integration between the leading European (UK, Germany and France) volatility markets, however, is very high and shocks on the implied volatility spread die out within a few days. Our Markov switching model distinguishes three volatility regimes.
4 high vs. low volatility periods) and across European Union (EU) countries. EU countries share a common market, the same currency (with some exceptions), and harmonized regulations, thus, creating a similar macroeconomic environment for member states. However, important institutional, legal, and cultural differences still remain. For example, UK is often described as an 'outsider economy' with a large stock market, dispersed ownership, strong investors' rights and legal enforcement, and a low degree of uncertainty avoidance (see La Porta et al., 1997 and Hofstede, 2001) . Germany, on the other hand, is often described as an 'insider economy' with a smaller stock market, weaker investors' rights and a high degree of uncertainty avoidance. Thus, we expect different investors' behavior across EU volatility markets especially during the financial crisis.
We make the following contributions to the implied volatility literature. First, we extend the empirical work on the return-implied volatility association by utilizing a set of all available official European volatility indices. Second, we apply quantile regressions in order to capture potential asymmetric relations between European stock returns and implied volatility before and during financial crisis. Third, we examine differences in volatility index distributions together with differences in the stock returns-implied volatility relation across institutional and cultural clusters. We also construct impulse response functions and examine persistence in spreads between leading European volatility markets. Fourth, we examine regime-dependent movements of the entire maturity spectrum of the eurozone's volatility index returns and compare it with the results for US volatility indices. Finally, by means of principal component analysis (PCA) we shed further light into the dynamics between European stock and volatility indices.
Our main findings are: (i) European stock and volatility markets exhibit a statistically significant contemporaneous negative relationship. The negative relationship is slightly less pronounced for European than for US indices; (ii) volatility and equity markets exhibit bidirectional causality; (iii) equity and volatility markets have an asymmetric relationship and this asymmetry is significantly more pronounced than indicated by traditional ordinary least squares (OLS) models; (iv) implied volatility influence stock returns at the quantile with highest market returns significantly less compared to the quantile with the lowest returns; (v) hedge ratios derived from quantile regressions perform better compared to their OLS counterparts; (vi) the returns-implied volatility relation and persistence in volatility spreads vary across institutional and cultural clusters identified in the previous literature. The degree of integration between the German, French and UK volatility indices, however, is very high and shocks on the spread die out within a few days; (vii) the dynamics of the volatility term structure are clearly regime dependent. Our Markov model depicts three (low, middle, high) volatility regimes; (viii) short maturities exhibit higher volatility of volatility than longer maturities; (ix) large movements (regardless of direction) in both, implied volatility and stock markets increase the probability that volatility enters a higher volatility regime (low to middle and middle to high); (x) in the high volatility regime, the first three principal components (level, slope, and curvature) of volatility index returns explain 97% of the eurozone's volatility term structure.
The remainder of this paper proceeds as follows: Section 2 motivates hypotheses and introduces methodology. Section 3 describes the main characteristics of our sample. Section 4 presents results for the association of returns and implied volatility. Results of testing for integration of European volatility indices are presented in section 5. Section 6 deals with dynamics of the volatility term structure. Robustness checks and further analysis are presented in section 7. Finally, section 8 concludes.
Hypotheses and methodology

Association of returns and implied volatility 2
Previous literature formulated various hypotheses on the negative stock return-volatility relationship based either on firm fundamentals (leverage and feedback theories) or the (heuristic) behavior of market participants. The leverage hypothesis (Black, 1976; Christie, 1982; Schwert, 1989 ) attributes the negative relationship to increasing financial leverage of companies caused by decrease in stock prices. Consequently, the increase in leverage drives equity volatility and the risk of equity holders. The feedback hypothesis (French et al., 1987; Bekaert and Wu, 2000; Wu, 2001; Kim et al., 2004) postulates that any increase in volatility leads to an increase in future required rates of return on stocks which results in a simultaneous fall in stock prices. Similarly, an increase in aggregate volatility leads to a reduction in investor holdings of risky assets. Ultimately, this results in lower contemporaneous returns (Campbell and Hentschel, 1992) .
3 Both leverage and feedback theories suggest a long-run lagged association between return and volatility (or vice verse). 4 More recently, Hibbert et al. (2008) observe that investors tend to view low risk and high return as attributes of good investments and use heuristics to make decisions. As a consequence, larger negative (positive) returns are normally linked with larger (smaller) volatility. Since implied volatility is a gauge for both market exuberance and fear, the response of stock market returns is likely to be higher at both tails than at the center of the stock market returns distribution. However, Giot (2005) reports that S&P 100's negative returns tend to be associated with greater proportional changes in VXO (old VIX) than are positive returns.
Giot (2005) also reports that the asymmetric relationship tends to differ in periods of low and high volatility. For example, the increase in implied volatility (when negative stock index returns occur) is lower in high-volatility periods than in low-volatility periods. 5 This may be due to stronger reaction of option traders to negative returns during low-volatility periods (Bakshri and Kapadia, 2003) . An alternative explanation is a possible stronger impact of sharp volatility shocks on discount rates in low volatility regimes. For example, sharp volatility shocks in low volatility periods lead to proportionally higher discount factors in equity markets and thus lower prices (see Schwert, 1990) .
Whilst evidence on the negative contemporaneous relationship between implied volatility and returns is conclusive, the evidence on the asymmetric relation is inconclusive. For example, Fassas (2009) and Whaley (2000) report lack of evidence for strong asymmetric relation between VIX, RVX, VNX and their respective stock market indices. 6 In Europe, Alexander (2008) and Siriopoulos and Fassas (2012) both report an asymmetric negative relation for VFTSE and FTSE whilst Gonzalez and Novales (2009) report lack of asymmetric negative relation between VDAX, VSMI, and their respective stock market indices. Therefore, we test the following hypotheses:
3 The feedback volatility hypothesis implies that volatility is incorporated in stock prices. 4 The results of empirical studies, however, provide only weak support for this hypothesis (see Schwert, 1989; Campbell and Hentschel, 1992; Low, 2004; Bollerslev et al, 2006) . 5 Fleming et al. (1995) also report statistically significant asymmetric relation between old VIX and S&P returns. Simon (2003) report reports statistically significant asymmetric relation between VIX, VNX and their respective equity indices. 6 Whaley (2000) examines VXO. 7 Elsewhere, lack of the asymmetry in association between implied volatility and stock returns was reported for Canadian (Siriopoulos and Fassas, 2008) and Australian indices (Frijns et al., 2010; Dowling and Muthuswamy, 2005) . Strong asymmetric association was reported for Korean (Ting, 2007) and Indian (Kumar, 2012) indices. We start the analysis by regressing daily returns of all sample stock indices on the corresponding volatility index returns:
where Index return t is the daily stock index return, ‫ܸܫ߂‬ ௧ the corresponding implied volatility index return, and ε t represents a normally distributed error term. Since the early work of Whaley (1993) this regression is known as "fear gauge" regression with an expected positive intercept term (c) and a negative slope coefficient. Furthermore, we estimate a similar model to account for potentially asymmetric response:
where the changes of the respective volatility index are split into negative ‫ܸܫ߂‬ ௧ ି and positive ‫ܸܫ߂‬ ௧ ା volatility changes. A negative coefficient β 1 , for example, shows the percentage increase in stock market returns associated with a 1% decrease in implied volatility. On the other hand, a negative coefficient β 2 , reveals the percentage decrease in stock market returns associated with a 1% increase in implied volatility. If positive changes (i.e. increases) in volatility have a larger impact on stock returns than negative changes (i.e. decreases) of the same magnitude, β 2 is expected to be larger than β 1 (in absolute terms).
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The above OLS approach, however, is highly sensitive to departures from normal distribution.
An alternative approach is based on quantile regressions. The quantile regressions replace the least squares criterion by a least-absolute-distance estimation, thus, representing a natural extension of the OLS regression. 8 Quantile regressions are, therefore, more suitable for volatility indices which are often characterized by significant outliers and a leptokurtic distribution.
They estimate rates of change across the whole distribution of a response variable and model conditional quantiles as a function of predictors. They also estimate several different regression curves corresponding to the τ th quantile of the distribution and allow the slope coefficients to change accordingly. Estimates based on quantile regressions, therefore, allow us to test hypotheses 1b and 1c. Our quantile regression model has the following form:
where the return of the stock index (Index return t ) depends on the quantile τ (τ = 0.1, … , 0.9) of the corresponding implied volatility index return ∆IV τ,t . ε τ,t is the quantile specific error term with an expected value of zero.
Integration of European volatility indices
Although the EU is probably one of the most advanced regional confederations in the World some important differences still remain. For example, the differences are associated with legal tradition, rule of law, and degree of protection of investors' rights. 9 Based on the above differences, distinct country clusters were identified and used in the previous literature (see Leuz et al. 2003; La Porta et al. 1997; La Porta et al. 2000; Ball et al. 2000) . 10 For example, UK is described as 'outsider economy' with a large stock market, dispersed ownership, strong investors' rights, and strong legal enforcement. The large and diverse stock market, together with strong investors' rights, reduce investors' stress level and 'fear' of unknown future. Germany, on the other hand, is normally described as an 'insider economy' with relatively smaller stock markets, concentrated ownership, weak investors' rights, and strong legal enforcement. In 8 Hibbert et al. (2008) report results for OLS in highest and lowest quantiles but do not use quantile regressions.
To the best of our knowledge Kumar (2012) Leuz et al. (2003) show that strong and well-enforced investors rights mitigate managers' incentives to manage accounting earnings.
terms of investors' rights, France falls in between UK and Germany but with the weakest legal enforcement out of the three. France is also characterized by a relatively smaller stock market, and concentrated ownership.
In addition to the institutional and legal differences, there are also important cultural differences affecting investors' behavior. The cultural differences are a consequence of the fact that the EU bridges two major historical rifts (i.e. Latin vs. Germanic). The differences are normally associated with religion and the following cultural characteristics: power distance, uncertainty avoidance, individualism, masculinity, and long vs. short term orientation (Hofstede, 2001 ). For example, UK is characterized as a country with low uncertainty avoidance related to the level of stress in a society in the face of an unknown future. 11 Germany, on the other hand, is characterized as a country with very strong uncertainty avoidance. France falls in between UK and Germany. Netherlands and Switzerland exhibit similar cultural characteristics to Germany except that they both exhibit lower (and similar) degree of uncertainty avoidance (Hofstede, 2001) . The consideration of cultural differences in financial studies is rare.
Notable exception is Stulz and Williamson (2001) reporting that a country's principal religion helps to predict the cross-sectional variation in creditor rights better than a country's openness to international trade, its language, its income per capita, or the origin of its legal system. It is also plausible that the institutional and cultural differences affect investors' behavior in different markets. Specifically, we expect stronger "fear of crash" and stock market responsiveness to changes in volatility in 'insider' countries with a strong uncertainty avoidance 11 Hofstede (2001) defines other cultural characteristics as follows: Long-term versus short-term orientation (LTO) is related to the choice of focus for people's efforts: the future or the present. Power distance (PDI) is related to the different solutions to the basic problem of human inequality. Individualism versus collectivism (IDV), which is related to the integration of individuals into primary groups. Masculinity versus femininity (MAS), is related to the division of emotional roles between men and women. 12 It is important to note that the differences in spreads also reflect speed of arbitragers responding to profitable differentials in implied volatility.
(e.g. Germany) than in 'outsider' countries with a weak uncertainty avoidance (e.g. UK).
Consequently we expect larger and more persistent spreads, following external shocks, between countries from different institutional and cultural clusters. 13 Thus our hypotheses are: The persistence of the spreads (following external shocks) is examined by the methodology of Cuddington and Wang (2006) . The methodology is based on impulse response functions (IRF) and the use of autoregressive (AR) models robust to non-standard error distributions.
14 The dynamic effects on the spreads of one unit shock to the error term in the AR model are estimated using Monte Carlo simulations.
Regime dependent volatility term structure
Previous studies document time-varying properties of VIX (Mixon, 2002) , VFTSE (Alexander, 2008), and variance swap markets (Allen et al., 2006) . In this study, we examine the complete implied volatility term-structure for the eurozone (VSTOXX) and postulate that implied volatility varies over time in a systematic way. Thus,
Hypothesis 4: The term structure of eurozone's implied volatility has time-varying properties.
Regime switching (Markov) models are well suited to capture abrupt changes in stock market volatility. For example, regime switching models capture fat tails, time varying correlation, ARCH effects and other characteristics of many financial time series returns. 15 We identify 13 The above differences in volatility markets would also be in line with the behavioral approach adopted in Hibbert et al. (2008) . 14 See also Goldberg and Verboven (2005) and Taylor (2001) . 15 For a detailed discussion of Markov switching models see Hamilton (1989) . For an excellent survey on application of Markov switching models in finance, see Ang and Timmermann (2011). different regimes using probabilities estimated by the following, first order, Markov switching model, with state-dependent volatility returns (∆VSTOXX t ):
with c st being a state dependent constant term and ε t represents the (state dependent) vector of disturbance terms, assumed to be normal with state-dependent variance ߪ ௦,௧ ଶ . The unobservable state parameter s t is assumed to follow a first-order, three-state Markov chain where the transition probabilities (i.e. probability to change from the current regime) are assumed to be constant.
We also estimate the likelihood of different regimes for any observation (based on the information available at that point in time) and examine the main drivers of regime switches. The following logit model relates the estimated state probability of being in a specified volatility regime to theoretical transition variables (i.e. drivers) that induce a regime shift.
where ܲ ௧ ሾ‫ݕ‬ ௧ = 1ሿ denotes the filtered probability of being in a higher volatility regime at time t and α 0 and α 1 represent regression coefficients. Binary variables are defined based on the estimated probabilities of the Markov switching model. They are equal to one when the probability is higher than one-half (i.e. upper volatility state) and equal zero if the probability value is equal to or lower than 0.5 (i.e. lower volatility state). Given bi-directional causality of implied volatility and returns, we expect that regime transitions are associated with the evolution of these variables. Therefore, lagged stock returns, square of lagged stock returns, lagged changes of the VSTOXX, and square of lagged changes of the VSTOXX are used as explanatory variables. Finally, we isolate common risk factors of the entire volatility structure in different regimes using principal component analysis (PCA).
18 16 This model specification allows us to back out the regime specific conditional mean levels of volatility returns and to detect in which regime the volatility is on a particular date t. The parameters are estimated by a maximum likelihood approach. 17 The model is adopted from Clarida et al. (2006) . 18 PCA is based on eigen decomposition of the covariance matrix of the variables. The resulting principal components describe a series of orthogonal combinations that contain most of the variance.
Data
We examine all officially available volatility indices that are calculated and disseminated by Table 2 . *** Insert Table 2 about here *** Our sample is characterized by wide ranging levels of implied volatility (Panel A of Table 2 ).
The highest single value of 87.5% was reached by VSTOXX, while the minimum of 8.6%
was recorded for VBEL. The average (mean and median) level of implied volatility is highest in Germany and Netherlands followed by France, UK and Belgium. The median daily volatility returns are highest for VCAC (0.000%) and lowest for VAEX and VFTSE (-0.003%).
Overall, the daily mean and median volatility log returns are close to zero, reflecting the absence of a deterministic growth trend in volatility. 19 We find significant positive skewness in all indices. Excess kurtosis is extremely high compared to the magnitude of skewness. Consequently, the Jarque-Bera statistics reject the hypothesis of a normal distribution in all cases at the 1% significance level, which implies a higher probability of extreme movements. Combined Kwiatkowski-Phillips-Schmidt-Shin (KPSS) and Augmented Dickey Fuller (ADF) test statistics indicate that volatility indices appear to be close to a random walk. To investigate a potential lead-lag relationship of implied volatility with the underlying stock markets, we run pair wise Granger causality tests. Apart from the Dutch market, where the equity market seems to lead the volatility market, the results for the European market are unambiguous in showing that causality runs in both ways. The negative relationship between equity and volatility markets are also confirmed by the correlation matrix presented in Panel B. All returns 19 It has widely been accepted that volatility follows a mean-reverting process (see Allen et al., 2006) .
for stock market and volatility indices are negatively correlated at the 1% level. The highest negative correlation (-0.74) was recorded between ESTOXX and VSTOXX. Among volatility indices, VSTOXX and VDAX exhibit the highest correlation (0.92).
Our sample clearly captures periods with different stock market conditions. As an illustration, we present in Figure 1 Table 3 about here *** Across sample countries, DAX returns exhibit the highest sensitivity to volatility changes, whereas this sensitivity is lowest in Belgium (see Panels A and B in Table 2 ). The results are in line with our hypothesis 3. Table 4 presents the quantile regression results. Contrary to the OLS model, quantile regressions reveal highly statistically significant constant terms. The constant terms are positive in lower quantiles (τ = 0.1 to 0.5) and negative in higher quantiles (τ = 0.6 to 0.9). Previous studies report lower betas (sensitivities) for increasing stock market returns. 24 Our results also suggest higher (absolute) betas in the highest (τ = 0.9) quantile (i.e. lowest returns) than in the middle (τ = 0.5) and lowest quantile (τ = 0.1), for all sample volatility indices. Absolute values for betas in the lowest quantile (τ = 0.1) are higher compared to the center of the conditional joint distribution (τ = 0.5) in 4 out of 7 volatility indices. Notably, estimates obtained by OLS are more in line with the estimates for higher than for median quantiles. *** Insert Table 4 here ***
Quantile regression
The above results highlight asymmetric response of stock returns to volatility and lend support to our hypotheses 1b and 1c. 25 It is worth noting that both leverage and feedback hypotheses suggest models with lag terms. We, therefore, tried alternative specifications with lag terms for both stock index and the implied volatility index. Since none of the alternative spec-ifications improved explanatory power and/or statistical significance we conclude that responses are indeed contemporaneous as in equation 3.
The cross country differences of quantile regression results reported in Table 4 are similar to those reported for OLS regressions in Table 3 . Notably, absolute values of the regression coefficients for the DAX are highest in all quantiles across indices. 26 The results, therefore, suggest the most conservative attitude towards uncertainty in Germany and most relaxed attitude in the UK, with France in the middle. Compared to UK and France, Germany also exhibits the largest difference in absolute values for betas in the lowest and highest quantiles. The results for other European markets are mixed. While the Netherlands and Switzerland exhibit quite similar results, Belgium stock returns are least sensitive to changes in volatility (see Table 4 ).
For example, the reaction of stock returns to volatility changes (in the lowest and highest volatility quantiles) in Belgium is 50-70% smaller than in Germany. The Belgium's volatility index also exhibits the lowest mean, median, and standard deviation during the investigation period (Panel A of Table 2 ). Overall, with the exception of Belgium, the results are in line with our hypothesis 3.
OLS vs. quantile regressions
We further compare OLS with quantile regressions using a Wald-test with the following null hypothesis (H 0 ):
τ 1 … τ K are the corresponding quantiles (i.e. τ 1 = 0.1, … τ 9 = 0.9). The test-statistic is asymp-
where ‫‬ reflects the number of regressors and ‫ܭ‬ represents the number of quantiles (in our case 9), and can be considered as a robust alternative to traditional least-squares-based tests of heteroscedasticity. Results and p-values are presented in the last column of Table 4 . The null hypothesis of equal coefficients can be rejected across the entire sample at the 1% significance level, with the exception of the Swiss market (5% signif- 26 In case of the DAX, absolute values for respective betas are identical in lowest and medium quantiles. 27 The test was introduced by Koenker and Bassett (1982) .
icance level) and the French market (10% significance level). Quantile regressions, therefore, represent a more robust alternative to OLS estimates.
Integration of European volatility markets
First we analyze the distribution of volatility level differences (i.e. volatility spreads) in the three main markets: Germany (VDAX), France (VCAC), and UK (VFTSE). Table 6 . *** Insert Table 6 about here *** In general, a shock of one standard deviation in the spreads dies out monotonically and relatively quickly in all three volatility spreads. Following the initial spike in case of VDAX-VCAC and VFTSE-VCAC spreads, the majority of the shock vanishes during the first two days. A shock in the spread for the VDAX-VFTSE is more persistent, thus, convergence to the long-run mean level is slower.
We compare the different speed of adjustments by half life (HF) measure that is normally used in this context (see Cuddington and Wang, 2006) (Figure 2) . HL measures the number of days it takes for one unit shock to shrink to half of its initial value. As expected, HL is longest for the VFTSE-DAX spread (around 3 days). The HL for the VFTSE-VCAC spread is just below 2 days. The shortest HL (just over 1 day) is recorded for the VDAC-VCAC spread.
Overall, the above results lend support to our hypotheses 2 and 3. *** Insert Figure 2 about here *** 6. European volatility indices in different market regimes
Regime dependent VSTOXX's returns
We analyze the term structure of the VSTOXX returns, comprising tenors of 1, 2, 3, 6, 9, 12, 18 and 24 months. The regime dependent VSTOXX returns term structure is presented in Ta Table 7 about here ***
Determinants of regime changes
Results of logit models for drivers of VSTOXX's regime changes are reported in Table 8 . As The only exceptions are lagged stock returns in transition from low to middle regime. Results in the regressions with squared changes of the two explanatory variables indicate (with high significance) that large jumps in volatility and stock prices (irrespective of direction) tend to induce a shift to the next higher volatility regime. *** Insert Table 8 about here ***
Regime dependent determinants of implied volatility
The results in Table 9 suggest that 72.3% of the total variation in VSTOXX's returns can be explained by the first common factor (see Table 9 ). The loadings for the first component are similar across indices, indicating that the majority of the movement of implied volatility is due to a common level shifting factor. Interestingly, French, German and UK markets exhibit very similar loadings for the first component (0.415, 0.388 and 0.398, respectively). The second component (i.e. changes in slope of the term structure) explains additional 8.8%. Negative second eigenvalues for French and Belgian markets suggest that they are subject to higher idiosyncratic regional risk. *** Insert Table 9 about here ***
The regime-specific eigenvectors of the principal component representation, based on the covariance matrix of one-day changes of the entire term structure of the VSTOXX, are shown in Figure 3 . In all three volatility regimes considerably more than 90% of the total variation of the term structure can be explained by only three factors. The first factor (level factor) is, based on the percentage of variation explained, much more important in the middle and high volatility regime than in the low volatility regime (80.5%
and 78.6% versus 60.2%, respectively). At the same time the second and third factor (slope and curvature) explain much more in the low volatility regime (8.4% compared to 2.2% and 2.6%, respectively).
31 Our results are consistent with Mixon (2002) and Fengler et al. (2002) who find that three PCA components describe the time-series movement across the US implied volatility term structure and option exercise prices.
For each regime, the loadings of the first factor nearly resemble the 'level' factor found previously by Litterman and Scheikman (1991) . 32 The short-term volatilities, however, move significantly more than long-term volatilities. This is especially the case for the (very short) one month maturity and to some extent also the two and three month maturity in the high volatility regime (see PC1 in Figure 3 ). Factor loadings of the second PC are (with an exception for the very short 1 month maturity) negative in all three regimes, constant in the low volatility and upward sloping in the middle and high volatility regime. Thus, during the low volatility regime the second principal component behaves like a level-shifted first component (see Pan- el A of Figure 3 ).
The factor loadings of the third principal component tend to be U-shaped (curvature effect).
This is especially the case for the low volatility regime. Interestingly, the loadings tend to be constant (low volatility regime) or declining (middle and high volatility regime) for maturities exceeding one year. Overall, Figure 3 reveals that the factor loading structure is regime dependent (especially concerning principal component 2 and principal component 3).
Robustness checks and further analysis
European vs. US volatility indices
We repeated our analysis for the following US volatility indices: the VNX, representing the Technology sector based on the Nasdaq 100 implied volatility; the RVX, based on option prices of the Russel 2000 (small cap sector); the VXD, inferred from options on the Dow Jones Industrial Average Index; and the VIX, derived from the implied volatility of S&P 500 (SPX) options (a broad stock market proxy). The results, presented in The results of PCA analysis (see Panel F of Table 10) show that the first principal component explains 93.8% of the total variation of the term structure. This is higher than the 72.3% (see Table 9 -Panel A) reported for European markets. The second component, related to the slope factor, explains only additional 3.2% (compared to 8.8% for European markets).
OLS vs. quantile regression hedge ratios
Recent growth in markets for volatility derivatives (e.g. index futures, variance swaps, and ETNs) facilitated the development of various strategies for gaining volatility exposure. Due to negative equity returns-volatility relationship, long positions in volatility can help to hedge 33 SPX Return t = 0.0000 + -0.129*-0.01 = 0.00129 = 0.13%; SPX Return t = 0.0000 + -0.164*0.01 = -0.00164 = -0.16%. Similar results are reported in previous research focusing on the US market (See Giot, 2005; Simon, 2003; and Whaley, 2008) . 34 The results are consistent with Whiley (2000) and Siriopoulos and Fassas (2009). against market risk. Given time-varying behavior of volatility and equity markets, determination of adequate hedge ratios becomes an important empirical question for investors. Figure 4 illustrates the difference in hedge ratios based on OLS and quantile regression coefficients (of the quantile with the lowest returns (τ = 0.9)). The presented results are for DAX and SPX indices. Table 11 . Overall, the volatility indices provided a very good hedge against the 35 For reasons of brevity we confine the discussion to the DAX and SPX indices. To show the evolution of the hedge ratios, regressions (1) and (3) are rolled over on the previous 500 observations for the DAX and SPX. 36 Our unreported results also suggest better accuracy of quantile regression compared to OLS estimates. For example, the 90% prediction interval derived from equation 1 (OLS) for the DAX (SPX) conditional on a 1% increase in volatility is -1.89% to 1.56% (-1.75% to 1.42%). The equivalent prediction interval, derived from equation 3 (quantile regression), yields stock market returns of -1.55% to 1.22% (-1.50% to 1.09%). 37 However, due to the variance risk premium, long positions in volatility derivatives are biased to generate a loss and considering them as part of strategic asset allocation may not be appropriate. Consequently market practitioners usually pursue an active approach and engage in long positions only over short time horizons, mostly on a discretionary basis when they expect turmoil in financial markets. gime, principal components, corresponding to level, slope and curvature, explain 97% of the eurozone's volatility term structure. Compared to US market, the larger proportion of the changes in volatility is related to tilts and non-linear movements in term structure. Overall, our findings lend support to the behavioral explanation of the stock return-implied volatility relation and have implications for risk management. /100 p.a.) . The mean and median are given in the first two columns. The columns labeled maximum and minimum report the highest and lowest level as well as daily log changes (see the ∆-rows) over the scrutinized period, respectively. Higher moments are reported in the adjacent three columns, followed by the values of a test of normality. The Jarque-Bera test statistic is highly significant, rejecting the hypothesis of a normal distribution for each time-series. ADF-statistics and LMstatistics for the KPSS test are for combined test for unit-roots and stationarity. The last two columns present the p-values of Granger-causality tests to address the question of a potential lead-lag relation between the stock and the corresponding volatility indices of Germany (DAX / VDAX), France (CAC / VCAC), United Kingdom (FTSE / VFTSE), Switzerland (SMI / VSMI), Belgium (BEL / VBEL), the Netherlands (AEX / VAEX), and the Eurozone (ESTOXX / VSTOXX). ** denotes significance at the 1% level. -6.50 -6.47 -6.39 -6.31 -6.24 -6.20 -6 .13 -6.49 -6.46 -6.38 -6.30 -6.23 -6.19 -6.12 
Mean Median Maximum
AIC
SC
