Abstract: A method for solving the inverse kinematic problem of determining the velocity characteristic of a medium from a vertical seismic survey, is proposed. It is based on the combined use of the eikonal equation and spline methods of approximation for multivariable functions. The problem is solved by assuming a horizontally stratified medium; no assumptions about the number of layers and their thickness are made. First, using the data of the first arrival times of the seismic signal from several shotpoints, which are registered by detectors located in the vertical borehole, a spline approximating the function of first arrival time of the signal from source points to any point in the Earth subsurface is constructed. Then with the help of the eikonal equation, the characteristic of the medium around the borehole is determined. Numerical experiments on the model and the real data show high efficiency of the proposed method.
Problem statement
The essence of an inverse kinematic problem about the determination of the velocity characteristic of a medium, from a vertical seismic survey (the proximity survey problem) is the following. Let the detectors registering P-wave travel times be placed at the points x 0 = ( 0 0 ζ ), = 1 , distributed along the vertical well. In the Cartesian-coordinate system the axis O is directed downwards from the surface to the center of the Earth. The coordinates of the wellhead on the surface are 0 0 0. It is assumed that the seismic waves are generated as a rule by an explosion at the points Q = ( ), = 1 , (source points) located in a neighborhood of the well. It is required to determine the velocity profile of the medium around the borehole, and first of all to describe the velocity of propagation of seismic P-waves ( 0 0 ) through the medium according to the registered first-arrival times.
The traditional method for solving the inverse kinematic problem of seismics is to use additional a priori information about the horizontal-bedding structure of the borehole area. It is assumed that this medium consists of a number of layers, each with the constant velocity of seismic wave in each layer. The required layer velocity values are found by residual functional minimization for the difference between the observed travel times of seismic waves and the time values which are found from the seismic traces of signal propagation in the horizontal layered medium, see, for example, [7] . The solution algorithm for the proximity survey problem submitted here is based on the combined use of the eikonal equation and spline approximation methods for functions of several variables. A similar approach was used in [3] to find the velocity characteristic of focal zones of earthquakes. The proximity survey problem is considered under the assumption of a horizontally layered medium. However, there are no assumptions about the number of layers and their thickness. Moreover, the medium can be deemed to be only horizontally constant, without any division into layers.
The feature of the proximity survey problem is the limited amount of initial information (a small number of shotpoints) available. This circumstance leads to the necessity of adding a priori information about the examined medium structure to the solution algorithm. Notice that the dense distribution of shock sources in the focal zone of earthquakes has allowed us (in the quoted paper [3] ) to avoid any additional a priori information on the structure and properties of the medium.
Let us use an assumption of horizontal uniformity of the medium and reformulate the problem. Additionally we assume that all sources of explosion are located at the same depth. This restriction is not burdensome for solving practical problems, because the real depth of the shotpoints differs a little in relation to the borehole depth and the distance from the wellhead. According to the principle of reversibility for any medium, a source and a detector can be interchanged with preservation of the signal propagation time between them. If the medium is horizontal-layered then it is possible to place all shotpoints at the location of the wellhead, and correspondingly to place the wells with the detectors, positioned at identical depths, see Figure 1 , to the points of explosion. In the left part of Figure 1 the initial well and shotpoints positions (top view) are shown. The wellbore is marked by a circle and the sources of explosions Q are marked by daggers. We remark that the relative positioning of the wellbore and the sources of explosion (and their amount) correspond to the numerical experiments whose description is presented below. In the right part of the figure, the result of the problem reformulation is shown. It is clear that the wellbores in the reformulated problem can be moved arbitrarily along the circles on which they are located in horizontal plane. This opportunity is used further in numerical experiments.
So, let the source be located at a point x 0 = ( 0 0 0 ) and the wellhead positions be at the points x = ( ), = 1
. In each well, the detectors are located at the depths , = 1 . Let also the first arrival times of a signal from the point x 0 to the points where the detectors are located be known (measured with some error). In what follows, the structure for location of detectors is nonessential. We assume that the receivers of the signal are located at the points y , = 1 N, where N = . The corresponding seismic P-wave travel time values are denoted as { }.
The solution algorithm for a proximity survey problem
The algorithm consists of two main stages. In the first stage we construct a smoothing DMM-spline S(x) = S( ), approximating the signal propagation time from any point x = ( ) to the point x 0 according to the value set { } known at the points y , = 1 N. Such splines were used in [2] , and they are three-dimensional analogues of corresponding splines of two variables [6, 9] . DMM-splines are an effective tool for the reconstruction of a function depending on three variables by its values known at irregularly (chaotically) located points of space. The definitions for interpolating and smoothing DMM-splines are given below. The algorithmic problems related to their construction are also discussed. Note that DMM-splines have much in common with the RBF-splines [8] .
Let the values = (x ) of the function (x) = ( ) be known at the points
We assume that all points x are different. The space of polynomials
of degree is denoted by P . We remind that the dimension of the spaces P is defined by the formula
The Euclidean distance between the points x x is denoted by dist(
where ≥ 1 is an integer number,
, is a polynomial of degree , is a real number (Hardy's parameter) and the numerical coefficients λ satisfy the conditions
is called a DMM-spline of degree .
By the degree of a DMM-spline we mean an index of degree of a "distance" arising in the formula (2) . Such a definition is in agreement with the concept of degree for a one-variable spline. For even the formula of a DMM-spline includes the function ln, and for odd it includes a root square. DMM-splines of degree can differ in degrees of the polynomial components of the spline. We call a degree of the polynomial π(x) from (2) the polynomial degree of the spline. The conditions (3) can be replaced by the equivalent requirements
where (x) are the basis functions of the space P , i.e.
Let us note that the D -splines and Duchon splines [4] , as well as Hardy's multiquadrics and their generalizations [5] , are special cases of a DMM-spline. The spline S(x) is called an interpolating spline if it satisfies the interpolation conditions
The coefficients λ α of the interpolating spline are determined by the system of N + linear equations, following from the conditions (4), (5),
where
T T stands for matrix transposition. The matrix of this system has the form
where B = ( ) is a square matrix of dimension N × N, C is a rectangular matrix of dimension N × , the symbol 0 is used for a zero-matrix of dimension × . The entries of matrix B are completely determined by the conditions of interpolation (5) . We have
The entries of C are determined by the conditions of interpolation (5) and by a choice of basis in the space of polynomials P . Existence and uniqueness for interpolating DMM-splines of three variables are similar to the case of DMM-splines of two variables, see [9] .
Actually the construction of the interpolating DMM-spline is reduced to the problem of solving the symmetric system of linear equations with a practically dense matrix whose size is mainly determined by the number of interpolation knots x . For large N this system may be ill-conditioned. A good method for conditionality decreasing is a preliminary transformation of the system for coordinates with the purpose of mapping the dimensional parallelepiped containing the knots of interpolation on the unit cube in R 3 . For the same reason it is more convenient to use the formula
instead of representation of the polynomial π(x) in the form (1). Here In this case the monomials, ordered in some way,
form basis functions (x) in the space P .
In spite of the fact that the system for determination of the coefficients of a DMM-spline is symmetric, it is impossible to use the Cholesky method for its solution as the matrix (7) is not positive-definite. We apply our improvement of the Aasen method for solution of a system [1] , arising in computation of spline coefficients. This enabled to halve the time cost of the spline construction compared to the method described in [3] . Moreover, it allowed us to keep control over the condition number of the equation system. In particular, during construction of the spline the condition number automatically determines the situation when the system (6) is close to a singular one, that is the consequence of non-existence and non-uniqueness conditions for the DMM-spline.
If the values are known with errors then the application of interpolating splines is practically useless. In this situation it is necessary to construct smoothing splines. The smoothing DMM-spline S ρ (x) differs from interpolating. So, instead of interpolation conditions (5) for determining its coefficients the equations
are used. Here ρ ≥ 0 is a parameter of smoothing. According to (8) and (3) the coefficients of a smoothing spline are determined as the solution of the system of linear equations with a matrix
where I is the identity matrix. The matrix (9) differs from the matrix (7) for the case of interpolation only by the entries of the main diagonal in the matrix B, namely,
Thus the difficulties in construction of smoothing and interpolating splines are similar. We do not discuss here the conditions of existence and uniqueness of DMM-splines. We note only that for the existence of an interpolating DMM-spline, the degree and the polynomial degree must satisfy ≥ /2 . However, the parameters and can be arbitrary for the smoothing splines, which are commonly used in solving practical problems.
The parameter of smoothing ρ regulates the smoothing level of data. The value ρ = 0 corresponds to an interpolating spline. When ρ grows, the behavior of DMM-spline becomes smoother and the oscillations inherent to the interpolating spline disappear. But simultaneously, in general, the deviation of a spline from the initial data grows. Note that for very large values of the smoothing parameter ρ the spline S ρ (P) converges to some polynomial of a degree not more than .
Experience shows that the construction of a DMM-spline is a very powerful tool for the solution of various problems of the function approximation, when the function is given by its values at chaotic points. The successful application of DMM-splines mainly depends on a correct choice of parameters ρ. Some considerations concerning this problem are formulated below.
In the case of = 0 the differential properties of DMM-splines are completely determined by their degree . For = 1, the DMM-spline is continuous, but its first derivatives do not exist at the points x . For the spline of degree 2 the first derivatives are continuous, but the second derivatives have singularities at the points x , etc. Therefore, if it is necessary to approximate the first derivatives, the degree of DMM-spline should not be less than two. It is not recommended to use splines of a high degree (larger than four). The reason is that the splines of high degree give significant oscillations. Any nonzero value of Hardy's parameter makes DMM-spline infinitely differentiable. However, for very small this effect is purely formal. Nevertheless, by a choice of Hardy's parameter it is possible to change the behavior of a spline essentially. At the same time it seems impossible now to give any concrete recommendations concerning the choice of this parameter.
The polynomial degree essentially influences the DMM-spline properties. It is necessary to mention at first that if the behavior of an approximated function is similar in any sense to the behavior of a polynomial of a concrete degree , it is necessary to choose this number as a polynomial degree of a spline. Secondly, we shall notice that the value of the parameter influences the behavior of a spline outside the domain most strongly, where the data are given. Far from this domain the spline becomes close to a polynomial of degree . At the same time, the spline degree plays a crucial role inside the domain, where the data are given. Values of are usually equal to 0 1 2 in practical problems.
Above we discussed already the question how the smoothing parameter influences the behavior of a DMM-spline. We shall note, in addition, that it is easy to regulate a degree of smoothing individually at each of the points x . For this purpose it is enough to replace the smoothing parameter ρ, common for all points, by the parameter ρ as in (8) . It is clear that it does not cause any complications from the point of view of the spline construction algorithm. One should apply the specification of the smoothing parameter at each point only if the accuracy of the data strongly varies from point to point. For example, if the error of a given function at one of the given points is very large in comparison with other points, then the smoothing parameter at that point should be taken large enough. On the contrary, if the function value at this point is known with high accuracy, then it is possible to assign zero value to the smoothing parameter and to provide interpolation of the given value of the function.
As it was already mentioned, DMM-splines are an effective tool for determination of the functions by their given values in chaotically located points. Thus, as a rule, it is necessary to determine not only the approximated function, but also its derivatives with high accuracy. Just this property of splines allows one to use the eikonal equation describing the distribution of the signal in the medium on the second stage of the algorithm
|∇S(x)|
Due to this formula the velocity of signal propagation in the neighborhood of wells is a continuous function ( ). If necessary, it can be approximated by the well-known (to practitioners) piecewise constant function of the variable with the required accuracy, thus defining the layered structure of medium. In the next section we demonstrate a numerical implementation illustrating the potential of this method and leaving many important issues associated with the application of the described method for solution of practical problems outside the article. Primarily, attention must be paid to the degree of the spline and to the choice of the smoothing parameter, especially, when we deal with the processing of experimental data.
Numerical implementation of the algorithm
We do not describe numerous test calculations in the process of debugging software. We only remark that different medium models were used with known exact solutions, see [2, 3] . Let us dwell on numerical experiments with the real data provided by Trofimuk Institute of Petroleum Geology and Geophysics SB RAS (IPGG SB RAS). The well depth is 2830 m, detectors are located with the step 10 m, starting from the depth of 390 m. There are four points where the seismic signal is activated. Table 1 shows parameters of the shotpoints. We use the terms of the reformulated problem: the shotpoints are now assumed to be the wells. Along with the real data in the experiments we used the so-called theoretical data, obtained in IPGG SB RAS by ray tracing for a layered model of a medium constructed as the result of real data analysis. Theoretical data are of particular interest, because they are free from the impact of violations of layered structure, inevitable for the real data. For the reformulated problem with one source of explosion we assume that the source is located at a depth of 8.3 m. Thus in the experiments we are actually dealing with noisy theoretical data. First, consider the case of only one source of explosion. Formally this is a two-dimensional problem and cannot be solved directly by the method considered in this work. Assuming the layered medium, let us transform our problem into 3D. Namely, we replicate the well, where the measurements are made by copying it with the uniform step along the circle with the center at the wellhead, i.e., locate the wells at the vertices of the regular polygon. To the resulting 3D problem we apply the above described algorithm of computation of the P-wave velocity. Figure 2 shows the results for the well Q 1 on real data. The smooth line shows the results of calculations by the spline method, where the spline is of degree 2, polynomial of degree 1, and the smoothing parameter equals 0 001. The results from IPGG SB RAS are presented by a stepwise function. On the horizontal axis we placed the values of the depth (in meters) along the well, the vertical axis is the velocity of signal propagation in a medium (in kilometers per second). The number of replicated wells is six; a larger number of wells has little effect on the results. The most important factor when dealing with real data is to choose a suitable parameter of smoothing. The results of calculation for small values of this parameter heavily depend on the measurement error, so the resulting velocity graph gets a sawtooth form. If the smoothing parameter is too large, then oversmoothing of initial data occurs. It leads to losing data informativeness. Therefore, the velocity graph becomes too smooth and far from the truth. In the performed experiments the smoothing parameter was selected by trial and error. Figure 3 shows the results of the calculation with the theoretical data. We use the set of four original wells and two fictitious wells added to them and located in the azimuth of the well Q 2 . The location of all wells involved in the calculations is shown in the upper part of the picture. The spline parameters are the same as in the results shown in Figure 2 . The velocity graph on Figure 3 corresponds to the vertical plane through the well Q 3 . Even more impressive result holds for the profile through the closest well Q 1 . One can see an almost complete coincidence of the original and reconstructed velocity distribution of the seismic signal. The observed discrepancy between theoretical and calculated velocities in the left side of the figure results from absence of the data about the first arrival times in this area.
The numerical experiments, in our opinion, convincingly demonstrate good perspectives of the proposed spline method for determining the velocity characteristics of a medium according to the seismic profiling. Note also that it can be extended to a wider range of problems. In particular, essentially no changes need to be applied to nonvertical wells. 
