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Resumen: En este trabajo se revisa el estado del arte sobre estabilidad de sistemas
borrosos, ponie´ndose de maniﬁesto las diﬁcultades para su ana´lisis, debido a la
caracter´ıstica falta de linealidad de los mismos. Se revisan los estudios basados en el
criterio del c´ırculo, las te´cnicas para calcular ı´ndices de estabilidad, as´ı como te´cnicas
basadas en aplicacio´n del teorema de estabilidad de Lyapunov, que permite utilizar
me´todos nu´mericos de bu´squeda de soluciones. Adema´s, se revisan los trabajos de
estabilidad mediante el uso del modelo borroso de Takagi-Sugeno (T-S), el enfoque de
las Desigualdades Matriciales Lineales (LMI), que ha tenido un intere´s creciente en los
u´ltimos an˜os, as´ı como otra l´ınea de investigacio´n basada en estabilidad energe´tica.
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1. INTRODUCCIO´N
El ana´lisis de estabilidad es uno de los concep-
tos ma´s importantes en el ana´lisis de sistemas
de control borroso. El e´xito del Controlador de
Lo´gica Borrosa (FLC) no implica que no sea nece-
saria una teor´ıa de estabilidad. Debe decirse que,
a pesar de todo el e´xito del control borroso en
1 Este trabajo esta´ ﬁnanciado por el Ministerio Espan˜ol de
Ciencia y Tecnolog´ıa (proyecto ROBINT DPI-2004-07907-
C02).
aplicaciones industriales, la estabilidad no esta´ to-
talmente garantizada. Tal vez uno de los incon-
venientes que habr´ıa si no existiera un me´todo
de ana´lisis de estabilidad, ser´ıa que no se podr´ıa
aplicar un enfoque basado exclusivamente en mo-
delos para el disen˜o de controladores borrosos.
El disen˜o de un controlador borroso basado en
reglas implica la necesidad de una te´cnica de
estabilidad. La carencia de herramientas para el
ana´lisis dina´mico de este tipo de sistemas supuso
durante an˜os una dura cr´ıtica. Como hemos dicho,
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la eﬁciencia del FLC no implica que la estabilidad
del sistema este´ totalmente asegurada.
Entre las muchas diﬁcultades que presenta el
ana´lisis de estabilidad global y asinto´tica de sis-
temas de control borroso, esta´ el caso en el que
dicho sistema es localmente estable en un de-
terminado punto de trabajo. Pero para sistemas
no lineales esta estabilidad so´lo esta´ garantiza-
da alrededor de dicho punto. En estos casos, el
sistema puede ser localmente estable alrededor
del punto activo de trabajo pero no globalmente
estable.
A lo largo de este trabajo se hacen, en primer
lugar, varias consideraciones sobre la estabilidad
y su importancia en el disen˜o de sistemas de con-
trol borroso. Se explican tambie´n las diﬁcultades
que conlleva dicho ana´lisis de estabilidad, debidas
fundamentalmente a su falta de linealidad. En una
segunda parte, se revisan aquellas te´cnicas que
tratan de encontrar una solucio´n global al pro-
blema, con el ﬁn de desarrollar una metodolog´ıa
de disen˜o de controladores borrosos. Se revisa
primero el ana´lisis geome´trico estabilidad y la de-
teccio´n de ciclos l´ımites. A continuacio´n se resume
el me´todo que utiliza el criterio del c´ırculo y el
criterio de conicidad, hacie´ndose mencio´n a las
te´cnicas para calcular ı´ndices de estabilidad. Se
revisan tambie´n los trabajos de estabilidad global
y asinto´tica mediante el uso del modelo de T-S,
debido al gran uso que se viene haciendo de este
modelo. Finalmente, se comentan los enfoques
basados en LMI y en estabilidad energe´tica.
2. CONSIDERACIONES ACERCA DE LA
ESTABILIDAD DE SISTEMAS BORROSOS
El concepto de estabilidad es ba´sico en todos
los sistemas de control, siendo los sistemas de
control borroso un caso especial de sistemas de
control no lineal. Esto signiﬁca que los me´todos
de ana´lisis de estabilidad y los resultados de la
teor´ıa de sistemas no lineales, como el me´todo
de Lyapunov, se pueden aplicar tambie´n a los
sistemas borrosos. A la estabilidad de Lyapunov
se ha prestado mucha atencio´n en los u´ltimos
an˜os, lo que posiblemente haya sido fomentado
por la existencia de me´todos de optimizacio´n
nume´rica convexa para la bu´squeda de funciones
de Lyapunov.
La mayor´ıa de los trabajos publicados sobre ana´li-
sis de estabilidad de sistemas de control borro-
so, parten del conocimiento previo del modelo
matema´tico de la planta, expresa´ndolo como un
sistema dina´mico, bien en tiempo continuo, o bien
en tiempo discreto. En muchos trabajos se supone
que el modelo del controlador es borroso, pero
el de la planta no. De hecho, la mayor´ıa de los
sistemas experimentales usados para el disen˜o de
sistemas de control borroso, como el pe´ndulo in-
vertido, un sistema de pelota y balanc´ın, son de
esta naturaleza.
3. TIPOS DE SISTEMAS BORROSOS
Generalmente se consideran tres tipos de sistemas
de control borroso. El tipo I es el cla´sico que se
uso´ por primera vez en el control de una ma´quina
de vapor por Mamdani (Mamdani and Assilian,
1975). En este tipo de sistemas se usan conjuntos
borrosos en la premisa y en la consecuencia de
cada regla.
Ri1...in : Si
(
x es M i11
)
y . . . y
(
x(n−1) es M inn
)
entonces (x(n) es Xi1...in) (1)
donde x(l−1) = d
l−1x
dtl−1 , M
i1
1 (i1 = 1, 2, . . . , r1) son
conjuntos borrosos para x, M i22 (i2 = 1, 2, . . . , r2)
los conjuntos borrosos para x˙ y M inn (in =
1, 2, . . . , rn) son los conjuntos borrosos para
x(n−1), con sus funciones de pertenencia μ
M
i1
1
(x),
μ
M
i2
2
(x˙) y μMinn (x
(n−1)), respectivamente. Xi1...in
son los conjuntos borrosos para x(n).
Existen varios me´todos para implementar la in-
ferencia borrosa con este tipo de reglas, y de
obtener el valor nume´rico de la conclusio´n ﬁnal
(desborrosiﬁcacio´n).
El segundo tipo de sistemas de control borroso es
aque´l con consecuente de tipo singleton, es decir,
un nu´mero real. Estos sistemas de tipo II son
realmente un caso especial de los de tipo I.
Ri1...in : Si
(
x es M i11
)
y . . . y
(
x(n−1) es M inn
)
entonces (x(n) = xi1...in) (2)
siendo xi1...in un numero real. Los sistemas de tipo
II se utilizaron primero como controladores borro-
sos, para el control de seguimiento de automo´viles,
y posteriormente en el control de un brazo robot
(Ishikawa, 1988). Un sistema de control borroso de
tipo I es lingu¨´ısticamente aceptable, ya que utiliza
variables borrosas en ambas partes, premisa y
consecuencia. Por el contrario, los sistemas de tipo
II tienen la ventaja de que se puede reducir el
numero de para´metros en el consecuente de cada
regla, gracias a que la consecuencia es un nu´mero
real.
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Los sistemas de tipo III consisten en un conjunto
de reglas, cada una de las cua´les deﬁnen un
sistema dina´mico de orden n localmente va´lido.
Se expresan de la siguiente forma:
Ri1...in : Si
(
x es M i11
)
y . . . y
(
x(n−1) es M inn
)
entonces x(n) = ai1...in0 +
n∑
l=1
ai1...inl x
(l−1) (3)
Este tipo de sistemas (Sugeno, 1985) y (Takagi
and Sugeno, 1985) se utilizo´ como controlador por
primera vez en el control de un modelo de coche
(Sugeno and Murakami, 1984).
Como se puede observar, los sistemas de tipo II,
de nuevo, son un caso especial de sistemas de tipo
III.
La necesidad de disponer de me´todos de ana´lisis
de estabilidad para el disen˜o de controladores
borroso basados en modelos se discute en (Sugeno,
1985). En lo que concierne al sistema del tipo I,
en (Braae and Rutherford, 1979) se suministra
un modelo borroso de un sistema no lineal y se
disen˜a un controlador borroso para que el sistema
en cadena cerrada, descrito por reglas borrosas,
sea estable. Su me´todo es heur´ıstico, pero muestra
el objetivo del control borroso.
Existen muchos trabajos sobre la estabilidad de
sistemas de control borroso de tipo I. La mayor´ıa
de esos trabajos se centran en el estudio de las
caracter´ısticas de los controladores borrosos, sin
tener en cuenta las propiedades de los modelos
borrosos de los sistemas a controlar. En esos tra-
bajos se lleva a cabo un ana´lisis de estabilidad
del conjunto sistema no borroso con controlador
borroso, y tratan el segundo como un contro-
lador no lineal. Como tal, reducen el problema
de ana´lisis de estabilidad a la teor´ıa cla´sica de
estabilidad no lineal, como por ejemplo, el ana´lisis
en el plano de fases para sistemas no lineales de
bajo orden. En (Hojo et al., 1992) y (Kickert and
Mamdani, 1978) se presenta una aplicacio´n de la
funcio´n descriptiva al ana´lisis de la estabilidad de
un sistema lineal con un controlador borroso.
Otro enfoque muy estudiado ha sido el uso del cri-
terio del c´ırculo (Opitz, Sept. 1993), (Ray and Ma-
jumder, 1984) y su versio´n extendida: el criterio de
conicidad (Aracil et al., 1993) y (Kitamura, 1991).
En otra l´ınea, hay muchos estudios de estabilidad
en el ajuste del control de modo deslizante (SM)
o sistemas de estructura variable (Chen, 2001),
(Huang and Lin, 2003), (Hwang, 2004), (Hwang
and Lin, 2004), (Meda-Campana and Castillo-
Toledo, 2005), (Palm, 1994), (Su et al., 2001),
(Tao et al., 2004) y (Tong and Li, 2003). La idea
esta´ en lograr un control robusto con el disen˜o de
un controlador borroso de modo deslizante, que
cambie su estrategia de control con una superﬁcie
de conmutacio´n.
Con relacio´n a la robustez de la estabilidad, exis-
ten ı´ndices de estabilidad (Ollero et al., 1995),
basados en la teor´ıa cualitativa.
Finalmente, existen muchos estudios sobre la es-
tabilidad de los sistemas de control descritos me-
diante relaciones borrosas (Gang and Laijiu, 1996)
y (Langari and Tomizuka, 1990) que, sin embargo,
no parecen prometedoras. Aunque incluyen teo´ri-
camente las expresiones de reglas del tipo si - en-
tonces, las expresiones borrosas relacionales llegan
a ser muy complicadas en el caso multivariable.
Todav´ıa no esta´ madura una teor´ıa general para
el ana´lisis de estabilidad de sistemas borrosos de
tipo I. Lo habitual es que el ana´lisis de estabilidad
sea heur´ıstico, y que el sistema a controlar no sea
un sistema borroso sino un sistema lineal.
En la teor´ıa cla´sica de control, el ana´lisis de
estabilidad de un sistema de control esta´ basado
en el ana´lisis de sistemas dina´micos no forzados,
es decir, un sistema sin entrada de control. Por
lo tanto, lo que se necesita en primer lugar es un
me´todo de ana´lisis de estabilidad para sistemas
dina´micos borrosos no forzados. Siempre que se
considere un sistema de tipo III, el ana´lisis de
estabilidad esta´ siendo planteado segu´n esta idea.
La estabilidad de un sistema no forzado de tipo III
fue en primer lugar analizada para el caso discreto
en (Tanaka and Sugeno, 1990), donde se aplico´ el
enfoque de la funcio´n de Lyapunov. Otros trabajos
relacionados con la estabilidad, (Kawamoto et
al., 1993) y (Tanaka and Sugeno, 1992), tratan
tanto los sistemas de tiempo discreto como los de
tiempo continuo.
A partir de ellos, muchos han sido los trabajos
llevados a cabo sobre sistemas de control de tipo
III. Basado en las condiciones de estabilidad, el
control basado en modelos de sistemas de tipo III
se ha desarrollado para el caso discreto (Akar and
O¨zgu¨ner, 2000), (Cao et al., 1996b), (Tanaka and
Sugeno, 1992) y (Zhao et al., 1997), y tambie´n
para el caso continuo en (Feng et al., 1997) y (Zak,
1999). En estos estudios se usan los modelos del
espacio de estado. Tambie´n en (Cao et al., 1999)
se han estudiado los modelos de entrada/salida de
tipo III.
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4. ESTADO DEL ARTE DE LA
ESTABILIDAD DE SISTEMAS BORROSOS
En este apartado se recogen las principales l´ıneas
de investigacio´n que tratan de dar una solucio´n
global al ana´lisis de estabilidad de sistemas bo-
rrosos.
4.1 El Plano de Fases o Ana´lisis Geome´trico
Inicialmente, el controlador borroso se analizo´ me-
diante me´todos tradicionales algebraicos, los cuales
tienen e´xito particularmente en el ana´lisis de la
estabilidad, siempre que el proceso sea modelado
tambie´n algebraicamente. Estos me´todos tienen
la limitacio´n de que el modelo algebraico puede
ser utilizado tambie´n para modelar el controlador
borroso. Mediante esta te´cnica, se obtienen con-
troladores borrosos eﬁcientes, especialmente para
controlar sistemas no lineales de bajo orden.
En (Braae and Rutherford, 1979) se propuso una
trayectoria lingu¨´ıstica del plano de fases para
analizar y mejorar la estabilidad, modiﬁcando
las reglas de control. El sistema sera´ estable si
la trayectoria lingu¨´ıstica converge al punto de
equilibrio.
Como ejemplo, se considera el sistema lingu¨´ıstico
representado mediante las siguientes ecuaciones:
x˙ = f(x,u) (4)
u = Φ(x) (5)
que representan las reglas mostradas en el cuadro
1 de forma matricial.
Cuadro 1. Reglas borrosas mediante el
plano de fases
Por ejemplo, el elemento NM en la matriz repre-
senta la regla:
Ri : Si u es PP y x es NG entonces x˙ es NM
y el elemento NG, la siguiente regla
Ri : Si x es NG entonces y es NG
siendo y la salida del sistema.
Cuando u es PP y x es NG, entonces el cambio
del estado x˙ es NM . Esto quiere decir que el
estado del sistema x se hace ma´s negativo. Dado
que el sistema alcanza su ma´ximo valor lingu¨´ıstico
negativo, esta situacio´n revela su inestabilidad
lingu¨´ıstica.
En (Aracil et al., 1988) se propone la aplicacio´n
de los enfoques del espacio de estado geome´trico
al ana´lisis de estabilidad de los sistemas de con-
trol borroso. Este me´todo abarca los conceptos
incluidos en el enfoque de trayectorias lingu¨´ısticas
(Braae and Rutherford, 1979), y puede usarse
para analizar la estabilidad del estado, as´ı como
para detectar ciclos l´ımites, oscilaciones y otros
comportamientos dina´micos.
4.2 Criterio del Cı´rculo
La aplicacio´n del criterio del c´ırculo a sistemas
borrosos se propuso en (Kickert and Mamdani,
1978). En (Ray et al., 1984), se utiliza el criterio
del c´ırculo para el ana´lisis de la estabilidad de los
sistemas de control borroso.
El problema es estudiar la estabilidad en el origen
para una clase de no linealidades que satisfacen
la condicio´n de sector dada. Si el origen es global
y asinto´ticamente estable para todas las no linea-
lidades en el sector, el sistema se denomina ab-
solutamente estable. Este problema se denomina
tambie´n problema de Lur.
Debido a que un sistema con FLC es un sistema
no lineal, hay que llevar a cabo dos ana´lisis difer-
entes de estabilidad: un ana´lisis local alrededor del
punto de trabajo y otro global, para comprobar si
existen otros puntos de equilibrio o ciclos l´ımites.
Para analizar el problema de estabilidad local
en sistemas de control borroso, se han aplicado
algunos de los me´todos tradicionales para ana´lisis
de estabilidad de sistemas no lineales de control
(Wang, 1997) y (Yager and Filev, 1994). El crite-
rio del c´ırculo y el criterio relacionado de Popov,
han sugerido tambie´n ideas para analizar la esta-
bilidad de sistemas borrosos del tipo de Mamdani
sobre una planta lineal (Aracil et al., 1993).
Estos me´todos se pueden aplicar a sistemas no
lineales que puedan representarse mediante un
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sistema lineal realimentado con un elemento no
lineal. En el caso del control borroso, como ele-
mento no lineal se tienen las reglas borrosas de
tipo I, como se ve en la ﬁgura 1.
Figura 1. Sistema en lazo cerrado con un contro-
lador borroso
La aplicacio´n del criterio del c´ırculo al ana´lisis de
estabilidad absoluta de un sistema realimentado
con una no linealidad φ, y con limites en un sector,
se muestra en la ﬁgura 2.
Figura 2. No linealidad limitada por un sec-
tor
En el caso de sistemas MIMO (ver ﬁgura 3),
se supone que G(s) es una matriz de funcio´n
de transferencias cuadrada m × m racional para
un sistema lineal, y asinto´ticamente estable. El
elemento no lineal Φ(e, t) es una matriz diagonal.
Figura 3. Un sistema MIMO realimentado con un
controlador no lineal
Φ(e, t) = diag φi(e, t), i = 1, 2, . . . ,m
m es el nu´mero de entradas y salidas en el caso
de que el sistema sea una matriz cuadrada, y las
funciones φi(e, t) cumplen la restriccio´n:
K1 ≤ φi(e, t) ≤ K2
El sistema MIMO se descompone en un conjunto
de subsistemas. La forma inversa del criterio de
estabilidad del sistema G−1(s) y el radio del
c´ırculo rˆi(jw), se representan como sigue.
Si el sistema es diagonal-ﬁla dominante,
|gˆii(jw)| > rˆi(jw) =
m∑
k = 1
k = i
[|gˆik(jw)|] (6)
Mientras que si el sistema es diagonal-columna
dominante,
|gˆii(jw)| > rˆi(jw) =
m∑
k = 1
k = i
[|gˆki(jw)|] (7)
siendo gˆki(jw) el elemento ki de G−1(jw).
As´ı pues, el sistema MIMO es global y asinto´tica-
mente estable, si la banda de Nyquist del modelo
de la planta inversa evita el origen y el c´ırculo de
dia´metro [−K1,−K2], y rodea a ambos el mismo
nu´mero de veces en sentido horario, tal y como se
reﬂeja en la ﬁgura 4.
Figura 4. La banda de Nyquist inversa de un
sistema no lineal MIMO realimentado
La aplicacio´n del enfoque de tipo Lur a la estabi-
lidad de sistemas de control del tipo I, produce
so´lo resultados conservadores, ya que considera
el control basado en reglas como un controlador
no lineal. Y cuando se adapta o se introduce un
controlador borroso en un controlador no lineal,
se pierden algunas caracter´ısticas del controlador
borroso, debido al uso de un so´lo l´ımite de sector.
4.3 Criterio de conicidad
La generalizacio´n del criterio del c´ırculo a sistemas
multivariables conduce al criterio de conicidad. El
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criterio se replantea y aplica al ana´lisis y disen˜o
de sistemas de control borroso en (French and
Rogers, 1998), (Kang et al., 1998) y (Ray et
al., 1984).
La restriccio´n de que el sistema lineal de la ﬁgura
5 debe ser Hurwitz, se puede evitar usando la
transformacio´n de lazo mostrada en la ﬁgura 6. Un
sistema que no es Hurwitz con una no linealidad
que cumple la condicio´n del sector con K = 0, se
puede expresar de la forma anterior, utilizando la
realimentacio´n mostrada en la ﬁgura 6. El nuevo
sistema lineal queda expresado de la forma:
GT (s) = G(s)[I + KG(s)]−1
y la nueva no linealidad pertenece al sector [0,
K], con K = K2 − K1. Esto conduce al criterio
del c´ırculo multivariable (Criterio de conicidad).
Figura 5. Decomposicio´n del sistema
Figura 6. Transformacio´n de la realimentacio´n
Segu´n el teorema de pequen˜a ganancia, un sistema
realimentado compuesto de dos sistemas estables
es estable, si el producto de las ganancias es menor
que uno, es decir, si
Ganancia(φ−K)×Ganancia( G
1 + KG
) < 1
En (Cuesta et al., 1999) se muestra la aplicacio´n
de los me´todos en el dominio de la frecuencia a
sistemas MIMO. El me´todo propuesto esta´ basado
en la formulacio´n del problema de Lur, tal y
como se muestra en la ﬁgura 5, donde el sistema
borroso T-S se puede descomponer en una parte
lineal y en otra no lineal. Adema´s, esta te´cnica
lleva directamente a la aplicacio´n de te´cnicas
de estabilidad de entrada/salida, tales como el
criterio de conicidad.
El sistema borroso representado mediante el mo-
delo T-S es:
Ri1...in : Si
(
x es Mi1...in
)
entonces
x˙ = a0i1...in +Ai1...inx
(8)
siendo el peso de cada regla
wi1...in(x) = μ
M
i1
1
(x) . . . μMinn (x
(n−1)) (9)
La ecuacio´n (8) se puede escribir como
x˙=
r1∑
i1=1
. . .
rn∑
in=1
{Ai1...inx− [(1− wi1...in(x))
Ai1...inx− wi1...in(x)ai1...in0 ]} (10)
es decir, que las partes lineal y no lineal se pueden
separar, y el modelo T-S resultante se muestra en
la ﬁgura 7.
Figura 7. Descomposicio´n del modelo T-S
4.4 Criterio de Popov
Este criterio se aplica so´lamente a no linealidades
invariantes con el tiempo (Chung et al., 1992).
Conside´rese el sistema de la ﬁgura 1, siendo φ la
no linealidad invariante en el tiempo, que satisface
el sector [0, K], con K diagonal positiva. Si la
parte lineal G(s) es asinto´ticamente estable, el
sistema realimentado es estable siempre que exista
un η ≥ 0 tal que
1
K
+ Re[G(jw)]− ηwIm[G(jw)] > 0
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Si Re[G(jw)] se dibuja frente a wIm[G(jw)],
tomando w como para´metro, entonces la condi-
cio´n se cumple si el diagrama resultante esta´ a
la derecha de la l´ınea que intercepta −1/K con
la tangente −1/η. Este diagrama se denomina
diagrama de Popov.
4.5 I´ndices de Estabilidad
En (Aracil et al., 1993), aparecen nuevos me´to-
dos para analizar la estabilidad de sistemas de
control borroso, basados en la teor´ıa cualitativa
de sistemas no lineales, que incluyen ı´ndices de
estabilidad.
En (Ollero et al., 1995), se trata el disen˜o de
los sistemas basados en reglas de control borroso
estables y se determinan nuevas expresiones para
calcular los ı´ndices anteriores. Su utilidad radica
en proporcionar una medida de estabilidad relati-
va.
El trabajo presenta procedimientos que hacen uso
de estos ı´ndices, con el ﬁn de mejorar el disen˜o
de los sistemas de control borroso mediante la
modiﬁcacio´n de las reglas, y conseguir alcanzar
la estabilidad global y mejorar el comportamiento
dina´mico de una planta no lineal.
El sistema de control basado en reglas con una
accio´n de control u = Φ(x), aparece reﬂejado en
la ﬁgura 8.
Figura 8. Sistema de control basado en reglas
Para el caso bidimensional, la ecuacio´n del sistema
se representa como sigue:
x˙1 = f1(x1, x2) + b1φ(x1, x2) (11)
x˙2 = f2(x1, x2) + b2φ(x1, x2) (12)
Se supone que el origen es el punto de equilibrio
y que es estable. El sistema sera´ inestable si
un autovalor real cruza el eje imaginario y se
convierte en positivo (bifurcacio´n esta´tica) o los
autovalores complejos conjugados cruzan el eje
imaginario y tienen valores positivos (bifurcacio´n
Hopf).
Sea J la matriz Jacobiana del sistema en el punto
de equilibrio, y sea
ϕ(s) = det(sI − J) = s2 + a1s + a2 (13)
la ecuacio´n caracter´ıstica de J , siendo a2 = det J
y a1 = −tr J
La medida de la estabilidad relativa del punto
de equilibrio en el origen, viene dada por los dos
ı´ndices. Uno de ellos indica la pe´rdida de estabili-
dad cuando un autovalor cruza el eje imaginario.
Por lo tanto, su valor ofrece una medida de co´mo
de lejos esta´ el sistema de la situacio´n donde la
estabilidad se pierde.
I1 = detJ (14)
El otro ı´ndice esta´ relacionado a la pe´rdida de
estabilidad cuando dos autovalores complejos con-
jugados cruzan el eje imaginario (ciclo l´ımite).
I ′1 = −(trJ) (15)
Cuanto ma´s grande sea el valor positivo de los dos
ı´ndices, ma´s grande sera´ el grado de estabilidad
relativa. La anulacio´n de cualquiera de ellos con-
duce a la pe´rdida de estabilidad. Los dos ı´ndices
dependen de la matriz J en el punto de equilibrio
y se usan para estudiar la estabilidad relativa del
punto de equilibrio situado en el origen.
4.6 Estabilidad de Lyapunov
La estabilidad de Lyapunov ha tenido histo´rica-
mente mucho intere´s en el ana´lisis de sistemas
borrosos y en el disen˜o de controladores borro-
sos (Castillo-Toledo and Meda-Campana, 2004),
(Chang and Chen, 2005), (Chen et al., 2005c),
(Tian and Peng, 2006), (Hsiao et al., 2005), (Kim
and Lee, 2005), (Leung et al., 2003), (Li and
Lin, 2004), (Liu et al., 2005), (Park et al., 2004),
(Tao and Taur, 2005), (Tuan et al., 2004), (Wang
and Lin, 2005), (Wang and Luoh, 2004), (Xu and
Lam, 2005) y (Xiu and Ren, 2005).
Sea un sistema de la forma
x˙ = f(x)
con x = 0 un punto de equilibrio.
Sea
V (0) = 0, V (x) > 0 ∀x = 0 y V˙ (x) ≤ 0
entonces x = 0 es estable. Adema´s, si V˙ (x) <
0 ∀x = 0, entonces x = 0 es asinto´ticamente
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estable. Si adema´s de las condiciones mencionadas
anteriormente, la condicio´n:
V (x)→∞ cuando ‖x‖ → ∞
se cumple, entonces x = 0 es global y asinto´tica-
mente estable. Las condiciones del teorema de
estabilidad de Lyapunov son so´lo suﬁcientes. El
que no se cumplan no signiﬁca que el sistema no
sea estable, ni global y asinto´ticamente estable.
Sea la funcio´n cuadra´tica de Lyapunov
V (x) = xTPx
con P una matriz sime´trica real. En este caso,
V (x) es deﬁnida positiva s´ı y so´lo s´ı todos los
autovalores de P son positivos. Si V (x) = xTPx
es deﬁnida positiva, se puede decir que P es
deﬁnida positiva. Para un sistema lineal x˙ = Ax,
la derivada de V es
V˙ (x) = xT (PA+ATP)x
V˙ (x) = −xTQx
En el caso lineal, la estabilidad cuadra´tica de
Lyapunov implica encontrar una matriz P que
cumpla las dos condiciones siguientes:
P > 0
PA+ATP < 0 (16)
La solucio´n se puede obtener anal´ıticamente re-
solviendo la ecuacio´n PA+ATP = −Q . La solu-
cio´n existe si A es una matriz Hurwitz, esto es,
si Reλi < 0 para todos los autovalores de A.
Las funciones cuadra´ticas de Lyapunov se pueden
utilizar para estudiar la estabilidad de sistemas
del tipo
x˙ = A(x)x (17)
cuando A(x) esta´ dentro de un convexo de ma-
trices {A1...1, A2...2, . . . , Ar1...rn}. Esto es equi-
valente a
x˙=
∑r1
i1=1
. . .
∑rn
in=1
wi1...in(x)
[
Ai1...inx
]∑r1
i1=1
. . .
∑rn
in=1
wi1...in(x)
(18)
donde wi1...in(x) toma valores en [0, 1] y∑r1
i1=1
∑rn
in=1
wi1...in(x) = 1. En este caso, el
sistema (18) es global y asinto´ticamente estable,
si existe una matriz comu´n P tal que
P > 0
PAi1...in + (Ai1...in)TP < 0 (19)
Esto equivale a decir que se debe hallar una fun-
cio´n de Lyapunov comu´n a todos los subsistemas
lineales Ai1...in . El problema de la estabilidad
cuadra´tica de (19) no tiene solucio´n anal´ıtica.
Sin embargo, se puede solucionar mediante opti-
mizacio´n convexa (Boyd et al., 1994), siempre que
la condicio´n de la ecuacio´n (19) sea LMI en P (se
mencionara´ en 27). La estabilidad cuadra´tica se
puede aplicar a examinar la estabilidad del modelo
de T-S, tal y como se vera´ ma´s adelante, ya que
e´ste se puede describir segu´n (17).
4.7 Estabilidad del Modelo de Takagi-Sugeno
Para cubrir todos los aspectos relativos a la esta-
bilidad global y asinto´tica, y al disen˜o de sistemas
de control borroso, se analiza a continuacio´n el
modelo T-S, ampliamente extendido en la litera-
tura de lo´gica borrosa, y caracterizado por ser un
modelo ma´s anal´ıtico y dina´mico que el resto. El
objetivo es la obtencio´n, de manera anal´ıtica y
generalizada, de una solucio´n global a la estabili-
dad de los sistemas borrosos.
A ra´ız de la aparicio´n del modelo T-S, se abrio´ una
importante l´ınea de investigacio´n relacionada con
la teor´ıa de ana´lisis dina´mico y de estabilidad,
aplicable a los sistemas borrosos. Debido a que
las conclusiones de las reglas que usa este modelo
suelen ser sistemas lineales, los investigadores se
aprovechan de la existente teor´ıa de control lineal
para su ana´lisis. La solucio´n aqu´ı presentada co-
rresponde a un modelo borroso con consecuentes
aﬁnes.
Existen numerosos trabajos en la literatura cen-
trados en el ana´lisis de estabilidad del modelo
borroso T-S. La existencia de un modelo T-S
apropiado se asume previamente. En (Tanaka and
Sugeno, 1992), se deriva una condicio´n suﬁciente
para la estabilidad global y asinto´tica de un sis-
tema borroso en el sentido de Lyapunov: debe
existir una funcio´n (una matriz comu´n deﬁnida
positiva sime´trica P) para todos los subsistemas,
tal y como se vio´ en (19). Esto constituye un
resultado muy importante, y se ha profundizado
en e´l con el ﬁn de aﬁnar los resultados. Sin em-
bargo, el problema de la estabilidad cuadra´tica
de la ecuacio´n (19) no tiene solucio´n anal´ıtica, ya
que su me´todo es u´nicamente aplicable a sistemas
discretos invariantes con el tiempo.
En (Lo and Chen, 1999) se analizo´ la estabilidad
del modelo de T-S aplicando los resultados de
Khartinov (Khartinov, 1979), que demuestran que
una familia de polinomios es Hurwitz, si y so´lo si
sus polinomios extremos son Hurwitz. En el caso
de tener que resolver un conjunto de desigual-
dades de Lyapunov, se an˜ade la diﬁcultad de tener
que construir una funcio´n de Lyapunov, para lo
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cual no existe una manera efectiva anal´ıtica. Sin
embargo, existen varios trabajos que tratan de
resolver este problema nume´ricamente mediante
algoritmos de programacio´n convexos muy eﬁ-
cientes, incluyendo las LMI (Boyd et al., 1994),
(Johansson et al., 1999).
(Tanaka and Sano, 1994) introdujeron el concepto
de estabilidad robusta para sistemas de control
borroso de tipo T-S, con la incertidumbre en
los para´metros de las premisas, utilizando condi-
ciones de robustez de´biles. Para introducir el cri-
terio de estabilidad robusta, se deﬁnen la regio´n
admisible y la regio´n de variacio´n, equivalentes
al margen de estabilidad conocido de la teor´ıa de
control cla´sica.
En (Feng et al., 1997) los sistemas borrosos esta´n
representados mediante una familia de modelos
locales en el espacio de estado. El controlador se
obtiene disen˜ando cada controlador local por real-
imentacio´n del estado e introduciendo un contro-
lador compensatorio. El controlador compensato-
rio esta´ basado en la conocida teor´ıa de control de
estructura variable. Se demuestra que este contro-
lador garantiza la estabilidad global y asinto´tica
del sistema borroso en cadena cerrada.
En (Kosko, 1997), (Tanaka and Sano, 1994) y
(Tanaka and Sugeno, 1992), se obtienen algunos
de los resultados ma´s importantes en el ana´lisis
de sistemas borrosos. El objetivo se centra en la
bu´squeda de una condicio´n de estabilidad global
y asinto´tica para sistemas borrosos. Los teoremas
presentados se han aplicado a casos particulares
del modelo borroso T-S, donde se supone que el
te´rmino independiente es cero, lo cual signiﬁca
que el sistema se linealiza en torno al origen.
Esto condiciona su generalizacio´n. Como se sabe,
el te´rmino independiente en un sistema lineal no
afecta a la estabilidad, sino a la entrada. En los
sistemas borrosos no ocurre as´ı, debido a que
estos son el resultado de la inferencia de todos
sus subsistemas. Esto provoca que el te´rmino
independiente deje de ser constante, pasando a
ser una funcio´n dependiente de las variables del
sistema, de manera que inﬂuye en la dina´mica
resultante del mismo.
En (Al-Hadithi, 2002), (Mat´ıa et al., 2000b),
(Mat´ıa et al., 2002), (Mat´ıa et al., 1999b) y (Al-
Hadithi et al., 2002) se desarrolla un teorema
que trata de encontrar una solucio´n global a
la estabilidad del modelo borroso general T-S
(ver ﬁgura 9), utilizando el me´todo directo de
Lyapunov para encontrar una matriz deﬁnida
positiva P. El sistema borroso representado por
x˙ = a0(x) +A(x)x (20)
Figura 9. El modelo general af´ın T-S
que tambie´n es posible representarlo como sigue,
H(x)x˙+ x = h0(x) (21)
es global y asinto´ticamente estable, si existe una
matriz P deﬁnida positiva, tal que, ∀x = 0:
[
H−1(x)
]T[
I − dh0(x)
dx
]T
P
+P
[
I − dh0(x)
dx
]
H−1(x) > 0 (22)
En (Mat´ıa et al., 1999a) se presenta otro teo-
rema similar que persigue la estabilidad global
y asinto´tica. El sistema borroso deﬁnido por la
forma general del modelo de T-S de la ecuacio´n
(21) es global y asinto´ticamente estable si:
1- ∂h0(x)∂x < 1 para un sistema de 1
er orden
2-
⎧⎪⎨⎪⎩
∂h0(x)
∂x
< 1
∂h0(x)
∂x˙
< h1(x)
para un sistema de 2◦ orden
La aplicacio´n de estos teoremas es extensible
tambie´n al ana´lisis de la estabilidad global y
asinto´tica de los sistemas no lineales.
En (Mat´ıa et al., 2000a) se analiza la estabilidad
global y asinto´tica de sistemas borrosos discre-
tos basados en el modelo general discreto de T-
S (Takagi and Sugeno, 1985). El modelo discre-
to propuesto por Takagi-Sugeno, se describe me-
diante reglas del tipo si-entonces, que localmente
representan la relacio´n lineal entrada/salida del
sistema. Cada regla del sistema libre es de la
forma:
Ri1...in : Si x(k) es Xi11 y . . . x(k − n + 1) es Xinn
entonces xi1...in(k + 1) = ai1...in0 + a
i1...in
1 x(k)
+ . . . ai1...inn x(k − n + 1) (23)
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(Tanaka and Sugeno, 1992) presentaron las condi-
ciones suﬁcientes de estabilidad para el sistema
borroso discreto representado por la ecuacio´n
(23), haciendo la simpliﬁcacio´n (poco realista)
a0(x(k)) = 0 ∀x(k), es decir a0i1...in = 0, ∀il =
{1, . . . , rl}, ∀l = {1, . . . , n). Segu´n esto, el sis-
tema borroso deﬁnido por las reglas mostradas
en (23), con a0i1...in = 0, ∀i1 . . . , in, que se
puede representar de otra forma como x(k+1) =
A(x(k))x(k), es global y asinto´ticamente estable
si existe una matriz P deﬁnida positiva, tal que
(Ai1...in)
T
PAi1...in −P < 0 (24)
∀il = {1, . . . , rl}, ∀l = {1, . . . , n).
Existen tambie´n planteamientos para el modelo
borroso af´ın. La ﬁgura 10 muestra un sistema
borroso discreto linealizado en varios puntos de
trabajo pasando por el origen. El a´rea sombreada
representa la regio´n inestable. En esta ﬁgura se
aprecia que el sistema x(k + 1) = A(x(k))x(k),
se encuentra acotado por los subsistemas xi1(k +
1) = ai11 x(k), por lo que ser´ıa estable si estos
lo fueran (so´lo para n = 1). Sin embargo, los
sistemas de la forma x(k + 1) = A(x(k))x(k) no
existen en la pra´ctica, pues no parece lo´gico ni
real que un sistema se linealice en varios puntos
de trabajo y que todas estas linealizaciones pasen
por el origen.
Por otro lado, en el ana´lisis de sistemas de este
tipo, no se ha tomado en consideracio´n el efec-
to de las funciones de pertenencia. Es evidente
que la condicio´n de estabilidad mencionada en el
teorema anterior, y desarrollada en (Tanaka and
Sugeno, 1992) y (Kosko, 1997), es so´lo suﬁciente
para asegurar la estabilidad del sistema borroso
linealizado por varios subsistemas de la forma
xi1(k + 1) = ai11 x(k).
Figura 10. Un sistema borroso linealizado en va-
rios puntos de trabajo pasando por el origen
El caso general con ai1...in0 =0 ya no es tan sencillo,
tal y como se muestra a continuacio´n. El modelo
T-S de primer orden sera´
Ri1 : Si x(k) es Xi11 entonces
xi1(k + 1) = ai10 + a
i1
1 x(k) (25)
Aplicando la condicio´n de estabilidad de Lya-
punov a este sistema, se obtiene:
|x(k + 1)| = |a1(x(k))x(k) + a0(x(k))| < |x(k)|
La ﬁgura 11 muestra el comportamiento de este
sistema borroso. Como se puede observar, el sis-
tema esta´ linealizado en varios puntos de trabajo
y no todas las l´ıneas pasan por el origen, como
en el caso en el que ai10 = 0. Por lo tanto, no
es posible determinar si x(k + 1) caera´ o no en
la regio´n inestable, sin tener en consideracio´n las
funciones de pertenencia (su forma y el universo
de discurso).
Se ha de mencionar tambie´n que las condiciones
de estabilidad propuestas en (Tanaka and Sugeno,
1992) dependen de Ai1...in , es decir, de los auto-
valores de los subsistemas (si esta´n dentro o fuera
del c´ırculo unitario), mientras que no dependen de
las funciones de pertenencia.
Figura 11. Ejemplo de la estabilidad del modelo
general de T-S
Otra l´ınea de investigacio´n (Mat´ıa et al., 2000a),
(Al-Hadithi, 2002), consiste en elegir funciones
de pertenencia rectangulares y analizar el efecto
que e´stas tienen (esto signiﬁca, conjuntos crisp)
como se ve en la ﬁgura 12. En dicha ﬁgura, el
l´ımite de cada conjunto borroso se ha puesto en el
punto de interseccio´n de ambos subsistemas, para
garantizar que se obtiene una funcio´n continua.
Es siempre posible, en este caso, determinar la
estabilidad del sistema borroso discreto. Lo que se
consigue con este tipo de funciones de pertenencia,
es que el sistema borroso (ahora lineal por tramos)
no entre en la zona de inestabilidad, gracias a la
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x(k)0
X X
1
1
1
2
1 2
Figura 12. Funciones de pertenencia rectangulares
caracter´ıstica de este tipo de funciones de perte-
nencia. Con su uso, no existe la interpolacio´n entre
reglas, con lo cual ello no afecta a la estabilidad
y se elimina la posibilidad de que el sistema entre
en la zona inestable, tal y como se ve en la ﬁgura
13.
Figura 13. Funcio´n lineal por tramos
En (Tanaka and Sano, 1994) y (Tanaka and
Sugeno, 1992), se analiza la estabilidad de un
sistema, en el cual todos sus subsistemas son
estables. Sin embargo, el sistema borroso resul-
tante no lo es. Obviamente, no existe una matriz
comu´n deﬁnida positiva y, segu´n las condiciones
de estabilidad vistas, no se puede conﬁrmar la
estabilidad del sistema borroso. El modelo borroso
de este ejemplo se puede representar mediante las
siguientes reglas:
R1 : Si x(k) es cualquiera y x(k − 1) es X12
entonces x1(k + 1) = x(k)− 0,5x(k − 1)
R2 : Si x(k) es cualquiera y x(k − 1) es X22
entonces x2(k + 1) = −x(k)− 0,5x(k − 1)
Las condiciones iniciales son x(0) = −0,7 and
x(1) = 0,9. Se puede plantear la siguiente pre-
gunta: ¿Para que condiciones iniciales el sistema
borroso es estable o no? La pregunta se puede
responder estudiando el dominio de atraccio´n del
origen. El sistema borroso es:
x(k+1) = a0(x(k))+a1(x(k))x(k)+a2(x(k))x(k−1)
x(k + 1) = −x(k − 1)x(k)− 0,5x(k − 1) (26)
Como se ha mencionado anteriormente, el sistema
es inestable para las condiciones iniciales dadas
(Tanaka and Sugeno, 1992). Para encontrar el
rango de las condiciones iniciales para el cual
el sistema es estable, se supone que existe una
funcio´n de Lyapunov como:
V (x(k)) = xT (k)x(k) = x2(k) + x2(k − 1) > 0
ΔV (x(k)) = x2(k + 1)− x2(k − 1) < 0
tal que,
|x(k + 1)| < |x(k − 1)| , ∀x(k) = 0, esto es,
∀x(k − 1) = 0
Sustituyendo x(k + 1) desde (26), se obtiene
|−x(k)x(k + 1)− 0,5x(k − 1)| < |x(k − 1)| ,
∀x(k) = 0, esto es, ∀x(k − 1) = 0
lo cual implica que,
−1,5 < x(k) < 0,5
y x(k − 1) cualquiera dentro del universo de
discurso. Por lo tanto, dado que esto es va´lido
∀k, se tiene que las condiciones iniciales deben
estar en el intervalo [−1, 0,5]. La ﬁgura 14 muestra
el dominio de atraccio´n de estabilidad (Wang et
al., 1996), donde las a´reas negras representan las
regiones de inestabilidad. Si se compara este rango
Figura 14. Dominio de atraccio´n calculado por
Wang
de valores iniciales del sistema, que aseguran la
estabilidad global y asinto´tica, con el dominio de
atraccio´n demostrado en (Wang et al., 1996), se
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puede concluir que el me´todo propuesto en (Al-
Hadithi, 2002) incluye al otro.
Finalmente, los l´ımites obtenidos de las condi-
ciones iniciales que aseguran la estabilidad del
sistema borroso, indican que cualquier condicio´n
inicial seleccionada entre estos l´ımites conduce a
un sistema borroso estable. Por otra parte, esto
no signiﬁca que el sistema sea inestable fuera
de esta regio´n (la zona enmarcada por la l´ınea
discontinua) tal y como se ve en la ﬁgura 14.
La idea de examinar la estabilidad mediante los
rangos de condiciones iniciales, permite obtener
resultados altamente positivos y parece una te´cni-
ca prometedora. La u´nica limitacio´n es que so´lo
se puede aplicar a sistemas de bajo orden porque
en sistemas de orden elevado hay que suponer
algunas condiciones iniciales para poder hallar las
dema´s, lo que no siempre puede llevarse a cabo
con sistemas reales.
4.8 Desigualdades Matriciales Lineales (LMI)
Como se ha explicado anteriormente, el problema
de la estabilidad cuadra´tica basado en el me´todo
directo de Lyapunov de la ecuacio´n (19) no tiene
solucio´n anal´ıtica. Cuando no se puede encon-
trar una funcio´n global cuadra´tica de Lyapunov,
una manera potente es de atacar el problema
es considerar funciones que sean cuadra´ticas por
tramos. La bu´squeda de funciones cuadra´ticas por
tramos de Lyapunov se puede hacer mediante la
optimizacio´n convexa como en los me´todos de
las LMI (Boyd et al., 1994), (Park and Kang,
2005), (Chen et al., 2000), (Chen et al., 2005a),
(Chen et al., 2005b), (Feng, 2001), (Feng, 2003),
(Feng, 2004b), (Feng, 2004a), (Feng, 2005), (Feng
and Ma, 2001), (Feng and Sun, 2002), (Feng and
Harris, 2001b), (Feng and Harris, 2001a), (Hong
and Langari, 2000), (Johansson et al., 1999), (Kim
and Kim, 2001), (Kim and Kim, 2002), (Lian et
al., 2001), (Kung et al., May 2005), (Ohtake et
al., Dec. 2003), (Tanaka and H. O. Wang, 2001),
(Taniguchi and Sugeno, Jul. 2004), (Teixeira et
al., 2003), (Wang and Feng, 2004), (Wang et
al., 2004a), (Wang et al., 2003) y (Wang and
Sun, 2005).
Sea el modelo de T-S de la forma:
Rl : Si
(
z1 es M
l
1
)
Y . . .
(
zv es M
l
v
)
entonces x(t + 1) = Alx(t) + Blu(t) + al
y(t) = Clx(t)
l ∈ L := 1, 2, . . . ,m (27)
donde Rl denota la l-e´sima regla borrosa, m el
numero de reglas, M lj (j = 1, 2, . . . , v) son los
conjuntos borrosos, x(t) ∈ n representa el vector
de estado, u(t) ∈ p representa el vector de
entrada, y(t) ∈ q representa el vector de salida
y (Al, Bl, al, y Cl) son las matrices del l-e´simo
modelo local y z(t) := [z1, z2, . . . , zv] son algunas
variables medibles.
Se supone que al = 0 y u = 0. El modelo T-S se
puede describir como:
Rl : Si
(
z1 es M
l
1
)
y . . .
(
zv es M
l
v
)
entonces x(t + 1) = Alx(t)
l ∈ L := 1, 2, . . . ,m (28)
Tambie´n se puede escribir como:
x(t + 1) =
m∑
l=1
μl(z)Alx(t) (29)
Existen varias te´cnicas basadas en funciones
cuadra´ticas por tramos. Se necesita llevar a cabo
una particio´n del espacio de la premisa, o la parti-
cio´n del espacio de estado en el caso de z(t) = x(t)
(Cao et al., 1996a), (Cao et al., 1997). Este en-
foque se denomina el primer tipo de particio´n. Se
deﬁnen m regiones en el espacio de la variable de
premisa como sigue:
Sl = {z|μl(z) > μi, i = 1, 2, . . . ,m, i = l} l ∈ L
(30)
Con ello, el modelo global T-S (29) se puede
expresar en cada regio´n local como:
x(t + 1) = (Al +ΔAl(μ))x(t) (31)
donde,
ΔAl(μ) =
∑m
i=1,i =l μiΔAli ΔAli = Ai −Al
Para analizar la estabilidad, se introducen los
limites superiores del te´rmino de incertidumbre
ΔAl en (31).
[ΔAl(μ)]T [ΔAl(μ)] ≤ ETlAElA l ∈ L (32)
Adema´s, se deﬁne un conjunto Ω que representa
todas las posibles transiciones entre regiones.
Ω := {(l, j)|z(t) ∈ Sl, z(t + 1) ∈ Sj ,∀l, j ∈ L, l = j}
(33)
Sea entonces la funcio´n cuadra´tica por tramos de
Lyapunov:
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V (x) = xTPlx z ∈ Sl, l ∈ L
El sistema borroso representado en (28), o su equi-
valente (31), es global y asinto´ticamente estable, si
existe un conjunto de matrices deﬁnidas positivas
Pl, l ∈ L tal que se satisfagan las siguientes LMI
(Feng, 2004b):[
ATl PlAl − Pl + ETlAElA ATl Pl
PlAl −(I − Pl)
]
< 0, l ∈ L,
(34)[
ATl PjAl − Pl + ETlAElA ATl Pj
PjAl −(I − Pj)
]
< 0, l, j ∈ Ω,
(35)
En (Johansson et al., 1999) se presenta un enfoque
computacional para el ana´lisis de estabilidad de
sistemas no lineales y sistemas h´ıbridos. Este
enfoque se denomina el segundo tipo de particio´n.
El objetivo es desarrollar un enfoque de ana´lisis de
estabilidad para una clase de sistemas no lineales
por tramos. Estos sistemas aparecen en sistemas
h´ıbridos de control, sistemas de planiﬁcacio´n de
ganancias, o aproximaciones de otros sistemas no
lineales.
La bu´squeda de una funcio´n cuadra´tica por
tramos de Lyapunov se formula como un problema
convexo de optimizacio´n en te´rminos de desigual-
dades matriciales lineales. Se estudia tambie´n la
relacio´n con los me´todos basados en el dominio de
la frecuencia, tales como el criterio del c´ırculo y
el criterio de Popov. Esta te´cnica se ha extendido
con el ﬁn de tratar los problemas de ana´lisis de
comportamientos y de control o´ptimo en (Rantzer
and Johansson, 1997).
El enfoque se basa en la particio´n del espacio de la
variable premisa en dos tipos de regiones. Algunas
de estas regiones son crisp y otras borrosas. La
regio´n crisp es aquella en la cual μl(z) = 1 para
l ∈ L¯. La dina´mica del sistema en esta regio´n se
representa mediante uno de los modelos locales
del sistema borroso descrito en ecu. (28).
La regio´n borrosa se deﬁne como la regio´n donde
0 < μl(z) < 1, mientras que la dina´mica del
sistema en esta regio´n se representa mediante la
combinacio´n convexa de varios modelos locales
lineales. En un caso extremo, cuando todas las
regiones del modelo T-S son de tipo crisp, es decir,
μl(z) = 1 para algunos valores de l, y todas las
otras funciones de pertenencia son iguales a cero,
el sistema dado en (29) se convierte en un sistema
lineal por tramos.
x(t + 1) = Alx(t), z(t) ∈ Sl, l ∈ L (36)
Con esta particio´n, el sistema borroso (29) queda
descrito como una combinacio´n convexa de mode-
los lineales:
x(t + 1) =
∑
k∈K(l)
μk(z) {Akx(t)} ,
z(t) ∈ Sl, l ∈ L¯ (37)
con 0 ≤ μk(z) ≤ 1,
∑
k∈K(l) μk(z) = 1
De forma similar a como se hizo en la ecuacio´n
(33), se deﬁne un conjunto Ω¯ que representa todas
las posibles transiciones entre regiones del sistema
(35):
Ω¯ :=
{
(l, j)|z(t) ∈ Sl, z(t + 1) ∈ Sj ,∀l, j ∈ L¯, l = j
}
(38)
Segu´n (Wang and Feng, 2004), el sistema borro-
so representado en (28) o en (37) es global y
asinto´ticamente estable, si existe un conjunto de
matrices deﬁnidas positivas Pl, l ∈ L¯ tal que se
satisfaga las siguientes LMI:
ATk PlAk − Pl < 0, l ∈ L¯, k ∈ K(l) (39)
ATk PjAk − Pl < 0, (l, j) ∈ Ω¯, k ∈ K(l) (40)
4.9 Funciones Borrosas de Lyapunov
Los autores en (Choi and Park, 2003), (Guerra
and Vermeiren, 2004), (Tanaka et al., 2003),
(Wang et al., 2004b) y (Zhou et al., 2005), pre-
sentaron resultados sobre estabilidad basados en
funciones no cuadra´ticas, o lo que se denomina
funciones borrosas de Lyapunov, que pueden ser
representadas como:
V (x) =
m∑
l=1
μl(x)xTPlx (41)
(Zhou et al., 2005) demuestra que el sistema bo-
rroso (28) o (29) es global y asinto´ticamente es-
table, si existe un conjunto de matrices deﬁnidas
positivas Pl, l ∈ L tal que se satisfagan las sigu-
ientes LMI:
ATl PjAl − Pl < 0, j, l ∈ L (42)
En (Kim and Kim, 2001) y (Kim and Kim, 2002),
se analiza la estabilidad del modelo af´ın T-S,
utilizando funciones cuadra´ticas de Lyapunov. En
(Feng, 2004b), (Johansson et al., 1999) y (Wang
and Feng, 2004), se desarrollan me´todos de ana´li-
sis de estabilidad basados en funciones cuadra´ticas
por tramos de Lyapunov.
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En (Feng, 2006) se presenta un ana´lisis basado
en el segundo tipo de particio´n de espacio y en las
funciones cuadra´ticas por tramos de Lyapunov. Se
deﬁne L0 ⊆ L¯ como el conjunto de ı´ndices para
las regiones que no contienen al origen. Tambie´n
se deﬁne:
A¯k =
[
Ak ak
0 1
]
, x¯ =
[
x
1
]
(43)
siendo ak = 0 ∀k ∈ K(l) y l ∈ L0. De forma
similar a (37) con u ≡ 0, el sistema borroso en
(28) se puede escribir como sigue:
x¯(t + 1) =
∑
k∈K(l) μk(z)A¯kx¯(t) z(t) ∈ Sl, l ∈ L¯
(44)
Se utiliza la siguiente funcio´n de Lyapunov:
V (x) =
{
(xTPlx, z ∈ Sl, l ∈ L0
x¯T P¯lx¯, z ∈ Sl, l ∈ L1 (45)
Esta funcio´n combina la capacidad de la funcio´n
cuadra´tica de Lyapunov cerca del punto de equi-
librio, con la ﬂexibilidad de la funcio´n por tramos
en otros puntos del espacio.
Se aplica el procedimiento S (Boyd et al., 1994)
para reducir el conservadurismo de los resultados
de la estabilidad. Se utiliza este procedimiento
(Johansson et al., 1999) para construir unas ma-
trices E¯l, l ∈ L¯ para cada regio´n, tal que
E¯lx¯ ≥ 0, z ∈ Sl, l ∈ L¯ (46)
(Feng, 2004b) y (Wang et al., 2004a) demuestran
que el sistema borroso descrito en (28) con u ≡ 0,
o su equivalente (44), es global y asinto´ticamente
estable, si existen matrices sime´tricas Pl, l ∈
L0, P¯l, l ∈ L1 y matrices sime´tricas Ul, Qlk, Qljk
tal que Ul, Qlk, Qljk tengan valores no negativos
y que se satisfagan las siguientes LMI:
0 < Pl − ETl UlEl, l ∈ L0 (47)
ATk PlAk − Pl + ETl QlkEl < 0, l ∈ L0,
k ∈ K(l) (48)
0 < P¯l − E¯Tl UlE¯l, l ∈ L1 (49)
A¯Tk P¯lA¯k − P¯l + E¯Tl QlkE¯l < 0, l ∈ L1,
k ∈ K(l) (50)
ATk PjAk − Pl + ETl QljkEl < 0, (l, j) ∈ Ω¯,
(l, j) ∈ L0, k ∈ K(l) (51)
A¯Tk P¯jA¯k − P¯l + E¯Tl QljkE¯l < 0, (l, j) ∈ Ω¯,
(l, j) ∈ L1, k ∈ K(l) (52)
A¯Tk P¯jA¯k − P¯l + E¯Tl QljkE¯l < 0, (l, j) ∈ Ω¯,
l ∈ L1, j ∈ L0 k ∈ K(l) (53)
ATk P¯jAk − Pl + ETl QljkEl < 0, (l, j) ∈ Ω¯,
l ∈ L0, j ∈ L1 k ∈ K(l) (54)
4.10 Estabilidad Energe´tica de Sistemas Borrosos
(Kiszka et al., 1985) propusieron criterios para
el ana´lisis de estabilidad de sistemas borrosos,
mediante la deﬁnicio´n de funciones de energ´ıa.
El ana´lisis de estabilidad incluye la consideracio´n
de la dina´mica borrosa deﬁnida por relaciones
borrosas. La evaluacio´n del comportamiento se
basa en la estructura de estas relaciones borrosas.
Este enfoque ha sido adoptado por varios au-
tores como (Glas, 1984) y (Tong et al., 1980).
Sin embargo, estas te´cnicas estructurales tienen
diﬁcultades a la hora de predecir anal´ıticamente
la evolucio´n dina´mica del sistema (Chen and
Tsao, 1989), y requieren condiciones conservado-
ras para asegurar la estabilidad (Langari and
Tomizuka, 1990).
Un sistema dina´mico es estable si su energ´ıa total
disminuye mono´tonamente hasta que alcanza un
estado de equilibrio, lo que encaja con el concepto
de estabilidad de Lyapunov. La estabilidad de
un sistema dina´mico borroso esta´ basada en la
generalizacio´n de esta nocio´n. Si un sistema bo-
rroso dina´mico libre tiene un estado de equilibrio
asinto´ticamente estable, la energ´ıa almacenada
poe el sistema decae con el tiempo, alcanzando
su valor mı´nimo en el punto de equilibrio.
5. CONCLUSIO´N
En este trabajo se han realizado numerosas con-
sideraciones relativas a la estabilidad de sistemas
borrosos. Tambie´n se ha resaltado la diﬁcultad del
ana´lisis, debido a la no linealidad de este tipo de
sistemas.
Se han revisado los trabajos llevados a cabo en
este a´rea, observa´ndose que, a pesar de los nu-
merosos esfuerzos realizados, gran parte de los
trabajos tratan de analizar casos particulares de
sistemas borrosos, como por ejemplo, los resul-
tantes de linealizar con respecto al origen el sis-
tema borroso en varios puntos de trabajo.
Algunos de los me´todos de ana´lisis de estabilidad
se han desarrollado basa´ndose en el ana´lisis cuali-
tativo de la particio´n del espacio del controlador,
con las trayectorias del sistema en lazo cerrado.
E´ste es el concepto utilizado al utilizar trayecto-
rias lingu¨´ısticas.
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Por otro lado, se han llevado a cabo muchos tra-
bajos sobre estabilidad, basados en el criterio del
c´ırculo. Este me´todo es aplicable a los casos en los
que el sistema es lineal y controlado por un con-
trolador borroso no lineal. En ocasiones es posible
aplicarlo a sistemas no lineales, incluyendo la no
linealidad del sistema en el controlador. Tambie´n
se han comentado las te´cnicas para obtener ı´ndices
de estabilidad relativa.
Como se ha visto, la estabilidad de Lyapunov ha
recibido mucha atencio´n debido a la posibilidad
de utilizar me´todos nu´mericos (optimizacio´n con-
vexa) en la bu´squeda de la matriz P. Tambie´n
existe la posibilidad de utilizar estos me´todos en
la s´ıntesis de controladores.
Adema´s, se han revisado los trabajos llevados a
cabo sobre la estabilidad del modelo de T-S. Se
ha comentado tambie´n el enfoque de las LMI, que
ha tenido un intere´s creciente en los u´ltimos an˜os.
En las LMI, se estudia la estabilidad utilizando
funciones de Lyapunov cuadra´ticas por tramos
sobre el modelo af´ın de T-S. Se ha comentado
tambie´n la l´ınea de investigacio´n basada en es-
tabilidad energe´tica.
REFERENCIAS
Akar, M. and U¨. O¨zgu¨ner (2000). Decentralized
techniques for the analysis and control of
takagi-sugeno fuzzy systems. IEEE Trans.
Fuzzy Syst. 8(6), 691–704.
Al-Hadithi, B. M. (2002). Global Stability Analysis
and Design of Fuzzy Control Systems. Univer-
sidad Polite´cnica de Madrid, Doctorate thesis
(in spanish).
Al-Hadithi, B. M., F. Mat´ıa and A. Jime´nez
(2002). Global stability of fuzzy systems
based variable structure control. In: NAFIPS-
FLINT 2002, the North American Fuzzy In-
formation Processing Society, New Orleans,
Louisiana.
Aracil, J., A. Garcia-Cerezo, A. Barreiro and
A. Ollero (1993). Stability analysis of fuzzy
control systems based on the conicity crite-
rion. in: R. Lowen Ed., Fuzzy Logic: State
of the Art. Series System Theory, Knowl-
edge Engineering and Problem Solving (Nor-
well, MA: Kluwer Academic Publisher, Dor-
drecht), No.1, pages 487-496.
Aracil, J., A. Garcia-Cerezo and A. Ollero (1988).
Stability analysis of fuzzy control systems-A
geometric approach. in Artiﬁcial Intelligence,
Expert Systems and languages in Modeling
and Simulation, C. A. Kulikowski, R. M.
Huber, and G. A. Ferrate´, Eds. Amesterdam,
The Netherlands: North-Holland, pages 323-
330.
Boyd, S., L. El Ghaoui, E. Feron and V. Balakr-
ishnan (1994). Linear matrix inequalities in
systems and control theory. Philadelphia, PA:
Studies in Applied Mathematics. SIAM.
Braae, M. and D. A. Rutherford (1979). Theoret-
ical and linguistic aspects of the fuzzy logic
controller. Automatica 15, 553–577.
Cao, S. G., N. W. Rees and G. Feng (1996a).
Analysis and design for a class of continuous-
time fuzzy control systems. Int. J. Contr
64, 1069–1089.
Cao, S. G., N. W. Rees and G. Feng (1996b).
Stability analysis of fuzzy control systems.
IEEE Transactions on Systems, Man and
Cybernetics 26-part B(1), 201–204.
Cao, S. G., N. W. Rees and G. Feng (1997). Analy-
sis and design for a class of complex control
systems-part ii: Fuzzy controller design. Au-
tomatica 33, 1029–1039.
Cao, S. G., N. W. Rees and G. Feng (1999). Analy-
sis and design of fuzzy control systems us-
ing dynamic fuzzy-state space models. IEEE
Transactions on Fuzzy Systems 7(2), 192–
200.
Castillo-Toledo, B. and J. A. Meda-Campana
(2004). The fuzzy discrete-time robust regula-
tion problem: An lmi approach. IEEE Trans.
Fuzzy Syst 12(3), 360–367.
Chang, Y. C. and B. S. Chen (2005). Intelligent
robust tracking controls for holonomic and
nonholonomic mechanical systems using only
position measurements. IEEE Trans. Fuzzy
Syst 13(4), 491–507.
Chen, B. S., C. S. Tseng and H. J. Uang (2000).
Mixed H2 / H∞ fuzzy output feedback con-
trol design for non-linear dynamic systems:
An lmi approach. IEEE Trans. Fuzzy Syst
8(3), 249–265.
Chen, C. L., G. Feng and X. P. Guan (2005a).
Delay-dependent stability analysis and con-
troller synthesis for discrete time TS fuzzy
systems with time delays. IEEE Trans. Fuzzy
Syst 13(5), 630–643.
Chen, C. L., G. Feng, D. Sun and Y. Zhu (2005b).
H-inﬁnity output feedback control of discrete-
time fuzzy systems with application to chaos
control. IEEE Trans. Fuzzy Syst 13(4), 531–
543.
Chen, J. Y. (2001). Rule regulation of fuzzy slid-
ing mode controller design: Direct adaptive
approach. Fuzzy Sets Syst 120, 159–168.
Chen, S. S., Y. C. Chang, S. F. Su, S. L.
Chung and T. T. Lee (2005c). Robust sta-
tic output-feedback stabilization for nonlin-
ear discrete-time systems with time delay via
B. M. Al-Hadithi, F. Matía, A. Jiménez 21
fuzzy control approach. IEEE Trans. Fuzzy
Syst 13(2), 263–272.
Chen, Y. Y. and T. C. Tsao (1989). A description
of the dynamical behaviour of fuzzy systems.
IEEE Transactions on Systems, Man and
Cybernetics 19, 745–755.
Choi, D. J. and P. G. Park (2003). H-inﬁnity
state-feedback controller design for discrete-
time fuzzy systems using fuzzy weighting-
dependent lyapunov functions. IEEE Trans.
Fuzzy Syst 11(2), 271–278.
Chung, S. K., J. Ryu and C. K. Park (1992).
Stability analysis of fuzzy control system. In:
Proc. Korea-Japan Joint Conf. Fuzzy Syst.
Eng., Seoul, Korea. pp. 29–32.
Cuesta, F., F. Gordillo, J. Aracil and A. Ollero
(1999). Stability analysis of nonlinear mul-
tivariable takagi-sugeno fuzzy control sys-
tems. IEEE Transactions on Fuzzy Systems
7(5), 508–520.
Feng, G. (2001). Approaches to quadratic stabi-
lization of uncertain fuzzy dynamic systems.
IEEE Trans. Circuits Syst. I 48(6), 760–769.
Feng, G. (2003). Controller synthesis of fuzzy
dynamic systems based on piecewise lya-
punov functions. IEEE Trans. Fuzzy Syst.
11(10), 605–612.
Feng, G. (2004a). H-inﬁnity controller design of
fuzzy dynamic systems based on piecewise
lyapunov functions. IEEE Trans. Syst., Man,
Cybern., B., Cybern. 34(1), 283–292.
Feng, G. (2004b). Stability analysis of discrete
time fuzzy dynamic systems based on piece-
wise lyapunov functions. IEEE Trans. Fuzzy
Syst. 12(1), 22–28.
Feng, G. (2005). Robust h-inﬁnity ?ltering
of fuzzy dynamic systems. IEEE Trans.
Aerospace Electron. Syst. 41(2), 658–670.
Feng, G. (2006). A survey on analysis and design
of model-based fuzzy control systems. IEEE
Trans. Fuzzy Syst. 14(5), 676–697.
Feng, G. and D. Sun (2002). Generalized h2 con-
troller synthesis of fuzzy dynamic systems
based on piecewise lyapunov functions. IEEE
Trans. Circuits Syst. I. 49(12), 1843–1850.
Feng, G. and J. Ma (2001). Quadratic stabi-
lization of uncertain discrete-time fuzzy dy-
namic systems. IEEE Trans. Circuits Syst. I.
48(11), 1337–1343.
Feng, G., S. G. Cao, N. W. Rees and C. K. Chak
(1997). Design of fuzzy control systems with
guaranteed stability. Fuzzy Sets and Systems
85(1), 1–10.
Feng, M. and C. J. Harris (2001a). Feedback sta-
bilization of fuzzy systems via linear matrix
inequalities. Int. J. Syst. Sci. 32, 221–231.
Feng, M. and C. J. Harris (2001b). Piecewise lya-
punov stability conditions of fuzzy systems.
IEEE Trans. Syst., Man, Cybern., B, Cybern.
31, 259–262.
French, M. and E. Rogers (1998). Input/output
stabilitytheory for direct neuro-fuzzy con-
trollers. IEEE Trans. Fuzzy Syst. 6(3), 331–
345.
Gang, J. and C. Laijiu (1996). Linguistic stability
analysis of fuzzy closed loop control systems.
Fuzzy Sets and Systems 82, 27–34.
Glas, M. De (1984). invariance and stability of
fuzzy systems. J. Mathematical Analysis and
Applications 199, 299–319.
Guerra, T. M. and L. Vermeiren (2004). LMI-
based relaxed nonquadratic stabilization con-
ditions for nonlinear systems in the takagi-
sugeno form. Automatica 40(5), 823–829.
Hojo, T., T. Terano and S. Masui (1992). Stability
analysis of fuzzy control systems based on
phase plane analysis. J. Japan Soc. Fuzzy
Theory Syst. 4(6), 1133–1146.
Hong, S. K. and R. Langari (2000). An lmi-based
h-inﬁnity fuzzy control system design with ts
framework. Inform. Sci. 123(3-4), 163–179.
Hsiao, F. H., C. W. Chen, Y. W. Liang, S. D.
Xu and W. L. Chiang (2005). TS fuzzy con-
trollers for nonlinear interconnected systems
with multiple time delays. IEEE Trans. Cir-
cuits Syst. I. 52(9), 1883–1893.
Huang, S. J. and W. C. Lin (2003). Adaptive fuzzy
controller with sliding surface for vehicle sus-
pension control. IEEE Transactions on Fuzzy
Systems 11(4), 550–559.
Hwang, C.-L. (2004). A novel takagi-sugeno-
based robust adaptive fuzzy sliding-mode
controller. IEEE Transactions on Fuzzy Sys-
tems 12(5), 676–687.
Hwang, C.-L and H.-Y. Lin (2004). A fuzzy de-
centralized variable structure tracking control
with optimal and improved robustness de-
signs: theory and applications. IEEE Trans-
actions on Fuzzy Systems 12(5), 615–630.
Ishikawa, T. (1988). A study on fuzzy control of
an arm robot. B. E. thesis, Dept. Contr. Eng.,
Tokyo Inst. Technol.
Johansson, M., A. Rantzer and K.-E. A˚rze´n
(1999). Piecewise quadratic stability for fuzzy
systems. IEEE Transactions on Fuzzy Sys-
tems 7(6), 713–722.
Kang, H.-J., C. Kwon, H. Lee and M. Park (1998).
Robust stability analysis and design method
for the feedback linearization regulator. IEEE
Trans. Fuzzy Syst. 6(4), 464–472.
Kawamoto, S., K. Tada, A. Ishigame and
T. Taniguchi (1993). An extension of tanaka-
sugeno’s stability theorem for fuzzy systems.
22 Análisis de Estabilidad de Sistemas Borrosos
J. Japan Soc. Fuzzy Theory Syst. 5(5), 1190–
1199.
Khartinov, V. L. (1979). Asymptotic stability of
an equilibrium position of a family of systems
of linear diﬀerential equations. Diﬀerential
Equations 14, 1483–1485.
Kickert, W. J. M. and E. H. Mamdani (1978).
Analysis of a fuzzy logic controller. Int. J.
Fuzzy Sets and Systems 1, 29–44.
Kim, E. and D. Kim (2001). Stability analysis and
synthesis for an aﬃne fuzzy system via lmi
and ilmi: Discrete case. IEEE Trans. Syst.,
Man, Cybern., B, Cybern. 31(1), 132–140.
Kim, E. and S. Kim (2002). Stability analysis and
synthesis for an aﬃne fuzzy control system
via lmi and ilmi: Continuous case. IEEE
Trans. Fuzzy Syst. 10(3), 391–400.
Kim, E. and S. Lee (2005). Output feedback
tracking control of mimo systems using a
fuzzy disturbance observer and its application
to the speed control of a pm synchronous
motor. IEEE Trans. Fuzzy Syst. 13(6), 725–
741.
Kiszka, J. B., M. M. Gupta and P.N˜. Nikiforuk
(1985). Energetistic stability of fuzzy dynam-
ic systems. IEEE Transactions on Systems,
Man and Cybernetics SMC-15(6), 783–792.
Kitamura, S. (1991). A stability condition for
fuzzy ruled control systems-an extension of
circle criterion. Trans. Soc. Instrum. Contr.
Eng. 27, 532–537.
Kosko, B. (1997). Fuzzy Engineering. Prentice
Hall.
Kung, C. C., T. H. Chen and C. H. Chen (May
2005). H-inﬁnity state feedback controller de-
sign for TS fuzzy systems based on piecewise
lyapunov function. In: in Proc. 14th IEEE
Int. Conf. Fuzzy Systems, Reno, NV. pp. 708–
713.
Langari, G. and M. Tomizuka (1990). Stability of
fuzzy linguistic control systems. In: Proc. 29th
IEEE Conference on Decision and Control,
Honolulu, HI. pp. 2185–2190.
Leung, F. H. F., P. K. S. Tam H. K. Lam and Y. S.
Lee (2003). Stable fuzzy controller design for
uncertain nonlinear systems: Genetic algo-
rithm approach. In: in Proc. 12th IEEE Int.
Conf. Fuzzy Systems, St Louis, MO. pp. 500–
505.
Li, T. H. S. and K. J. Lin (2004). Stabilization
of singularly perturbed fuzzy systems. IEEE
Trans. Fuzzy Syst 12(5), 579–595.
Lian, K. Y., C. S. Chiu, T. S. Chiang and P. Liu
(2001). LMI-based fuzzy chaotic synchroniza-
tion and communications. IEEE Trans. Fuzzy
Syst 9(4), 539–553.
Liu, H. P., F. C. Sun and Z. Q. Sun (2005). Stabil-
ity analysis and synthesis of fuzzy singularly
perturbed systems. IEEE Trans. Fuzzy Syst
13(2), 273–284.
Lo, J.-C. and Y.-M. Chen (1999). Stability issues
on takagi-sugeno fuzzy model-parametric ap-
proach. IEEE Trans. Fuzzy Syst. 7(5), 597–
607.
Mamdani, E. and S. Assilian (1975). An experi-
ment in linguistic synthesis with a fuzzy log-
ic controller. Int. J. Man-Machine Studies
7(1), 1–13.
Mat´ıa, F., B. M. Al-Hadithi and A. Jime´nez
(1999a). Necessary and Suﬃcient Conditions
for Stability of Dynamic Fuzzy Systems. Com-
putational Intelligence in Systems and Con-
trol Design and Applications, Spyros G.
Tzafestas, Kluwer Academic Publications,
Chapter 8, pp 81–91.
Mat´ıa, F., B. M. Al-Hadithi and A. Jime´nez
(1999b). On global stability of t-s general
model. Mathware and Soft Computing VI(2-
3), 293–304.
Mat´ıa, F., B. M. Al-Hadithi and A. Jime´nez
(2000a). Stability analysis of discrete fuzzy
systems. In: FUZZ-IEEE 2000, The 9th In-
ternational Conference on Fuzzy System, San
Antonio, Texas, USA. pp. 961–964.
Mat´ıa, F., B. M. Al-Hadithi and A. Jime´nez
(2002). Generalization of stability criterion
for tanaka -sugeno continuous fuzzy model.
Fuzzy Sets and System 129(3), 295–309.
Mat´ıa, F., B. M. Al-Hadithi and A. Jimn´ez
(2000b). Global stability of aﬃne takagi-
sugeno fuzzy mode. In: X Congreso Espan˜ol
sobre Tecnolog´ıas y Lo´gica Fuzzy, ESTYLF
2000, Sevilla, Espan˜a. pp. 31–36.
Meda-Campana, J. A. and B. Castillo-Toledo
(2005). On the output regulation for takagi-
sugeno fuzzy models using sliding modes. In:
in Proc. Amer. Control Conf., Portland, OR.
pp. 4062–4067.
Ohtake, H., K. Tanaka and H. O. Wang (Dec.
2003). Piecewise nonlinear control. In: in
Proc. 42nd IEEE Conf. Decision and Con-
trol, Maui, HI. pp. 4735–4740.
Ollero, A., J. Aracil and A. Garcia-Cerezo (1995).
Robust design of rule-based fuzzy controllers.
Fuzzy Sets and Systems 70(1), 249–273.
Opitz, H.-P. (Sept. 1993). Fuzzy control and sta-
bility criteria. In: Proc. EUFIT’93, Aachen,
Germany. pp. 130–136.
Palm, R. (1994). Robust control by fuzzy sliding
mode. Automatica 30(9), 1429–1437.
Park, C.-W. and H.-J. Kang (2005). Graphical
and numerical approach to robust stability
analysis of fuzzy modeled systems with para-
B. M. Al-Hadithi, F. Matía, A. Jiménez 23
metric uncertainty and disturbance. Fuzzy
Sets Systems 151, 99–117.
Park, Y. M., M. J. Tahk and H. C. Bang (2004).
Design and analysis of optimal controller for
fuzzy systems with input constraint. IEEE
Trans. Fuzzy Syst 12(6), 766–779.
Rantzer, A. and M. Johansson (1997). Piecewise
linear quadratic optimal control. In: Proc.
American Control Conf., Albuquerque, NM.
Ray, K. S., A. M. Ghosh and D. D. Majumder
(1984). L2-stability and the related design
concept for siso linear system associated with
fuzzy logic controllers. IEEE Transactions on
Systems, Man and Cybernetics 14(6), 932–
939.
Ray, K. S. and D. D. Majumder (1984). Appli-
cation of circle criterion for stability analy-
sis of linear siso and mimo systems associat-
ed with fuzzy logic controller. IEEE Trans-
actions on Systems, Man and Cybernetics
SMC-14(2), 345–349.
Su, J. P., T. M. Chen and C. C. Wang (2001).
Adaptive fuzzy sliding mode control with
ga-based reaching laws. Fuzzy Sets Syst.
120, 145–158.
Sugeno, M. (1985). An introductory survey of
fuzzy control. Inform. Sci. 36(1), 59–83.
Sugeno, M. and K. Murakami (1984). Fuzzy park-
ing control of model car. In: Proc. 23rd IEEE
Conf. Decision Contr. (CDC), Las Vegas,
NY. pp. 902–903.
Takagi, T. and M. Sugeno (1985). Fuzzy iden-
tiﬁcation of systems and its applications to
modeling and control. IEEE Transactions
on Systems, Man and Cybernetics SMC-
15(1), 116–132.
Tanaka, K. and . H. O. Wang (2001). Fuzzy
Control Systems Design and Analysis: A LMI
Approach. New York: Wiley.
Tanaka, K. and M. Sano (1994). A robust sta-
bilization problem of fuzzy control systems
and its application to backing up control of
a truck-trailer. IEEE Transactions on Fuzzy
Systems 2(2), 119–134.
Tanaka, K. and M. Sugeno (1990). Stability analy-
sis of fuzzy systems using lyapunov’s direct
method. In: Proc. North Amer. Fuzzy In-
gorm. Processing Soc. (NAFIPS), New York,
NY. pp. 133–136.
Tanaka, K. and M. Sugeno (1992). Stability analy-
sis and design of fuzzy control systems. Fuzzy
Sets and Systems 12, 135–156.
Tanaka, K., T. Hori and H. O. Wang (2003).
A multiple lyapunov function approach to
stabilization of fuzzy control systems. IEEE
Trans. Fuzzy Syst 11(4), 582–589.
Taniguchi, T. and M. Sugeno (Jul. 2004). Stabi-
lization of nonlinear systems based on piece-
wise lyapunov functions. In: in Proc. 13th
IEEE Int. Conf. on Fuzzy Systems, Budapest,
Hungary. pp. 1607–1612.
Tao, C. W. and J. S. Taur (2005). Robust fuzzy
control for a plant with fuzzy linear model.
IEEE Trans. Fuzzy Syst. 13(1), 30–41.
Tao, C. W., J. S. Taur and M. L. Chan (2004).
Adaptive fuzzy terminal sliding mode con-
troller for linear systems with mismatch-
ed time-varying uncertainties. IEEE Trans.
Syst., Man, Cybern., B, Cybern. 34(1), 255–
262.
Teixeira, M. C. M., E. Assuncao and R. G. Avellar
(2003). On relaxed lmibased designs for fuzzy
regulators and fuzzy observers. IEEE Trans.
Fuzzy Syst. 11(5), 613–623.
Tian, E. and C. Peng (2006). Delay-dependent
stability analysis and synthesis of uncertain
t-s fuzzy systems with time-varying delay.
Fuzzy Sets Systems 157, 544–559.
Tong, R. M., M. B. Beck and A. Latten
(1980). Fuzzy control of the activated sludge
wasteeater treatment process. Automatica
16(6), 695–701.
Tong, S. C. and H. X. Li (2003). Fuzzy adaptive
sliding-mode control for mimo nonlinear sys-
tems. IEEE Trans. Fuzzy Syst. 11(3), 354–
360.
Tuan, H. D., P. Apkarian, T.N˜arikiyo and M. Kan-
ota (2004). New fuzzy control model and
dynamic output feed back parallel distrib-
uted compensation. IEEE Trans. Fuzzy Syst.
12(1), 13–21.
Wang, H. O., K. Tanaka and M. F. Griﬃn (1996).
An approach to fuzzy control of nonlinear
systems: Stability and design issues. IEEE
Transactions on Fuzzy Systems 4(1), 14–23.
Wang, L. and G. Feng (2004). Piecewise h-inﬁnity
controller design of discrete time fuzzy sys-
tems. IEEE Trans. Syst., Man, Cybern., B,
Cybern. 34(1), 682–686.
Wang, L., G. Feng and T. Hesketh (2003). Piece-
wise output feedback controller synthesis of
discrete time fuzzy systems. In: in Proc.
IEEE Conf. Decision and Control, Maui, HI.
pp. 4741–4746.
Wang, L., G. Feng and T. Hesketh (2004a). Piece-
wise generalized H2 controller synthesis of
discrete time fuzzy systems. In: in Proc. Inst.
Elect. Eng. Control Theory Applications, no.
5, Part D. Vol. 151. pp. 554–560.
Wang, L.-X. (1997). A course in fuzzy systems and
control. Englewood Cliﬀs, NJ: Prentice Hall.
Wang, W. J. and C. H. Sun (2005). Relaxed
stability and stabilization conditions for a
24 Análisis de Estabilidad de Sistemas Borrosos
TS fuzzy discrete system. Fuzzy Sets Syst.
156(2), 208–225.
Wang, W. J. and L. Luoh (2004). Stability and
stabilization of fuzzy large scale systems.
IEEE Trans. Fuzzy Syst. 12(3), 309–315.
Wang, W. J. and W. W. Lin (2005). Decentralized
pdc for large-scale TS fuzzy systems. IEEE
Trans. Fuzzy Syst. 13(6), 779–786.
Wang, Y., Z. Q. Sun and F. C. Sun (2004b).
Stability analysis and control of discrete-time
fuzzy systems: A fuzzy lyapunov function
approach. In: in Proc. 5th Asian Control
Conf., Melbourne, Australia. pp. 1855–1860.
Xiu, Zhi-Hong and Guang Ren (2005). Stabili-
ty analysis and systematic design of takagi-
sugeno fuzzy control systems. Fuzzy Sets Sys-
tems 151, 119–138.
Xu, S. Y. and J. Lam (2005). Robust h-
in?nity control for uncertain discrete-time-
delay fuzzy systems via output feedback con-
trollers. IEEE Trans. Fuzzy Syst. 13(1), 82–
93.
Yager, R. R. and D. P. Filev (1994). Essentials of
Fuzzy Modeling and Control. New York: John
Wiley.
Zak, S. H. (1999). Stabilizing fuzzy systems mod-
els using linear controllers. IEEE Transac-
tions on Fuzzy Systems 7(2), 236–249.
Zhao, J., R. Gorez and V. Wertz (1997). Synthe-
sis of fuzzy control systems based on linear
Takagi-Sugeno fuzzy rnodels. Multiple Model
Approaches to Nonlinear Modeling and Con-
trol, R. Murray-Smith and T. A. Johasen,
Eds. London, U.K.: Taylor Francis.
Zhou, S. S., G. Feng, J. Lam and S. Y. Xu
(2005). Robust h-inﬁnity control for discrete
fuzzy systems via basis-dependent lyapunov
functions. Inform. Sci. 174(3-4), 197–217.
B. M. Al-Hadithi, F. Matía, A. Jiménez 25
