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Kurzfassung
Werden mit Hilfe von hydrologischen Modellen Prognosen zu einer zukünftigen Entwicklung
des Wasser- und Stoffhaushaltes von Einzugsgebieten erstellt, sind diese prinzipiell mit Unsi-
cherheiten behaftet. Während sich die Auswirkungen von Daten- und Parameterunsicherhei-
ten auf die Simulationsergebnisse z.B. durch Anwendung der Monte-Carlo-Methode sto-
chastisch abschätzen lassen, gestaltet sich die Beurteilung der strukturellen Modellunsicher-
heit schwierig. Ursache hierfür ist das mangelnde Wissen über die internen Prozesse in einem
Einzugsgebiet. In den letzten Jahren ist daher der Vergleich unterschiedlicher Modelle zur
Identifizierung struktureller Unsicherheiten zunehmend in den wissenschaftlichen Fokus ge-
rückt. Daraus leitet sich die Notwendigkeit zur Entwicklung eines einheitlichen Modellie-
rungsrahmens, der die Erstellung unterschiedlicher Modellstrukturen und die vergleichende
Analyse ihrer Parameter- und Simulationsunsicherheiten ermöglicht, ab.
In dieser Arbeit wurde hierzu eine objektorientierte Rahmenanwendung entwickelt, die einen
abstrakten Entwurf für hydrologische Modelle unterschiedlich detaillierter räumlicher Diskre-
tisierung kapselt. Diese in der Programmiersprache C++ umgesetzte Rahmenanwendung er-
laubt die Entwicklung hydrologischer Modelle mit variierendem räumlichen Detaillierungs-
grad sowie die Kopplung unterschiedlich detaillierter Prozessbeschreibungen. Auf der Grund-
lage der Rahmenanwendung wurden vier unterschiedliche Modellstrukturen entwickelt, die
für Simulationsstudien in zwei Einzugsgebieten unterschiedlicher Größe (1167 und 2.57 km2)
verwendet wurden. Die erste, in dem größeren Einzugsgebiet durchgeführte Studie untersuch-
te anhand dreier konzeptioneller Modelle den Zusammenhang zwischen der strukturellen Un-
sicherheit und der Parameterunsicherheit. Die zweite, in dem kleineren Einzugsgebiet durch-
geführte Studie hatte den Vergleich der Unsicherheiten konzeptioneller und physikalisch ba-
sierter Modelle zum Inhalt. Die Analyse der Modellunsicherheiten erfolgte auf der Grundlage
von Monte-Carlo-Simulationen.
Die erste Studie führte zu dem Ergebnis, dass sich die Parameterunsicherheit durch die Ver-
wendung einer komplexeren horizontalen Modellgliederung, trotz der höheren Anzahl an Pa-
rametern, nicht zwangsläufig erhöht, wie zunächst vermutet. Stattdessen hat sich die Parame-
terunsicherheit, ebenso wie die Unsicherheit in der Nachbildung der beobachteten Abflussdy-
namik, reduziert. In der zweiten Studie erwies sich das konzeptionelle Modell, das sich in der
großskaligen Modellierung bewährt hatte, als nicht geeignet zur Beschreibung der Prozesse in
dem kleinskaligen Untersuchungsgebiet. Das physikalisch basierte Modell mit seiner prozess-
orientierten horizontalen Gliederung erwies sich bezüglich der Nachbildung der Hochwasser-
ereignisse dem konzeptionellen Modell deutlich überlegen.
Als Schlussfolgerung ergibt sich, dass räumlich detailliertere Modelle eine deutlich höhere
Sicherheit in der Simulation des beobachteten Abflussverhaltens aufweisen, sofern die Daten
zu ihrer Parametrisierung in ausreichender räumlicher Auflösung vorliegen.

Abstract
Prognoses of future developments of the water and nutrient budget of watersheds that were
developed using hydrological models are in general uncertain. While the influence of data-
and parameter uncertainty on simulation results can be estimated stochastically using e.g.
Monte-Carlo methods, the evaluation of structural model uncertainties however is challeng-
ing. This is due to a lack of knowledge about internal processes within the watershed. There-
fore a comparison of different models to identify structural uncertainty has become a main
scientific focus in recent years. This in turn calls for the development of a unified model
framework, which makes the development of various model structures and the analysis of
parameter and simulation uncertainty feasible.
Here an object oriented framework has been developed, which encapsulates an abstract sche-
me for hydrological models with varying accuracy in spatial discretisation. This framework,
developed in C++, allows for the development of hydrological models with varying spatial
accuracy and the coupling of different detailed process descriptions.
Four different model structures have been developed based on the framework. Those were
used for simulation studies of two watersheds of different size (1167 and 2.57 km2). In the
first study, carried out in the larger watershed, the relationship between the structural uncer-
tainty and the parameter uncertainty has been investigated using three conceptual models. In
the second study, carried out in the smaller watershed, the uncertainty of conceptual and
physically based models has been compared. The model uncertainty has been analysed based
on Monte-Carlo simulations. The first study showed that the parameter uncertainty did not
increase by using complex horizontal model structure, despite the larger number of parame-
ters. On the contrary, the parameter uncertainty as well as the uncertainty in reproducing the
observed runoff dynamics decreased. In the second study the conceptual model, which per-
formed well in the study of the larger watershed, did not prove suitable to reproduce the proc-
esses in the smaller watershed. The physically based model with process oriented horizontal
structure excelled the conceptual model in the reproduction of flood events.
In summary, the spatial distributed model provided higher accuracy in the simulations of ob-
served runoff, as long as the data for parameterization were available with sufficient spatial
resolution.

Vorwort
Das Thema „Modellvergleiche“ erscheint im Bereich der Hydrologie zunächst als ein sehr
konventioneller Ansatz für eine Promotion. Seitdem es die ersten Versuche zur
hydrologischen Modellierung gab, werden die verwendeten Modelle in ihren Ergebnissen
verglichen. Im Rahmen der hier dargestellten Untersuchungen stehen aber nicht die
Anwendbarkeit von Modellen oder die Unterschiede in den Modellergebnissen im
Vordergrund des Vergleiches, sondern eine Untersuchung der strukturellen Unsicherheiten
von Modellen. Als strukturelle Unsicherheit wird dabei die abweichende Struktur des
Modells von den hydrologischen Prozessen des jeweiligen Einzugsgebietes gesehen. Nun
beinhaltet der Begriff „Modell“ bereits zwangsläufig die Abweichung von den tatsächlich
ablaufenden hydrologischen Prozessen. Der Grad der Abweichung könnte somit ermittelt
werden, wenn die hydrologischen Prozesse in einem Einzugsgebiet bekannt wären. Dies ist
jedoch nur selten im erforderlichen Maße der Fall. Wie kann dann die Unsicherheit eines
Modells trotzdem bewertet werden? Herr Gattke gibt hierauf eine interessante Antwort. Er
bezieht die Parameterunsicherheit in die Diskussion der strukturellen Unsicherheit eines
Modells ein. Aus dem Umstand, dass die zur Modellanpassung genutzten Parameter eine
höhere Unsicherheit aufweisen falls das Modell strukturelle Defizite aufweist, werden
unterschiedliche Konzeptionalisierungsstufen von Modellen auf ihre Parameterunsicherheit
hin untersucht und daraus Schlussfolgerungen für die Modellbildung abgeleitet. Unter
Beachtung des Skalenproblems werden dabei sowohl sehr kleine als auch relativ große
Einzugsgebiete betrachtet. Die Zielsetzung, unterschiedliche Modellstrukturen in ihren
Unsicherheiten zu vergleichen und im Ergebnis Empfehlungen zur Strukturierung
hydrologischer Modelle zu geben, wird mit Hilfe einer spezifischen, objektorientierten
Softwarelösung in Form einer Rahmenanwendung (Framework) gelöst, mit der es möglich
wird, unterschiedliche hydrologische Modelle in effizienter Weise zu strukturieren. Im
Gegensatz zu herkömmlichen Softwarelösungen wird dabei insbesondere die
Austauschbarkeit von einzelnen Prozesskomponenten durch den objektorientierten Ansatz
ermöglicht. Im Ergebnis kann die Modellstruktur relativ einfach verändert werden. Es wird
gezeigt, dass einige hydrologische Phänomene mit konzeptionellen Modellansätzen nur bei
hoher Parameterunsicherheit beschrieben werden können, wogegen physikalisch basierte
Ansätze geringere Unsicherheiten der Parameter aufweisen. Dabei wird deutlich, dass nicht
nur die Modellparameter, sondern auch die Modellstrukturen skalenabhängig sind. Der
Vergleich der Modelle erfolgt hier durch die Erkundung des jeweiligen Parameterraumes
mit Hilfe von Monte-Carlo-Simulationen.
Mit dieser Arbeit wurde ein wesentlicher Beitrag zur Diskussion von Untersicherheiten
hydrologischer Modelle erbracht. Die gewonnenen Erkenntnisse bedürfen sicher noch der
weiteren Verifizierung, bevor sie verallgemeinert werden können. Insofern stellt die Arbeit
von Herrn Gattke einen wertvollen Meilenstein unserer diesbezüglichen Anstrengungen
dar, sie bezeichnet aber nicht das Ende, sondern eher den Anfang der Untersuchungen zu
dieser Thematik am Lehrstuhl.
Bochum, den 22.12.2006          Prof. Dr. Andreas Schumann
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11 Einführung
Laut Weltwasserentwicklungsbericht der Vereinten Nationen (UNESCO, 2003) hat sich
der weltweite Wasserverbrauch, bedingt durch das Wachstum der Weltbevölkerung, in der
zweiten Hälfte des 20. Jahrhunderts in etwa vervierfacht. Bis zum Jahr 2050 wird ein wei-
teres Bevölkerungswachstum von 6.1 Mrd. Menschen weltweit im Jahr 2001 auf ca. 9.3
Mrd. Menschen erwartet. Verbunden mit der gleichzeitigen Ressourcenverknappung durch
die Verschmutzung des Wassers und die Zerstörung aquatischer Systeme durch Ausbrei-
tung und Intensivierung der Landwirtschaft, ergibt sich hieraus ein erhebliches Konflikt-
potential. Laut Bericht des WBGU (2001) leben rund 1.2 Mrd. Menschen, vor allen in den
Entwicklungsländern, ohne Zugang zu sauberem Trinkwasser. Über 50% der Weltbevölke-
rung sind von wasserbedingten Krankheiten betroffen, jährlich sterben 3.4 Mio. Menschen
durch Verunreinigungen und Keime im Trinkwasser. Darüber hinaus ist die Wasserverfüg-
barkeit der wichtigste, limitierende Faktor für die Nahrungsmittelproduktion, 70% des glo-
balen Wasserverbrauchs entfallen auf die Landwirtschaft. In vielen Regionen der Erde
kommt es bereits durch mangelnde Bewässerungsmöglichkeiten zu Produktionsausfällen.
Dagegen werden weltweit nur etwa 5% des anfallenden Abwassers einer Behandlung un-
terzogen und selbst in den OECD1-Ländern wird ein Drittel der Abwässer nicht geklärt.
Neben dem Konflikt zwischen Wasserbedarf und -verschmutzung besteht ein Risikopoten-
tial durch extreme Hochwasser. In Europa entstanden allein im Jahr 2002 über 20 Mrd.
Euro Schäden2 durch Hochwasser.
Um die Ziele der nachhaltigen Bewirtschaftung und des Schutzes der Süßwasserressourcen
mit einer gemeinschaftlichen Wasserpolitik auf europäischer Ebene zu verfolgen ist seit
Dezember 2000 die Europäische Wasserrahmenrichtlinie (WRRL) in Kraft getreten
(Amtsblatt der Europäischen Gemeinschaften, 2000). Hauptziel der WRRL ist die Schaf-
fung bzw. die Erhaltung eines guten ökologischen Zustands der Gewässer. Darüber hinaus
sind die Förderung einer nachhaltigen Nutzung der Wasserressourcen und eine Verminde-
rung der ökologischen Auswirkungen von Hochwasser und Dürren als Ziele genannt. Als
Instrument zur Umsetzung dieser Ziele sind einzugsgebietsbezogene Bewirtschaftungsplä-
ne mit Maßnahmenprogrammen aufzustellen.
1 Organisation for Economic Co-operation and Development. Eine Organisation, der 30 Staaten
(größtenteils Industrieländer der „1.Welt“) angehören. Quelle: www.oecd.org, Stand: 9/2005.
2 Quelle: Münchener Rück (www.munichre.com). Im Jahr 2002 ereigneten sich die Sommerhoch-
wasser an Elbe, Donau und Moldau.
1 Einführung
2
Für die Berechnung von planungsrelevanten Szenarien zu Veränderungen des Wasser- und
Stoffhaushaltes unter sich ändernden klimatischen und sozioökonomischen Randbedin-
gungen werden verlässliche Modelle benötigt, deren Extrapolationsunsicherheit zumindest
abgeschätzt werden kann. Modelle zur Simulation von Gewässereinzugsgebieten sind
schon seit längerem Bestandteil der wasserwirtschaftlichen Planung und Praxis. Sie dienen
als Grundlagen für die Erstellung von Wasserbilanzen, der Verlängerung von hydrologi-
schen Zeitreihen, der Vorhersage von hydrologischen Kennwerten und Extremen und der
Bemessung und Steuerung von wasserwirtschaftlichen Anlagen (Uhlenbrook, 2005).
Ein Modell ist immer eine vereinfachende Darstellung eines Ausschnitts der Realität.
Wichtiger Bestandteil der hydrologischen Modellierung ist die Identifizierung der Prozes-
se, die die zu simulierende Systemantwort für den interessierenden Skalenbereich dominie-
ren. Diese Prozesse werden detaillierter abgebildet während andere mehr vereinfachend
dargestellt oder gänzlich vernachlässigt werden können. Dieser Vorgang wird als Konzep-
tualisierung bezeichnet (Grayson & Blöschl, 2000). Entscheidend für den Grad der Kon-
zeptualisierung, und die daraus resultierende Modellstruktur, ist die Fragestellung mit der
das natürliche System untersucht wird. Z.B. wird für die Ermittlung von Hochwassergang-
linien zur Planung und Bemessung wasserwirtschaftlicher Maßnahmen im Allgemeinen
die Verdunstung vernachlässigt und der Basisabfluss stark vereinfachend abgebildet.
Anhand des Detaillierungsgrades in der Beschreibung der hydrologischen Prozesse werden
die deterministischen, räumlich verteilt rechnenden, hydrologischen Modelle in physika-
lisch basierte Prozessmodelle und konzeptionelle Modelle unterteilt (Reefsgard, 1997).
Diese Begriffe stellen dabei eher die Endpunkte einer gewissen Bandbreite dar. Oftmals
bestehen Modelle sowohl aus physikalisch basierten als auch aus konzeptionellen Baustei-
nen und eine eindeutige Zuordnung der Modellsysteme ist schwierig. Die Detailliertheit
der räumlichen Diskretisierung der Modelle ist vom Grad der Konzeptionalisierung der
Prozessbeschreibungen abhängig. Prinzipiell besteht der Modellzweck bei beiden Ansät-
zen, über die reine Nachbildung des Systemausgangs hinaus (für die meisten Modellan-
wendungen ist dies der Durchfluss am Gebietsauslass), in der möglichst korrekten Abbil-
dung der Wirkungsstruktur des beobachteten Systems, d.h. der internen Prozesse im Ein-
zugsgebiet. Aufgrund des geringeren Datenbedarfs, der einfacheren Handhabung und deut-
lich geringerer Rechenzeiten sind konzeptionelle Modelle in der Anwendung weiter ver-
breitet als physikalisch basierte Modelle. Bei der Berechnung von Szenarien zur Entwick-
lung des Wasser- und Stoffhaushaltes von Einzugsgebieten unter sich ändernden Randbe-
dingungen (z.B. Klimaänderungen) ist jedoch grundsätzlich zu beachten, dass diese nur
dann als ausreichend verlässlich bezeichnet werden können, wenn die Extrapolationsfähig-
keit der verwendeten Modelle nachweisbar ist. Daher kommt der Abschätzung der struktu-
rellen Modellunsicherheiten eine besondere Bedeutung für derartige Fragestellungen zu.
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1.1 Problemstellung
Mathematische Modelle zur Beschreibung der hydrologischen Prozesse in Einzugsgebieten
sind heute ein allgemein akzeptiertes Hilfsmittel für wasserwirtschaftliche Planungen, Be-
messungen und Steuerungen. Trotz breiter Anwendung von Modellen ist die Entwicklung
auf diesem Sektor nicht abgeschlossen. Der von Freeze & Harlan (1969) veröffentlichten
„Blaupause“ für eine physikalisch begründete Modellstruktur folgend, wurden zahlreiche,
räumlich hochaufgelöste, rechenintensive Modelle entwickelt. Hierzu gehören z.B. SHE
(Abbot et al., 1986) und die Variante MIKE SHE (Reefsgard & Storm, 1995), TOPOG
(Vertessy et al., 1993), und CATFLOW (Zehe et al., 2001). Die hohen Datenansprüche
und Probleme bei der Parameterschätzung verhinderten bisher eine weitergehende Verbrei-
tung flächendetaillierter Prozessmodelle außerhalb von Forschungsprojekten (Uhlenbrook,
2005). Infolge dieser Probleme und aufgrund der wesentlich einfacheren Hand-habung
haben sich in der praktischen Anwendung, aber auch als Hilfsmittel der Forschung, z.B.
für Szenariorechnungen zum Klimawandel (Schumann et al., 2001) oder zu Landnutzungs-
änderungen (Hundecha & Bárdossy, 2004), konzeptionelle Modelle ohne oder mit einer
nur näherungsweisen räumlichen Differenzierung bewährt. Beispiele hierfür sind TOP-
MODEL (Beven & Kirkby, 1979) und das HBV-Modell (Bergström, 1992).
Ein grundlegendes Problem der hydrologischen Modellierung ergibt sich dadurch, dass die
kleinskaligen Fliessprozesse größtenteils durch die lokal spezifischen Gegebenheiten (Ge-
ometrie, Oberflächenwiderstände) der Fliesswege und nicht durch die Dynamik des Fluids
selber determiniert werden3 (Beven, 2002). Dies bedeutet, dass die Verbesserung der Mo-
dellgüte nicht nur ein Problem der feineren Diskretisierung der Fließprozesse ist (und da-
mit der Rechnerkapazität), sondern auch der richtigen Charakterisierung des durchströmten
Mediums oder Gerinnes. Das Problem des präferentiellen Fließens, d.h. der Wasserbewe-
gung in bevorzugten Fliesswegen bei den bodeninneren Abflussprozessen verdeutlicht
jedoch, dass dies, selbst mit einer räumlichen Diskretisierung im Zentimeterbereich, nicht
möglich ist (Zehe, 1999). Derartige subskalige Heterogenitäten können, auch weil die ver-
fügbaren Messtechniken größtenteils nur punktuelle, teilweise integrierende4 Beobachtun-
gen liefern, nicht parametrisiert werden. Ihre Berücksichtigung in einem Modell muss da-
her durch die Einführung von „effektiven“ Parametern erfolgen. Diese Parameter besitzen
nur eine konzeptionell physikalische Bedeutung und entziehen sich einer direkten Mes-
sung, d.h. ihre Bestimmung ist nur durch Kalibrierung möglich. Gleiches gilt für die Para-
meter vereinfachender konzeptioneller Ansätze für die Beschreibung der hydrologischen
Prozesse. Diese sind zwar physikalisch interpretierbar und lassen sich zumindest indirekt
3 Damit unterscheiden sich die Probleme bei der Lösung der Strömungsgleichungen in der Hydro-
logie fundamental von anderen strömungsmechanischen Disziplinen wie z.B. der Meteorologie und
der Ozeanografie.
4 Die Messung des Durchflusses im Gerinne z.B. ist eine punktuelle Messung, die sämtliche ab-
flussrelevanten Prozesse im Einzugsgebiet integriert.
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aus Naturbeobachtungen ableiten, erfordern jedoch ebenfalls eine mehr oder weniger um-
fangreiche Kalibrierung. Die durch Kalibrierung ermittelten Parameterwerte sind im All-
gemeinen nicht übertragbar auf unterschiedliche Einzugsgebiete und erfordern daher je-
weils eine erneute Kalibrierung.
Bei der Kalibrierung wird versucht, einen Parametersatz zu identifizieren, der eine optima-
le Anpassung der Simulationsergebnisse an eine oder mehrere beobachtete Zielgrößen
(hauptsächlich der Abfluss) ermöglicht und somit die problematischen Randbedingungen
(die unzureichende Berücksichtigung räumlicher Variabilitäten, die Verwendung nicht
messbarer konzeptioneller Prozessparameter, stark vereinfachende Prozessbeschreibungen)
kompensiert. Die Erfahrung hat jedoch gezeigt, dass ein derart optimaler Parametersatz
nicht existiert. Bei einer großen Anzahl von z.T. korrelierten Parametern können mit unter-
schiedlichen Parametersätzen ähnlich gute Ergebnisse erzielt werden (Beven & Freer,
2001). Dies gilt in ähnlicher Weise auch für die Struktur des Modells, d.h. Modelle mit
unterschiedlich detaillierten Prozessbeschreibungen und unterschiedlicher räumlicher Glie-
derung können ähnlich gute Resultate produzieren. Daraus leitet sich eine Äquifinalität der
Modellstrukturen und der Modellparameter ab (Beven, 2002). Hierdurch und durch die
begrenzte Verbindung zwischen Modellparameter und Einzugsgebietscharakteristika erge-
ben sich erhebliche Unsicherheiten für Extrapolationen auf Zeiträume außerhalb der Kalib-
rierungsperiode. Dies gilt insbesondere, wenn sich ändernde Randbedingungen zu beach-
ten sind oder bei dem Versuch, ein Modell auf ein anderes Einzugsgebiet ohne erneute
Kalibrierung zu übertragen. Die Unsicherheiten in der hydrologischen Modellierung lassen
sich damit im wesentlichen auf drei Ursachen zurückführen: (1) die Unsicherheiten in den
Modelleingangsdaten und den zur Modellkalibrierung verwendeten beobachteten Ver-
gleichswerten für die Modellausgaben, (2) die Unsicherheiten in der Parametrisierung der
Modelle und (3) die strukturelle Modellunsicherheit, die die Unsicherheit in der Abbildung
des natürlichen Systems und der in ihm stattfindenden Prozesse durch das Modell bezeich-
net.
Während sich die Auswirkungen der Daten- und Parameterunsicherheiten auf die Simula-
tionsergebnisse z.B. durch die Annahme möglicher Streubreiten unter Anwendung der
Monte-Carlo-Methode stochastisch abschätzen lassen, gestaltet sich eine Beurteilung der
strukturellen Modellunsicherheit schwierig. Ursache hierfür ist das mangelnde Wissen über
die internen Prozesse in einem Einzugsgebiet, insbesondere der Fließ- und Transportpro-
zesse unterhalb der Landoberfläche. Eine Beurteilung der strukturellen Modellunsicherheit
hängt von der Menge und Qualität der verfügbaren Prozessbeobachtungen ab. Bei der
Entwicklung eines hydrologischen Modells werden üblicherweise alle als relevant angese-
henen Prozesse durch das Modell beschrieben. Dies führt zu einer hohen Modellkomplexi-
tät. Eine derart komplexe Modellstruktur kann prinzipiell nur dann richtig verifiziert wer-
den wenn für die internen Zustandsgrößen (z.B. Grundwasserstand, Bodenfeuchte) beo-
bachtete Werte zur Verfügung stehen. Damit besteht ein direkter Zusammenhang zwischen
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der Modellkomplexität, der Datenverfügbarkeit5 und der Vorhersagequalität bzw. -unsi-
cherheit des Modells (Grayson & Blöschl, 2000). Abgesehen von dem Problem, dass sol-
che Messdaten in den wenigsten Fällen in einer ausreichenden räumlichen Dichte vorlie-
gen, ist hierbei grundsätzlich die Unschärfe hydrologischer Daten zu berücksichtigen. Die
möglichen Punktmessungen der relevanten Gebietszustände (Grundwasserstände, Boden-
feuchte) sagen nur relativ wenig über die repräsentativen Werte der Größen im interessie-
renden Volumen aus (Zehe, 1999). Eine direkte Quantifizierung der internen Fließprozesse
in einem Einzugsgebiet ist mit der zur Verfügung stehenden Messtechnik nicht möglich.
Darüber hinaus entziehen sich die aufgrund der verbleibenden subskaligen Variabilität
notwendigen „effektiven“ Parameter in physikalisch basierten Modellen und die Zustands-
größen konzeptioneller Modelle einer direkten Messung. Damit verbleibt in den meisten
Fällen der beobachtete Systemausgang, d.h. der an einem Pegel gemessene Abfluss im
Gewässernetz, als einzige Größe, die zur Validierung der Modellstruktur herangezogen
werden kann. Die korrekte Abbildung der Prozessabläufe innerhalb des natürlichen Sys-
tems durch ein bestimmtes Modell lässt sich durch den alleinigen Vergleich der beobachte-
ten und simulierten Systemausgangsgrößen (Abflüsse) jedoch nicht beweisen. Wird ein
Modell mit vorgegebener Struktur angewandt, entziehen sich die strukturellen Unsicher-
heiten der Kontrolle des Anwenders und die Untersuchung ist auf die Analyse der Parame-
terunsicherheiten beschränkt (McIntyre et al., 2002). Daher ist in den letzten Jahren, neben
der Verbesserung des Prozessverständnisses durch Feldexperimente, der Vergleich unter-
schiedlicher Modellstrukturen zur Identifizierung struktureller Unsicherheiten zunehmend
in den wissenschaftlichen Fokus gerückt. Diese Entwicklung wird durch die Forschungs-
initiative Predictions in Ungauged Basins (PUB) der International Association of Hydro-
logical Sciences (IAHS) gefördert. Vergleichende Anwendungen verschiedener Modell-
konzepte in Einzugsgebieten unterschiedlicher Naturräume zählen zu den Zielsetzungen
der PUB-Initiative (Sivapalan et al., 2003). Bisher mangelt es jedoch noch an einem allge-
meingültigen, objektiven Schema zur Bewertung der strukturellen Unsicherheiten.
Die bisherigen Studien zur Identifizierung struktureller Unsicherheiten anhand einer ver-
gleichenden Evaluierung der Parameterunsicherheiten unterschiedlicher Modellstrukturen
und ihrer Auswirkungen auf die Simulationsergebnisse beschränken sich auf sehr einfache
konzeptionelle Modelle (z.B. Wagener & McIntyre, 2005; Lee et al., 2005a; Winsemius et
al., 2006). Hierbei werden verschiedene Variationen der vertikalen Anordnung linearer
Modellelemente verwendet, mit denen die hydrologischen Prozesse räumlich aggregiert
auf Einzugsgebiets- oder Teilgebietsebene beschrieben werden. Unterschiedliche horizon-
tale Gliederungen werden dabei, ebenso wie die Verwendung physikalisch basierter Be-
schreibungen für einzelne Teilprozesse, nicht untersucht. Ursachen hierfür sind zum einen
der erhebliche Aufwand bei der Anwendung flächendetaillierter Modelle und deren Anfor-
5 GRAYSON & BLÖSCHL (2000) fassen unter Datenverfügbarkeit die Menge und Qualität hydrolo-
gischer Daten zusammen. Darüber hinaus ist die Vorhersagequalität natürlich auch von der Qualität
der Geodaten (Auflösung, korrekte Darstellung) abhängig.
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derungen an die Rechenkapazität6. Zum anderen sind die bestehenden modular aufgebau-
ten Modellierungsumgebungen wie das Modular Modeling System (MMS, Leavesley et al.,
2002) oder die rainfall-runoff modelling toolbox (Wagener et al., 2004) wenig geeignet für
die Erstellung räumlich verteilt rechnender Modelle mit z.T. bidirektionalen Kopplungen
zwischen den Prozessen. Damit stehen keine adäquaten Werkzeuge für die Untersuchung
struktureller Unsicherheiten basierend auf dem Vergleich unterschiedlicher Modellstruktu-
ren zur Verfügung. Dies gilt insbesondere unter Berücksichtigung der Hypothese, dass ein
typisches Prozessspektrum für einen spezifischen Naturraum existiert und damit auch eine
spezifische Modellstruktur für diesen Naturraum gewählt werden sollte. Verfolgt man das
langfristige Ziel der Identifizierung solcher gebietsspezifischen Modellstrukturen, werden
experimentelle Simulationen in verschiedenen Naturräumen mit unterschiedlich komple-
xen Modellstrukturen, die jeweils problemorientiert zu entwickeln oder zu modifizieren
sind, notwendig.
1.2 Zielsetzung der Arbeit
Entsprechend den Ausführungen im vorherigen Abschnitt werden im Rahmen dieser Ar-
beit zwei Ziele verfolgt. Zum einen wird eine Rahmenanwendung entwickelt, die die Imp-
lementierung unterschiedlicher Modellstrukturen und die vergleichende Analyse ihrer Pa-
rameterunsicherheiten und der Unsicherheiten in den Simulationsergebnissen unterstützt.
Zum anderen wird untersucht, inwieweit sich strukturelle Unsicherheiten anhand von Mo-
dellvergleichen identifizieren lassen. Hierzu werden auf Basis der Rahmenanwendung vier
unterschiedlich strukturierte Modelle entwickelt: drei konzeptionelle und ein physikalisch
basiertes Modell. Die Untersuchung der Modellunsicherheiten erfolgt in zwei Simulations-
studien mit unterschiedlichen Fragestellungen, die auf unterschiedlichen räumlichen Ska-
len (1167 und 2.57 km2 Einzugsgebietsgröße) durchgeführt werden.
Bei der Entwicklung der Rahmenanwendung sind folgende Gesichtspunkte zu berücksich-
tigen:
Die Rahmenanwendung soll die Entwicklung hydrologischer Modelle mit einer vari-
ablen horizontalen und vertikalen Modellgliederung ermöglichen.
Die Modelle sollen beliebig detaillierte Beschreibungen für die hydrologischen Pro-
zesse verwenden können, d.h. sowohl konzeptionelle als auch physikalisch basierte
Ansätze. Dabei soll die Berücksichtigung bidirektionaler Rückkopplungen zwischen
den Prozessen möglich sein.
Die Modelle sollen so strukturiert sein, dass sie durch den Austausch von Prozessbe-
6 Die robustesten und am häufigsten eingesetzten Methoden zur Evaluierung der Parameterunsi-
cherheiten basieren auf der Monte-Carlo-Methode und erfordern eine Anzahl von mehreren Tau-
send Simulationsläufen.
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schreibungen und/oder strukturellen Komponenten schnell an die spezifischen Gege-
benheiten eines Einzugsgebietes angepasst werden können.
In Anbetracht der notwenigen Monte-Carlo-Simulationen für die Untersuchung der
Modellunsicherheiten sollen die Modelle eine hohe Laufzeiteffizienz besitzen.
Diese Ziele lassen sich in idealer Weise mit Hilfe einer objektorientierten Rahmenanwen-
dung (engl. framework), die einen abstrakten Entwurf für hydrologische Modelle kapselt,
erreichen. Die Entwicklung der Rahmenanwendung erfolgt in der objektorientierten Pro-
grammiersprache C++ und soll die Entwicklung räumlich aggregierter, teilaggregierter
oder verteilter konzeptioneller oder physikalisch basierter Modelle ermöglichen. Da die
von der Rahmenanwendung abgeleiteten Modellanwendungen eigenständige Programme
in der Compilersprache C++ sind, besitzen diese, im Vergleich zu Modellen, die auf her-
kömmlichen Modellierungsumgebungen wie MMS aufsetzen, eine wesentlich höhere
Laufzeiteffizienz. Damit wird die Verwendung rechenintensiver numerischer Methoden
ermöglicht, die bei der Implementierung physikalisch basierter Prozessmodelle notwendig
werden.
Entsprechend den unterschiedlichen räumlichen Skalen der Untersuchungsgebiete liegen
den Simulationsstudien unterschiedliche Fragestellungen zu Grunde. Die erste Studie wird
in dem größeren Einzugsgebiet durchgeführt. Durch den Vergleich der Unsicherheiten der
drei konzeptionellen Modelle wird der zu vermutende Zusammenhang zwischen der struk-
turellen Unsicherheit und der Parameterunsicherheit hydrologischer Modelle untersucht.
Die drei Modelle beruhen auf dem gleichen theoretischen Modellkonzept, weisen jedoch
eine unterschiedliche Komplexität sowohl in der Prozessbeschreibung als auch in der hori-
zontalen Gliederung auf. Dadurch dass die drei Modellvarianten auf demselben theoreti-
schen Modellkonzept aufbauen soll die Vergleichbarkeit der Resultate bezüglich der Unsi-
cherheiten sichergestellt werden. Das komplexeste der drei Modelle besitzt eine detaillier-
tere horizontale Gliederung als die beiden anderen. Damit wird, über den Ansatz der im
vorherigen Abschnitt zitierten Studien hinausgehend, untersucht, inwieweit ein Zusam-
menhang zwischen der räumlichen Gliederung eines Modells und seiner Parameterunsi-
cherheit besteht. Da eine detailliertere horizontale Gliederung eine aufwändigere Paramet-
risierung des Modells erfordert, ist anzunehmen, dass das Modell eine höhere Parameter-
unsicherheit besitzt, die sich entsprechend auf die Simulationsergebnisse auswirkt.
Die zweite Simulationsstudie hat den Vergleich der Unsicherheiten konzeptioneller und
physikalisch basierter Modelle zum Ziel und wird in dem kleineren Einzugsgebiet durch-
geführt. Als Beispiel für ein konzeptionelles Modell wird das Modell mit der detaillierteren
räumlichen Gliederung aus der ersten Simulationsstudie verwendet. Als Beispiel für ein
physikalisch basiertes Modell wird ein Modell entwickelt, das die Wasserbewegung in
einem Hang durch die Kopplung zweier eindimensionaler Prozesse beschreibt. Hierfür
werden numerische Lösung der Richards-Gleichung (ungesättigte vertikale Wasserbewe-
gung) und einer kinematischen Form des Darcy-Fließgesetzes verwendet. Ziel dieser Stu-
die ist es zu untersuchen, inwieweit ein Vergleich der Parameterunsicherheiten dermaßen
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unterschiedlich konzeptionierter Modelle möglich ist und wie sich die unterschiedlichen
Parameterunsicherheiten auf die Simulationsergebnisse auswirken.
1.3 Aufbau der Arbeit
Entsprechend der vorangegangenen Ausführungen gliedert sich die Arbeit in drei Themen-
bereiche: In den Kapiteln 2 und 3 wird Grundlegendes zur Modellbildung und Simulation
im Allgemeinen und zur hydrologischen Modellierung im Speziellen vorgestellt. Der Ent-
wurf der objektorientierten Rahmenanwendung für die Erstellung hydrologischer Modelle
wird in den Kapiteln 4 und 5 behandelt. In den Kapiteln 6 und 7 werden die Ergebnisse der
beiden Simulationsstudien präsentiert und diskutiert.
Kapitel 2 befasst sich mit dem Thema der Systemanalyse, Modellbildung und Simulation.
Die hydrologische Modellbildung orientiert sich im Wesentlichen an den allgemeinen, in
vielfältigen Wissenschaftsdisziplinen angewandten Methoden der Systemanalyse. Daher
werden zunächst grundlegende Begriffe des Systemkonzepts erläutert, die auch in der hyd-
rologischen Modellierung Verwendung finden und für das weitere Verständnis unerlässlich
sind. Darüber hinaus werden die Alternativen das beobachtete natürliche System im Mo-
dell abzubilden und die Unsicherheiten, mit denen die Simulationsergebnisse behaftet sind,
diskutiert. Kapitel 3 enthält eine grundlegende Einführung in die hydrologische Modellie-
rung und diskutiert die Unsicherheiten, die sich bei der Simulation der Prozessabläufe in-
nerhalb eines Einzugsgebietes ergeben. Diese resultieren im Wesentlichen aus den z.T.
erheblichen Differenzen zwischen der Prozess-, der Mess- und der Modellskale, weshalb
die Skalenproblematik ausführlich diskutiert wird. In diesem Kontext wird der Ansatz des
repräsentativen elementaren Einzugsgebietes (engl. Represantative Elementary Watershed
(REW), Reggiani et al., 1998 und 1999) vorgestellt, der aktuell von mehreren Arbeitsgrup-
pen weiterentwickelt wird und dessen grundlegendes Ziel die Ableitung von Bilanzglei-
chungen für Masse, Impuls und Energie auf der Skale einer definierten räumlichen Einheit
(dem elementaren Einzugsgebiet) ist. Es folgt eine Übersicht über Möglichkeiten zur räum-
lichen Gliederung hydrologischer Modelle und über die gängigen Kalibrierungs- und Vali-
dierungsstrategien. Die Untersuchung der strukturellen Unsicherheiten hydrologischer
Modelle steht im Mittelpunkt dieser Arbeit. Daher wird eine Auswahl der wichtigsten An-
sätze zur Analyse der Modellunsicherheiten und die ihnen zu Grunde liegenden, teilweise
unterschiedlichen Theorien zu den Ursachen der Unsicherheiten vorgestellt.
Die Entwicklung der Rahmenanwendung orientiert sich an den in vielen Fachdisziplinen
bewährten objektorientierten Entwurfsprinzipien und verwendet einige der sogenannten
Entwurfsmuster. Ein grundlegender Einblick in diese Thematik ist für das Verständnis der
Struktur der Rahmenanwendung und der Organisation der Simulationsabläufe unerlässlich.
Daher wird in Kapitel 4 zunächst eine kurze Einführung in die objektorientierte Program-
mierung und den objektorientierten Entwurf gegeben. Die Rahmenanwendung wird in Ka-
pitel 5 vorgestellt. Das Kapitel beginnt mit einem kurzen Überblick über den softwaretech-
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nischen Entwicklungsstand in der hydrologischen Modellierung und erläutert die Beweg-
gründe für eine Neuentwicklung im Rahmen dieser Arbeit. Anschließend wird ausführlich
erläutert, wie die strukturellen Elemente des zu modellierenden Einzugsgebietes (z.B.
Teilgebiete, Hänge, Gewässerabschnitte oder einzelne Bodenschichten) und die innerhalb
des Systems ablaufenden Prozesse durch eine, von der Rahmenanwendung abgeleitete
Modellanwendung abgebildet werden. Das Kapitel schließt mit der Darstellung des prinzi-
piellen Ablaufs einer Simulation.
Die Kapitel 6 und 7 enthalten den Anwendungsteil dieser Arbeit. Nach der Einführung in
die Fragestellung, die dem jeweiligen Simulationsversuch zu Grunde liegt, erfolgt eine
kurze Beschreibung der naturräumlichen Gegebenheiten im entsprechenden Untersu-
chungsgebiet. Anschließend werden die Strukturen der betrachteten Modellvarianten  vor-
gestellt. Zur Evaluierung der Parameterunsicherheiten und der Unsicherheiten in den Si-
mulationsergebnissen wird für beide Studien die auf Monte-Carlo-Simulationen basierende
GLUE-Methode verwendet (Beven & Binley, 1992). McIntyre et al. (2002) kommen nach
dem Vergleich unterschiedlicher Ansätze zur Schätzung von Parameterunsicherheiten zu
dem Schluss, dass GLUE, für den Fall, dass die Unsicherheiten in der Modellstruktur nicht
eindeutig definierbar sind, eine der vielseitigsten und robustesten Methoden darstellt. In
den Simulationsstudien wird nicht a priori von einem bestimmten Fehler in einer der Mo-
dellstrukturen oder einer bestimmten Verteilung der Fehler in den Simulationsergebnissen
ausgegangen, weshalb die GLUE-Methode im vorliegenden Fall als adäquater Ansatz zur
Analyse der Unsicherheiten anzusehen ist. Eine ausführliche Diskussion der Methode zur
Evaluierung der Modellunsicherheiten, die in beiden Simulationsstudien Verwendung fin-
det, wird in Kapitel 6 gegeben, das die Ergebnisse der ersten Studie in dem größeren Ein-
zugsgebiet präsentiert. Bei der Analyse der Simulationsergebnisse werden zunächst die
Resultate bezüglich der Parameterunsicherheiten der einzelnen Modellstrukturen vergli-
chen. Die möglichen Rückschlüsse auf strukturelle Unsicherheiten, die sich hieraus erge-
ben können, werden ausführlich diskutiert. Anschließend wird untersucht, wie sich die
Parameterunsicherheiten und die angenommenen strukturellen Unsicherheiten auf die Si-
mulationsergebnisse auswirken.
Im Kapitel 8 werden die Ergebnisse aus beiden Simulationsstudien zusammenfassend dis-
kutiert und bewertet. Die Arbeit endet mit einer kurzen Kritik an den aktuell in der For-
schung angewandten Methoden zur vergleichenden Bewertung der Modellunsicherheiten
und einem Ausblick, welche Rückschlüsse für künftige Untersuchungen zur strukturellen
Unsicherheit hydrologischer Modelle sich aus den vorgestellten Untersuchungen ergeben.
Anhang B enthält ergänzende Grundlagen zu den mathematischen Prozessbeschreibungen
der betrachteten Modellstrukturen, die aus Gründen der Übersichtlichkeit nicht in den Ka-
piteln 6 und 7 dargestellt wurden.
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2 Systemanalyse, Modellbildung und Simulation
Die hydrologische Modellbildung orientiert sich im Wesentlichen an den allgemeinen, in
vielfältigen Wissenschaftsdisziplinen angewandten Methoden der Systemanalyse. Daher
wird in diesem Kapitel zunächst ein kurzer Abriss des Systemkonzeptes gegeben und
wichtige theoretische Grundlagen der Modellbildung und Simulation vorgestellt. Die Sys-
temanalyse befasst sich mit der Untersuchung komplexer Systeme mit dem Ziel, ein Mo-
dell als reduzierendes und abstrahierendes Abbild der Wirklichkeit zu konstruieren. Mit
Hilfe dieses Modells sollen anschließend Erkenntnisse über das (vergangene) Verhalten
des beobachteten Systems bei unterschiedlichen äußeren Einwirkungen (Umwelteinflüsse)
gewonnen, oder Aussagen zu zukünftigen Entwicklungen und Verhaltensweisen in be-
stimmte Szenarien gemacht werden. Bei der Konstruktion des Modells kann die Komplexi-
tät des zu untersuchenden Systems durch eine Beschränkung auf problemrelevante Eigen-
schaften verringert und somit eine Analyse häufig erst ermöglicht werden.
2.1 Systeme und Systemanalyse
Die vom Menschen wahrgenommene Welt besteht aus einer Anzahl von Objekten, die
durch ein Netz von Beziehung untereinander verbunden sind. Einzelne Teilmengen dieses
Netzes von interagierenden Objekten werden vom Menschen isoliert betrachtet und als
Systeme bezeichnet. Nach Forrester (1972) ist ein System als eine Menge miteinander in
Beziehung stehender Komponenten, die zu einem gemeinsamen Zweck interagieren, defi-
niert. Zusätzlich zum Begriff des Systemzwecks definiert Bossel (1994) die Systemstruktur
und die Systemintegrität. Ein System besteht demnach aus einer bestimmten Konstellation
von Systemelementen und Wirkungsverknüpfungen (Reaktionen) und ist nicht teilbar. D.h.
die Entfernung bestimmter Elemente oder Relationen aus dem System (Zerstörung der
Systemintegrität) würde die Erfüllung des Systemzwecks nicht mehr erlauben. Die Identi-
fikation eines Ausschnitts der Realität als System erfolgt im Allgemeinen unter Anwen-
dung impliziter Kriterien, d.h. das zu untersuchende System wird problemabhängig defi-
niert und weniger interessierende Komponenten werden a priori ausgeklammert. Die Sys-
temanalyse enthält somit große Freiheitsgrade (Page, 1991).
Dynamische Systeme unterscheiden sich von statischen Systemen durch die Änderung
ihres Zustandes über die Zeit. Da prinzipiell alle Systeme (z.B. Bauten wie Talsperren)
über einen gewissen Zeitraum ihren Zustand verändern, werden dynamische Systeme als
solche bezeichnet, die ihren Zustand innerhalb eines bestimmten Beobachtungszeitraumes
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ändern und ein dynamisches Verhalten zeigen. Der veränderliche innere Zustand des Sys-
tems wird durch die so genannten Zustandsgrößen vollständig beschrieben. Da sich diese
Arbeit mit der Bildung hydrologischer Modelle befasst, beziehen sich die weiteren Ausfüh-
rungen ausschließlich auf natürliche, dynamische Systeme. Auf die Eigenschaften stati-
scher oder künstlicher Systeme wird nicht eingegangen.
2.1.1 Grundlegende Begriffe des Systemkonzepts
In der Abbildung 2.1 ist das Grundkonzept eines Systems und dessen Komponenten darge-
stellt. Ausgehend von der Annahme, dass Systeme in eine Umgebung eingebettet sind,
muss für die Systemanalyse eine Systemgrenze definiert werden. Diese ist dort zu ziehen,
wo die Umwelteinwirkungen (Systemeingangsgrößen) nicht durch das System selbst be-
stimmt oder durch Rückkopplungen von Systemausgängen verändert werden können1
(Bossel, 1994).
System-
ausgang
S1
S3
S2
S4
System-
eingang
System-
eingang
Systemgrenze
Systemumgebung
Rückkopplungen
System-
elemente
System
Abb. 2.1: Grundlegende Begriffe des Systemkonzepts (nach Bossel, 1992)
Über seine Verhaltensgrößen (Systemausgänge) wirkt ein System auf seine Umwelt und ist
nur durch diese bemerkbar. Dabei ist es durchaus möglich, dass die Verhaltensgrößen nicht
alle Veränderungen der Zustandsgrößen reflektieren. Ein Beispiel hierfür wäre ein Gewäs-
sereinzugsgebiet. Sein Abfluss (Systemausgang) ist als Volumenstrom messbar, lässt je-
doch keine eindeutigen Rückschlüsse auf seinen Systemzustand zu (Verteilung der Boden-
feuchte, Zusammensetzung der Abflussanteile usw.). Als Elemente werden nicht weiter
unterteilte Komponenten eines Systems bezeichnet. Den Elementen können Attribute und
Zustandsgrößen zugeordnet werden. Attribute beschreiben statische Eigenschaften der E-
lemente, die Zustandsgrößen (auch als Speichergrößen bezeichnet) sind die veränderlichen
Eigenschaften, deren Änderungsraten als Flüsse bezeichnet werden. Aus der Menge aller
Zustandsgrößen ergibt sich zu jedem Zeitpunkt der Systemzustand, einschließlich aller
daraus ableitbaren Verhaltensgrößen (Systemausgänge).
1 Bei der Modellierung des Wasserhaushaltes mesoskaliger Einzugsgebiete z.B. wären diese Um-
welteinwirkungen meteorologische Eingangsgrößen (Niederschlag, Strahlung, Temperatur usw.).
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Die Systemelemente stehen untereinander (endogene Wirkungen) und mit der Systemum-
gebung (exogene Wirkungen) in Wechselwirkung (Pfeile in Abb. 2.1). Die Reaktionen des
Systems auf die unterschiedlichen exogenen und endogenen Wirkungen werden als Wir-
kungsstruktur bezeichnet. Sie bestimmt Zustandsänderung und Verhalten des Systems und
damit die (mehr oder weniger direkte) Transformation der Systemeingangs- in die System-
ausgangsgrößen. Allerdings existiert schon bei einer einzelnen Zustandsgröße, z.B. dem
Füllstand eines Linearspeichers, keine unmittelbare Eingabe/Ausgabe-Relation mehr. Bei
Rückkopplungen innerhalb des Systems gestaltet sich sein Verhalten noch komplexer. Die
Komplexität eines Systems steigt mit der Anzahl der involvierten Elemente und ihren Ab-
hängigkeiten untereinander. Diese Abhängigkeiten werden auch als Verflechtungsgrad
bezeichnet (Page, 1991). Je höher die Zahl der Beziehungen im Verhältnis zur Zahl der
Elemente ist, desto höher ist der Verflechtungsgrad. Bei höheren Verflechtungsgraden ist
es schwierig aus dem Systemverhalten (Beobachtung der Verhaltensgrößen) auf die Wir-
kungsstruktur des Systems zu schließen, da das gleiche Verhalten durch verschiedene Sys-
teme erzeugt werden kann. Der eingehenden Analyse der Wirkungsstruktur kommt dem-
nach eine besondere Bedeutung bei der Systemanalyse zu.
Natürliche Systeme zeichnen sich oftmals durch hohe Komplexität und hochgradig nichtli-
neare Wirkungsbeziehungen aus. Bei genauerer Betrachtung lassen sich meist relativ auto-
nome Teilsysteme unterscheiden, deren Verhalten separat (und damit genauer) untersucht
werden kann. Liegt eine hierarchische Anordnung der Teilsysteme vor, d.h. es lassen sich
über- und untergeordnete Systeme identifizieren, kann das Gesamtverhalten aus der Sum-
me des Verhaltens der Teilsysteme bestimmt werden. Letztlich wird das Maß der Differen-
zierung in Teilsysteme jeweils durch die Zielsetzung, mit der das Gesamtsystem untersucht
wird, bestimmt werden (vgl. Abs. 2.2.1).
2.1.2 Allgemeine Systemfunktion
Ausgehend von der, in der Hydrologie gebräuchlichen, Vorstellung einer gerichteten Sys-
temein- und -ausgabe lässt sich eine formale mathematische Systembeschreibung, konform
zu den Methoden der Systemtechnik (Unbehauen, 2002), definieren.
Hydrologische Modelle basieren auf dem Prinzip der Kontinuität (Massenerhaltung). Die
Summe der Zustandsänderungen ist gleich der Summe der Systemein- und -ausgaben in-
nerhalb eines Zeitschrittes. Daher wird nicht nur der Systemzustand, sondern oft auch seine
zeitliche Änderungsrate zur modellbildenden Größe. Werden die Zustandsgrößen des Sys-
tems in einem, sich mit der Zeit verändernden, Vektor z(t) zusammengefasst, ergibt sich
folgende Zustandsfunktion, die die Zustandsänderung dz(t)/dt aus der zeitlichen Entwick-
lung der Umwelteinwirkungen und des Zustandsvektors selbst ermittelt:
( ) , , ,d t f t
dt
z z u (2.1)
mit: u(t) Eingabevektor
2 Systemanalyse, Modellbildung und Simulation
14
(t) Parametervektor. Systemparameter sind a priori bekannte Größen, durch die
ein System charakterisiert wird (z.B. geometrische Abmessungen oder für die
Beschreibung der Wechselwirkungen (Flüsse) zwischen den Systemelementen
notwendige Prozessparameter). Die Systemparameter können zeitvariabel sein.
In einer Computersimulation werden zunächst die Veränderungsraten der Zustandsgrößen
berechnet. Durch Integration über den Zeitschritt ergibt sich, unter Berücksichtigung des
Anfangszustandes z(t0), der Systemzustand:
0
0( ) ( ) ( ) /
t
t
t t d t dt dtz z z (2.2)
Anschließend kann die Systemausgabe mittels der Ausgangsgleichung bestimmt werden:
( ) , , ,t g ty z u (2.3)
mit: y(t) Ausgabevektor.
Für die hydrologische Modellierung sind des Weiteren folgende Sonderfälle der
Systemfunktion von Bedeutung (Buchholz, 2001):
Raumbezug. Ist die Zeit einzige unabhängige Große in der Systemfunktion, handelt
es sich um ein räumlich aggregiertes System (engl. spatial lumped), das die räumliche
Variabilität der systeminternen Prozesse nicht berücksichtigt. Bei räumlich verteilten
Systemen (engl. spatial distributed) ist die Systemfunktion neben der Zeit abhängig
vom Ortsvektor x. Gleichung (2.1) nimmt dann folgende Form an:
( , ) , , , ,d t f t
dt
z x z u x (2.4)
Linearität und Zeitinvarianz. Ein System wird als linear bezeichnet, wenn sich aus
jeder Linearkombination der Systemeingänge die entsprechende Linearkombination
der Systemausgänge als Systemreaktion ergibt. Demnach hat die Multiplikation des
Eingabevektors u(t) mit jeder beliebigen Konstanten k einen ebenfalls mit k multipli-
zierten Ausgabevektor v(t) zur Folge.
Um zeitinvarientes System handelt es sich, wenn die Form des Ausgangssignals unab-
hängig vom Zeitpunkt des Einsetzens des Eingangssignals ist. Andernfalls ist das Sys-
tem als zeitvariant zu bezeichnen.
Stationarität. Ist die zeitliche Änderungrsrate dz(t)/dt gleich Null, befindet sich ein
System in einem stationären Zustand.
Stochastische Systeme. Stochastische Systeme berücksichtigen, im Gegensatz zu de-
terministischen, explizit den Zufallscharakter oder Unsicherheiten in den Umweltein-
wirkungen, in der Wirkungsstruktur des Systems oder in den Systemparametern.
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2.2 Simulationsmodelle
Ist eine Untersuchung des realen Systems unter den verschiedenen, interessierenden Rand-
bedingungen und Fragestellungen nicht möglich, bietet sich die Alternative der Abbildung
in einem mathematischen Modell. Das Modell ist dabei immer eine Idealisierung und Abs-
traktion eines räumlich-zeitlichen Ausschnitts der Realität. Es besitzt nur eine, den Verein-
fachungen entsprechende, beschränkte Gültigkeit. Die Vorteile der Verhaltenssimulation
mit Modellen liegen u.a. darin, dass die Untersuchungen über ein breiteres Spektrum un-
terschiedlicher Umwelteinwirkungen (Systemeingangsgrößen) als in der Realität erfolgen
können, oder die Auswirkungen von Veränderungen am System überhaupt erst berücksich-
tigt werden können2. Werden anhand der Modellergebnisse Handlungsmaximen in Bezug
auf das ursprüngliche System aufgestellt, müssen die wesentlichen Systemmerkmale aus-
reichend genau durch das Modell beschrieben werden. Welche Eigenschaften als wesent-
lich angesehen werden, hängt dabei von der Zielsetzung der Untersuchung ab.
Nach der Art des Erkenntnisgewinns bei Untersuchungen an einem Modell kann zwischen
rein analytischen Modellen und Simulationsmodellen unterschieden werden (Page, 1991),
wobei Simulationsmodelle selbstverständlich auch analytische Lösungsansätze beinhalten
können. Bei einem rein analytischen Modell wird die Wirkungsstruktur des Systems mit-
tels eines geeigneten Gleichungssystems abgebildet, welches die direkte Bestimmung des
Systemzustandes in einem geschlossenen Lösungsdurchlauf ermöglicht. In einem Simula-
tionsmodell wird der Systemzustand hingegen inkrementell verändert. Die Zwischener-
gebnisse der Berechnung lassen sich als temporärer Systemzustand innerhalb des Betrach-
tungszeitraums interpretieren. Aus diesem Grund eignen sich Simulationsmodelle beson-
ders gut zur Veranschaulichung des Systemverhaltens, sie erfordern jedoch eine diskonti-
nuierliche Diskretisierung in Raum und Zeit. Dadurch kann sich das Problem der Ermitt-
lung flächen- oder zeitschrittrepräsentativer Werte (effektiver Systemparameter) für die
gewählten Diskretisierungseinheiten ergeben (Maurer, 1997).
Während der Entwicklungsphase eines Simulationsmodells werden beliebige mathemati-
sche Gleichungen, Entscheidungsregeln und algorithmische Beschreibungen in Form von
Aktionssequenzen, Verzweigungen und Wiederholungen kombiniert und ihre Anordnung
variiert, bis eine angestrebte Abbildungsgenauigkeit erreicht ist. Diese Methode bietet sich
besonders für die Beschreibung komplexer Systeme an. Die Anwendung analytischer Ver-
fahren erfordert hier oft starke Vereinfachungen, die die Gefahr inadäquater Ergebnisse mit
sich bringen oder nur unter sehr eingeschränkten Randbedingungen gültig sind3.
2 Ein Beispiel hierfür wären die hydrologischen und ökologischen Auswirkungen unterschiedlicher
Landnutzungsänderungs-Szenarien, die nur im beschränkten Maße und über einen sehr langen Zeit-
raum am realen System beobachtet werden können.
3 Beispielhaft seien analytische Lösungen der Richards-Gleichung zur Berechnung der eindimensi-
onalen, ungesättigten Wasserbewegung im Boden genannt, die einen konstanten Fluss als obere
Randbedingung, ein homogenes Bodenprofil u.ä. annehmen (z.B. Ross & Parlange, 1994).
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2.2.1 Modellzweck und Modellierungsstrategien
Der Modellzweck ergibt sich durch die Aufgabenstellung mit der das Orginalsystem unter-
sucht wird. Er bestimmt wiederum Art und Umfang der Modellformulierung. Daraus folgt,
dass das gleiche Orginalsystem für unterschiedliche Fragestellungen durch unterschiedli-
che Modelle abgebildet werden muss.
Prinzipiell lassen sich bei der Simulation des Systemverhaltens zwei Alternativen unter-
scheiden: Modelle, die das Verhalten imitieren, und Modelle, die die Wirkungsstruktur des
Systems nachbilden, um das Verhalten zu erzeugen. Erstere werden auch als black box,
zweitere als glass/white box Modelle bezeichnet. In Tabelle 2.1 werden Eigenschaften, die
den beiden Ansätzen zugeordnet werden können, zusammengefasst.
Tab. 2.1: Alternativen von Modellierungsstrategien und ihre prinzipiellen Eigenschaften (nach
Maurer, 1997, verkürzt)
„black box“ Modell “glass/white box“ Modell
beschreibend erklärend
Kalibrierung Parametrisierung
empirisch physikalisch basiert
räuml. zusammenfassend („lumped“) räuml. verteilt („distributed“)
integriert differenziert
verhaltensorientiert prozessorientiert
interpolierend extrapolierend
In der hydrologischen Modellierung werden die beiden Strategien allerdings kaum in rei-
ner Form angewandt. Sie sind im Zusammenhang mit dem Konzept der Skale (Plate, 1992)
zu sehen. In Abhängigkeit von der räumlich-zeitlichen Auflösung des Modells können be-
stimmte Prozesse nicht detailliert erfasst werden und erfordern somit eine zusammenfas-
sende Beschreibung des subskaligen Verhaltens.
Die empirische Gültigkeit solcher auch als „grey box“ bezeichneten Mischformen wird
durch Anpassung von Modellparametern erreicht. Sind diese Parameter prinzipiell einer
Schätzung zugänglich (Schiffler, 1992) oder messbar (Beven, 1996) werden sie als „physi-
kalisch basiert“ angesehen. Dieser Begriff hängt somit von der umfassenden empirischen
Überprüfung der postulierten Modellgesetze ab und es können wiederum verschiedene
Grade der physikalischen Basierung unterschieden werden, wodurch die Exaktheit des
Begriffs relativiert wird (Maurer, 1997; Beven 2002).
2.2.2 Beziehung zwischen Systemzustand und Zeit
Bei der Abbildung eines natürlichen Systems auf ein Modell ist nicht nur ein bestimmter
Zustand darzustellen, sondern insbesondere die zeitliche Änderung des Systemzustandes
und der Ausgangsgrößen. Prinzipiell geht es also bei der Modellbildung und Simulation
um die Herstellung des Zusammenhangs zwischen der statischen Struktur und dem dyna-
mischen Verhalten des betrachteten Systems. Simulationsmodelle lassen sich nach ihrem
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zeitlichen Verhalten klassifizieren (Page, 1991; Little & McCue, 1993):
Kontinuierliche Modelle. Die Zustandsgrößen, durch die das betrachtete Realsystem
beschrieben wird, ändern sich kontinuierlich über die Zeit. Derartige Systeme werden
gewöhnlich durch einen Satz von Differentialgleichungen beschrieben.
Diskrete Modelle. Die Zustandsgrößen ändern sich diskontinuierlich an bestimmten
Punkten entlang der Zeitachse, welche üblicherweise in regelmäßigen Abständen lie-
gen.
Hybride Modelle. Sie stellen eine Kombination beider Varianten dar. Die Zeitskala
ist nur konzeptionell kontinuierlich, der Beobachtungszeitraum wird in Intervalle ein-
geteilt. Einzelne Prozesse können jedoch in ihrer eigenen internen (kontinuierlichen)
Zeitskala fortschreiten.
Die meisten hydrologischen Simulationsmodelle beruhen auf der Formulierung von Erhal-
tungssätzen (Volumen, Impuls) und aus ihnen abgeleiteten, linearen oder nichtlinearen
Differentialgleichungen, d.h. sie sind von den theoretischen Grundlagen her kontinuierli-
che Modelle. Dagegen werden die hydrologischen und meteorologischen Daten üblicher-
weise in regelmäßigen Zeitintervallen erhoben. Mittels Differenzengleichungen (diese
werden durch Diskretisierung der Ausgangsgleichungen erhalten) werden die diskreten,
meteorologischen Eingangsgrößen in die Systemausgänge übertragen. Hydrologische Mo-
delle sind demnach, bezüglich des zeitlichen Verhaltens, am ehesten als hybride Modelle
zu bezeichnen. Die Schrittweite der Zeitskala wird in Abhängigkeit vom Modellzweck
gewählt (z.B. Stundenwerte für Hochwassermodelle, Tagesschritte für Wasserhaushalts-
modelle).
2.3 Modellbildung und Simulation
In den vorangegangenen Abschnitten wurden die Grundlagen der Systemtheorie und die
wichtigsten Eigenschaften von Simulationsmodellen behandelt. Im Weiteren soll der ge-
samte Prozess der Systemanalyse, Modellbildung und Simulation zusammenfassend darge-
stellt werden.
Das Abbilden eines Systems auf ein Modell wird als Modellbildung bezeichnet. Tritt das
Modell an die Stelle des Orginalsystems und werden Experimente an diesem Modell
durchgeführt, spricht man von Simulation. Die Modellbildung beinhaltet, in Abhängigkeit
von der Modellierungsstrategie, Abstraktion und Idealisierung im unterschiedlichem Maße.
Es werden nur die, in Abhängigkeit des Untersuchungsziels, als relevant identifizierten
Komponenten durch das Modell abgebildet; bzw. die Systemkomponenten werden verein-
fachend dargestellt. Somit wird die Komplexität des zu beschreibenden Realsystems redu-
ziert und teilweise eine Abbildung generell erst ermöglicht. Der gesamte Prozess, ausge-
hend von der Systemanalyse über die Modellbildung und Simulation hin zu einer anschlie-
ßenden Modellvalidierung und eventuellen Veränderung des Modells, gliedert sich in meh-
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rere Phasen, die zum Teil iterativ durchlaufen werden (vgl. Abb. 2.2). An erster Stelle steht
der Entwurf der Modellkonzeption. Diese beinhaltet zunächst die Formulierung des Mo-
dellzwecks und die Definition der Systemgrenzen und -elemente. Anschließend wird die
Wirkungsstruktur des Systems mit so genannten Wortmodellen, Wirkungsgraphen und -
diagrammen beschrieben. Hierauf erfolgt die formale Spezifikation, d. h. die mathemati-
sche Beschreibung des Modells. Voraussetzung ist die Identifizierung quantifizierbarer
Zustandsgrößen des Systems (und somit dessen Dimensionalität, vgl. Abs. 2.1.1), damit
Differential- bzw. Differenzengleichungen oder Entscheidungsregeln zur Beschreibung der
Änderung dieser Größen und ihrer Beziehungen untereinander aufgestellt werden können.
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Abb. 2.2: Modellbildung und Simulation (nach Page, 1991)
Die Implementierung als Computermodell erfordert eine räumlich-zeitliche Diskretisierung
der kontinuierlichen Beschreibungen des mathematischen Modells. Vor der Durchführung
von Simulationen ist, neben der Verifizierung des Computermodells, bei der die Lauffä-
higkeit des Programms und die korrekte Umsetzung der Modellkonzeption systematisch
getestet werden, die Gültigkeit des Modells bezüglich seines dynamischen Verhaltens zu
überprüfen. Dies kann mehrere Punkte umfassen:
Plausibilitätstest. Untersuchung des generellen Verhaltens des Gesamtmodells oder
einzelner Modellteile (Stabilität, Vorzeichenwechsel, Schwingungsverhalten usw.)
und Überprüfung des Erhalts physikalischer Größen (Nachweis der korrekten Massen-
oder Energiebilanz).
Sensitivitätsanalyse. Untersuchung der Robustheit des Modells bezüglich Verände-
rungen der freien Modellparameter.
Kalibrierung. Variation der freien Modellparameter um eine bestmögliche Anpas-
sung der Modellausgangsgrößen an gemessene Größen4 zu erreichen. Zur Bewertung
der Anpassungsgüte können dabei unterschiedliche Kriterien herangezogen  werden.
4 Verhaltenserzeugende Modelle, die nicht nur den Systemausgang (Abfluss) imitieren, sondern die
Wirkungsstruktur des Systems korrekt abbilden sollen, erfordern prinzipiell eine multikriterielle
Kalibrierung (Mroczkowski et al., 1997), die beobachtete Werte zur Beschreibung des Systemzu-
standes (z.B. Bodenfeuchte, Grundwasserstände usw.) mit einbezieht.
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Validierung. Nachweis der Prognosefähigkeit und der dynamischen Gültigkeit eines
Modells, bei dem üblicherweise die Abweichung der Modellausgangsgrößen an nicht
für die Kalibrierung verwendeten gemessenen Größen überprüft wird.
Die Schritte der Kalibrierung und Validierung sind für ein hydrologisches Modell vor je-
der Simulationstudie (d.h. die Anwendung des Modells auf ein neues Einzugsgebiet) er-
neut durchzuführen und können demnach sowohl der Modellanwendung, als auch der
Modellentwicklung zugerechnet werden. Schließlich können mit dem validierten Modell
Simulationen durchgeführt werden, die eine Bewertung des Systemverhaltens sowie Sze-
nariorechnungen5 und die Aufstellung von Maßnahmen zur Steuerung des Systemverhal-
tens ermöglichen.
2.4 Modellunsicherheiten
Bei der Anwendung von Modellen ist immer zu berücksichtigen, dass diese aufgrund von
Unsicherheiten in allen Phasen der Modellbildung und Simulation nur eine begrenzte Gül-
tigkeit6 besitzen. Im Bezug auf die hydrologische Einzugsgebietsmodellierung lassen sich
die Unsicherheiten in den Simulationsergebnissen auf folgende Ursachen zurückführen
(Uhlenbrook, 2005):
Die Eingangsdaten der Modelle sind als gemessene physikalische Größen mit Mess-
fehlern oder -ungenauigkeiten behaftet.
Insbesondere bei räumlich verteilten Modellen ergeben sich Unsicherheiten durch die
Interpolation punktuell gemessener Eingangsdaten (Blöschl & Grayson, 2000; Haber-
landt & Gattke, 2004).
Unsicherheiten in der Modellstruktur, die immer eine starke Vereinfachung des natür-
lichen Systems darstellt (Grayson et al., 1992). Die Größe des potentiellen Fehlers
hängt dabei vom Grad der Konzeptionalisierung und von der korrekten Identifizierung
der relevanten Prozesse im Untersuchungsgebiet ab.
Vereinfachende Annahmen in den mathematischen Beschreibungen der einzelnen
Teilprozesse. Dabei können sich durch die Vereinfachungen bedingte Fehler in den
Modellkomponenten systematisch addieren oder sie heben sich bis zu einem gewissen
Grad zufällig gegeneinander auf. Letzteres kann scheinbar richtige Ergebnisse liefern,
aber aus den falschen Gründen, wie es Klêmes (1986a) ausgedrückt hat. D.h. das Mo-
5 Nachdem noch in den 1970er und 80er Jahren in der Wasserressourcenbewirschaftung die direkte
Suche nach Optimallösungen angestrebt wurde, dominieren heute modellgestützte Szenariotechni-
ken bei der Bewältigung von Entscheidungsproblemen (Grünewald, 2005).
6 Bossel (1994) betont, dass sich die „Richtigkeit“ eines Modells prinzipiell nicht beweisen lässt,
sondern lediglich von seiner (zu überprüfenden) Gültigkeit für den definierten Modellzweck aus-
gegangen werden kann.
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dell produziert zwar einen korrekten Systemausgang, die Wirkungsstruktur des Sys-
tems wird jedoch nicht richtig abgebildet, wodurch die Prognosefähigkeit des Modells
nicht gewährleistet ist.
Viele Parameter entziehen sich einer direkten Messung und werden daher durch Kalib-
rierung bestimmt. Bei einer großen Anzahl von z.T. korrelierten Parametern ist es
nicht mehr möglich einen einzigen gültigen Parametersatz zu bestimmen. Unterschied-
liche Parametersätze können zu ähnlich guten Simulationsergebnissen führen (vgl.
Abs. 1.1).
Zur Bestimmung der Unsicherheiten bei der hydrologischen Modellierung wurden unter-
schiedliche mathematische Verfahren entwickelt (Beven & Binley, 1992; Melching, 1995;
Kuczera & Parent, 1998; Thiemann et al., 2001; Yu et al., 2001). Als Standard sind so ge-
nannte Monte-Carlo-Simulation anzusehen. Mittels bekannter oder angenommener Vertei-
lungsfunktion für die Modellparameter und/oder -eingangsgrößen werden zufällige Para-
meter- bzw. Datensätze zusammengestellt und mit diesen Simulationsläufe durchgeführt.
Dadurch erhält man eine empirische Verteilungsfunktion der Simulationsergebnisse. Die
Monte-Carlo-Simulation stellt eine robuste Methode zur Abschätzung der Modellunsicher-
heiten dar und ist für hochgradig nichtlineare Systeme die wahrscheinlich einzige Metho-
de, mit der die Wahrscheinlichkeitsdichtefunktion der Modellausgaben geschätzt werden
kann (Melching, 1995).
21
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Aufbauend auf den vorangegangenen allgemeinen Ausführungen zur Systemanalyse, Mo-
dellbildung und Simulation wird in diesem Kapitel das System Einzugsgebiet und seine
Abbildung im Modell näher betrachtet. Ausgehend vom Modellierungszweck kann die
Beschreibung des Systems, seiner Elemente und Wirkungsstruktur sehr unterschiedlich
ausfallen. Wie jede anwendungsorientierte Wissenschaft beinhaltet die Hydrologie die bei-
den Aspekte der Grundlagenforschung und der praktischen Anwendung in sich. Einerseits
ist die Hydrologie als Wissenschaft zur Erforschung der Prozesse des hydrologischen
Kreislaufes definiert (DIN 4049, Teil 1), auf der anderen Seite steht die anwendungsbezo-
gene Einbindung in das Tätigkeitsfeld der ingenieurtechnischen Disziplinen der Wasser-
wirtschaft und des Wasserbaus, in dessen Bereich der Modelleinsatz als Instrumentarium
zur Entscheidungshilfe ein große Rolle spielt.
Der Schwerpunkt der Diskussion liegt im Folgenden bei den konzeptionellen Modellen,
die eine generelle Prozessorientierung besitzen (Uhlenbrook, 2005), und den physikalisch
basierten Prozessmodellen. Den einfachen Ingenieurhydrologischen Ansätzen, oder ande-
ren black box Modellen, kommt im weiteren Verlauf der Arbeit keine Bedeutung zu und
sie werden nur der Vollständigkeit halber aufgeführt.
3.1 Einzugsgebietsmodelle
Entsprechend den in Abschnitt 2.1 dargestellten Methoden der Systemanalyse wird das
System Einzugsgebiet in der hydrologischen Modellierung durch folgende Grenzen defi-
niert:
In lateraler Richtung durch ober- und (gegebenenfalls) unterirdische Wasserscheiden.
In der Vertikalen ist der obere Rand durch die Atmosphäre gegeben. Über diese Gren-
ze erfolgt die Einwirkung der wesentlichen Umwelteinflüsse (Systemeingangsgrößen)
auf das System (Niederschläge, Strahlung, Wind usw.). Der untere Rand lässt sich
meist, auch aufgrund lückenhafter Informationen zu den hydrogeologischen Verhält-
nissen, nicht genau definieren und ist darüber hinaus von der Fragestellung der Model-
lierung abhängig1.
1 Bei einfachen Hochwassermodellen z.B. ist die untere Systemgrenze durch das Grundwasser ge-
geben und die Grundwasserneubildung wird als Verlust, d.h. als Systemausgang, betrachtet.
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Einzugsgebietsmodelle dienen zur Bestimmung von Abflüssen, die durch Niederschläge
auf ein Gebiet verursacht werden. Die Berechnung bezieht sich auf einen bestimmten
Querschnitt des Hauptvorfluters, der als Auslassquerschnitt des oberhalb liegenden Ein-
zugsgebiets anzusehen ist (vgl. Abb. 3.1).
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Abb. 3.1: Prinzipskizze eines Einzugsgebietsmodells, Bestimmung der Wasserflüsse im Einzugs-
gebiet anhand flächenhafter meteorologischer Eingangsgrößen
Ausgehend vom Zweck der Modellierung kann das System Einzugsgebiet in unterschiedli-
cher Komplexität beschrieben werden. Die hierzu verwendeten deterministischen2 Modelle
lassen sich in drei Hauptgruppen einteilen (Dyck & Peschke, 1995):
White box Modelle. Diese Modelle stützen sich auf die Grundgesetze der Physik, ins-
besondere der Hydro- und Thermodynamik, Chemie und Biologie.
Grey box Modelle. Konzeptionelle Modelle, die auf vereinfachenden Nährungen für
die phyikalischen Grundgesetze beruhen und ein gewisses Maß an Emperie beinhal-
ten.
Black box Modelle. Diese Modelle beziehen die Grundgesetze explizit nicht in Be-
tracht, sondern nur die Ursache-Wirkungs-Beziehung der Systemein- und -ausgaben.
In der stark auf die Dimensionierung und den Betrieb wasserwirtschaftlicher Anlagen aus-
gerichteten Ingenieurhydrologie werden meist black box3 Modelle verwendet, die die Ein-
zugsgebiete vereinfachend als lineare Systeme auffassen (Nash & Sutcliffe, 1970). Diese
Modelle lassen die innere Struktur des betrachteten hydrologischen Systems größtenteils
unberücksichtigt, d.h. sie imitieren das Verhalten des Systems nur, seine Wirkungsstruktur
wird nicht nachgebildet (vgl. Abs. 2.2.1). Nach Abzug eines nicht direkt zum Abfluss bei-
tragenden Verlustanteiles vom Gebietsniederschlag wird der verbleibende effektive Nie-
derschlag durch eine Systemfunktion, die alle Abflusskonzentrationsprozesse (Landober-
2 Die im Bereich der Hydrologie ebenfalls eingesetzten stochastischen Modelle, wie z.B. Neuronale
Netze, werden in dieser Arbeit nicht behandelt.
3 Für diese Modelle ist auch die Bezeichnung „systemtheoretisch“ gebräuchlich, was jedoch eher
als verwirrend zu bewerten ist. Wie Maurer (1997) zu Recht betont orientiert sich auch die Ent-
wicklung eines Prozessmodells für die Kleineinzugsgebietsskale an den allgemeinen Methoden der
Systemanalyse.
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flächen- und Zwischenabfluss, Abfluss im Gewässernetz) im Einzugsgebiet zusammenfas-
send beschreibt, in den Direktabfluss transformiert. Dieser bildet zusammen mit dem Ba-
sisabfluss den Gesamtabfluss. Die Systemfunktion (und damit die Wirkungsstruktur des
Systems) ist hierbei nicht a priori festgelegt, sondern wird erst im Zuge einer Systemidenti-
fikation unter Verwendung der beobachteten Systemein- und -ausgänge (Niederschlag und
Abfluss) aufgebaut. Darüber hinaus existieren eine Reihe von Methoden zur Abschätzung
der Niederschlagsverluste und Parametrisierung der Abflusskonzentrationsfunktion anhand
statistischer Beziehungen zu räumlich grob erhobenen Gebietscharakteristika (z.B. Lutz,
1984). Doch auch bei der Verwendung derartiger Ansätze sind zusätzliche Modellparame-
ter, die nicht direkt aus Gebietseigenschaften ableitbar sind und optimiert werden müssen,
unumgänglich (Plate et al., 1988). Diese Verfahren bieten eine gute Möglichkeit um Nie-
derschlags-Abfluss-Ereignisse für Einzugsgebiete zu berechnen und dienen als Grundlage
für Bemessungsaufgaben in der ingenieurhydrologischen Praxis. Durch die rudimentäre
oder gänzlich fehlende Berücksichtigung der naturräumlichen Charakteristik eines Ein-
zugsgebietes (Relief, Boden, Landnutzung usw.) und die konzeptionellen, physikalisch
nicht interpretierbaren Modellparameter bestehen erhebliche Unsicherheiten bezüglich der
Extrapolationsfähigkeit der Modelle. Eine zuverlässige Abschätzung der Auswirkungen
von Landnutzungsänderung oder der Folgen anzunehmender Klimaänderungen ist nicht
möglich. Weiterhin können diese Modelle aufgrund der räumlichen Aggregationen nur
Informationen über den Systemausgang (Abfluss) geben, nicht jedoch über die Zustände
und Fliessprozesse innerhalb des Einzugsgebietes. Zur Lösung von Problemen im Zusam-
menhang mit Stofftransportprozessen können diese Modelle daher nicht eingesetzt werden.
Hierfür ist eine detailliertere Beschreibung der Wirkungsstruktur des System Einzugsge-
biet notwendig, d.h. eine wesentlich genauere Betrachtung der Wassertransportprozesse,
die Abbildung 3.2 in einem schematischen Schnitt zeigt, ist erforderlich (Maurer, 1997).
Einen Kompromiss zwischen den physikalisch basierten Prozessmodellen (white box) und
den black box Modellen stellen die konzeptionellen Modelle (grey box) dar. Die Modell-
struktur orientiert sich weitgehend an Abflussprozessen4 im Einzugsgebiet (vgl. Abb. 3.2),
verzichtet jedoch auf die vollständige Verwendung der hydrodynamischen Grundgleichun-
gen. Häufig stützen sich die Modellkonzepte nur auf die Kontinuitätsgleichung und ver-
wenden Analogien (z.B. Einzellinearspeicher) für die Beschreibung einzelner Prozesse.
Durch diese Vereinfachungen wird eine gröbere räumliche und zeitliche Diskretisierung
möglich, als bei den white box Modellen. Die Parameter sind zwar physikalisch interpre-
tierbar und lassen sich zumindest indirekt aus Naturbeobachtungen ableiten, dennoch ist
für diese Modelle immer eine Anpassung durch eine mehr oder weniger umfangreiche Ka-
librierung der Modellparameter erforderlich. Oftmals bestehen Modelle sowohl aus physi-
kalisch basierten als auch aus konzeptionellen Bausteinen und eine eindeutige Zuordnung
der Modellsysteme entweder zu den physikalisch basierten oder den konzeptionellen Mo-
4 Daher werden diese Modelle auch als „prozessorientiert“ bezeichnet (Uhlenbrook, 2005).
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dellen ist schwierig.
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Abb. 3.2: Hydrologische Prozesse in einem Einzugsgebiet (Hangschnitt) (aus: Bronstert, 1994)
Die hohen Datenansprüche und Probleme bei der Parameterschätzung verhinderten bisher
eine weitergehende Verbreitung flächendetaillierter Prozessmodelle außerhalb von For-
schungsprojekten (Uhlenbrook, 2005). Ziel ihrer Anwendung liegt in der Überprüfung von
Hypothesen bezüglich der Funktionsweise und der Interaktion hydrologischer Prozesse, die
auf der Basis von Erhaltungsgleichungen für Masse, Impuls und Energie beschrieben wer-
den. Die Komplexität der Prozesse und vor allen Dingen die Unmöglichkeit, das Medium
in dem sie stattfinden korrekt und detailgetreu zu erfassen und zu beschreiben, lässt eine
vollständige physikalisch begründete Modellierung allerdings kaum zu. Daher besitzen
einzelne Prozesse, aus denen sich das Gesamtmodell zusammensetzt, teilweise, abhängig
vom Modellzweck, einen höheren Konzeptionalisierungsgrad. Dieser ergibt sich durch die
Reduktion der dreidimensionalen Prozesse auf eine ein- oder zweidimensionale Beschrei-
bung oder durch die Verwendung nicht messbarer, konzeptioneller Parameter, die eine
Kalibrierung erfordern. Angemessene Anwendungen von mehrdimensionalen Prozessmo-
dellen beschränken sich immer noch auf die Hang- und Kleineinzugsgebietsskale. Wichti-
ge Fortschritte in der hydrologischen Modellierung, im Hinblick auf die Berechnung von
Szenarien zur Entwicklung des Wasser- und Stoffhaushaltes unter sich ändernden Randbe-
dingungen für größere Flussgebiete, sind durch eine Übertragung der hier gewonnenen
Erkenntnisse und entwickelten Prozessmodelle auf größere Skalen zu erwarten.
3.2 Flussgebietsmodelle
Größere Einzugsgebiete der oberen Meso- bzw. unteren Makroskale (ca. 103-104 km2)
werden im Allgemeinen nicht durch ein einzelnes Einzugsgebietsmodell beschrieben, son-
dern in mehrere Teilgebiete/-modelle untergliedert. Diese werden durch ein oder mehrere
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Flusslaufmodell/e miteinander verbunden.
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Abb. 3.3: Aufbau eines Flussgebietsmodells
Flusslaufmodelle behandeln die Wasserbewegung in Gewässerabschnitten, einschließlich
dem Ablauf von Hochwasserwellen. Die Wasserbewegung ist im Allgemeinen ein instati-
onärer, sich allmählich ändernder Strömungsvorgang (Dyck & Peschke, 1995). Das Gerin-
nebett und die Vorländer stellen einen Retentionsraum dar, durch den ein Hochwasser
zeitweise zurückgehalten wird. Infolge der Fließzeit gelangt das Wasser zeitlich verzögert
an den Endpunkt der Strecke (Translation), infolge der Diffusion wird die Welle in ihrer
Form verändert (Abflachung). Bei Flusslaufmodellen können drei Anwendungsfälle unter-
schieden werden:
Wasserbewegung entlang einer Gewässerstrecke ohne seitlichen Zufluss oder Ent-
nahme, d.h. ein Zufluss Qz(t) und ein Ausfluss QA(t) gleichen Wasservolumens.
Zusammenfluss von mehreren Wasserläufen, d.h. mehrere Zuflüsse Qz,i(t) und ein
Ausfluss QA(t), dessen Volumen der Summe aller Zuflüsse entspricht.
Wasserbewegung in einem Gerinne mit punktuellen oder kontinuierlichen, seitlichen
Zuflüssen aus dem durchströmten Zwischeneinzugsgebiet (laterale Zuflüsse). Dies er-
fordert eine Verknüpfung des Flusslaufmodells mit dem Einzugsgebietsmodell des
durchflossenen Teileinzugsgebietes.
Aus mehreren Einzugsgebiets- und Flusslaufmodellen lassen sich komplexere Flussge-
bietsmodelle aufbauen (Abb. 3.3), optional können darüber hinaus Speicherbetriebsmodel-
le für künstliche Stauhaltungen und Modelle für die Entwässerung städtischer Einzugsge-
biete integriert werden. Die Ausgliederung der Teilgebiete sollte sich dabei an den inneren
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Wasserscheiden und den Einmündungen größerer, seitlicher Zuflüsse orientieren. Darüber
hinaus sind die Einzugsgebiete von Pegeln, Zwangspunkten mit eingeschränktem Abfluss-
vermögen (z.B. Ortschaften) und Eingriffspunkten für Bewirtschaftungsmaßnahmen (z.B.
Speicher) zu berücksichtigen. Aus Gründen der Einfachheit werden in den meisten Fällen
die Abflussganglinien der unterschiedlichen Teilgebiete und die Abflüsse aus den Fluss-
laufmodellen an den entsprechenden Zusammenflüssen summiert (z.B. Abfluss aus dem
Flusslaufmodell F2 und aus den Teilgebieten A4 und A5 am Zusammenfluss J2 in Abb. 3.3).
Soll eine räumlich detaillierte Berücksichtigung des seitlichen Zuflusses aus einem Teilge-
biet erfolgen, ist eine entsprechende räumliche Diskretisierung der Gewässerabschnitte
erforderlich.
3.3 Die Skalenproblematik in der hydrologischen Modellierung
Der Begriff der Skale bezieht sich auf charakteristische Längen oder Zeiträume und wird
im Zusammenhang mit natürlichen Prozessen (Prozessskale), Messungen (Messskale) und
Modellen (Modellskale) verwendet. Bei der hydrologische Modellierung ist die Beziehung
dieser drei Skalen untereinander, insbesondere im Hinblick auf die Beurteilung der Vor-
hersagequalität, zu berücksichtigen, da fehlende Übereinstimmungen von Prozess-, Mess-
und Modellskale zu einem Großteil der Modellunsicherheiten beitragen. Nach Blöschl &
Sivapalan (1995) bestehen Messskale und Modellskale aus einem Skalentriplet (vgl. Abb.
3.4) zusammengesetzt aus Ausdehnung, Abstand (zwischen Messungen oder Modellele-
menten) und Stützung (integriertes Volumen oder Fläche).
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Abb. 3.4: Definition des Skalentriplet: Ausdehnung, Abstand und Stützung (nach Blöschl & Siva-
palan, 1995). Das Skalentriplet gilt für Messungen (Messskale) und Modelle (Mo-
dellskale).
3.3.1 Skalen hydrologischer Prozesse
Hydrologische Prozesse finden über einen breiten Bereich räumlicher und zeitlicher Skalen
statt, vom ungesättigten Fließen in einer Bodensäule bis zu Fluten in Millionen Quadratki-
lometer großen Flussgebieten, von Sturzfluten mit der Dauer einiger Minuten bis zu Fließ-
zeiten von mehreren Hunderten von Jahren in Aquiferen. Abbildung 3.5 zeigt eine Klassi-
fikation hydrologischer Prozesse entsprechend ihrer typischen räumlichen und zeitlichen
Skalen und basiert sowohl auf Messdaten als auch auf heuristischen Annahmen (Blöschl &
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Sivapalan, 1995). Die Skale des Niederschlages, als eine der treibenden Kräfte des hydro-
logischen Kreislaufs, reicht von 1 km und mehreren Minuten bei Gewitterzellen bis zu
1000 km und mehr als einem Tag bei Frontensystemen. Viele hydrologische Prozesse fin-
den, als Systemantwort auf die Eingangsgröße Niederschlag, auf ähnlichen räumlichen
Skalen statt. Hinsichtlich der zeitlichen Skalen finden jedoch Verzögerungen statt, deren
Ausdehnungen von den dominanten Abflussbildungsprozessen im Einzugsgebiet abhän-
gen, wie in den folgenden Beispielen verdeutlicht wird. Die Reaktionszeit von Hor-
ton’schem Oberflächenabfluss (Infiltrationsüberschuss) in kleinen Einzugsgebieten ist sehr
gering (< 30 min). Die durch Sättigungsflächenabfluss bedingte Abflussreaktion ist typi-
scherweise langsamer, da die notwendige Aufsättigung des Bodens eine Verzögerung be-
wirkt. Der Zwischenabfluss in der ungesättigten Zone ist deutlich langsamer mit Antwort-
zeiten von einem Tag oder länger bei gleicher Einzugsgebietsgröße. Grundwasserabflüsse
schließlich sind mit Zeitskalen von mehreren Tagen bis zu Hunderten von Jahren verbun-
den. Bezüglich der räumlichen Skalen ergibt sich eine ähnliche Zunahme der charakteristi-
schen Größe. Infiltrationsüberschuss stellt mehr oder weniger ein punktuelles Phänomen
dar, dagegen sind die langsameren Abflussbildungsprozesse integrierende Prozesse, die
eine bestimmte, zunehmende Flächengröße benötigen um aktiv zu werden.
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Abb. 3.5: Charakteristische Raum- und Zeitskalen hydrologischer Prozesse (Prozessskalen nach
Blöschl & Sivapalan, 1995; Angabe der hydrologischen Raumskalen auf der Abszisse
nach Plate, 1992)
Werden Prozesse gemessen oder in Modellen abgebildet, stehen Zeit- und Raumskalen
über die Prozessgeschwindigkeiten in Zusammenhang (vgl. Abb. 3.5). Um bestimmte Pro-
zesse auf einer vorgegebenen Raumskale modellieren zu können, muss dementsprechend
die korrespondierende Zeitskale passend gewählt werden. Für räumlich hochaufgelöste
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Modelle resultieren hieraus Einschränkungen für die maximale Größe der Zeitschrittweite.
Z.B. ist eine räumlich detaillierte Modellierung der Wasserbewegung auf Hangflächen
infolge von Horton’schem Oberflächenabfluss auf Tagesschrittbasis nicht möglich.
3.3.2 Skalen hydrologischer Modelle
Ausgehend von einer modellorientierten Skaleneinteilung können die drei räumlichen
Größenklassen Mikro-, Meso- und Makroskale unterschieden werden (Becker, 1986; Plate,
1992). Die Einteilung beruht im Wesentlichen auf der Zuordnung verschiedener Modell-
vorstellung zur Gebietsgröße, für die diese Vorstellungen entwickelt wurden (zu Größen-
ordnungen und Prozessen vgl. Abb. 3.5), und bezieht sich nicht auf die innere räumliche
Auflösung (Stützung) des Modells, die unterschiedlich detailliert ausfallen kann. Charakte-
ristisch für Modellanwendungen im mikroskaligen Bereich ist die Beschreibung hydrologi-
scher Systeme und elementarer Prozesse auf der Basis von Erhaltungsgleichungen für
Masse, Impuls und Energie unter Verwendung eines mess- oder skalierbaren Parametersat-
zes für jedes Modellelement (zum Modellelement vgl. Abs. 3.4). Besondere Bedeutung für
die Wasserwirtschaft haben Modellanwendungen der Meso- und unteren Makroskale, da
sie die wichtigsten wasserwirtschaftlichen Bilanzierungsgrößen betrachten. Die Größe der
betrachteten Einzugsgebietsgebiete, bei gleichzeitiger räumlicher Heterogenität, schließt
eine vollständige Erfassung relevanter Eingangsdaten und Parameter wie bei den
mikroskaligen Modellanwendungen aus und erfordert vereinfachte, aggregierende Modell-
ansätze.
Ein grundlegendes Problem für die physikalisch basierte hydrologische Modellierung ent-
steht dadurch, dass die Erhaltungsgleichungen für Masse, Impuls und Energie für die
Punktskale abgeleitet wurden und die Modellansätze daher eine essentielle Skalenabhängi-
keit besitzen. Die kleinskaligen Fliessprozesse werden größtenteils durch die lokal spezifi-
schen Gegebenheiten (Geometrie, Oberflächenwiderstände) der Fliesswege und nicht
durch die Dynamik des Fluids selber determiniert (Beven, 2002). Dies bedeutet, dass die
Verbesserung der Modellgüte nicht nur ein Problem der immer feineren Diskretisierung
der Fliessprozesse darstellt, sondern auch einer besseren Charakterisierung des durch-
strömten Mediums oder Gerinnes bedarf. Unabhängig von der räumlichen Auflösung von
Messungen zur Erkundung des Prozessgeschehens in einem Einzugsgebiet oder zur Para-
meterbestimmung werden immer kleinskalige Details übrig bleiben, die nicht von den
Messungen erfasst werden können5. Der Frage, ob derartige kleinskalige Prozesse eine
Rolle für hydrologische Vorhersagen und Prognosen spielen, wurde in der Vergangenheit
nur wenig Aufmerksamkeit gewidmet (Zehe & Blöschl, 2004). Das von Wood et al. (1988)
vorgestellte Konzept einer repräsentativen Elementarfläche (engl. Representative Elemen-
5 Hierzu zählt z.B. das präferentielles Fließen bei den bodeninneren Abflussprozessen, d.h. der
Wasserbewegung in bevorzugten Fließwegen, für dessen Mechanismen eine explizite Beschrei-
bung nur schwer möglich ist.
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tary Area, REA6) inspirierte eine Reihe von Studien, die sich mit dem Detaillierungsgrad
beschäftigen, der notwendig ist, um die Charakteristik des Abflussverhaltens eines Ein-
zugsgebietes zu beschreiben (Woods et al., 1995; Blöschl et al., 1995; Gyasi-Agyei et al.,
1995). Die grundlegende Idee des REA-Konzeptes geht von einem Schwellenwert für die
Einzugsgebietsgröße aus, bei dessen Erreichen die kleinskaligen Variabilitäten in den Ge-
bietscharakteristika keinen entscheidenden Einfluss mehr auf den Systemausgang (Ge-
bietsabfluss) ausüben, da sich diese durch Mittelung aufheben. Die Flächengröße, bei der
dieser Effekt auftritt, stellt die repräsentative Elementarfläche dar. Größere Einzugsgebiete
erfordern wieder eine explizite Berücksichtigung ihrer räumlichen Inhomogenitäten, die
durch eine Gliederung in mehrere repräsentative Elementarflächen erfolgen kann. Die Hy-
pothese elementarer Flächen kann empirisch durch detaillierte Feldstudien gestützt werden.
So konnte Didszun (2004) im Einzugsgebiet der Dreisam zeigen, dass die große Heteroge-
nität in der Abflussbildung sehr kleiner Einzugsgebiete (< 1-2 km²) durch die Anzahl und
die Art der vorhandenen Hydrotope7 im Einzugsgebiet verursacht wird. Oberhalb dieser
Größe handelt es sich dagegen eher um topographisch geschlossene Einzugsgebiete, die
sich in ihrer Abflussbildung nicht systematisch unterscheiden, so lange die naturräumliche
Ausstattung (Topographie, Geologie, Vegetation) vergleichbar bleibt. Es ist jedoch zu be-
rücksichtigen, dass die ideale Größe einer REA als Modellelement von der Prozess-
abbildung im Modell sowie von den klimatischen Verhältnissen und den spezifischen
Gebietscharakteristika des untersuchten Einzugsgebietes abhängt8. Blöschl et al. (1995)
zeigen, dass es scheinbar nicht möglich ist einen einzelnen, definitiven Wert für eine REA
zu bestimmen, da die Skale bei der sich kleinskalige Variabilitäten herausmitteln von der
Art des betrachteten Prozesses abhängt. Woods et al. (1995) kommen zu dem Schluss, dass
das REA-Konzept nur dann eine signifikante Weiterentwicklung für die hydrologische
Modellierung bedeuten kann wenn es gelingt hydrologische Variablen und Be-
ziehungsgleichungen für diese Skale zu definieren.
Zu diesem Zweck schlagen Reggiani et al. (1998 und 1999) einen neuen, vereinheitlichen-
den Rahmen für die hydrologische Einzugsbietsmodellierung vor, basierend auf systemati-
schem Ableiten neuer Bilanzgleichungen für Masse, Impuls und Energie auf der Skale
einer definierten räumlichen Einheit. Diese Einheit bezeichnen sie als repräsentatives ele-
mentares Einzugsgebiet (engl. Represantative Elementary Watershed, REW). Das elemen-
tare Einzugsgebiet setzt sich zusammen aus einer gesättigten und einer ungesättigten Zone,
Zonen des Sättigungsflächenabflusses und konzentrierten Oberflächenabflusses und der
6 Dieser Begriff wurde in Anlehnung an das repräsentative Elementarvolumen (REV) (BEAR, 1972)
aus der Grundwassertheorie geprägt.
7 Gemeint sind hier Flächen mit gleichem, dominanten Abflussbildungsprozess (Sättigungsflächen-
abfluss, Hangzwischenabfluss usw.).
8 WOOD et al. (1988) geben die Topographie, die Größe und Form der Teileinzugsgebiete be-
stimmt, als wichtigstes Kriterium für die Größe repräsentativer Elementarflächen an, die daher von
Gebiet zu Gebiet unterschiedlich sein kann.
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Zone des Gerinneabflusses (vgl. Abb. 3.6). Innerhalb eines thermodynamisch konsistenten
Ansatzes leiten Reggiani et al. einen Satz von gewöhnlichen Differentialgleichungen für
die Bilanzierung von Masse, Impuls und Energie innerhalb dieser Zonen eines REW ab.
Da diese Gleichungen für die Skale des REW und nicht auf der Punktskale abgeleitet wur-
den, beinhaltet dieser Ansatz das Potential als Grundlage für neue Modelle zu dienen, die
einen geringeren Datenbedarf besitzen und weniger Rechenaufwand erfordern als die be-
stehenden physikalisch basierten Prozessmodelle und auf der anderen Seite einen stärkeren
physikalischen Bezug besitzen, und damit weniger Unsicherheiten in den Parametern, als
konzeptionelle Modelle9. Das Volumen eines REW wird durch eine prismatische Hülle
begrenzt, die durch die Wasserscheiden eines Teileinzugsgebietes definiert wird. Der obere
Rand ist durch die atmosphärische Grenzschicht, der untere durch eine undurchlässige
Schicht oder eine angenommene maximale Tiefe gegeben. Der Austausch zwischen den
einzelnen REWs, aus denen sich ein Einzugsgebiet zusammensetzt, erfolgt über Zu- und
Abflüsse der zugeordneten Gewässerabschnitte und über die Grenzflächen, die die einzel-
nen REWs trennen (vgl. Abb. 3.6).
Abb. 3.6: Die fünf Zonen aus denen sich ein REW zusammensetzt und Massenaustausch per Ein-
heitsfläche e [MT-1]. euc: Infiltration, uwge : Evapotranspiration aus der ungesättigten Zo-
ne, esu: Grundwasserneubildung oder Kapillaraufstieg, ectop, eotop und ertop: Niederschlag
oder Evaporation auf/von den c, o and r-Zonen, eoc: konzentrierter Oberflächenabfluss,
ero: Sättigungsflächenabfluss, eos: Aussickerung, ers: Exfiltration ins Gewässernetz, eAr:
Abfluss am Gebietsauslass und Massenaustausch über die Grenzfläche der u and s-
Zonen: uAext
l
uA
l ee  und sAext
l
sA
l ee  (aus: Lee et al., 2005b).
Beschränkt man sich auf die Interaktionen zwischen den Zonen eines REW aufgrund der
(Wasser)Massenflüsse zwischen diesen erhält man folgende Massenbilanzgleichungen
(Reggiani et al., 1998):
9 Der REW-Ansatz kann damit als erste konsistente Umsetzung des REA-Konzeptes angesehen
werden, dessen Schwäche darin bestand, dass versucht wurde für bestehende Modellkonzepte eine
derartige repräsentative Elementarfläche zu definieren.
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u-Zone:
. .
( )u u u uc us u uA uAwg l ext
Infiltration Austausch lEvaptranspmit ges ZoneSpeicher Austausch über
die Grenzfläche
d y s e e e e e
dt
(3.1)
s-Zone:
.
( )s s so su sr sA sAl ext
Aussickerung Austausch mit Austausch mit l
unges Zone GerinneSpeicher Austausch über
die Grenzfläche
d y e e e e e
dt
(3.2)
c-Zone:
..
( )c c cu co ctop
Fluss zumInfiltration in Regen oder
Sättigungsfl abflussunges Zone EvaporationSpeicher
d y e e e
dt
(3.3)
o-Zone:
.  .
( )o o or os oc otop
lat Zufluss Aussickerung Zufluss vom konz Regen oder
zum Gewässer Oberflächenabfluss EvaporationSpeicher
d y e e e e
dt
(3.4)
r-Zone:
.
.
,
( )r r ro rs rA rA rtopl ext
lat Zufluss Austausch mit Regen oderl
ges Zone Evaporationstorage Zufluss Abfluss
d m e e e e e
dt
(3.5)
mit:  [M/L3] Dichte des Wassers
 [-]   Porosität des Bodens
y [L]  gemittelte vertikale Mächtigkeit
 [-]   zeitl. gemittelter Anteil des Oberflächenbereichs
su [-]   Sättigungsfunktion der u-Zone
m [L2]  mittl. Querschnittsfläche
 [1/L]  Länge des Hauptgewässerabschnittes pro projizierter Einheitsfläche
A [T/L]  Linearisierungskoeffizient für die Massenaustauschterme
Die Ableitung angemessener Näherungen für die Terme des Massenaustauschs zwischen
den verschiedenen Zonen, so genannte closure realtions, stellt nun den Schlüssel für eine
erfolgreiche Anwendung des REW-Ansatzes dar (Lee et al., 2005b; Zehe et al., 2005;
Zhang & Savenije, 2005). Bei der Entwicklung der closure relations wird nach einem
funktionalen Zusammenhang zwischen dem gegebenem Massenaustausch und den relevan-
ten Zustandsgrößen (Bodenfeuchte usw.) der entsprechenden Zonen gesucht. Das wesent-
liche Problem hierbei stellt der Skalensprung von der Punktskale, für die die bestehenden
Fließgesetze und Leitfähigkeitsbeziehungen abgeleitet wurden, auf die Einzugsgebietsskale
dar. Die momentan verfügbaren Skalierungsmethoden stützen sich auf Feldexperimente,
theoretische/analytische Ableitungen, numerische Experimenten oder einen hybriden An-
satz, der diese Methoden kombiniert (Lee et al., 2005b).
Entscheidend für die Regionalisierbarkeit des REW-Ansatzes wird sein, inwieweit sich
typische closure relations für spezifische Naturräume finden lassen und ob sich diese clo-
sure relations dann auf verschiedene, aber von der naturräumlichen Ausstattung ähnliche,
Einzugsgebiete übertragen lassen.
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3.3.3 Skalierung
Für die eindeutige Spezifizierung der raum-zeitlichen Dimension einer Messung oder eines
Modells werden alle drei Komponenten des Skalentriplets benötigt. Sie bestimmen welche
Prozesseigenschaften durch Messung und/oder Modellierung erfasst werden können.
Grundsätzlich erhält man keine Informationen über die natürliche Variabilität der Prozesse
unterhalb des kleinsten Abstandes und innerhalb der Stützweite von Messungen oder für
Bereiche außerhalb der Ausdehnung des Messgebietes (Maurer, 1997). Daher unterschei-
det sich die raum-zeitliche Variabilität der Prozesse, die sich aus den Daten ergibt, von
ihrer natürlichen Variabilität. Ebenso sind Messskale und die Modellskale, insbesondere in
der räumlichen Variabilität, eher selten identisch. Zwischen Prozess-, Mess- und Mo-
dellskale sind demnach Übertragungen in Raum und Zeit notwendig (vgl. Abb. 3.7). Diese
Übertragungen werden als Skalierungen bezeichnet. Dabei bedeutet Hinaufskalieren (engl.
upscaling) das Finden integraler und repräsentativer Werte und beinhaltet a) das Verteilen
eventuell lückenhafter Informationen im gesamten Raum (z.B. Interpolation durch Kri-
ging) und b) das Aggregieren der raumfüllenden Informationen (z.B. Massenerhalt bei
Speichergrößen) (Sivapalan & Blöschl, 1995, zitiert in Maurer, 1997). Herunterskalieren
(engl. downscaling) bedeutet, Verteilungen von Werten zu finden und beinhaltet a) Di-
saggregation von integralen oder repräsentativen Werten (z.B. durch Aufstellen einer Be-
ziehung zu einer bekannten und korrelierten Verteilung) und b) die einfache Zuweisung
der so erhaltenen Werte zu einzelnen diskreten Punkten.
Messungen Ausdehnung Abstand Stützung
Ausdehnung Abstand Stützung
Daten
Prozess
Vorhersagen
Modell
reale Prozessskale
reale Varianz
scheinbare Prozessskale
scheinbare Varianz
scheinbare  Prozessskale
scheinbare Varianz
Skalierung
Skalierung
Abb. 3.7: Skalierungseffekte in den Messungen erzeugen systematische Fehler in den Daten; Ska-
lierungseffekte in den Modellen erzeugen systematische Fehler in den Vorhersagen
(nach Blöschl, 1999).
Durch Skalierungseffekte bei den raum-zeitlichen Übertragungen zwischen den drei Ska-
len ergeben sich systematische Fehler, die sich stufenweise bis in die Vorhersagen fort-
pflanzen können (vgl. Abb. 3.7). Die Diskrepanzen zwischen Prozess-, Mess- und Mo-
dellskale und die hiermit verbundenen, notwendigen Skalierungen verhindern im Allge-
meinen die Bestimmung sämtlicher Parameterwerte eines Modells durch Messungen. Prin-
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zipiell lassen sich die Parameterwerte skalieren (Zehe et al., 2005), größtenteils wird je-
doch versucht durch die Einführung von „effektiven“ Parametern die natürliche, subskalige
Variabilität des Parameters im Modell zu berücksichtigen10. Diese Parameter besitzen nur
eine konzeptionell physikalische Bedeutung und entziehen sich einer direkten Messung,
d.h. ihre Bestimmung ist nur durch Kalibrierung möglich.
Seyfried & Wilcox (1995) betonen, dass die Identifizierung der Quellen natürlicher Varia-
bilitäten und deren Erfassung im Modell, d.h. die Strategien zur Berücksichtigung der Va-
riabilitäten mittels „effektiver“ Parameter oder über Skalierungsansätze, entscheidend ist
für die Güte der mit Prozessmodellen erstellten Simulationen. Darüber hinaus beeinflusst
sie entscheidend den Modellierungsansatz, d.h. die räumliche Gliederung des Modells mit
der die räumliche Heterogenität eines Einzugsgebietes beschrieben wird und die Anzahl
und Abbildungsgenauigkeit der im Modell enthaltenen Prozesse, insbesondere bei großska-
ligen, konzeptionellen Modellen.
3.4 Räumliche Gliederung hydrologischer Modelle
Aufgrund der räumlichen Heterogenität der hydrologischen Prozesse sollten Prozessmodel-
le und prozessorientierte konzeptionelle Modelle eine adäquate räumliche Untergliederung
des Untersuchungsgebietes ermöglichen. Die fundamentalen Bausteine eines räumlichen
Modells stellen seine Modellelemente dar. Sie sind die kleinsten, räumlich homogenen
Einheiten, deren variable Verteilung im Untersuchungsgebiet die Repräsentation seiner
räumlichen Heterogenitäten ermöglicht. Damit legen die Modellelemente die Skale fest,
auf die die Eingangsdaten zu interpolieren und auf der die hydrologischen Prozesse abzu-
bilden sind. Darüber hinaus definieren sie die kleinste Skale auf der eine Modelvalidierung
möglich ist (Grayson & Blöschl, 2000). Die räumlich gegliederten Modelle bieten damit
grundsätzlich drei verschiedene Möglichkeiten der natürlichen räumlichen Heterogenität
Rechnung zu tragen:
(1) die Nutzung flächenvariabler hydrometeorologischer Eingangsgrößen (Niederschlag,
Temperatur, etc.),
(2) die Verwendung unterschiedlicher Modellansätze für in ihrem Verhalten anders wir-
kende Teilgebiete (z.B. Stadtgebiete, Retentionsflächen)  und
(3) die Verwendung unterschiedlicher Parameter bei gleichen Modellansätzen für unter-
schiedlich reagierende Teilgebiete (z.B. Verdunstung von Wald und landwirtschaftli-
chen Flächen).
Insbesondere konzeptionelle Modelle beschreiben die vertikalen (Abflussbildung) und late-
10 Ein Beispiel hierfür wäre die „effektive“ hydraulische Leitfähigkeit des Bodens mit der versucht
wird, die subskalige Variabilität dieser Bodeneigenschaft zu erfassen.
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ralen Prozesse (Abflusskonzentration, Wellenablauf) meist getrennt. Dadurch wird die
Komplexität mehrdimensionaler Betrachtungen der Wasserbewegung in der wechselfeuch-
ten Bodenzone reduziert. Die Abflussbildungsprozesse stehen im Allgemeinen in engerer
Beziehung zur vertikalen Gliederung, die Abflusskonzentrationprozesse zur horizontalen
Gliederung des Modells.
3.4.1 Horizontale Gliederung
Es existieren drei grundlegende Arten die Geländeoberfläche digital darzustellen (Moore et
al., 1991):
Höhendaten in Form regelmäßiger Raster
Linienhafte Höheninformationen
Punkte mit xyz-Koordinaten in unregelmäßigen Abständen
Aus diesen drei Formaten für Höheninformationen lassen sich die vier grundlegenden
Raumgliederungen hydrologischer Modelle ableiten (vgl. Abb. 3.8). Dabei wird ein regel-
mäßiges Raster am häufigsten zur Modelldiskretisierung verwendet. Beispiele hierfür sind
MIKE SHE (Reefsgard & Storm, 1995) und  WaSiM-ETH (Schulla & Jasper, 1999). Eine
geringere Anzahl von Modellen, wie TOPOG (Vertessy et al., 1993) oder Thales (Grayson
et al., 1995), benutzt eine Konturen basierte Einteilung, um ein Netz aus Elementen be-
grenzt durch benachbarte Höhenlinien und orthogonalen Bahnen (Fliesspfade) zu kon-
struieren. Eine weitere, in der hydrologischen Modellierung weniger verbreitete, Möglich-
keit zur räumlichen Diskretisierung stellt die Dreiecksvermaschung (Triangulated Irregular
Network, TIN) dar (z.B. Tucker et al., 2001). Sie erfordert deutlich weniger Stützstellen an
denen die Höheninformationen gespeichert werden (Knoten in Abb. 3.8b) als das regelmä-
ßige Raster und ist daher die effizienteste Form der Oberflächengliederung bezüglich des
notwenigen Speicherbedarfs und der geometrischen Genauigkeit. Nachteilig ist, dass die
Berechnung von topologischen Relationen, Distanzen und Flächengrößen wesentlich kom-
plexer ist als z.B. beim Raster. Andere Modelle basieren nicht direkt auf digitalen Höhen-
informationen, sondern benutzen eine eher subjektive Einzugsgebietsdiskretisierung wie
z.B KINEROS (Smith et al., 1995), das anhand bestimmter Eigenschaften der Teilgebiete
(Gefälle, Fläche, Fließweglänge) rechteckige Modellelemente definiert.
Neben der expliziten Gliederung der vier beschriebenen Ansätze, die versuchen, das Ge-
lände in seiner realen Erscheinungsform zu erfassen, gibt es noch die ortsunabhängige ho-
rizontale Gliederung über Verteilungsfunktionen prozesswirksamer Geokennwerte. Das
bekannteste Beispiel für diese Flächendifferenzierung ist der TOPMODEL Ansatz (Beven
& Kirkby, 1979), in dem ein kovariater Gebietskennwert, der topografische Index, für die
Beschreibung der heterogenen Verteilung der Zustandsvariable Bodenfeuchte in Form ge-
sättigter und ungesättigter Flächen verwendet wird. Die Berechnung des Indizes erfolgt
rasterbasiert unter Verwendung der, aus einem Digitalen Höhenmodell (DHM) ableitbaren,
lokalen Einzugsgebietsgröße und Hangneigung jeder Rasterzelle sowie deren Transmissi-
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vität:
ln
tan
A
T
(3.6)
mit:  [-]   topografischer Index
A [m2/m] Spezifische Einzugsgebietsgröße pro Längeneinheit einer Rasterzelle
T [m² /s] Transmissivität (Integral der gesättigten hydraulischen Leitfähigkeiten ks
über die Mächtigkeit h: T = ks dh). In der Praxis oft rechnerisch ver-
nachlässigt und gleich 1 gesetzt.
 [°]   Gefälle
4
7 6 5
1110 89
171615 121314
3
2
1
500 Meter
KnotenMaschen (Flächen) Kanten
Gewässernetz
a) Regelmäßiges Raster b) TIN (Triangulated Irregular Network)
d) Konturen basiertc) Hangelemente und
    Gewässerabschnitte
Abb. 3.8: Horizontale Raumgliederung a) in einem regelmäßigen Raster, b) durch Dreiecksverma-
schung, c) in Hangelemente und Flussabschnitte und d) nach Konturen (nach: Grayson
& Blöschl, 2000)
Im Orginalmodell werden die, in einem Einzugsgebiet verteilt auftretenden, Werte des
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Indizes schließlich klassifiziert und die Abflussbildung für jede Klasse separat berechnet.
Dadurch stellen die Modellelemente keine zusammenhängende Flächen im Einzugsgebiet
dar, sondern es handelt sich um konzeptionelle Flächen mit ähnlichen Bodensättigungsver-
hältnissen.
Eine weitere Möglichkeit der Aggregierung als prozessrelevant angesehener Geokennwerte
stellt die Gliederung in so genannte Hydrotope (engl. hydrological response units, HRU)
dar (z.B. Leavesley & Stannard, 1995; Krysanova et al., 1998). Zur Definition der Hydro-
tope werden aus hydrologisch relevanten Gebietseigenschaften homogene Bereiche gebil-
det, denen eine charakteristische hydrologische Reaktion zugeordnet werden kann. Bei der
Simulation reagieren die Hydrotope auf den gleichen meteorologischen Systemeingang
äquivalent, unabhängig von ihrer Lage im Einzugsgebiet. Für die Bildung der Hydrotope
werden häufig folgende Gebietseigenschaften einzeln oder in Kombination verwendet
(Klima, Geodätische Höhe, Gefälle, Bodenarten, Hydrogeologie).
3.4.2 Vertikale Gliederung
Die vertikale Gliederung konzeptioneller Modelle besteht im Allgemeinen aus einer An-
zahl von Schichten, deren Anordnung davon abhängt, welche der in Abbildung 3.2 darge-
stellten Prozesse mit welchem Detaillierungsgrad abgebildet werden sollen (vgl. Abb. 6.8
und Abb. 6.9). Die vertikale Gliederung kann auch theoretisch horizontal, in Abhängigkeit
der Gebietscharakteristika, variieren. So ist es z.B. denkbar, grundwassernahe Bereiche mit
einer weniger detaillierten vertikalen Gliederung abzubilden als reliefierte Bereiche mit
ausgeprägt geschichteten Böden, für die eine größere Diversität der Abflusskomponenten
zu erwarten ist.
Physikalisch basierte Modelle beschreiben die natürlichen Prozesse auf der Grundlage von
Erhaltungssätzen für Masse und Impuls. Die numerische Lösung der partiellen Differenti-
algleichungen erfordert eine wesentlich feinere Diskretisierung des Untersuchungsgebietes
(Finite Differenzen, Elemente oder Volumina), als dies bei konzeptionellen Modellen er-
folgt. Im Gegensatz zu den konzeptionellen Modellen lassen sich horizontale und vertikale
Gliederung der Prozessmodelle nicht getrennt betrachten, sondern es werden eindimensio-
nal-vertikale, zwei- und dreidimensionale Modelle unterschieden. Anschauliche Darstel-
lungen zu der Gliederung der Hänge eines Einzugsgebietes auf der Grundlage von Finiten
Differenzen und in unterschiedlichen räumlichen Dimensionen finden sich z.B. in Bron-
stert (1994).  Eine weitere Möglichkeit bietet die Verknüpfung von unterschiedlich diskre-
tisierten Teilprozessen11. Ein Beispiel hierfür ist das SHE Modell (Abbot et al., 1986), das
die ungesättigte Bodenzone als eindimensional-vertikalen Prozess und die gesättigte Zone
dreidimensional beschreibt.
11 Prinzipiell gilt dies natürlich für alle Modelle, da der z.B. Gerinneabfluss im Allgemeinen eindi-
mensional beschrieben wird. Die Aussage bezieht sich daher mehr auf die Beschreibung der Fließ-
prozesse unterhalb der Landoberfläche.
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3.5 Modellkalibrierung und -validierung
Entsprechend der in Abschnitt 2.3 aufgeführten Definition ist mit den Schritten der Kalib-
rierung und Validierung die Gültigkeit eines Modells bezüglich seines dynamischen Ver-
haltens zu testen, bevor mit diesem Prognosen erstellt werden können. Die Kalibrierung
stellt ein inverses Problem dar, das immer dann vorliegt, wenn über die Verteilung der Sys-
temausgangs- (z.B. Abfluss) und/oder -zustandsgrößen (z.B. Grundwasserstände) mehr
Informationen vorliegen, als über die Parameter, die die Wirkungsstruktur des Systems
beschreiben (z.B. Speicherkonstanten, hydraulische Leitfähigkeiten, Oberflächenrauheiten,
Makroporosität usw.). Letztere werden auch als unabhängige Größen bzw. Modellparame-
ter, die Systemzustände und -ausgänge als abhängige Größen bezeichnet. Unter Modellka-
librierung versteht man die freie Variierung der Werte einer Auswahl12 von Modellparame-
tern, die notwendig ist, um eine möglichst genaue Anpassung der simulierten an die beo-
bachteten, abhängigen Größen zu erreichen. Die Anpassungsgüte kann visuell (Vergleich
beobachteter und simulierter Ganglinien) oder über Gütekriterien spezifiziert werden. Mit
der Modellvalidierung ist schließlich nachzuweisen, dass das Modell innerhalb seines An-
wendungsbereiches auch auf andere Eingaben und für andere Randbedingungen Ergebnis-
se innerhalb eines akzeptablen Genauigkeitsbereiches liefert, weshalb für die Validierung
im Allgemeinen ein anderer Datensatz verwendet wird, als jener, anhand dessen die Kalib-
rierung erfolgte.
3.5.1 Validierungsschema für hydrologische Modelle
Klêmes (1986b) hat ein hierarchisches Schema für die Testung hydrologischer Modelle
vorgeschlagen, das für die Validierung Modelltests steigender Schwierigkeit (in Abhän-
gigkeit vom Modellzweck) definiert. Dieses Schema eignet sich als Grundlage für die Va-
lidierung von hydrologischen Modellen, deren Zweck mit der Prognose der Auswirkungen
von Landnutzungänderungen, Klimaänderungen und anderen instationären13 Bedingungen
über die reine Quantifizierung des Niederschlags-Abfluss Prozesses hinausreicht (Refsgard
& Knudsen, 1996). Klêmes betont, dass Modellvalidierung in diesem Kontext nur die Ü-
berprüfung der Korrektheit der simulierten Systemausgänge (z.B. Abfluss) bedeutet und
nicht eine Beurteilung der strukturellen Güte des Modells bezüglich seiner Abbildung ein-
zelner Prozesse. Ausgehend von einer Unterteilung in Simulationen für dasselbe (kalibrier-
te) Einzugsgebiet oder unbeobachtete Gebiete und Simulation für veränderte oder unver-
änderte Rahmenbedingungen (Klima, Landnutzung usw.) definiert Klêmes vier grundle-
gende Modelltests:
Split-sample Test. Der verfügbare Zeitraum mit beobachteten Werten für die System-
12 Hierbei muss es sich keinesfalls um alle Parameter handeln.
13 Als stationär werden in diesem Zusammenhang physikalische Bedingungen bezeichnet, die sich
nicht bemerkbar mit der Zeit verändern (Klêmes, 1986b).
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ein- und -ausgänge wird geteilt und die Hälften alternierend für Kalibrierung und Va-
lidierung genutzt. Das Modell sollte nur dann als akzeptabel bezeichnet werden, wenn
sich die Validierungsergebnisse für beide Fälle ähneln. Dies setzt allerdings voraus,
dass die Datensätze keine signifikanten Unterschiede im Niederschlags-Abfluss Ge-
schehen beinhalten. Erscheint der Datensatz als nicht lang genug kann auch eine
70/30-Aufteilung (70% Kalibrierung, 30% Validierung) vorgenommen werden.
Proxy-basin Test. Dieser Test dient als Grundlage für den Nachweis einer räumlichen
Übertragbarkeit des Modells, wobei für Kalibrierung und Validierung die Datenreihen
unterschiedlicher Gebiete verwendet werden.
Differential split-sample Test. Dieser Test ist zu verwenden, wenn die Auswirkungen
geänderter Rahmenbedingungen (Klima, Landnutzung) prognostiziert werden sollen.
Wird z.B. das Abflussverhalten eines Einzugsgebietes bei einer Erhöhung des mittle-
ren Jahresniederschlags betrachtet, so sollte die Kalibrierung des Modells ausschließ-
lich innerhalb einer trockenen Periode des beobachteten Zeitraumes erfolgen, während
für die Validierung eine feuchte Periode herangezogen wird. Bei einer Prognose der
Auswirkungen von Landnutzungsänderungen müsste das Modell dementsprechend an
einem Pegel kalibriert und validiert werden, in dessen Einzugsgebiet derartige Verän-
derung bereits, innerhalb des Beobachtungszeitraumes, stattgefunden haben. Wird das
Modell anschließend zur Prognose für andere Einzugsgebiete verwendet, muss natür-
lich die prinzipielle Übertragbarkeit des Modells bewiesen sein (s.o.).
Proxy-basin differential split-sample Test. Dieser Test stellt eine Kombination der
beiden Vorangegangenen dar und erlaubt somit nur die Kalibrierung anhand der Daten
eines anderen Einzugsgebietes, für das darüber hinaus andere Rahmenbedingungen
gelten als für das Zielgebiet.
Eine Möglichkeit die Validierungsstrategie im Hinblick auf die korrekte Abbildung der
Wirkungsstruktur des natürlichen Systems zu verbessern, stellt die multikriterielle Validie-
rung dar (Mroczkowski et al., 1997). Hierbei werden mehrere Zielgrößen gleichzeitig in
die Betrachtung einbezogen, was auf drei unterschiedliche Arten realisiert werden kann:
(1) durch die gleichzeitige Verwendung verschiedener Systemausgangs- und -zustands-
größen wie Abfluss, Verdunstung, Bodenfeuchte, Grundwasserstand usw.,
(2) durch die gleichzeitige Verwendung unterschiedlicher Charakteristika der Zielvariab-
le wie z.B. Spitzenabfluss, mittlerer Abfluss oder Niedrigwasserabfluss,
(3) durch die simultane Kalibrierung und Validierung an mehreren Messstellen im Ein-
zugsgebiet (engl. multi-site).
Besondere Bedeutung für die Validierung der Abbildungsgenauigkeit verhaltenserzeugen-
der Modelle kommt den unter Punkt (1) genannten Beobachtungen verschiedener System-
zustandsgrößen zu. Deren Verfügbarkeit ist jedoch größtenteils auf kleinere, intensiv un-
tersuchte Testgebiete beschränkt, so dass diese Informationen für eine mesoskalige An-
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wendung in der Regel nicht oder nur punktuell zur Verfügung stehen.
3.5.2 Gütekriterien
Eine visuelle Beurteilung der Anpassungsgüte von simulierten an beobachtete Ganglinien
einer oder mehrerer Zielgrößen (Abfluss, Grundwasserstände usw.) ist ein wichtiger Be-
standteil einer jeden Kalibrierungs- oder Validierungsprozedur. Die quantitative Einschät-
zung der Anpassungsgüte und die automatische Kalibrierung generell erfordern jedoch die
Spezifizierung eines aggregierten Maßes, dem so genannten Gütekriterium. Die in der hyd-
rologischen Modellierung gebräuchlichen Gütekriterien aggregieren die Modellresiduen,
d.h. den Anteil der beobachteten Zielgröße, der nicht durch das Modell reproduziert wird
und sich wie folgt berechnen lässt:
( )t t ty y (3.7)
mit: yt( ) simulierte Zielgröße zum Zeitschritt t
  yt  beobachtete Zielgröße "
t  Residuum "
  Parametervektor.
Prinzipiell werden absolute und relative Gütekriterien unterschieden. Relative Gütekrite-
rien besitzen den Vorteil der Dimensionslosigkeit, dadurch wird ein Vergleich der Anpas-
sungsgüte eines Modells für unterschiedliche Einzugsgebiete oder der Anpassungsgüte
verschiedener Modelle in einem Einzugsgebiet möglich. Absolute Gütekriterien stellen die
Anpassungsgüte, oder andersherum ausgedrückt den Modellfehler, in den Einheiten der
Zielvariablen dar und sind somit ein besseres Maß für systematische Fehler. Eine umfas-
sende Einschätzung des Modellverhaltens sollte demnach stets absolute und relative Güte-
kriterien mit einbeziehen (Legates & McCabe, 1999). Im Folgenden sollen einige der am
häufigsten verwendeten Gütekriterien kurz vorgestellt werden.
Der Bias oder mittlere Fehler wird als Maß für systematische Fehler in der simulierten
Zielgröße verwendet. Ein negativer Bias bedeutet im Mittel eine Unterschätzung durch das
Modell, ein positiver Bias eine Überschätzung. Der optimale Wert dieses Gütekriteriums
ist Null, womit allerdings keine optimale Anpassung erreicht sein muss, da sich positive
und negative Residuen im Mittel ausgleichen können und somit für einzelne Zeitschritte
theoretisch große Abweichungen möglich sind.
1
1( ) ( )
N
t t
t
BIAS y y
N
(3.8)
mit: N Anzahl der beobachteten und simulierten Werte für die Zielgröße.
Der relative Volumenfehler VErel stellt eine weitere Möglichkeit zur Identifizierung eines
systematischen Modellfehlers dar, sein Optimum ist ebenfalls Null, womit das Volumen
des simulierten Abflusses dem Volumen des beobachteten Abflusses entspricht. Die An-
3 Grundlegendes zur hydrologischen Modellierung
40
passungsgüte der simulierten Abflussdynamik wird durch den relativen Volumenfehler
ebenfalls nicht berücksichtigt, weshalb er eine wichtige, ergänzende Zusatzinformation
darstellt, jedoch keineswegs als alleiniges Maß zur Einschätzung der Modellgüte anwend-
bar ist.
1
1
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tt
t
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t
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y y
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y
(3.9)
Der Standardfehler, in der Statistik auch als root mean squared errror (RMSE) bezeichnet,
ist das am häufigsten verwendete absolute Gütekriterium.
2
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RMSE y y
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(3.10)
Nash & Sutcliffe (1970) leiteten eine normalisierte Form des Standardfehlers ab, die for-
mal dem Bestimmtheitsmaß der Regression (Varianzerklärung) entspricht. Das Nash-
Sutcliffe Effizienzkriterium (NSE) ist ein sehr häufig verwendetes relatives Gütekriterium
und hat einen Wertebereich von  -  NSE  1. Der maximale Wert von Eins wird für eine
Fehlervarianz von  = 0 erreicht, der Wert von Null für  =  , d.h. wenn das Modell
theoretisch für die Zielgröße immer den Mittelwert der Beobachtungen produziert. Die
Anpassungsgüte kann jedoch auch schlechter sein, d.h. , wodurch sich negative Wer-
te für NSE ergeben.
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mit: y  Mittelwert der beobachteten Zielgröße.
Durch die Verwendung quadrierter Residuen in den Gütekriterien RMSE und NSE werden
Perioden mit höheren Werten für die Zielvariable (z.B. Spitzenabflüsse), bei denen größere
Differenzen auftreten können, unproportional stärker betont. Sorooshian & Dracup (1980)
merken an, dass der Fehler simulierter Abflussganglinien heteroskedatisch ist. D.h. die
Fehlervarianz ist nicht unabhängig von der Größe der beobachteten Werte, unter der An-
nahme, dass die absolute Unsicherheit in der simulierten Ganglinie für die Spitzenabflüsse
am höchsten ist. Sie schlagen daher die Transformation der beobachteten und simulierten
Zielgröße mittels der Box-Cox Transformation vor:
*
1 für 0
( )
log für  = 0
y
y
y
(3.12)
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mit: y*  transformierte Zielgröße
  Transformationsparameter.
Die Transformation kann explizit, d.h. vor der Berechnung des Gütekriteriums, oder impli-
zit als ein integraler Bestandteil des Gütekriteriums erfolgen. Der von Sorooshian & Dra-
cup (1980) hergeleitete Heteroscedastic Maximum Likelihood Error (HMLE) ist ein Bei-
spiel für letzteres. Die Verwendung des HMLE resultiert, im Vergleich zum RMSE, in
einer ausgewogeneren Anpassung über die gesamte Spannweite der beobachteten Gangli-
nie bei einer reduzierten Anpassungsgüte für die maximalen Bereiche (Yapo et al., 1996).
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Die Entwicklung des HMLE erfolgte ausgehend von Überlegungen, dass die Summe der
quadrierten Residuen nur dann für die Schätzung der Anpassungsgüte verwendet werden
kann, wenn folgende Annahmen zutreffen (Wagener et al., 2004):
(1) Die Residuen sind unabhängig und identisch verteilt.
(2) Die Varianz der Residuen ist homogen.
(3) Die Residuen sind normalverteilt mit Null als Mittelwert.
Diese Überlegungen basieren auf der statistischen Regressionsanalyse. Es stellt sich jedoch
die Frage, in wie weit diese Annahmen erfüllt sein müssen, um eine „gute“ Anpassung
eines konzeptionellen Modells an das dynamische Verhalten eines Einzugsgebietes zu ge-
währleisten, und ob eine Verletzung der drei aufgeführten Kriterien der Schätzung physi-
kalisch sinnvoller Parameter schaden könnte. Bisher scheinen keine Antworten auf derarti-
ge Fragen vorzuliegen (Wagener et al., 2004). Darüber hinaus könnte eine systematische
Über- oder Unterschätzung der Zielgröße, ausgedrückt durch einen positiven oder negati-
ven Bias, auch auf einen systematischen Fehler in der Modellstruktur, d.h. auf eine nicht
ausreichend genaue Abbildung der Wirkungsstruktur des natürlichen Systems durch das
Modell, hindeuten. In diesem Falle wäre einer Evaluierung und eventuellen Modifikation
der Modellstruktur (Modelladaption) Vorrang zu gewähren vor dem Versuch, durch Ver-
wenden anderer Gütekriterien die Anpassung zu verbessern.
3.5.3 Automatische Kalibrierung
Anfängliche Ansätze zur Identifizierung eines geeigneten Parametersatzes verwendeten
manuelle Versuch-und-Irrtum (engl. trial-and-error) Techniken, die sich im Laufe der Zeit
zu komplexen Strategien entwickelt haben, bei denen verschiedene Gütekriterien und visu-
elle Analysen der Modellergebnisse zum Einsatz kommen (Wagener et al., 2004). Ein Bei-
spiel hierfür ist die manuelle Kalibrierungsprozedur des U.S. amerikanischen National
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Weather Service (NWS)  für das Sacramento Soil Moisture Accounting (SAC-SMA) Mo-
dell (Boyle et al., 2000). Der hohe Zeitaufwand und die mangelnde Objektivität manueller
Strategien führte zu der Entwicklung automatisierter Kalibrierungsalgorithmen. Für ein
besseres Verständnis der Schwierigkeiten, die sich im Zusammenhang mit einer automati-
schen Kalibrierungsstrategie ergeben, soll zunächst die Problematik der Parametersentivi-
täten und -interaktionen kurz erläutert werden.
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c) d)
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Abb. 3.9: Die Reaktionsoberfläche (response surface) am Beispiel eines zweiparametrigen Mo-
dells, a) Darstellung der Reaktionsoberfläche als Isolinien des Gütekriteriums, b) Reak-
tionsoberfläche bei einem sensitiven (y) und einem unsensitiven (x) Parameter, c) Inter-
aktion zweier sensitiver Parameter, d) komplexe Oberfläche mit mehreren, lokalen Op-
tima (aus: Beven, 2001b)
Die klassische Sensitivitätsanalyse untersucht die Wirkung eines einzelnen Parameters auf
die Anpassungsgüte des Modells. Unter Konstanthaltung der übrigen Modellparameter
wird die Veränderung eines ausgewählten Gütekriteriums bei einer prozentualen Variie-
rung eines einzelnen Modellparameters betrachtet. Diese Prozedur wird für alle Modellpa-
rameter durchgeführt und somit versucht sensitive, d.h. Parameter auf deren Veränderung
die Modellausgabe möglichst sensitiv reagiert, und weniger sensitive oder unsensitive Pa-
rameter zu identifizieren. Durch eine Konzentration auf sensitive Parameter könnte die
Dimensionalität des Optimierungsproblems reduziert und damit die Effizienz der Parame-
terkalibrierung deutlich gesteigert werden (Beven, 2001b). Eine mögliche Form der Quan-
tifizierung der Modellsentivität bezüglich eines spezifischen Parameters stellt der normali-
sierte Sensitivitätsindex nach McCuen (1973; zitiert in Beven, 2001b) dar:
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mit: Si Sensitivitätsindex des Parameters i
  xi Wert des Parameters
  Z Wert des Gütekriteriums an dem speziellen Punkt des Parameterraumes.
Das Problem bei einem derartigen Vorgehen ist die Vernachlässigung von Parameterin-
teraktionen. Es ist davon auszugehen, dass der an der Modellgüte orientierte Optimalwert
eines jeden Parameters mehr oder weniger von den Wertebereichen, die die anderen Para-
meter annehmen können, abhängt. D.h. die Sensitivität Si eines einzelnen Parameters i ten-
diert dazu, innerhalb des Parameterraumes zu variieren. Zur Verdeutlichung der Parameter-
interaktionen und der Reaktion des Modells auf die Veränderung der Parameter kann man
sich die Reaktionsoberfläche für den vereinfachenden Fall eines zweiparametrigen Modells
vorstellen. Die Wertebereiche der beiden Parameter definieren den Parameterraum. Wird
eine ausreichende Anzahl an Simulationen mit variierenden Parameterwerten durchgeführt,
bildet die Modelleffizienz, ausgedrückt durch ein Gütekriterium, als dritte Dimension die
Reaktionsoberfläche (vgl. Abb. 3.9a), welche die Simulationsgüte für den definierten Pa-
rameterraum darstellt. Die Parameterinteraktionen können zu unterschiedlichen, lokalen
Optima führen (vgl. Abb. 3.9d) und damit die Kalibrierung erheblich erschweren.
3.5.3.1 Lokale Optimierung
Erste Versuche zur automatisierten Parameteroptimierung verwendeten lokale Ansätze, die
an einem bestimmten Punkt der Reaktionsoberfläche, d.h. mit einem bestimmten Parame-
tersatz, starten und versuchen von dort aus das nächstgelegene Optimum zu finden. Die
Algorithmen benötigen hierzu Kenntnisse über den Gradienten der Reaktionsoberfläche,
um zu wissen, in welcher Richtung die maximale Verbesserung des Gütekriteriums zu er-
warten ist14. Als Startpunkt kommt hierbei ein zufällig gewählter oder ein aus Erfahrung
günstiger Punkt in Frage. Derartige Algorithmen können das globale Optimum allerdings
nur identifizieren, wenn der Startpunkt in ausreichender Nähe des globalen Optimums liegt
oder die Reaktionsoberfläche lediglich ein einziges Optimum besitzt.
Die verfügbaren Techniken für das hill climbing lassen sich grundsätzlich in zwei Katego-
rien einordnen. Die ersteren sind direkte Suchverfahren, die vom aktuellen Punkt auf der
Reaktionsoberfläche aus probeweise in unterschiedlichen Richtungen nach Verbesserung
des Gütekriteriums suchen. Derartige Algorithmen wurden in der hydrologischen Model-
lierung vielfältig eingesetzt (Beven, 2001b), bekannte Vertreter sind die rotating directions
method (Rosenbrock, 1960) und der downhill simplex (Nelder & Mead, 1965). Die zweite-
ren, und potentiell leistungsfähigeren, Ansätze sind Gradientenverfahren, die zusätzlich die
erste und/oder die zweite Ableitung der Reaktionsoberfläche verwenden. Dadurch erhalten
14 Diese Ansätze werden auch als hill climbing Techniken bezeichnet.
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sie zu jedem Iterationsschritt Informationen über den Gradienten der Reaktionsoberfläche
und sollten schneller konvergieren (Hendrikson et al., 1988). Die Ableitungen können
durch numerische Approximation oder analytische Lösungen erhalten werden, letzteres ist
jedoch bei komplexen hydrologischen Modellen schwierig realisierbar. Hendrikson et al.
(1988) kommen zu dem Schluss, dass die Gradientenverfahren auf Grund von Diskontinui-
täten in der Reaktionsoberfläche, die typisch sind für parametrische Modellstrukturen, kei-
ne besseren Ergebnisse liefern als die direkten Ansätze. Die große Anzahl lokaler Optima
der Reaktionsoberfläche (vgl. Abb. 3.9d) führt zu Konvergenzproblemen der lokalen Stra-
tegien, d.h. abhängig vom Startpunkt der Optimierung liefern diese unterschiedlich optima-
le Parameterwerte (Sorooshian & Gupta, 1995). Daher wurde bereits von Ibbit (1970; zi-
tiert in Wagener et al., 2004) die Verwendung einer Zufallssuche zur Identifizierung ge-
eigneter Startpunkte für die lokale Optimierung vorgeschlagen.
3.5.3.2 Globale Optimierung
Globale Optimierungsverfahren wurden gezielt entwickelt, um das Problem der Identifizie-
rung einer optimalen Lösung bei einer komplexen Reaktionsoberfläche zu lösen, ohne in
einem der zahlreichen15 lokalen Optima zu konvergieren. Globale Optimierungsstrategien
fallen in drei Kategorien (Sorooshian & Gupta, 1995):
Deterministische Verfahren sind Varianten lokaler Optimierungsverfahren, welche
von bestimmten Voraussetzungen bezüglich der Reaktionsoberfläche wie Stetigkeit
und/oder die Differenzierbarkeit ausgehen. Diese Bedingungen werden im Falle der
Kalibrierung nichtlinearer, hydrologischer Modelle gewöhnlicherweise nicht erfüllt, so
dass derartige Ansätze dort keine Anwendung finden.
Stochastische Verfahren suchen den Parameterraum mittels Zufallsprinzip nach dem
globalen Optimum ab. Dazu werden, ausgehend von bestimmten statistischen Vertei-
lungen, zufällige Parametersätze zusammengestellt. In reinen Zufallsverfahren wird,
die Unkenntnis der Lokalität optimaler Parametersätze im möglichen Parameterraum
voraussetzend, eine gleichförmige Verteilung verwendet. Für Optimierungsprobleme
mit hoher Dimensionalität, d.h. vielen Parametern, ist dieser Ansatz jedoch als ineffi-
zient anzusehen, da hier eine sehr große Stichprobe des möglichen Parameterraumes
erforderlich ist16 (Kuczera & Parent, 1998). Dies gilt insbesondere bei einer durch
starke Parameterinteraktionen bedingten komplexen Reaktionsoberfäche (vgl. Abb.
3.9d). Die reinen Zufallsverfahren verwerten keine Informationen, die aus der Bepro-
bung des Parameterraumes abgeleitet werden können. Im Gegensatz hierzu versuchen
adaptive Zufallsverfahren durch eine erneute, detailliertere Beprobung vielverspre-
15 Duan et al. (1992) zeigen, dass konzeptionelle Modelle hunderte bis sogar tausende lokale Opti-
ma in ihrer Reaktionsoberfläche haben können.
16 Als Grundlage für detaillierte Unsicherheitsanalysen findet er jedoch häufig Verwendung (vgl.
Abs. 3.6.1).
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chender Bereiche des Parameterraumes die Suche nach dem globalen Optimum zu fo-
kussieren (Wagener et al., 2004).
Die dritte Kategorie schließlich umfasst Kombinationsverfahren aus deterministischen
und stochastischen Ansätzen. Zu dieser Gruppe zählen u.a. einfache, auf lokalen An-
sätzen beruhende multi-start Algorithmen (vgl. 3.5.3.1), simulated annealing und evo-
lutionäre Algorithmen. Simulated annealing Ansätze verwenden eine Analogie zu dem
langsamen Abkühlungsprozess flüssigen Metalls für die Optimierung von Parametern.
Bei einer ausreichend langsamen Abkühlung (annealing) des Metalls, können sich die
Moleküle ordnen und stabile Kristalle bilden. Dadurch wird ein energiearmer Zustand
nahe am Optimum erreicht. Übertragen auf das Optimierungsverfahren entspricht die
Temperatur des Metalls einer langsam sinkenden Akzeptanzschwelle unterhalb derer
auch eine Verschlechterung des Gütekriteriums durch die Manipulation der Parameter
akzeptiert wird. Dadurch kann der Algorithmus, im Gegensatz zu den lokalen Ansät-
zen, auf der Suche nach dem globalen Optimum ein lokales Optimum wieder verlas-
sen (Thyer et al., 1999). Evolutionäre Algorithmen versuchen ebenfalls sicherzustel-
len, dass ein globales Optimum erreicht wird. Sie verwenden hierzu jedoch eine ande-
re Analogie, und zwar die der biologischen Evolution. Bekanntester Vertreter dieser
Ansätze und mittlerweile wohl die am häufigsten für die Kalibrierung parametrischer,
hydrologischer Modelle verwendete Methode ist der Shuffled Complex Evolution
(SCE) Algorithmus (Duan et al., 1992) und seine Weiterentwicklungen.
Problematisch ist bei allen Optimierungsverfahren die zu Grunde liegende Annahme, dass
die beobachteten Modelleingangs- und -ausgangsgrößen fehlerfrei gemessen sind und die
Modellstruktur generell richtig ist. Für die hydrologische Modellierung ist jedoch weder
das eine noch das andere zutreffend (vgl. Abs. 2.4), weshalb davon auszugehen ist, dass
ein derart ermittelter, optimaler Parametersatz bei einer Änderungen der Daten (andere
Zeitperiode) oder der Modellstruktur (z.B. der räumlichen Diskretisierung) mehr oder we-
niger seine Gültigkeit verliert.
3.5.3.3 Erforderliche Länge des Kalibrierungszeitraumes
Bei der Unterteilung des Beobachtungszeitraumes zur Durchführung von split-sample
Tests ist zu berücksichtigen, dass die Kalibrierungsperiode eine für die Identifizierung der
Modellparameter ausreichende Länge besitzen sollte. In ihrer vergleichenden Analyse ver-
schiedener konzeptioneller Modelle kommen Franchini & Pacciani (1991) zu dem Ergeb-
nis, dass die notwendige Länge der Kalibrierungsperiode im direkten Zusammenhang mit
der Anzahl der zu optimierenden Parameter steht. Yapo et al. (1996) z.B. geben für das
Sacramento Modell mit dreizehn Parametern einen Mindestzeitraum von acht Jahren an,
der notwendig ist um sicherzustellen, dass die identifizierten Modellparameter unabhängig
von der aktuell gewählten Periode sind. Wagener & McIntyre (2005) gehen bei ihrer Stu-
die mit einem fünf-parametrigen Modell davon aus, dass eine Kalibrierungsperiode von
drei Jahren als auszureichend angesehen werden kann.
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Es ist jedoch fraglich, ob eine derartige Quantifizierung der mindestens erforderlichen
Länge des Kalibrierungszeitraumes ohne Aussagen zu den vorhandenen Prozessvariabilitä-
ten in einem spezifischen Einzugsgebiet möglich ist. Darüber hinaus ist zu vermuten, dass
der Parameterunsicherheit des Modells eine wesentlichere Bedeutung bei der Frage nach
der erforderlichen Datenmenge (Länge des zur Kalibrierung verwendeten Zeitraumes) zur
Identifizierung der Parameter zukommt als der reinen Parameteranzahl.
3.6 Unsicherheitsanalyse
Aufgrund der in Abschnitt 2.4 dargelegten Unsicherheiten in allen Phasen der Modellbil-
dung und Simulation sind die mit einem hydrologischen Modell erstellten Vorhersagen
und Prognosen mit Unsicherheiten behaftet, die prinzipiell zu berücksichtigen bzw. abzu-
schätzen sind. Konventionelle Ansätze ermitteln hierzu Konfidenzbereiche für die, aus
einer Kalibrierung resultierende, optimale Simulation.
3.6.1 Schätzung von Vertrauensbereichen für die Simulationsergebnisse
Die Zuverlässigkeit der Simulationsergebnisse hydrologischer Modelle wird beschränkt
durch eine Kombination von Unsicherheiten in den Daten, den Modellparametern und der
Modellstruktur. Eine gebräuchliche Methode zur Berücksichtigung der Unsicherheit in den
Simulationsergebnissen ist die Abschätzung der Wahrscheinlichkeit mit der eine Mo-
dellausgangsgröße (z.B. Spitzenabfluss, Abflussvolumen usw.) ein hydrologisches Zielni-
veau TH überschreitet17, womit sich folgende Funktion für die Modellgüte definieren lässt
(Melching, 1995):
( ) ( ) ( )H Hg T h T Hx x (3.15)
mit: g(x) Gütefunktion des Modells
h( ) Modellfunktion zur Schätzung der hydrologischen Variable
  Parametersatz
  Korrekturfaktor zur Anpassung der Modellausgabe an die Beobachtungen
H(x) Funktion der korrigierten Modellausgabe
x  Vektor der Variablen, die die Modellunsicherheit beschreiben (= ).
Bei dem statistischen Ansatz der first-order second-moment (FOSM) Methode (Melching,
1995; Maskey & Guinot, 2003) wird die nichtlineare Gütefunktion g(x) zur Approximation
in einer Taylorreihe entwickelt und nach dem Term 1. Ordnung abgebrochen:
17 TH  stellt eine Pseudovariable dar, die in der Zuverlässigkeitsanalyse der Simulationsergebnisse
benutzt wird, um die kumulative Verteilungsfunktion der Modellausgabe zu schätzen (Melching,
1995).
3.6  Unsicherheitsanalyse
47
1
( ) ( )
e
N
e i ie
ii
gg g x x
x x
x x (3.16)
mit: xe Vektor, der den Entwicklungspunkt der Taylorreihe repräsentiert
N Anzahl der Variablen xi
Für xe wird dabei der Mittelwert xm (oder ein anderer geeigneter zentraler Wert) der Vari-
ablen gewählt. Damit ergeben sich der Mittelwert und, unter der Vorraussetzung der statis-
tisch Unabhängigkeit der Variablen in x, die Varianz der Modellausgabe Q zu:
[ ] ( )mE Q h x (3.17)
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mit: i Standardabweichung der Variable xi
xm Vektor der Mittelwerte der Variablen.
Die Ableitungen h/ xi können dabei analytisch, direkt oder numerisch mit Hilfe der fini-
ten Differenzen Methode bestimmt werden.
Der Vorteil der FOSM Methode ist, dass sie ausgehend von einer als bekannt vorauszuset-
zenden Verteilung der Modellvariablen die direkte Schätzung der Verteilung der Modell-
ergebnisse ermöglicht. Dies gilt jedoch nur für die Annahme, dass eine einfache Linearisie-
rung der Gütefunktion am zentralen Wert der Modellvariablen repräsentativ für die Güte-
funktion über den gesamten Wertebereich der Variablen ist. Für nichtlineare Modelle ver-
liert diese Annahme ihre Gültigkeit (Melching, 1995). Erweiterungen der FOSM Methode
begegnen diesem Problem mit einer veränderten Approximation der Gütefunktion (z.B.
Maskey & Guinot, 2003).
Gefördert durch die rasante Entwicklung der Rechenkapazität werden Monte-Carlo-
Simulationen (MCS) mittlerweile wesentlich häufiger zur Schätzung der Gütefunktion g(x)
eines Modells verwendet, als die FOSM Methode. Hierbei werden mittels bekannter oder
angenommener Verteilungsfunktion für die Modellparameter eine große Anzahl zufälliger
Parametersätze zusammengestellt und mit diesen Simulationsläufe durchgeführt. Dadurch
erhält man eine empirische Verteilungsfunktion der Simulationsergebnisse. Die Monte-
Carlo-Simulation stellt eine robuste Methode zur Abschätzung der Modellunsicherheiten
dar und ist für hochgradig nichtlineare Systeme die wahrscheinlich einzige Methode, mit
der die Wahrscheinlichkeitsdichtefunktion der Modellausgaben geschätzt werden kann
(Melching, 1995). Für die Stichprobenauswahl existieren unterschiedliche Möglichkeiten,
häufige Verwendung finden z.B. gleichverteilte Pseudozufallszahlen. Prinzipiell können
vorab unterschiedliche Verteilungsfunktionen für die Parameter angenommen werden, da
die tatsächliche Verteilung der Parameter jedoch größtenteils nicht als bekannt vorausge-
setzt werden kann, diese aber oft eine erhebliche Schiefe aufweisen, werden meistens
Gleichverteilungen angenommen (z.B. Harlin & Kung, 1992; Beven & Binley, 1992; Freer
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et al., 1996; Uhlenbrook et al., 1999; Beven & Freer, 2001). Darüber hinaus wurden Ver-
fahren, wie z.B. das latin hypercube sampling (LHS, McKay et al., 1979) oder das strati-
fied sampling (Press et al., 1992), entwickelt um sicherzustellen, dass die Stichprobe den
gesamten Parameterraum abdeckt. Eine weitere Möglichkeit bietet die Adaption der tat-
sächlichen Parameterverteilung mit Hilfe des Metropolis Algorithmus, der eine Markov-
Kette zur Beprobung des Parameterraumes verwendet (Kuczera & Parent, 1998). Das
Markov-Ketten Schema generiert Parameterstichproben mit einem random-walk-Verfahren
und ermöglicht somit die Adaption der a posteriori Parameterverteilung. Der Vorteil dieses
Ansatzes besteht darin, dass letztendlich eine wesentlich geringere Stichprobengröße zur
Bestimmung der a posteriori Parameterverteilung notwendig ist.
Eine dritte Möglichkeit die Unsicherheiten in den Simulationsergebnissen abzuschätzen
stellt die Analyse der statistischen Eigenschaften der Residuen (vgl. Abs. 3.5.2) eines ka-
librierten Modells dar. Montanari & Brath (2004) z.B. stellen ein Gauss’sches Modell für
die Residuen in Relation zur Größe der berechneten Werte auf. Beide Größen werden als
Realisierung zweier stochastischer Prozesse betrachtet, die unter der Bedingung der Nor-
malverteiltheit als statistisch homogen, stationär und ergodisch betrachtet werden. Durch
die Analyse simulierter Reihen kann auf dieser Grundlage dann ein Konfi-denzbereich der
Nachbildungsgüte ermittelt werden. Das Verfahren kann für analytische und numerische
Modelle angewandt werden, ist aber auf kleine Abweichungen der Parameter vom Mittel-
wert beschränkt.
3.6.2 Der GLUE-Ansatz und das Konzept der Äquifinalität
Die Erfahrungen in der Modellierung hydrologischer Systeme zeigen, dass unterschiedli-
che Modellstrukturen und, innerhalb einer gewählten Modellstruktur, viele verschiedene
Parametersätze zu ähnlichen Ergebnissen führen können (Beven & Freer, 2001). Beven
(1993) verwendet hierfür den Begriff der Äquifinalität18. Verwirft man die Vorstellung,
dass ein optimaler Parametersatz identifiziert werden kann, so sucht man innerhalb des
Parameterraums nach Wertekombinationen, die ähnlich akzeptable Ergebnisse liefern. Be-
ven & Binley (1992) entwickelten hierzu die GLUE (generalized likelihood uncertainty
estimation) Methode, die in ihren Grundzügen auf dem Bayes-Theorem beruht. Der
GLUE-Ansatz geht davon aus, dass für so genannte „überparametrisierte“ Modelle keine
inverse Lösung existiert und somit die Schätzung eines eindeutigen, bezüglich eines Güte-
kriteriums optimalen Parametersatzes nicht möglich ist. Die Methode basiert auf der
Schätzung von, mit unterschiedlichen Parametersätzen assoziierten, Gewichten bzw.
Wahrscheinlichkeiten (diese werden mit Hilfe eines subjektiv gewählten likelihood19 mea-
18 In der Systemtheorie wird mit Äquifinalität der Umstand beschrieben, dass von unterschiedlichen
Startpunkten aus jeweils das gleiche Ergebnis erzielt wird bzw. das System immer den gleichen
Zustand annimmt.
19 Beven & Binley (1992) betonen, dass der Begriff likelihood hier in einem allgemeinen Sinn als
Beurteilung der Abbildungsgüte des beobachteten Systemverhaltens durch das Modell verwendet
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sure ermittelt) zur Ableitung einer a posteriori Wahrscheinlichkeitsfunktion. Diese wird
retrospektiv zur Bestimmung von Unsicherheitsbändern für die Modellausgangsgrößen
(z.B. den Abfluss) benutzt. In der praktischen Umsetzung erfolgt dies, indem ein zuvor
definierter Parameterraum mittels einer großen Anzahl von Monte-Carlo-Simulationen
intensiv beprobt wird. Die einzelnen Parameterkombinationen werden anhand eines aus-
zuwählenden Gütekriteriums (hierbei kann es sich auch um eines der in Abschnitt 3.5.2
vorgestellten Kriterien handeln) für die Nachbildung beobachteter Werte mit einem likeli-
hood Wert gewichtet, um so die Akzeptanz für jeden Parametersatz festzulegen. Der likeli-
hood Wert reflektiert dabei die Güte eines bestimmten Modells abhängig von seinen Nicht-
linearitäten, den Fehlern in der Modellstruktur und den Fehlern in den beobachteten Wer-
ten, d.h. den Eingangsgrößen (Niederschlag usw.) und den zum Vergleich herangezogenen
Ausgangsgrößen (Abfluss). Durch die Assoziierung des likelihood Wertes mit einem Pa-
rametersatz werden alle Quellen von Unsicherheiten und mögliche Effekte der Kovarian-
zen der Parameterwerte implizit durch die GLUE-Methode berücksichtigt (Beven & Freer,
2001). Anhand des likelihood Wertes erfolgt nun eine subjektive Unterscheidung in akzep-
table und nicht akzeptable Parametersätze bzw. Simulationsergebnisse. Die akzeptierten,
likelihood gewichteten Simulationsergebnisse werden anschließend evaluiert um für jeden
Zeitschritt Quantile für die Modellausgangsgröße schätzen zu können. Dies erfolgt am ein-
fachsten indem die likelihood Werte normiert werden, so dass folgende Beziehung gilt:
1
( | ) 1
N
i
i
L y (3.19)
mit: N   Anzahl der akzeptierten Parametersätze.
L( i | y) likelihood für den Parametersatz i bei gegebenen Beobachtungen y
Damit gilt für jeden Zeitschritt t:
1
ˆ ˆ( ) ( | ) | ( )
N
t i t i
i
P y q L y qy (3.20)
Die so bestimmten Quantile P(yt < q) der Simulationsergebnisse sind bedingt durch die
subjektive Wahl des Gütekriteriums, die ausgewählte Stichprobe aus dem Parameterraum
und, wie bereits oben erwähnt, durch die beobachteten Ein- und Ausgabegrößen. Sie sind
damit empirisch, jedoch können bei dieser Methode die Simulationen, die innerhalb be-
stimmten Quantile liegen, von Zeitschritt zu Zeitschritt variieren (Beven, 2001b). Für die
Bestimmung von Unsicherheitsbändern bzw. Konfidenzbereichen werden die simulierten
Abflüsse für jeden Zeitschritt der Größe nach aufsteigend geordnet, wodurch sich eine like-
lihood gewichtete Verteilung ergibt (vgl. Abb. 3.10). Anschließend kann zu jedem Zeit-
schritt ein Vertrauensbereich, z.B. zwischen dem 0.05- und dem 0.95-Quantil, für den si-
mulierten Abfluss angegeben werden. Dabei sind zwei Punkte beachtenswert (Beven &
wird und nicht im restriktiven Sinne der maximum-likelihood Theorie, die bestimmte Annahmen zu
den statistischen Eigenschaften der mit den Simulationsergebnissen assoziierten Fehler trifft.
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Binley, 1992). Zum einen, dass die so bestimmte Verteilung der Abflüsse, obwohl sie in
manchen Zeitschritten annähernd Gauss-verteilt erscheint, teilweise eine starke Schiefe
aufweisen kann (vgl. Abb. 3.10). Daher ist die Berechnung von Unsicherheitsgrenzen als
Funktion der Varianz der simulierten Abflüsse nicht generell anwendbar. Zum anderen
variiert die Position einer bestimmten simulierten Ganglinie innerhalb der Verteilung, d.h.
ein Parametersatz, der zu einem bestimmten Zeitpunkt zu einer Überschätzung der beo-
bachteten Werte führt, hat zu einem anderen Zeitpunkt eine Unterschätzung zur Folge.
Dies impliziert, dass die Unsicherheitsbänder nicht direkt in Relation zur Varianz der ge-
schätzten Parameterwerte gesetzt werden können.
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Abb. 3.10: likelihood gewichtete Verteilung simulierter Abflüsse für zwei unterschiedliche Zeit-
schritte, oben: während eines winterlichen Hochwassers, unten: während des sommer-
lichen Niedrigabflusses
Die Kombination verschiedener likelihood Gewichte kann aus folgenden Gründen erfor-
derlich werden (Beven, 2001b):
Kombination der likelihood Gewichte unterschiedlicher Modellevaluierungen, wie
z.B. Simulationen von Abflüssen, Grundwasserständen und Bodenfeuchten.
Aktualisierung existierender Gewichte mit den Gewichten, die für einen Satz neuer
Beobachtungen ermittelt wurden.
Dies kann als eine sukzessive Kombination der likelihood Gewichte mit Hilfe einer abge-
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wandelten Form der Bayes-Gleichung realisiert werden. Bei der GLUE-Methode erfolgt
die Kombination für die mit den Parametersätzen assoziierten likelihood Gewichte iterativ,
so dass sich für den i-ten Parametersatz folgende Gleichung ergibt:
0( ) ( | )( | ) i ip i
L LL
C
yy (3.21)
mit: Lp(y | i) a posteriori likelihood für den Parametersatz i bei gegebenen neuen Beo-
bachtungen y
L0( i) a priori likelihood für den Parametersatz i
C Skalierungskonstante für alle Parametersätze.
Die Konstante C wird verwendet um sicherzustellen, dass die Summe der kumulierten a
posteriori likelihood Gewichte Eins ergibt.
3.6.3 Multikriterielle Optimierung und Pareto-optimale Lösungen
Eine andere Interpretation der Problematik der Identifizierung eines optimalen Parameter-
satzes bzw. dem Vorhandensein vieler, in der Nachbildungsgüte ähnlicher Parametersätze
(Äquifinalität) stellt die multikriterielle Äquivalenz von Parametersätzen dar (Gupta et al.,
1998). Grundlegend ist hier die Annahme, dass die bestehenden Modellstrukturen nicht in
der Lage sind alle Abschnitte einer Abflussganglinie mit einem einzigen Paramtersatz kor-
rekt, oder vielmehr in vergleichbarer Güte, darstellen zu können (Yapo et al., 1996). Bei-
spielsweise können mit einem Parametersatz die Scheitelhöhen der Spitzenabflüsse korrekt
erfasst werden, während das gleiche Modell mit einer anderen Parametrisierung eine besse-
re Anpassung an den Rückgang eines Hochwassers ermöglicht. Daraus folgern Gupta et
al., dass sich die Unsicherheiten in der Parameteridentifizierung aus dem Vorhandensein
Pareto-optimaler Parametersätze erklären lassen. Dieser Ansatz unterscheidet sich damit in
der Konzeption von der Äquifinalität, wie sie der GLUE-Methode zu Grunde liegt, obwohl
zwischen den Parametersatzmengen, die sich mit beiden Ansätzen bestimmen lassen,
durchaus Überschneidungen auftreten können.
Gupta et al. schlagen eine multikriterielle Optimierung zur Bestimmung einer derartigen
Menge Pareto-optimaler Parametersätze vor, deren entsprechende Simulationen einen
Kompromissbereich (zwischen dem minimalen und maximalen Wert zu jedem Zeitschritt)
für die Modellvorhersagen darstellen. Dabei können sowohl verschiedene Gütekriterien,
die unterschiedliche Bereiche der Abflussganglinie gewichten, als auch die Beobachtungen
verschiedener Systemausgangs- und -zustandsgrößen (vgl. Abs. 3.5.1) Verwendung finden.
Im Gegensatz zum eindimensionalen Problem mit einer einzelnen Optimallösung existiert
bei der multikriteriellen Optimierung eine Menge Pareto-optimaler oder „nicht dominier-
ter“ Lösungen. Abb. 3.11 zeigt das schematische Beispiel einer zweidimensionalen Opti-
mierungsaufgabe, mit den Zielfunktionen F1( ) und F2( ), für ein zweiparametriges Mo-
dell. Durch den Punkt A im Parameterraum (Abb. 3.11 links) erfolgt die optimale Anpas-
sung an Zielfunktion F1( ) und durch den Punkt B entsprechend an die Zielfunktion F2( ).
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Die nicht dominierten Lösungen bzw. Parametersätze zeichnen sich letztlich dadurch aus,
dass kein weiterer Parametersatz existiert, der für beide Zielfunktionen einen optimaleren
Wert liefert (vgl. Abb. 3.11 rechts). Dadurch ergibt sich ein Feld nicht dominierter Lösun-
gen entlang einer Linie zwischen den Punkten A und B im Lösungsraum, der so genannten
Pareto-Front.
)
\
Abb. 3.11: Schematisches Beispiel einer zweidimensionalen Optimierungsaufgabe für ein zweipa-
rametriges Modell, links: Parameterraum, rechts: Lösungsraum mit Pareto-Front
Die Optimierung startet mit einer initialen Population zufällig im Parameterraum verteilter
Punkte, da keine Information über die Lage der Pareto-Front vorliegen, entstammen diese
einer Gleichverteilung. Zu der Frage welche Anzahl an Punkten bzw. Parametersätzen als
adäquat anzusehen ist, machen Gupta et al. (1998) keine Angaben, in ihrem Beispiel ver-
wenden sie 500 Parametersätze. Anschließend werden die Punkte in mehreren Schritten so
lange weiterentwickelt, bis keine dominierten Lösungen mehr vorhanden sind. Eine genaue
Beschreibung des Optimierungsalgorithmus geben Yapo et al. (1998). Durch die Existenz
der verschiedenen, Pareto-optimalen Simulationen ergibt sich schließlich ein Kompromiss-
bzw. Unsicherheitsbereich für die Zielgröße (Bereich zwischen maximalem und minima-
lem simulierten Wert zu jedem Zeitschritt).
3.6.4 Bayes’sche rekursive Parameterschätzung
Die beschriebenen Ansätze zur Parameterkalibierung und Analyse der verschiedenartig
bedingten Modellunsicherheiten gehen davon aus, dass die Parameter zeitinvariant sind
und erfordern eine längere Periode an beobachteten Werten (vgl. Abs. 3.5.3.3) für die Sys-
temein- und -ausgangsgrößen (Thiemann et al., 2001). Die Kalibrierung oder Unsicher-
heitsanalyse erfolgt als sogenannte Stapelverarbeitung (engl. batch). Auf der Grundlage
des Bayes-Theorems entwickelten Thiemann et al. einen rekursiven Ansatz, der die Schät-
zung von Parametern und Vertrauensbereichen für die Simulationsergebnisse in einem
online Modus ermöglicht. Der Ansatz versucht einen allgemeinen Zusammenhang zwi-
schen der Nachbildungsgüte eines Modells, der Datenunsicherheit und der Parameterunsi-
cherheit herzustellen. Er geht dabei von der Prämisse aus, dass das verwendete hydrologi-
sche Vorhersagemodell zutreffend ist. Bei gegebenem Parametervektor und dem Vektor
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der Modelleingangsgrößen liefert das Modell zu einem bis dato unbeobachteten Zeitschritt
T + 1 die Vorhersage für die zu simulierende Zielgröße20:
1 1( )T Ty h u (3.22)
mit: u Vektor der Modelleingangsgrößen
  h(u| ) Simulationsmodell
T Anzahl der bis dato verfügbaren Zeitschritte (t = 1,…,T).
Diese allgemeine Gleichung entspricht der Standardformulierung der nichtlinearen Regres-
sion und enthält, unter der Vorraussetzung einer zutreffenden Modellstruktur, alle zu be-
rücksichtigenden Fehlerquellen für die hydrologische Modellierung:
den Fehler in den beobachteten Größen, der z.B. dazu führt, dass h(  | 1) eine zutref-
fende Beschreibung der tatsächlichen physikalischen Prozesse wäre, die Messung von
yT+1 jedoch fehlerbehaftet ist und deshalb der Parametersatz 2 verwendet wird, der auf
Grundlage der fehlerhaften Kalibrierungsdaten ermittelt wurde,
den Fehler in der Parameterschätzung, der bewirkt, dass h( | 1) die Prozesse nicht zu-
treffend beschreibt, sondern hierzu eine andere Parametrisierung 2 erforderlich wäre,
der Modellfehler, der bewirkt, dass mit keinem Parametersatz  durch das Modell die
Prozesse zutreffend beschrieben werden könnten.
In einer Bayes’schen Formulierung werden Vorhersage und Kalibrierung mit Hilfe sym-
metrischer Operationen durchgeführt. Der Vorhersagefehler eines kalibrierten Modells
kann wie folgt durch die a posteriori Randverteilung für yT+1 beschrieben werden:
1 1( , ) ( ; , )T Tp y p y du y u y (3.23)
Bei der Kalibrierung ergibt sich die Parameterunsicherheit aus der Randverteilung des
verwendeten Parametervektors :
1 1( , ) ( ; , )T Tp p y dyu y u y (3.24)
Mit Hilfe dieser zwei Beziehungen kann sowohl die Vorhersageunsicherheit in Kenntnis
des Parameterraumes als auch die Parameterunsicherheit in Abhängigkeit von den verfüg-
baren Messdaten beschrieben werden. Hierzu ist allerdings eine Annahme über die Vertei-
lung der Residuen in Gleichung (3.22) erforderlich, Thiemann et al. verwenden hierfür die
von Box & Tiao vorgestellte Exponentialverteilung.
Ein interessanter Aspekt des rekursiven Ansatzes ist, dass er als einziger eine Aussage über
die zur Identifizierung der a posteriori Parameterverteilung notwendige Größe des Beo-
bachtungszeitraums ermöglicht. Ein wesentlicher Nachteil besteht darin, dass er wie alle
20 Für die Definition von Zielgrößen und Residuen vgl. Gl. (3.7).
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Ansätze zur Unsicherheitsanalyse, mit Ausnahme von GLUE, prinzipiell von der Gültig-
keit der gewählten Modellstruktur ausgeht.
3.7 Identifizierbarkeit struktureller Unsicherheiten und Modellselektion
Den im vorherigen Abschnitt vorgestellten Ansätzen zur Evaluierung der Modellunsicher-
heiten ist der Nachteil gemeinsam, dass sich die Auswirkungen der verschiedenen Unsi-
cherheitsquellen (Daten-, Parameter- und strukturelle Unsicherheiten) auf die Simulations-
ergebnisse nicht unterscheiden lassen. Dadurch können die Auswirkungen der Unsicher-
heiten in der Abbildung der Wirkungsstruktur des beobachteten natürlichen Systems auf
die Prognosefähigkeit der Modelle nicht abgeschätzt werden. Die strukturelle Unsicherheit
eines Modells lässt sich ohne Kenntnis der Wirkungsstruktur des simulierten Systems we-
der quantitativ noch qualitativ einschätzen. Ein wesentliches Problem der hydrologischen
Einzugsgebietsmodellierung liegt darin begründet, dass der an einem Pegel beobachtete
Abfluss typischerweise als einzige Systemausgangs- bzw. -zustandsgröße zur Verfügung
steht und dieser allein keine ausreichende Information zur Identifizierung der Modellstruk-
tur und -parameter darstellt (Kuczera & Mroczkowski, 1998). Hierzu wären detaillierte
Felduntersuchungen zu den Abflussbildungsprozessen im Einzugsgebiet erforderlich. Die
hierbei punktuell erhobenen Zustandsgrößen (Bodenfeuchte, Saugspannungen, Grundwas-
serstände usw.) ermöglichen eine multikriterielle Modellvalidierung (vgl. Abs. 3.5.1). Dies
gilt allerdings nur, und das auch nur bedingt (vgl. Abs. 1.1), für physikalisch basierte Mo-
delle mit einer entsprechend detaillierten räumlichen Diskretisierung. Die entsprechenden
Zustandsgrößen konzeptioneller Modelle (z.B. Speicherinhalte) besitzen zwar eine physi-
kalische Interpretierbarkeit lassen sich jedoch nicht direkt aus Messungen ableiten. Daher
ist eine Bewertung der strukturellen Unsicherheiten konzeptioneller Modelle anhand de-
taillierter Feldbeobachtungen nur indirekt über eine Differenzierung der Abflussanteile
möglich21.
Eine andere Möglichkeit die strukturellen Unsicherheiten konzeptioneller Modelle zu Un-
tersuchen stellt der Vergleich der Simulationsergebnisse einer bestimmten Anzahl von
Modellen dar. Ziel dabei ist es ein oder mehrere Modelle auszuwählen, deren Strukturen
für die Simulation eines bestimmten Einzugsgebietes am besten geeignet sind. Entschei-
dende Bedeutung kommt dabei den Kriterien zu, anhand derer die Modellselektion erfol-
gen soll. Die alleinige Beurteilung der Anpassungsgüte simulierter an die beobachteten
Abflüsse reicht zur Testung der Hypothesen, die mit einer speziellen Modellstruktur ver-
bunden sind nicht aus (Mroczkowski et al., 1997). Die Auswahl einer bestimmten Modell-
21 Ein Beispiel hierfür ist das konzeptionelle Modell TAC (tracer aided catchment model) (Uh-
lenbrook, 1999). TAC ermöglicht die Simulation natürlicher Tracer im Gesamtabfluss. Durch den
Vergleich gemessener und simulierter Tracerkonzentrationen lässt sich die Güte der Modellierung
hinsichtlich der Differenzierung der Abflussanteile bewerten. Hierfür werden jedoch sehr aufwän-
dige tracerhydrologische Untersuchungen in dem zu simulierenden Einzugsgebiet benötigt.
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struktur unterliegt damit zum größten Teil den subjektiven Präferenzen des Modellierers
(Lee et al., 2005a). Basiert die Modellauswahl ausschließlich auf der quantitativen Bewer-
tung der Anpassungsgüte anhand der Summe der quadrierten Residuen (Abweichung der
simulierten von der beobachteten Größe, vgl. Gl. (3.7)), führt dies zu einer Favorisierung
der komplexeren Modellstrukturen (Marshall et al., 2005). Diese Annahme impliziert, dass
ein komplexeres Modell mit einer höheren Anzahl an Freiheitsgraden auch eine bessere
quantitative Modelleffizienz, ermittelt z.B. nach Nash-Sutcliffe, ermöglicht. Modell- oder
Parameterunsicherheiten werden bei einer derartigen Modellauswahl nicht berücksichtigt.
Marshall et al. diskutieren hierzu die Möglichkeiten einer Modellselektion auf der Grund-
lage des Bayes’schen Theorems. Bei Anwendung der Bayes’schen Wahrscheinlichkeits-
theorie beruht der Vergleich zweier Modelle auf dem sogenannten Bayes’schen Faktor,
d.h. dem Verhältnis ihrer a posteriori Wahrscheinlichkeit, die die Wahrscheinlichkeit mit
der die Beobachtungen „richtig“ durch das Modell abgebildet werden bezeichnet. Für die
Ermittlung des Bayes’schen Faktors ist der marginal likelihood Wert der Modelle zu
bestimmen. Dieser ergibt sich aus dem Integral der likelihood Funktion über den Parame-
terraum unter Berücksichtigung der a priori Verteilung der Parameter:
( | ) ( | , ) ( | )i i im M f M p M dy y (3.25)
mit: m(y|Mi) marginal likelihood des Modells Mi bei gegebenen Beobachtungen y
p( |Mi) a priori Wahrscheinlichkeitsdichte für den Parametersatz  des Modells Mi
f(y| , Mi) likelihood Funktion, Wahrscheinlichkeit mit der die Beobachtungen y bei
Verwendung des Modells Mi durch den Parametersatz  repräsentiert wer-
den.
Aufgrund der oftmals hohen Dimensionalität dieses Integrals und mangelnder Informatio-
nen über die a priori Parameterverteilung gestaltet sich die Bestimmung des Bayes’schen
Faktors für hydrologische Modelle jedoch problematisch. Simulationsbasierte Ansätze
erkunden die a posteriori Wahrscheinlichkeitsverteilung p( |y) des Parametersatzes  in
Abhängigkeit der Beobachtungen y zur Bestimmung des marginal likelihood Wertes (Bos,
2002).
Neben der Beurteilung der Anpassungsgüte ermöglicht der Bayes’sche Faktor die Berück-
sichtigung der Parameterunsicherheiten bei der Modellauswahl. Dadurch werden Modelle
mit einer einfacheren Modellstruktur und einer geringeren Parameterdimensionalität auto-
matisch favorisiert (Marshall et al., 2005). Es ist jedoch fraglich ob diese Strategie in allen
Fällen als zielführend zu bezeichnen ist. Letztendlich wird somit das einfachste Modell
ausgewählt, das eine ausreichend genaue Anpassung an die zur Ermittlung des marginal
likelihood verwendeten Beobachtungen y ermöglicht. Die korrekte Abbildung der Wir-
kungsstruktur des untersuchten Systems, und damit die Extrapolationsfähigkeit des Mo-
dells, werden auf diese Weise nicht sichergestellt. Die Modellauswahl ist immer mit der
Frage nach dem Modellzweck verbunden (vgl. Abs. 2.2.1). D.h. der Frage, ob z.B. eine
realistische Nachbildung der Abflussganglinie ausreichend ist (Verhaltensimitierung) oder
3 Grundlegendes zur hydrologischen Modellierung
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ob auch eine möglichst realistische Abbildung des hydrologischen Systems erfolgen soll
(Verhaltenserklärung). Darüber hinaus werden bei der Ermittlung des Bayes’schen Faktors
die Ergebnisse einer Modellvalidierung (vgl. Abs. 3.5.1), die zur Beurteilung der Anwend-
barkeit hydrologischer Modelle als unerlässlich anzusehen sind, nicht berücksichtigt. Ins-
gesamt betrachtet ist der Bayes’sche Faktor eher als mögliche Zusatzinformation, jedoch
nicht als alleiniges Auswahlkriterium bei der Modellselektion für hydrologische Fragestel-
lungen anzusehen.
Eine weitere Möglichkeit die Modellselektion bzw. -identifizierung zu objektivieren ergibt
sich durch die Verwendung mehrerer unterschiedlicher Gütekriterien, die die Anpassungs-
güte an unterschiedliche Bereiche des Abflussregimes quantifizieren. Dieser Ansatz wurde
beispielsweise von  Gupta et al. (1998) zur Parameteridentifizierung auf der Grundlage
Pareto-optimaler Parametersätze verwendet (vgl. Abs. 3.6.3). Die Möglichkeiten einer sys-
tematischen Verwendung derartiger Gütekriterien für den Vergleich unterschiedlicher Mo-
dellstrukturen wird z.B. in den Beiträgen von Wagener & McIntyre (2005) und Lee et al.
(2005a) diskutiert. Wagener & McIntyre betonen, dass die Signifikanz bezüglich der Ver-
besserung der Simulationsergebnisse bei der Verwendung multikriterieller Analysen zur
Identifikation adäquater Modellstrukturen noch nicht ausreichend untersucht worden ist, so
dass die Entwicklung auf diesem Sektor noch lange nicht als abgeschlossen zu betrachten
ist.
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4 Objektorientierte Programmierung und Entwurf
Um das Ziel des Vergleichs der Unsicherheiten einer beliebigen Bandbreite unterschiedli-
cher Modellstrukturen erreichen zu können, wurde im Laufe der für die vorliegende Arbeit
grundlegenden Programmiertätigkeiten eine Rahmenanwendung1 in der Programmierspra-
che C++ entwickelt. Diese unterstützt die adaptive Entwicklung hydrologischer Modelle
mit variierender Detailliertheit in der räumlichen Diskretisierung und der Prozessbeschrei-
bung. Da diese Entwicklungsarbeiten, und damit auch die Programmstrukturen aller auf
dieser Rahmenanwendung aufbauenden Modelle, grundlegend auf den Prinzipien der ob-
jektorientierten Programmierung und des objektorientierten Entwurfs basieren, wird in
diesem Kapitel eine kurze Einführung in diese Thematik gegeben.
4.1 Grundlagen der Objektorientierten Programmierung in C++
Die Objektorientierte Programmierung (im Folgenden OOP) ist ein Paradigma für den
Entwurf von Computerprogrammen, bei dem Datenstrukturen und die Algorithmen zur
Manipulation dieser Daten nicht getrennt betrachtet werden, sondern in sogenannten Klas-
sen zusammengefasst werden. Zumindest konzeptionell ist der Programmablauf dann nicht
mehr so strukturiert, dass sequentiell einzelne Funktionsbereiche eines Algorithmus durch-
laufen werden (wie bei der prozeduralen Programmierung), sondern er ergibt sich aus der
Kommunikation und den internen Zustandsveränderungen der Objekte, aus denen das Pro-
gramm aufgebaut ist. Ziel ist eine schnellere und transparentere Softwareentwicklung zu-
sammen mit einer besseren Wiederverwendbarkeit des Quellcodes. Erreicht werden diese
Ziele durch die vier grundlegenden Elemente der OOP: Abstraktion, Kapselung, Verer-
bung und Polymorphismus.
4.1.1 Abstraktion
Für ein besseres Verständnis des Abstraktionsprinzips als Grundlage der OOP sollen zu-
nächst die beiden grundsätzlichen Vorgehensweisen Programmsysteme zu strukturieren
betrachtet werden.
1 Zur Bedeutung des Begriffes Rahmenanwendung (framework) in der Softwareentwicklung vgl.
Abs. 5.2.1
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4.1.1.1 Funktionale Abstraktion
Die funktionale Abstraktion fasst das gesamte Programm als einen großen Algorithmus
auf, der durch eine schrittweise Verfeinerung bis in elementare Anweisungen zerlegt wird.
Das Resultat ist eine baumartige, abwärts gerichtete Hierarchie von Funktionen und Unter-
funktionen. Eine Funktion in dieser Hierarchie bekommt als Parameter die Datenstruktu-
ren, die sie zu bearbeiten hat. Ihre Lebensdauer endet mit dem Rückgabe der Ergebnisse an
die aufrufende Funktion. Die Behandlung von Daten und Algorithmen erfolgt also ge-
trennt, die Daten werden permanent zwischen den unterschiedlichen Hierarchieebenen
weitergereicht.
Eingabedaten
Ausgabedaten
Funktion
Programmfluss der über-
geordneten Funktion
Abb. 4.1: Datenfluss bei funktionaler Abstraktion
Das folgende Code-Beispiel demonstriert das Verschieben eines Punktes in einem zweidi-
mensionalen Koordinatensystem als funktionale Abstraktion. Dabei ist insbesondere zu
beachten, dass die Funktion movepoint über Referenzen Zugriff auf die globalen Daten
benötigt. Diese sind jedoch auch innerhalb der aufrufenden Funktion veränderbar, eine klar
definierte Zuständigkeit ist nicht gegeben:
int x1 = 0;
int y1 = 0;
movepoint( x1, y1, 1, 2 );
void movepoint( int& x, int& y, int x_shift, int y_shift )
{
 x += x_shift;
 y += y_shift;
}
4.1.1.2 Datenabstraktion
Diese Sichtweise ist die Grundlage der OOP, sie rückt die Datenstrukturen in den Mittel-
punkt der Betrachtung. Diese werden zusammen mit den auf ihnen operierenden Funktio-
nen zu sogenannten Abstrakten Datentypen (ADT) zusammengefasst. Die innere Struktur
der Daten bleibt nach außen verborgen, eine Manipulation der Daten ist nur über die hier-
für definierten Funktionen (Schnittstellen) des Datentyps möglich. Dieser Vorgang wird
auch als Kapselung bezeichnet (vgl. Abs. 4.1.2).
-Daten (nicht öffentlich)
Objekt
Übergeordneter
Kontext
+Funktionen (öffentlich)
Abb. 4.2: Aufruf einer Schnittstellenfunktion eines abstrakten Datentyps
4.1  Grundlagen der Objektorientierten Programmierung in C++
59
Steht für das obige Beispiel ein ADT zur Verfügung, der Datenstruktur und Funktion zu
einem Objekt zusammenfasst, entfällt ein Weiterreichen der Koordinaten zwischen Funkti-
onen auf unterschiedlichen Hierachieebenen. Eine Verschiebung des Punktes ist nur über
die entsprechende Schnittstelle des ADT möglich:
Point aPoint( 0, 0 );
aPoint.Move( 1, 2 );
4.1.1.3 Abstrakte Datentypen in C++
ADTs werden in C++2 durch das Prinzip der Klasse unterstützt. Eine Klasse ist die abstrak-
te Spezifizierung eines benutzerdefinierten Typs. Klassen enthalten sowohl Daten, als auch
Funktionen, welche auf diesen Daten operieren (Mitgliedsfunktionen). Es ist wichtig genau
zwischen Objekten und Klassen zu unterscheiden. Ein Objekt ist eine Instanz einer Klasse,
die zur Laufzeit in einem Programm existiert. Eine Klasse ist ein abstraktes Gebilde, wel-
ches durch Programmcode dargestellt wird. Für ein besseres Verständnis werden im Fol-
genden einige Beispiele zu den,  im Zusammenhang mit Klassen verwendeten, Begriffen
aufgeführt.
Deklaration. Teil des Quellcodes, der ein oder mehrere Bezeichnungen in einem Pro-
gramm bekannt macht. Für das bisher verwendete Beispiel des ADT Point sähe eine
Klassendeklaration wie folgt aus:
class Point
{
public:3
Point();        //Standardkonstruktor
Point( int x, int y );  //Konstruktor mit Elementinitialisierung
void Move( int x_shift, int y_shift );
private:
int m_X, m_Y;
};
Definition. Teil des Quellcodes, der die Implementierung einer Funktion oder Klasse
spezifiziert. Das folgende Beispiel definiert die Konstruktoren und die Funktion Move
aus der vorangegangenen  Deklaration:
Point::Point()
{
 m_X = 0;
 m_Y = 0;
}
Point::Point( int x, int y )
{
 m_X = x;
 m_Y = y;
2 C++ wurde von Bjarne Stroustrup als Erweiterung der Programmiersprache C (Kernighan & Rit-
chie, 1988) entwickelt. Ziel war es das Konzept der Objektorientierung in C zu integrieren, bei
gleichzeitiger Erhaltung der Effizienz von C (Stroustrup, 2000).
3 Zur Bedeutung der Schlüsselwörter public und private vgl. Abs. 4.1.2.
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}
void Point::Move( int x_shift, int y_shift )
{
 m_X += x_shift;
 m_Y += y_shift;
}
Instanz. Konkrete Realisierung einer Klasse, sie stellt einen Bereich im Arbeitsspei-
cher dar, der alle deklarierten Datenelemente enthält. Es können mehrere Instanzen ei-
ner Klasse gleichzeitig existieren:
Point aPoint( 1, 3 );
Point bPoint();
Point* pcPoint = new Point( 1, 1 ) //Zeiger auf eine Point-Instanz
Jede Instanz besitzt eine eigene Kopie der Datenelemente, es gibt jedoch nur eine Ko-
pie der Mitgliedsfunktionen im Arbeitsspeicher. Für eine Optimierung der Laufzeit
können diese Funktionen jedoch auch als inline deklariert werden, wodurch jede In-
stanz eine eigene Kopie der Funktionen erhält.
Objekt. Eine andere Bezeichnung für Instanz. Objekte werden durch Instanzierung ei-
ner Klasse gebildet.
4.1.2 Kapselung
In der OOP wird zwischen den Zugriffsmöglichkeiten auf ein Objekt (über die Schnittstel-
len) und der konkreten Implementierung des Zugriffs unterschieden. Der kontrollierte
Zugriff auf die Objekte wird als Kapselung bezeichnet. Der interne Zustand eines Objek-
tes, der durch Mitgliedsvariablen definiert wird, bleibt dabei verborgen. Hierbei handelt
um einen formalen Mechanismus, der eine direkte Manipulation der Mitgliedsvariablen
eines Objektes verhindert. Der Zugriff auf die Variablen wird durch die Schlüsselwörter
public, private und protected geregelt:
Auf öffentliche Mitglieder kann von jedem Punkt des Programms aus zugegriffen
werden. Wird dem Prinzip der Kapselung strikt Folge geleistet, sind alle Datenelemen-
te als privat zu spezifizieren. Eine Manipulation ist dann ausschließlich über die öf-
fentlichen Mitgliedsfunktionen (Schnittstellen) möglich.
Auf private Mitglieder kann nur von den Mitgliedsfunktionen oder von Klassen und
Funktionen, denen durch Schlüsselwort friend innerhalb der Klassendefinition ex-
plizit die Erlaubnis erteilt wurde, zugegriffen werden.
Geschützte Mitglieder verhalten sich zu einer abgeleiteten Klasse (vgl. Abs. 4.1.3) wie
öffentliche, zu dem Rest des Programms wie private Mitglieder.
Ein wesentlicher Vorteil des Kapselungs-Prinzips ist die Möglichkeit, die Implementierung
einer Klasse zu einem späteren Zeitpunkt in der Entwicklung zu ersetzen, vorausgesetzt die
öffentliche Schnittstelle (Parameter und Rückgabewerte der Zugriffsfunktionen) wird dabei
nicht verändert. Dadurch wird verhindert, dass eine Änderung der inneren Zusammenhän-
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ge in einer Klasse Änderungen in anderen Programmteilen erfordern.
4.1.3 Vererbung
Klassen können Datenstruktur und Funktionen von anderen Klassen erben. Dabei bezeich-
net man die vererbende Klasse als Basisklasse oder Superklasse und die erbende Klasse als
abgeleitete Klasse bzw. Subklasse. Die Objekte der abgeleiteten Klasse können anschlie-
ßend wie Objekte der Basisklasse behandelt werden. Dadurch ist es möglich, bestimmte
Funktionalitäten auf unterschiedliche Ebenen aufzuteilen um so die Komplexität des Pro-
gramms zu verringern. Die Nutzung der Vererbung bietet sich also an, wenn es Klassen
gibt, die konzeptionell aufeinander aufbauen. Identische Merkmale innerhalb der Klassen-
hierachie werden somit in der Definition einer Basisklasse zusammengefasst.
Im folgenden Code-Beispiel wird von der bereits deklarierten Klasse Point eine Klasse
mit der Höhe als zusätzliches Attribut abgeleitet. Dabei ist zu beachten, dass die Mit-
gliedsvariablen in der Basisklasse als protected deklariert werden, damit sie innerhalb
der Subklasse öffentlich sind. D.h. innerhalb der Subklasse kann auf die Mitgliedsvariablen
der Basisklasse zugegriffen werden, nicht jedoch von anderen Stellen des Programms.
class Point
{
 …
protected:
 int m_X, m_Y;
};
class ZPoint : public Point
{
private:
 int m_Z;
public:
 ZPoint( void ) {}
//implizites Aufrufen des Basisklassen-Konstuktors
 ZPoint( int x, int y ) : Point( x, y ) {}
void SetHeight( int val );
};
void ZPoint::SetHeight( int val )
{
 m_Z = val;
}
ZPoint zp1( 0, 0 );
zp1.Move( 3, 4 );
zp1.SetHeight( 7 );
4.1.4 Polymorphismus
Mit Hilfe der Vererbung kann gemeinsames Verhalten konzeptionell ähnlicher Klassen in
einer Basisklasse zusammengefasst werden, die spezielle Implementierung der Schnittstel-
len erfolgt erst in den abgeleiteten Klassen4. Da von der Basisklasse selber keine Instanz
4 Dieser Vorgang wird als Überladen der Funktionen bezeichnet.
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gebildet werden kann, wird sie auch als virtuelle Klasse bezeichnet. Als Polymorhismus
wird nun die Möglichkeit bezeichnet, mittels eines Zeigers vom Typ der Basisklasse jede
der abgeleiteten Klassen zu adressieren. Durch diesen Mechanismus wird es einfach mög-
lich heterogene Container zu verwalten. Im Folgenden wird eine abstrakte Basisklasse
Shape für geometrische Objekte deklariert, die Klasse Triangle ist ein Beispiel für eine
konkrete Implementierung.
class Shape
{
protected:
 Point m_Center;
public:
 virtual void Move  ( int x_shift, int y_shift ) = 0;
 virtual void Rotate( float deg ) = 0;
};
class Triangle : public Shape
{
public:
 void Move
 void Rotate( float deg );
 …
};
void Triangle::Move( int x_shift, int y_shift )
{
 // spezielle Implementierung
}
Nun kann eine Datenreihe vom Typ Zeiger auf Shape erstellt werden, die Zeiger auf Ob-
jekte unterschiedlicher, abgeleiteter Klassen enthält. Anschließend ist es möglich über die-
se Reihe zu iterieren und die Schnittstellen der Objekte, unabhängig von ihrem Typen,
aufzurufen.
Shape** shapeCollection;
shapeCollection = new Shape*[3];
shapeCollection[0] = new Triangle();
shapeCollection[1]= new Rectangle();
shapeCollection[2] = new Circle();
for( int i = 0; i < 3; ++i )
{
 shapeCollection[i]->Rotate( 45 );
}
delete [] shapeCollection;
Diese Art des Funktionsaufrufs wird dynamisches Binden genannt, weil die Zuordnung der
richtigen Funktion (in Abhängigkeit vom Objekttypen) zur Laufzeit geschieht, im Gegen-
satz zum statischen Binden, das vom Compiler durchgeführt wird.
4.1.5 Objektkomposition vs. Vererbung
Eine Alternative zur Verteilung von Funktionalitäten auf unterschiedliche Klassen mit Hil-
fe der Vererbung stellt die Objektkomposition dar. Ein Kriterium für die Verwendung der
beiden Mechanismen ist die Unterscheidung von sogenannten Ist-ein- und Hat-ein-
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Beziehungen (Lippman & Lajoie, 2002), so ist z.B. ein Dreieck ein geometrisches Objekt,
während ein Bodenprofil verschiedene Schichten hat. Objektkomposition ist in zwei For-
men möglich: durch Aggregationen oder Verweise. Das UML5-Diagramm in Abbildung
4.3 zeigt als Beispiel für Aggregationen eine, aus mehreren Schichtobjekten zusammenge-
setzte, Bodensäule-Klasse. Diese besitzt eine (variable) Anzahl von Instanzen der Boden-
schicht-Klasse als private Mitglieder, dabei ist die Lebenszeit dieser Objekte auf die Le-
benszeit des Aggregates beschränkt.
SoilLayer
-m_thickness : float
-m_parameters : SOILPARAMETER
-m_ThetaAct : float
+GetTheta( void ) : float
+Add( delta : float ) : float
+Extract( delta : float ) : float
SoilColumn
-m_pSoilLayers : SoilLayer*
-m_numLayers : int
+AddLayer( layer : SoilLayer ) : void
+GetLayer( index : int ) : SoilLayer&
1 *
Abb. 4.3: Objektkomposition am Beispiel eines aus Schichten zusammengesetzten Bodenprofils
Eine andere Möglichkeit bietet die Komposition über Verweise, dabei besitzt die Klasse
nicht das ganze Objekt als Mitglied, sondern lediglich einen Zeiger auf ein Objekt. Ist der
Zeiger vom Typ einer virtuellen Klasse (Abs. 4.1.4) kann der Zustand der Kompositionen
dynamisch zur Laufzeit geändert werden, indem auf verschiedene, von der virtuellen Ba-
sisklasse abgeleitete, Objekte verwiesen wird.
4.2 Generische Programmierung
Sowohl in der prozeduralen Programmierung, als auch in den bisher vorgestellten Konzep-
ten der OOP sind die Algorithmen nur für bestimmte Datentypen definiert. Viele Operatio-
nen gleichen sich jedoch auch für verschiedene Datentypen. Zum Beispiel funktioniert die
Bestimmung von Minimum bzw. Maximum zweier oder mehrerer Werte unabhängig vom
verwendeten Datentyp gleich, sofern für diesen eine Kleiner/Größer-Relation existiert. Bei
der generischen Programmierung werden einzelne Funktionen oder Klassen soweit allge-
mein gehalten, dass sie für unterschiedliche Datentypen verwendet werden können. Die
Algorithmen werden also nicht für einen bestimmten Datentyp geschrieben, sondern stel-
len nur bestimmte Anforderungen an die Typen.
In C++ ist die generische Programmierung über Typ-Schablonen, den sogenannten tem-
plates, realisiert. Bei der Definition einer Funktion oder Klasse tritt das template an
Stelle eines konkreten Typen, erst bei der Verwendung der Funktion oder Klasse wird der
gewünschte Datentyp übergeben. Da der Compiler das Einsetzen des Typen zur Überset-
zungszeit übernimmt wird dieser Mechanismus auch als parametrischer oder statischer
Polymorphismus (im Gegensatz zum dynamischen Polymorphismus, Abs. 4.1.4) bezeich-
5 Auf eine Erläuterung der UML(Unified Modeling Language)-Notation soll an dieser Stelle ver-
zichtet werden. Eine umfassende Darstellung findet sich u.a. in Oesterreich (2005).
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net. Folgendes Beispiel zeigt die generische Umsetzung der Maximumsformel in C++:
 ,  fallsmax( , )  , sonst
n n mm n m (4.1)
template <typename T>
T max( T m, T n )
{
  if ( m < n )
    return n;
  else
    return m;
}
Diese Funktion kann mit den intrinsischen Datentypen, aber auch mit allen abstrakten Da-
tentypen für die der < Operator definiert wurde (z.B. für einen Typ Gewässerabschnitt in
Abhängigkeit von der Eigenschaft Länge), parametrisiert werden:
int x = max<int>( 1, 2 );
float y = max<float>( 1.5, 2.1 );
Streamlink z = max<Streamlink>( link1, link2 );
4.3 Grundlagen des objektorientierten Entwurfs
4.3.1 Entwurfsprinzipien
Im Laufe der Zeit haben sich aus dem Erfahrungswissen im Bereich des Softwareentwurfs
Prinzipien entwickelt, deren Beachtung die Qualität eines Softwareprojekts bezüglich sei-
ner Erweiterbarkeit, seiner Lesbarkeit und seiner Wiederverwertbarkeit verbessern kann.
Ein Beispiel für eine frühe Sammlung von Prinzipien des Softwareentwurfs ist in Ross et
al. (1975) zu finden. Eine grundlegende Zusammenstellung der wesentlichen Prinzipien
des objektorientierten Entwurfs in C++ ist in der Artikelreihe von Martin (1996a, 1996b,
1996c) gegeben. An dieser Stelle sollen die drei grundlegendsten Prinzipien kurz vorge-
stellt werden.
4.3.1.1 Open-Closed Principle (OCP)
Wenn eine einzige Änderung eines Programms eine Kaskade von notwenigen Änderungen
in abhängigen Modulen nach sich zieht, ist dies ein Indikator für einen schlechten Entwurf.
Der Programmcode besitzt eine geringe Wiederverwertbarkeit und kann teilweise unvor-
hersagbare Wirkungen hervorrufen. Das OCP behandelt dieses Problem in der Software-
entwicklung. Von Meyer (1997) stammt die Kernaussage, dass die Einheiten eines Pro-
gramms (Klassen, Funktionen usw.) offen für eine Erweiterung, aber geschlossen für eine
Veränderung sein sollen. Dies bedeutet, dass z.B. eine funktionale Erweiterung des Pro-
gramms möglich sein soll, ohne Änderungen am bestehenden Quellcode vornehmen zu
müssen. Mit Hilfe der Datenabstraktion und Kapselung wird in der OOP das Ziel der Ge-
schlossenheit erreicht, Vererbung und Polymorphismus ermöglichen die funktionale Er-
weiterbarkeit.
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Dieses Prinzip ist natürlich als Ideal anzusehen, das quasi nie vollständig erreicht werden
kann. Konzeptionelle Vorarbeiten bei der Programmentwicklung, die der Einhaltung des
OCP dienen, insbesondere die Definition von Schnittstellen unter der Berücksichtigung
einer möglichen Erweiterung, führen jedoch zu einer deutlichen Verbesserung der Pro-
grammstruktur.
4.3.1.2 Liskov Substitution Principle (LSP)
Dieses Prinzip gründet auf der Arbeit von Liskov & Wing (1994) und besagt, dass Objekte
abgeleiteter Klassen für Objekte der Basisklasse einsetzbar sein sollen. Wenn zum Beispiel
eine Funktion ein Objekt einer Basisklasse erhält, soll sie auch mit einem Objekt einer ab-
geleiteten Klasse korrekt funktionieren. Eine Ansammlung bedingter Verzweigungen ist
ein Indikator für die Verletzung dieses Prinzips. Beispielhaft soll, anstatt der in Abschnitt
4.1.4 vorgestellten Vererbungshierachie, eine einzelne Klasse für geometrische Objekte
deklariert werden, die eine Typen-Aufzählungen für die unterschiedlichen Ausprägungen
benutzt:
enum Kind{ CIRCLE, TRIANGLE, RECTANGLE };
class Shape
{
…
private:
Kind m_MyKind;
};
Schon der Aufruf einer Mitgliedsfunktion erfordert nun die Abfrage der speziellen Geo-
metrie:
void Shape::Move( int x_shift, int y_shift )
{
 switch( m_MyKind )
{
case CIRCLE:
// Kreis verschieben
break;
case TRIANGLE:
// Dreieck verschieben
break;
case RECTANGLE:
// Rechteck verschieben
break;
}
}
Bei diesem Programmierstil erfordert das Hinzufügen eines neuen Objekttyps (in diesem
Falle einer neuen Geometrie) Änderungen an vielen Stellen innerhalb der Programmarchi-
tektur und damit eine Verletzung des OCP. Das LSP kann somit als eine Verfeinerung die-
ses Prinzips für ein konkretes Beispiel angesehen werden.
4.3.1.3 Dependency Inversion Principle (DIP)
Dieses Prinzip beschreibt den grundlegenden Mechanismus einer objektorientierten Pro-
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grammarchitektur, dabei wird die Abhängigkeitsstruktur des Programms auf Schnittstellen
aufgebaut anstatt auf konkrete Funktionen oder Klassen. Die Struktur eines klassischen,
prozeduralen Entwurfs beinhaltet eine absteigende Abhängigkeitsstruktur von den Modu-
len höherer Ebenen hin zu Detailimplemtierungen spezifischer Algorithmen. In objektori-
entierten Architekturen kommunizieren die Klassen unterschiedlicher Hierachieebenen
über Schnittstellen miteinander, so dass beide auf Abstraktionen verweisen und die Ab-
hängigkeit zu den Detailimplementierungen invertiert werden (vgl. Abb. 4.4).
Hauptroutine
Detailimplemen-
tierung
Detailimplemen-
tierung
Detailimpleme-
tierung
Detailklasse Detailklasse Detailklasse
übergeordnete
Klasse
Schnittstelle Schnittstelle Schnittstelle
Abb. 4.4: Abhängigkeitsstruktur in prozeduraler (oben) und objektorientierter Programmarchitek-
tur (unten)
4.3.2 Entwurfsmuster
Entwurfsmuster stellen generische Lösungen für häufig auftretende Entwurfsprobleme dar,
ihr Ziel ist die Formalisierung von generellen Softwarelösungen. Als erste nutzten Beck &
Cunningham (1987) das aus der Architektur stammende Konzept für die Softwareentwick-
lung und entwarfen Muster für die Erstellung grafischer Benutzungsschnittstellen in Small-
talk6. Eine umfassende Zusammenstellung von Entwurfsmustern für verschiedene Anwen-
dungszwecke findet sich in Gamma et al. (2001). Sie klassifizieren die Entwurfsmuster
dabei nach ihrem Zweck und ihrem Zuständigkeitsbereich. Nach dem Zweck des jeweili-
gen Musters werden drei Klassen unterschieden:
Erzeugungsmuster beziehen sich auf die Erstellung von Objekten und dienen z.B. der
Kontrolle der Anzahl von Objekten (Instanzen) einer Klasse.
Strukturmuster sollen eine Vereinfachung komplexer Beziehungsgeflechte zwischen
Klassen, z.B. über vermittelnde Klassen oder Schnittstellen, ermöglichen.
Verhaltensmuster bilden die größte Gruppe von Mustern. Sie befassen sich mit dem
Kontrollfluss einer Anwendung, d.h. sie konzentrieren sich auf Algorithmen und die
6 SMALLTALK gilt als die erste rein objektorientierte Programmiersprache, eine frühe Version
wurde bereits 1972 vorgestellt (Kay, 1996).
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Delegation von Zuständigkeiten an Objekte sowie den Objektinteraktionen.
Nach ihrem Zuständigkeitsbereich lassen sich die Entwurfsmuster des Weiteren in klassen-
und objektbasierte Muster einteilen. Klassenbasierte Muster beinhalten Vererbungshiera-
chien mit denen die Struktur bzw. das Verhalten der Anwendung auf unterschiedliche
Klassen verteilt wird. Struktur und Verhalten sind damit zur Übersetzungszeit festgelegt.
Objektbasierte Muster dagegen verwenden Objektkomposition (vgl. Abs. 4.1.5) anstelle
von Vererbung. Die Vorteile der Objektkomposition liegen dabei in der Flexibilität: Bezie-
hungen zwischen Objekten lassen sich zur Laufzeit dynamisch erzeugen und ändern.
Im Folgenden werden drei Verhaltensmuster (Gamma et al., 2001), die als relevant für die
vorliegende Arbeit anzusehen sind, exemplarisch vorgestellt.
4.3.2.1 Iterator
Iteratives Durchlaufen von Listen (Datenreihen) unterschiedlichen Typs ist ein häufig auf-
tretendes Problem in der Programmierung. Die zentrale Idee des Iterator-Musters besteht
darin, die Zuständigkeit für den Zugriff und die Funktionalität zur Traversierung aus dem
Listen-Objekt herauszunehmen und sie einem Iterator-Objekt zuzuteilen. Die Iterator-
Klasse definiert dabei eine Schnittstelle für den Zugriff auf die Elemente der Liste.
Nach der Steuerung der Iteration lassen sich zwei Arten von Iteratoren unterscheiden. Bei
einem externen Iterator ist die Steuerung Aufgabe des Klienten, der dadurch mehr Flexibi-
lität erhält. Der interne Iterator übernimmt die Steuerung selbst, der Klient muss dem Itera-
tor die für jedes Element der Liste auszuführende Operation übergeben. Abbildung 4.5
zeigt das Muster eines externen Iterators. Das Listen-Objekt übergibt Iteratoren an den
Klienten, die auf Anfang und Ende der Liste verweisen. Das Iterator-Objekt stellt Funktio-
nen zum Traversieren der Liste und den Zugriff auf die Elemente zur Verfügung.
KonkreterIteratorKonkreteListe
Liste
Anfang() : Iterator
Ende() : Iterator
Klient Iterator
operator++() : Iterator
operator--() : Iterator
operator->() : Iterator
operator*() : Iterator
Abb. 4.5: Muster eines externen Iterators
Die Standard Template Library (STL) basiert u.a. auf dem Iterator-Konzept und stellt für
die unterschiedlichen Container-Klassen externe Iteratoren bereit, die verallgemeinerte
Zeiger darstellen und wie diese behandelt werden können7.
7 Meyers (1998) betont, dass die STL unter dem Gesichtspunkt der Laufzeiteffizienz entwickelt
wurde und die Verwendung der durch sie bereitgestellten Container, Iteratoren und Algorithmen
der Verwendung eigener Entwicklungen auf jedem Falle vorzuziehen ist.
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4.3.2.2 Strategie
Zweck des Strategiemusters ist die Kapselung verwandter Algorithmen, so dass sie aus-
tauschbar sind und unabhängig von dem sie nutzenden Klienten variiert werden können.
Sein Anwendungsbereich sind demnach Algorithmen bzw. Klassen, die sich nur in ihrem
Verhalten unterscheiden jedoch den gleichen Prozess im gleichen Kontext beschreiben.
Ein Beispiel wären die unterschiedlichen empirischen oder physikalisch basierten Ansätze
zur Berechnung der Infiltration. Wird einer dieser Ansätze fest in einer Klasse, die die un-
gesättigte Zone als Bilanzspeicher abbildet codiert, ist es nur schwer möglich diesen gegen
einen anderen auszutauschen. Eventuell ist es sogar wünschenswert innerhalb eines Simu-
lationslaufs die Algorithmen zur Beschreibung des Infiltrationsprozesses auszutauschen,
z.B. bei einer Änderung der Zeitschrittweite. Werden die unterschiedlichen Algorithmen in
Klassen gekapselt und eine gemeinsame Schnittstelle für diese definiert wird ein solcher
Austausch möglich. Die Struktur des Strategiemusters ist in Abbildung 4.6 dargestellt. Das
Strategie- und das Kontextobjekt arbeiten zusammen, um einen bestimmten Algorithmus
zu implementieren. Dabei gibt es zwei Möglichkeiten zur Organisation des Datenflusses
zwischen Strategie und Kontext. Das Kontextobjekt kann der Strategie alle vom Algorith-
mus benötigten Daten bereitstellen, wenn dieser ausgeführt werden soll, oder der Kontext
übergibt sich selbst als Argument an die Strategie. Letzteres ermöglicht es dem Algorith-
mus je nach Bedarf auf die Daten des Kontexts zuzugreifen. Die Interaktion anderer Pro-
grammteile mit den, durch die Strategie bereitgestellten, Algorithmen läuft ausschließlich
über das Kontextobjekt.
Strategie
AlgorithmusSchnittstelle ()
Kontext
KontextSchnittstelle ()
Strategie
KonkreteStrategieA
AlgorithmusSchnittstelle ()
KonkreteStrategieB
AlgorithmusSchnittstelle ()
KonkreteStrategieC
AlgorithmusSchnittstelle()
Abb. 4.6: Struktur des Strategiemusters
4.3.2.3 Besucher
Die zentralen Objekte in diesem Muster werden als Subjekt und Beobachter bezeichnet.
Das Muster definiert eine 1:n Abhängigkeit zwischen dem Subjekt und seinen Beobach-
tern, so dass eine Zustandsänderung des Subjekts die Benachrichtigung und automatische
Aktualisierung aller von ihm abhängigen Objekte (Beobachter) zur Folge hat. Der wesent-
liche Vorteil in der Anwendung des Besuchermusters liegt in der losen Kopplung der Ob-
jekte. Diese ist z.B. erforderlich, wenn die Anzahl der Beobachter, die vom Zustand des
Subjektes abhängig sind, zur Entwicklungszeit nicht definitiv feststeht oder diese Anzahl
während der Anwendung variieren kann. Alles, was das Subjekt wissen muss, ist dass es
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eine Liste von Beobachtern besitzt. Es kennt weder die konkreten (von der Beobachter-
Klasse abgeleiteten) Klassen, noch weiß es welche genauen Aktionen durch die Benach-
richtigung dieser ausgelöst werden. Ein Anwendungsbeispiel wären ein Subjekt zur Spei-
cherung von Messdaten und mehrere Beobachter, die diese auswerten und visualisieren.
Eine Aktualisierung der Daten führt durch Anwendung des Beobachtermusters zu einer
automatischen Aktualisierung der abhängigen Objekte (z.B. eine variable Anzahl von Dia-
grammen unterschiedlichen Typs).
Abbildung 4.7 stellt ein mögliches Beispiel für die Struktur des Beobachtermusters dar.
Die Basisklasse Subjekt stellt eine Schnittstelle für die Registrierung und Benachrichtigung
der Beobachter zur Verfügung. Die konkreten Klassen für Subjekt und Beobachter imple-
mentieren die Übergabe des aktuellen Subjektzustandes an die Beobachter bzw. seine Än-
derung durch die Beobachter. Im vorliegenden Beispiel würde der konkrete Beobachter
den aktuellen Zustand, nach einer Benachrichtigung, selbst vom konkreten Subjekt abfra-
gen, alternativ kann das Subjekt eine Referenz auf sich selbst bei der Benachrichtigung als
Parameter übergeben.
Subjekt
MeldeAn( Beobachter )
MeldeAb( Beobachter )
Benachrichtige ()
Beobachter
Aktualisiere()
für alle elem in m_ListeBeobachter
{
elem->Aktualisiere()
}
KonkretesSubjekt
GibZustand()
SetzeZustand()
m_SubjektZustand
KonkreterBeobachter
Aktualisiere()
m_beobachteterZustand
m_beobachteterZustand
= m_Subjekt->GibZustand()
Abb. 4.7: Struktur des Beobachtermusters
Für die Modellierung ist das Beobachtermuster sehr hilfreich, wenn eine nicht genau defi-
nierte Anzahl von Modellkomponenten (oder Systemelementen) den gleichen Datensatz
bearbeitet und eine Änderung der Daten durch eine Komponente sich auf die anderen aus-
wirkt. Insbesondere eine dynamische Änderung der Anzahl oder Reihenfolge der abhängi-
gen Komponenten (Beobachter) innerhalb eines Programmlaufes wäre in der prozeduralen
Programmierung nur umständlich über eine Reihe von Fallunterscheidungen möglich. Zu
berücksichtigen sind allerdings auch unerwartete Aktualisierungen, da die Beobachter
nichts voneinander wissen, kann eine Veränderung des Subjektzustandes zu einer Kaskade
von Aktualisierungen bei den Beobachtern und von ihnen abhängigen Objekten führen.
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5 Eine objektorientierte Rahmenanwendung für die Er-
stellung prozessorientierter, hydrologischer Modelle
In diesem Abschnitt wird die generelle Struktur der Rahmenanwendung und von ihr abge-
leiteter Modelle vorgestellt und der prinzipielle Ablauf einer Simulation skizziert. Zu-
nächst wird jedoch ein kurzer Überblick über den programmiertechnischen Entwicklungs-
stand in der hydrologischen Modellierung gegeben. Dies beinhaltet die Diskussion der
Vor- und Nachteile bestehender Modellierungsumgebungen und der Gründe, die für eine
Neuentwicklung im Rahmen dieser Arbeit sprachen.
5.1 Softwaretechnischer Entwicklungsstand in der hydrologischen Model-
lierung
Innerhalb der letzten zwei bis drei Jahrzehnte wurde eine Vielzahl von Modellen zur Simu-
lation von Gewässereinzugsgebieten entwickelt (Singh, 1995; Beven 2001b). Sie dienen
als Grundlagen für die Erstellung von Wasserbilanzen, der Verlängerung von hydrologi-
schen Zeitreihen, der Vorhersage von hydrologischen Kennwerten und Extremen und zur
Bemessung und Steuerung von wasserwirtschaftlichen Anlagen (Uhlenbrook, 2005). Zur
Implementierung hydrologischer Modelle wurden weitestgehend prozedurale Program-
miersprachen wie FORTRAN und C eingesetzt (Wang et al., 2005). Dabei geht die Mo-
dellentwicklung meist von einem bestimmten konzeptionellen oder physikalischen Ver-
ständnis der Prozesse in einem speziellen Untersuchungsgebiet aus, gefolgt von einer hie-
rarchisch strukturierten Implementierung als Programmcode. Während des Entwicklungs-
prozesses wird das Modell größtenteils anhand von Messdaten aus dem Untersuchungsge-
biet getestet und damit in seiner Struktur mehr oder minder an die speziellen Gegebenhei-
ten des Gebietes angepasst. Die Übertragung des Modells auf andere Einzugsgebiete er-
folgt durch die Parametrisierung mit ausgewählten Gebietskenngrößen, die für die ver-
schiedenen Flächeneinheiten andere Werte besitzen, und durch die Kalibrierung einer be-
stimmten Anzahl von Modellparametern (vgl. Abs. 3.5). Diese Vorgehensweise ermöglicht
kaum Änderungen an der Modellstruktur, d.h. sowohl der räumlichen Gliederung als auch
der Prozessbeschreibung. Damit wird das Einzugsgebiet gewissermaßen durch den „Filter“
der Modellstruktur betrachtet, anstatt die Modellstruktur an die spezifischen Gegebenhei-
ten des Einzugsgebietes anzupassen. Einen Weg diesen Nachteil zu überwinden stellen
Modellierungsumgebungen dar, die die Modifikation einzelner Prozessbeschreibungen
oder der generellen Struktur des Modells ermöglichen.
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5.1.1 Entwicklungsumgebungen für hydrologische Modelle
Durch die Komplexität hydrologischer Modelle ist die Modellanwendung teilweise sehr
zeitaufwändig. Dies gilt insbesondere für Anwender, die nicht mit dem Modell vertraut
sind bzw. generell wenig Erfahrung in der hydrologischen Modellierung besitzen. Um die
Anwendung zu erleichtern, wurden in den letzten Jahren verstärkt interaktive Modellie-
rungsumgebungen entwickelt. Im einfachsten Falle sind dies grafische Benutzerschnittstel-
len (engl. Graphical User Interfaces, GUIs) für bestehende Modelle, die die Handhabung
des Modells für den Anwender erleichtern (z.B. HEC-HMS, Hydrologic Engineering Cen-
ter, 2000).
Ein darüber hinaus gehender Ansatz sind modular aufgebaute Modellierungsumgebungen,
die neben der freien Anordnung vorgegebener Modellkomponenten (Module) die Imple-
mentierung und Integration neuer Komponenten unterstützen. Im Bereich der hydrologi-
schen Modellierung ist das Modular Modeling System (MMS) (Leavesley et al., 2002) das
bekannteste Projekt dieser Art. Ein auf der Grundlage von MMS entwickeltes Modell setzt
sich aus einer bestimmten Anzahl gekoppelter Module zusammen, die jeweils einen ein-
zelnen physikalischen Prozess (z.B. die Verdunstung) beschreiben. Dadurch wird die Aus-
tauschbarkeit einzelner Prozessbeschreibungen ermöglicht. Innerhalb des jeweiligen Mo-
duls werden die notwendigen Daten (Parameterwerte und Eingangs- und Zustandsgrößen)
und Gleichungen zur Prozessbeschreibungen zusammengefasst. Die Kommunikation zwi-
schen den Modulen erfolgt über Ein- und Ausgabewerte, d.h. die Ausgangsgrößen eines
Moduls stellen die Eingangsgrößen des im Simulationsablauf nachfolgenden Moduls dar.
Das System ist auf den prozeduralen Programmiersprachen FORTRAN77 und C aufge-
baut, die Möglichkeit einer direkten Kommunikation der Modellkomponenten über defi-
nierte Schnittstellen, wie sie objektorientierte Programmiersprachen ermöglichen (vgl.
Abs. 4.1.1.2), steht daher nicht zur Verfügung. Um die Kommunikation der Module unter-
einander oder zwischen den Modulen und zentralen Steuerungskomponenten von MMS zu
bewerkstelligen, müssen die einzelnen Module spezielle Bibliotheksfunktionen von MMS
verwenden (Leavesley et al., 1998). Abbildung 5.1 demonstriert die Kopplung zweier Mo-
dule mit Hilfe der hierfür vorgesehenen Bilbiotheksfunktionen (putvar und getvar) und der
zentralen Datenbank von MMS, in der sämtliche Parameterwerte und Austauschgrößen
(Flüsse) vorgehalten werden. Die Kommunikation zwischen den Modulen erfolgt demnach
nur indirekt indem ein Modul einen Wert in der Datenbank verändert und das nächste Mo-
dul diesen Wert wieder ausliest.
Dieses Vorgehen birgt einige Nachteile gegenüber der direkten Kommunikation zwischen
den Objekten innerhalb einer objektorientierten Modellentwicklung. Es besteht z.B. keine
Zuständigkeit für die Variablen innerhalb des Systems, das Prinzip der Kapselung (vgl.
Abs. 4.1.2) bleibt unberücksichtigt. Dadurch kann theoretisch jedes Modul alle Variablen
in der Datenbank verändern und die Vermeidung von Konflikten obliegt der Sorgfalt des
Anwendungsentwicklers. Darüber hinaus ist der Datenfluss zwischen den Modulen unidi-
rektional, d.h. Rückkopplungen zwischen den Prozessen lassen sich nicht berücksichtigen
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(Leavesley et al., 2002). Der modulare, datenorientierte Ansatz ermöglicht den Austausch
einzelner Prozessmodelle. Die Zusammenfassung der Daten und Funktionen zu Modulen
erschwert jedoch die Abbildung komplexerer Systeme mit einem höheren räumlichen De-
taillierungsgrad und mehreren interagierenden Prozessen.
MMS
Datenbank
Modul A Modul B
putvar( name, wert ) ge
tva
r( n
am
e )
Abb. 5.1: Kopplung zweier Prozessmodule über die zentrale Datenbank von MMS (unidirektiona-
ler Datenfluss)
Eine Weiterentwicklung des MMS stellt das Object Modeling System (OMS) dar. Durch
den Einsatz der JAVA Technologie wird eine Verbreitung der Module über das Internet
ermöglicht. Vom strukturellen Aufbau her übernimmt OMS dabei den modularen Ansatz
von MMS. Auf dem OMS basierende Anwendungen besitzen den Nachteil einer sehr ge-
ringen Laufzeiteffizienz (Kralisch et al., 2005). Das Integrated Catchment Modeling Sys-
tem (ICMS) (Reed et al., 1999) nutzt eine eigene Modellierungssprache, die syntaktisch an
die Programmiersprache C angelehnt wurde, um dem Anwender die Möglichkeit zu geben
neue Systemgleichungen für spezielle Prozesse zu implementieren. Hierbei sind bestimmte
Vorschriften für die Datenein- und -ausgabe zu beachten, um die Kopplung der Module
sicherzustellen. Dadurch reduziert sich die mögliche Flexibilität in der Modellstruktur und
das System ist weniger brauchbar für die Realisierung größerer, komplexerer Modelle,
sondern richtet sich eher an Anwender mit wenig Programmiererfahrung (Rahman et al.,
2004).
Watson & Rahman (2004) stellen eine Rahmenanwendung (engl. framework) für die Ent-
wicklung von umweltwissenschaftlichen Modellen im Allgemeinen vor. Diese stellt u.a.
Klassen für die Verwaltung von Zeitreihen und Rasterdaten zur Verfügung. Kern des fra-
meworks sind Basisklassen, die das Beobachtermuster (Gamma et al., 2001; vgl. Abs.
4.3.2.3) implementieren. Durch Ableitung von diesen Klassen wird es dem Anwender
möglich eine variable Anzahl von Modulen zu erstellen, die über die Veränderung gemein-
sam genutzter Daten (Subjekte) miteinander kommunizieren. Eine Restriktion in der An-
wendung dieses frameworks ergibt sich dadurch, dass die Module ausschließlich in Win-
dows DLLs (Dynamic Link Libraries1) gekapselt werden und diese zudem innerhalb der
Entwicklungsumgebung des C++ Builder von Borland geschrieben werden müssen.
1 DLLs sind Funktionsbibliotheken unter Windows, die von ausführbaren Programmen während
der Laufzeit eingebunden werden können.
5  Eine objektorientierte Rahmenanwendung für die Erstellung prozessorientierter,
hydrologischer Modelle
74
Trotz der Möglichkeiten eine variable Anzahl von Modulen zu einem Modell zu verknüp-
fen, z.T. unterstützt durch grafische Benutzerschnittstellen, und der Möglichkeit neue Mo-
dule zu entwickeln, bestehen bei den genannten Modellierungsumgebungen gewisse Be-
schränkungen für den Modellentwickler. Diese ergeben sich durch die relative enge Fas-
sung der Schnittstellen, die notwendig ist um die Kompatibilität der Module zu gewährleis-
ten. Darüber hinaus können sich, wie das Beispiel OMS zeigt (Kralisch et al., 2005), bei
der Verwendung derartiger Entwicklungsumgebungen für die Modellbildung Probleme mit
der Laufzeiteffizienz ergeben, die die Umsetzung eines physikalisch basierten Prozessmo-
dells erheblich erschweren, wenn nicht sogar unmöglich machen2. Daher wurde im Rah-
men dieser Arbeit eine objektorientierte Rahmenanwendung entwickelt, die das den vorge-
stellten Modellierungsumgebungen zugrunde liegende Konzept der Flexibilität in der Ent-
wicklung und Kopplung von Modellkomponenten aufnimmt, jedoch die direkte Implemen-
tierung der spezifischen Modellanwendungen in der Programmiersprache C++ unterstützt.
5.1.2 Objektorientierte Programmierung und Entwurf (OOP / OOD) in der Ent-
wicklung hydrologischer Modelle
Eine wachsende Anzahl von Publikationen beschäftigt sich mit der Anwendung objektori-
entierter Methoden in unterschiedlichen Bereichen der Wasserwirtschaft. Dies beinhaltet
numerische Simulationen (Tucker et al., 2001; Kolditz & Bauer, 2004), Datenmodellierung
(Maidment & Djokic, 2000), hydrologische Einzugsgebietsmodellierungen (Chen & Be-
schta, 1999; Band et al., 2000; Wang et al., 2005) und die Integration multidisziplinärer
Anwendungen zur Entscheidungsunterstützung (Mauser, 2003).
Wang et al. (2005) betonen, dass die systematische Anwendung objektorientierter Ent-
wurfsprinzipien in der hydrologischen Modellierung, trotz dem zunehmenden Einsatz ob-
jektorientierter Programmiersprachen, wenig diskutiert wird. In ihrem Beitrag präsentieren
Wang et al. eine objektorientierte Umsetzung des TOPMODEL-Konzepts (Beven & Kirk-
by, 1979) in C++ unter Berücksichtigung der von Martin (1996a, 1996b, 1996c) zusam-
mengefassten Entwurfsprinzipien (vgl. Abs. 4.3.1). Sie demonstrieren wie ein theoreti-
sches, mathematisches Modell, unter der Verwendung objektorientierter Entwurfs-
methoden, in interagierende Objekte strukturiert und als Computermodell implemtiert
wird. Hierzu werden die Daten und die zugehörigen Methoden einzelner Elemente des
Einzugsgebietsmodells in Klassen zusammengeführt (vgl. Abs. 4.1.1.3). Ein Beispiel hier-
für wäre eine Klasse für Gewässerabschnitte, die eine Methode für die Berechnung des
Ablaufs von Hochwasserwellen beinhaltet. Die Verwendung eines konkreten Objekts die-
ser Klasse könnte wie folgt aussehen:
2 Dies gilt insbesondere unter Berücksichtigung der dieser Arbeit zugrunde liegenden Zielsetzung
der Untersuchung struktureller Modellunsicherheiten. Die zu diesem Zweck in Frage kommenden
Methoden zur Analyse der Modellunsicherheiten wie z.B. GLUE (vgl. Abs. 3.6.2) benötigen eine
große Anzahl von Simulationsläufen.
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float actOutflow = aRiverReach.RouteMuskingum( float actInflow );
Das Objekt aRiverReach beinhaltet alle Parameter und Zustandsgrößen3, die zur Berech-
nung des Wellenablaufs innerhalb eines spezifischen Gewässerabschnittes erforderlich
sind. Die Mitgliedsfunktion RouteMuskingum besitzt als Aufrufparameter den Zufluss
über den aktuellen Zeitschritt und als Rückgabewert den aktuellen Abfluss am Ende der
Gewässerstrecke. Durch den übergeordneten Kontext des Simulationsprogrammes (vgl.
Abs. 4.1.1.2) können die Gewässerabschnitts-Objekte sukzessive aufgerufen werden. Da-
bei wird der Rückgabewert eines Objekts (Abfluss) als Aufrufparameter des unterliegen-
den Objekts (Zufluss) verwendet. Letztendlich ist ein derartiger Anwendungsentwurf je-
doch immer noch sehr auf eine bestimmte Modellkonzeption fokussiert. Einerseits erfüllt
der Entwurf von Wang et al. durch die Verwendung von Schnittstellen (vgl. Abs. 4.1.4)
und templates (vgl. Abs. 4.2) das Dependency Inversion Principle (vgl. Abs. 4.3.1.3),
womit sichergestellt wird, dass einzelne Elemente des Einzugsgebietsmodells einfacher
ausgetauscht werden können. Die Anzahl und Anordnung der Modellelemente und ihre
Relationen untereinander, mit denen das Einzugsgebiet und die in ihm stattfindenden hyd-
rologischen Prozesse abgebildet werden, sind jedoch fest vorgegeben. Damit weist diese
Entwicklung eine geringere Flexibilität als z.B. das Modular Modeling System (MMS) auf
und stellt eher die Umsetzung eines modularen Konzeptes auf der Grundlage einer objekt-
orientierten Programmiersprache dar.
5.2 Beschreibung der entwickelten Rahmenanwendung
5.2.1 Bedeutung des Begriffes Rahmenanwendung (framework) in der Softwareent-
wicklung
Der Begriff der Rahmenanwendung (im Folgenden durch das englische framework ersetzt)
wird im englischen Sprachgebrauch auf vielfältige Weise für die unterschiedlichsten Sach-
verhalte verwendet4. Daher erscheint es sinnvoll, zunächst eine ausführliche Definition der
Bedeutung dieses Begriffs im Kontext der Softwaretechnik zu geben. Prinzipiell lassen
sich drei Arten von Softwareprojekten unterscheiden: Anwendungsprogramme, Bibliothe-
ken und frameworks (Stroustrup, 2000).
Anwendungsprogramme können vom jeweiligen Betriebssystem ausgeführt werden.
Hierzu muss jede Anwendung ein Startpunkt definieren. In C++ ist dieser Startpunkt
die main() Funktion. In der objektorientierten Programmierung (OOP) besteht eine
Anwendung aus Objekten, die die Problemdomäne abstrahieren und einzelne Teilauf-
3 Für das als Beispiel gewählte Muskingum Verfahren könnten dies z.B. die Koeffizienten c0,  c1
und c2 sowie Zu- und Ablauf des vorherigen Zeitschritts sein. Letztere wären bei der Initialisierung
des Objekts als Anfangsbedingungen zu übergeben.
4 Z.B. European Water Framework Directive
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gaben der Anwendung übernehmen. Über die öffentlichen Schnittstellen der Klassen
werden Nachrichten an die Objekte gesendet und diese führen die angeforderten Ope-
rationen aus (vgl. Abs. 4.1.1.2). Dieses Prinzip wird als Delegation bezeichnet.
In der Regel implementiert ein Anwendungsprogramm nicht alle zur Ausführung be-
nötigten Klassen selbst, sondern stützt sich teilweise auf die vordefinierten Klassen ei-
ner Bibliothek. Eine Klassenbibliothek ist eine Menge in ihrer Funktionalität verwand-
ter und wiederverwendbarer Klassen. Klassenbibliotheken betonen damit die Wieder-
verwendbarkeit des Quellcodes und geben keinen bestimmten Entwurf für die Anwen-
dung vor. Dies setzt voraus, dass der Entwurf der Bibliothek die Einbindung ihrer
Klassen in unterschiedlich strukturierte Anwendungen ermöglicht. Ein Beispiel für ei-
ne Klassenbibliothek ist die STL (Standard Template Library), die eine Reihe von
Containerklassen und verschiedene Algorithmen zu deren Bearbeitung zur Verfügung
stellt und ein effizientes Hilfsmittel für den Umgang mit Datenreihen darstellt (vgl.
Abs. 4.3.2.1).
Im Gegensatz zu der Klassenbibliothek besteht ein framework aus einer Menge von
interagierenden Klassen, die einen wiederverwendbaren Entwurf für eine bestimme
Art von Software darstellen. Beispielweise gibt es frameworks für die Konstruktion
grafischer Oberflächen oder grafischer Editoren, wie sie in CAD-Anwendungen
(Computer Aided Design) benötigt werden (Vlissides & Linton, 1990). Bei der Ent-
wicklung einer Anwendung auf der Basis eines frameworks werden via Vererbung
(vgl. Abs. 4.1.3) von den abstrakten Klassen des frameworks anwendungsspezifische
Subklassen gebildet. Die Struktur und der Kontrollfluss der Anwendung werden damit
maßgeblich durch das framework festgelegt. Ein framework betont also mehr die Wie-
derverwendbarkeit des Entwurfs gegenüber der Wiederverwendbarkeit des Quellco-
des, wie es bei einer Klassenbibliothek geschieht5. Dadurch wird eine Invertierung der
Programmsteuerung erreicht. Bei der Verwendung einer Klassenbibliothek wird der
gesamte Kontrollfluss innerhalb der Anwendung definiert und es werden nur die ver-
wertbaren Quellcodeteile der Bibliothek aufgerufen. Bei der Verwendung eines fra-
meworks hingegen implementiert die spezifische Anwendung den Quellcode, der vom
framework aufgerufen wird. Der Vorteil dieser Strategie ist, dass einzelne Anwendun-
gen nicht nur deutlich schneller entwickelt werden können, sondern dass alle Anwen-
dungen eine ähnliche Struktur besitzen und somit deutlich konsistenter und besser zu
warten sind.
Da sicherzustellen ist, dass der vom framework vorgegebene Entwurf in allen abgeleiteten
Anwendungen funktioniert, stellt ein framework einen deutlich komplexeren Softwareent-
wurf als den einer einzelnen Anwendung dar. Der Entwurf des frameworks muss so flexi-
bel und erweiterbar wie möglich gehalten werden (Gamma et al, 2001). Grundlegende Zie-
5 Natürlich können durch das framework auch konkrete, direkt verwendbare Klassen bereitstellen
werden.
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le der vorliegenden Arbeit sind die adaptive Entwicklung hydrologischer Modelle und der
Vergleich unterschiedlicher Modellstrukturen zur Analyse der Parameter- und strukturellen
Unsicherheiten. Betrachtet man die softwaretechnische Definition des Begriffs framework
in diesem Kontext wird deutlich, dass ein framework, spezialisiert für die Entwicklung
hydrologischer Modelle, ein sehr gut geeignetes Hilfsmittel für das Erreichen dieser Ziele
darstellt. Trotz der Unterschiede in der Detailliertheit der Prozessbeschreibung und der
horizontalen/vertikalen Gliederung bestehen viele hydrologische Modelle aus ähnlichen
Elementen und Ausführungssequenzen. Hiermit sind die Repräsentation der räumlichen
Variablilität, die Datenein- und -ausgabe, der Kontrollfluss der Simulation und die Anord-
nung einzelner Teilmodelle zur Beschreibung der hydrologischen Prozesse gemeint.
5.2.2 Entwurfsziele
Das im Folgenden beschriebene framework unterstützt die Entwicklung hydrologischer
Einzugsgebietsmodelle in C++. Die Modelle können unterschiedliche Detaillierungsgrade
in ihrer räumlichen Gliederung und den Prozessbeschreibungen aufweisen. Damit wird ein
einheitlicher Rahmen für eine zügige Modellimplementierung oder der Weiterentwicklung
eines Modells und den Vergleich unterschiedlicher Modellstrukturen geschaffen. Letzteres
ist unter dem Gesichtspunkt einer Bewertung der Unsicherheiten, die sich aus der Wahl der
Modellstruktur ergeben, von besonderem Interesse. Der Entwurf des frameworks folgt dem
Konzept der erstmalig in SIMULA vorgestellten, prozessorientierten, diskreten Simulation
(Birtwistle, 1979). Die Prozessbeschreibungen werden von den strukturellen Komponenten
getrennt, d.h. Prozesse sind eigenständige Objekte und keine Mitgliedsfunktionen. Diesen
Ansatz wurde ebenfalls von Alfredsen & Sæther (1998) beim Entwurf eines frameworks
für die Modellierung wasserwirtschaftlicher Systeme zur Unterstützung von Maßnahmen-
planungen gewählt. Dadurch wird das Hinzufügen und Verändern von Prozessen erleich-
tert und die Verwaltung der Prozesse in Warteschlangen (Law & Kelton, 2000) ermöglicht.
Darüber hinaus ist, im Gegensatz zum modularen Ansatz (vgl. Abb. 5.1), die Abbildung
bidirektionaler Rückkopplungen zwischen den Systemelementen (vgl. Abb. 2.1) möglich.
Die Entwicklung des frameworks orientierte sich an folgenden, generellen Entwurfszielen:
Flexibilität. Das framework soll die Entwicklung unterschiedlich strukturierter Mo-
delle unterstützen können. Die Modelle sollen eine größtmögliche Variabilität bezüg-
lich des Detaillierungsgrades in der räumlichen Diskretisierung und in den Prozessbe-
schreibungen aufweisen können.
Wiederverwertbarkeit. Die verschiedenen hydrologischen Modelle besitzen Elemen-
te, die ähnliche, immer wiederkehrende Aufgaben übernehmen. Hierzu gehören z.B.
Routinen zum Einlesen von Zeitreihen und räumlichen Informationen (z.B. Rasterda-
ten) oder zum Speichern der Simulationsergebnisse. Darüber hinaus müssen die einge-
lesenen Daten intern verwaltet und unterschiedlichen Teilen der Simulation zur Verfü-
gung gestellt werden. Für diese Aufgaben soll das framework fertige, direkt verwend-
bare (instanzierbare) Klassen zur Verfügung stellen.
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Erweiterbarkeit. Dieses Entwurfsziel bezieht sich sowohl auf das framework selbst
als auch auf die einzelnen, von ihm abgeleiteten Modelle. Die Modelle sollen durch
den Austausch von Prozessbeschreibungen und/oder strukturellen Komponenten
schnell an die spezifischen Gegebenheiten eines Einzugsgebietes angepasst werden
können. Darüber hinaus soll der Entwurf des frameworks möglichst so angelegt sein,
dass neue Anforderungen, die sich bei der Umsetzung einer bestimmten Modellkon-
zeption ergeben, in das framework übernommen werden können. Dadurch kann der
Entwurf des framework selber bei Bedarf verfeinert werden.
5.2.3 Generelle Struktur des frameworks
Die Komponenten des frameworks, oder einer von ihm abgeleiteten Modellanwendung,
können in vier Kategorien unterteilt werden:
Strukturelle Komponenten. Sie stellen die Elemente des zu modellierenden hydrolo-
gischen Systems dar (vgl. Abs. 2.1.1). Hierbei kann es sich z.B. um Teilgebiete, Hän-
ge, Gewässerabschnitte oder auch einzelne Bodenschichten handeln.
Prozesse und Prozessorganisation. Die Prozess-Objekte kapseln die Parameter und
mathematischen Gleichungen zur Beschreibung der Prozesse innerhalb des hydrologi-
schen Systems, d.h. der Flüsse zwischen den strukturellen Komponenten. Die Prozess-
Objekte werden in Warteschlangen verwaltet.
Genereller Kontrollfluss der Simulation. Hierzu gehören u.a. die Initialisierung der
strukturellen Komponenten und der Prozesse, die Kontrolle des Simulationsablaufs
über den vorgegebenen Zeitraum im Allgemeinen und das Sammeln und Speichern
ausgewählter Simulationsergebnisse.
Klassen zur Unterstützung allgemeiner Aufgaben. Hierbei handelt es sich um di-
rekt verwendbare Klassen, die z.B. das Einlesen von Zeitreihen oder Rasterdatensät-
zen und die Speicherung unterschiedlicher Simulationsergebnisse unterstützen.
Berücksichtigt man allein die verschiedenen Optionen zur horizontalen Gliederung hydro-
logischer Modelle (vgl. Abs. 3.4.1) wird deutlich, dass es prinzipiell nicht möglich sein
wird ein framework für alle erdenklichen Modellanwendungen bereitzustellen. Daher wur-
den folgende Grundsätze für die generelle Struktur der abgeleiteten Modellanwendungen
festgelegt: Alle räumlichen Informationen, auch die zeitlich variablen Parameter6, werden
durch Rasterdaten repräsentiert. Das zu untersuchende Einzugsgebiet wird in Teilgebiete
gegliedert, die über das Gewässernetz miteinander verbunden werden (vgl. Abs. 3.2). Jedes
Teilgebiet besteht aus einer variablen Anzahl vertikaler Modellschichten und erhält eigene
meteorologische Eingangsgrößen. Hierbei handelt es sich um eine beliebige Anzahl beo-
bachteter oder abgeleiteter Größen (Niederschlag, Temperatur, potentielle Verdunstungsra-
6 Dies könnten z.B. Parameter sein, die von der jahreszeitlichen Entwicklung der Pflanzen abhän-
gig sind (Albedo, Wurzeltiefe usw.).
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ten usw.), die als Zeitreihen gespeichert werden. Die Zeitreihen können aus Datenbanken
beliebigen Formats (z.B. ASCII Dateien oder ODBC7-Datenbanken) ausgelesen werden.
SimulationMgr
Simulation
TimeSeries
ProcessMgrSubbasin IProcess
Link
Stream-
Network
IRouting-
Process
Layer-
Lumped<T>
LayerSemi-
Distrib<T>
Layer-
Distrib<T>
ModelColumn IModelLayerRasterLayer
Area
Abb. 5.2: Statische Struktur des frameworks. Die Darstellung ist auf die wesentlichen Klassen
beschränkt. Gestrichelte Pfeile stellen Abhängigkeiten dar, die durchgezogenen Genera-
lisierungen. Kursive Namen stehen für virtuelle Klassen, mit Präfix “I” für Schnittstel-
len-Klassen. Alle anderen Klassen sind direkt instanzierbar.
In Abbildung 5.2 sind die wichtigsten Klassen des frameworks und ihre Abhängigkeiten
dargestellt. Aus Gründen der Übersichtlichkeit wurden die Klassen für den Datenbank-
zugriff (Import und Export von Zeitreihen und Parameterwerten) und verschiedene benut-
zerdefinierte Typen8 ausgeklammert. Die Klasse Simulation kapselt die main() Funk-
tion von C++ und übernimmt den sequentiellen Aufruf der Funktion Initialize, Run
und Exit. Diese sind virtuell und müssen in einer abgeleiteten Klasse definiert werden
(vgl. Abs. 4.1.3). Wird die abgeleitete Klasse instanziert, ruft das framework automatisch
nacheinander die drei Funktionen auf.
 In der Klasse Area werden alle Rasterdatensätze (RasterLayer) zur Beschreibung der
räumlichen Charakteristika des Untersuchungsgebietes gespeichert. Die Klasse implemen-
tiert das Singleton-Muster (Gamma et al., 2001). Dadurch wird sichergestellt, dass nur ein
einziges, statisches Objekt dieser Klasse instanziert wird. Auf dieses Objekt kann von jeder
Stelle der Simulation zugegriffen werden. Der Zugriff erfolgt ausschließlich über Referen-
zen, dadurch wird das laufzeit- und speicherintensive Kopieren größerer Datensätze ver-
hindert. Die anderen dargestellten Klassen und ihre Verwendung bei der Realisierung einer
spezifischen Simulationsanwendung werden in den folgenden Abschnitten ausführlicher
beschrieben.
7 ODBC (Open Database Connectivity) ist ein Standardprotokoll für den Zugriff auf in Datenban-
ken gespeicherte Informationen.
8 Hierbei handelt es sich um öffentliche Klassen, die komplexe Datenstrukturen abstrahieren. Bei-
spiele hierfür sind die Rasterzellen- und die Gewässerknoten-Klasse. Diese Klassen besitzen keine
Mitgliedsfunktionen und stellen damit reine Datentypen dar.
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5.2.4 Die räumlichen Komponenten
Innerhalb einer konkreten Simulationsanwendung wird das zu modellierende Einzugsge-
biet, entsprechend den Ausführungen in Abschnitt 3.2, in Teileinzugsgebiete gegliedert9.
Diese Gliederung wird durch das framework (vgl. Abb. 5.2) vorgegeben. Die Teilgebiete
stellen die wesentlichen Bausteine dar, aus denen sich ein spezifisches Simulationsmodell
zusammensetzt. Die Abflussbildungsprozesse werden für jedes Teilgebiet separat berech-
net, wobei die Gebiete eine unterschiedliche Anzahl von Prozessen mit unterschiedlichen
Prozessbeschreibungen aufweisen können. Die räumliche Heterogenität innerhalb der
Teilgebiete wird mit Hilfe von Rasterdaten berücksichtigt (vgl. Abb. 5.3 und  5.4). Hiermit
wird jedoch keine bestimmte Modellgliederung innerhalb der Teilgebiete impliziert. Diese
können z.B. in Hänge (vgl. Abb. 5.3a), HSUs (vgl. Abb. 5.3b) oder einzelne Rasterzellen
als grundlegende homogene Modellelemente unterteilt werden. Die räumliche Verteilung
der Hänge in einem Teileinzugsgebiet lässt sich, ebenso wie deren topografische Charakte-
ristika (Länge, Hangbreiten, Gefälle usw.), aus einem digitalen Geländemodell (DGM)
ableiten und als Rasterdatensatz darstellen. Vorraussetzung hierfür ist eine entsprechend
hohe Auflösung des Geländemodells, d.h. die im Bezug auf die Hänge als Modellelemente
subskalige topografische Variabilität muss ausreichend erfasst werden. Eine modellspezifi-
sche Diskretisierung der Hänge kann innerhalb der konkreten Anwendung definiert wer-
den.
Gewässernetz
a) b)
Hänge
HSUs
Höhenlinien aus
DGM abgeleitet
Abb. 5.3: Beispiele für die Gliederung eines Teileinzugsgebietes. a) Gliederung in Hänge auf Ba-
sis der topografischen Gegebenheiten b) Gliederung in HSUs (Boden-Landnutzungs-
Kombinationen).
Jedes Teilgebiet erhält eine variable Anzahl horizontaler Schichten. Hierbei kann es sich
um räumlich aggregierte (engl. lumped), teilaggregierte (semi-distributed) oder verteilte
(distributed) Schichten handeln. Die vertikale Anordnung der horizontal unterschiedlich
gegliederten Schichten kann in beliebiger Kombination erfolgen. Abb. 5.4 verdeutlicht dies
mit einer schematischen, zweidimensionalen Darstellung dreier unterschiedlich geglieder-
ter Modellschichten. Die erste Schicht (Interzeption) ist teilaggregiert, sie besteht aus zwei
9 Selbstverständlich kann das Modell auch aus einem einzelnen Gebiet bestehen.
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Elementen, die sich jeweils aus zwei Zellen zusammensetzen. x [L] bezeichnet die Git-
terweite des zugrunde liegenden regelmäßigen Rasters. Bei der zweiten, räumlich verteil-
ten Schicht (Wurzel- oder Bodenzone) erfolgt die Berechnung der entsprechenden Prozes-
se (z.B. Perkolation, reale Verdunstung) zellenweise. Die dritte, aggregierte Schicht (Ba-
sisabfluss) schließlich enthält nur ein Element, dessen räumliche Ausdehnung der des Teil-
gebietes entspricht.
Interzeption
Wurzelzone
Basisabfluss
x
A
Gewässer-
abschnitt
Gewässerknoten
Abb. 5.4: Gliederung eines Einzugsgebietes in Teilgebiete und heterogene horizontale/vertikale
Modellstruktur innerhalb der Teilgebiete, x = Rasterweite [L], A = Ausdehnung des
Teilgebietes (Anzahl der Zellen)
Neben der Variabilität in ihrer horizontalen Gliederung sind die einzelnen Modellschichten
frei parametrisierbar. D.h. die vertikale Struktur jeder Modellschicht kann durch die kon-
krete Anwendung frei definiert werden. Abbildung 5.5 veranschaulicht dies am Beispiel
von vier horizontalen Modellschichten.
1
2
3
4
A
B
C
Basisabfluss-
speicher
QB
Abb. 5.5: Vertikale Modellgliederung mit unterschiedlich konzeptionierten Elementen
Die ersten drei Schichten stellen die verschiedenen Horizonte eines Bodens dar und wer-
den durch Parameter wie Mächtigkeit, Porosität, Leitfähigkeit usw. charakterisiert. Ent-
sprechend der detaillierten vertikalen Abbildung sollte die horizontale Gliederung der
Schichten zumindest der Verteilung der Bodentypen im Einzugsgebiet entsprechen. D.h.
sie sollte teilaggregiert (semi-distributed) oder, in Abhängigkeit von der Detailliertheit der
Beschreibung der lateralen Fließprozesse innerhalb der Bodenzone, räumlich verteilt
(distributed) sein. Die unterste Schicht wird durch einen einfachen Speicher gebildet, des-
sen Ausfluss den Basisabfluss des Teilgebietes darstellt. Der Konzeptionalisierung dieses
Prozesses entsprechend könnte die Schicht aggregiert sein und die Tiefenversickerung aus
allen darüber liegenden, räumlich verteilten Bodenelementen aufnehmen.
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5.2.4.1 Die Teilgebiets-Klasse
Die Teilgebiete stellen die wesentlichen Bausteine dar, aus denen das jeweilige spezifische
Simulationsmodell zusammengesetzt wird. Innerhalb des frameworks werden die Teilge-
biete durch die Klasse Subbasin abstrahiert. Diese Klasse ist nicht virtuell, d.h. es können
innerhalb der jeweiligen Anwendung direkt Instanzen von der Klasse gebildet werden. Die
geforderte Flexibilität hinsichtlich der horizontalen/vertikalen Modellgliederung innerhalb
der Teilgebiete wird dadurch ermöglicht, dass die Subbasin Klasse die anwendungs-
bzw. modellspezifischen Aufgaben an die Klassen ModelColumn und ProcessMgr dele-
giert (vgl. Abhängigkeiten in Abb. 5.2). Jedes Teilgebiets-Objekt besitzt genau einen Zei-
ger auf Objekte dieser Klassen. In Tabelle 5.1 ist eine Auswahl der wichtigsten Mitglieds-
variablen und -funktionen (Schnittstellen) der Subbasin Klasse zusammengestellt.
Tab. 5.1: Auswahl der essentiellen Mitgliedsvariablen und -funktionen der Klasse Subbasin
Deklaration
vector<Cell>                 m_Cells
ModelColumn*                 m_ModelColumn
ProcessMgr*                  m_ProcessMgr
map< string, vector<float> > m_TimeSeriesDico
V
ar
ia
bl
en
size_t                       m_TimeIndex
void          SetProcessMgr( ProcessMgr* )
ProcessMgr*   GetProcessMgr()
void          SetModelColumn( ModelColumn* )
ModelColumn*  GetModelColumn()
void          AddTimeSeries( string, vector<float> )
vector<Cell>& GetCells()
float         GetCurrentMeteoData( string )
void          AdvanceTime()
Fu
nk
tio
ne
n
Float GetTotalRunoff( boost::function< void( float& )> Converter )
Die Strategie der Delegation der modellspezifischen Aufgaben bringt mehrere Vorteile mit
sich. Zum einen wird der Quellcode durch die aufgabenspezifische Aufteilung auf ver-
schiedene Klassen deutlich verständlicher und einfacher zu warten, als wenn versucht wür-
de das Problem durch nur eine Klasse abzubilden. Zum anderen ist es, da jedes Teilgebiets-
objekt auf „eigene“ Instanzen der Klassen ModelColumn und ProcessMgr verweisen
kann, theoretisch möglich jedes Teilgebiet bezüglich seiner horizontalen/vertikalen Gliede-
rung und der Anzahl, Anordnung und Detailliertheit der hydrologischen Prozesse unter-
schiedlich zu strukturieren. Diese Option ist insbesondere für die Modellierung größerer,
heterogener Flussgebiete von Vorteil. Eine derartige heterogene Strukturierung eines spezi-
fischen Modells hat keine Auswirkungen auf die Steuerung des allgemeinen Simulations-
ablaufs. Die Heterogenitäten sind ausschließlich bei der Initialisierung der Teilgebietsob-
jekte und der ihnen zugewiesenen ModelColumn und ProcessMgr Objekte zu berück-
sichtigen. Dadurch können Änderungen in der räumlichen Struktur bei einer bestehenden
Anwendung sehr einfach durchgeführt werden. Bei einer funktional bzw. prozedural struk-
turierten Anwendung (vgl. Abs. 4.1.1.1) würde eine derartig heterogene Modellstruktur
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logische Abfragen an vielen verschiedenen Stellen des Kontrollflusses erforderlich ma-
chen. Eine derartige Simulationsanwendung ist nur schwer und mit hohem Aufwand anzu-
passen.
Neben den Verweisen auf die ModelColumn und ProcessMgr Objekte erhält jedes Teil-
gebiet eine variable Anzahl von Zeitreihen mit den meteorologischen Eingangsgrößen
(Niederschlag, Temperatur, potentielle Verdunstung usw.). Die Daten werden als einfache
Zahlenreihen vorgehalten, ohne dass dabei eine bestimmte Zeitschrittweite festgelegt wird.
Diese wird erst in den auf dem framework aufbauenden Anwendungen definiert. Damit
können die spezifischen, vom framework abgeleiteten Simulationsmodelle auch in ihrer
zeitlichen Auflösung variabel (z.B. Stunden- oder Tageswerte) gestaltet werden. Die Er-
mittlung des Gesamtabflusses als Volumenstrom aus einem Teilgebiet hängt von der je-
weiligen Zeitschrittweite und den verwendeten Einheiten für die Längenmaße (Rasterweite
und Mächtigkeit der Modellschichten) ab. Diese werden ebenfalls nicht durch das frame-
work festgelegt. Daher verwendet die entsprechende Mitgliedsfunktion der Teilgebiets-
Klasse (GetTotalRunoff) ein sogenanntes Funktionsobjekt, das von der Modellanwen-
dung als Argument übergeben wird. Funktionsobjekte erweitern das aus C bekannte Kon-
zept der Funktionszeiger. Funktionsobjekte sind Objekte einer Klasse oder Struktur, die
den Klammeroperator () überlädt. Das grundlegende Verständnis dieses Konzeptes und die
Entwicklung eigener Funktionsobjekte sind z.B. unerlässlich für eine effektive Nutzung
der STL (Meyers, 2001). Die Boost Bilbliothek stellt template Klassen zur Verfügung,
die Hüllen für beliebige Funktionsobjekte darstellen. Mit Hilfe einer derartigen Hülle wer-
den die Typen der Argumente und des Rückgabewertes für das Funktionsobjekt deklariert.
Dadurch wird es möglich ein beliebiges Funktionsobjekt, das im vorliegenden Fall in der
konkreten Modellanwendung spezifiziert wird, als Argument an eine Funktion, hier die
Mitgliedsfunktion GetTotalRunoff, zu übergeben. Die Funktion ruft schließlich den im
Funktionsobjekt definierten Quellcode auf. Grundlegende Vorrausetzung dabei ist, dass
das Funktionsobjekt die von der Hülle definierte Anzahl an Argumenten und deren Typen
übernimmt. Damit steht eine elegante Möglichkeit zur Verfügung auch für die nicht virtu-
ellen Klassen des frameworks die Implementierung einzelner Funktionen in die konkrete
Anwendung zu verlagern.
5.2.4.2 Die horizontale/vertikale Modellstruktur innerhalb der Teilgebiete
Um die gewünschte Variabilität in der horizontalen/vertikalen Modellgliederung innerhalb
der Teilgebiete zu erreichen verwendet das framework eine kombinierte Strategie aus Po-
lymorphismus und generischer Programmierung (vgl. Abs. 4.1.4 und 4.2). Die räumliche
Struktur innerhalb der Teilgebiete wird durch die Klasse ModelColumn abstrahiert. Diese
besitzt als Mitgliedsvariable einen Container vom Typ IModelLayer. Hierbei handelt es
sich um eine rein virtuelle Klasse, die weder Daten noch Funktionen besitzt und nur dem
Zweck dient die Verwendung eines heterogenen Containers für die Schichten der Modell-
säule zu ermöglichen. Über die Schnittstellenfunktionen AddLayer() und GetLayer()
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ist es der konkreten Anwendung möglich eine beliebige Anzahl unterschiedlicher Schich-
ten zur Modellsäule hinzuzufügen und auf diese über Zeiger zuzugreifen.
class ModelColumn
{
public:
 ModelColumn( void );              // Konstruktoren
 ModelColumn( std::size_t numLayer );
void      AddLayer( IModelLayer* layer );  // Schnittstelle
 IModelLayer*  GetLayer( std::size_t idx );
 std::size_t   GetNumLayer( void ) const;
private:
 std::vector< IModelLayer*> m_Layer;
};
Von der Schnittstelle IModelLayer werden drei generische Klassen abgeleitet, mit denen
die räumlich aggregierten, teilaggregierten und verteilten Modellschichten (vgl. Abb. 5.4)
abstrahiert werden. Die genaue Funktionsweise soll am Beispiel der teilaggregierten Mo-
dellschicht, deren Deklaration der folgende Quellcode zeigt, erläutert werden.
template<typename ElemenT>
class LayerSemiDistrib : public IModelLayer
{
public:
 // Construction
 LayerSemiDistrib( void );
 void InitializeLayer( boost::function<…> Initializer,
                      RasterLayerI& layer, Subbasin& subbasin );
 ElemenT          GetElement( std::size_t index );
 std::map<size_t, ElemenT>&  GetElementMap( void );
private:
 std::map<size_t, ElemenT>   m_ElementMap;
};
Die drei von IModelLayer abgeleiteten Klassen verwenden templates (vgl. Abs. 4.2)
um die Parametrisierung mit unterschiedlichen, in der konkreten Anwendung spezifizier-
ten, Objekttypen zu ermöglichen. Eine räumlich aggregierte Modellschicht enthält genau
ein Objekt des entsprechenden Typen, eine räumlich verteilte Schicht einen Objekt-Vektor,
dessen Größe der Anzahl der Zellen im Teilgebiet entspricht. Die räumliche Verteilung der
teilaggregierten Elemente wird durch ein Raster mit integren Zahlenwerten definiert. Hier-
bei könnte es sich z.B. um Boden-Landnutzungs-Kombination (also HSUs, vgl. Abs. 3.4.1)
oder innerhalb der Teilgebiete eindeutig nummerierte Hangflächen handeln (vgl. Abb. 5.3).
Die in der konkreten Anwendung spezifizierten Objekttypen für die teilaggregierten
Schichten sollten einen Vektor mit den Zellen enthalten, die zu dem jeweiligen Element
gehören und seine räumliche Lage und Ausdehnung beschreiben. Dies wird jedoch nicht
explizit durch das framework vorgeschrieben, da die Modellschichten prinzipiell mit belie-
bigen benutzerdefinierten Typen parametrisierbar sind. Da nicht ausgeschlossen werden
kann, dass die verschiedenen Modellanwendungen unterschiedliche Initialisierungsrouti-
nen für die teilaggregierten Schichten benötigen, verwendet die Klasse LayerSemi-
Distrib ein Funktionsobjekt (vgl. Abs. 5.2.4.1), das von der Modellanwendung als Ar-
5.2  Beschreibung der entwickelten Rahmenanwendung
85
gument übergeben wird.
5.2.4.3 Das Gewässernetz
Die Topologie des Gewässernetzes wird durch einen Wurzelbaum abgebildet. Wurzelbäu-
me sind gerichtete Graphen mit einem einzelnen Knoten, der als sogenannte Wurzel defi-
niert ist (Sedgewick, 2002). Für diesen Knoten gilt, dass er von jedem Knoten des Baumes
aus durch genau einen gerichteten Pfad erreichbar ist. Die Knoten sind durch sogenannte
Kanten verbunden. Berücksichtigt man die Erläuterungen zum Aufbau komplexer Flussge-
bietsmodelle aus Abschnitt 3.2 wird deutlich, dass ein Wurzelbaum eine sehr gut geeignete
Struktur zu deren Abbildung ist. Die Wurzel stellt den Gebietsauslass dar, die Kanten die
Gewässerabschnitte und die untergeordneten Knoten und Blätter die Zusammenflüsse bzw.
Quellen (vgl. Abb. 5.6 links).
node node node
node
node node
node node node node
node
Wurzel
Blatt
untergordneter
Knoten
nächster Nachbar
FirstChild NextSibling
Abb. 5.6: Abbildung eines Wurzelbaumes (links) durch eine Liste verketteter Knoten (rechts).
Jedes Knotenobjekt besitzt einen Verweis auf den nächsten untergeordneten Knoten
(FirstChild) und den nächsten benachbarten Knoten (NextSibling). Ein grauer
Punkt in der Darstellung bedeutet, dass der entsprechende Verweis nicht initialisiert ist.
Die Baumstruktur wird durch eine verkettete Liste von Knotenobjekten abgebildet. Die
Knotenklasse ist öffentlich und besitzt als Mitgliedsvariablen eine integre Identifizierungs-
nummer, die für jeden Knoten eindeutig zu vergeben ist, den aktuellen Abfluss am Knoten
und jeweils einen Zeiger auf den nächsten untergeordneten Knoten (FirstChild) und
den nächsten benachbarten Knoten (NextSibling). Dadurch können theoretisch auch
Zusammenflüsse mehrerer Gewässerabschnitte oder mehrere künstliche Einleitungen an
einem Knoten berücksichtigt werden (vgl. Abb. 5.6). Die Lage der einzelnen Gewässerab-
schnittsobjekte (Kanten) innerhalb des Wurzelbaumes ist ebenfalls durch zwei Zeiger auf
Knoten definiert, den Knoten am Anfang und am Ende einer Gewässerstrecke. Der Baum
wird mit Hilfe eines rekursiven Algorithmus traversiert (vgl. Quellcodebeispiel). Die re-
kursive Funktion besitzt als Parameter u.a. zwei Zeiger, der erste verweist auf den aktuel-
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len Knoten (pNode) und der zweite auf dessen jeweiligen übergeordneten Knoten (pPa-
rent). Der erste Funktionsaufruf erfolgt mit dem Wurzelknoten und einem Null-Zeiger.
Innerhalb der Funktion wird zunächst abgefragt, ob der Verweis des aktuellen Knotens auf
den nächsten untergeordneten Knoten (FirstChild, vgl. Abb. 5.6) initialisiert ist. In die-
sem Falle wird die Funktion erneut aufgerufen, der untergeordnete Knoten wird dabei zum
aktuellen Knoten, der vormals aktuelle Knoten wird als übergeordneter Knoten übergeben.
TraverseHierarchy( Node* pNode, Node* pParent, FLOAT deltaT, … )
{
 if ( pNode->FirstChild )
 {
  TraverseHierarchy( pNode->FirstChild, pNode, deltaT, … );
 }
 if ( pNode->NextSibling )
 {
  TraverseHierarchy( pNode->NextSibling, pParent, deltaT, … );
 }
 // An dieser Stelle ist der entfernteste Knoten erreicht
if ( pParent != NULL )
 {
  if ( !pNode->FirstChild )     // Blattknoten
  …
  else             // untergeordneter Knoten
  …
}
 else …             // Wurzelknoten
}
Ist der Verweis auf den nächsten untergeordneten Knoten nicht initialisiert erfolgen Abfra-
ge und rekursiver Funktionsaufruf analog mit dem Verweis auf den nächsten Nachbarn.
Der Unterschied besteht darin, dass der Verweis auf den übergeordneten Knoten nicht ge-
ändert wird (vgl. zweiter rekursiver Funktionsaufruf im Codebeispiel). Erreicht die Pro-
grammsteuerung erstmalig den Abschnitt hinter den beiden Abfragen ist der aktuelle Kno-
ten ein Blatt ohne direkten Nachbarn. An dieser Stelle wird der Abfluss aus den entspre-
chenden Teilgebieten am übergeordneten Knoten addiert und es erfolgt, falls es sich nicht
um einen Blattknoten handelt, der Aufruf des routing-Prozesses für den Gewässerabschnitt
zwischen dem aktuellen und seinem übergeordneten Knoten. Durch die last in - first out
Funktionsweise, mit der die aufgerufenen Funktionen auf dem stack10 angelegt und wieder
abgearbeitet werden, erfolgt das routing von den Blättern hin zur Wurzel.
5.2.5 Prozesse, Prozessmanagement und Kontrolle des Simulationsablaufs
Die hydrologischen Prozesse werden getrennt von den strukturellen Komponenten durch
eigenständige Objekte abgebildet. Damit besteht ein fundamentaler Unterschied zu den in
10 Als stack wird der Bereich des Arbeitsspeichers bezeichnet, in dem die Variablen und Funktio-
nen bei ihrer Definition automatisch angelegt werden. Die im stack angelegten Objekte sind nur
temporär verfügbar, z.B. verliert eine in einer Funktion definierte Variable ihre Gültigkeit, wenn
die Funktion verlassen wird.
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Abschnitt 5.1.1 beschriebenen modularen Entwicklungsumgebungen. Die Prozess-Objekte
kapseln die Parameter und mathematischen Gleichungen zur Beschreibung der Prozesse
innerhalb des hydrologischen Systems, d.h. die Änderungsraten der Zustandsgrößen (Flüs-
se) der strukturellen Komponenten (Systemelemente) (vgl. Abs. 2.1.1). Die Trennung der
Prozesse von den strukturellen Komponenten erleichtert das Hinzufügen und Verändern
von Prozessbeschreibungen erheblich und ermöglicht die Verwaltung der Prozesse in War-
teschlangen. Darüber hinaus ist, im Gegensatz zum modularen Ansatz, die Abbildung bidi-
rektionaler Rückkopplungen zwischen den Systemelementen möglich. Das framework
verwendet das Strategie-Muster (vgl. Abs. 4.3.2.2), um die Verwaltung unterschiedlicher
Prozess-Objekte in einer Warteschlange zu realisieren. Als Kontext-Klasse und Strategie-
Schnittstelle (vgl. Abb. 4.6) fungieren die abstrakte Klasse ProcessMgr und die rein vir-
tuelle11 Klasse IProcess. Die spezifischen Prozessklassen werden von der Schnittstelle
IProcess abgeleitet und müssen damit u.a. die folgenden vorgegebenen virtuellen
Schnittstellenfunktionen implementieren:
void Setup( Subbasin& subbasin ). Innerhalb der Initialsisierungsprozedur der
Simulation wird diese Funktion vom Kontext (Prozessmanager) für alle von ihm ver-
walteten Prozesse aufgerufen. Der Zugriff auf die Daten der Teilgebietsklasse erfolgt,
indem das Teilgebietsobjekt als Referenz an die Prozesse übergeben wird. Über die
Schnittstelle GetModelColumn der Teilgebietsklasse erhalten die Prozessobjekte
Zugriff auf die strukturellen Elemente des Teilgebietes.
void Reset( const map<string, FLOAT>& parMap ). Diese Funktion wird für
Monte-Carlo-Simulationen oder automatische Kalibrierungsmethoden benötigt. Inner-
halb dieser Funktion können die Prozessparameter mit neuen Werten belegt und mög-
liche Zwischenergebnisse, z.B. die für jeden Zeitschritt gespeicherten Flüsse, gelöscht
werden.
void Refresh( Subbasin& subbasin ) und void Apply( float deltaT ).
Diese Funktionen werden vom Kontext (Prozessmanager) nacheinander zu jedem
Zeitschritt aufgerufen. Die Refresh Funktion ermöglicht notwendige Aktualisierun-
gen vor der Ausführung der eigentlichen Prozessfunktion. Z.B. können über die
Schnittstelle GetCurrentMeteoData der Teilgebietsklasse die meteorologischen
Eingangsgrößen für den aktuellen Zeitschritt abgefragt werden. Die Apply Funktion
schließlich enthält die notwendigen mathematischen Gleichungen zur Beschreibung
des Prozesses.
Wie bereits in Abschnitt 5.2.4.1 dargelegt delegiert die Teilgebietsklasse die Verwaltung
der Prozesse an die Prozessmanagerklasse, von der jedes Teilgebiets eine eigene Instanz
11 Rein virtuelle Klassen besitzen keine Funktionsdefinitionen (vgl. Abs. 4.1.1.3) oder Mitgliedsva-
riablen, sondern ausschließlich virtuelle Funktionen und werden auch als Schnittstellen-Klassen
bezeichnet.
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erhält (vgl. Abb. 5.2 und Tab. 2.1). Die Prozessmanagerklasse des frameworks ist eine abs-
trakte Klasse, d.h. sie besitzt sowohl virtuelle als auch bereits definierte Funktionen. Tabel-
le 5.2 gibt eine Übersicht über die essentiellen Mitgliedsvariablen und -funktionen
(Schnittstellen) der Klasse.
Tab. 5.2: Auswahl der essentiellen Mitgliedsvariablen und -funktionen der Klasse ProcessMgr.
Die kursiv geschriebenen Funktionen sind virtuell, die grau hinterlegten als protected
deklariert.
Deklaration
list<IProcess*>   m_ActivatedProcesses
V
ar
.
vector<IProcess*> m_DeactivatedProcesses
virtual map< vector<float> >& CollectResults( void )
virtual float                 GetTotalRunoff( void )
void      SetupProcesses   ( Subbasin& subbasin )
void      HandleProcesses  ( Subbasin& subbasin )
void      ResetProcesses   (const map<string, float>& parMap )
IProcess* GetProcess       ( string name )
void      DeactivateProcess( string name )
Fu
nk
tio
ne
n
void ActivateProcess( string nameInsert, string nameInsertBefore )
Jeder der von ProcessMgr abgeleiteten Klassen besitzt eine verkettete Liste12 mit  den
Prozess-Objekten (m_ActivatedProcesses), die die hydrologischen Prozesse im betref-
fenden Einzugsgebiet abbilden und die zu jedem Zeitschritt abgearbeitet werden. Durch die
abstrakte Basisklasse werden Funktionalitäten zum Deaktivieren und Aktivieren einzelner
Prozesse bereitgestellt. Die Funktionen sind als protected deklariert, d.h. auf sie kann
nur innerhalb der abgeleiteten Klassen zugegriffen werden (vgl. Abs. 4.1.2). Die Zustän-
digkeit für die Verwaltung der Prozesse liegt somit ausschließlich bei den Prozessmana-
gerobjekten. Die Deaktivierung eines Prozesses beinhaltet keinesfalls das Löschen des
entsprechenden Prozessobjektes. Der Verweis auf das Prozessobjekt wird lediglich von der
Liste mit den aktivierten zu der Liste mit den deaktivierten Prozessen verschoben (vgl.
Tab. 5.2). Dadurch bleiben alle Daten des Prozesses erhalten. Das Aktivieren eines Prozes-
ses erfolgt mit Angabe der genauen Position, an welcher der Prozess in die Liste mit den
aktivierten Prozessen eingefügt werden soll.
Die Funktion HandleProcesses ruft für alle in der Liste mit den aktivierten Prozessen
gespeicherten Prozessobjekte die Schnittstellenfunktionen Refresh und Apply auf.  Die
Prozesse werden dabei seriell abgearbeitet, d.h. in der Reihenfolge in der sie in der Liste
gespeichert sind. Erfordert eine spezifische Modellanwendung hier eine andere Vorge-
hensweise ist diese Funktion durch die abgeleitete Klasse zu überladen, d.h. die Funktions-
definition der Basisklasse wird durch die abgeleitete Klasse mit einer eigenen Definition
ersetzt (vgl. Abs. 4.1.3). Die Funktionen für das Initialisieren (SetupProcesses) und
12 Hierbei handelt es sich um eine bidirektional oder auch doppelt verkettete Liste, d.h. jedes Ele-
ment besitzt einen Verweis auf seinen Vorgänger und seinen Nachfolger.
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Zurücksetzen (ResetProcesses) der Prozesse führen den Aufruf der entsprechenden
Funktionen der Prozessschnittstelle auch für die nicht aktivierten Prozesse durch. Durch
die Funktion GetProcess ist ein Zugriff auf einzelne Prozesse möglich. Dieser ist not-
wendig um Interaktionen zwischen verschiedenen Prozessen realisieren zu können. Für die
Funktionen CollectResults und GetTotalRunoff sind am ehesten modellspezifische
Unterschiede zu erwarten, daher sind diese virtuell und müssen in den abgeleiteten Klassen
der konkreten Modellanwendung definiert werden.
Die Steuerung des Simulationsablaufs wird an die Klasse SimulationsMgr delegiert
(vgl. Abb. 5.2). Dies geschieht ausschließlich aus Gründen der Übersichtlichkeit. Die Ba-
sisklasse stellt u.a. Funktionen für die Definition des Start- und Enddatums der Simulation
und die Abfrage der Anzahl der Simulationszeitschritte zur Verfügung. Die Funktion zur
Steuerung des Simulationsablaufs ist virtuell und wird innerhalb der abgeleiteten Klasse
definiert. Die Zeitschrittweite der Simulation wird innerhalb dieser Funktion festgelegt.
5.2.6 Prinzipieller Ablauf einer Simulation
Das UML-Sequenzdiagramm in Abbildung 5.7 zeigt eine vereinfachte Darstellung des
prinzipiellen Ablaufs einer Simulation. Zu jedem Zeitschritt löst der Simulationsmanager
über die Schnittstelle AdvanceTime nacheinander die Aktualisierung der einzelnen Teil-
gebiete aus und übergibt dabei die Zeitschrittweite ? t. Das Teilgebiet delegiert den Aufruf
der einzelnen hydrologischen Prozesse an den jeweiligen Prozessmanager (HanldePro-
cesses). Die vom Prozessmanager verwalteten Prozesse fragen über die Schnittstelle
GetCurrentMeteoData die benötigten meteorologischen Eingangsgrößen für den aktu-
ellen Zeitschritt vom Teilgebietsobjekt ab. Um dies zu ermöglichen, besitzt die Teilge-
bietsklasse einen Zeitindex ti (m_TimeIndex, vgl. Tab. 5.1), der bei jedem Aufruf der Ad-
vanceTime Schnittstelle inkrementiert wird. Die Zeitreihen sind mit einem eindeutigen
Namen (Zeichenkette) assoziiert. Nachdem die Teilgebiete und die in ihnen stattfindenden
hydrologischen Prozesse sukzessive abgearbeitet wurden, löst der Simulationsmanager die
Aktualisierung des Gewässernetzes aus. Entsprechend dem in Abschnitt 5.2.4.3 beschrie-
ben rekursiven Algorithmus sammelt das Gewässernetzobjekt die Abflüsse aus den Teilge-
bieten13 und aktiviert die routing-Prozesse der Gewässerabschnitte durch die die Teilgebie-
te verbunden sind. Prinzipiell kann für jeden Gewässerabschnitt, analog zu den Prozessen
in den Teileinzugsgebieten, ein eigener routing-Prozess definiert werden, der von der rein
virtuellen Klasse IRoutingProcess (vgl. Abb. 5.2) abzuleiten ist. Beim Aufruf der Ad-
vanceTime Schnittstelle übergibt der Simulationsmanager eine seiner Mitgliedsfunktio-
nen als Funktionsobjekt (vgl. Abs. 5.2.4.1) an das Gewässernetz. Diese Funktion wird nach
vollständiger Abarbeitung eines Gewässerknotens mit einem Verweis auf den Knoten als
13 Diese delegieren die Anfrage an das Prozessmanagerobjekt. Dieser Vorgang ist in der Abbildung
aus Gründen der Übersichtlichkeit nicht dargestellt.
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Argument aufgerufen (in Abb. 5.7 als Callback bezeichnet). Dadurch ist der Simulati-
onsmanager in der Lage, die an den Knoten berechneten Abflüsse zu jedem Zeitschritt ab-
zuspeichern. Dies kann für eine beliebige Anzahl von Gewässerknoten, durch Abfrage der
Knotennummer innerhalb der entsprechenden Funktion des Simulationsmanagers, erfol-
gen.
AdvanceTime()
IProcess
Refresh()
GetCurrentMeteoData()
FLOAT wert
Apply()
Simulation Subbasin ProcessMgr StreamNetwork SimulationMgr
SetSimulationPeriod()
Run()
AdvanceTime()
HandleProcesses()
GetTotalRunoff()
FLOAT wert
Link
ApplyRoutingProcess()
Callback()
Abb. 5.7: Vereinfachtes Sequenzdiagramm zur Verdeutlichung des prinzipiellen Ablaufs einer
Simulation. Kursive Namen stehen für virtuelle Klassen, die innerhalb der Modellan-
wendung durch Ableitung zu spezifizieren sind. Die Darstellung ist auf die wichtigsten
Funktionsaufrufe (Pfeile) reduziert. Gestrichelte Pfeile stehen für Rückgabewerte der
zuvor aufgerufenen Funktion.
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6 Differenzierung von Parameter- und strukturellen Un-
sicherheiten durch den Vergleich unterschiedlicher
Modellstrukturen
Den meisten Studien zur Evaluierung der Modellunsicherheiten und ihrer Auswirkungen
auf die Simulationsergebnisse ist der Nachteil gemeinsam, dass sie sich auf die Parameter-
unsicherheiten beschränken (z.B. Beven & Freer, 2001). Dadurch können die Auswirkun-
gen der Unsicherheiten in der Abbildung der Wirkungs-struktur des beobachteten natürli-
chen Systems auf die Prognosefähigkeit der Modelle nicht abgeschätzt werden. Die PUB
Initiative empfiehlt daher für die Untersuchung der Unsicherheiten, die sich aus der Wahl
der Modellstruktur ergeben, die vergleichende Evaluierung unterschiedlicher Modellstruk-
turen in Einzugsgebieten verschiedener Naturräume.
Eine wachsende Anzahl von Untersuchungen beschäftigt sich mit dem systematischen
Vergleich konzeptioneller hydrologischer Modelle. Dies beinhaltet u.a. die Testung ver-
schiedener Modellstrukturen in Einzugsgebieten spezifischer Naturräume (Donnelly-
Makowecki & Moore, 1999), die Analyse der Vorhersageunsicherheiten, die sich aus den
Problemen der Identifizierung der Modellstruktur und -parameter ergeben (Uhlenbrook et
al. 1999), oder die Nutzung von Modell Ensembles für Vorhersagen in unbeobachteten
Einzugsgebieten (McIntyre et al., 2005). Die Vergleiche beschränken sich größtenteils auf
die Anwendung bestehender Modelle oder Variationen der vertikalen Anordnung linearer
Modellelemente (z.B. Lee et al., 2005a). Bei der Anwendung eines Modells mit vorgege-
bener Struktur entziehen sich die strukturellen Unsicherheiten der Kontrolle des Anwen-
ders, damit beschränkt sich die Analyse der Unsicherheiten auf die Modellparameter (Mc-
Intyre et al., 2002).
Das im vorherigen Abschnitt vorgestellte framework ermöglicht die adaptive Entwicklung
einer beliebig komplexen Modellstruktur. Damit bietet sich die Möglichkeit, die Analyse
der Modellunsicherheiten auf die Auswirkungen, die sich aus einer Veränderung der Mo-
dellstruktur oder einzelner Prozesse ergeben, zu erweitern. Im Allgemeinen wird davon
ausgegangen, dass sich durch die Erhöhung der Komplexität die strukturelle Unsicherheit
verringert. Gleichzeitig erhöht sich jedoch auch die Zahl der Modellparameter und damit
die Parameterunsicherheit (vgl. Abb. 6.1). Um diesen vermuteten Zusammenhang zu un-
tersuchen wurden auf der Grundlage des frameworks drei, auf dem HBV-Konzept (Berg-
ström, 1992) beruhende Modelle entwickelt, wobei die Komplexität, sowohl in der Pro-
zessbeschreibung als auch in der horizontalen Gliederung, und die Anzahl der Parameter
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sukzessive erhöht wurden. Ziel war es zu untersuchen, welche Rückschlüsse auf die struk-
turellen Unsicherheiten die vergleichende Evaluierung der Parameterunsicherheiten und
deren Propagation in die Modellausgaben ermöglicht. Die Untersuchungen wurden im
Einzugsgebiet des Pegel Meiningen/Werra (1167 km2) durchgeführt. Für einen Zeitraum
von neun Jahren standen Tageswerte des Abflusses für den Gebietsauslass und drei innere
Pegeln (Teilgebietsflächen zwischen 218 und 321 km2) zur Verfügung.
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Abb. 6.1: Angenommener Zusammenhang zwischen Komplexität, struktureller Unsicherheit und
Parameterunsicherheit hydrologischer Modelle. Drei Modelle unterschiedlicher Kom-
plexität zur Überprüfung der Hypothese in einer vergleichenden Unsicherheitsanalyse.
Die Anlehnung der Modellvarianten an das HBV-Konzept erfolgte aus zwei Gründen. Zum
einen ist zu erwarten, dass aufgrund der einfachen und übersichtlichen Modellstruktur
strukturelle Unsicherheiten leichter zu identifizieren sind als bei wesentlich komplexeren
Modellen. Zum anderen sind die Parameterunsicherheiten des HBV-Modells bereits in
verschiedenen Studien untersucht worden, so dass für die erzielten Resultate Referenzen
zum Vergleich vorlagen. Harlin & Kung (1992) z.B. untersuchen in einer anwendungsbe-
zogenen Studie die Effekte der Parameterunsicherheit auf die Extrapolation von Bemes-
sungsabflüssen in Schweden. Seibert (1997) untersucht dagegen die Unsicherheiten in der
Parameterschätzung für das Modell im Allgemeinen und beschreibt die Differenzen, die
sich bezüglich der Unsicherheiten der einzelnen Parameter ergaben. Diese Studien be-
schränken sich damit auf das Problem der Parameteridenifizierbarkeit. Uhlenbrook et al.
(1999) erweitern die Analyse der Modellunsicherheiten, indem sie versuchen eine qualita-
tive Betrachtung der Unsicherheiten mit einzubeziehen, die sich aus der Wahl der Modell-
struktur ergeben. Hierzu verwenden sie unterschiedliche Implementierung des Modells, die
sich teilweise in der horizontalen Gliederung der Modellbausteine teilweise in deren verti-
kalen Anordnung unterscheiden.
6.1 Beschreibung des Untersuchungsgebietes und der Datenbasis
Das Einzugsgebiet des Pegel Meiningen erstreckt sich über eine Gesamtfläche von 1162
km² (ermittelt aus dem Digitalen Geländemodell) und bildet den oberen, südöstlichen Teil
des Werraeinzugsgebietes (vgl. Abb. 6.2). Das Untersuchungsgebiet wird im Wesentlichen
durch zwei Naturräume geprägt. Zum einen durch den Thüringer Wald, der das Gebiet im
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Nordosten begrenzt und dessen Höhenlagen ca. ein Drittel der Einzugsgebietsfläche ein-
nehmen, sowie durch die hügelige Buntsandstein- und Muschelkalk-Landschaft im Süd-
westen, die sich über den größeren Teil des Einzugsgebietes erstreckt.
Werraeinzugs-
gebiet
Pegel
Meiningen
Abb. 6.2: Lage des Pegel Meiningen im Einzugsgebiet der Werra (Diese Karte ist wie alle folgen-
den Kartendarstellungen eingenordet)
Der Pegelnullpunkt liegt auf 282 m ü. NN, die gefasste Werraquelle bei Fehrenbach liegt
auf 797 m ü. NN. Die höchsten Erhebungen im Thüringer Wald liegen oberhalb 900 m ü.
NN, die mittlere Einzugsgebietshöhe beträgt ca. 500 m ü. NN. Für die Modellierung wurde
das Einzugsgebiet anhand der Struktur des Gewässernetzes in 39 Teilgebiete unterteilt
(vgl. Abb. 6.3). Dabei wird die Grenze jedes Teilgebietes durch seine, aus dem digitalen
Geländemodell abgeleitete, oberirdische Wasserscheide festgelegt.
Abb. 6.3: Topografische Verhältnisse und Lage der Teilgebiete
6.1.1 Hydrologie
Das Abflussregime des Pegel Meiningen weist nach Pardé (1947, zitiert in Wilhelm, 1993)
ein komplexes, nivopluviales Muster auf. D.h. das Abflussmaximum der, durch Regenfälle
verstärkten, Schneeschmelze im Frühjahr ist größer als das rein niederschlagsbedingte
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Hochwasser im Spätherbst bzw. Frühwinter (vgl. Abb. 6.4)1. Das Sommerminimum ist
lang und deutlich ausgeprägt. Die Regimeganglinie entspricht damit der schematischen
Ganglinie, die Grimm (1968, zitiert in Wilhelm, 1993) für einen ausgeglichenen Jahresnie-
derschlag oder ein Wintermaximum, kombiniert mit einer kurzzeitigen, beständigen
Schneedecke, angibt.
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Abb. 6.4: Jahresgang des Abflusskoeffizienten Kq = MQmon / MQa für die Jahre 1919 – 2001 am
Pegel Meiningen
Für einen Zeitraum von neun Jahren lagen Tageswerte des Abflusses am Pegel Meiningen
und zwei Pegeln innerhalb des Einzugsgebietes vor (vgl. Abb. 6.3). In Tabelle 2.1 sind die
hydrologischen Hauptzahlen der drei Pegel zusammengefasst.
Tab. 6.1: Hydrologische Hauptzahlen für die Pegel Meiningen, Ellingshausen und Rappelsdorf aus
dem DGJ 2001
AE MNQ MQ MHQ HQ ZeitraumPegel [km2] [m3/s] [a]
Meiningen 1162 3.16 14 102 236 82
Ellingshausen 321 1 4.67 31.4 74.2 66
Rappelsdorf 251 0.794 4.48 35.9 82.5 51
Das Abflussregime wird durch speicherwirtschaftliche Maßnahmen am Pegel Rappelsdorf
verändert (vgl. Abb. 6.3). Die Talsperre Schönbrunn hat einen Stauraum von 23,3 Mio. m3
bei einem Einzugsgebiet von 31 km2. Das von der Talsperre aus flussabwärts gelegene
Hochwasserrückhaltebecken Ratscher (4,54 Mio. m3 Rückhalteraum, 120 km2 Einzugsge-
biet) ist hinsichtlich der Wirkung auf die Hochwasserverhältnisse am Pegel zu berücksich-
tigen. Insgesamt üben diese Stauanlagen jedoch keinen Einfluss auf den langjährigen Was-
serhaushalt des Gebietes aus.
Abbildung 6.5 zeigt einen Vergleich der Abflussganglinien (in mm/d) der Pegel Ellings-
hausen und Rappelsdorf für den Zeitraum von September `92 bis `94. In den Winterhalb-
jahren sind, bei einer rein visuellen Analyse, keine signifikanten Unterschiede im Abfluss-
1 Komplexe Regime treten dann auf, wenn sich zwei unterschiedliche Prozesse (Regen und
Schneeschmelze) in der Regimeganglinie (Jahresgang des Abflusskoeffizienten aus langjährlichem
Monats- und Jahresmittel Kq = MQmon / MQa) überlagern und zu einer Zweigipfligkeit führen.
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verhalten zu erkennen2. Die winterlichen Abflussspitzen am Pegel Rappelsdorf sind höher
und das Abflussverhalten weist insgesamt eine etwas höhere Dynamik auf. Vergleicht man
die Topografie der beiden Einzugsgebiete (Abb. 6.3) ist dies zu erwarten. Darüber hinaus
liegt der Niederschlag im Winterhalbjahr im Mittel des Untersuchungszeitraums im Ein-
zugsgebiet des Pegels Rappelsdorf ca. 70 mm höher als im Gebiet des Pegel Ellingshausen.
Als Ursache hierfür können ebenfalls die orografischen Verhältnisse angenommen werden
(mittlere Einzugsgebietshöhe von ca. 594 m ü. NN für Rappelsdorf gegenüber 542 m für
Ellingshausen). Am Ende der Sommerhalbjahre lassen sich die Auswirkungen der Steue-
rung des RHB Ratscher optisch gut erkennen (siehe Einkreisungen für `92, `93 und `94).
Gegen Ende des Sommers wird der Inhalt des Rückehaltebeckens auf das winterliche Stau-
ziel3 von 385.5 m ü. NN abgesenkt (sommerliches Stauziel für die Freizeitnutzung: 392.93
m ü. NN). Dadurch ergibt sich ein temporärer Anstieg des Pegels. Die gleichen Auswir-
kungen zeigen sich in abgeschwächter Form auch am Pegel Meiningen. Dies ist bei der
Interpretation der Simulationsergebnisse gegebenenfalls zu berücksichtigen.
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Abb. 6.5: Vergleich der Abflussganglinien an den Pegeln Ellingshausen und Rappelsdorf. Die
Niederschläge stellen das Gebietsmittel für den Pegel Rappelsdorf dar. Innerhalb der
Einkreisungen sind die Auswirkungen der Abgaben aus dem RHB Ratscher zu erkennen.
6.1.2 Meteorologie
Für den ausgewählten Untersuchungszeitraum standen die meteorologischen Daten von 30
Regenschreibern und 5 Klimastationen des Deutschen Wetterdienstes (DWD) in Tages-
2 Das Rückhaltebecken wird scheinbar weniger für eine Reduktion des Abflussscheitels, als für
eine Verzögerung des Abflusses um ca. einen halben Tag genutzt, um eine Überlagerung der
Hochwasserwellen aus unterschiedlichen Teilgebieten im Hauptgewässer der Werra zu verhindern.
Quelle: Faltblatt des TMLNU (Thüringer Ministerium für Landwirtschaft, Naturschutz und Um-
welt), www.tlug-jena.de/newwq/51_00101 _01_wiss2.html.
3 Quelle: http://lexikon.freenet.de/Talsperre_Ratscher
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schrittweite zur Verfügung (vgl. Abb. 6.6). Für die Niederschlagsdaten wurde eine Korrek-
tur des täglichen systematischen Messfehlers nach Richter (1995) vorgenommen. Richter
schlägt für die Korrektur des Gesamtfehlers täglicher Messwerte Exponentialfunktionen
der folgenden Form vor:
aP b P (6.1)
mit: P [mm/d] Niederschlagsmessfehler
P  [mm/d] gemessener Niederschlag
b,a [-]   Koeffizienten4.
Für die Koeffizienten b und  wurden die Angaben von Richter (1995) in Abhängigkeit
der Niederschlagsart, mit einer konstanten Horizontabschirmung von 9.5° („mäßig ge-
schützte Stationslage“) übernommen. Zur Bestimmung der Niederschlagsart wurden fol-
gende Temperaturbereiche verwendet:
Regen: T > 1 °C
Mischniederschlag: 0.5 °C > T  1 °C
Schnee: T  0.5 °C
Die Temperaturgrenzen wurden ausgehend von den Ergebnissen, die sich bezüglich der
Parameteridentifizierbarkeit der Basistemperatur (T0) ergaben, festgelegt (vgl. Abb. 6.14).
Dieser Parameter dient im Modell zur Unterscheidung des Niederschlages in Schnee bzw.
Regen. Tabelle 6.2 zeigt die so erhaltenen mittleren monatlichen Korrekturfaktoren für den
Niederschlag.
Tab. 6.2: Mittlere monatliche (Kalenderjahre 1991 – 2001) Faktoren für die Niederschlagskorrek-
tur nach Richter (1995)
Jan Feb Mrz Apr Mai Jun Jul Aug Sep Okt Nov Dez
1.14 1.16 1.13 1.11 1.09 1.08 1.07 1.07 1.07 1.08 1.12 1.14
Die Interpolation der meteorologischen Eingangsgrößen erfolgte rasterbasiert mit einem
erweiterten Ordinary-Kriging-Verfahren, das die vertikale und horizontale Variabilität der
Messwerte berücksichtigt (Garen et al., 1994; Schumann & Garen, 1998). Die Höhenab-
hängigkeit wird mittels linearer Regression für jeden Zeitschritt berücksichtigt, die Residu-
en der Regression werden für das Kriging verwendet. Die Berechnung der Kriging Ge-
wichte erfolgt aus den Distanzen zwischen den Stationen untereinander und zwischen den
Stationen und den Rasterzellen. Dies entspricht der Verwendung eines linearen Semivari-
ogramms. Aus den Rasterdaten wurden anschließend Mittelwerte der meteorologischen
Eingangsgrößen für jedes Teilgebiet gebildet (vgl. Abb. 6.6).
4 Abhängig von der Niederschlagsart (Regen-Sommer, Regen-Winter, Mischniederschlag und
Schnee) und Horizontabschirmung der Station.
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Abb. 6.6: Mittlere Jahressummen des Niederschlages für die 39 Teileinzugsgebiete (Kalenderjahre
1991 – 2000)
6.1.3 Geologie, Pedologie und Landnutzung
Der Thüringer Wald überragt die umgebenden Landschaften des Mesozoikums und trennt
das Thüringer Becken vom Süddeutschen Schichtstufenland. Er besteht überwiegend aus
Ablagerungen des Rotliegenden und des jüngsten Oberkarbons, die als Einheit „Permosi-
les“ (Henningsen & Katzung, 2002) bezeichnet werden und als Härtlinge wirken. Die
Porphyre des Oberkarbons bilden die markanten Bergkuppen im Kammbereich. Hochflä-
chencharakter besitzen hier bloß kleinere Abschnitte, da der Gebirgshorst von den Rand-
stufen her bis zur Wasserscheide zertalt ist (Liedtke & Marcinek, 2002). Die Mulden-
Schwellen-Gliederung des Thüringer Waldes wurde im Perm angelegt. Die Mulden sind
mit Molassesedimenten sowie Vulkaniten des Rotliegenden gefüllt. Da gleichzeitig meta-
morphe Gesteine und Granite anstehen ergibt sich eine petrographische Unübersichtlich-
keit. Bei dem hügeligen Buntsandsteingebiet, das sich im Südwesten an das Mittelgebirge
anschließt, handelt es sich größtenteils um flach lagernde sandige Gesteine, die meist tonig
ausgebildet sind, da hier vor allem unterer bis mittlerer Buntsandstein anzutreffen ist
(Henningsen & Katzung, 2002). Sie haben im Gegensatz zu den Muschelkalkgebieten
sanfter gerundete Formen. Der Muschelkalk bildet Schichtstufenlandschaften. Am markan-
testen ausgeprägt ist die Untere Muschelkalkstufe, die in Thüringen als geomorphologisch
harte (Meininger) Wellenkalkfazies (Liedtke & Marcinek, 2002) anzutreffen ist. Darüber
hinaus trifft man auf Einzelberge aus Muschelkalk, die bei der Rückverlagerung von
Schichtstufen von den Kalkplatten abgetrennt wurden.
Das Einzugsgebiet zeigt die typischen Bodengesellschaften der gemäßigten Breiten. Auf-
grund des gemäßigt humiden Klimas herrschte bei der Bodenbildung starke Versauerung
und Entbasung sowie mäßige Silikatverwitterung und Tonbildung bei silikatischen Gestei-
nen vor. Entlang des Hauptflusses der Werra sind typische Auenböden entstanden. Die
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Auengleye haben sich aus lehmigen und tonigen Auensedimenten entwickelt und die Gley-
Tschernoseme aus kalkhaltigen, tonig-schluffigen Ablagerungen. Im Thüringer Wald fin-
den sich Braunerden, in den Berg- und Hügelländern herrscht aufgrund der unterschiedli-
chen Ausbildung der Gesteinschichten eine ausgeprägte Heterogenität der Böden vor. Hier
trifft man vor allem auf podsolige Braunerden, Pararendzinen und Pelosol-Braunerden
(Liedtke & Marcinek, 2002).
a) b)
Abb. 6.7: a) Verteilung der Bodentypen im Einzugsgebiet nach BÜK 1000 b) Landnutzung abge-
leitet aus dem CORINE Land Cover Datensatz.
Die Landnutzung im Einzugsgebiet wird einerseits durch die Forstwirtschaft im Thüringer
Wald und dem damit verbundenen hohen Anteil an Nadelwald, andererseits durch die
landwirtschaftlichen Nutzflächen der Berg- und Hügelländer geprägt (vgl. Abb. 6.7b).
Nach dem CORINE Land Cover Datensatz von 1992 beträgt der Waldanteil im Einzugs-
gebiet 54.9 % (71.3 % hiervon Nadelwald). Der Anteil von Ackerland und anderen Anbau-
flächen liegt bei 32.6 % und der Grünlandanteil bei 6.7 %. 5.7 % machen die Flächen für
Siedlung und Gewerbe aus, wobei die kreisfreie Stadt Suhl (ca. 44.000 Einwohner) die
größte, geschlossenere Bebauung darstellt. Die Flächen der Stauhaltungen (vgl. Abs. 6.1.1)
haben einen verschwinden geringen Anteil von 0.1%. In Abbildung 6.7 a) und b) ist deut-
lich zu erkennen wie die räumliche Ausdehnung der Ackerflächen dem Vorkommen der
tiefgründigen, nährstoffreichen und daher für intensiven Ackerbau gut geeigneten Para-
rendzinen und Tschernoseme folgt. Dahingegen weisen die weniger tiefgründigen Braun-
erden und Podsol-Braunerden, die für eine ackerbauliche Nutzung Düngung und teilweise
Bewässerung erfordern, größtenteils Waldbestände auf.
6.2 Betrachtete Modellvarianten
Die vertikale Struktur der drei Modellvarianten orientiert sich, mit einigen Vereinfachun-
gen und Modifikationen, an dem HBV-Konzept. HBV ist ein auf Speicheranalogien basie-
rendes konzeptionelles Modell, das ursprünglich für die Abflussvorhersage in Schweden
entwickelt wurde. Eine wesentliche Änderung gegenüber dem Orginalmodell besteht in der
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Entstehung von Oberflächenabfluss in den betrachteten Modellvarianten. In der Standard-
version versickert alles Wasser, das nicht verdunstet, aus der Bodenzone in die upper res-
ponse box. Dort erfolgt anschließend die Aufteilung in eine schnellere und eine lang-
samere Abflusskomponente und in die Tiefenversickerung. Letztere wird der lower res-
ponse box zugeführt, deren Abfluss die langsamste Komponente (Basisabfluss) darstellt. In
den verwendeten Modellvarianten entsteht Oberflächenabfluss als Sättigungsüberschuss
der Boden- bzw. Wurzelzone (vgl. Abb. 6.8). Dafür enthält die upper response box nur
eine Abflusskomponente. Diese Änderung wurde vorgenommen, weil sie besser dem kon-
zeptionellen Verständnis der Bildung schneller Abflusskomponenten (Sättigung der ober-
flächennahen Bodenzone) entspricht5. Die Versickerung aus der Wurzelzone wird nichtli-
near in Abhängigkeit von der ungesättigten Leitfähigkeit berechnet. Die Ermittlung der
realen Verdunstung erfolgt mittels einer nichtlinearen Reduktionsfunktion. Die Berech-
nung der Tiefenversickerung und der unterschiedlichen Abflusskomponenten erfolgt line-
ar.
ETr
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Ps Pr
Schneeschicht
Interzeptions-
speicher
Wurzelzone
Upper response
Lower response Ql
Qu
Qs
Routing Qges
Rdp
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Abb. 6.8: Schematische Darstellung der vertikalen Struktur der Modellvarianten A und B. Pr: Re-
gen, Ps: Schnee, EP: pot. Evaporation, ETr: reale Verdunstung, Ii und Is: Wasserabgabe
aus Interzeptions- und Schneespeicher, Rp: Versickerung aus der Wurzelzone, Rdp: Tie-
fenversickerung, Qs, Qu und Ql: Abflusskomponenten
Folgt man den Ausführungen in Abschnitt 3.3.2 ist eine Gliederung des Untersuchungsge-
bietes in elementare Einzugsgebiete als die effektivste Abbildung des natürlichen Systems
zu bezeichnen. Die räumlichen Heterogenitäten innerhalb der Teileinzugsgebiete können,
entsprechend dem Modellzweck und dem gewünschten Detaillierungsgrad, auf unter-
schiedliche Arten (Raster, Höhenstufen, HSUs usw.) berücksichtigt werden. Diese Unter-
teilung in topografisch geschlossene Teilgebiete wird durch die Struktur des zu Grunde
liegenden frameworks direkt unterstützt (vgl. Abs. 5.2.4). Entsprechend dieser Vorgabe
5 Eine ähnliche Modifikation, allerdings nur für undurchlässige Flächen, weist die HBV Version
des Instituts für Wasserbau der Universität Stuttgart auf. Motivation war hier eine bessere Berück-
sichtigung der Effekte von Flächenversiegelungen (Hundecha & Bárdossy, 2004).
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verwenden alle drei Modellvarianten eine Gliederung in Teileinzugsgebiete (vgl. Abb.
6.3). Für die Berechnung des Wellenablaufs in den Gewässerabschnitten, durch die die
Teilgebiete verbunden sind, wird das Muskingum-Verfahren verwendet. Dieser Ansatz der
Einzugsgebietsgliederung wurde durch eine Weiterentwicklung der Standardversion auch
für das HBV-Modell eingeführt (HBV-96; Lindström et al., 1997).
In den Modellvarianten A und B werden die Teilgebiete als Blockmodelle gerechnet und
für die räumlich heterogenen Parameter das flächengewichtete Gebietsmittel verwendet.
Die Variante C verwendet Hydrotope zur Berücksichtigung der räumlichen Heterogenität
innerhalb der Teilgebiete. In der einfachsten Modellvariante (A) wird die mit dem Tag-
Grad-Verfahren bestimmte, potentielle Schneeschmelze direkt als Abfluss aus der Schnee-
decke angenommen. Die Varianten B und C verwenden das kombinierte Verfahren nach
Anderson (1973) und Braun (1985) zur Berücksichtigung eines flüssigen Wasseranteils in
der Schneedecke und der Verstärkung des Schmelzprozesses durch Regen (erhöhte Wär-
mezufuhr). Die Unterschiede zwischen den Modellvarianten sind in Tabelle 6.3 zusam-
mengefasst.
Tab. 6.3: Zusammenfassung der Unterschiede zwischen den drei Modellvarianten
Modellvariante A B C
räuml.
Differenzierung Blockmodell Blockmodell teilaggregiert
Schneeprozess Tag-Grad Kombinati-onsverfahren
Kombinati-
onsverfahren
N Parameter 10 11 12
Um die Anzahl der Kalibrierungsparameter zu reduzieren und die Parametrisierbarkeit der
Modelle anhand der verfügbaren Geodaten zu testen, wurden für die landnutzungs- und
bodenspezifischen Modellparameter Standardwerte aus der Literatur übernommen6. Im
Gegensatz zu verschiedenen Anwendungen der Standardversion wurden diese Größen
nicht in die Kalibrierung einbezogen. Im Folgenden werden die verwendeten Prozessbe-
schreibungen detailliert beschrieben. Die Abschnitte über die Varianten B und C behandeln
nur die jeweiligen Änderungen in den Prozessbeschreibungen bzw. der horizonta-
len/vertikalen Modellstruktur.
6.2.1 Variante A
Der gefallene Niederschlag wird anhand eines Grenzwerts für die mittlere Temperatur in-
nerhalb eines Zeitschritts (T0) in Regen und Schnee unterteilt. Die Berechnung der Schnee-
schmelze erfolgt mit dem Tag-Grad-Verfahren, wobei besagter Temperaturgrenzwert
(Schnee/ Regen) auch als Grenzwert für das Einsetzen des Schmelzprozesses verwendet
6 Konkret sind dies Albedo, Wurzeltiefe und LAI nach Tab. 5.4  ATV-DVWK Merkblatt 504, ma-
ximaler Interzeptionsspeicher nach Gl. (6.3), sowie Feldkapazität, Welkepunkt, Sättigungsfeuchte,
gesättigte Leitfähigkeit und Mächtigkeit des Bodenprofils nach Begleitheft zur BÜK 1000.
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wird:
0pM c T T (6.2)
mit: Mp  [mm/d]  potentielle Schneeschmelze
T0  [°C]   Temperatur bei der Schneeschmelze einsetzt
T  [°C]   Lufttemperatur. Mittel der Tagesabschnitte mit T > T0
c  [mm/°C/d] temperaturabhängiger Schmelzfaktor.
Der Rückhalt durch die Interzeption wird durch einen einfachen Überlaufspeicher berück-
sichtigt. Im Anhang B.2 findet sich eine detailliertere Beschreibung des Konzeptes. Die
maximale Benetzungskapazität wird mit dem Regressionsmodell von Hoyningen-Huene
(1993) in Abhängigkeit vom Blattflächenindex (LAI) bestimmt:
20.935 0.498 0.00575maxS LAI LAI (6.3)
mit: LAI  [-]  Blattflächenindex (leaf area index)
Die Entleerung des Interzeptionsspeichers erfolgt mit der potentiellen Evaporationrate, die
nach dem Penman-Verfahren (Gl. (B.7) im Anhang B) berechnet wurde. Als potentielle
Evapotranspirationrate für die Wurzelzone wird die Referenzverdunstung nach Turc-
Wendling verwendet (ATV-DVWK Merkblatt 504), die von einer Höhenabhängigkeit der
Verdunstung ausgeht und für deren Berechnung nur die Sonnenscheindauer und die Tem-
peratur als meteorologische Eingangsgrößen benötigt werden:
0
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(6.4)
mit: ET0-TW [mm/d]  Referenzverdunstung nach Turc-Wendling
RG   [J/cm2/d] Globalstrahlung
H   [m]   Höhe ü. NN
K   [-]    Küstenfaktor7.
Beide Verdunstungsgrößen sind nur von den klimatische Randbedingung nicht jedoch vom
Systemzustand abhängig und stellen somit unabhängige Systemeingangsgrößen dar (vgl.
Abs. 2.1.1). Sie wurden daher extern aus den interpolierten und gemittelten, meteorologi-
schen Größen für jedes Teilgebiet berechnet und werden, zusammen mit den anderen me-
teorologischen Parametern, als Zeitreihen von den Modellen eingelesen.
Aufgrund des hohen Anteils an Waldflächen und Ackerland im Einzugsgebiet (vgl. Abs.
6.1.3) ist davon auszugehen, dass die potentielle Bestandsverdunstung (ETc) deutlich höhe-
re Werte annimmt als die anhand der klimatischen Randbedingungen bestimmte Referenz-
verdunstung. Daher wird diese zur Berücksichtigung der unterschiedlichen Pflanzenbe-
7 Der Küstenfaktor gilt für einen ca. 50 km breiten Streifen an Nord- und Ostsee und ergibt sich aus
der Geographischen Länge und Breite. Für küstenferne Standorte gilt k = 1.
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stände mit einem empirischen, von der Albedo abhängigen, Faktor multipliziert (ATV-
DVWK Merkblatt 504):
0 1.28 1.22cET ET albedo (6.5)
Für jedes Teilgebiet wird dabei das flächengewichtete Mittel der landnutzungsabhängigen
Albedo verwendet. Die Abminderung der Bestandsverdunstung auf die reale Verdunstung
(ETc), in Abhängigkeit von der mittleren Bodenfeuchte in der Wurzelzone erfolgt mit der
von Minhas et al. (1974) eingeführten und von Disse (1995) modifizierten Reduktions-
funktion:
1
1 2
pwpb
fc pwp
r c pwpb
b fc pwp
eET ET
e e
(6.6)
mit:   [-]  aktuelle Bodenfeuchte
pwp [-]  permanenter Welkepunkt
fc  [-]  Feldkapazität
b  [-]  vegetationsspezifischer Parameter, wobei b  0.
Die Versickerung aus der Wurzelzone wird in Abhängigkeit von der ungesättigten Leitfä-
higkeit berechnet:
1( )p r rR h k z (6.7)
mit: Rp [L/T]  Versickerung aus der Wurzelzone
   hr   [L]  Höhe des Wasseranteils oberhalb der Feldkapazität
k( ) [L/T]  ungesättigte Leitfähigkeit
  zr   [L]  Mächtigkeit der Wurzelzone.
Die ungesättigte Leitfähigkeit wird mit einem vereinfachten Ansatz ermittelt (Dyck &
Peschke, 1995):
( )
aresk
sat res
(6.8)
mit: res [-]  residuale Bodenfeuchte
   sat  [-]  Sättigungsfeuchte.
Die Berechnung der Tiefenversickerung aus der upper response box und der drei in Abbil-
dung 6.8 dargestellten Abflusskomponenten erfolgt linear in Abhängigkeit von der Spei-
cherfüllung bzw. der Überstauhöhe an der Oberfläche:
1
i i iQ h K (6.9)
mit: Qi [L/T]  Abfluss
  Ki  [T]  Speicherkonstante.
Nach Berechnung der aufgeführten potentiellen Wasserflüsse werden die Inhalte der drei
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Speicher entsprechend Gleichung (B.19) bilanziert. Die Berechnung des Wellenablaufs in
den Gewässerabschnitten, durch die die Teilgebiete verbunden sind, erfolgt mit dem
Muskingum-Verfahren. Der Abfluss eines Zwischengebietes wird am unterliegenden Zu-
sammenfluss aufaddiert (vgl. Abs. 3.2). Da keine Daten vorlagen, die eine Parametrisie-
rung von Flusslaufmodellen für die einzelnen Gewässerabschnitte ermöglicht hätten8, wur-
den die Parameter des Muskingum-Verfahrens in die Kalibrierungsprozedur einbezogen.
Hierbei wurde die Länge der Gewässerabschnitte als verfügbares, individuelles Merkmal
berücksichtigt. Die Retentionskonstante wird für jeden Gewässerabschnitt in Abhängigkeit
seiner Länge und einer angenommen mittleren Wellengeschwindigkeit im gesamten Ein-
zugsgebiet ermittelt:
i
i
Lk
v
(6.10)
mit: ki [T]  Retentionskonstante für den Gewässerabschnitt
  Li  [T]  Länge des Gewässerabschnitts
v  [L/T]  mittlere Wellengeschwindigkeit im Einzugsgebiet.
Der Formparameter des Muskingum-Verfahrens erhält für alle Gewässerabschnitte den
gleichen Wert. Damit besitzt das Modell insgesamt zehn Parameter die in die Kalibrierung
einbezogen wurden. Eine tabellarische Übersicht aller Parameter der drei Modellvarianten
und ihrer Wertebereiche für die Monte-Carlo-Simulationen wird in Abschnitt 6.3, in dem
die Methode zur Evaluierung der Modellunsicherheiten erläutert wird, gegeben (Tab. 6.4).
6.2.2 Variante B – Berücksichtigung des Wasserhaushalts der Schneedecke
In der Variante A wird die temperaturabhängig bestimmte Schneeschmelze als direkter
Abfluss aus der Schneedecke angenommen. Einige in der Anwendung weit verbreitete
mesoskalige Wasserhaushaltsmodelle wählen ebenfalls dieses Vorgehen (z.B. Arnold et
al., 1998; Becker et al, 2002). Eine differenzierte Betrachtung des Wasserhaushaltes der
Schneedecke, die deren veränderliche Dichte und die temporäre Speicherung von Schmelz-
wasser in der Schneedecke berücksichtigt, ist mit diesem Ansatz jedoch nicht möglich.
Durch die Verwendung eines zeitlich veränderbaren Grad-Tag Faktors könnte die saisonal
bedingte Zustandsänderung der Schneedecke bis zu einem gewissen Grad berücksichtigt
werden, diese Entwicklung kann jedoch von Jahr zu Jahr unterschiedlich verlaufen. Die
Dynamik kurzfristiger Temperaturschwankungen, wie sie bei einer Modellierung auf Ta-
gesschrittbasis zu berücksichtigen sind, lässt sich mit einem solchen Ansatz ebenfalls nicht
erfassen. Daher erscheint es sinnvoll den Prozess der Schneeakkumulation und -schmelze
mit Hilfe eines Verfahrens zu beschreiben, das die Berücksichtigung eines flüssigen und
8 Dies wären für die vereinfachenden hydrologischen Berechnungsansätze Zu- und Ablauf der ein-
zelnen Gewässerstrecken oder Wasserspiegellagenfixierungen, (schematische) Querprofile und
Wasserstands-Abflussbeziehungen.
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festen Wasseranteils in der Schneedecke ermöglicht. Abfluss aus der Schneedecke entsteht
erst, wenn der Anteil flüssigen Wassers einen bestimmten Grenzwert überschreitet. Eine
Möglichkeit zu einer derartigen Beschreibung des Wasserhaushalts der Schneedecke, ohne
dabei detaillierter auf dessen Lagerungsdichte eingehen zu müssen (vgl. Abs. B.3.2), bietet
das Kombinationsverfahren nach Anderson (1973) und Braun (1985). Hierbei wird von
einem maximalen Anteil des flüssigen Wassers am gesamten Wasseräquivalent ausgegan-
gen. Wird dieser Grenzwert durch Schneeschmelze oder Regen überschritten kommt es zur
Wasserabgabe, wobei diese der Menge des flüssigen Wassers oberhalb des Grenzwertes
entspricht. Das mögliche Gefrieren flüssigen Wassers kann dabei durch einen einfachen,
temperaturabhängigen Ansatz analog zu Gleichung (6.2) berücksichtigt werden:
0neg rfrM c c T T (6.11)
mit: Mneg [mm/d]  „negative“ Schneeschmelze (gefrierendes Wasser)
crfr  [-]   Gefrierungskoeffizient
Die potentielle Schneeschmelzrate bei Temperaturen oberhalb des Grenzwertes T0 wird
nach Gleichung (6.2) bestimmt. Bei gleichzeitigem Regen (> 2 mm/d) wird die Verstär-
kung des Schmelzprozesses durch den Regen (erhöhte Wärmezufuhr) in einer vereinfach-
ten Form der Energiebilanzgleichung  für den Schneekörper (Gl. (B.2)) mit einbezogen:
0
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mit: Mp  [mm/d]  potentielle Schneeschmelze
eS(T) [hPa]   Sättigungsdampfdruck, abhängig von der Lufttemperatur
  [kPa/°C]  psychrometrische Konstante
MRn [mm/d]  Schmelze durch Nettostrahlung
MH [mm/d]  Schmelze durch fühlbaren Wärmestrom
MLE [mm/d]  Schmelze durch latenten Wärmestrom
  MHr [mm/d]  Schmelze durch Wärmezufuhr durch Regen
Durch die detailliertere Beschreibung des Schneeprozesses erhöht sich, je nach dem wel-
che Größen in die Kalibrierung einbezogen werden, die Anzahl der frei wählbaren Modell-
parameter, die wiederum ein bestimmtes Maß an Sensitivität bzw. Unsicherheit aufweisen.
Entsprechend dem angenommenen Zusammenhang zwischen Modellkomplexität, Parame-
ter- und struktureller Unsicherheit (vgl. Abb. 6.1) würde die differenziertere Betrachtung
des Wasserhaushaltes der Schneedecke somit zwar eine Reduktion des strukturellen Feh-
lers ermöglichen, gleichzeitig jedoch auch eine Erhöhung der Parameterunsicherheit zur
Folge haben. Als zusätzliche Kalibrierungsparameter wurden der Gefrierungskoeffizient
crfr aus Gleichung (6.11) und der maximale Anteil flüssigen Wassers in der Schneedecke
capl in Betracht gezogen. In Testsimulationen zeigten beide Parameter keine signifikante
Sensitivität. Auch ein Vergleich der Optionen, entweder capl bei 0.1 (in der Literatur emp-
fohlener Wert) zu fixieren oder die Intensität des Gefrierens gleich der Schneeschmelze zu
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setzen (crfr = 1), zeigte keine nennenswerten Unterschiede in den Simulationsergebnissen
oder der Parametersensitivität. Letztendlich wurde die zweite Version gewählt (crfr = 1,
capl als zusätzlicher Parameter), da durch die Kopplung der „negativen“ Schneeschmelze
an die temperaturabhängige Schneeschmelze in Gleichung (6.12) eine Interaktion zwischen
den Parametern c und crfr implizit festgeschrieben wird.
6.2.3 Variante C – teilaggregierte Modellstruktur
Die Modellvarianten A und B berücksichtigen räumliche Heterogenitäten ausschließlich
durch die Differenzierung in Teileinzugsgebiete. Für die aus den Landnutzungs- und Bo-
deninformationen abgeleiteten Parameter (Wurzeltiefen, Porositäten usw.) werden teilge-
bietsspezifisch flächengewichtete Mittelwerte verwendet. Mit dieser Modellkonfiguration
könnten jedoch Simulationsstudien, die über die reine Reproduktion des Abflussverhaltens
eines Einzugsgebietes hinausgehen, wie z.B. die Prognose der Auswirkungen von Land-
nutzungsänderungen auf die Abflussbildung, nicht durchgeführt werden. Trotz ihrer redu-
zierten physikalischen Begründung, der nur näherungsweisen räumlichen Differenzierung
und den bekannten Parameternunsicherheiten werden konzeptionelle Modelle wie HBV
weiterhin für derartige Szenariorechnungen eingesetzt (z.B. Hundecha & Bárdossy, 2004).
Das wesentliche Argument für eine detailliertere Berücksichtigung der räumlichen Hetero-
genität innerhalb der Teilgebiete besteht demnach in der möglichst korrekten Erfassung der
Wirkungsstruktur des untersuchten Systems. Dadurch soll die Extrapolationsfähigkeit des
Modells sichergestellt werden. Darüber hinaus ist natürlich auch generell eine Verbesse-
rung der Anpassungsgüte der Simulationen durch die genauere Abbildung des natürlichen
Systems zu erhoffen.
In der HBV-Standardversion, und dementsprechend in den Teilgebieten von HBV-96, wird
die räumliche Heterogenität durch die Gliederung in Höhenstufen berücksichtigt. Diese
Differenzierung wird jedoch nur auf die Schnee- und Bodenroutine angewandt, d.h. eine
upper response box sammelt alle Zuflüsse aus den Bodenroutinen der verschiedenen Hö-
henstufen und die Abflusskomponenten werden gemittelt für das gesamte Untersuchungs-
gebiet bestimmt. Innerhalb der einzelnen Höhenstufen schließlich können unterschiedliche
Landnutzungsklassen berücksichtigt werden. Diese Differenzierung des Untersuchungsge-
bietes in verschiedene Höhenstufen kann als gute Anpassung an die Abflussverhältnisse
skandinavischer Einzugsgebiete, für die HBV ursprünglich entwickelt wurde, angesehen
werden. Innerhalb dieser wird die Abflussbildung durch die Schneeschmelze dominiert9.
Für das Abflussregime der oberen Werra ist die Schneeschmelze ebenfalls bedeutend, je-
doch nicht von vergleichbarer Dominanz. Daher stellt sich die Frage ob die beschriebene
räumliche Differenzierung der Standardversion für den vorliegenden Anwendungsfall am
9 Nach Krasovskaia et al. (1999) ist der Großteil Norwegens und Schwedens (mit Ausnahme Süd-
schwedens) dem nivalem Regime der winterkalten Tief- und Bergländer zuzuordnen, in dem die
Schneeschmelze derartig dominiert, dass nur ein Ganglinienmaximum auftritt. In den Gebirgen
erfasst die Schneeschmelze dabei die einzelnen Höhenstufen nach und nach (Wilhelm, 1993).
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geeignetsten ist.
Es kann angenommen werden, dass der Einfluss der topografischen Gegebenheiten auf die
Variabilität der meteorologischen Eingangsgrößen durch die relativ detaillierte Gliederung
in Teilgebiete mit einer durchschnittlichen Größe von 29.9 km2 ausreichend berücksichtigt
wird. Es erscheint fraglich, ob eine weitere Untergliederung der Teilgebiete in Höhenstu-
fen eine adäquate Abstraktion der Abflussbildungs- und -konzentrationsprozesse darstellt.
Eine derartige Diskretisierung orientiert sich nicht an den natürlichen Fließwegen. Vorteil-
hafter wäre hier eine Einteilung in Kleineinzugsgebiete oder Hänge wie sie in Prozessmo-
dellen vorgenommen wird (z.B. Vertessy et al., 1993; Zehe et al., 2001). Neben den topo-
grafischen Gegebenheiten hat die räumliche Verteilung unterschiedlicher Boden- und
Landnutzungs-Kombinationen in einem Einzugsgebiet maßgeblichen Einfluss auf die Ab-
flussbildungs- und -konzentrationsprozesse. Wesentliche Faktoren für die Fließprozesse
innerhalb eines Hanges und auf seiner Oberfläche sind die laterale Durchlässigkeit des
Bodens und die Rauheit der Bodenoberfläche. Letztere steht in engem Zusammenhang mit
der Bedeckung durch die Vegetation, während die Bodenart über die hydraulische Leitfä-
higkeit den hypodermischen Abfluss maßgeblich beeinflusst. Damit ist eine auf der Boden-
Landnutzungs-Kombination basierende Flächeneinteilung, neben der Beschreibung der
vertikalen Wasserflüsse (z.B. Disse, 1995), auch für die Beschreibung der Abflusskonzent-
ration geeignet (Schumann et al, 2000). Ausgehend hiervon wurde ein teilaggregierter An-
satz auf der Basis von Hydrotopen (vgl. Abs. 3.4.1) realisiert, wie er häufig bei konzeptio-
nellen, mesoskaligen Modellen Verwendung findet (z.B. Leavesley & Stannard, 1995;
Krysanova et al., 1998; Schumann & Garen, 1998). Im Gegensatz zum üblichen Vorgehen
wird hierbei jedoch der genauere räumliche Bezug nicht aufgegeben. Die räumliche Lage
der Hydrotope wird bei der Bestimmung der Wasserflüsse innerhalb der Teileinzugsgebie-
te berücksichtigt.
Abbildung 6.9 erläutert die vertikale/horizontale Struktur und die Wasserflüsse zwischen
den verschiedenen Elementen der Modellvariante C anhand eines schematischen Beispiels
für ein Teileinzugsgebiet mit jeweils zwei Landnutzungs- und Bodenklassen. Deren räum-
liche Verteilung ist rechts in der Abbildung dargestellt. Im Gegensatz zum Blockmodell
werden in der modifizierten Modellversion drei Schichten (Interzeption, Wurzelzone und
upper response box) teilaggregiert dargestellt. Jede dieser Schichten besteht aus einer vari-
ablen Anzahl von Elementen, die sich wiederum aus mehreren Zellen zusammensetzen.
Dadurch bleibt die räumliche Lage innerhalb des Teileinzugebietes für jedes Element er-
halten und es können vertikale Wasserflüsse zwischen unterschiedlich gegliederten Schich-
ten berücksichtigt werden. Folglich müssen nicht alle Prozesse mit der detailliertesten Auf-
lösung, in diesem Falle die der Wurzelzone, berechnet werden. Im vorliegenden Beispiel
entwässern zwei Interzeptionsspeicher, sofern keine Schneeschicht vorhanden ist, in vier
Wurzelzonen. Die Versickerung aus diesen wird wiederum von zwei upper response boxes
aufgenommen. Die Größe der Interzeptionsspeicher leitet sich wie beim Blockmodell aus
dem Blattflächenindex (LAI) nach Gleichung (6.3) ab, der maximale Inhalt der Wurzelzo-
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ne ergibt sich aus der Porosität des Bodens und der pflanzenspezifischen Wurzeltiefe. An-
zahl und Größe der upper response boxes werden aus der räumliche Verteilung der Böden
im Teileinzugsgebiet abgeleitet. Der maximale Inhalt ergibt sich dabei aus der Porosität
und der Differenz zwischen der Profiltiefe nach BÜK 1000 und der mittleren Wurzeltiefe
des Pflanzenbestandes. Konzeptionell entsprechen die upper response boxes somit einer
ungesättigten Transportschicht unterhalb der Wurzelzone.
Rp
Rp
Rp
Ii
Rdp
Rdp
Is
ETrETrETr
EPEP
PrPs
Ql
Qu
Qs
Routing Qges
Upper
Response
Lower
Response
Wurzelzone
Schneeschicht
Interzeptions-
speicher
Landnutzung
Bodenart
HSU
Abb. 6.9: Schematische Darstellung der vertikalen/horizontalen Struktur und der Modellvariante
C. Das Beispiel zeigt den Aufbau anhand von jeweils zwei Landnutzungs- und Boden-
klassen (räumliche Verteilung rechts dargestellt). Pr: Regen, Ps: Schnee, EP: pot. Eva-
poration, ETr: reale Verdunstung, Ii und Is: Wasserabgabe aus Interzeptions- und
Schneespeicher, Rp: Versickerung aus der Wurzelzone, Rdp: Tiefenversickerung, Qs, Qu
und Ql: Abflusskomponenten
Angesichts der wenig detaillierten Information bezüglich der räumlichen Verteilung der
verschiedenen Bodeneinheiten (vgl. Abb. 6.7 a)) kann davon ausgegangen werden, dass
jede der so parametrisierten upper response Speicher an das Gewässernetz angeschlossen
ist. In der Version des Blockmodells erhielten alle Speicher der verschiedenen Teilgebiete
die gleiche Rückgangskonstante. Um in der weiterentwickelten, teilaggregierten Version
die räumliche Verteilung der Bodenarten und die topografischen Verhältnisse innerhalb der
Teilgebiete berücksichtigen zu können, wurde zunächst für jede upper response box eine
hypothetische Retentionskonstante in Abhängigkeit von der mittleren Entfernung aller ih-
rer Zellen zum Gewässer, dem mittleren Gefälle und der gesättigten Leitfähigkeit des Bo-
dens bestimmt:
sinu s
Lk
k
(6.13)
mit: ku [d]   Retentionskonstante der upper response box
L  [m]  mittlere Fließlänge bis zum Gewässernetz
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 [°]   mittleres Gefälle
ks  [m/d]  gesättigte Leitfähigkeit.
Die mittlere Entfernung aller Pixel im Untersuchungsgebiet zu dem aus dem Höhenmodell
abgeleiteten Fließgewässer beträgt mehrere hundert Meter (vgl. Abb. 6.10), die flächenge-
mittelte gesättigte Leitfähigkeit der Böden 0.18 m/d. Daraus würden sich Fließzeiten von
mehreren Jahren ergeben. Diese Abschätzung macht deutlich, dass derartig ermittelte Re-
tentionskonstanten nicht direkt für die Beschreibung der bodeninneren Abflüsse, wie sie
innerhalb der vorliegenden Modellstruktur vorgesehen ist, verwendet werden können. Sie
würden in der Größenordnung von mehreren Zehnerpotenzen zu hoch ausfallen. Damit
wird eine entsprechende Skalierung der Retentionskonstanten erforderlich10. Hierzu wurde
ein konstanter Skalierungsfaktor eingeführt, der für das gesamte Untersuchungsgebiet, d.h.
für alle vorhandenen upper response Speicher, gleichermaßen gilt. Die Berechnung der
Tiefenversickerung aus den einzelnen upper response Speichern erfolgt entsprechend Glei-
chung (6.7) in Abhängigkeit der gesättigten Leitfähigkeit und unter Verwendung eines
weiteren Skalierungsfaktors. Aus Gründen der Übersichtlichkeit, da letztendlich die glei-
chen Prozesse beschrieben werden, werden die Skalierungsfaktoren unter den, bisher für
die entsprechenden Speicherkonstanten, verwendeten Bezeichnungen Ku und Kdp geführt.
Abb. 6.10: Entfernung der Pixel zum Fließgewässer
Die Verwendung der räumlich differenzierten Boden-Landnutzungs-Kombination ermög-
licht die Berücksichtigung eines Versiegelungsanteils für die Flächen mit Bebauung (vgl.
Abb. 6.7). Für diesen Anteil wurde ein weiterer Kalibrierungsparameter eingeführt. Über
einen Faktor wird der Überlauf aus dem Interzeptionsspeicher bzw. die Wasserabgabe aus
10 Nimmt man die in Abb. 3.5 dargestellten Prozessgeschwindigkeiten als Referenz, so ergeben
sich für die entsprechende Raumskale ungefähre Geschwindigkeiten im Bereich weniger Tage bis
zu einem Monat für den schnellen Zwischenabfluss bzw. Grundwasserfluss. Dieses Beispiel ver-
deutlicht auch die Problematik der Übertragung auf der Punktskale bestimmter Fließgeschwindig-
keiten auf die Einzugsgebietsskale.
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der Schneedecke (vgl. Abb. 6.9) in einen Anteil, der infiltrieren kann, und einen Anteil, der
direkt dem Oberflächenabfluss zugeordnet wird, aufgeteilt. Der Oberflächenabfluss wird
weiterhin gemittelt für jedes Teilgebiet bestimmt. Damit erhält das Modell lediglich einen
weiteren Kalibrierungsparameter (Versiegelungsgrad) und der Wertebereich zweier Para-
meter ändert sich (Skalierungsfaktoren für Ku und Kdp).
6.3 Methode zur Evaluierung der Modellunsicherheiten
Zur Untersuchung der Parameter- und strukturellen Unsicherheiten der verschiedenen Mo-
dellvarianten und deren Auswirkungen auf die Simulationsergebnisse wurde die auf Mon-
te-Carlo-Simulationen basierende GLUE-Methode verwendet (Beven & Binley, 1992; vgl.
Abs. 3.6.2). McIntyre et al. (2002) vergleichen unterschiedliche Ansätze zur Schätzung
von Parameterunsicherheiten und kommen zu dem Schluss, dass GLUE eine der vielsei-
tigsten und robustesten Methoden darstellt. Dies gilt insbesondere für den Fall, dass die
Unsicherheiten in den beobachteten Systemein- und -ausgangsgrößen und der Modellstruk-
tur nicht eindeutig definierbar sind. Dies kann für den Großteil der hydrologischen Simula-
tionsanwendungen als zutreffend bezeichnet werden. Im Zusammenhang mit der GLUE-
Methode werden die Begriffe Unsicherheits-, Vorhersage- bzw. Simulationsbandbreite11
für den Bereich zwischen dem 0.05- und 0.95-Quantil (vgl. Abs. 3.6.2) häufig synonym
verwendet. Im Folgenden werden Simulationsbandbreite für die Kalibrierung und Vorher-
sagebandbreite für die Validierung verwendet.
Zur Ermittlung des likelihood Wertes für jeden Simulationslauf wurde das Effizienzkriteri-
um nach Nash & Sutcliffe (NSE) ausgewählt (vgl. Abs. 3.5.2). Dieses Gütekriterium ist
zum einen in der hydrologischen Simulation zur Beurteilung der Modelleffizienz weit ver-
breitet, und wird zum anderen auch für die GLUE-Methode häufig verwendet (z.B. Uh-
lenbrook et al., 1999; Cameron et al., 1999; Montanari, 2005).
Die der GLUE-Methode zugrunde liegenden Monte-Carlo-Simulationen ermöglichen die
Evaluierung der Parameterunsicherheiten bzw. -identifizierbarkeiten im Rahmen einer glo-
balen Sensitivitätsanalyse (Spear & Hornberger, 1980). Aufgrund der Parameterinteraktio-
nen hydrologischer Modelle stellen die Verteilung der einzelnen Parameter bedingte Ver-
teilungen in Abhängigkeit von den Werten der interagierenden Parameter dar. Daher muss
sich die Sensitivitätanalyse auf die Mischverteilung aller Modellparameter beziehen (Mc-
Intyre et al., 2002). Die Monte-Carlo Methode ermöglicht dies, indem Stichproben ganzer
Parametersätze verwendet werden, anstelle der Variation der Werte einzelner Parameter
wie bei der klassischen Sensitivitätsanalyse (vgl. Abs. 3.5.3). Durch das Auftragen der
Parameterwerte gegen das Gütekriterium in Streudiagrammen lässt sich die Identifizier-
barkeit einzelner Modellparameter analysieren (vgl. Abb. 6.11). Im Folgenden werden die
11 Im Englischen sind dies die Begriffe uncertainty, simulation und predictive range oder limits.
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Möglichkeiten einer qualitativen Bewertung der strukturellen Unsicherheiten der Modell-
varianten anhand des Vergleichs ihrer jeweiligen Parameterunsicherheiten diskutiert. Da-
bei wird davon ausgegangen, dass eindeutig bestimmbare Parameter, d.h. Parameter, bei
denen die Modelleffizienz nur für einen bestimmten Ausschnitt des angenommenen Wer-
tebereichs optimale Werte annimmt, gleichbedeutend sind mit einer adäquaten Beschrei-
bung des entsprechenden Prozesses durch das Modell. Um die Möglichkeiten einer mul-
tikriteriellen Analyse zur Identifizierung struktureller Unsicherheiten zu erkunden, wurden
zwei weitere Gütekriterien, die die Anpassungsgüte an unterschiedliche Bereiche der Ab-
flussganglinie quantifizieren, in die Analyse der Parametersensitivität einbezogen. Hierzu
wurde der ausschließlich auf die Hochwasserabflüsse (RMSE>3MQ) bzw. auf die Abflüsse
unterhalb von MQ (RMSE<MQ) bezogene Standardfehler12 verwendet.
Allerdings ist zu berücksichtigen, dass dieser Befund durch die a priori festgelegten Wer-
tebereiche beeinflusst wird. Für die vorliegenden Simulationsversuche wurden die Parame-
terwertebereiche ausgehend von der konzeptionellen Bedeutung der Parameter13 und den in
der Literatur für die einzelnen Verfahren angegebenen Werten festgelegt. Darüber hinaus
wurde auf die Erfahrungen aus Vorsimulationen14 zurückgegriffen. In Tabelle 6.4 sind die
a priori festgelegten Wertebereiche für die drei Modellvarianten dargestellt. Die Wahl der
Parameterbandbreiten erfolgte unter der Berücksichtigung zweier Aspekte: a) die Band-
breiten sollten groß genug sein, um die möglichen Parametersensititvitäten erfassen zu
können, b) die Bandbreiten sollten nicht zu groß sein, damit die Dimension des Parameter-
raum handhabbar bleibt. Sehr große Parameterbandbreiten erfordern eine höhere Anzahl an
Simulationen zur Erkundung des Parameterraumes. Aufgrund der Resultate von Vorsimu-
lationen wurden modellspezifisch unterschiedliche Wertebereiche für die Parameter c
(Tag-Grad Schmelzfaktor) und b (reale Verdunstung) festgelegt. Für b erfolgte dies bei der
Variante C, um eine bessere Erfassung der a posteriori Verteilung des Parameters zu er-
möglichen. Die Verwendung des Kombinationsverfahrens für den Schneeprozess (Variante
B und C) hatte eine deutlich höhere Sensitivität des Schmelzfaktors c zur Folge, so dass
eine Beibehaltung des Parameterwertebereichs zu vergleichsweise deutlicheren Unsicher-
heiten in den Simulationsergebnissen geführt hätte.
12 Dementsprechend reduziert sich die Anzahl der beobachteten und simulierten Werte N in Gl.
(3.10) auf die Abflusswerte, die oberhalb bzw. unterhalb dieser Grenzwerte liegen.
13 Es erscheint z.B. nicht sinnvoll für eine schnellere Abflusskomponente einen größeren Wertebe-
reich zu definieren als für eine langsamere.
14 Vor der eigentlichen, umfangreicheren Beprobung des Parameterraumes sollten einige Vorabsi-
mulationen erfolgen, deren Anzahl deutlich geringer sein kann (hierzu wurden 100 - 500 Simulati-
onen verwendet). Anschließend sind die Wertebereiche von denjenigen Parametern zu erweitern
bei denen das Optimum des Gütekriteriums dicht beim Minimum oder Maximum liegt. Diese Stra-
tegie wurde ebenfalls von Seibert (1997) bei seiner Analyse der Parameterunsicherheit des HBV
Modells genutzt.
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Tab. 6.4: Modellparameter und deren a priori Wertebereiche für die drei Modellvarianten A, B und
C. Der Parameter lcap wird nur für die Varianten B und C, Vs nur für C verwendet.
WertebereichParameter Erläuterung Variante Einheit max min
T0 Temperaturgrenzwert A / B / C [°C] 3 -3
c Schmelzfaktor A [mm/°C/d] 10 0.5
B / C 5 0.5
lcap max. Anteil fl. Wassers in der Schneedecke B / C 0.3 0.1
a ungesättigte Leitfähigkeit A / B / C [-] 6 2
b Parameter für die reale Verdunstung A / B [-] 8 0
C 6 -2
Kdp Speicherkonstante Tiefenversickerung A / B [d] 35 5
(Skalierungsfaktor) C [-] 0.5 0.01
Ks Speicherkonstante Oberflächenabfluss A / B / C [d] 10 1
Ku Speicherkonstante upper response A / B [d] 35 5
(Skalierungsfaktor) C [-] 2 10-3 1 10-4
Kl Speicherkonstante lower response A / B / C [d] 300 60
x Formparameter Muskingum-Verfahren A / B / C [-] 0.45 0.1
v mittlere Wellengeschwindigkeit A / B / C m/s 3 0.5
Vs Versiegelungsanteil bebauter Flächen C [-] 0.9 0.1
Die unterschiedlichen Parametersätze für die Monte-Carlo-Simulationen wurden aus gleich
verteilten Pseudozufallszahlen15 innerhalb der für die einzelnen Parameter ausgewählten
Wertebereiche zusammengestellt. Aufgrund ihres deterministischen Charakters, d.h. bei
jedem Start der Zufallszahlengenerierung mit gleichem Wertebereich und gleichem seed16
wird die gleiche Zahlenfolge erzeugt und damit das Experiment reproduzierbar, sind Pseu-
dozufallszahlen für Monte-Carlo-Simulationen sehr gut geeignet. Bei der Generierung der
Parametersätze stellt sich die Frage nach der adäquaten Größe der Stichprobe für die jewei-
lige Modellstruktur, d.h. welche Anzahl an Simulationen für eine korrekte Erfassung der
Modellunsicherheiten benötigt wird. In den verschiedenen Studien, die sich der GLUE-
Methode bedienen, werden zum Teil sehr unterschiedliche Stichprobengrößen verwendet,
wie z.B. 60 000 (Beven & Freer, 2001), 10 000 (Montanari, 2005) oder 400 000 (Uh-
lenbrook et al., 1999). Die Frage nach einer ausreichenden Stichprobengröße wird in den
genannten Beiträgen nicht diskutiert. Im Allgemeinen ist davon auszugehen, dass mit zu-
nehmender Anzahl an Modellparametern und zunehmender Komplexität der Reaktions-
oberfläche (vgl. Abs. 3.5.3) eine größere Anzahl an Simulationen benötigt wird (Beven,
2001b). Genauere Kriterien, ab wann die Stichprobengröße für ein bestimmtes Modell als
ausreichend anzusehen ist, konnten in der Literatur nicht gefunden werden. Harlin & Kung
15 Die Pseudozufallszahlen werden nach der weit verbreiteten linearen Kongruenzmethode erzeugt.
Eine Übersicht zur Generierung von Pseudozufallszahlen findet sich in Knuth (1997).
16 Rekursive arithmetische Zufallszahlengeneratoren, zu denen die verwendete lineare Kongruenz-
methode gehört, erzeugen eine neue Zufallszahl aus einer vorhergehenden Zahl. Die neu erzeugte
Zahl wird wiederum für den rekursiven Aufruf des Zufallszahlengenerators verwendet. Die Metho-
de benötigt dementsprechend für den ersten Aufruf einen willkürlich gewählten Startwert, die Saat
(engl. seed).
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(1992) machten bei ihrer Analyse der Parameterunsicherheiten des HBV-Modells die Beo-
bachtung, dass eine Anzahl von ca. 500 - 1000 Simulationen für das Erreichen einer mög-
lichst hohen Modelleffizienz ausreichend sind. Diese Größenordnung konnte in der vorlie-
genden Untersuchung bestätigt werden. Für eine korrekte Erfassung der a posteriori Vertei-
lungen der einzelnen Parameter werden jedoch deutlich mehr Simulationen benötigt. Ab-
bildung 6.11 zeigt die Streudiagramme der Parameterwerte für T0 gegen die Modelleffi-
zienz (NSE), die sich bei der Modellvariante B nach a) 500, b) 1000, c) 2000 und d) 4000
Simulationen ergaben. Dargestellt sind nur die Punkte oberhalb eines festen Grenzwertes
für die Modelleffizienz von 0.75. Hinsichtlich der maximalen Modelleffizienz ergeben sich
eher geringfügige Veränderungen. Anders sieht dies bei dem Wertebereich für das Maxi-
mum der a posteriori Verteilung aus. Ausgehend von den Ergebnissen nach 500 und 1000
Simulationen wäre dies bei ungefähr 0 °C anzusiedeln. Erst nach 4000 Simulationen zeigt
sich, dass das Maximum tatsächlich eher bei ca. 0.5 °C liegen dürfte. Damit ist anzuneh-
men, dass für die verwendeten Modellstrukturen eine Stichprobengröße von mindestens
einigen Tausend Parametersätzen für eine ausreichende Erkundung der Reaktionsoberflä-
che notwendig ist. Erst danach würde sich eine weitere Erhöhung der Anzahl an Simulati-
onen hauptsächlich innerhalb der bereits erkundeten Grenzen des Parameterraums bewe-
gen. Bezogen auf einzelne Parameter bedeutet dies, dass sich die Dichte der Punktwolke
im Streudiagramm erhöht nicht jedoch ihre Ausdehnung. Dieser Effekt ist ansatzweise
beim Vergleich der Streudiagramme in Abb. 6.11c und 6.11d auszumachen. Ausgehend
von diesen Überlegungen wurde für die drei Modellvarianten eine jeweilige Stichproben-
größe von 8000 (Variante A), 10 000 (B) und 12 000 (C) Parametersätzen  festgelegt. Die
Anzahl der Simulationen wurde sukzessive erhöht, um der jeweils erhöhten Anzahl an
Modellparametern (vgl. Tab. 6.4) und der damit zunehmenden Größe des zu erkundenden
Parameterraumes gerecht zu werden.
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Abb. 6.11: Streudiagramme (Parameterwerte für T0 vs. NSE) der Modellvariante B am Pegel Mei-
ningen. Ergebnisse nach a) 500, b) 1000, c) 2000 und d) 4000 Simulationen. Darge-
stellt sind nur die Punkte oberhalb eines festen Grenzwertes für NSE von 0.75.
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Die Anwendung der GLUE-Methode erfordert die Festlegung eines Auswahlkriteriums
anhand dessen Parametersätze, die zu nicht akzeptablen Simulationsergebnissen führen
verworfen werden. In einigen Anwendungen wird hierzu ein fester Grenzwert für den like-
lihood Wert verwendet. Eine andere Möglichkeit stellt die Auswahl einer festen Anzahl
der likelihood gewichteten Parametersätze dar. Uhlenbrook et al. (1999) z.B. verwenden
ein sehr striktes Kriterium für die Auswahl der akzeptablen Parametersätze (NSE  0.85),
wodurch sich eine Anzahl von 418 akzeptierten Parametersätzen bei 400 000 Simulationen
ergab. Die Wahl des Akzeptanzkriteriums zeigt erwartungsgemäß erhebliche Auswirkun-
gen auf die GLUE-Simulationsbandbreite und damit auf die Wahrscheinlichkeit, dass beo-
bachtete Werte nicht durch diese Bandbreite erfasst werden (Montanari, 2005). Daher soll-
te dieses Kriterium sehr sorgfältig gewählt werden. Zum einen um eine zu schmale Simula-
tionsbandbreite zu vermeiden, die nur wenig Rückschlüsse auf die Propagation der Para-
meterunsicherheiten in die Modellausgaben erlaubt. Zum anderen um, in umgekehrter
Richtung, zu verhindern, dass die Anpassungsgüte des Modells durch eine extrem weit
gefasste Bandbreite verschleiert wird. Im Folgenden sollen die Unsicherheiten unterschied-
licher Modellstrukturen untersucht werden, für die unterschiedliche Verteilungen der a
posteriori ermittelten likelihood Werte zu erwarten sind. Die Verwendung eines festen
Grenzwertes für den likelihood Wert würde somit zu einer unterschiedlichen Anzahl an
akzeptierten Parametersätzen führen. Aufgrund der unterschiedlichen Stichprobengrößen
gilt dies auch für die Akzeptanz eines prozentualen Anteils aller Simulationen.  Dies ist als
nicht zielführend anzusehen, da davon auszugehen ist, dass die Resultate bezüglich der
Unsicherheitspropagation der einzelnen Modellvarianten bei unterschiedlichen Mengen
akzeptierter Simulationen kaum vergleichbar sind. Daher wurde jeweils eine feste Anzahl
von 2000 Parametersätzen akzeptiert und für die Bestimmung der 90 % GLUE-
Simulationsbandbreite verwendet. Damit sollte eine ausreichende Bandbreite in den Simu-
lationsergebnissen vorhanden sein, die einen Vergleich der Unsicherheitspropagation der
verschiedenen Modellstrukturen ermöglicht.
Die GLUE-Methode ermöglicht die Verwendung der, mit den akzeptierten Parametersät-
zen assoziierten, a posteriori ermittelten likelihood Gewichte für die Schätzung einer Vor-
hersagebandbreite (Beven & Binley, 1992). D.h. hier werden die likelihood Gewichte nicht
anhand beobachteter Abflusswerte neu bestimmt, sondern es wird die a posteriori Vertei-
lung der Parametersätze und ihrer Gewichte aus der Kalibrierung als a priori Verteilung für
die Validierung verwendet. Für die folgenden Simulationsstudien bedeutet dies konkret,
dass die akzeptierten Parametersätze die in der Kalibrierung ermittelten Modelleffizienzen
als likelihood Gewichte beibehalten. Damit können die Resultate einer Validierung auf der
Grundlage von split-sample Tests (Klêmes, 1986b; vgl. Abs. 3.5.1) in die Analyse der Mo-
dellunsicherheiten einbezogen werden. Hierzu wurde der zur Verfügung stehende neunjäh-
rige Beobachtungszeitraum in eine sechs- und eine dreijährige Periode unterteilt, die alter-
nierend für die Kalibrierung und Validierung verwendet wurden. Zur besseren Übersicht
sind die Kalibrierungs- und Validierungszeiträume der durchgeführten split-sample Tests
in Tabelle 6.5 dargestellt. In der Kalibrierung erfolgten die Simulationen mit einem halben
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Jahr „Vorlaufzeit“. Diese Aufteilung in einen 70/30 Test und einen 30/70 Test (vgl. Abs.
3.5.1) erfolgte unter dem Gesichtspunkt der Frage nach der für die Identifizierung der Mo-
dellparameter erforderlichen Länge der Kalibrierungsperiode (vgl. Abs. 3.5.3.3). Ergeben
sich zwischen den Modellvarianten signifikante Unterschiede in der Parameteridentifizier-
barkeit bei der Kalibrierung über die unterschiedlich langen Zeiträume, könnte dies ein
Indiz für die Parameter- bzw. strukturelle Unsicherheit der entsprechenden Variante sein.
Tab. 6.5: Kalibrierungs- und Validierungszeiträume der durchgeführten split-sample Tests
Kalibrierung Validierung
70/30 Test 1.11.1991 - 31.10.1997 1.11.1997 - 31.10.2000
30/70 Test 1.11.1997 - 31.10.2000 1.11.1991 - 31.10.1997
6.4 Simulationsergebnisse und qualitativer Vergleich der Unsicherheiten
Zur Durchführung der Monte-Carlo-Simulationen wurden für die drei Modellvarianten (A,
B und C) 8000, 10 000 und 12 000 Parametersätze aus gleichverteilten Pseudozufallszah-
len zusammengestellt. Die Simulationen erfolgten auf Tagesschrittbasis. Als likelihood
measure für die simulierten Abflussganglinien wurde das Effizienzkriterium nach Nash-
Sutcliffe (NSE) ermittelt. Die Simulationen wurden entsprechend ihrer likelihood Gewich-
te aufsteigend sortiert und für jede Modellvariante die feste Anzahl der besten 2000 Simu-
lation für die weiteren Analysen verwendet. Die Möglichkeit strukturelle Unsicherheiten
anhand des Vergleichs der Parameterunsicherheiten zu identifizieren, wird am Beispiel des
Temperaturgrenzwertes T0, des Parameters b der Reduktionsfunktion für die reale Ver-
dunstung und der Speicherkonstanten Ks (Oberflächenabfluss) und Ku (upper response box)
diskutiert. Bezüglich der simulierten Abflussdynamik gehören diese vier Parameter zu den
wesentlichen Faktoren, weshalb davon auszugehen ist, dass sich Unterschiede in den struk-
turellen Unsicherheiten der drei betrachteten Modellvarianten am ehesten in der Identifi-
zierbarkeit dieser Parameter manifestieren.
6.4.1 Ergebnisse des 70/30 Tests
6.4.1.1 Verteilungen der Modelleffizienz der Monte-Carlo-Simulationen
In Tabelle 6.6 sind statistischen Kenngrößen der Verteilungen des NSE für die drei Mo-
dellvarianten zusammengefasst. Die maximal erreichte Modelleffizienz lag bei der räum-
lich verteilten Modellvariante C mit 0.920 etwas höher als bei räumlich aggregierten Vari-
anten A (0.909) und B (0.908). Innerhalb der 2000 akzeptierten Simulationen lagen die
niedrigsten Werte für die Modelleffizienz bei 0.790 (A), 0.798 (B) und 0.813 (C). Abbil-
dung 6.12 zeigt die Histogramme des NSE (0.05 Intervallgröße). Auffällig sind die deut-
lich linkschiefen Verteilungen bei Werten für das 1. Quartil im Bereich von 0.611 (Varian-
te C) bis 0.691 (A). Insgesamt erscheinen die Verteilungen recht ähnlich, trotz einer gewis-
sen Bandbreite in den Parametern konnten die Modellvarianten scheinbar nur wenige wirk-
lich „schlechte“ Simulationsläufe produzieren. Die Werte für das 0.05-Quantil liegen bei
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den Modellvarianten B und C allerdings deutlich niedriger als bei der Variante A. Als
mögliche Ursache hierfür sind deutliche Unterschiede in den a posteriori Parametervertei-
lungen der Varianten B und C gegenüber der Variante A anzunehmen. Da die vorgegebe-
nen Wertebereiche der Parameter für die Monte-Carlo-Simulationen größtenteils beibehal-
ten wurden, könnten sich dadurch mehr Simulationen mit einer geringeren Modelleffizienz
ergeben.
Tab. 6.6: Statistische Kenngrößen der Verteilungen des NSE am Pegel Meiningen für die drei Mo-
dellvarianten (6 a Kalibrierungszeitraum)
Modellvariante A B C
N Simulationen 8000 10 000 12 000
Maximum 0.909 0.908 0.920
Q0.75 0.790 0.788 0.793
Median 0.751 0.742 0.737
Q0.25 0.691 0.641 0.611
Q0.05 0.437 0.067 0.089
Schiefe -2.307 -2.436 -2.235
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Abb. 6.12: Vergleich der Verteilungen der klassifizierten Gütekriterien für die drei Modellvarian-
ten am Pegel Meiningen (6 a Kalibrierungszeitraum)
Die von Lindström et al. (1997) reklamierte Robustheit der einfachen Modellstruktur wird
durch die vorliegenden Ergebnisse prinzipiell bestätigt. Auf der anderen Seite kommt Sei-
bert (1997) zu dem Schluss, dass eine erhebliche Parameterunsicherheit für das HBV-
Modell besteht. Bis auf wenige Ausnahmen weisen die Parameter keinerlei Sensitivität
gegenüber der Modelleffizienz auf und es können über deren gesamten angenommenen
Wertebereich „gute“ Resultate erzielt werden. Diese beiden Aussagen stehen zunächst in
einem gewissen Widerspruch zu einander, da eher zu erwarten wäre, dass die Parameterun-
sicherheiten auch eine größere Unsicherheit in den Simulationsergebnissen zur Folge ha-
ben. Eine mögliche Erklärung hierfür bietet die Äqufinalitäts-These (vgl. Abs. 3.6.2),  auf-
grund starker Parameterinteraktionen führen viele unterschiedliche Parameterkombinatio-
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nen zu ähnlich guten Resultaten bezüglich der durch die Modelleffizienz quantifizierten
Anpassungsgüte. Offen ist damit die Frage nach der strukturellen Unsicherheit bzw. Güte
des Modells. Die bloße Übereinstimmung mit der beobachteten Ganglinie, ausgedrückt
durch die Modelleffizienz, beweist letztendlich noch nicht die korrekte Abbildung der ein-
zelnen Prozesse durch das Modell. Zunächst sollen die möglichen Auswirkungen auf die
Verteilung der Modelleffizienzen betrachtet werden, die sich durch die Modifikation der
räumlichen Modellstruktur ergaben.
6.4.1.2 Parameteridentifizierbarkeit und -unsicherheit
Die Kalibrierungsparameter für die schnelleren Abflusskomponenten (Ks und Ku) weisen
bei allen drei Modellvarianten eine höhere Sensitivität bzw. Identifizierbarkeit auf als jene
für den Basisabfluss aus der lower response box (Kl) und dem, bei diesen Einzugsgebiets-
größen noch nicht so dominanten, Wellenablauf im Gewässernetz (x und v , vgl. Spann-
weitenlinien der akzeptierten Simulationen oberhalb des 0.95-Quantils Abb. 6.13).
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Abb. 6.13: Parameterbandbreiten für die drei Modellvarianten am Pegel Meiningen. Die Parame-
terwerte wurden auf den Bereich 0-1 normiert. Die Spannweitenlinien umfassen die
Simulationen oberhalb des 0.95-Quantils, die Balken die Simulationen oberhalb des
0.99-Quantils der 2000 akzeptierten Simulationen (6 a Kalibrierungszeitraum).
Der Temperaturgrenzwert T0, mittels dessen eine Unterteilung des Niederschlages in
Schnee und Regen durchgeführt wird, bzw. bei dem die Schneeschmelze einsetzt, weist
jeweils die höchste Sensitivität auf (vgl. Abb. 6.13, 6.14, 6.16 und 6.17). Ausgehend von
der Analyse des Abflussregimes am Pegel Meiningen (vgl. Abs. 6.1.1) ist eine hohe Sensi-
tivität für diesen Parameter auch durchaus vorauszusetzen. Diese Beobachtung deckt sich
mit den Ergebnissen von Uhlenbrook et al. (1999) und Seibert (1997), der T0 sogar als ein-
zig wirklich sensitiven Parameter angibt. Harlin & Kung (1992) kommen dagegen zu ei-
nem völlig konträren Befund für diesen Parameter, den sie als unsensitiv einstufen. Ursa-
che hierfür ist ihre restriktive17 Definition des Wertebereichs für T0, der sich nur über eine
17 Uhlenbrook et al. verwenden einen a priori Wertebereich von -2 bis +0.5 °C und Seibert einen
Bereich von -2.5 bis +2.5 °C für T0.
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Spannbreite von ca. 0.6°C erstreckt (-0.2°C bis +0.36°C bzw. +0.14°C bis +0.8°C). Nimmt
man die a posteriori Verteilung von T0 in Abbildung 6.11 als Referenz, erscheint es durch-
aus möglich, dass innerhalb eines solch eingeschränkten Wertebereichs keine signifikante
Sensitivität für T0 festzustellen ist. Auf der anderen Seite ist davon auszugehen, dass bei
der Modellierung von Einzugsgebieten, deren Abflussregime erheblich durch die Schnee-
schmelze beeinflusst werden18, der Temperaturgrenzwert zur Unterscheidung von Regen
und Schneefall bis auf eine verbleibende Unsicherheitsspannbreite von maximal 1 °C ein-
deutig identifizierbar ist (vgl. Abb. 6.14, 6.16 und 6.17).
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Abb. 6.14: Streudiagramme (Parameterwerte vs. NSE) für vier Parameter der Modellvariante A
am Pegel Meiningen (6 a Kalibrierungszeitraum, 2000 akzeptierte Simulationen). Im
Uhrzeigersinn: Speicherkonstante Oberflächenabfluss Ks, Temperaturgrenzwert T0, Pa-
rameter für den Minhas-Disse Faktor b und Speicherkonstante upper response Ku.
Ein Vergleich der Ergebnisse der vorliegenden Untersuchung und der von Seibert und Uh-
lenbrook et al. bestätigt, dass diese Identifizierbarkeit unabhängig von dem Höhengradien-
ten des Untersuchungsgebietes19, der räumlichen Diskretisierung die das Modell verwendet
und, im eingeschränkten Maße, auch von der Abbildung des Schneeschmelzeprozesses
(vgl. Abb. 6.14 und 6.16) ist. Dieses Beispiel verdeutlicht, wie die Resultate einer Monte-
Carlo basierten, globalen Sensitivitätsanlayse durch subjektive Annahmen des Modellie-
rers beeinflusst werden können, so dass nie von einer absoluten Objektivität der Ergebnisse
ausgegangen werden kann20. Damit stellt sich die Frage inwieweit eine Quantifizierung der
18 Dies trifft auf die Einzugsgebiete aller hier diskutierten Simulationsstudien zu, also auch den
Untersuchungen von Uhlenbrook et al. (Einzugsgebiet im Südschwarzwald), Seibert und Harlin &
Kung (Einzugsgebiete in Schweden).
19 Uhlenbrook et al. geben einen Höhenunterschied von etwas über 1000 m für das 39.9 km2 große
Einzugsgebiet der Brugga an. Dahingegen bezeichnet Seibert die Höhenunterschiede in den von
ihm untersuchten Einzugsgebieten als gering.
20 Für eine klassische Sensitivitätsanalyse (vgl. Abs. 3.5.3) sind noch wesentlich gravierendere
Auswirkungen der Parameterinteraktionen und subjektiven Annahmen des Modellierers auf die
Resultate zu erwarten.
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Parameterunsicherheiten im Rahmen einer globalen Sensitivitätsanlayse, wie es z.B. von
Harlin & Kung durch die Einführung von Sensitivitätsklassen gemacht wird, möglich ist
und ob die so quantifizierten Parameterunsicherheiten unterschiedlicher Modellstrukturen
vergleichbar sind. Hierzu müsste sichergestellt werden können, dass die a priori festgeleg-
ten Parameterwertebereiche eine quantitativ vergleichbare a posteriori Verteilung der Pa-
rameter ermöglichen. Dies scheint jedoch kaum möglich.
Abbildung 6.15a zeigt die Streudiagramme für die vier Modellparameter Ks, T0, Ku und b,
die sich bei Verdoppelung der Obergrenze für Ks und Ku aus der gleichen Anzahl an Simu-
lationen ergeben. T0 erscheint hier nicht mehr als eindeutig sensitivster Parameter (vgl.
Abb. 6.14). Während sich für Ks oberhalb von 10 d eine deutliche Unsicherheit zeigt, wäre
für Ku eine Erhöhung der oberen Grenze des Wertebereichs auf ca. 40-50 d zur korrekten
Erfassung der a posteriori Verteilung, nach visueller Analyse des Streudiagrammes, durch-
aus in Erwägung zu ziehen. Die geringe Parameterdichte innerhalb der neu hinzugekom-
men Bereiche (10-20 d bzw. 35-70 d, vgl. Abb. 6.15b) spricht jedoch in beiden Fällen eher
gegen eine Veränderung der Wertebereiche.
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Abb. 6.15: a) Streudiagramme (Parameterwerte vs. NSE) für die vier Parameter Ks, T0, b und Ku
der Modellvariante A am Pegel Meiningen bei Verdoppelung der Obergrenzen für die
Werte von Ks und Ku. (6 a Kalibrierungszeitraum, 2000 akzeptierte Simulationen), b)
Histogramme der auf 1 normierten Parameterdichte für Ks und Ku
Die Erweiterung der Wertebereiche der Parameter Ks und Ku hat deutliche Auswirkungen
auf die a posteriori Verteilung von T0. Dieser Parameter erscheint dadurch weniger be-
stimmt (vgl. Abb. 6.14), was sich in der Vergrößerung des Quartilsabstandes von 1.56 °C
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auf 2.08 °C widerspiegelt. Damit wird bestätigt, dass aufgrund der Parameterinteraktionen
die Sensitivität einzelner Parameter durch die Wahl der Wertebereiche für andere Parame-
ter bedingt wird. Die Veränderung der a priori Wertebereiche hat ebenfalls Auswirkungen
auf die Unsicherheiten in den Simulationsergebnissen. Der niedrigste Wert für die Modell-
effizienz innerhalb der 2000 akzeptierten Simulationen verringert sich von 0.790 auf 0.728.
Aufgrund dieser Probleme bei einer Quantifizierung der Parameterunsicherheiten erscheint
eine Beschränkung auf die Unterscheidung in sensitive/nicht sensitive Parameter und die
vergleichende Interpretation der a posteriori Verteilungen der Parameter als sinnvoll.
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Abb. 6.16: Streudiagramme (Parameterwerte vs. NSE) für die vier Parameter Ks, T0, b und Ku der
Modellvariante B am Pegel Meiningen. (6 a Kalibrierungszeitraum, 2000 akzeptierte
Simulationen)
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Abb. 6.17: Streudiagramme (Parameterwerte vs. NSE) für die vier Parameter Ks, T0, b und Ku der
Modellvariante C am Pegel Meiningen. (6 a Kalibrierungszeitraum, 2000 akzeptierte
Simulationen)
Betrachtet man alle Simulationen oberhalb der 0.95- und 0.99-Quantile der akzeptierten
Simulationen, die für die Modellvarianten im Bereich von 0.863 - 0.885 bzw. 0.878 - 0.899
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liegen, ist festzustellen, dass gute bis sehr gute Simulationsergebnisse fast innerhalb des
gesamten angenommenen Wertebereiches der meisten Parameter erzielt werden können
(vgl. Abb. 6.13). Damit lassen sich die Parameterunsicherheiten der drei Modellvarianten
mit der Äquifinalitäts-These interpretieren.
Auffällig ist die unterschiedliche Form der a posteriori Verteilung für T0 bei der Modellva-
riante A im Vergleich zu den beiden anderen Varianten21 (vgl. Abb. 6.14, 6.16 und 6.17).
Die Verteilung scheint zwei lokale Maxima bei ca. +0.5 und +1.5 °C aufzuweisen22. Eine
mögliche Erklärung für diese Unterschiede bietet der Vergleich verschiedener Gütekrite-
rien, die die Anpassungsgüte an unterschiedliche Bereiche der Abflussganglinie quantifi-
zieren. Abbildung 6.18 stellt die Streudiagramme, die sich bei Verwendung des ausschließ-
lich auf die Hochwasserabflüsse (RMSE>3MQ) bzw. auf die Abflüsse unterhalb von MQ
(RMSE<MQ) bezogenen Standardfehlers als likelihood measure für T0 ergaben, den bereits
in den Abbildung 6.14, 6.16 und 6.17 dargestellten Streudiagrammen (T0 vs. NSE) für die-
sen Parameter gegenüber.
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Abb. 6.18: Vergleich der Streudiagramme für den Parameter T0 und unterschiedliche Gütekriterien
(6 a Kalibrierungszeitraum, 2000 akzeptierte Simulationen).
Dabei zeigt sich, dass die beiden Maxima der a posteriori Verteilung für T0 bezüglich NSE
bei der Modellvariante A aus der Pareto-Optimalität (vgl. Abs. 3.6.3) verschiedener Para-
metersätze zu resultieren scheinen. Für die beiden anderen Varianten B und C ist ein ähn-
21 Um die korrekte Erfassung a posteriori Verteilung bei der Variante A sicherzustellen (vgl. Abb.
6.11), wurde der Versuch für diese Variante mit der doppelten Stichprobengröße wiederholt. Hier-
bei ergaben sich keine wesentlichen Veränderungen.
22 Zur Verdeutlichung der Unterschiede in den a posteriori Verteilungen sind die Streudiagramme
für die Varianten A und B in Abb. A-1 im Anhang vergrößert dargestellt.
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lich ausgeprägter Effekt nicht auszumachen. Anscheinend ermöglicht die Berücksichtigung
des Wasserhaushaltes der Schneedecke in den Varianten B und C eine bessere Anpassung
an die unterschiedlichen Bereiche der Abflussganglinie, was sich in der eindeutigeren I-
dentifizierbarkeit des Parameters T0 niederschlägt. Damit können im vorliegenden Beispiel
die Parameterunsicherheiten bzw. die Existenz unterschiedlicher, in der Nachbildungsgüte
ähnlich geeigneter Parametersätze auf eine multikriterielle Äquivalenz, wie sie u.a. von
Gupta et al. (1998) propagiert wird, zurückgeführt werden. Daneben bestätigt die Analyse
der Parameteridentifizierbarkeit für T0 die Vermutung deutlicher Unterschiede in den a
posteriori Parameterverteilungen der Varianten B und C gegenüber der Variante A, die
anhand der Verteilungen des NSE gestellt wurde (vgl. Abs. 6.4.1.1).
Die a posteriori Verteilungen für die Speicherkonstante des Oberflächenabflusses Ks wei-
sen  keine vergleichbaren Unterschiede in ihrer Form auf. Jedoch verschieben sich die
Wertebereiche insgesamt bei den Varianten B und C im Vergleich zu Variante A um ca.
einen halben (B) bzw. einen Tag (C) in Richtung der oberen Grenze. Dies wird durch die
Quartile bestätigt (vgl. Tab. 6.7). Eine ähnliche Verschiebung des Wertebereiches ist bei
der Speicherkonstante der upper response box Ku für die Variante B im Vergleich zur Va-
riante A auszumachen. Der bei der Variante C verwendete Skalierungsfaktor für die Spei-
cherkonstanten (vgl. Abs. 6.2.3) scheint eine vergleichsweise höhere Identifizierbarkeit
bzw. Sensitivität zu besitzen. Als Ursache hierfür ist jedoch eher ein, relativ gesehen, brei-
ter gefasster a priori Wertebereich anzusehen, wie durch die Histogramme der Parameter-
dichte innerhalb der Wertebereiche bestätigt wird (vgl. Abb. 6.19). Daher erscheint eine
weitergehende Interpretation der Identifizierbarkeit für diesen Parameter nicht sinnvoll, da
nicht mit Sicherheit von einer Vergleichbarkeit der für die Parameterstichproben definier-
ten Wertebereiche ausgegangen werden kann.
Tab. 6.7: Quartile und Quartilsabstand der vier Parameter Ks, T0, b und Ku für die drei Modellvari-
anten (6 a Kalibrierungszeitraum). Die Quartile für Ku wurden zum Vergleich auf Eins
normiert.
Ks [d] T0 [°C] b [-] Ku [-] ( [d] )
Q0.25 2.85 -0.55 2.06 0.27 (13.23)
Median 4.15 0.28 3.96 0.44 (18.38)
Q0.75 5.91 1.01 5.84 0.65 (24.62)
A
Q0.25 - Q0.75 3.06 1.56 3.78 0.21 (11.39)
Q0.25 3.17 -0.43 2.01 0.30 (13.94)
Median 4.53 0.19 3.83 0.49 (19.66)
Q0.75 6.37 0.74 5.85 0.68 (25.53)
B
Q0.25 - Q0.75 3.20 1.17 3.84 0.22 (11.59)
Q0.25 3.95 -0.59 -0.39 0.17
Median 5.30 0.10 1.07 0.31
Q0.75 6.90 0.65 2.90 0.55
C
Q0.25 - Q0.75 2.95 1.24 3.29 0.33
Der Parameter b für den Minhas-Disse Faktor weist für die beiden Varianten A und B kei-
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ne Sensitivität auf, bei der Variante C lässt sich eine vergleichsweise deutlichere Identifi-
zierbarkeit ausmachen. Zur Verdeutlichung wurden die Streudiagramme mit Histogram-
men der auf 1 normierten Parameterdichte hinterlegt (vgl. Abb. 6.20). Für die korrekte
Erfassung der a posteriori Verteilung des Parameters wurde bei der Variante C der Parame-
terwertebereich verschoben. Das ungefähre Maximum der a posteriori Verteilung liegt
jedoch unterhalb des von Disse (1995, vgl. Abs. 6.4.1.2) für b angegebenen Bereichs von 3
(Mais) bis max. 6 (Wald, Getreide). Diese Werte wurden ausgehend von den Messdaten
eines intensiv untersuchten Kleineinzugsgebietes bestimmt. Die Abweichung von den Lite-
raturwerten könnte ein Hinweis darauf sein, dass die Bodenfeuchtedynamik in der Wurzel-
zone überschätzt wird und das Modell versucht dies durch eine Reduktion der realen Ver-
dunstung auszugleichen.
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Abb. 6.19: Histogramme der auf 1 normierten Parameterdichte für Ku (6 a Kalibrierungszeitraum,
2000 akzeptierte Simulationen)
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Abb. 6.20: Vergleich der Streudiagramme für den Parameter b und zwei unterschiedliche Gütekri-
terien, oben mit Histogrammen der auf 1 normierten Parameterdichte (6 a Kalibrie-
rungszeitraum, Ergebnisse der 2000 akzeptierten Simulationen)
Bezüglich der Hochwasserabflüsse (RMSE>3MQ) zeigte der Parameter b bei allen drei Mo-
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dellvarianten erwartungsgemäß keine Sensitivität (nicht dargestellt). Dies entspricht der
konzeptionellen Vorstellung, dass die Verdunstung einen zu vernachlässigende Einfluss
auf den Hochwasserabfluss hat. Dagegen ist anzunehmen, dass der Parameter bezogen auf
die Abflüsse unterhalb von MQ eine eindeutige Sensitivität aufweist. Die Höhe der realen
Verdunstung stellt, insbesondere während des sommerlichen Abflussminimums, eine we-
sentliche Größe für das simulierte Abflussvolumen dar. Die a posteriori Verteilung des
Parameters bezüglich RMSE<MQ weist bei der Variante C eine (relativ) ähnliche Form auf
wie bei der Modelleffizienz (vgl. Abb. 6.20). Bei den beiden Varianten A und B ergibt sich
dagegen eine bezüglich der Modelleffizienz nicht zu beobachtende Sensitivität. Allerdings
zeigt der Parameter in beiden Fällen ein eher asymptotisches Verhalten. Eine mögliche
Erklärung hierfür wäre eine zu starke Beschränkung des Parameterwertebereiches. Testsi-
mulationen, bei denen die obere Grenze des Wertebereiches auf 12 erhöht wurde, erbrach-
ten jedoch keine qualitative Veränderung der a posteriori Verteilung, d.h. das Parameter-
verhalten erscheint weiter asymptotisch. Eine andere Möglichkeit wäre das asymptotischen
Verhaltens eines Parameters innerhalb seines, als sinnvoll zu erachtenden, Definitionsbe-
reichs als Indikator für eine strukturelle Unsicherheit des Modells zu interpretieren. Daraus
lässt sich schließen, dass die räumlich aggregierte Beschreibung der Bodenfeuchte- und
Abflussbildungsdynamik zu Zeiten der sommerlichen Niedrigabflüsse zu viel Abfluss pro-
duziert. Durch eine höhere reale Evapotranspiration kann das Modell dies zum Teil aus-
gleichen. Damit könnte sich das asymptotische Verhalten des Parameters b bezüglich
RMSE<MQ erklären lassen. Insgesamt betrachtet deutet die Analyse der Sensitivität des
Parameters b somit, trotzt des Unterschiedes zu den Literaturwerten, darauf hin, dass die
Bodenfeuchte- und Abflussbildungsdynamik durch die räumlich verteilte Modellvariante C
besser erfasst wird.
6.4.1.3 Schätzung der Unsicherheiten für die Simulationsergebnisse
In diesem Abschnitt werden die Auswirkungen der beschrieben Parameter- und vermuteten
strukturellen Unsicherheiten auf die Simulationsergebnisse untersucht. Hierzu wurden mit
der GLUE-Methode für jeden Zeitschritt die 0.05-, 0.5- (Median GLUE) und 0.95-Quantile
für die simulierten, likelihood gewichteten Abflüsse geschätzt (vgl. Abs. 3.6.2). Der somit
erhaltene 90 % Vertrauensbereich für die Abflusssimulationen wird als mögliche Simulati-
onsbandbreite interpretiert. Der Median der GLUE Simulationen (Median GLUE) wird für
die Darstellung von Streudiagrammen der beobachteten gegen die simulierten Abflusswer-
te verwendet. Dabei ist zu beachten, dass Maximum und Minimum der Simulationsband-
breite ebenso wie der Median GLUE keiner konkreten Simulationen zugeordnet werden
können, d.h. die Position einer bestimmten simulierten Ganglinie würde innerhalb der Si-
mulationsbandbreite variieren. Darüber hinaus handelt es sich bei den Quantilen um die
Quantile der auf 1 normierten likelihood Gewichte und den ihnen zugeordneten Abfluss-
werten und nicht um die Quantile der Abflusswerte (vgl. Abs. 3.6.2). Demnach liegen nicht
zwingendermaßen 90% der simulierten Abflusswerte innerhalb der 90% GLUE-
Simulationsbandbreite.
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In Abbildung 6.21 sind die Mittelwerte der mit den 0.05- und 0.95-Quantilen und dem
Median assoziierten Abflusswerte über den gesamten Kalibrierungszeitraum für die drei
Modellvarianten dargestellt. Dabei zeigt sich, dass Ober- und Untergrenze der 90 %
GLUE-Simulationsbandbreite für die teilaggregierte Modellvariante C im Mittel niedriger
liegen als für die aggregierten Varianten A und B. Damit wird die anhand der Sensitivität
des Parameters b (reale Verdunstung, vgl. Abs. 6.4.1.2) vermutete, unterschiedliche Ab-
flussbildungsdynamik bei aggregierter bzw. teilaggregierter Modellstruktur bestätigt. Die
Unterschiede in der mittleren Simulationsbandbreite sind nur gering, für die einzelnen Va-
rianten ergaben sich folgende Werte: (A) 9.57 m3/s, (B) 9.24 m3/s und (C) 9.64 m3/s. Auf-
grund der Verschiebung der 90 % GLUE-Simulationsbandbreite wird jedoch MQ bei der
Variante C durch den Median GLUE stärker unterschätzt (-9.1 %) als bei den Varianten A
und B (jeweils -3.4 %).
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Abb. 6.21:  Mittelwerte der 0.05- und 0.95-Quantile und des Medians über den gesamten Kalibrie-
rungszeitraum (`91 - `97) für die drei Modellvarianten
Bei allen drei Modellvarianten liegt der Wert des Median GLUE im Mittel unterhalb23
des Mittelwertes der 90% Simulationsbandbreite. Die Verteilungen der likelihood gewich-
teten Simulationen sind demnach, zumindest für eine bestimmte Anzahl von Zeitschritten,
nicht Gauss-verteilt und weisen im Mittel eine leichte Rechtsschiefe auf. Ein Unterschied
bezüglich der Schiefe lässt sich für die verwendeten Modellstrukturen im Mittel nicht fest-
stellen. An dieser Stelle ist zu betonen, dass, aufgrund des empirischen Ansatzes von
GLUE, die hier festgestellte Schiefe der Verteilungen der Simulationen eine Eigenschaft
der verwendeten Modellstrukturen ist und nicht auf die Methode zur Analyse der Modell-
unsicherheiten zurückzuführen ist. Es ist anzunehmen, dass Simulationen mit anderen Mo-
dellen durchaus andere Resultate zur Folge haben würden.
In Abbildung 6.22 sind für die drei Modellvarianten die Streudiagramme (Tagesmittelwer-
te, 6 a Kalibrierungszeitraum) des beobachteten Abfluss gegen den Median GLUE am Pe-
gel Meiningen gegenübergestellt. Im Bereich der Hochwasserabflüsse (3MQ = 43.65 m3/s)
wird die Wirkung der Schiefe der Verteilungen der GLUE Simulationen deutlich. Die
grauen Rauten stehen für beobachtete Abflusswerte, die nicht durch die Simulationsband-
breite erfasst wurden (vgl. Tab. 6.8). Deren Anzahl reduziert sich bei der aggregierten Mo-
23 Bezogen auf den mittleren Abstand zwischen 0.95- und 0.05-Quantil um ca. 6.5 % bei allen drei
Varianten.
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dellstruktur durch die Betrachtung des Wasserhaushaltes der Schneedecke (Variante B im
Vergleich A) leicht von 19.6 % auf 18.8 %. Ursache hierfür ist vor allen Dingen die besse-
re Erfassung der Abflussdynamik des Hochwasserereignisses im Frühjahr `97 und kleine-
rer Abflussspitzen im trockensten Winter (`96) der Kalibrierungsperiode.
0
50
100
150
200
0 50 100 150 200
Q beobachtet [m3/s]
M
ed
ia
n
G
LU
E
[m
3 /s
]
0
50
100
150
200
0 50 100 150 200
Q beobachtet [m3/s]
0
50
100
150
200
0 50 100 150 200
Q beobachtet [m3/s]
A CB
Abb. 6.22: Vergleich der Streudiagramme des beobachteten Abflusses gegen den Median GLUE
(6 a Kalibrierungszeitraum, Tagesmittelwerte), graue Rauten: beobachtete Werte au-
ßerhalb der 90 % GLUE-Simulationsbandbreite, (A) 19.6 % (15.9 % HQ-Werte), (B)
18.8 % (13.6 %) (C) 17.0 % (12.5 %)
In Abbildung 6.23 sind die Simulationsbandbreiten der drei Modellvarianten und der beo-
bachtete Abfluss für den Zeitraum von November `95 bis August `96 vergleichend gegen-
übergestellt24. Bei der Variante A wird die letzte von drei aufeinanderfolgenden, kleineren
Abflussspitzen im Frühjahr (März - April) nicht mehr durch die Simulationsbandbreite
erfasst. Dies ist nur mit den Varianten B und C, die das Kombinationsverfahren für den
Schneeprozess verwenden, möglich. Bemerkenswert ist auch, dass das Hochwasser im
Januar `96 durch die Simulationsbandbreite der Variante B stärker überschätzt wird als
durch die Bandbreiten der beiden anderen Varianten.
Tab. 6.8: Vergleich der Anteile der nicht durch die Simulationsbandbreiten erfassten beobachteten
Abflusswerte, Unterscheidung nach Abflusswerte gesamt und Hochwasserabflüsse (6 a
Kalibrierungszeitraum)
Modellvariante A B C
Q-Werte [%] 19.6 18.8 17.0
HQ-Werte [%] 15.9 13.6 12.5
Die teilaggregierte Variante C ermöglicht eine deutlich bessere Anpassung an die Abfluss-
dynamik im Mittelwasserbereich. Dadurch fällt die Streuung in diesem Bereich bei der
Variante C deutlich geringer aus (vgl. Abb. 6.22). Darüber hinaus können verschiedene
Abflussspitzen im Sommerhalbjahr nur durch die Simulationsbandbreite dieser Variante
vollständig erfasst werden (vgl. Abb. 6.23, Aug `96). Die Anzahl der nicht erfassten, beo-
bachteten Werte reduziert sich durch die Verwendung der teilaggregierten horizontalen
Gliederung nochmals auf 17.0 %. Abbildung 6.24 zeigt den Vergleich der Simulations-
24 Die Simulations- bzw. Vorhersagebandbreiten der drei Modellvarianten über den gesamten Ka-
librierungs- bzw. Validierungszeitraum sind im jeweils Anhang A dargestellt.
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bandbreiten für den Zeitraum von November `94 bis August `95. Dieses Beispiel verdeut-
licht nochmals die bessere Anpassung an die beobachtete Abflussdynamik im Mittelwas-
serbereich (z.B. Nov und Dez `94) und bei kleineren Hochwassern (z.B. Dez `94 - Jan `95
und Apr `95) durch die teilaggregierte Modellstruktur. Die anhand der Sensitivität des Pa-
rameters b (reale Verdunstung, vgl. Abs. 6.4.1.2) getroffene Vermutung, dass die Abfluss-
dynamik durch die beiden aggregierten Varianten überschätzt wird, wird durch das Bei-
spiel zumindest für kleinere Schwankungen im Mittelwasserbereich bestätigt (vgl. Abb.
6.24, Nov und Dez `94).
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Abb. 6.23: Vergleich der 90 % GLUE-Simulationsbandbreiten der drei Modellvarianten und des
beobachteten Abflusses für den Zeitraum Nov `95 - Aug `96 (6 a Kalibrierungszeit-
raum). Die Simulationsbandbreite der teilaggregierten Variante C ist grau schattiert
dargestellt. Für die beiden aggregierten Varianten A und B sind die obere und untere
Grenze der Simulationsbandbreite als Linien dargestellt.
Insgesamt zeigt die Analyse der Simulationsergebnisse, dass durch die komplexeren Mo-
dellstrukturen eine bessere Anpassung an die beobachtete Abflussdynamik ermöglicht
wird. Dies bezieht sich sowohl auf die Verwendung des Kombinationsverfahrens für den
Schneeprozess bei der Variante B als auch auf die zusätzliche Berücksichtigung räumlicher
Heterogenitäten bei der Variante C. Dabei ist natürlich prinzipiell zu beachten, dass die
Schätzung der Quantile mit der GLUE-Methode durch verschiedene subjektive Annahmen
beeinflusst wird (vgl. Abs. 3.6.2). Neben der Wahl der likelihood Funktion sind dies die
Anzahl der Monte-Carlo-Simulationen, das Auswahlkriterium für die Akzeptanz der Para-
metersätze und die Definition der Wertebereiche aus denen die Stichprobe der zufälligen
Parameterkombinationen erstellt wird. Insbesondere letzteres kann, in Kombination mit
dem Akzeptanzkriterium, erhebliche Auswirkungen auf die mit der GLUE-Methode ge-
schätzten Quantile haben. Z.B. reduziert sich der Anteil nicht erfasster, beobachteter Ab-
flusswerte bei der Modellvariante A von 19.6 % auf 16.2 %, wenn die erweiterten Werte-
bereiche für die Parameter Ks und Ku verwendet werden (vgl. Abs. 6.4.1.2). Gleichzeitig
verstärkt sich jedoch auch die Schiefe der Verteilungen der GLUE Simulationen deutlich
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(vgl. Abb. 6.25 und 6.22) und der Anteil nicht erfasster HQ-Werte erhöht sich von 15.9 %
auf 19.3 %. Die mittlere Simulationsbandbreite erhöht sich ebenfalls von 9.57 m3/s auf
10.68 m3/s. Der Versuch auf diese Weise sicherzustellen, dass die beobachteten Abflüsse
so weit wie möglich innerhalb der Simulationsbandbreite liegen, ist somit nicht als zielfüh-
rend anzusehen. Letztendlich wird durch die erweiterte Parameterbandbreite nur die Mo-
dellunsicherheit erhöht, was sich dementsprechend auf die Simulationsbandbreite nieder-
schlägt. Eine bessere Anpassung an die beobachteten Werte erfolgt nicht. Der Erweiterung
der Parameterwertebereiche liegt dabei keine eindeutige Induktion zu Grunde, d.h. sie wäre
nicht durch die globale Sensitivitätsanalyse gerechtfertigt (vgl. Abs. 6.4.1.2). Damit bestä-
tigt sich die Annahme, dass die a priori Parameterwertebereiche für die Unsicherheitsana-
lyse nicht zu breit gefasst sein sollten (vgl. Abs. 6.3). Darüber hinaus hat sich gezeigt, dass
eine visuelle Analyse der Simulationsbandbreiten bei der Evaluierung der Unsicherheits-
propagation als unerlässlich anzusehen ist.
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Abb. 6.24: Vergleich der 90 % GLUE-Simulationsbandbreiten der drei Modellvarianten und des
beobachteten Abflusses für den Zeitraum Nov `94 - Aug `95 (6 a Kalibrierungszeitr.).
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Abb. 6.25: Streudiagramm des beobachteten Abflusses gegen den Median GLUE (6 a Kalibrie-
rungszeitraum, Tagesmittelwerte) für die Modellvariante A bei Verwendung der erwei-
terten Wertebereiche für die Parameter Ks und Ku
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6.4.1.4 Validierung
Für die Validierung im Rahmen des 70/30 Tests wurde die anhand der sechsjährigen Peri-
ode (11.91 - 10.97) a posteriori ermittelte Verteilung der likelihood gewichteten Parame-
tersätze als a priori Parameterverteilung zur Vorhersage für die dreijährige Periode (11.97 -
10.00) verwendet. In Abbildung 6.26 sind für die drei Modellvarianten die Streudiagram-
me (Tagesmittelwerte, 3 a Validierungszeitraum) des beobachteten Abfluss gegen den Me-
dian GLUE am Pegel Meiningen gegenübergestellt. Die bereits für die Ergebnisse der Ka-
librierung diskutierte Wirkung der Schiefe im Bereich der Hochwasserabflüsse ist auch
hier deutlich ausgeprägt. Die Streuung zwischen den beobachteten Abflusswerten und den
Werten des Median GLUE in diesem Bereich fällt jedoch geringer aus als in der Kalibrie-
rungsperiode (vgl. Abb. 6.22). Die Anteile der nicht durch die Vorhersagebandbreite er-
fassten Abflusswerte sind in Tabelle 6.9 zusammengefasst.
Tab. 6.9: Vergleich der Anteile der nicht durch die Vorhersagebandbreiten erfassten beobachteten
Abflusswerte, Unterscheidung nach Abflusswerte gesamt und Hochwasserabflüsse. (3 a
Validierungszeitraum)
Modellvariante A B C
Q-Werte [%] 18.1 14.2 15.5
HQ-Werte [%] 25.5 19.6 33.3
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Abb. 6.26: Vergleich der Streudiagramme des beobachteten Abflusses gegen den Median GLUE (3
a Validierungszeitraum, Tagesmittelwerte), graue Rauten: beobachtete Werte außerhalb
der 90 % GLUE-Vorhersagebandbreite, (A) 18.1 % (25.5 % HQ-Werte), (B) 14.2 %
(19.6 %) (C) 15.5 % (33.3 %)
Die Differenzen zwischen den einzelnen Modellvarianten sind hier wesentlich größer als in
der Kalibrierung (vgl. Tab. 6.8). Bei der vergleichenden Analyse der Anteile ist natürlich
die unterschiedliche Länge der Zeiträume zu berücksichtigen, die größeren Unterschiede in
den Anteilen sind zum Teil auch hierauf zurückzuführen. Im Gegensatz zur Kalibrierung
fällt der Unterschied zwischen den beiden aggregierten Modellvarianten A und B deutlich
höher aus. Dies könnte ein Indiz dafür sein, dass eine detailliertere Beschreibung des
Schneeschmelzeprozesses für diesen Zeitraum eine wesentlichere Rolle spielt als für die
vorangehende sechsjährige Periode. Der hohe Anteil nicht erfasster HQ-Werte bei der Va-
riante C, die ebenfalls das Kombinationsverfahren verwendet, spricht jedoch gegen diese
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Vermutung. Für eine weitere Diskussion der Unterschiede in den Vorhersageunsicherhei-
ten ist eine vergleichende visuelle Analyse der Vorhersagebandbreiten unerlässlich. In den
Abbildung 6.27 und 6.28 sind die Vorhersagebandbreiten der einzelnen Modellvarianten
und die beobachteten Abflüsse für ausgewählte Zeiträume gegenübergestellt.
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Abb. 6.27: Vergleich der 90 % GLUE-Vorhersagebandbreiten der drei Modellvarianten und des
beobachteten Abflusses für den Zeitraum Dez `99 - Apr `00 (3 a Validierungszeitraum)
Im Winter des Abflussjahres 2000 ergeben sich signifikante Unterschiede zwischen der
Modellvariante A und den Varianten B und C, die das Kombinationsverfahren für den
Schneeprozess verwenden (vgl. Abb. 6.27). Der Rückgang der kleineren Abflussspitze
Ende Dezember / Anfang Januar wird durch die Vorhersagebandbreite der Variante A, im
Gegensatz zu den Varianten B und C, deutlich überschätzt. Das Hochwasser im März wird
durch die Vorhersagebandbreite der Variante B am besten erfasst. Insgesamt sind die Vor-
hersagebandbreiten der Varianten B und C wesentlich breiter gefasst und zeigen eine deut-
lich größere Unsicherheit bei der kleinen Abflussspitze im Rückgang des Hochwassers
Ende Januar / Anfang Februar. Die bessere Erfassung der Abflussdynamik durch Verwen-
dung des Kombinationsverfahrens scheint hier teilweise mit größeren Unsicherheiten in
den Vorhersageergebnissen einher zu gehen, wobei diese bei der Variante B noch etwas
deutlicher ausfallen, als bei der Variante C (vgl. Abb. 6.27, Feb `00). Dies wirkt sich auch
auf die mittlere Vorhersagebandbreite über den gesamten Validierungszeitraum aus, die für
die Variante A geringer ist: (A) 9.13 m3/s, (B) 10.31 m3/s und (C) 10.39 m3/s.
Kleinere Schwankungen im mittleren Abflussregime werden auch in der Validierung durch
die teilaggregierte Variante C besser erfasst (vgl. Abb. 6.28, Jan `99). Andererseits wird
die Abflussspitze des extremen Sommerereignisses25 im September `98 durch die Vorher-
25 Hierbei handelt es sich laut DGJ 2001 (Niedersächsisches Landesamt für Ökologie, 2004) um
das höchste Sommerereignis der Beobachtungsreihe am Pegel Meiningen.
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sagebandbreite der Variante C unterschätzt. Durch die Vorhersagebandbreiten der aggre-
gierten Varianten A und B wird der Scheitelwert, der den höchsten beobachteten Abfluss
innerhalb der Validierungsperiode darstellt, dahingegen erfasst (vgl. auch Abb. 6.26). Als
Ursache hierfür ist die, im Vergleich zu den aggregierten Varianten, deutlich unterschiedli-
che a posteriori Verteilung der Parameterwerte für die Speicherkonstante des Oberflächen-
abflusses Ks bei der Variante C  anzunehmen (vgl. Abb. 6.14, 6.16 und 6.17).
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Abb. 6.28: Vergleich der 90 % GLUE-Vorhersagebandbreiten der drei Modellvarianten und des
beobachteten Abflusses für den Zeitraum Aug `98 - Apr `99 (3 a Validierungszeitraum)
Die Verschiebung des Wertebereiches führt dazu, dass die Abflussdynamik des auf Stark-
niederschläge zurückzuführenden Hochwassers, bei dem davon auszugehen ist, dass ober-
flächennahe Abflusskomponenten eine wesentliche Rolle spielen, nicht gänzlich durch die
Vorhersagebandbreite erfasst werden kann. Das Hochwasser Anfang November `98 wird
durch alle drei Modellvarianten unterschätzt, jedoch am stärksten durch die Variante C.
Einige Abflusswerte im Anstieg und Rückgang des Ereignisses, die außerhalb der Vorher-
sagebandbreite der Variante C liegen, werden durch die aggregierten Varianten A und B
erfasst. Da im gesamten Untersuchungsgebiet im vorangegangenen Oktober keine negati-
ven Temperaturen auftraten, ist dieses Hochwasser ebenfalls auf starke Regenfälle zurück-
zuführen. Die durch die Vorhersagebandbreite der Modellvariante C nicht erfassten HQ-
Werte gehören ausschließlich zu den beiden genannten Hochwassern, wodurch der im
Vergleich zu den Varianten A und B deutlich höhere Anteil nicht erfasster Werte erklärt
wird. Abschließend sei noch auf die vergleichsweise deutlichere Überschätzung des
Hochwassers im März `99 durch die Vorhersagebandbreite der Variante B hingewiesen.
Die Variante neigt zu einer Überschätzung durch Schneeschmelze beeinflusster Hochwas-
serereignisse.
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6.4.2 Ergebnisse des 30/70 Tests
Die Niederschläge in den Winterhalbjahren der dreijährigen Periode (98 - 00) liegen für
das Einzugsgebiet des Pegel Meiningen ungefähr im Mittel der sechsjährigen Periode. Mit
687 mm liegt der Sommer `98 jedoch deutlich oberhalb der maximalen Niederschlags-
summe in den Sommerhalbjahren der sechsjährigen Periode (526 mm im Sommer `96).
Demnach ist bezüglich der Parameteridentifizierung bei dem 30/70 Test durchaus mit sig-
nifikanten Unterschieden im Vergleich zum 70/30 Test zu rechnen.
6.4.2.1 Kalibrierung
In Tabelle 6.10 sind die statistischen Kenngrößen der Verteilungen des NSE für die drei
Modellvarianten zusammengefasst. Die Quantilwerte und die maximale Modelleffizienz
liegen durchgängig höher, als für die sechsjährige Kalibrierungsperiode (Werte in Klam-
mern). Einzige Ausnahme bildet der Median für die Variante C, dessen Wert fast gleich
bleibt. Die maximale Modelleffizienz liegt um 0.17 (Variante B) bis 0.27 (A) höher. Auf-
fällig sind die, im Vergleich zu den anderen Quantilen, deutlicheren Anstiege der Werte
für die 0.05-Quantile, insbesondere bei den Varianten B und C. Für die dreijährige Kalib-
rierungsperiode bestehen somit bei allen drei Varianten deutlich geringere Unsicherheiten
bezüglich der durch die Modelleffizienz nach Nash-Sutcliffe quantifizierten Nachbil-
dungsgüte als in der zuvor verwendeten sechsjährigen Periode (vgl. Abs. 6.4.1.1). D.h. die
quadrierten Modellresiduen (vgl. Gl. (3.7)) machen für den kürzeren Kalibrierungszeit-
raum einen geringeren Anteil der Varianz der beobachteten Werte aus, als für die längere
Periode (Legates & McCabe, 1999). Von den beiden räumlich aggregierten Modellstruktu-
ren ermöglicht die Variante A die höhere maximale Modelleffizienz. Ursache hierfür könn-
te sein, dass die Verwendung des Kombinationsverfahrens für den Schneeprozess bei der
Variante B hier eine größere Unsicherheit in den Simulationsergebnissen zur Folge hat.
Tab. 6.10: Statistische Kenngrößen der Verteilungen des NSE für die drei Modellvarianten am
Pegel Meiningen, dreijähriger Kalibrierungszeitraum (11.97 - 10.00)
Modellvariante A B C
N Simulationen 8000 10 000 12 000
Maximum 0.936 (0.909) 0.925 (0.908) 0.941 (0.920)
Q0.75 0.819 (0.790) 0.810 (0.788) 0.799 (0.793)
Median 0.777 (0.751) 0.764 (0.742) 0.736 (0.737)
Q0.25 0.721 (0.691) 0.686 (0.641) 0.636 (0.611)
Q0.05 0.550 (0.437) 0.218 (0.067) 0.228 (0.089)
Schiefe -1.884 (-2.307) -2.531 (-2.436) -2.160 (-2.235)
Abbildung 6.29 zeigt die Streudiagramme der vier Parameter Ks, T0, b und Ku für die drei-
jährige Kalibrierungsperiode. Für die Form der a posteriori Verteilungen der Speicherkon-
stanten Ks und Ku ergeben sich rein visuell nur geringe Unterschiede im Vergleich zur
sechsjährigen Kalibrierungsperiode, jedoch scheinen sich die Wertebereiche etwas ver-
schoben zu haben (vgl. Abb. 6.14, 6.16 und 6.17). Die Quartilswerte liegen bei allen Mo-
dellvarianten, mit Ausnahme des 3. Quartils für Ks bei der Variante A, für beide Parameter
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durchweg niedriger (vgl. Tab. 6.11). Die Unterschiede im Vergleich zur sechsjährigen Ka-
librierungsperiode (Werte in Klammern) fallen hierbei für Ku deutlicher aus. Dieser Para-
meter erscheint zudem bei allen Varianten etwas bestimmter, was durch die Quartil-
sabstände bestätigt wird. Als Ursache für die Änderungen in den Wertebereichen ist ein
leichter Unterschied in der Abflussdynamik zwischen den beiden Perioden anzunehmen.
So liegen z.B. der mittlere Abfluss und der mittlere Hochwasserabfluss im dreijährigen
Zeitraum mit 16.1 m3/s bzw. 72.4 m3/s höher als im sechsjährigen (14.5 m3/s und 69.9
m3/s).
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Abb. 6.29: Streudiagramme (Parameterwerte vs. NSE) für die vier Parameter Ks, T0, b und Ku der
drei Modellvarianten A, B und C am Pegel Meiningen. (3 a Kalibrierungszeitraum,
2000 akzeptierte Simulationen)
Deutlichere Unterschiede ergeben sich für die a posteriori Verteilungen der Parameter T0
(Temperaturgrenzwert) und b (reale Verdunstung). Die bei der Kalibrierung über den
sechsjährigen Zeitraum festgestellte multikriterielle Äquivalenz für T0 scheint weniger
ausgeprägt zu sein. Dadurch erscheint bei der Modellvariante A dieser Parameter deutlich
bestimmter. Die deutlichsten Veränderungen ergeben sich für den Parameter b. Während
die a posteriori Verteilung für b bei der teilaggregierten Modellvariante C eine ähnliche
Form aufweist wie bei der Kalibrierung über die sechsjährige Periode, ergeben sich bei den
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räumlich aggregierten Varianten A und B deutliche Unterschiede. Insbesondere bei der
Modellvariante A zeigt sich hier das bereits in Abschnitt 6.4.1.2 diskutierte, asymptotische
Verhalten auch bezüglich der Modelleffizienz. Die Identifizierbarkeit dieses Parameters
scheint damit bei der Variante C weniger von der Wahl des Kalibrierungszeitraumes ab-
hängig zu sein als bei den beiden anderen Varianten.
Die Streudiagramme des beobachteten Abfluss gegen den Median GLUE (vgl. Abb. 6.30)
weisen insgesamt betrachtet nur geringfügige Unterschiede zu denen der Validierung im
Rahmen des 70/30 Tests über diesen Zeitraum (vgl. Abb. 6.26) auf. Die einzige deutlichere
Abweichung stellt die geringere Streuung der Werte unterhalb von ca. 50 m3/s in der Ka-
librierung für die Variante A dar. Dementsprechend ergeben sich nur bei der Variante A
größere Unterschiede zwischen der Vorhersage- und der Simulationsbandbreite der Vali-
dierung bzw. Kalibrierung. Bei den beiden anderen Varianten handelt es sich nur um Nu-
ancen. Abbildung 6.31 vergleicht die Simulations- (Kalibrierung) und Vorhersageband-
breite (Validierung) der Modellvariante A für den Zeitraum des Winterhalbjahres 2000.
Die Simulationsbandbreite aus der Kalibrierung besitzt eine große Ähnlichkeit mit der
Vorhersagebandbreite der Variante B (vgl. Abb. 6.27) aus der Validierung. Dadurch fallen
die Unterschiede in der mittleren Simulationsbandbreite über den gesamten Kalibrierungs-
zeitraum geringer aus als in der Validierung: (A) 10.59 m3/s, (B) 10.37 m3/s und (C) 10.93
m3/s. Damit ist erwiesen, dass die Variante A bei der Validierung im Rahmen des 70/30
Tests deutlichere Unsicherheiten bzw. Unzulänglichkeiten bezüglich der Vorhersage durch
Schneeschmelze beeinflusster Hochwasserabflüsse gezeigt hat als die beiden Varianten B
und C, die das Kombinationsverfahren verwenden.
Tab. 6.11: Quartile und Quartilsabstand der vier Parameter Ks, T0, b und Ku für die drei Modellva-
rianten (3 a Kalibrierungszeitraum, Werte des 6 a Kalibrierungszeitr. in Klammern)
Ks [d] T0 [°C] b [-] Ku [-] ( [d] )
Q0.25 2.75 (2.85) -0.50 (-0.55) 2.50 (2.06) 12.19 (13.23)
Median 4.11 (4.15) 0.29 (0.28) 4.50 (3.96) 17.18 (18.38)
Q0.75 5.98 (5.91) 0.98 (1.01) 6.17 (5.84) 23.11 (24.62)
A
Q0.25 - Q0.75 3.23 (3.06) 1.48 (1.56) 3.67 (3.78) 10.92 (11.39)
Q0.25 3.01 (3.17) -0.77 (-0.43) 2.58 (2.01) 12.66 (13.94)
Median 4.34 (4.53) 0.04 (0.19) 4.32 (3.83) 17.57 (19.66)
Q0.75 6.30 (6.37) 0.72 (0.74) 6.18 (5.85) 23.39 (25.53)
B
Q0.25 - Q0.75 3.29 (3.20) 1.49 (1.17) 3.60 (3.84) 10.73 (11.59)
Q0.25 3.78 (3.95) -0.84 (-0.59) -0.34 (-0.39) 3.36 10-4 (4.17 10-4)
Median 5.15 (5.30) -0.03 (0.10) 1.16 (1.07) 5.68 10-4 (6.91 10-4)
Q0.75 6.81 (6.90) 0.61 (0.65) 2.97 (2.90) 9.37 10-4 (1.14 10-3)
C
Q0.25 - Q0.75 3.03 (2.95) 1.45 (1.24) 3.31 (3.29) 6.01 10-4 (7.20 10-4)
Die Anteile der nicht erfassten Abflusswerte liegen für alle Modellvarianten niedriger (vgl.
Tab. 6.12), wobei die Differenzen zwischen den Modellen, ausgenommen die HQ-Werte
bei der Variante C, deutlich geringer ausfallen als bei der Validierung über den gleichen
Zeitraum (vgl. Tab. 6.9). Der Scheitelwert des extremen Sommerereignisses im September
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`98 wird auch in der Kalibrierung nicht durch die Simulationsbandbreite der Modellvarian-
te C erfasst. Damit ist klar, dass die Variante ein Defizit bei der Erfassung durch starke
Regenfälle verursachter Hochwasser aufweist. Ursache hierfür könnte die Beibehaltung der
räumlich aggregierten Beschreibung des Oberflächenabflusses bei gleichzeitig teilaggre-
gierter Beschreibung der vertikalen/horizontalen Wasserbewegung in der Wurzelzone und
den upper response boxes sein.
Tab. 6.12: Vergleich der Anteile der nicht durch die Vorhersagebandbreiten erfassten beob-
achteten Abflusswerte, Unterscheidung nach Abflusswerte gesamt und Hochwasser-
abflüsse (3 a Kalibrierungszeitraum)
Modellvariante A B C
Q-Werte [%] 12.7 13.7 11.7
HQ-Werte [%] 15.7 15.7 21.5
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Abb. 6.30: Vergleich der Streudiagramme des beobachteten Abflusses gegen den Median GLUE
(3 a Kalibrierungszeitraum, Tagesmittelwerte) graue Rauten: beobachtete Werte außer-
halb der 90 % GLUE-Vorhersagebandbreite, (A) 12.7 % (15.7 % HQ-Werte), (B) 13.7
% (15.7 %) (C) 11.7 % (21.5 %).
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Abb. 6.31: Vergleich der 90 % GLUE-Vorhersagebandbreite der Modellvariante A aus der Vali-
dierung des 70/30 Tests und der 90 % GLUE-Simulationsbandbreite aus der Kalibrie-
rung des 30/70 Tests für den Zeitraum Nov `99 - Apr `00
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6.4.2.2 Validierung
Im Vergleich zur Kalibrierung über die sechsjährige Periode im Rahmen des 70/30 Tests
(vgl. Abb. 6.22) weisen die Streudiagramme des beobachteten Abflusses gegen den Medi-
an GLUE für die Validierung über den selben Zeitraum im Rahmen des hier diskutierten
30/70 Tests (vgl. Abb. 6.32) nur minimale Unterschiede auf. Im Bereich der Hochwasser-
abflüsse scheint sich die Schiefe der GLUE Simulationen geringfügig weniger auszuwir-
ken, d.h. die Hochwasserabflüsse werden im Mittel etwas weniger durch den Median
GLUE der Vorhersagebandbreite unterschätzt (vgl. Abs. 6.4.1.3). Dies wird durch den aus-
schließlich für die Hochwasserabflüsse ermittelten Bias (vgl. Gl. (3.8)) bestätigt. Dieser lag
in der Kalibrierung des 70/30 Tests zwischen -10.89 m3/s (Variante B) und -12.04 m3/s
(A). In der hier diskutierten Validierung des 30/70 Tests erhöhen sich die immer noch ne-
gativen Werte für den Bias um +1.00 m3/s (Variante A), +1.16 m3/s (B) und +1.31 m3/s
(C).
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Abb. 6.32: Vergleich der Streudiagramme des beobachteten Abflusses gegen den Median GLUE
(3 a Kalibrierungszeitraum, Tagesmittelwerte), graue Rauten: beobachtete Werte au-
ßerhalb der 90 % GLUE-Vorhersagebandbreite, (A) 20.8 % (13.6 % HQ-Werte), (B)
20.1 % (9.1 %) (C) 14.9 % (5.7 %)
Darüber hinaus lässt sich erkennen, dass einzelne beobachtete Hochwasserwerte, die in der
Kalibrierung des 70/30 Tests nicht durch die Simulationsbandbreite erfasst wurden (graue
Rauten) innerhalb der Vorhersagebandbreite des 30/70 Tests liegen. Die Anteile der nicht
erfassten HQ-Werte reduzieren sich dementsprechend bei allen drei Modellvarianten (vgl.
Tab. 6.13 und 6.8), wobei dieser Effekt bei der Variante C am deutlichsten ausfällt. Bei der
Variante C reduziert sich auch der Anteil aller nicht erfasster Abflusswerte, während dieser
bei den räumlich aggregierten Varianten A und B etwas höher liegt. Allerdings ist auch die
mittlere Vorhersagebandbreite über den gesamten Validierungszeitraum für die Variante C
etwas größer: (A) 9.78 m3/s,  (B)  9.69  m3/s und (C) 10.34 m3/s. Ob dies gleichbedeutend
mit einer größeren Unsicherheit in den Vorhersageergebnissen ist, lässt sich nur anhand
einer vergleichenden visuellen Analyse der Vorhersagebandbreiten feststellen.
Die Vorhersagebandbreiten der einzelnen Modellvarianten und die beobachteten Abflüsse
sind in den Abbildung 6.33 und 6.34 für ausgewählte Zeiträume gegenübergestellt. Die
teilaggregierte Variante C zeigt auch hier eine bessere Anpassung an die Abflussdynamik
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im Mittelwasserbereich (vgl. Nov/Dez `96 und `94), wobei die beobachteten Abflüsse im
November `96 durch Vorhersagebandbreite der Variante C etwas unterschätzt werden.
Hierbei ist jedoch zu berücksichtigen, dass in diesen Zeitraum das alljährliche Absenken
des Stauziels des RHB Ratscher fällt (vgl. Abs. 6.1.1).
Tab. 6.13: Vergleich der Anteile der nicht durch die Vorhersagebandbreiten erfassten beobachtet-
en Abflusswerte, Unterscheidung nach Abflusswerte gesamt und Hochwasserabflüsse
(6 a Validierung)
Modellvariante A B C
Q-Werte [%] 20.8 20.1 14.9
HQ-Werte [%] 13.6 9.1 5.7
0
30
60
90
120
150
180
Okt`96 Nov` 96 Dez`96 Jan`97 Feb`97 Mrz`97 Apr`97
Datum
Q
[m
3 /s
]
0
30
60
90
120
150
180
P
[m
m
/d
]
Variante C
Niederschlag
Variante A
Variante B
Beobachtet
Abb. 6.33: Vergleich der 90 % GLUE-Vorhersagebandbreiten der drei Modellvarianten und des
beobachteten Abflusses für den Zeitraum Okt `96 - Apr `97 (6 a Validierungszeitraum).
Das Hochwasser Ende Februar `97 wird nur durch die Vorhersagebandbreiten der Varian-
ten B und C, die das Kombinationsverfahren für den Schneeprozess verwenden, erfasst.
Mit der von der Variante A verwendeten einfachen Abbildung der Schneeschmelze (Was-
serabgabe = pot. Schmelze) ist dies nicht möglich. Interessanterweise lag der Scheitel des
Hochwassers in der Kalibrierung über diesen Zeitraum knapp außerhalb der Simulations-
bandbreite der Variante C. Die anhand der Kalibrierung über den dreijährigen Zeitraum
ermittelten a posteriori Verteilungen der Parameter ermöglichen somit eine bessere Erfas-
sung dieses Hochwassers bei der Variante C. Für den Zeitraum vom November ´94 bis
April `95 (vgl. Abb. 6.34) ergeben sich nur geringfügige Änderung gegenüber der Kalib-
rierung über diesen Zeitraum (vgl. Abb. 6.24). Der Scheitel des kleineren Hochwassers
Ende April wird, im Gegensatz zu der Kalibrierung, durch die Vorhersagebandbreite der
Variante B erfasst. Gleichzeitig erhöht sich jedoch auch die Unsicherheit bezüglich der
höheren Abflussspitzen Ende Januar, die durch die Variante B stärker überschätzt werden
als durch die beiden anderen Varianten.
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Zusammenfassend betrachtet ermöglichten die a priori geschätzten Vorhersagebandbreiten
für den sechsjährigen Zeitraum (1992 - 1997), für die die über den dreijährigen Zeitraum
(1998 - 2000) a posteriori ermittelten Parameterverteilungen verwendet wurden, eine bes-
sere Erfassung der Hochwasserabflüsse als die im Rahmen der Kalibrierung des 70/30
Tests geschätzten Simulationsbandbreiten. Dieser Befund könnte auf den höheren Anteil
durch starke Regenfälle bedingter Hochwasser ohne Schneeanteil innerhalb des dreijähri-
gen Zeitraums zurückzuführen sein. Damit liegt in dem kürzeren Zeitraum ein breiteres
Spektrum an Abflussbildungsprozessen vor bzw. diese Prozesse sind teilweise extremer
ausgeprägt (z.B. Sommerhochwasser September `98). Die bessere Erfassung der Hochwas-
serabflüsse durch die Vorhersagebandbreite ging bei der Modellvariante B teilweise mit
einer größeren Unsicherheit einher, d.h. es erfolgte teilweise auch eine größere Überschät-
zung der beobachteten Abflüsse. Eine gleichzeitige bessere Erfassung der Hochwasserab-
flüsse und die Reduzierung des Anteils aller nicht erfassten Abflusswerte war nur durch
die teilaggregierte Variante C gegeben, wodurch die ausgewogenere Abbildung der Ab-
flussbildungs- und -konzentrationsprozesse über das gesamte Abflussregime durch diese
Variante nochmals bestätigt wird.
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Abb. 6.34: Vergleich der 90 % GLUE-Simulationsbandbreiten der drei Modellvarianten und des
beobachteten Abflusses für den Zeitraum Nov `94 - Apr `95 (6 a Validierungszeitr.).
6.5 Zusammenfassung der Ergebnisse und Schlussfolgerungen
Den verschiedenen Ansätzen zur Evaluierung der Modellunsicherheiten (vgl. Abs. 3.6) ist
der Nachteil gemeinsam, dass sich die Auswirkungen der verschiedenen Unsicherheits-
quellen (Daten-, Parameter- und strukturelle Unsicherheiten) auf die Simulationsergebnisse
nicht unterscheiden lassen. Ziel der in diesem Abschnitt diskutierten Simulationsversuche
war es, die Analyse der Modellunsicherheiten auf die Auswirkungen, die sich aus einer
Veränderung der Modellstruktur oder einzelner Prozesse ergeben, zu erweitern. Dabei soll-
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te untersucht werden, welche Rückschlüsse auf die strukturellen Unsicherheiten durch die
vergleichende Untersuchung der Parameterunsicherheiten und deren Propagation in die
Modellausgaben ermöglicht werden. Hierzu wurden auf der Grundlage des für derartige
Fragestellungen entwickelten frameworks (vgl. Abs. 5) drei, auf dem HBV-Konzept beru-
hende Modelle entwickelt, die eine unterschiedliche Komplexität sowohl in der Prozessbe-
schreibung als auch in der horizontalen Gliederung aufweisen. Mit Hilfe der GLUE-
Methode wurden die Parameterunsicherheiten der drei Modellvarianten und deren Propa-
gation in die Modellausgaben in zwei split sample Tests vergleichend analysiert.
Die Verwendung des Kombinationsverfahrens für den Schneeprozess bei der Variante B
ermöglichte im Vergleich zur Variante A (Wasserabgabe aus der Schneedecke = potentiel-
le Schmelze nach Tag-Grad-Verfahren) eine bessere Anpassung an die durch Schnee-
schmelze beeinflusste, beobachtete Abflussdynamik. Dies gilt sowohl für die Kalibrierung
(vgl. Abb. 6.23) als auch für die Vorhersage (Abb. 6.27). Auf der anderen Seite ergaben
sich jedoch auch teilweise größere Unsicherheiten in den Vorhersageergebnissen (vgl.
Abb. 6.28 und 6.34). Der Parameter T0 zeigte bei der Variante B eine eindeutigere Identifi-
zierbarkeit als bei der Variante A (vgl. Abb. 6.18). Der Maximalwert für den Anteil flüssi-
gen Wassers als zusätzlicher Parameter zeigte jedoch keine Sensitivität (hier nicht darge-
stellt). Der Vergleich der Parameterunsicherheiten kann somit zu unterschiedlichen Inter-
pretationen führen, die eindeutigere Identifizierbarkeit von T0 spricht jedoch dafür, dass
sich die Parameterunsicherheit zumindest nicht erhöht hat.
Die teilaggregierte horizontale Gliederung der Variante C ermöglichte in der Kalibrierung
und der Vorhersage eine bessere Anpassung an die Abflussdynamik im Mittelwasserbe-
reich und bei kleineren Hochwassern (vgl. u.a. Abb. 6.22, 6.24, 6.26 und 6.28). Die durch
die Verwendung des Kombinationsverfahrens bei der Variante B festzustellende erhöhte
Unsicherheit in der Vorhersage größerer Hochwasser mit Schneeschmelzeanteil konnte
durch die Verwendung der teilaggregierten räumlichen Gliederung anscheinend ausgegli-
chen werden (vgl. Abb. 6.28 und 6.34). In den räumlich aggregierten Varianten A und B
erhalten alle upper response boxes der 39 Teilgebiete die selbe Speicherkonstante. Unter-
schiede zwischen den Teilgebieten ergeben sich nur durch den aus den Bodendaten abge-
leiteten maximalen Speicherinhalt. Durch die teilaggregierte Gliederung entsprechend der
räumlichen Verteilung der Bodentypen in den Teilgebieten (vgl. Abs. 6.2.3) erhöhte sich
die Anzahl der upper response boxes im Modell insgesamt auf 132. Um die unterschiedli-
chen Leitfähigkeiten der Bodenarten und die unterschiedlichen topografischen Verhältnisse
zu berücksichtigen, müsste theoretisch jeder dieser Speicher eine eigene Speicherkonstante
erhalten. Entsprechend des angenommen Zusammenhanges zwischen struktureller Kom-
plexität und Parameterunsicherheit (vgl. Abb. 6.1) wäre somit eine wesentlich größere Pa-
rameterunsicherheit für die Variante C zu erwarten gewesen. Die Speicherkonstanten
konnten jedoch mit Hilfe eines einfachen Ansatzes (vgl. Abs. 6.2.3) erfolgreich aus den
räumlichen Daten abgeleitet werden. Der Parameter b (Reduktionsfunktion für die reale
Verdunstung) besaß bei der Variante C eine eindeutigere Identifizierbarkeit, die sich zu-
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dem im Vergleich zu den räumlich aggregierten Varianten A und B weniger abhängig von
der Wahl der Kalibrierungsperiode zeigte (vgl. Abb. 6.28 und 6.34).
Insgesamt betrachtet hat sich die Parameterunsicherheit durch die Verwendung der kom-
plexeren Modellstruktur eher reduziert als erhöht. Damit konnte der in Abbildung 6.1 dar-
gestellte angenommene Zusammenhang zwischen Modellkomplexität, Parameter- und
struktureller Unsicherheit hier nicht bestätigt werden. Offensichtlich gestalten sich die Zu-
sammenhänge zwischen den verschiedenen Unsicherheiten wesentlich komplexer. Dabei
ist zu beachten, dass die Anzahl der Modellelemente (vgl. Abs. 3.4) zwar erhöht wurde,
deren Parameter jedoch (inklusive der Speicherkonstanten der upper response boxes) aus
Geokennwerten abgeleitet werden konnten, so dass die Anzahl der Kalibrierungsparameter
nicht im gleichen Maße erhöht wurde. Es hat sich somit gezeigt, dass durch eine adäquate
prozessorientierte Modellgliederung, und die hiermit verbundene detailliertere Repräsenta-
tion der räumlichen Heterogenitäten im Untersuchungsgebiet, die Parameterunsicherheit
reduziert werden kann.
Durch den Vergleich der Simulationsergebnisse der drei Varianten konnte für die Variante
C eine strukturelle Unsicherheit in der Abbildung extremer, auf Starkniederschläge zu-
rückzuführender Hochwasser nachgewiesen werden (vgl. Abb. 6.28). Der Vergleich der a
posteriori Verteilungen für die Speicherkonstanten Ks (vgl. u.a. Abb. 6.29) zeigt, dass diese
strukturelle Unsicherheit auf die Beibehaltung der räumlich aggregierten Beschreibung des
Oberflächenabflusses, bei gleichzeitig teilaggregierter Beschreibung der vertikalen/hori-
zontalen Wasserbewegung in der Wurzelzone und den upper response boxes zurückzufüh-
ren ist. Durch eine ebenfalls teilaggregierte Beschreibung des Oberflächenabflusses wäre
demnach eine Reduktion der Unsicherheit in der Simulation derartiger Hochwasserereig-
nisse für die Variante C zu erwarten.
Die Studie belegt, dass die vergleichende Untersuchung der Unsicherheiten unterschiedli-
cher Modellstrukturen über die Parameterunsicherheit und deren Propagation in die Mo-
dellausgaben möglich ist. Dabei ist jedoch zu beachten, dass die Ergebnisse durch die sub-
jektiven Annahmen des Modellierers beeinflusst werden. Da sich für unterschiedliche Mo-
dellgliederungen unterschiedliche a posteriori Verteilungen einzelner Parameter ergeben
können, die Resultate bezüglich der Parameterunsicherheit jedoch vergleichbar sein soll-
ten, kann sich die Definition der Wertebereiche durchaus schwierig gestalten.
Die Aussage von Franchini & Pacciani (1991), dass die notwendige Länge der Kalibrie-
rungsperiode im direkten Zusammenhang mit der Anzahl der zu optimierenden Parameter
steht (vgl. Abs. 3.5.3.3), konnte durch die Untersuchung nicht bestätigt werden. Die Unter-
schiede in der Parameteranzahl dürften in diesem Falle nicht sehr bedeutend sein (10 für
Variante A, 11 für B und 12 für C), allerdings weist die Variante C die deutlich komplexe-
re Modellstruktur auf. Aufgrund der geringeren Parameterunsicherheit scheint die Variante
C jedoch weniger abhängig von der Länge des Kalibrierungszeitraumes, wie durch den
30/70 Test bewiesen wird (vgl. Abs. 6.4.2). Auch in diesem Fall gilt, dass sich die Zusam-
menhänge zwischen Modellkomplexität, Parameter- und struktureller Unsicherheit wesent-
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lich komplexer gestalten als vermutet und daher eine verallgemeinernde Aussage, wie die
eines direkten Zusammenhanges zwischen Länge der Kalibrierungsperiode und der Anzahl
der zu optimierenden Parameter, nicht zulässig ist. Darüber hinaus scheint es weniger auf
die absolute Länge des Kalibrierungszeitraumes anzukommen als darauf, dass die zu simu-
lierenden Abflussbildungsprozesse in einem möglichst breiten Spektrum innerhalb des
Zeitraumes beobachtet werden können.
Die Identifizierung struktureller Unsicherheiten durch die Verwendung verschiedener Gü-
tekriterien, die die Anpassungsgüte an unterschiedliche Bereiche der Abflussganglinie
quantifizieren (multikriteriellen Analyse), lieferte vielversprechende Ergebnisse. Aller-
dings konnte hier nur eine qualitativ vergleichende Diskussion der Unsicherheiten erfol-
gen. Möglichkeiten diese Beurteilung zu objektivieren bzw. quantifizieren würden eine
wesentliche Verbesserung für den Vergleich unterschiedlicher Modellstrukturen bedeuten.
Der Modellvergleich erfolgte hier nur für ein Einzugsgebiet. Als nächster Schritt wäre ein
systematischer Vergleich unterschiedlicher Strukturen in verschiedenen Naturräumen zur
Identifizierung geeigneter Modellstrukturen für spezifische Landschaften erforderlich.
141
7 Vergleich der Unsicherheitspropagation konzeptionel-
ler und physikalisch basierter Modelle
In diesem Kapitel wird der Vergleich unterschiedlicher Modellstrukturen zur Untersu-
chung der modellspezifischen Unsicherheiten um den Vergleich konzeptioneller und phy-
sikalisch basierter Prozessbeschreibungen erweitert. Aufgrund der Problematik der Skalen-
abhängigkeit physikalisch basierter Modelle einerseits (vgl. Abs. 3.3.2) und der vereinfa-
chenden Abbildung der natürlichen Prozesse in konzeptionellen Modellen andererseits
(vgl. Abs. 3.1), ist davon auszugehen, dass erhebliche Unterschiede in den strukturellen
Modellunsicherheiten existieren, die sich unterschiedlich auf die Simulationsergebnisse
auswirken können. Obwohl der Vergleich unterschiedlicher Modellstrukturen, auch geför-
dert durch die PUB Initiative (Sivapalan et al., 2003), zunehmend in den wissenschaftli-
chen Fokus rückt (z.B. Sharma et al, 2005; Winsemius et al., 2006), finden sich in der Lite-
ratur kaum Studien, die einen systematischen Vergleich physikalisch basierter und konzep-
tioneller Modelle beinhalten (z.B. Casper, 2002).
Neben einem prinzipiellen Vergleich dieser Unsicherheiten und ihrer Propagation in die
Modellausgaben stellt sich die Frage, welche Auswirkungen auf die Modellunsicherheit
die gleichzeitige Verwendung konzeptioneller und physikalisch basierter Ansätze für un-
terschiedliche Teilprozesse in einem Modell mit sich bringt. Da für die unterschiedlichen
Prozessbeschreibungen unterschiedliche Unsicherheiten anzunehmen sind, erscheint es
wahrscheinlicher, dass sich strukturelle Fehler verstärken oder zufällig gegeneinander auf-
heben (vgl. Abs. 2.4), als bei rein konzeptionellen oder rein physikalisch basierten Model-
len. Ein Beispiel für ein derart strukturiertes Modell ist WaSiM-ETH (Schulla & Jasper,
1999). Das Modell verwendet eine explizite, eindimensionale Lösung der Richards-
Gleichung zur Beschreibung der vertikalen Wasserbewegung in der ungesättigten Boden-
zone. Für die lateralen Wasserbewegungen (Oberflächen- und Zwischenabfluss) werden
jedoch Linearspeicher verwendet, die die auf rasterbasis räumlich verteilt ermittelten Ab-
flussanteile aggregieren.
Zur Untersuchung der genannten Fragestellungen wurden mit zwei, hinsichtlich der Be-
schreibung der Abflussbildung unterschiedlich konzipierten Modellen Simulationen für ein
kleines, hydrologisches Testgebiet durchgeführt. Als Beispiel für ein rein konzeptionelles
Modell wurde das im vorherigen Kapitel vorgestellte teilaggregierte HBV-Modell verwen-
det (vgl. Abs. 6.2.3). Des Weiteren wurde auf der Grundlage des in Abschnitt 5.2 vorge-
stellten frameworks ein Modell entwickelt, das einen physikalisch basierten Ansatz für die
Beschreibung der Abflussbildung auf der Hangskale verwendet. Hierbei wurde der von
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Rezzoug et al. (2005) vorgestellte Ansatz aufgegriffen und weiterentwickelt. Die Untersu-
chungen wurden im Einzugsgebiet des Pegels Husten (2.57 km2) an der Brachtpe, einem
Zufluss zur Biggetalsperre im Sauerland, durchgeführt.
7.1 Beschreibung des Untersuchungsgebietes und der Datengrundlage
Das hydrologische Untersuchungsgebiet Husten wurde vom Lehrstuhl für Angewandte
Physische Geographie der Ruhr-Universität Bochum in Kooperation mit dem Lehrstuhl für
Hydrologie, Wasserwirtschaft und Umwelttechnik und dem Ruhrverband eingerichtet. Ziel
ist die Analyse der Abflussbildungsprozesse und deren Abhängigkeiten von den topografi-
schen und pedologischen Gegebenheiten.
Das Untersuchungsgebiet besitzt eine planimetrische Größe von 2.57 km2 und liegt am
Oberlauf der Brachtpe, einem südwestlichen Zulauf zur Biggetalsperre. Die Geländehöhe
liegt zwischen 380 und 515 m ü. NN. Anhand des Reliefs lässt sich das Einzugsgebiet in
zwei Teilräume gliedern. Der kleinere, südliche Teil wird durch einen wenig geneigten,
gestreckten Hang geprägt, während das Gelände in den anderen Bereichen des Einzugsge-
bietes stärker reliefiert ist (vgl. Abb. 7.1a). Diese Untergliederung des Einzugsgebietes
spiegelt sich auch in der Verteilung der Bodentypen wieder (vgl. Abb. 7.1c). In dem südli-
chen Teil haben sich Pseudogleye und Stagnogleye entwickelt. Im übrigen Gebiet dominie-
ren Braunerden mit großer Entwicklungstiefe (1 - 2 m). Den Bereich der Talauen nehmen
Gleye und Nassgleye ein. Den geologischen Untergrund bilden variszisch gefaltete klasti-
sche Sedimentgesteine des Unter- und Mitteldevons. Hierbei handelt es sich um Ton- und
Siltschiefer.
a) b) c)
Abb. 7.1: a) Topografische Verhältnisse, b) Verteilung der Landnutzung und c) Verteilung der
Bodentypen im Einzugsgebiet. Quellen: DGM5, Landesvermessungsamt NRW, CORI-
NE Land Cover Datensatz und Bodenkarte 1: 50 000, Geologischer Dienst NRW.
Die Simulationen wurden für das Wasserwirtschaftsjahr 2005 durchgeführt. Für diesen
Zeitraum standen die Daten der Anfang 2004 vom Lehrstuhl installierten, automatischen
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Klimastation und Abflusswerte des vom Ruhrverband eingerichteten Druckluftpegels in
hoher zeitlicher Auflösung zur Verfügung. Die Daten wurden für die Simulationen zu
Stundenwerten aggregiert. Für die Niederschläge erfolgte eine Korrektur nach Richter (vgl.
Abs. 6.1.2). Aus den beobachteten meteorologischen Größen (Globalstrahlung, Tempera-
tur, Windgeschwindigkeit, und rel. Luftfeuchte) wurden mit Hilfe der FAO-Referenz-
verdunstung nach Penman-Monteith (Gl. (B.9)) stündliche1 Werte für die potentielle Eva-
potranspiration ermittelt.
7.2 Struktur des betrachteten physikalisch basierten Modells
7.2.1 Modellierung der vertikalen und lateralen Wasserbewegung im Hang
Rezzoug et al. (2005) konnten anhand von Messungen der Bodenfeuchte in einem Ver-
suchshang im Einzugsgebiet Husten nachweisen, dass sich die laterale Wasserbewegung
im Hang in ausreichender Genauigkeit durch einen auf der kinematischen Welle beruhen-
den Ansatz abbilden lässt. Hierbei wird von der vereinfachenden Annahme der ausschließ-
lich gesättigten lateralen Wasserbewegung im Hang und eines undurchlässigen Untergrun-
des ausgegangen. Dadurch kann das Problem auf eine eindimensionale, nichtlineare, kine-
matische Form des Darcy-Fließgesetzes (Gl. (B.20)) reduziert werden. Fan & Bras (1998)
stellen einen Ansatz vor, mit dem sich die Bodenspeicherkapazität in einem dreidimensio-
nalen Hang durch eindimensionale Profile für die Mächtigkeit und Breite entlang der
Längsachse des Hanges, d.h. entlang der Hauptfließrichtung, abbilden lässt. Dabei wird die
Bodenspeicherkapazität in einem zweidimensionalen Hangprofil als Funktion der Orts-
koordinate x betrachtet (vgl. Abb. 7.2):
( ) ( ) ( )cS x w x d x (7.1)
mit: Sc(x) [L2] Bodenspeicherkapazität in Abhängigkeit von x
w(x) [L] Hangbreite in Abhängigkeit von x
d(x) [L] Mächtigkeit des Bodenprofils in Abhängigkeit von x
  [-]  entwässerbares Porenvolumen.
Erreicht die aktuelle Bodenfeuchte S1(x,t) [L2] an einem Punkt xs oberhalb des Hangfußes
die maximale Bodenspeicherkapazität (Sättigungspunkt in Abb. 7.2), kann aufgrund unter-
schiedlicher Gradienten der Hangoberfläche (y´(x)) und des Bodenwasserspiegels Sätti-
gungsflächenabfluss am Hangfuß entstehen (Q2 in Abb. 7.2). Unter Verwendung des ki-
nematischen Wellenansatzes (vgl. Abs. B.6.1.1) für den hanginneren Abfluss und den Ab-
fluss an der Oberfläche und unter Berücksichtigung der Kontinuität ergibt sich folgendes
1 Zur Ermittlung von Stundenwerten der Evapotranspiration wird von der FAO eine modifizierte
Form der semi-empirischen Gl. (B.9) angegeben, bei der die empirischen Konstanten entsprechend
angepasst sind (Allen et al., 1998).
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Gleichungssystem für die beiden Abflusskomponenten (Fan & Bras, 1998):
1 2 1 2( ) ( ) ( ) ( )S S Q Q r t w x
t x
(7.2)
1
1 ( )
SQ Kz x (7.3)
2 2 ( )Q CS y x (7.4)
mit: S1(x,t)  [L2]  Bodenwasser der gesättigten Hangzone
S2(x,t)  [L2]  Oberflächenwasser
Q1(x,t)  [L3/T] Zwischenabfluss
Q2(x,t)  [L3/T] Sättigungsflächenabfluss
r(t)  [L/T]  Zusickerung zur gesättigten Bodenzone
K   [L/T]  effektive, gesättigte, laterale Leitfähigkeit des Bodens
C   [L/T]  Oberflächenleitfähigkeit
y´(x)  [-]   Gradient der Hangoberfläche
z´(x)  [-]   Gradient des Untergrundes.
x
z(x)
Q2
 Q1
w(x)
 S1
S2
d(x)
Sc(x)
y(x)
Sättigungspunkt xs
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Abb. 7.2: Schematische, dreidimensionale Darstellung eines divergierenden Hanges mit konkavem
Längsprofil. Bodenspeicherkapazität Sc(x) in Abhängigkeit Hangbreite w(x) und Bo-
denmächtigkeit d(x). w: Hangbreite, d: Mächtigkeit, y: Hangoberfläche, z: Untergrund,
S1: aktuelle Bodenfeuchte, S2: Oberflächenwasser Q1: Zwischenabfluss, Q2: Sättigungs-
flächenabfluss
Rezzoug et al. präsentieren eine explizite numerische Lösung der Gleichungen (7.2) - (7.4)
basierend auf einer Diskretisierung in Finite Differenzen mit dem Verfahren nach Lax. Das
Lax-Verfahren ist zeitlich von erster, wegen der Zentraldifferenz aber räumlich von zwei-
ter Ordnung. Es hat jedoch den Nachteil, dass es vom Effekt her einen Diffusionsterm zu
der Wellengleichung hinzufügt (Press et al., 1992). Daher wurde ein neuer Lösungsansatz
implementiert, der Vorwärtsdifferenzen und das Runge-Kutta-Verfahren 4. Ordnung ver-
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wendet. Am rechten2 Rand (Hangfuß) wird eine freie Drainage als Randbedingung ange-
nommen. Der untere Rand ist, entsprechend der bei der Herleitung der Gleichungen (7.2) -
(7.4) getroffenen Annahme eines undurchlässigen Untergrundes, ebenso wie der linke
Rand (Wasserscheide), geschlossen. Diese Annahmen stehen durchaus im Einklang mit
den naturräumlichen Gegebenheiten im Untersuchungsgebiet. Die Ton- und Siltschiefer
des Untergrundes wirken als Wasserstauer, weshalb sich im weniger reliefierten Südteil
des Untersuchungsgebietes durch Staunässe geprägte Pseudogleye ausgebildet haben (vgl.
Abb. 7.1c). Die Talauen weisen mächtige Böden (Gleye und Nassgleye) auf, in die sich die
Bachläufe relativ tief eingegraben haben (vgl. Abb. 7.3). Beobachtungen an besagtem Ver-
suchshang haben gezeigt, dass der Grundwasserspiegel im Hang größtenteils deutlich o-
berhalb des Gerinnewasserspiegels liegt, womit Interaktionen zwischen dem Gewässer und
dem Hanggrundwasser vernachlässigt werden können.
Abb. 7.3: Böschungskante oberhalb des Pegels Husten
Die Lösung von Rezzoug et al. verwendet, ebenso wie die von Fan & Bras (1998) und
Troch et al. (2002) vorgestellten analytischen Lösungen, eine effektive Niederschlagsrate
für die Zusickerung zur gesättigten Bodenzone r(t). Damit ist dieser Ansatz nur für ereig-
nisbasierte Simulationen geeignet. Die Weiterentwicklung zu einem geschlossenen Ein-
zugsgebietsmodell für kontinuierliche Simulationen erforderte daher die Kopplung mit
einem geeigneten Modellansatz, der die Beschreibung der vertikalen Wasserbewegung
unter Berücksichtigung der Verdunstung in entsprechender Detailliertheit ermöglicht.
Hierfür wurde eine explizite Lösung der eindimensionalen, vertikalen Richards-Glei-chung
verwendet (vgl. Abs. B.5.1.1), bei der die veränderliche Höhe des Hangwasserspiegels als
untere Begrenzung der ungesättigten Zone berücksichtigt wird. Eine räumlich differenzier-
te Berechnung der vertikalen Wasserbewegung in Abhängigkeit der Ortskoordinate x,
2 Die Bezeichnungen rechter (Hangfuß), linker (Wasserscheide), oberer und unterer Rand beziehen
sich auf den zweidimensionalen Längsschnitt durch einen Hang (vgl. Abb. 7.4).
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würde die Lösung der Sickerströmungsgleichung an jedem Punkt xi der horizontalen
Hangdiskretisierung erfordern (vgl. Abb. 7.4). Unter der vereinfachenden Annahme, dass
die Zusickerungsrate zur gesättigten Bodenzone r(t), bzw. die Rate des kapillaren Auf-
stiegs bei überwiegender Verdunstung aus der ungesättigten Zone, entlang der Längsachse
eines Hanges keine wesentlichen Unterschiede aufweist, wurde jedoch hierauf verzichtet.
Stattdessen wird zu jedem Zeitschritt die mittlere Mächtigkeit der ungesättigten Zone u
bestimmt. Die Lösung der Richards-Gleichung erfolgt anschließend für dieses theoretische,
mittlere Vertikalprofil der ungesättigten Zone des Hanges. Die somit bestimmte mittlere
Zusickerungsrate bzw. Kapillaraufstiegsrate wird an jedem Knoten des Differenzensche-
mas für die laterale Wasserbewegung als obere Randbedingung angesetzt. Dadurch wird
der Rechenaufwand erheblich reduziert.
Abb. 7.4: Zweidimensionaler Schnitt durch einen Hang. Ermittlung der maximalen Bodenspei-
cherkapazität Sc, des Bodenwassers der gesättigten Hangzone S1 und der Mächtigkeit der
ungesättigten Zone u an diskreten Punkten der Längsachse des Hanges. x: Gitterweite
des Differenzenschemas für die laterale Wasserbewegung.
Die Lösung der Richards-Gleichung erfolgt ebenfalls mit dem Runge-Kutta-Verfahren 4.
Ordnung. Für die Ermittlung der von der aktuellen Bodenfeuchte abhängigen, realen Ver-
dunstung als Senkenterm an den Knoten des vertikalen Differenzenschemas wird die nicht-
lineare Reduktionsfunktion nach Minhas-Disse verwendet (Gl. (6.6)). Die potentielle Refe-
renzverdunstung wird in Abhängigkeit des flächengewichteten Mittels der Albedo in eine
mittlere Bestandsverdunstung für den Hang umgerechnet (Gl. (6.5)).
Die Verwendung der eindimensionalen Richards-Gleichung für die vertikale Wasserbewe-
gung in der ungesättigten Zone ermöglicht die Ermittlung eines Infiltrationsüberschusses
auf Grund von Starkregenereignissen. Der beschriebene Ansatz zur Modellierung der late-
ralen Wasserbewegung im Hang und auf der Hangoberfläche lässt die Entstehung und den
Ablauf Horton`schen Oberflächenabflusses (Infiltrationsüberschuss) jedoch unberücksich-
tigt. Oberflächenabfluss entsteht ausschließlich als Sättigungsflächenabfluss (vgl. Abb.
7.2). Eine Berücksichtigung der Abflussentstehung aus Infiltrationsüberschüssen innerhalb
des Gleichungssystems (7.2) - (7.4) würde dessen Erweiterung um eine zusätzliche (dritte)
Abflusskomponente erfordern. Aus Gründen der Einfachheit wurde jedoch hierauf verzich-
tet. Der bei der Berechnung der vertikalen Wasserbewegung ermittelte Infiltrationsüber-
schuss wird einem Linearspeicher zugeführt, der diesen verzögert an das Gewässer abgibt.
Dies erfolgt separat für jeden Hang.
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7.2.2 Verbindung der Hänge zu einem Einzugsgebietsmodell
Für die Verbindung der Hänge zu einem geschlossenen Einzugsgebietsmodell wurden ei-
nige der in Abschnitt 6.2 beschriebenen, konzeptionellen Ansätze verwendet. Dies geschah
ausgehend von der Annahme, dass die Abflussdynamik des Untersuchungsgebietes im
Wesentlichen durch die Abflussbildungsprozesse in den Hängen geprägt ist. Durch deren
physikalisch basierter Beschreibung sollten die strukturellen Unterschiede in den beiden
betrachteten Modellen demnach ausreichend groß sein für den beabsichtigten Vergleich
physikalisch basierter und konzeptioneller Modellstrukturen.
Der Rückhalt durch die Interzeption wird mit dem in Abschnitt 6.2.1 beschriebenen Ansatz
berücksichtigt. Die Entleerung des Interzeptionsspeichers erfolgt mit der stündlichen, po-
tentiellen Evapotranspirationsrate (vgl. Abs. 7.1). Zur Abbildung der Schneeakkumulation
und -schmelze wird das in Abschnitt 6.2.2 beschriebene Kombinationsverfahren verwen-
det. Das routing des an den Hängen gebildeten Abflusses zum Pegel erfolgt mit Hilfe des
Muskingum-Verfahrens (vgl. Abs. 6.2.1).
7.2.3 Diskretisierung des Einzugsgebietes und Parametrisierung der Hänge
Das Einzugsgebiet wurde anhand der Struktur des aus dem DGM abgeleiteten Gewässer-
netzes in vierzehn Hänge gegliedert (vgl. Abb. 7.5 links). Die für die numerischen Lö-
sungsansätze erforderlichen eindimensionalen Profile für das Gefälle (z(x)), die Breite
(w(x)) und die Bodenmächtigkeit (d(x)) entlang der Längsachsen der Hänge (vgl. Abs.
7.2.1) wurden automatisiert mit Hilfe eines Geografischen Informationssystems ermittelt.
Hierzu werden die Hänge in Höhenstufen segmentiert (vgl. Abb. 7.5 rechts). Aus der Flä-
che eines Segments und der Hangbreite entlang der Isohypsen, die das Segment begrenzen
wird dessen Länge ermittelt.
Gewässernetz
w
w A
x
Χz
Abb. 7.5: Gliederung des Einzugsgebietes in Hänge (links) und Segmentierung der Hänge in Hö-
henstufen. z: Höhenintervall, w: Breite des Hangs entlang einer Isohypse, A: Fläche des
Segments, x: mittlerer Abstand in Längsrichtung zwischen zwei Isohypsen.
Abbildung 7.6 zeigt die auf diese Weise ermittelten Höhen- und Breitenprofile für den in
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Abbildung 7.5 dargestellten Hang. Die Diskretisierung der Profile auf eine feste Intervall-
größe von 20 m in x-Richtung für die Lösung der Gleichungen (7.2) - (7.4) erfolgt durch
lineare Interpolation. Die Lösung der eindimensionalen Richards-Gleichung erfolgt auf
einem gleichmäßigen Gitter mit einer Weite von 0.1 m.
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Abb. 7.6: Höhen- und Breitenprofil des Hanges aus Abb. 7.5. z: Geländehöhe bezogen auf das
Gewässer (0 m), w: Hangbreite, x: Entfernung zum Gewässer
Für die Modellierung mit dem teilaggregierten HBV-Modell wurde das Untersuchungsge-
biet in fünf Teilgebiete gegliedert. Da nur die Messdaten einer einzelnen Klimastation zur
Verfügung standen wird die räumliche Heterogenität der meteorologischen Eingangsgrö-
ßen innerhalb des Untersuchungsgebietes nicht berücksichtigt, d.h. für alle Teilgebiete
bzw. Hänge gelten die gleichen meteorologischen Randbedingungen
7.3 Vergleich der Parameterunsicherheiten und ihrer Propagation in die
Modellausgaben
Im Folgenden werden die beiden Modelle aus Gründen der Einfachheit als A (HBV tei-
laggregiert, vgl. Abs. 6.2.3) und B (physikalisch basiertes Modell) bezeichnet. Für die
Analyse der Parameterunsicherheiten und der Propagation der Unsicherheiten in die Mo-
dellausgaben wurde, ebenso wie für die im vorherigen Kapitel beschriebenen Untersu-
chungen, die GLUE-Methode (vgl. Abs. 3.6.2) verwendet. Als likelihood measure diente
ebenfalls das Effizienzkriterium nach Nash-Sutcliffe. Bei beiden Modellen erfolgten die
Simulationen mit einer zeitlicher Auflösung von Stundenintervallen. Die numerischen Lö-
sungen für die vertikale und laterale Wasserbewegung des Modells B rechnen aus Stabili-
tätsgründen mit einer festen internen Zeitschrittweite von 0.04 bzw. 0.05 h. Das Modell B
erfordert daher eine um ein Vielfaches höhere Rechenzeit. Innerhalb von 24 h waren ca.
300 Simulationen über den Zeitraum von einem Jahr (+ einen Monat „Vorlaufzeit“) in
Stundenzeitschritten möglich3. Im Rahmen der diesem Kapitel zu Grunde liegenden Simu-
3 Die Simulationen erfolgten auf einem PC mit 2.5 GHz Pentium 4 Prozessor und 1 GB Arbeits-
speicher.
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lationsversuche musste dementsprechend bei der Festlegung der Simulationsanzahl ein
Kompromiss eingegangen werden zwischen der für die korrekte Erfassung der a posteriori
Parameterverteilungen erforderlichen Stichprobengröße (vgl. Abb. 6.11) und der hierfür
notwendigen Rechenzeit. Für das Modell B wurden 1200 Parametersätze aus gleichverteil-
ten Zufallszahlen (vgl. Abs. 6.3) zusammengestellt und die 600 besten Simulationen ak-
zeptiert. Für das Modell A wurden 5000 Simulationen verwendet, von denen die 2000 Bes-
ten akzeptiert wurden. In Tabelle 7.1 sind die a priori festgelegten Parameterwertebereiche
für beide Modelle zusammengefasst. Die maximale und die minimale Modelleffizienz der
akzeptierten Simulationen lagen für das Modell A bei 0.726 und 0.598, für das Modell B
bei 0.767 und 0.694. Aufgrund der unterschiedlich großen Parameterstichproben sind diese
Werte nur bedingt vergleichbar. Auffällig sind jedoch die höheren Werte, gerade auch des
Minimums der akzeptierten Simulationen, bei dem Modell B. Dieses Modell weist demzu-
folge eine geringere Unsicherheit bezüglich der Simulationsergebnisse auf.
Tab. 7.1: Modellparameter und deren a priori Wertebereiche für die Modelle A und B.
Wertebereich
Modell A Modell BParameter Erläuterung Einheit
max min max min
T0 Temperaturgrenzwert [°C] 3.5 -1 3.5 0
c Schmelzfaktor [mm/°C/h] 5 0.5 5 0.5
lcap max. Anteil fl. Wassers in der Schneedecke 0.3 0.1 0.3 0.1
a ungesättigte Leitfähigkeit [-] 6 2
b Parameter für die reale Verdunstung [-] 8 0 8 0
Kdp Skalierungsfaktor Tiefenversickerung [-] 0.4 0.005
Ks Speicherkonstante Oberflächenabfluss [h] 18 1 72 24
Ku Skalierungsfaktor upper response [-] 3 10-3 1 10-4
Kl Speicherkonstante lower response [h] 300 60
x Formparameter Muskingum-Verfahren [-] 0.45 0.1 0.45 0.1
v mittlere Wellengeschwindigkeit m/s 3 0.5 1.2 0.4
klat Skalierungsfaktor für eff. laterale Leitfähig. [-] 400 200
kleak Leckagefaktor [-] 0.6 0.1
Abbildung 7.7 zeigt die Streudiagramme der Parameterwerte gegen die Modelleffizienz
nach Nash-Sutcliffe für den Temperaturgrenzwert T0, die Speicherkonstante des Oberflä-
chenabflusses Ks (Modelle A und B), den Skalierungsfaktor für die Speicherkonstanten der
upper response boxes Ku (Modell A) und den Skalierungsfaktor für die effektive laterale
Leitfähigkeit klat (Modell B). Bei dem Modell A weist der Temperaturgrenzwert T0, im
Vergleich zu den a posteriori Verteilungen, die sich für diesen Parameter bei Simulationen
auf Tagesschrittbasis im Werraeinzugsgebiet mit dem gleichen Modell ergaben (vgl. Abb.
6.17 und 6.29), eine deutlich größere Unsicherheit bzw. schlechtere Identifizierbarkeit auf.
Die a posteriori Verteilung von T0 bei dem Modell B ist dagegen qualitativ durchaus mit
den in Abschnitt 6.4 gezeigten Resultaten vergleichbar, wobei sich der Wertebereich um
ca. 2 °C weiter in den positiven Bereich verschoben hat. An dieser Stelle ist zu betonen,
dass die beiden Modelle (A und B) die gleiche Prozessbeschreibung für die Schneeschmel-
ze verwenden und in beiden Fällen der Temperaturgradient innerhalb des Untersuchungs-
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gebietes nicht berücksichtigt wird.
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Abb. 7.7: Streudiagramme (Parameterwerte vs. NSE) für die Parameter T0 und Ks (vgl. Tab. 7.1)
der Modelle A und B am Pegel Husten. (1 a Simulationszeitraum, 2000 (Modell A) und
600 (B) akzeptierte Simulationen).
Für die Interpretation der unterschiedlichen Identifizierbarkeit des Parameters T0 bei den
beiden Modellvarianten ist ein Vergleich der Simulationsergebnisse im Winterhalbjahr
unerlässlich. In Abbildungen 7.8 und 7.9 sind die 90 % GLUE-Simulationsbandbreiten der
beiden Modelle den beobachteten Abflusswerten gegenübergestellt. Auf der sekundären
Größenachse ist neben dem Niederschlag der zu jedem Zeitschritt maximal simulierte Wert
der Wasserabgabe aus der Schneedecke aus der Gesamtheit aller akzeptierten Simulationen
aufgetragen4. Die drei größten Hochwasser im Winterhalbjahr (November, Januar und Feb-
ruar) werden durch die Simulationsbandbreite des Modells A durchweg unterschätzt. Am
deutlichsten fällt dies für das Novemberhochwasser aus, bei dem der maximal simulierte
Abflussscheitel mehr als ein Drittel unterhalb des beobachteten Wertes liegt. Dagegen
werden kleinere Abflussspitzen (z.B. Dezember oder Ende Januar) durch die Simulations-
bandbreite ebenso deutlich überschätzt. Das Modell B ermöglicht für die großen Hochwas-
ser eine wesentlich bessere Anpassung an die beobachteten Werte. In Abbildung 7.10 sind
4 Demnach handelt es sich hierbei, wie bei der oberen Grenze der Simulationsbandbreite für den
Abfluss (0.95-Quantil der GLUE Simulationen), nicht um das Resultat einer einzelnen Simulation.
7.3  Vergleich der Parameterunsicherheiten und ihrer Propagation in die Modellausgaben
151
die Simulationsbandbreiten der beiden Modelle und der beobachtete Abfluss für das No-
vemberhochwasser vergleichend gegenüber gestellt. Anstieg, Scheitel und Rückgang des
Hochwassers werden, im Gegensatz zum Modell A, sehr gut durch die Simulationsband-
breite des Modells B erfasst.
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Abb. 7.8: Vergleich der 90 % GLUE-Simulationsbandbreite des Modells A und des beobachteten
Abfluss für das Winterhalbjahr 2005. Max. Schmelze = Maximalwert der Wasserabgabe
aus der Schneedecke (Is) aller akzeptierten Simulationen zu jedem Zeitschritt.
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Abb. 7.9: Vergleich der 90 % GLUE-Simulationsbandbreite des Modells B und des beobachteten
Abfluss für das Winterhalbjahr 2005. Max. Schmelze = Maximalwert der Wasserabgabe
aus der Schneedecke (Is) aller akzeptierten Simulationen zu jedem Zeitschritt.
Bei beiden Modellen besteht die größte Streubreite in den Simulationsergebnissen für
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durch Schneeschmelze bedingte Hochwasser im März. Jedoch zeigt auch hier das Modell
A die größere Unsicherheit, die sich in der großen Anzahl aufeinander folgender Maxima
der Simulationsbandbreite manifestiert. Die kleineren Ereignissen werden durch das Mo-
dell B, im Gegensatz zum Modell A, eher unterschätzt, wie z.B. nach den November- und
Januarhochwassern (vgl. Abb. 7.10 und Abb. 7.9). Jedoch zeigt das Modell B auch für die-
se Ereignisse die bessere Anpassung an den Abflussrückgang (vgl. Abb. 7.10). Das Modell
B ermöglicht offensichtlich eine bessere Anpassung an das Leerlaufverhalten des Einzugs-
gebietes im Winterhalbjahr.
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Abb. 7.10: Vergleich der 90 % GLUE-Simulationsbandbreiten der Modelle A und B und des beo-
bachteten Abfluss für den Zeitraum 17.11. - 27.11., die Simulationsbandbreite des Mo-
dells A ist grau schattiert, für das Modell B sind Ober- und Untergrenze als Linien dar-
gestellt.
Insgesamt betrachtet weist das Modell A die größeren Unsicherheiten in der Nachbildung
der beobachteten Abflussdynamik im Winterhalbjahr auf, was sich in der deutlich schlech-
teren Identifizierbarkeit des Temperaturgrenzwertes T0, der die Unterteilung des Nieder-
schlages in Regen oder Schnee und das Einsetzen der Schneeschmelze steuert, widerspie-
gelt. Interessanterweise besteht für die a posteriori Verteilung von T0 beim Modell A eine
gewisse Ähnlichkeit zu den Streudiagrammen der Parameterwerte gegen den ausschließ-
lich für die Hochwasserabflüsse bestimmten Standardfehler (RMSE>MQ) bei den Simulati-
onen im Werraeinzugsgebiet (vgl. Abb. 6.18). Dies ist ein weiteres Indiz dafür, dass die
schlechte Identifizierbarkeit von T0 beim Modell A hauptsächlich aus den Unsicherheiten
in der Simulation der Hochwasserereignisse des Winterhalbjahres resultiert (MQ im Win-
terhalbjahr: 0.113 m3/s). Damit spiegelt sich die Unsicherheit, die die Modellstruktur bei
der Nachbildung der beobachteten Abflussdynamik aufweist, in der Parameterunsicherheit
(für T0) wieder, d.h. die Parameterunsicherheit wird eindeutig durch die strukturelle Unsi-
cherheit bzw. Fehlerhaftigkeit bedingt. Dem folgend ist der Begriff der Fehler- bzw. Unsi-
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cherheitsfortpflanzung ist als irreführend und nicht korrekt zu bezeichnen. Der Begriff
suggeriert eine von der Nachbildungsgüte unabhängige Unsicherheit in den Werteberei-
chen der Modellparameter, die durch die Modellstruktur in die Simulationsergebnisse ü-
bertragen wird. Das Beispiel zeigt jedoch, dass die Unsicherheiten in der Parameterschät-
zung aus den Unsicherheiten resultieren, die das Modell bei der Simulation der Abflussdy-
namik eines spezifischen Einzugsgebietes aufweist. In den Monaten Juni bis einschließlich
September wird die beobachtete Abflussdynamik durch das Modell A erheblich über-
schätzt (vgl. Abb. 7.11). Damit ist eindeutig belegt, dass die Struktur des konzeptionellen
Modells nicht geeignet ist für die Simulationen in dem kleinskaligen Untersuchungsgebiet.
Die durch die inadäquate Modellstruktur hervorgerufenen Unsicherheiten bei der Simulati-
on der beobachteten Abflussdynamik resultieren in Unsicherheiten bei der Parameterschät-
zung.
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Abb. 7.11: Vergleich der 90 % GLUE-Simulationsbandbreite des Modells A und des beobachteten
Abfluss für das Sommerhalbjahr 2005.
Interessanterweise spiegelt sich die vermutete strukturelle Unsicherheit des Modells A
nicht oder nur im geringen Maße in der Identifizierbarkeit der Speicherkonstante für den
Oberflächenabfluss Ks und des Skalierungsfaktors für die Speicherkonstanten der upper
response boxes Ku wieder (vgl. Abb. 7.7). Im Vergleich zu den Simulationen mit der glei-
chen Modellstruktur auf der größeren Raum- und Zeitskale im Werraeinzugsgebiet (vgl.
Abs. 6.4) zeigte der Parameter Ku eine ähnlich gute Identifizierbarkeit (vgl. Abb. 6.17 und
6.29). Für Ks scheint vergleichsweise eine etwas größere Unsicherheit zu bestehen, die auf
die Unsicherheiten in der Simulation der schnelleren Abflusskomponenten zurückzuführen
ist. Daraus ließe sich auch die Vermutung ableiten, dass die Unsicherheiten bei der Simula-
tion der beobachteten Abflussdynamik auf einen Parametrisierungsfehler zurückzuführen
ist. So könnte z.B. aufgrund unterschiedlicher Rauheiten die Berücksichtigung unterschied-
licher Speicherkonstanten für den Oberflächenabfluss im Winter- und Sommerhalbjahr
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erforderlich sein. Hiergegen spricht jedoch eindeutig die Überschätzung kleinerer Abfluss-
spitzen im Winterhalbjahr, die durchaus mit der Überschätzung im Sommerhalbjahr ver-
gleichbar ist (z.B. Dezember und Mitte September, vgl. Abb. 7.8 und 7.11). Stattdessen ist
davon auszugehen, dass das Modell aufgrund seiner vertikalen Gliederung (keine laterale
Wasserbewegung in der Wurzelzone, vgl. Abb. 6.9) und seiner für das kleinskalige Unter-
suchungsgebiet unadäquaten räumlichen Gliederung (Verteilung der upper response boxes
entspricht der Verteilung der Bodentypen in den Teilgebieten) weder in der Lage ist ober-
flächennahe Abflüsse, noch den Abfluss bei Sättigung im Hang korrekt abzubilden.
Die Speicherkonstante des Oberflächenabflusses Ks zeigt bei dem Modell B, trotz des für
den räumlichen Skalenbereich (unrealistisch) hohen Wertebereichs von 24 - 72 h, ein a-
symptotisches Verhalten (vgl. Abb. 7.7). Dies ist ein eindeutiger Beleg für einen strukturel-
len Fehler in der Abbildung des entsprechenden Prozesses. In den Simulationen wird die
Infiltrationskapazität der Böden nur durch das extreme Regenereignis Ende Juli überschrit-
ten (ca. 20 mm in einer Stunde). Die Auswirkungen der Verwendung von Linearspeichern
für das routing des Infiltrationsüberschusses sind für dieses Ereignis sehr gut in der Simu-
lationsbandbreite zu erkennen (vgl. Abb. 7.12).
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Abb. 7.12: Vergleich der 90 % GLUE-Simulationsbandbreite des Modells B und des beobachteten
Abfluss für das Sommerhalbjahr 2005.
Diese ähnelt in ihrem qualitativen Verlauf der Simulationsbandbreite des konzeptionellen
Modells A (vgl. Abb. 7.11). Bei beiden Modellen tritt der maximale, simulierte Abfluss-
scheitel bereits eine Stunde nach dem Niederschlagsereignis ein, der beobachtete Abfluss
zeigt dagegen keine Reaktion. Eine genauere Betrachtung der beobachteten Werte und der
Vergleich zu anderen Ereignissen im September belegen jedoch, dass diese Abweichung
auf einen Fehler in der Aufzeichnung der Abflüsse zurückzuführen ist. In Abbildung 7.13
ist zu erkennen, dass auf jedes größere Niederschlagsereignis in kürzester Zeit ein zumin-
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dest leichter Anstieg der Abflussganglinie erfolgt. Der stetige Anstieg der Abflussganglinie
und das Ausbleiben jeglicher Reaktion auf das Niederschlagsereignis am 27.07. lassen sich
nicht aus dem Gebietsverhalten erklären. Damit kann die anhand der Parameterunsicher-
heit getroffene Vermutung eines strukturellen Fehlers in der Prozessbeschreibung weder
bestätigt noch widerlegt werden. Die Ereignisse im September führten nicht zu einer Über-
schreitung der Infiltrationskapazität im Modell.
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Abb. 7.13: Vergleich der beobachteten Niederschläge und Abflüsse Ende Juli und Mitte September
Insgesamt ist festzustellen, dass die physikalisch basierte Beschreibung der Wasserbewe-
gung im Hang auf der Grundlage des kinematischen Wellenansatzes (Modell B) zum einen
eine gute Anpassung an die Abflussdynamik bei annähernd gesättigten Verhältnissen im
Hang ermöglicht. Derartige Verhältnisse bestehen für die Hochwasserereignisse im Win-
terhalbjahr. Auf der anderen Seite hat sich gezeigt, dass die Abbildung der kleineren
Hochwasserereignisse im Sommerhalbjahr eine ebenso detaillierte Berücksichtigung ober-
flächennaher Abflusskomponenten erfordert, die über die alleinige Berücksichtigung eines
Infiltrationsüberschusses und dessen Ableitung in das Gewässer hinausgeht. Das teilaggre-
gierte HBV-Modell erwies sich als nicht geeignet für die Simulationen der Abflussdyna-
mik in dem kleinskaligen Untersuchungsgebiet. Dies kann als ein Indiz dafür interpretiert
werden, dass nicht nur die Modellparameter eine Skalenabhängigkeit besitzen, sondern
auch die Modellstrukturen.
Der Skalierungsfaktor für die effektive laterale Leitfähigkeit klat und der Leckagefaktor
kleak des Modells B zeigten innerhalb der a priori definierten Wertebereiche keine Sensitivi-
tät. Dies könnte auf starke Interaktionen zwischen diesen Parametern zurückzuführen sein.
Prinzipielle Unterschiede in den Parameterunsicherheiten der beiden Modelle, die auf die
unterschiedlich detaillierten Prozessbeschreibungen zurückzuführen sind, konnten nicht
identifiziert werden. Der Vergleich mit den Ergebnissen der Untersuchungen im Werraein-
zugsgebiet führt zu der Schlussfolgerung, dass die Parameterunsicherheiten aus den Unsi-
cherheiten resultieren, die beobachtete Abflussdynamik eines spezifischen Einzugsgebietes
mit einem bestimmten Modell quantitativ und qualitativ korrekt nachzubilden. Die struktu-
relle Unsicherheit hängt dabei nicht nur von der Detailliertheit der mathematischen Be-
schreibung einzelner Prozesse ab, sondern insbesondere auch von einer adäquaten, pro-
zessorientierten, räumlichen Gliederung des Modells.
7  Vergleich der Unsicherheitspropagation konzeptioneller und physikalisch basierter
Modelle
156
Die beschrieben Simulationsversuche mit dem physikalisch basierten Modell haben ge-
zeigt, wie ein durch Feldstudien gewonnenes Prozessverständnis in eine prozessadäquate
Modellstruktur überführt werden kann. Durch die Simulationen mit dem Modell wurde das
Prozessverständnis bezüglich der gesättigten lateralen Wasserbewegung im Hang bestätigt.
Darüber hinaus hat sich jedoch gezeigt, dass zu einer umfassenden Abbildung der Abfluss-
konzentrationsprozesse im Einzugsgebiet eine detailliertere Beschreibung der oberflächen-
nahen Abflusskomponenten erforderlich ist. Ausgehend von dieser Erkenntnis könnten
weitere Prozessstudien durchgeführt werden, die schließlich zu einer Adaption des Modells
führen. Durch die Struktur des frameworks wird eine derartige Weiterentwicklung der be-
stehenden Modellstruktur in optimaler Weise unterstützt. Das framework stellt damit ein
sehr gut geeignetes Werkzeug für die Durchführung eines iterativen Modellierungsprozes-
ses, wie er von Grayson & Blöschl (2000) beschrieben wird, dar (vgl. Abb. 7.14).
Prozess-
verständnis
Ergebnisse,
Rückschlüsse
Prozessbe-
obachtungen,
Messprogramm
Rückschlüsse
Modellierung
Parametrisierung,
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Daten
Abb. 7.14: Iterativer Zyklus der Nutzung von Prozessverständnis und Messdaten zur Entwicklung
von Modellen, die das Prozessverständnis erweitern können (nach Grayson & Blöschl,
2000, erweitert)
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8 Zusammenfassung und Ausblick
Die vorliegende Arbeit beschäftigt sich mit den Möglichkeiten zur Untersuchung der struk-
turellen Unsicherheit hydrologischer Modelle. Aufgrund verschiedener Unsicherheiten
besitzen hydrologische Modelle nur eine begrenzte Extrapolationsfähigkeit. Werden mit
Hilfe von Modellen Prognosen zu einer zukünftigen Entwicklung des Wasser- und Stoff-
haushaltes von Einzugsgebieten unter sich ändernden Randbedingungen erstellt, sind diese
daher prinzipiell mit Unsicherheiten behaftet, die abgeschätzt werden müssen. Die Unsi-
cherheiten in der hydrologischen Modellierung lassen sich im wesentlichen auf drei Ursa-
chen zurückführen: (1) die Unsicherheiten in den Modelleingangsdaten und den zur Mo-
dellkalibrierung verwendeten beobachteten Vergleichswerten für die Modellausgaben, (2)
die Unsicherheiten in der Parametrisierung der Modelle und (3) die strukturelle Modellun-
sicherheit, die die Unsicherheit in der Abbildung des natürlichen Systems und der in ihm
stattfindenden Prozesse durch das Modell bezeichnet. Während sich die Auswirkungen der
Daten- und Parameterunsicherheiten auf die Simulationsergebnisse, z.B. durch die An-
nahme möglicher Streubreiten unter Anwendung der Monte-Carlo-Methode, stochastisch
abschätzen lassen, gestaltet sich eine Beurteilung der strukturellen Modellunsicherheit
schwierig. Ursache hierfür ist das mangelnde Wissen über die internen Prozesse in einem
Einzugsgebiet, insbesondere der Fließ- und Transportprozesse unterhalb der Landoberflä-
che. Die korrekte Abbildung der Prozessabläufe innerhalb des untersuchten natürlichen
Systems durch ein bestimmtes Modell lässt sich durch den alleinigen Vergleich der beo-
bachteten und simulierten Systemausgangsgrößen (Abflüsse) nicht beweisen. Die Erfah-
rung hat gezeigt, dass mit verschiedenen Modellstrukturen und für jedes Modell wiederum
mit vielen verschiedenen Parameterkombinationen ähnliche Ergebnisse erzielt werden
können. Daher ist in den letzten Jahren, neben der Verbesserung des Prozessverständnisses
durch Feldexperimente, der Vergleich unterschiedlicher Modellstrukturen zur Identifizie-
rung struktureller Unsicherheiten zunehmend in den wissenschaftlichen Fokus gerückt. Bei
der Anwendung eines Modells mit vorgegebener Struktur entziehen sich die strukturellen
Unsicherheiten der Kontrolle des Anwenders und die Untersuchung ist auf die Analyse der
Parameterunsicherheiten beschränkt (McIntyre et al., 2002). Daraus ergibt sich die Not-
wendigkeit zur Entwicklung eines einheitlichen Modellierungsrahmens, der die Erstellung
unterschiedlicher Modellstrukturen und die vergleichenden Analyse ihrer Parameterunsi-
cherheiten und der Unsicherheiten in den Simulationsergebnissen ermöglicht.
Hierzu wurde eine objektorientierte Rahmenanwendung entwickelt, die einen abstrakten
Entwurf für hydrologische Modelle unterschiedlich detaillierter räumlicher Diskretisierung
kapselt. Diese Rahmenanwendung erlaubt die Entwicklung hydrologischer Modelle mit
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variierendem räumlichen Detaillierungsgrad sowie die Kopplung unterschiedlich detaillier-
ter Prozessbeschreibung. Damit wird es möglich, räumlich aggregierte, teilaggregierte oder
verteilte konzeptionelle oder physikalisch basierte Modelle zu erstellen. Die Beschreibun-
gen der hydrologischen Prozesse sind von den strukturellen Komponenten getrennt und in
selbstständigen Objekten gekapselt. Dadurch wird, im Gegensatz zum klassischen modula-
ren Ansatz bestehender Modellierungsumgebungen, die Abbildung bidirektionaler Rück-
kopplungen zwischen den Systemelementen möglich. Die Rahmenanwendung gibt eine
horizontale Gliederung in Teileinzugsgebiete vor, die über das Gewässernetz verbunden
sind. In einer, unter der Nutzung der Rahmenanwendung entwickelten Simulation existiert
jedes Teilgebiet als ein eigenständiges Objekt. Die Teilgebiete können daher in ihrer räum-
lichen Gliederung und in der Prozessbeschreibung, z.B. in der Anzahl und Abbildungsge-
nauigkeit der Abflusskomponenten, unterschiedlich konfiguriert sein. Mit dieser Entwick-
lung wurde erstmalig ein einheitlicher Rahmen für die Realisierung beliebig komplexer
hydrologischer Modelle geschaffen. Da die von der Rahmenanwendung abgeleiteten Mo-
dellanwendung eigenständige Programme in der Compilersprache C++ sind, besitzen die-
se, im Vergleich zu den Modellen, die auf herkömmlichen Modellierungsumgebungen wie
MMS aufsetzen, eine wesentlich höhere Laufzeiteffizienz. Damit wird die Verwendung
rechenintensiver numerischer Methoden ermöglicht, die bei der Implementierung physika-
lisch basierter Prozessmodelle notwendig werden.
Auf der Grundlage der Rahmenanwendung wurden vier unterschiedliche Modellstrukturen
entwickelt, die für Simulationsstudien in zwei Einzugsgebieten unterschiedlicher Größe
(1167 und 2.57 km2) verwendet wurden. Entsprechend den unterschiedlichen räumlichen
Skalen lagen den Simulationsstudien unterschiedliche Fragestellungen zu Grunde. Die ers-
te, in dem größeren Einzugsgebiet durchgeführte Studie untersuchte mit Hilfe dreier kon-
zeptioneller Modelle den zu vermutenden Zusammenhang zwischen der strukturellen Un-
sicherheit und der Parameterunsicherheit hydrologischer Modelle. Die drei Modelle beru-
hen auf dem gleichen theoretischen Modellkonzept, weisen jedoch eine unterschiedliche
Komplexität, sowohl in der Prozessbeschreibung als auch in der horizontalen Gliederung
auf. Dadurch dass die drei Modellvarianten auf demselben theoretischen Modellkonzept
aufbauen sollte die Vergleichbarkeit der Resultate bezüglich der Unsicherheiten sicherge-
stellt werden. In der zweiten Simulationsstudie, die in dem kleineren Einzugsgebiet durch-
geführt wurde, erfolgte ein Vergleich der Unsicherheiten konzeptioneller und physikalisch
basierter Modelle. Als Beispiel für ein konzeptionelles Modell wurde das Modell mit der
detaillierteren räumlichen Gliederung aus der ersten Simulationsstudie verwendet. Als Bei-
spiel für ein physikalisch basiertes Modell wurde ein Modell entwickelt, das die Wasser-
bewegung in einem Hang durch die Kopplung zweier eindimensionaler Prozesse be-
schreibt. Hierfür wurden numerische Lösung der Richards-Gleichung (ungesättigte vertika-
le Wasserbewegung) und einer kinematischen Form des Darcy-Fließgesetzes verwendet.
Zur Evaluierung der Parameterunsicherheiten und der Unsicherheiten bei der Simulation
des beobachteten Abflussverhaltens wurde die Monte-Carlo basierte GLUE-Methode ver-
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wendet. Obwohl die GLUE-Methode im Sinne der Bayes’schen Wahrscheinlichkeitstheo-
rie bekanntermaßen als nicht optimal anzusehen ist, stellt der GLUE-Ansatz eine der viel-
seitigsten und robustesten Methoden zur Schätzung der Parameterunsicherheiten dar. Dies
gilt insbesondere für den Fall, dass die Unsicherheiten in den beobachteten Systemein- und
-ausgangsgrößen und der Modellstruktur nicht eindeutig definierbar sind (McIntyre et al.,
2002).
8.1 Zusammenfassung und Diskussion der mit den Simulationsversuchen
erzielten Ergebnisse
Bei der ersten Studie zeigte der Vergleich der Unsicherheiten in den Simulationsergebnis-
sen, dass die Erhöhung der strukturellen Modellkomplexität zu einer besseren Anpassung
an die beobachtete Abflussdynamik sowohl in der Kalibrierung, als auch in der Vorhersage
führte. Bei der zweiten Modellvariante, die eine detailliertere Beschreibung für den
Schneeprozess verwendet, erfolgte die bessere Erfassung der Abflussdynamik jedoch zu
Lasten größerer Unsicherheiten in der Vorhersage großer, durch Schneeschmelze beein-
flusster Winterhochwasser. Durch die Verwendung der teilaggregierten räumlichen Gliede-
rung bei der dritten und komplexesten Modellvariante konnte diese erhöhte Unsicherheit
ausgeglichen werden. Diese Modellvariante ermöglichte eine deutlich bessere Anpassung
an die Abflussdynamik im Mittelwasserbereich und bei kleineren Hochwassern als die
beiden räumlich aggregierten Modellstrukturen. Durch die Verwendung weiterer Gütekri-
terien, die die Anpassungsgüte an unterschiedliche Bereiche der Abflussganglinie quantifi-
zieren, wurde die Analyse der Parametersensitivitäten zur Identifizierung struktureller Un-
sicherheiten auf eine multikriterielle Analyse erweitert. Am Beispiel des Temperatur-
grenzwertes T0 konnte gezeigt werden, dass unterschiedliche Streubreiten desselben Para-
meters bei unterschiedlichen Modellen teilweise auf multikriterielle Äquivalenzen zurück-
zuführen sind. Die Verwendung der detaillierteren Beschreibung für den Schneeprozess
bei der 2. und 3. Modellvariante führte zu einer eindeutigeren Identifizierbarkeit des insge-
samt sensitivsten Modellparameters T0. Mit Hilfe der multikriteriellen Analyse konnte
nachgewiesen werden, dass der Parameter b der Reduktionsfunktion für die reale Verduns-
tung, durch den das simulierte Abflussvolumen beeinflusst wird, bei der räumlich tei-
laggregierten Modellvariante eine geringere Unsicherheit besaß im Vergleich zu den bei-
den räumlich aggregierten Varianten. Insgesamt betrachtet wies die komplexeste Modell-
variante eine geringere Parameterunsicherheit auf und zeigte sich bei der Identifizierung
der Parameter weniger abhängig von der Wahl der Kalibrierungsperiode.
Ein wesentliches Resultat der ersten Simulationsstudie ist damit die Feststellung, dass sich
die Parameterunsicherheit durch die Verwendung der komplexeren horizontalen Modell-
gliederung, trotz einer höheren Anzahl an Parametern nicht, wie zunächst vermutet,
zwangsläufig erhöht. Stattdessen hat sich die Parameterunsicherheit des Modells, ebenso
wie die Unsicherheiten in der Nachbildung des beobachteten Abflussverhaltens, reduziert.
8  Zusammenfassung und Ausblick
160
Damit kann die Vermutung nicht bestätigt werden, dass sich bei einer Erhöhung der Mo-
dellkomplexität einerseits die strukturelle Unsicherheit reduziert, andererseits jedoch die
Parameterunsicherheit erhöht. Offensichtlich gestalten sich die Zusammenhänge zwischen
den verschieden Unsicherheiten wesentlich komplexer.
Der Vergleich der Unsicherheiten des konzeptionellen und des physikalisch basierten Mo-
dells in den zweiten Studie führte zu dem Ergebnis, dass die konzeptionelle Modellstruktur
für eine zeitlich hochaufgelöste Simulation der Abflussdynamik des kleinskaligen Unter-
suchungsgebietes nicht geeignet ist. Innerhalb des Winterhalbjahres werden die großen
Hochwasser unterschätzt und kleinere Abflussspitzen überschätzt. Die kleineren Hochwas-
serereignisse im Sommerhalbjahr werden erheblich überschätzt. Das physikalisch basierte
Modell ermöglichte dagegen eine sehr gute Anpassung an die großen Winterhochwasser.
Beide Modelle verwenden Skalierungsfaktoren zur Ermittlung einer effektiven lateralen
Leitfähigkeit des Bodens. Aufgrund der vergleichbaren konzeptionellen Bedeutung der
Parameter wäre anzunehmen, dass sich die Unsicherheiten in der Nachbildung der beo-
bachteten Abflussdynamik entsprechend auf die Identifizierbarkeit dieser Parameter aus-
wirkt. Demnach wäre für das physikalisch basierte Modell eine eindeutige Identifizierbar-
keit des Parameters zu erwarten, während der Parameter des konzeptionellen Modells eine
größere Unsicherheit aufweist. Hier ergab sich jedoch ein konträrer Befund. Der Skalie-
rungsfaktor Ku für die Speicherkonstanten der upper response boxes des konzeptionellen
Modells zeigte, ähnlich wie in der ersten Simulationsstudie, eine eindeutige Identifizier-
barkeit. Der Skalierungsfaktor klat für die effektive laterale Leitfähigkeit für das physika-
lisch basierte Modell erwies sich dagegen als nicht sensitiv. Direkte Auswirkungen auf die
Parameteridentifizierbarkeit durch die Unterschiede in der Abbildung der beobachteten
Abflussdynamik ergaben sich im Falle des Temperaturgrenzwertes T0. Die Modelle ver-
wenden den gleichen Ansatz zur Beschreibung der Schneeakkumulation und -schmelze im
Einzugsgebiet. Der Parameter T0 steuert die Unterteilung des Niederschlages in Regen oder
Schnee und das Einsetzen der Schneeschmelze. Damit wird die Menge und die zeitliche
Verteilung der Wasserabgabe aus der Schneedecke, die in den Hang einsickern kann, maß-
geblich durch diesen Parameter beeinflusst. Im Falle des physikalisch basierten Modells
besaß dieser Parameter eine eindeutige Identifizierbarkeit. Bei dem konzeptionellen Mo-
dell zeigte der Parameter dagegen eine erhebliche Unsicherheit bzw. schlechtere Identifi-
zierbarkeit.
Die Unsicherheit bei der Simulation des beobachteten Abflussverhaltens mit Hilfe des
konzeptionellen Modells in der zweiten Simulationsstudie wirkte sich demnach nicht auf
die Identifizierbarkeit der Parameter der Prozesse zur Beschreibung der Abflusskonzentra-
tion aus. Stattdessen ergaben sich erhebliche Unsicherheiten für den maßgeblichen Para-
meter des Teilmodells, mit dem Menge und zeitliche Verteilung der Infiltration aus der
Schneedecke in den Boden gesteuert werden. Bei dem physikalisch basierten Modell weist
dieser Parameter eine eindeutige Identifizierbarkeit auf. Dies ist einen Beleg für einen
strukturellen Fehler in der Berechnung der Abflusskonzentration im konzeptionellen Mo-
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dell. Die horizontale Gliederung des Modells, die sich in der großskaligen Modellierung
bewährte hatte, erwies sich als nicht adäquat zur Beschreibung der Abflusskonzentrations-
prozesse in dem kleinskaligen Untersuchungsgebiet. Das physikalisch basierte Modell mit
seiner prozessorientierten Hanggliederung ist bezüglich des Leerlaufverhaltens des Gebie-
tes bei gesättigten Verhältnissen dem konzeptionellen Modell überlegen. Die strukturelle
Unsicherheit hängt damit nicht nur von der Detailliertheit der mathematischen Beschrei-
bung einzelner Prozesse ab, sondern insbesondere auch von einer adäquaten, prozessorien-
tierten horizontalen Gliederung des Modells.
8.2 Methodenkritik und Ausblick auf künftige Untersuchungen zur struktu-
rellen Unsicherheit hydrologischer Modelle
Die durchgeführten Untersuchungen zeigen, dass auf Monte-Carlo-Simulationen basieren-
de Ansätze wie die GLUE-Methode prinzipiell zur Identifizierung struktureller Unsicher-
heiten im Rahmen eines Modellvergleichs geeignet sind. Allerdings erfordert dies viel-
schichtige Interpretationen, die schwer zu objektivieren sind. Durch die Schätzung von
Unsicherheitsbandbreiten können die Auswirkungen struktureller Unsicherheiten im Rah-
men eines Modellvergleichs quantifiziert werden. Die Zuordnung dieser Auswirkungen zu
einer bestimmten Fehlerquelle bzw. Unsicherheit innerhalb der Modellstruktur ist jedoch
nicht eindeutig. In Abschnitt 6.4.1.2 wurde dargelegt, in welcher Weise die Analyse der
Parameterunsicherheiten und die Schätzung von Vertrauensbereichen für die Simulations-
ergebnisse durch subjektive Annahmen beeinflusst werden. Die Schwierigkeiten bei der
Definition adäquater a priori Parameterwertebereiche bzw. die Auswirkungen, die diese
auf das Ergebnis einer Unsicherheitsanalyse haben können, werden in der Literatur nicht
ausreichend diskutiert. Die Resultate, die mit Hilfe der Bayes’schen Wahrscheinlichkeits-
theorie bezüglich einer Mittelung der Simulationsergebnisse mehrerer Modelle (Bayesian
Model Averaging, BMA) oder der Modellselektion erzielt werden können, sind ebenfalls
durch Annahmen zu den a priori Verteilungen der Modellparameter beeinflusst. Eine Ob-
jektivierung des Vergleichs unterschiedlicher Modelle ist dementsprechend nur dann mög-
lich, wenn sich dieser auf Parameter konzentriert, für die vergleichbare a priori Verteilun-
gen angenommen werden können.
Das Beispiel des Vergleichs der beiden Skalierungsfaktoren für die effektive laterale Leit-
fähigkeit in der zweiten Simulationsstudie wirft die Frage nach der Relevanz der Identifi-
zierbarkeit eines derartigen konzeptionellen Modellparameters auf. In dem Beispiel war
die eindeutige Identifizierbarkeit nicht mit einer adäquaten Beschreibung der Abflusskon-
zentrationsprozesse im Einzugsgebiet verbunden. Stattdessen musste bei der Analyse der
strukturellen Unsicherheiten anhand der Ergebnisse der globalen Sensitivitätsanalyse der
Temperaturgrenzwert T0 als „Hilfsparameter“ verwendet werden. Dieser stellte im vorlie-
genden Fall einen eindeutigen Indikator für die strukturelle Unsicherheit des teilaggregier-
ten HBV-Modells in der Simulation des Abflussverhaltens dar. Daraus und aus der mul-
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tikriteriellen Äquivalenz für T0 für in der ersten Simulationsstudie (vgl. Abb. 6.18) lässt
sich folgern, dass der sensitivste Parameter eines Modells (in beiden Simulationsstudien
eindeutig T0) am ehesten auf die Unsicherheiten in der Simulation des Abflussverhaltens
eines bestimmten Einzugsgebietes „reagiert“ und damit als zuverlässigster Indikator für
strukturelle Unsicherheiten anzusehen ist. Diese Vermutung wäre in weiteren Untersu-
chungen zu überprüfen. Andererseits führt das Beispiel des Skalierungsfaktors Ku auch zu
dem Schluss, dass bei einem strukturellen Modellfehler, aufgrund fehlerhafter Annahmen
bei der Konzeptionalisierung der Prozessbeschreibung oder einer nicht problemangepass-
ten räumlichen Gliederung des Modells, die Identifizierbarkeit der entsprechenden Parame-
ters kein Indikator für die strukturelle Güte des Modells sein muss. Daher ist die Verwen-
dung des „Summe“ der Identifizierbarkeiten einer Auswahl von Modellparametern, z.B. im
Rahmen eines Bayes’schen Modellvergleichs, als Auswahlkriterium für unterschiedliche
Modellstrukturen kritisch zu bewerten. Durch die Bayes’sche Modellselektion werden ein-
fachere Modellstrukturen bei ähnlicher Nachbildungsgüte automatisch bevorzugt (Marshall
et al., 2005). Hinsichtlich einer Reduzierung der Extrapolationsunsicherheiten hydrologi-
scher Modelle ist dieser Ansatz als nicht zielführend zu bezeichnen. Letztendlich läuft ein
derartiges Vorgehen auf eine reine Verhaltensimitierung hinaus, wobei strukturelles Wis-
sen über die Prozessabläufe in einem Einzugsgebiet nicht berücksichtigt wird. Verschiede-
ne Untersuchungen (z.B. Uhlenbrook, 1999; Peschke et al., 1999) haben gezeigt, dass sich
die dominanten Abflussbildungsprozessen in einem Einzugsgebiet anhand von räumlichen
Informationen (Topografie, Pedologie, Geologie, Vegetation) identifizieren lassen. Um die
Unsicherheiten hydrologischer Modelle in Hinblick auf die Prognosefähigkeit und Über-
tragbarkeit auf unbeobachtete Einzugsgebiete zu überwinden, sind neue Modellierungsan-
sätze erforderlich, die diese Erkenntnisse zu den dominanten Abflussbildungsprozessen in
prozessorientierte, naturraumspezifische Modellstrukturen übertragen. Die PUB-Initiative
formuliert hierzu die folgende Zielvorgabe: eine neue Generation hydrologischer Modelle
sollte die wesentlichen Auswirkungen typischer Strukturen in einer Landschaft auf die
hydrologischen Prozesse unter verschiedenen hydro-klimatischen Randbedingungen reprä-
sentieren können (Sivapalan et al., 2003).
Die erste Simulationsstudie im Einzugsgebiet der Werra zeigt, dass sich die Parameterdi-
mensionalität eines Modells durch die Parametrisierung mit Gebietskenngrößen, die aus
den räumlichen Informationen abgeleiteten werden, reduzieren lässt. Die Verwendung der
komplexeren horizontalen Gliederung, die sich an der Verteilung der Boden-
Landnutzungs-Kombinationen in den Teileinzugsgebieten orientierte, führte zu einer bes-
seren Anpassung an die beobachtete Abflussdynamik, einer geringeren Parameterunsicher-
heit und einer geringeren Unsicherheit in den Vorhersagen1. Entsprechend der vorange-
gangenen Ausführungen sollten sich künftige Untersuchungen zur strukturellen Unsicher-
1 Mit Ausnahme der strukturellen Schwäche bezüglich der Erfassung durch starke Regenfälle ver-
ursachter Hochwasser (vgl. Abs. 6.4.2.1). Aufgrund der gewonnenen Erkenntnisse könnte versucht
werden diese Unsicherheit im Rahmen einer Weiterentwicklung des Modells zu beheben.
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heit hydrologischer Modelle darauf fokussieren, inwieweit die unterschiedlichen Modell-
strukturen in der Lage sind die verfügbaren räumlichen Informationen für eine korrekte
Simulation des beobachteten Abflussverhaltens zu nutzen. Die erweiterten Anforderungen
an hydrologische Modelle (Prognosefähigkeit unter veränderlichen Randbedingungen, Ü-
bertragbarkeit auf unbeobachtete Gebiete) machen die Definition neuer Qualitätskriterien
erforderlich. Hier wäre zuvorderst eine optimale Anpassung an das gesamte Abflussregime
zu nennen. Gelingt dies kann davon ausgegangen werden, dass das gesamte Prozessspekt-
rum in ausreichender Güte durch das Modell abgebildet wird. Dementsprechend muss die
Verifizierung des Modells mit Hilfe mehrerer, unterschiedlicher Gütekriterien erfolgen, die
die Anpassungsgüte an unterschiedliche Bereiche der Abflussganglinie quantifizieren (vgl.
6.4.1.2). Die Signifikanz bezüglich der Verbesserung der Simulationsergebnisse bei der
Verwendung multikriterieller Analysen zur Identifikation adäquater Modellstrukturen ist
allerdings noch nicht eingehend untersucht (Wagener & McIntyre, 2005), so dass die Ent-
wicklung auf diesem Sektor noch nicht als abgeschlossen zu betrachten ist.
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f(y| , Mi) [-] likelihood Funktion
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g(x) [-] Gütefunktion
G [MJ/(m2d)] Bodenwärmestrom
h [L] Wassertiefe
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Symbol Einheit Bedeutung
hr [L] Höhe des Wasseranteils oberhalb der Feldkapazität
h(u| ) [-] Simulationsmodell
h( ) [-] Modellfunktion zur Schätzung der hydrologischen Variable
H [W/m2] fühlbarer Wärmestrom von der Luft auf die Schneeoberfläche
H [m] Höhe ü. NN
Hr [W/m2] Wärmezufuhr durch Regen
H(x) [-] Funktion der korrigierten Modellausgabe
Ii [L/T] Abfluss aus dem Interzeptionsspeicher
Is [L/T] Abfluss aus dem Schneespeicher
IS [-] Sohlgefälle
IR [-] Reibungsgefälle
Inf [L/T] Infiltration
Int [L/T] Interflow
ki [T] Retentionskonstante für den Gewässerabschnitt i
klat [-] Skalierungsfaktor für eff. laterale Leitfähig.
kleak [-] Leckagefaktor
ks [L/T] gesättigte Leitfähigkeit
ku [d] Retentionskonstante der upper response box
k( ) [L/T] ungesättigte Leitfähigkeit
K [L/T] effektive, gesättigte, laterale Leitfähigkeit des Bodens
K [-] Küstenfaktor
Ki [T] Speicherkonstante i
Ks [T] Speicherkonstante Oberflächenabfluss
Ku [T] Speicherkonstante upper response
Ku [-] Skalierungsfaktor upper response
Kl [T] Speicherkonstante lower response
Kap [L/T] kapillarer Aufstieg
L [J/cm2/mm] spezielle Verdunstungswärme
Li [T] Länge des Gewässerabschnitts i
Ls
2W/m
mm/h
 latente Wärme der Schneeschmelze
LAI [-] Blattflächenindex (leaf area index)
LE [M/T3] latenter Wärmestrom an der Schnee-Luft-Grenzfläche
L [m] mittlere Fließlänge bis zum Gewässernetz
Lp(y | i) [-] a posteriori likelihood für den Parametersatz i bei gegebenen
neuen Beobachtungen y
L( i | y) [-] likelihood für den Parametersatz i bei gegebenen Beobachtungen y
L0( i) [-]  a priori likelihood für den Parametersatz i
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Symbol Einheit Bedeutung
m(y|Mi) [-] marginal likelihood des Modells Mi bei gegebenen Beob. y
m [L2] mittl. Querschnittsfläche
MH [mm/d] Schmelze durch fühlbaren Wärmestrom
MHr [mm/d] Schmelze durch Wärmezufuhr durch Regen
MLE [mm/d] Schmelze durch latenten Wärmestrom
Mneg [mm/d] „negative“ Schneeschmelze (gefrierendes Wasser)
MRn [mm/d] Schmelze durch Nettostrahlung
Mp [mm/d] potentielle Schneeschmelze
N [-] Anzahl
pwp [-] permanenter Welkepunkt
Pb [L/T] Bestandsniederschlag
Ph [%] Schneehöhe als Anteil der Ausgangshöhe
Pr [L/T] Niederschlag (Regen)
Ps [L/T] Niederschlag (Schnee)
Pw [%] akkumuliertes Wasseräquivalent als Anteil vom anfänglichen
 Wasseräquivalent
Perk [L/T] Perkolation
p( |Mi) [-] a priori Wahrscheinlichkeitsdichte für den Parametersatz  des
 Modells Mi
q [L/T] Flussvektor
Q [L3/T] Gerinneabfluss
Q1 [L3/T] Zwischenabfluss
Q2 [L3/T] Sättigungsflächenabfluss
Qi [L/T] Abflusskomponete i
Qs [L3/T] Oberflächenflächenabfluss
Qu [L3/T] Abfluss (upper response)
Ql [L3/T] Abfluss (lower response)
QA [L3/T] Abfluss aus dem betrachteten Abschnitt
QZ [L3/T] Zufluss zum betrachteten Abschnitt
r [L/T] Zusickerung zur gesättigten Bodenzone
ra [s/m] aerodynamischer Widerstand
rs [s/m] Oberflächenwiederstand
res [-] residuale Bodenfeuchte
RG [J/cm2/d] Globalstrahlung
Rn [J/cm2/d] Nettostrahlung
Rn [M/T3] Nettostrahlung
Rp [L/T] Versickerung aus der Wurzelzone
Rdp [L/T] Tiefenversickerung
Rdp [-] Skalierungsfaktor Tiefenversickerung
su [-] Sättigungsfunktion der u-Zone
Symbolverzeichnis
190
Symbol Einheit Bedeutung
sat [-] Sättigungsfeuchte
S [L] Inhalt des Bodenspeichers
S [L3] Wasservolumen im betrachteten Abschnitt
S1 [L2] Bodenwasser der gesättigten Hangzone
S2 [L2] Oberflächenwasser
Si [-] Sensitivitätsindex des Parameters i
Si [L] Aktueller Inhalt des Interzeptionsspeichers
Smax [L] Maximaler Interzeptionsspeicher (Benetzungskapazität)
Sc(x) [L2] Bodenspeicherkapazität in Abhängigkeit von x
t [T] Zeitkoordinate
T [°C] Lufttemperatur
T [m² /s] Transmissivität
T [-] Anzahl der verfügbaren Zeitschritte (t = 1,…,T)
T0 [°C] Temperaturgrenzwert
U [%] relative Luftfeuchte
u [-] System- bzw. Modelleingabevektor
v [L/T] Fließgeschwindigkeit
v [L/T] mittlere Wellengeschwindigkeit im Einzugsgebiet
v2 [m/s] Windgeschwindigkeit, gemessen in 2 m Höhe
w [L] Hangbreite
x [L] Ortskoordinate
xi [-] Wert des Parameters i
x [-] Vektor der Variablen, die die Modellunsicherheit beschreiben
xe [-] Vektor, der den Entwicklungspunkt der Taylorreihe repräsentiert
xm [-] Vektor der Mittelwerte der Variablen
z [L] Gravitationspotential, Geodätische Höhe
y´ [-] Gradient der Hangoberfläche
y [L] gemittelte vertikale Mächtigkeit
yt [-] simulierte Zielgröße zum Zeitschritt t
yt [-] beobachtete Zielgröße zum Zeitschritt t
y [-] Mittelwert der beobachteten Zielgröße
y* [-] transformierte Zielgröße
y [-] System- bzw. Modellausgabevektor
z´ [-] Gradient des Untergrundes
zr [L] Mächtigkeit der Wurzelzone
Z [-] Wert des Gütekriteriums an dem speziellen Punkt des
 Parameterraumes
[°] Gefälle
[°] mittleres Gefälle
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Symbol Einheit Bedeutung
[kPa/°C] psychrometrische Konstante
[kPa/°C] Steigung der Sättigungsdampfdruckkurve
x  [L] Räumliche Diskretisierungslänge in x-Richtung
P [mm/d] Niederschlagsmessfehler
Q [W/m2] Energiesaldo, verfügbar für die Schneeschmelze
[-] Porosität des Bodens
[-] entwässerbares Porenvolumen
t [-] Residuum zum Zeitschritt t
[-] volumetrischer Wassergehalt
[-] Parametervektor
[MJ/kg] latente Verdampfungswärmewärme
[-] topografischer Index
[-] Transformationsparameter
[-] Korrekturfaktor zur Anpassung der Modellausgabe an die
[1/L] Länge des Hauptgewässerabschnittes pro projizierter Einheitsfläche
 Beobachtungen
[M/L3] Dichte des Wassers
 a [kg/m3] mittlere Luftdichte unter konstantem Druck
i [-] Standardabweichung der Variable xi
[-] Abminderungsfaktor für die reale Verdunstung
[L] hydraulisches Potential
[L] Matrixpotential
[-] zeitl. gemittelter Anteil des Oberflächenbereichs

193
Anhang A – Ergänzende Darstellungen zu Kapitel 6
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Abb. A-1: Vergrößerte Darstellung der Streudiagramme für den Parameter T0 der Modellvarianten
A und B (6 a Kalibrierungszeitraum, Ergebnisse der 2000 akzeptierten Simulationen).
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Abb. A-2: Vergleich der GLUE-Simulationsbandbreiten der drei Modellvarianten und des beo-
bachteten Abflusses am Pegel Meiningen (6 a Kalibrierungszeitraum, 11.91 - 10.97)
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Abb. A-3: Vergleich der GLUE-Vorhersagebandbreiten der drei Modellvarianten und des beo-
bachteten Abflusses am Pegel Meiningen (3 a Validierungszeitraum, 11.97 - 10.00)
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Abb. A-4: Vergleich der GLUE-Simulationsbandbreiten der drei Modellvarianten und des beo-
bachteten Abflusses am Pegel Meiningen (3 a Kalibrierungszeitraum, 11.97 - 10.00)
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Abb. A-5: Vergleich der GLUE-Vorhersagebandbreiten der drei Modellvarianten und des beo-
bachteten Abflusses am Pegel Meiningen (6 a Validierungszeitraum, 11.91 - 10.97)
Anhang A – Ergänzende Darstellungen zu Kapitel 6
198
199
Anhang B – Ergänzende Grundlagen
B.1 Niederschlag
Der Niederschlag ist die Haupteingangsgröße für den Wasserhaushalt hydrologischer Sys-
teme. Die raum-zeitliche Verteilung seines Auftretens ist hoch variabel. An seiner Entste-
hung sind physikalische Prozesse und Wechselwirkungen auf unterschiedlichen Skalen
maßgeblich. Diese reichen von mikroskaligen (10-3 m) wolkenphysikalischen Prozessen
über den mesoskaligen (103 – 104 m) Bereich der Fronten- und Konvektionssysteme bis zur
synoptischen Skala (105 m) der Zyklone (Dyck & Peschke, 1995). Eine Modellierung als
eigenständiger, physikalischer Prozess erfolgt in mesoskaligen Wasserhaushaltsmodellen
nicht. Wesentlich für die Modellierung des Wasserhaushaltes ist die Unterscheidung des
gefallenen Niederschlages in Regen oder Schnee. Dies geschieht i.A. mit Hilfe eines einfa-
chen Grenzwertes für die Lufttemperatur. Darüber hinaus kann auch ein Übergangsbereich
für die Temperatur berücksichtigt werden, bei dem beide Niederachlagsarten in unter-
schiedlichen Anteilen auftreten.
B.2 Interzeption
Als Interzeption wird die vorübergehende Speicherung von Niederschlag an der Pflanzen-
oberfläche bezeichnet (DIN 4049-3, 1994). Die zurückgehaltene Wassermenge ist dabei
abhängig von den Vegetationseigenschaften (Bedeckungsgrad, Benetzungskapazität) und
den meteorologischen Faktoren wie der Dauer und der Intensität des Niederschlages und
der Windstärke (Dyck & Peschke, 1995).
Den einfachsten Ansatz zur Modellierung der Interzeption auf der Pflanzenoberfläche stellt
ein Überlaufspeicher dar, der durch den Niederschlag (Regen) bis zu einer maximalen Ka-
pazität gefüllt wird. Bei Überschreitung dieser erreicht der überschüssige Niederschlag die
Bodenoberfläche (Bestandsniederschlag). Die Entleerung des Speichers erfolgt ausschließ-
lich über die Evaporation, die mit der potentiellen Intensität (vgl. Abs. B.4.1) stattfindet.
Eine Erweiterung dieses Konzeptes stellt das Rutter-Modell dar (Rutter et al., 1971, 1975,
1977, zitiert in Lempert, 2000). Die Verdunstung aus dem Interzeptionsspeicher und der
Bestandsniederschlag werden dabei abhängig vom Verhältnis des aktuellen Speicherinhalts
zur maximalen Interzeptionskapazität berechnet. Dadurch wird die Berücksichtigung einer
Speichergröße, die über eigentliche Benetzungskapazität hinausgeht, ein verzögertes An-
wachsen des Bestandsniederschlages und die Reduktion der potentiellen Verdunstung bei
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abtrocknender Vegetation ermöglicht. Die Bilanzgleichung für den Interzeptionsspeicher
ergibt sich wie folgt:
1i b i
dS bdg N N E
dt
(B.1)
wobei: 0  fürb i p i max i maxN E E S S S S
  füri maxb S Sb i p i maxN a e E E S S
mit: Si  [L]  Aktueller Inhalt des Interzeptionsspeichers
Smax [L]  Maximaler Interzeptionsspeicher (Benetzungskapazität)
Pr  [L/T]  Niederschlag (Regen)
Pb [L/T]  Bestandsniederschlag
Ei [L/T]  Interzeptionsverdunstung
Ep [L/T]  potentielle Evaporation
bdg [-]   Bedeckungsgrad
a,b [-]   vegetationsspezifische Parameter
B.3 Schnee
Schneeprozesse können den Wasserhaushalt eines Einzugsgebietes durch Zwischenspei-
cherung, sowie den Wärmehaushalt und die Abflussbildung durch Schneeschmelze und
Wasserabgabe aus der Schneedecke maßgeblich beeinflussen. Daher kommt ihnen im
Rahmen hydrologischer Modellierungen teilweise eine bedeutende Rolle zu (Dyck &
Peschke, 1995). Der Wassergehalt des gefallenen Schnees steht dem Abfluss nicht sofort
zur Verfügung, das Wasservolumen wird solange and der Erdoberfläche zurückgehalten,
bis es durch die Schneeschmelze, z.T. verbunden mit auftretendem Regen, abfließt. Bereits
bei einer geringeren Schneedecke können bei intensiven Schmelzprozessen größere Was-
sermengen in kürzester Zeit großflächig zum Abfluss gelangen (Maniak, 1997).
Maßgebend für das auftreten von Schneefall an der Erdoberfläche ist die Höhe der 0°
Grenze in der Atmosphäre. Die räumliche Verteilung des Schnees ist damit stark an die
Höhenverhältnisse in einem Einzugsgebiet gekoppelt. Auf die zeitliche Entwicklung der
Schneedecke haben neben der Entwicklung der Lufttemperatur die Orografie (mehr Nie-
derschlage auf der Luvseite, einfallende Strahlung abhängig von der Exposition, Windver-
hältnisse) und die Vegetationsbedeckung Einfluss. Abfluss aus der Schneedecke entsteht
wenn der Anteil an flüssigem Wasser in der Schneedecke einen bestimmten Grenzwert
überschreitet. (Marks et al., 1999).
B.3.1 Physikalische Grundlagen des Schneeschmelzeprozesses
Prinzipiell ist die Schneeschmelze ein thermodynamischer Prozess, der durch den Energie-
austausch zwischen Schneedecke und der Atmosphäre (in Form von Nettostrahlung, laten-
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ten und fühlbarem Wärmestrom), Regenwasser und dem Boden erfolgt. Die für die
Schneeschmelze zur Verfügung stehende Energiemenge ergibt sich aus der Energieglei-
chung, die für einen Schneekörper (mit den Begrenzungen durch Boden und Atmosphäre)
wie folgt lautet (Maniak, 1997):
n rQ R H LE G H (B.2)
mit: Q [W/m2] Energiesaldo, verfügbar für die Schneeschmelze
Rn  [W/m2] Nettostrahlung
H  [W/m2] fühlbarer Wärmestrom von der Luft auf die Schneeoberfläche
LE  [W/m2] latenter Wärmestrom an der Schnee-Luft-Grenzfläche
G  [W/m2] Bodenwärmestrom (wird meist vernachlässigt)
  Hr [W/m2] Wärmezufuhr durch Regen
Werden die Wärme zuführenden Größen positiv eingeführt, kommt es zur Schneeschmel-
ze, wenn Hm  0 wird. Die potentielle Schmelzrate ergibt sich dann durch Division der
positiven Wärmeenergie mit der latenten Wärme der Schneeschmelze:
p
s
QM
L
(B.3)
mit: Mp  [mm/h]  potentielle Schneeschmelze
Q [W/m2]  Energiesaldo, verfügbar für die Schneeschmelze
Ls
2W/m
mm/h
 latente Wärme der Schneeschmelze (= 93.5)
Es existieren verschiedene Schneemodelle, die auf einer vollständigen, numerischen Lö-
sung der Energiebilanzgleichung (B.2)  basieren (z.B. Marks et al., 1998 und 1999). Diese
benötigen jedoch umfangreiche Eingangsdaten, so dass in vielen Einzugsgebietsmodellen
vereinfachte Verfahren zur Berechnung der Schneeschmelze und der Wasserabgabe aus
der Schneedecke eingesetzt werden.
B.3.2 Vereinfachende Berechnungsansätze
Der einfachste Ansatz zur Berechnung der Schneeschmelze ist das Tag-Grad-Verfahren
(vgl. Gl.(6.2), bei dem die Lufttemperatur als komplexer Informationsträger über die ther-
modynamischen Prozesse angesehen wird (Maniak, 1997). Eine Erweiterung dieses Ansat-
zes ist das Temperatur-Wind-Index-Verfahren, das den temperaturabhängigen Schmelzfak-
tor um die mittlere Windgeschwindigkeit in m/s (gewichtet mit einem weiteren Faktor)
erhöht. Interpretiert man die so bestimmte Schmelzrate als Abfluss aus der Schneedecke,
wird der Zustand der Schneedecke (Dichte des Schnees, Gehalt an freiem Wasser) und die
temporäre Speicherung des Schmelzwassers in der Schneedecke nicht berücksichtigt.
Kombinierte Schmelz-Setzungs-Verfahren berücksichtigen dagegen, dass der Schmelzvor-
gang oder die Zuführung flüssigen Wassers durch Regen zunächst zu einer Strukturände-
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rung der Schneedecke führen. Erst wenn die Grenze der Kapazität für freies Wasser über-
schritten wird, setzt die Wasserabgabe aus der Schneedecke ein. Die Setzung einer
Schneedecke durch die Zuführung freien Wassers (Schneeschmelze oder Regen) kann nach
Bertle (1966, zitiert in Knauf, 1980) wie folgt bestimmt werden:
147.4 0.474h wP P (B.4)
mit: Ph  [%]  Schneehöhe als Anteil der Ausgangshöhe
Pw  [%]  akkumuliertes Wasseräquivalent als Anteil vom anfänglichen Wasser-
äquivalent
Die kritische Lagerungsdichte, bei der die Wasserabgabe aus der Schneedecke einsetzt
wird dabei zu ca. 40 % angenommen, die Neuschneedichte mit ca. 11 %.
B.4 Verdunstung
Der Begriff der Verdunstung bezeichnet den Aggregatzustandswechsel von der flüssigen
Phase in den gasförmigen Zustand bei Temperaturen unterhalb des Siedepunktes. Als po-
tentielle Verdunstung ist die Verdunstung bei gegebenen meteorologischen Bedingungen
und unbegrenzt verfügbarem Wasser, definiert. Die Verdunstung bei begrenzter Wasser-
verfügbarkeit wird als reale Verdunstung bezeichnet (DIN 4049-3, 1994). Die Verdunstung
als Größe des Wasserhaushaltes besteht prinzipiell aus zwei unabhängigen Prozessen:
Evaporation. Als Evaporation wird die Verdunstung freien Wassers unter Ausschluss
biotischer Vorgänge bezeichnet. Hierbei kann es sich um die Verdunstung auf unter-
schiedlichen Oberflächen zurückgehaltenen Wassers (Pflanzenoberflächen, unbewach-
sener Erdboden) oder von  freien Wasserflächen (Seen) handeln. Evaporation findet
jederzeit statt, sofern Wasser in irgendeiner Form vorhanden ist und die Luft nicht mit
Wasserdampf gesättigt ist. Die potentielle Aufnahmekapazität der Luft für Wasser-
dampf nimmt mit steigender Temperatur zu und erreicht für eine bestimmte Tempera-
tur und einen bestimmten Luftdruck eine maximale Feuchte1. Die relative Luftfeuchte
bezeichnet das Verhältnis von aktueller zu maximal möglicher Luftfeuchte, ist ein Sät-
tigungsdefizit (eS(T) - ea) vorhanden findet Evaporation statt:
100a
s
eU
e T
(B.5)
mit: U  [%]  relative Luftfeuchte
ea   [hPa]  aktueller Dampfdruck
es(T) [hPa]  Sättigungsdampfdruck, abhängig von der Lufttemperatur
Der latente Wärmestrom der Verdunstung ist eine Energieflussdichte und ist durch den
1 Ausgedrückt als Dampfdruck (Partialdruck des Wasserdampfes).
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Energiebedarf zur Umwandlung von Wasser in Wasserdampf mit dem Wasserdampf-
strom der Verdunstung verknüpft. Dieser Energiebedarf ist eine temperaturabhängige
Größe, bezogen auf die Verdunstungshöhe in mm wird er als spezielle Verdunstungs-
wärme bezeichnet:
248.9 0.242L T (B.6)
mit: L [J/cm2/mm] spezielle Verdunstungswärme
T [°C]   Temperatur der Luft
Die Evaporation hängt von einer Reihe meteorologischer Faktoren wie Strahlung,
Lufttemperatur und Windgeschwindigkeit ab. Gemäß der Definition nach DIN 4049
wird die unter den gegebenen meteorologischen Randbedingungen bei unbegrenztem
Wassernachschub maximal verdunstende Wassermenge als potentielle Evaporation
bezeichnet. Sie ist eine Rechengröße, die aus meteorologischen Messwerten bestimmt
werden kann.
Transpiration. Als Transpiration wird die Verdunstung von Pflanzenoberflächen auf-
grund biotischer Prozesse bezeichnet. Über die Stomata, die Spaltöffnungen der Blät-
ter, verdunstet nahezu das gesamte über das Wurzelwerk aufgenommene Wasser. Nur
ein geringer Anteil von < 1 % wird durch Assimilation in der Pflanze gebunden. Die
verdunstete Wassermenge ist wiederum von äußeren Einflüssen an den Blattoberflä-
chen abhängig. Dazu zählen wie bei der Evaporation hauptsächlich Sonnenstrahlung,
Temperatur, Luftfeuchtigkeit und Windgeschwindigkeit. Zusätzlich kommen biologi-
sche Einflüsse hinzu, die von der Pflanzenart und dem Entwicklungsstadium bestimmt
werden.
Bei der Verdunstung von bewachsenen Flächen treten Transpiration und Evaporation zeit-
gleich auf. Die Summe aus beiden Verdunstungsarten wird als Evapotranspiration be-
zeichnet. Eine Unterscheidung der Anteile beider Prozesse an der Gesamtverdunstung ist
nicht einfach und hängt von der jahreszeitlichen Entwicklung der Pflanzen ab. So erfolgt
bei Feldfrüchten vor der Aussaat fast 100 % der Verdunstung als Evaporation von der Bo-
denoberfläche, während bei vollem Entwicklungsstadium der Pflanzen die Bodenoberflä-
che fast vollständig bedeckt ist und der Transpirationsanteil über 90 % liegt (FAO, 1998).
B.4.1 Berechnung der potentiellen Verdunstung
B.4.1.1 Evaporation
Die sogenannten Kombinationsverfahren verbinden Energiehaushalts- und Massentrans-
portansätze. Für die Berechnung der Verdunstung von offenen Wasserflächen wurde von
Penman (1948) folgende Kombinationsgleichung eingeführt:
n
s a
p
R f v e T e
LE (B.7)
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mit: Ep  [mm/d]  potentielle Evaporation
  [kPa/°C]  Steigung der Sättigungsdampfdruckkurve
Rn  [J/cm2/d] Nettostrahlung
  [kPa/°C]  psychrometrische Konstante
f(v)     Funktion der Windgeschwindigkeit v [m/s]
B.4.1.2 Evapotranspiration
Für die Berücksichtigung der Transpiration modifizierte Monteith (1965) die Gleichung
(B.7) durch Einführung zweier Widerstandsfaktoren. Damit ist es möglich die Formel für
die Berechnung der Verdunstung von bewachsenen Flächen anzuwenden.
( )
1
1
s a
n a p
a
p
s
a
e T e
R G c
rET
r
r
(B.8)
mit: ETp [mm/d]   potentielle Evapotranspiration nach Penman-Monteith
  [MJ/kg]   latente Verdampfungswärmewärme
G  [MJ/(m2d)]  Bodenwärmestrom
 a  [kg/m3]   mittlere Luftdichte unter konstantem Druck
cp  [kJ/(kg°C)]  spezifische Wärme der feuchten Luft
ra  [s/m]    aerodynamischer Widerstand
rs  [s/m]    Oberflächenwiederstand2
B.4.1.3 Referenzverdunstung
Um eine Verdunstungsgröße zu erhalten, die nur die klimatischen Gegebenheiten wider-
spiegelt und nicht vom Wasserdargebot sowie Pflanzenbestand und -entwicklung abhängig
ist, wurde aus der Penman-Monteith Gleichung eine Referenzverdunstung von einer hypo-
thetischen, einheitlichen Oberfläche die nicht unter Wassermangel leidet, abgeleitet (Allen
et al., 1994). Dabei gelten folgende Randbedingungen:
Der Boden ist das ganze Jahr über einheitlich mit Gras von 0.12 m Höhe bedeckt.
Es ist ein von der Windgeschwindigkeit in 2 m Höhe v2 abhängiger aerodynamischer
Widerstand ra von 208 / v2 s/m in die Penman-Monteith Gleichung einzusetzen. Der
Oberflächenwiederstand rs ist fixiert bei 70 s/m.
Zur Berechnung der Strahlungsbilanz aus der Globalstrahlung wird einheitlich eine
Albedo von 0.23 angenommen.
2 Der Oberflächenwiderstand rs ergibt sich aus dem Stomatawiederstand rl und einem aktiven An-
teil des Leaf Area Index (LAIact), der zum Transfer von Wärme und Wasserdampf beiträgt: rs = rl /
LAIact
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Es besteht kein Trockenstress für die Pflanzen.
Damit bleibt die Variabilität der realen Bodenbedeckungen, ebenso wie die Wasserversor-
gung der Pflanzen, die physikalischen Eigenschaften der Böden und der kapillare Aufstieg
aus dem Grundwasser, unberücksichtig. Es gehen nur verdunstungsrelevante, meteorologi-
sche Parameter in die Berechnung ein, die i.A. an Klimastationen beobachtet werden.
Werden obige Randbedingungen in Gleichung (B.8) berücksichtigt und die konstanten
Zahlenwerte eingesetzt ergibt sich die Referenzverdunstung nach FAO, die auch zur Kalib-
rierung einfacherer, empirischer Formeln mit regionaler Gültigkeit herangezogen wird:
2
0
2
9000.408 ( )
273
1 0.34
n s aR G v e T eTET
v
(B.9)
mit: ET0 [mm/d] Referenzverdunstung
T  [°C]  mittlere Lufttemperatur, gemessen in 2 m Höhe
v2  [m/s]  Windgeschwindigkeit, gemessen in 2 m Höhe
Die Umrechnung der Referenzverdunstung auf andere Pflanzenbestände kann über verän-
derliche Koeffizienten, die die saisonalen Entwicklungsstadien der Pflanzen berücksichti-
gen, erfolgen. Eine umfassende Zusammenstellung solcher Bestandskoeffizienten, insbe-
sondere für landwirtschaftliche Nutzpflanzen, findet sich in Allen et al. (1998).
B.4.2 Berechnung der realen Verdunstung
Die unter den gegebenen meteorologischen Randbedingungen maximal mögliche Eva-
potranspiration wird bei begrenzter Wasserverfügbarkeit im Boden nicht erreicht. Die gän-
gigsten Verfahren zur Bestimmung der tatsächlichen Verdunstung bei begrenzt verfügba-
rem Wasser fassen die unterschiedlichen Widerstände, die den Wasserfluss begrenzen, zu
einem einzelnen Abminderungsfaktor für die potentielle Evapotranspiration zusammen:
r
p
ET f
ET
(B.10)
mit: ETr [mm/d] reale Verdunstung
  [-]   aktuelle Bodenfeuchte
  [-]   Abminderungsfaktor
B.5 Ungesättigte und gesättigte Strömung im Boden
Durch die langsamen Fliessbewegungen in der Bodenmatrix kann die kinetische Energie
des strömenden Wassers vernachlässigt werden. Die Bodenwasserbewegung ergibt sich
damit nur aus der potentiellen Energie d.h. dem Streben nach Potentialausgleich. Das Ge-
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samtpotential des Bodenwassers setzt sich aus Teilpotentialen zusammen von denen im
Allgemeinen nur das Gravitationspotential und das Matrixpotential relevant sind3. Bezogen
auf das Gewicht des Wassers erhalten diese Potentiale die Dimension einer Länge. Das
Gravitationspotential entspricht der geodätischen Höhe, das Matrixpotential entsteht durch
Adhäsions- und Kapillarkräfte und ist im ungesättigten Boden negativ. Damit lässt sich das
Gesamtpotential des Bodenwassers (hydraulisches Potential) folgendermaßen schreiben:
z (B.11)
mit: [L] hydraulisches Potential
z [L]  Gravitationspotential, Geodätische Höhe
[L]  Matrixpotential
Die vertikale Skalierung zur Berücksichtigung des Gravitationspotentials kann sowohl
positiv aufwärts (Höhe), als auch positiv abwärts (Tiefe) erfolgen. Der gewählte Ansatz
sollte konsistent verfolgt werden.
B.5.1 Wasserbewegung in der ungesättigten Bodenzone
Nach dem Gesetz von Buckingham-Darcy ist die Fließgeschwindigkeit in der ungesättigten
Bodenmatrix proportional zum negativen Potentialgradienten:
( )q k grad (B.12)
mit: q [L/T]  Flussvektor
k( ) [L/T]  ungesättigte Leitfähigkeit
[-]   volumetrischer Wassergehalt
Durch Kombination von (B.12) mit der Kontinuitätsgleichung
div q 0
t
(B.13)
mit: t  [T] Zeitkoordinate
ergibt sich die gemischte Form der Richards-Gleichung zur Beschreibung der Wasserbe-
wegung in der ungesättigten Bodenzone:
( )div k grad
t
(B.14)
Für die Berechnung der Bodenwasserbewegung mittels Gleichung (B.14) werden die so-
genannte Retentionsfunktion oder Saugspannung-Wassergehalts-Beziehung (pF-Kurve)
( ) und die Leitfähigkeitsfunktion k( ) benötigt. Beide Funktionen sind stark nichtlinear
und können experimentell ermittelt werden, was jedoch einen erheblichen Aufwand bedeu-
3 Vernachlässigt wird u.a. das nur in salzhaltigen Böden relevante osmotische Potential.
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tet und meist nur für kleinere Versuchsgebiete durchgeführt wird. Eine andere Möglichkeit
bieten Pedotransferfunktionen (z.B. Brooks & Corey, 1964; van Genuchten, 1980). Diese
empirischen Formeln können anhand von allgemeinen Bodeneigenschaften (z.B. Korngrö-
ßenverteilung, Anteil von organischem Material) parametrisiert werden und erlauben somit
eine bodenartspezifische Ableitung der gesuchten bodenhydraulischen Funktionen.
B.5.1.1 Modellierung der eindimensionalen, vertikalen Wasserbewegung
Betrachtet man ausschließlich die eindimensionale vertikale Wasserbewegung reduziert
sich Gleichung (B.14) zu:
( ) ( , )k S z t
t z z
(B.15)
mit: S(z,t) [L3/T] Quellen- bzw. Senkenterm
Hierbei handelt es sich um eine partielle Differentialgleichung für die beiden Unbekannten
 und . Durch Einführung der Wasserkapazität C = /  (Gradient der Wasserspan-
nungskurve) bzw. der Diffusität D = k( )/C( ) läßt sich die Gleichung (B.15) auf eine der
Unbekannten reduzieren:
( , )D k S z t
t z z
(B.16)
( ) 1 ( , )C k S z t
z z z
(B.17)
Nähert sich die Bodenfeuchte der Sättigung wird C = 0 d.h. die Diffusität wird unendlich
und Gleichung (B.16) artet aus. Die Gleichung ist daher nur anwendbar, wenn ausschließ-
lich ungesättigte Fließvorgänge beschrieben werden sollen (Hornung & Messing, 1984).
Durch die Hysterese in der Saugspannung-Wassergehalts-Beziehung können sich für die
Potentialform der Richards-Gleichung (B.17) Probleme in der Massenerhaltung ergeben.
Nur mit der Ableitung von  über die Zeit auf der linken Seite der Gleichung kann ein
Massenerhalt ausdrücklich sichergestellt werden (Zhang & Dawes 1998). Wird vorausge-
setzt, dass der Wassergehalt  als Funktion des Matrixpotentials  bekannt ist und die
nichtlineare Beziehung ( ) während der Iteration durch eine Taylor-Entwicklung ersetzt,
also linearisiert, ist eine implizite Lösung der Mischform (B.15), mit exakter Wasserbilanz,
möglich. Celia et al. (1990) bezeichnen diese Lösung als modifizierte Picard-Iteration,
Hornung & Messing (1984) sprechen von einem Newton-Verfahren bezüglich der Nichtli-
nearität von ( ).
Am oberen und unteren Rand des betrachteten Bodenprofils sind Randbedingungen zu
definieren, die beschreiben, auf welche Art das System mit der Umgebung in Wechselbe-
ziehung steht. Für den oberen Rand sind dies die Neumann-Randbedingung im Falle einer
vorgegeben Flussrate über den Rand (Niederschlag oder Evaporation) und die Dirichlet-
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Randbedingung im Falle eines Überstaus an der Oberfläche. Am unteren Rand ist der
Normalenfluss a priori nicht bekannt, es existiert jedoch eine bekannte Beziehung zwi-
schen diesem und dem Gesamtpotential (gemischte (Cauchy-)Randbedingung):
( )q f (B.18)
B.5.1.2 Die ungesättigte Bodenzone als Bilanzspeicher
Weniger physikalisch basierte Einzugsgebietsmodelle bilden die ungesättigte Bodenzone
vereinfachend als konzeptionellen Speicher ab, dessen Inhalt über eine Kontinuitätsglei-
chung, die alle als wesentlich betrachteten Zu- und Abflüsse einbezieht, bilanziert wird.
Eine allgemeine Form dieser Gleichung könnte wie folgt aussehen:
( ) ( ) ( ) ( ) ( )r
dS Inf t Perk t ET t Int t Kap t
dt
(B.19)
mit: S  [L]  Inhalt des Bodenspeichers
Inf  [L/T]  Infiltration
Perk [L/T]  Perkolation
ETr [L/T]  reale Verdunstung
Int  [L/T]  Interflow
Kap [L/T]  kapillarer Aufstieg
Die relative Füllung des Speichers wird als mittlere Bodenfeuchte über die gesamte unge-
sättigte Zone interpretiert, der Speicher kann theoretisch mit bodenphysikalischen Kenn-
größen (gesättigte Leitfähigkeit, Feldkapazität, Welkepunkt, Sättigungsfeuchte) parametri-
siert. Die Intensität der einzelnen Zu- und Abflussprozesse ergibt sich in Abhängigkeit der
aktuellen Bodenfeuchte.
B.5.2 Wasserbewegung in der gesättigten Zone (Grundwasser)
Für die Bewegung des Wassers im gesättigten Boden gilt das Darcy-Fließgesetz:
sq k grad (B.20)
mit: q [L/T] Flussvektor
[L] hydraulisches Potential
ks [L/T] gesättigte Leitfähigkeit
Bei der Berechnung der Grundwasserströmung stellt sich das Problem, dass die Oberfläche
des Grundwassers nicht bekannt ist, d.h. die Grenze des zu betrachteten Systems ist verän-
derlich. Damit ist nicht nur die Druckverteilung als Zustandsfunktion, sondern auch die
Berandung des Modells selbst gesucht (Hornung & Messing, 1984). Hydrologische Model-
le für größere Einzugsgebietsskalen simulieren den Grundwasserabfluss größtenteils räum-
lich aggregiert mit Hilfe von Speicheranalogien.
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B.6 Oberflächenabfluß
Die hier angesprochenen Prozesse sind Abflüsse auf Oberflächen sowie in Fließgewässern.
Der Wellenablauf wird dabei vereinfacht als eindimensionale, instationäre Strömung eines
inkompressiblen Fluids betrachtet. Die Wellen sind Translationswellen, bei denen ein
Transport von Masse und Energie stattfindet (im Gegensatz zu oszillierenden Wellen).
Zur Beschreibung der Abflussprozesse werden zwei Gruppen von Verfahren unterschie-
den: die hydrodynamischen und die hydrologischen Berechnungsansätze. Erstere berück-
sichtigen den Erhalt der Masse und der Energie, den hydrologischen Verfahren liegt nur
die Kontinuitätsgleichung, ergänzt durch empirische Annahmen, zugrunde.
B.6.1 Hydrodynamische Berechnungansätze
Die hydrodynamischen Ansätze zur Berechnung des Wassertransports auf der Oberfläche
beruhen auf den Saint-Venant Gleichungen. Sie beschreiben instationäre, ungleichförmige,
eindimensionale Strömungen, unter der Annahme einer hydrostatischen Druckverteilung
und einer konstanten Fließgeschwindigkeit über den durchströmten Querschnitt. Das Glei-
chungssystem besteht aus der Kombination von Kontinuitätsgleichung (Massenerhalt) und
einer, auch als dynamische Grundgleichung bezeichneten, Bewegungsgleichung (Energie-
erhaltung). Eine ausführliche Herleitungen findet sich u.a. in Maniak (1997). Bei eindi-
mensionaler Betrachtungsweise hat die Kontinuitätsgleichung für ein Gerinne beliebigen
Querschnitts, unter Vernachlässigung des seitlichen Zuflusses,  folgende Form:
0Q A
x t
(B.21)
mit: Q [L3/T] Gerinneabfluss
A  [L2]  Fläche des durchströmten Querschnitts
x  [L]  Ortskoordinate
Die Bewegungsgleichung setzt die Summe aus lokaler und konvektiver Beschleunigung
und dem hydrostatischem Druck gleich der Differenz aus Sohl- und Reibungsgefälle. Ihre
eindimensionale Form lautet:
Druckgliedlokale konvektive
      Beschleunigung
1
S R
v v v h I I
g t g x x (B.22)
mit: v [L/T]  Fließgeschwindigkeit
h [L]  Wassertiefe
g [L/T2] Erdbeschleunigung
IS [-]   Sohlgefälle
IR [-]   Reibungsgefälle
Da das Gleichungssystem nicht analytisch lösbar ist, werden numerische Verfahren zur
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Lösung angegeben (z.B. Plate et al., 1977). Um eine vereinfachte Anwendung der Saint-
Venaint Gleichungen zu ermöglichen werden Teile der Bewegungsgleichung vernachläs-
sigt, wodurch sich Ansätze mit reduzierter, hydrodynamischer Begründung ergeben. Durch
Vernachlässigung der Beschleunigungsglieder ergibt sich der Diffusionswellenansatz:
S R
h I I
x
(B.23)
Wird zusätzlich das Druckglied vernachlässigt reduziert sich das Gleichungssystem auf die
einfachste, als kinematischen Welle bezeichnete, Form:
0 S RI I (B.24)
B.6.1.1 Kinematischer Wellenansatz
Die Bedingungen für den Ansatz der Kinematischen Welle sind beim Landoberflächenab-
fluss oder bei Bächen mit großem Gefälle gegeben, wo angenommen werden kann, dass
die Hochwasserwelle ohne Änderung ihrer Form abläuft. D.h. der Abfluss Q ist nur von
der Wassertiefe h, nicht jedoch von der Zeit oder Ableitungen von h nach x oder t, abhän-
gig und die Abflusskurve zeigt ein eindeutiges, schleifenloses Verhalten (IR = IS). Damit
ergibt sich aus der Kontinuitätsgleichung (B.21) die Wellengleichung:
0h hc
t x
(B.25)
mit: c [L/T]  Translationsgeschwindigkeit der Welle
Die Lösung der Wellengleichung entspricht einer Funktion der Form: f(x – ct). Die Trans-
lationsgeschwindigkeit der Welle ergibt sich zu 1,5v (Plate et al., 1977). Durch Ansetzen
empirischer Fließgesetze (Manning-Strickler, Chezy, Darcy-Weisbach) für Q = f(h) kann
Gleichung (B.25) mit einem einfachen, expliziten Differenzenschema gelöst werden.
B.6.1.2 Diffusionswellenansatz
Bei Flüssen in flacherem Gelände kann die Annahme, dass Q nur von h abhängig ist nicht
mehr aufrechterhalten werden. Das Druckglied in Gleichung (B.22) bleibt ein wesentlicher
Teil des Reibungsgefälles IR. Durch Einsetzen von (B.23) in die Kontinuitätsgleichung
(B.21) ergibt sich die Gleichung für den Diffusionswellenansatz in Form einer Advektions-
Diffusionsgleichung:
2
2 0
Q Q Qc D
t x x
(B.26)
mit: D [L2/T] Diffusionskoeffizient
Durch die Wirkung des Diffusionskoeffizienten D verliert die Welle an Höhe und breitet
sich entlang der Fließrichtung aus.
Wird Gleichung (B.26) mit einem Momentaneinheitsimpuls am Ort x =  0  zur  Zeit t =  0
Anhang B – Ergänzende Grundlagen
211
belastet, ergibt sich durch Anwendung der Laplace-Transformation folgende Systemfunk-
tion (Becker & Sosnowski, 1969):
2
3
( , ) exp
42 4
x ctxh x t
Dtt Dt
(B.27)
Der Anwendungsbereich für den Diffusionswellenansatz liegt in der Berechnung der Wel-
lenabflachung für Flussläufe ohne signifikante Rückstaueffekte und mit einem Sohlgefälle
IS <  0.05 (Dyck & Peschke, 1995).
B.6.2 Hydrologische Berechnungsansätze
Die hydrologischen Verfahrung haben einen stärker empirischen Charakter, sie beschrei-
ben den Abflussprozess als Retentionsvorgang in einem Fließabschnittsspeicher. Die Ener-
gieerhaltung wird dabei nicht berücksichtigt, sondern die fehlende Beziehung zwischen Q
und h durch rein empirische Gleichungen ersetzt. Grundlage der Verfahren ist die integ-
rierte Kontinuitätsgleichung:
Z A
dSQ Q
dt
(B.28)
mit: QZ  [L3/T] Zufluss zum betrachteten Abschnitt
QA [L3/T] Abfluss aus dem betrachteten Abschnitt
  S [L3]  Wasservolumen im betrachteten Abschnitt
Mit einer zweiten Bestimmungsgleichung werden die hydraulischen und morphologischen
Besonderheiten des betrachteten Abschnitts durch die Wahl entsprechender Parameter be-
rücksichtigt:
AS f Q (B.29)
Die verschiedenen hydrologischen Ansätze unterscheiden sich u.a. durch verschiedene
Annahmen dieser Volumen-Abfluss-Beziehung (Maniak, 1997). Ihr Vorteil gegenüber den
hydrodynamischen Verfahren liegt in der wesentlich einfacheren Handhabung der Aus-
gangsgleichungen.
.
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