Abstract. Structured peer-to-peer (P2P) overlay are scalable, robust and self-organizing in nature, and provide a promising platform for a range of large-scale distributed applications. Applications proposed to date utilize a similar key-based routing service but "re-invent the wheel" by deploying their own dedicated structured P2P overlay network. This is highly inefficient and results in a significant duplication of work in terms of development, deployment and maintenance of the overlays. To address this problem, we propose a PROgrammable STructured P2P infrastructure (PROST), which allows the dynamic and incremental deployment of multiple applications over a single structured P2P overlay. In this paper, we outline the PROST architecture and discuss the implementation of our prototype.
Introduction
In recent times, structured peer-to-peer (P2P) overlay networks have attracted a lot of attention in the research community. These systems are also referred to as Distributed Hash Tables (DHT), since Hash Tables are a common service abstraction implemented by structured P2P overlays. All the proposed structured P2P systems (e.g. [1] , [2] , [3] ) share the features of an efficient lookup mechanism, fault-tolerance, scalability and a self-organizing nature. These characteristics make structured P2P systems an ideal building block for a wide range of large-scale distributed applications.
All currently proposed applications using structured P2P overlay are tightly integrated with their own implementation of a dedicated structured P2P overlay network. Obviously, this results in an undesirable duplication of effort, and more importantly, this result in a higher cost of operation, in particular in terms of network traffic as every application with its own P2P overlay separately incurs the cost involved in deploying and maintaining it.
To address this problem, we present a PROgrammable STructured P2P infrastructure (PROST), an overlay architecture, which allows multiple applications to share a common overlay network. This is achieved by allowing the dynamic and incremental deployment of applications and services onto overlay nodes. Our proposed infrastructure allows P2P applications to be run much more efficiently since the cost for deployment and maintenance of the overlay network is amortized over multiple applications. Finally, the development of new applications is also greatly facilitated by providing developers with a simple API to access the basic services provided by structured P2P systems.
The remaining of this paper is organized as follows: Section 2 gives a brief background on structured P2P systems. In Section 3 we introduce PROST, our programmable P2P platform and outline its architecture. Section 4 discusses the dynamic deployment of applications in PROST. In Section 5 we present our proof-of-concept implementation of PROST. Section 6 and 7 discuss remaining challenges and related work, and Section 8 concludes the paper. Figure 1 shows a layered model of structured P2P overlays as it was proposed in [8] . The Key-based routing (KBR) layer represents the greatest common denominator for all structured P2P overlay systems. As explained previously, this layer is responsible for routing messages to key's root nodes. Built on top of it are higher layer communication abstractions, such as Distributed Object Location and Routing (DOLR), Distributed Hash Tables (DHT) , and group anycast/multicast (CAST) which essentially provide different communication primitives on which to build applications. Finally, applications reside on the third layer. The applications shown in Figure 1 are distributed storage systems (CFS [7] , PAST [12] , OceanStore [4] ), group communication/multicast systems (Scribe [9] , Bayeux [10] ), content distribution (Split Stream) [5] and a generic Indirection Infrastructure (I3) [6] . The higher layer abstractions shown at layer 2 of Figure 1 are quite diverse. Future applications will require an even wider range of functionality and service abstractions. This makes the implementation of layer 2 as a static service layer in our view difficult, if not impossible.
With PROST, we propose to implement the basic KBR layer as a shared static infrastructure. Layers 2 and 3 are implemented via a programmable layer that allows dynamic and on-demand deployment of applications and services. The following sections describe the PROST architecture of our programmable structured P2P system in more detail.
PROST -A Programmable Structured P2P Overlay
Even though all current structured P2P systems provide the same basic service of keyto-node mapping via the Key-based routing mechanism, they all export different APIs with slightly different semantics. In order to implement a generic structured P2P infrastructure that is not tied to one particular system, we also need a generic API to access the basic services of structured P2P overlays. Such an API has been proposed by Dabek et al.in [8] . The authors show that the API can easily be implemented by all current structured P2P systems and that it is rich enough to allow the implementation of all current higher layer service abstractions and applications. This makes the API an ideal building block for our proposed infrastructure. Figure 2 illustrates the two-tiered architecture of a node in PROST. The KBR layer forms the basis of the infrastructure and is used to map keys onto node. Its API is similar to that proposed in [8] . On top of this KBR layer resides the Programmable Peer Layer, which comprises the functionality of Layers 2 and 3 of Figure 1 . Applications and services are deployed in this layer dynamically loaded peerlets. Each of the components is discussed in more detail in the following sections.
Key-based Routing Layer
The Key-based routing layer forms the base of the PROST infrastructure, and is used to map keys onto nodes. This is implemented via the API's route() method, which delivers a message to the node responsible for a given key (root node). To enable multiple applications to share a common KBR layer, every message sent over the overlay network needs to include an application identifier (app id), allowing the demultiplexing of messages and their delivery to the appropriate application, i.e. peerlet, similarly to the port number in transport protocols. In addition, the route() API primitive can take a first node ID as a parameter. This mechanism allows the application to bypass the default KBR routing process and specify the first-hop to use when sending a message (useful for some application-level multicast applications).
The application identifier and application type parameters are necessary for the correct handling of messages and are therefore included in the header of each message routed by the KBR layer, as shown in Figure 3 . The message further contains the destination key of the message as well as a Peerlet Code Locator parameter. This parameter informs the nodes about the mechanism and location for downloading the peerlet code.
Applications running over structured peer-to-peer systems can be broadly classified in two categories. The first type of application, which we call end-node applications, only requires the destination or end nodes of the routing path to perform applicationspecific operations. A typical example of end-node application is any application based on the DHT concept, i.e. the storage of {key, values} couples. On the other hand, the second type of application, which we call per-hop applications, involves intermediary nodes in the routing path to perform per-hop operations on "their" messages before they are forwarded. This may include changing the next hop ID (i.e. changing the routing of a message).
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Fig. 3. PROST message format
To this end, the API defines a forward() callback method that is invoked at each node that forwards a message. This upcall informs the application that the message M with a key k is about to be forwarded to the node with ID nextHopNode. Examples of applications requiring per-hop treatment are multicast routing [9] , [10] application-level multicast infrastructure [9] or result aggregation [11] . For example, in the SCRIBE event notification service [9] , nodes requires the underlying key-based routing layer to invoke its forward upcall in order to build the multicast event dissemination tree on the way from the subscriber to the rendezvous point. PROST uses the binary message parameter application type to differentiate between these two classes of applications, as shown on Figure 3 . Note that intercepted messages are only sent to applications with ID matching that of the message.
The KBR layer also provides mechanisms that deal with the transient and unreliable nature of individual nodes. The deal with node failure, the KBR layer defines set of replication nodes, called a replica set, for each key. In case a root node is unavailable, the KBR layer is responsible to route a message to one of the available replica nodes. Furthermore, the API's replicaSet() method gives the application access to the current set of replication nodes, in order to keep the replication nodes synchronized. Finally, the routing tables of peer nodes need to be maintained and updated appropriately in case of node failure, or in case of nodes joining and leaving the overlay. Applications can be informed of such events via the API's update() callback method. We refer to [8] for a detailed discussion of the API.
Programmable Peer Layer
Above the KBR layer, the programmable peer layer performs all the operations concerning peerlets deployment, execution and termination. As mentioned previously, peerlets are mobile code modules, which are dynamically loaded and installed, similarly to any plug-in architecture. Peerlets implement the actual P2P applications.
The Peerlet Manager, shown on Figure 2 , is responsible for the loading and instantiation of peerlets. It also enforces the node's local security and access control policy by controlling and limiting the peerlets' access to local resources such as CPU, storage and the network. It further provides security by isolating peerlets from the host system to limit the impact of malicious or faulty peerlets. Currently, resource management in PROST is kept to a basic sandbox model, as explained in section 5. We are looking at applying existing research results, e.g. from the active network community to further improve on this.
Applications on peer nodes in PROST consist of two components: a peerlet and a user interface component. The peerlets implements the server-component of the application. Again, this functionality can be as simple as a DHT, but it can be arbitrarily complex, depending on the application. The user interface component of an application allows end-users to access the services provided by the peerlets. This is typically a Graphical User Interface, but this is determined by the application and not restricted by our infrastructure. While peerlets can be deployed without a user interface component on a node, user interface components require a peerlet to be deployed on the same node.
Dynamic application deployment
In this section, we discuss how multiple applications can co-exist in PROST and how new applications can be dynamically deployed.
End-node applications
As mentioned previously, end-node applications only need to invoke applicationspecific functionality at the destination node of a message in the KBR layer. This is illustrated in Figure 4a . A simple DHT is an example for such an application. The intermediary nodes in the routing path are not involved in the application and simply forward messages to their destination. In a typical scenario, a peer application initiates an operation on another node designated by a key, by invoking the route() method (c.f figure 3 ). For example a put(key,data) operation in a DHT. This results in the KBR layer to route a message to the root node in charge of the key. In this case, the application type field tells intermediary nodes in the routing path that no application-specific code needs to be invoked and the message is therefore simply forwarded according to the default routing rules of the KBR layer Upon receiving the message, the root node lookup the message application id, and checks if the corresponding peerlet is installed. If this is the case, the message is delivered to the peerlet; otherwise, the node automatically downloads the necessary code from the source specified by the Peerlet Code Locator field in the message. Once the peerlet is loaded and instantiated it is passed the message and it can perform the necessary tasks.
Per-hop Applications
As mentioned in section 3.1, the second category of applications considered in PROST is per-hop applications, which requires per-hop operations to be performed at the intermediary nodes along the routing path. This is illustrated in Figure 4b . Perhop applications, in contrast to End-node applications, therefore require the corresponding peerlets to be installed at the intermediary nodes of a message's routing path. The process of dynamic application deployment is therefore slightly different from the previous case: at every node in the path the application's peerlet is invoked via the forward() upcall of the KBR layer's standard interface (c.f. section 3.1). This call passes the message up to the application and allows it to override the standard routing behavior or to perform the application-specific tasks.
As in the case of End-node applications, an operation begins with an application invoking the route() method to send a message to the node responsible for a key k. The message is forwarded to the first node in the path to its destination. In this case, the application type field specifies that application-specific functionality needs to be invoked at intermediary nodes. Therefore, the node calls the forward() method of the peerlet with the specified application identifier. If the corresponding peerlet is not installed, the node's peerlet manager automatically downloads the code and installs it, in the same way as described in the previous section. Then, the peerlet's forward() method is called which gives the application the opportunity to perform any per-hop operations. After the forward() method returns, the message is sent to the next node on its path and the process is repeated until it reaches its final destination.
Application deployment policing
In a general use case, most nodes will want to control the type and which particular peerlet they run. This can be due to security or legal reason. It is therefore possible that some nodes are not able or not willing to install and run certain peerlets. Note that this problem is irrelevant if we consider the use of PROST in a corporate context, or more generally when a trust relationship exists between nodes and peerlet providers.
This problem of non-cooperating nodes is different for per-hop-applications than for end-node applications. PROST requires per-hop applications, to tolerate a certain amount of non-cooperating intermediary nodes and implement a graceful degradation of service. The impact of this limitation on the performance of several existing per-hop applications is currently under investigation. On the other hand, the situation where a message's destination node refuses to install a peerlet is more severe. This problem is treated in PROST in the same way as general node failures are treated in most P2P systems, by means of replication. As briefly discussed in Section 3.1, the KBR layer provides applications with the necessary mechanisms for implementing replication.
Implementation
We have implemented a proof-of-concept prototype of PROST in Java. The KBR layer of our prototype is based on the implementation of the CHORD [1] protocol from the XML-Store project [21] , with a few minor modifications. We replaced the UDP-based RPC mechanism with Java's Remote Method Invocation (RMI). This increased the code stability and allowed us to easily detect node failures in the CHORD overlay, which was not implemented in the original XML-Store code. The downside of using RMI for inter-node communication in a peer-to-peer overlay is the relatively high overhead. However, the focus of our first proof-of-concept implementation was simplicity and ease of development rather than performance.
We also implemented the standard API for structured P2P systems. In addition to the methods defined in [8] , we implemented a lookupPeerlet() method. This recursive method takes a message (see Figure 3 ) and the corresponding parameters and delivers it to the root node responsible for the given key k, in the same way the API's route() method does it, including the invocation of per-hop-operation if required. In contrast to route(), the lookupPeerlet() method is blocking returns a RMI reference of the peerlet the message was delivered to. With such a reference, peerlets can invoke any application-specific operations on each other, using Remote Method Invocation. For example, in the case of a DHT, the application would simply call the put() and get() methods of the remote peerlet.
Java's support for mobile code greatly facilitated the implementation of the Programmable Peer Layer. Peerlets are implemented as Java classes implementing the Peerlet interface. The corresponding class files are dynamically loaded by the Peerlet Manager from remote sources via Java's URLClassLoader. In our implementation, we used a standard web server as a peerlet code server, which can be authenticated and secured using standard methods. We are currently working on implementing the peerlet code server functionality in a distributed fashion as an integral part of PROST.
We currently employ two basic methods to protect a node from malicious (or faulty) third party code. Firstly, peerlets executing on a PROST node are contained to a restricted environment, also referred to as a sandbox. The sandbox provides a separate name and address space for each peerlet and limits its access to functionality and resources on the host node. Secondly, PROST supports the concept of code signing, where each peerlet is digitally signed by its producer. When dynamically loading peerlet code, a node can verify its authenticity and the identity of its producer. This allows restricting the loading of peerlets from trusted sources only, depending on a node's local security policy.
To evaluate the design and usability of our infrastructure, we implemented two sample applications: an instant messaging (IM) application and a yellow pages-style service directory that maps service categories to a list of service providers. We successfully deployed and tested these applications simultaneously on a small overlay of 20 nodes on 5 physical machines. Deploying new P2P applications, even on small overlays, is typically a very tedious and costly operation. Application deployment in PROST is relatively easy and involves the following steps: first, a 128-bit application identifier is assigned pseudo-randomly, with a negligibly small probability of a collision. Then, the peerlet code needs to be made available on a code server. An initial peerlet and the corresponding user interface component must be installed manually on one of the overlay nodes. Further deployment of peerlets is done automatically, as described in Section 4. For example, the creation of new service categories in our service directory application results in the automatic deployment of peerlets on the nodes responsible for these categories i.e. the corresponding key. Reliability through replication has not been implemented yet for our two sample applications. This is one of the issues that we will address in our future work.
Future work
There are a large number of issues remaining to be addressed in PROST. The first challenge that comes to mind in PROST is the security aspect of the KBR layer, as identified in [16] . These security problems are shared by all structured P2P systems. Some ideas proposed in [17] can be applied in the context of PROST and they provide partial solutions to some of the problems. However, we believe the basis of any security mechanism in P2P overlays are strong and verifiable node identities. We are currently exploring the use of crypto-based IDs [19] for our infrastructure. We are also investigating the use of Threshold Cryptography [18] to implement a distributed admission control mechanism.
Secondly, resource management and resource policing aspects in PROST also needs to be further developed. We believe some existing results from the active network (AN) research can be re-used in this context. Thirdly, there are a number of performance aspects to be investigated, such as quantifying the impact of the larger overlay network on delays and on probability of failure/cache miss. Finally, we plan to develop a range of applications to further evaluate our infrastructure and perform performance measurements on a medium scale deployment of PROST.
Related work
The lack of a generic shared infrastructure for structured P2P system has also been identified as a being a problem in [13] . As a solution, the authors propose OpenHash (subsequently re-named OpenDHT), an open, publicly accessible DHT service that runs on a set of infrastructure hosts. It provides applications with the simple put/get interface of a hash table. Applications for which this interface is sufficient are called Lite Applications, and can be directly implemented on top of OpenHash. For the majority of applications for which a simple DHT interface is not adequate, OpenHash serves as a distributed rendezvous mechanism that allows discovery and coordination between nodes implementing the same applications. The actual P2P applications are deployed on arbitrary nodes outside the OpenHash infrastructure. This represents a departure from the pure P2P paradigm that stipulates symmetric roles of all nodes, and is one of the main points in which OpenHash differs from our approach. Finally, OpenHash does not provide a mechanism for the dynamic deployment of application and services.
In [8] , a standard API for the KBR layer, which is common to all structured P2P systems, is proposed. The authors go further and state their intention to define static APIs for a range of higher layer abstractions (Layer 2 in Figure 1 ) such as DHTs, DOLR, CAST etc. This is in contrast to our approach, which only defines a static API for the KBR layer, but provides maximum flexibility and ease of deployment for higher layer functionality via a programmable platform.
In [3] , the authors mention that their structured P2P system has an extensible API and it can be shared by multiple applications. However, the paper does not address the details of this and neither does it provide a mechanism to dynamically deploy new functionality and applications.
JXTA [22] is a project that defines a set of protocols and concepts for P2P computing, such as peer and resource discovery, peer communication and peer group management. One of the main point in which JXTA implementations differ from our proposed infrastructure is the way in which messages routing is implemented. JXTA uses an adaptive source-based routing, where routes are initially computed by the sender. This is in contrast to our proposal that specifically focuses on the Key-based routing mechanism of structured P2P systems. Furthermore, JXTA does not provide a mechanism for the dynamic deployment of applications.
Finally, the idea of programmable overlay architecture is not new and has been proposed previously by a number of authors [14] , [15] . However, to the best of our knowledge, our proposed architecture is the first to apply the idea of programmability in the context of structured P2P overlays to alleviate the overlay applications from maintaining their own dedicated overlay network
Conclusions
In this paper, we outlined the idea of PROST, a programmable structured P2P platform that allows dynamic deployment of new distributed applications and services. It is built on top of a key-based routing layer that provides a scalable and efficient lookup service. The programmability of our proposed infrastructure is a new concept in the context of structured P2P networks. It allows the basic P2P routing infrastructure to be shared by multiple applications, thereby also sharing the cost of deployment and maintenance, while providing a maximum degree of flexibility to accommodate the requirements of wide range of current and future applications.
