ABSTRACT Obtaining demographics of online users is of great significance to Internet service providers and advertisers. Most previous works used standard machine learning methods to infer user demographics from handcrafted features. This has two disadvantages. First, the handcrafted features are usually not robust and rely too much on expert experience. Second, these low-capacity models can neither model the complex nonlinear relationship between users nor recognize interdependencies among items. To address these problems, we propose a DEep REtentive learning frameworK (DEREK) for demographic information prediction. Specifically, we introduce a heuristic data generation method that can alleviate data sparsity in order to use rating data more efficiently than the handcrafted features. Moreover, the retention blocks based on high-capacity deep neural networks are designed to extract a share representation from input rating data. Finally, the DEREK can simultaneously infer different demographic attributes through end-to-end multilabel learning architecture. The extensive experimental results on Movielens 100-k and Movielens 1-M data sets have demonstrated the superiority of the proposed DEREK compared with standard machine learning methods (logistic regression and SVM).
I. INTRODUCTION
Demographic information, such as gender, age, and occupation, is indispensable for online service providers to offer personalized services to users such as advising users to obtain tailoring information [20] . However, for the protection of privacy or procrastination, users are reluctant to provide this information proactively ( [26] , [33] ). Consequently, demographic information inference through user behavior (such as comments and ratings for online videos, product purchase records, and so forth.) is imperative and inevitable for online service providers.
Although there has been much work (e.g., [3] , [8] , [9] , [23] ) on demographic prediction before, most researchers have only used unstructured data and manually extract feature. Meanwhile, recent works including [3] - [6] , [14] , [28] , [32] relied on standard machine learning algorithms,
The associate editor coordinating the review of this manuscript and approving it for publication was Choon Ki Ahn. such as Logistic Regression (LR) and Support Vector Machines (SVM), to predict user demographics. However, these common solutions come with two significant drawbacks. First, compared with ranting data, the handcrafted features extracted from unstructured data is entirely from human experience which is incapable of generalizing. Second, these models have a limited capacity for the complex non-linear relationship between users and interdependencies among items. For instance, prediction only considers the input user's item information regardless of the situation of other users similar to him.
To solve these problems, we propose a novel neural network whose target is inferring users' demographic information from rating data. Notably, instead of handcrafted features, we adopt rating data as input, which we also call them large sparse data. In large sparse datasets like Movielens, most values are missing [2] . These task with missing data is all the more difficult as the missing data have an impact on input. Hence, in order to guarantee that the neural network can successfully perform prediction, we need to solve the following two fundamental challenges: first, the model should have the ability to overcome the extremely sparsity of the rating data; second, how to design an effective deep neural network structure which could extract valid features from the rating data.
For the extremely sparsity problem, we introduce a heuristic data generation methods based on collaborative filtering which could predict the unobserved ratings by observed ones. Our data generation method attempts to satisfy two objectives: (i) ''which'' unobserved ratings should be predicted; (ii) ''what'' is the value of those predictions. In the ''which'' part, we use a series of heuristic methods (include TOP_S and DIF_S) that take into account the number and confidence of the similar unobserved ratings. In the ''what'' part, we use the coefficient of the trained LR as the weight of the predicted ratings based on the result of collaborative filtering.
Besides, we present Retention Blocks (RB), mainly composed of overlook gate unit and yield gate unit, a novel deep neural network structure in conjunction with a conventional gradient-based learning algorithm. Benefit from the highcapacity of multiple nonlinear layers, RB aim to extract a share representation from input rating data. An overlook gate unit is included to access useful information from rating data and decide whether a specific observed value should be overlooked for the next layer. A yield gate unit is introduced to yield the retention content by adding features from other related users.
On the other hand, in order to make full use of the dependence labels between multiple demographic attributes of users, we decide to use a multi-label learning architecture based on deep learning which further takes the nonlinear relationship between input variables. Though a small number of previous works [7] , [31] have been taken the dependence of labels between multiple categories into account to predict demographic information, these works only infer the joint probability distribution between multiple classes instead of utilizing the dependence labels between them. These solutions are limit to the number of tags or categories. Too many tags or categories will lead to a rapid increase in joint results, which will invalidate the model. Labels between multiple categories are not entirely independent; for example, there is some correlation between the user's gender and his / her occupation, as shown in Figure 1 .
We conduct extensive experiments on two real-world retail datasets to demonstrate the effectiveness of the proposed method. Some baseline methods like Logistic Regression (LR) and Support Vector Machines (SVM) on demographic prediction and multi-task learning are taken into comparison. We tested different methods on both the Movielens 100k and Movielens 1M dataset. The empirical results demonstrated that our approach is more effective than all the baseline methods.
Overall, this paper makes the following contributions:
• We propose Retention Blocks (consisting of overlook gate unit and yield gate unit in series) which is designed FIGURE 1. Correlation between the user's gender and his / her occupation. One phenomenon that may be significant in Movielens 1M data set is that the percentage of the male in Homemaker is 3.3%, while the proportion of the male in Tradesman/craftsman is as high as 94.3%. In all of 6040 users, male accounted for 72%.
to overcome the effects of missing values and noise in sparse rating data.
• In order to make full use of the dependence labels between multiple categories, we introduce a multi-label learning architecture to infer different demographic attributes simultaneously.
• We conduct several experiments on two real-world benchmark dataset, Movielens 100k, and Movielens 1M, to demonstrate the effectiveness of the proposed deep learning architecture as compared with standard machine learning algorithms. In the following we discuss related work in Section II. In Section III, we explain the preliminaries of our approach. In Sections IV and V present our method and experiments, respectively.
II. RELATED WORK
Users demographic prediction has been widely studied in various contexts, and for multiple types of user-generated data. Notably, most works have only used unstructured data and manually extract feature. Unstructured data includes usergenerated data and content data of items interacting with users. The most typical example is modeling user by his/her natural language style which is given a set of reviews of a particular item ( [16] , [22] , [23] ). These works need to extract features manually and require a great deal of expert experience. Similarly, Reference [3] created a common representation. Each user is represented by a 219-dimensional vector in which each element denotes the probability of a human-edited directory entry of web defined. Reference [28] defined and characterized five features (numeric, category, item, content-100 and content-1k) to predict users' gender. Reference [9] took the result of Chinese film title segmentation as a feature. Reference [8] used the manually extracted temporal information contained in mobile phone meta-data. The serious drawback of unstructured data and manually extracted features is that they require different extraction processes for different structures or different sources of data.
We formalize the transformation of user description as a classification problem. Due to the shortcomings of unstructured data and manual extract feature, we only consider rating data as input to classification. Compared with manually extracted features, the advantage of rating data is that it is straightforward to get from users, which does not require prior knowledge. Various kinds of collaborative filtering approaches ( [10] , [11] , [13] , [18] , [19] , [21] , [30] etc.) have been developed to improve the quality of the recommendations based on rating data. Like them, each user in our work is represented by a high-dimensional vector based on rating data. In those vectors, the non-zero value represents the user's evaluation of the specified item (movie, merchandise, etc.). Despite this, describing of users by rating is not only indirect but also implicit. Therefore, we propose a deep learning model which perform the conversion of user description from sparse rating data to specific demographic attributes.
Most of the previous works (e.g., [3] - [6] , [32] ) relied on linear classifiers to predict user demographics. In particular, Logistic Regression is the most frequently used method. Although it can effectively perform binary classification and select variables that have the most significant impact on classification [32] , it cannot extract the nonlinear relationship between input variables, and it is an ineffective way to deal with multi-label classification [17] . In order to make full use of the dependence labels between multiple categories, we decide to use a multi-label learning architecture based on deep learning to infer different demographic attributes of users, which further takes the nonlinear relationship between input variables.
III. PRELIMINARIES
In this section, we first describe the formulation of demographic prediction problem. After that, we present matrix factorization which will be used for data preprocessing.
A. PROBLEM FORMALIZATION
In this paper, we attempt to predict users' demographics based on their behaviors. For instance, we can infer some user's gender based on his/her history rating information in an online video system. In this example, the history rating information in users' review is the behaviors we need, and the gender is a demographic attribute we want to predict. Specific to the dataset in this paper, users' demographics are listed in Table 1 .
Let U be a set of n users, and each user is represented by (x i , y i ), i = 1, 2, ..., n where x i ∈ R m denotes history ratings of the i-th user, m denotes the total number of items, and y i = {y (1) i , y (2) i , ..., y (K ) i } denotes the set of attribute labels of the i-th user, where K represents the number of demographic attributes. Note that 0 ≤ y
represents the number of labels in the k-th category. Based on these defines above, our model is designed to infer the correct demographic attribute y i given the input x i . Figure 2 . Note that the occupational categories in the two datasets are not identical.
FIGURE 2.
The distribution of the number of people in 21 different occupations (including others) in Movielens 1M data set.
B. MATRIX FACTORIZATION
Matrix factorization is a decomposition of a matrix into a product of matrices, and it can be used for matrix completion tasks, in which matrix serves as a collection of vectors. There are many variations of factorization algorithms, like SVD, SVD++ and factorization machine, which are very popular in recommendation systems because they could discover latent variable underlying the interactions between two different kinds of entities. For matrix factorization, we use the method in [18] , which is commonly adopted in commercial systems. The problem is to predict the rating r i,j given by user i and item j . Given by user i and item j , the inference is
where bias global , bias The hope is that by using a continuous representation, our embedding will map similar users or items to similar regions. The metric is typically root-mean-square error (RMSE) between the true ratings and predictions which are represented by r i,j and p i,j respectively,
where m×n denotes the number of ratings in data set. Note the RMSE obtained after the final training of our work is 0.845.
IV. DEEP LEARNING ARCHITECTURE
In this section, we describe the formulation of DEREK.
As been illustrated in Figure 3 , this is a hierarchical architecture which applies a vector compression to a sparse vector during a single forward pass, producing multiple output feature vectors. DEREK can be generally divided into three major stages:
1) Data preprocessing: This stage includes data generation methods and normalization. A part of the zero values in the user vector convert to nonzero values through a series of heuristics data generation methods, which will directly alleviate the sparsity problem of rating data. Normalization is to reduce the impact of the user's personal bias. 2) Retention Blocks: This part is the essential non-linear transformation design in our deep learning architecture. In Retention Blocks, for extract the share representation of user rating data, we filter out the most discriminative rating through overlook gate unit and then use yield gate unit to mine the relevant user's information to add to the input.
3) Multi-label Learning: Our multi-layer neural network is trained by multi-label so that the advanced features in the neural network can adapt to different attributes of users. This process increases the generalization capability of the extracted features, which dramatically exploits the advantages of multi-layer networks.
The combination of these three components forms DEREK, and each will be described in more detail in the following subsections.
A. DATA PREPROCESSING
The steady convergence of the neural network training process depends on the smooth change of input data. This section describes two stages of data preprocessing that we use to make the input data smoother.
1) DATA GENERATION METHODS
As previously described, the zero elements occupy the majority of the user vector, and the quantity distribution of the non-zero elements is unbalanced. For example, in the Movielens 1M, some users watch only twenty movies, while some others watch thousands of movies, meaning that the magnitude of the input vector varied widely. The module contains two parts, ''which'' and ''what'', where the former decides which position to fill, and the latter determines what the specific value is.
For the ''which'' part, we propose two heuristic strategies to calculate the location and number of data to be generated: ''TOP_S'' and ''DIF_S''. For each user vector, we generate a fixed number of non-zero elements to replace zero one in the original input. Moreover, we determine the position of them based on Eq. 3 and Eq. 4:
where S is the number of unobserved ratings should be predicted, index j represents index set to be converted of j-th user. p i,j comes from Eq. 2, u i represents the average score of the i-th movie. For the ''what'' part, we use the matrix factorization algorithm introduced in the Preliminaries section to generate data which achieve partially complement of the user vector. In this process, we calculate q i,j replace part of zero elements in user vector as follow:
where θ is the coefficient of the trained logistic regression. α is a hyperparameter; here we set its value to 10.
2) NORMALIZATION
In general, normalization is used to deal with parameters of different units and scales. In this paper, we only use a simple normalization strategy to reduce the impact of the user's personal bias. First, all values newly added by the partial vector completion are truncated to [1, 5] . Then, all the values are normalized by global mean normalization. This normalization is not necessary because the data in each dimension is limited to the same numerical range and has the same practical meaning in the data set we use. However, this makes the data more balanced in value, thereby reducing the impact of the user's personal bias.
B. RETENTION BLOCKS
At this stage, we abstract the input as a high-dimensional vector. The input vector is transformed into a share representation by retention blocks. This conversion process mainly depends on the fully connected layer and a series of well-designed activation functions.
1) OVERLOOK GATE UNIT
We assume that only a tiny part of ratings are valid for the prediction of demographic information. Based on this assumption, we designed overlook gate unit, as illustrated in Figure 4 . It contains a multi-layer perceptron (MLP) which is to add a successive parameter-free shortcut layer connected from the gate input to the output. First, we get the feature vector h i ∈ R l through a fully connected network: where x i ∈ R m is the ratings of the i-th user, W h ∈ R l×m is weight matrix and b h ∈ R l is the biases vector. In general, the dimensions of the h i vector are much lower than the input vector. This design can extract implicit features better and mine the relationship between input variables. Then, similar to the attention mechanism [1] , through the parameter-free shortcut layer, we map the rating vector x i to the same scale space and introduce the softmax activation function, trying to ignore the worthless rating value. Softmax is not the only option; any activation function that can constrain the input to between 0 and 1 is appropriate. However, compared to other optional activation functions, softmax has the advantage of overlook as many irrelevant ratings as possible by normalizing the output. In other words, it can highlight the effect of the material rating. Finally, element multiplication is used to determine which ratings are stored and used as new implicit features, as
where • represents the element-wise multiplication, W o ∈ R m×l is weight matrix and b o ∈ R m is the biases vector. Through the above series of calculations, we get two useful vectors: one is the intermediate output h i , which is the input of the subsequent yield gate unit; the other output is o i , which has the same dimensions as the input rating but ignores irrelevant information.
2) YIELD GATE UNIT
Yield gate unit, as illustrated in Figure 4 , is to decide what new knowledge we are going to store in the output z i , which we also call it the share representation. First, with h i as input, a main-stream tanh(W m h i + b m ) creates a vector of new VOLUME 7, 2019 candidate values that could be added to the share representation. Any network structure and activation functions can be used in the main-stream, here we use a single tanh layer for simplicity. Next, alone the branch stream sigmoid(W r h i + b r ), a sigmoid layer decides which values we will update. Specific, the output of the branch stream is the probability that the value of the corresponding position in the main stream output is valid. Finally, we add the result of the element-wise multiplication of those two streams and the output of overlook gate unit to get the z i , as (8) where W z ∈ R m×l is the main stream weight matrix, b z ∈ R m is the main stream biases vector, W r ∈ R m×l is the branch stream weight matrix and b r ∈ R m is the branch stream biases vector.
For generate new compatible rating information, it is still necessary to keep the dimension of z i as same as the rating data. Other than that, unlike the overlook gate unit, we use a combination of different activation functions. For the main stream, we want to output the possible associated values for each element in the input rating. For the branch stream, we need to use an activation function that constrains the input to between 0 and 1. Here we chose sigmoid instead of softmax in the previous overlook gate unit. Combination of these choices attempts to obtain valid information implicit in the data through a connection between different other input data. Although the mapped spatial dimension is consistent with the input, we cannot guarantee that the two spaces are equally distributed. We also tried to apply some way like Autoencoder ( [27] , [29] ) to constrain their spatial distribution, but the effect was not good.
3) NETWORK TOPOLOGY
Our method takes a single fixed size user rating as input and outputs variously sized feature vectors after multiple gate unit, in a fully connected fashion. The construction of the retention block involves an overlook gate unit, a yield gate unit, and lateral connections. As shown in Figure 3 , each layer of the neural network after preprocessing is fully connected. The preprocessed user vectors which are providing a meaningful, multi-dimensional feature space and the fullyconnected layer is learning a possibly non-linear function in that space.
Our network is characterized by sparse activation, that is randomly initialized network; basically, only half of the hidden layer neurons are in the active state, the rest are output to zero. This means that the form of the hidden layer output vector is similar to the network input vector, which ensures the consistency of features in the layer-by-layer abstraction process.
C. MULTI-LABEL LEARNING ARCHITECTURE
Multi-label learning is an indispensable component of DEREK. At this stage, we focus on the share representation z i which has obtained from the Retention Blocks. Our networks predict all the demographic information at the same time, through end-to-end multi-label training, so that the share representation z i can preserve the interrelations between multiple different labels as shown in Figure 1 .
Specifically, in the process of training, rather than learning the joint distribution of multi-class in [31] , we adopt the corresponding classifier for each specific class (blue, red and green layers after RB in Figure 3) . In this way, we can better preserve the interrelations between multiple different labels by adjusting the learning rate of different classes. The entire network can be trained end-to-end by SGD with backpropagation and can be implemented merely using current libraries (e.g., PyTorch [24] ).
1) LOSS FUNCTIONS FOR CLASSIFICATION
For a given category, we introduce cross-entropy loss function [12] ,
where t
c is the ground truth of k-th category. For the whole training process, we use the following loss function,
where λ k are hyper-parameters which balance the learning rate of different attributes.
2) REGULARIZATION
We use L1 and L2 regularization to discourage the complexity of our model. It does this by penalizing the loss function which helps to solve the overfitting problem. The parameters in the model are divided into two groups: W A and W B (no intersection between the two groups). W A is a parameter of the classification layer, using l1 regularization; W B is the remaining parameter, using L2 regularization. L2 regularization prevents the weights from growing too large. L1 regularization shrinks the parameters to zero and makes feature selection. In sparse solution, the majority of the input features have zero weights, and very few features have non zero weights. It does this by assigning insignificant input features with zero weight and useful features with a non zero weight. After adding regularization, the final loss function is:
where β 1 and β 2 are hyperparameters and · p represents the p-norm.
V. EXPERIMENTS
In this section, we conduct several experiments to demonstrate the effectiveness and analyze the effect of the parameters of our proposed model on demographic attribute prediction. First, we describe the data used in the experiment. Then we introduce the necessary experiment setting, corresponding evaluation metrics, and baseline methods. Finally, we compare our proposed model to the baseline methods on two real-world benchmark datasets, show ablation study on Movielens 1M and analyze experimental results with the effect of each participant of retention blocks. A 10-fold cross-validation approach was used in all of our experiments. The code for all our neural network models is based on PyTorch [24] .
A. DATA DESCRIPTION
We conduct our empirical experiments over two real-world large benchmark datasets, namely Movielens 1M and Movielens 100k. In each dataset, we randomly selected 90% of users as the training set, leaving the remaining 10% as the test set. Among the users in the training set, 10% are randomly chosen as the validation set.
1) MOVIELENS 1M
The MovieLens datasets are the result of users interacting with the MovieLens online recommender system [15] . The data sets were obtained over several periods, depending on the data set size (including 100k, 1M, 10M, and 20M). Movielens 1M is the largest one containing users' demographic information. It provides around 1 million ratings of approximately 3900 movies by 6040 users in which there are 5-grade ratings (integers from 1 to 5) and each user rated at least 20 items. The details of the demographic information provided by this dataset are listed in Table 1 .
2) MOVIELENS 100k
Movielens 100k is a stable benchmark dataset which contains 100,000 ratings from 1000 users on 1700 movies. This dataset also includes users' demographic information but a little different in detail from Movielens 1M. Apart from the difference in the number of users and items, occupational categories in Movielens 100k are slightly variable. We list the different of these two datasets in Table 1 . We processed the age in the Movielens 100k from a continuous variable into a discrete variable, which is consistent with the Movielens 1M.
B. EXPERIMENT SETTINGS 1) BASELINE METHODS
We compare the proposed model with standard machine learning algorithms: logistic regression and SVM. As discussed in [32] , logistic regression and SVM are the bestperforming standard machine learning algorithms for demographic prediction. Besides, we use arbitrary classification as the most basic benchmark. Specific experiments, we use two linear SVMs and their error term penalty parameter C is taken as 10 −3 and 10 −4 respectively. For the logistic regression, we use the L1-regularization, and the value of regularization strength is equal to 0.16. The SVMs and logistic regression are both implemented by a python library, scikit-learn [25] . We selected the optimal error term penalty parameter on the validation set by grid search. Moreover, the value of regularization strength is selected following [32] . Using the above setting in gender prediction, the results of both methods are consistent with [32] , which proves that our algorithm setting is appropriate.
2) HYPER-PARAMETERS OF OUR MODEL
All hyperparameters are set according to cross-validation in practice. Specifically, except for DEREK-D, all other models use a DIFF-S data preprocessing where the value of S is fixed at 5 for Movielens 1M and 4 for Movielens 100k. The fully connected layer consists of two hidden layers with 256 neurons. The neural network was trained by the stochastic gradient descent (SGD), with learning rate 0.001. Besides, during the training process, we use early stopping to avoid overfitting. The values of λ gender , λ age and λ occupation in DEREK are 1.0, 1.3 and 1.15. The regularization coefficients β 1 and β 2 are 0.001, and 0.01, respectively.
C. EVALUATION METRIC
We adopt accuracy to evaluate the performance of demographic prediction on Movielens 1M and Movielens 100k. Accuracy is the most popular and straightforward evaluation metric for classification problem. Since the focus of our work is not to deal with the category imbalance, we discard precision, recall, and F1. Besides this, a single metric can evaluate predictive performance more direct and intuitive.
The classification accuracy is computed as follows:
where #testdata is the number of users in test data. Note this is an attribute level metric, which takes each demographic attribute independently for evaluation.
D. EXPERIMENTS RESULTS
In this subsection, we first report the demographic prediction performance for different methods as follows. After that, we provide an analysis of the effects of demographic interrelation on the predictions. Finally, we further discuss the effects of different preprocessing strategies on predictive performance. Table 2 shows the prediction results of different algorithms on the three demographic attributes, gender, age and occupation predictions respectively in Movielens 100k and Movielens 1M. Note that only DEREK-D and DEREK are to predict multiple demographics at the same time, and the other methods are separate predictions for each demographic. SVM (C = 10 −4 ) achieves the best prediction results among all baseline methods. DEREK yields better performance than all the baseline methods in these three attributes. The most obvious is DEREK on the users' occupation prediction which accuracy is 0.2147 and achieves up to 28% improvements compared with the baselines in Movielens 1M. Meanwhile, for gender and age prediction, DEREK-D and DEREK 
1) PREDICTIVE PERFORMANCE

FIGURE 6.
Intuitive show of ablation study on Movielens 1M. The rightmost digit of the column is the sum of the three demographic predictions. Reasonable, the result of a fully configured RB with an ID of 12 is the best. See Table 3 for the relationship between ID and ablation variable.
achieved the best results: 0.8219 and 0.5300 respectively. In the Movielens 100k dataset, the DEREK method produced the best results (gender: 0.7773; age: 0.4444, occupation: 0.2609) in all property predictions. DEREK-D and DEREK-M are methods in which DEREK does not use preprocessing and multi-label learning architecture, respectively. The results in table 2 show that both preprocessing and multi-label learning architecture effectively improve the terminal prediction accuracy, and the latter plays a more significant role than the former. The specific analysis of these two parts is as follows.
2) EFFECTS OF DEMOGRAPHIC INTERRELATION
DEREK-M predict each attribute independently, while DEREK-D and DEREK predict multiple Demographics at the same time. DEREK achieves up to 1% (1%, 8%) improvements compared with DEREK-M for users' gender(age, occupation) prediction in Movielens 100k. Corresponding to the Movielens 1M, the predicted increase in gender, age and occupation are 0.1%, 2%, 5%. Among them, the promotion of occupation prediction is the most obvious. This is mainly due to the correlation between attributes, gender and age are both related to occupation. So when all the attribute predictions are using the same shared high-level features, some demographic forecasts such as occupation will take advantage of this relevance.
3) COMPARISON OF PREPROCESSING STRATEGIES
In this part, we verify the effectiveness of the two heuristic methods, TOP-S and DIF-S, respectively. The difference between the two methods is that the filling position is different, the former selects the position with high prediction ratings (Eq. 3), and the latter selects the position with the largest gap between the prediction and the average rating of the corresponding movie (Eq. 4). The specific performance shown in Figure 8 .
After careful selection of S values, the addition of data generation methods can effectively improve the classification accuracy. However, if S is improperly selected, it will increase the noise in the data and cause a reaction. The insufficient effect of the data generation method may be mainly affected by the limitations of the matrix decomposition results. However, the experiment also proved that this method of alleviating sparseness does have a positive effect.
E. ABLATION STUDY ON MOVIELENS 1M
We perform an ablation study to illustrate the effect of each participant of retention blocks. Our baseline is vanilla Multilayer Perceptron (MLP). Loss function for classification is Eq. 10. The values of λ gender , λ age and λ occupation in loss function are both 1.0. The results are reported in Tabel 3 and Figure 6 . ''Yield gate?'' (''overlook gate?'') indicates whether to use yield gate unit (overlook gate unit). ''Regularization?'' indicates whether to use L1/L2 regularization described in Section IV-C.2. If ''Softmax?'' is ''yes'' means we use softmax instead of a sigmoid as activation function in overlook gate unit. From this ablation study, we can draw a series of inspired conclusions, which are described below. 
FIGURE 7.
In the case of controlling a single variable (ignoring gate, yield gate, regularization, and softmax), the four subgraphs show the classification accuracy gap in different configurations on the Movielens 1M test set. Taking ''softmax?'' as an example, on the x coordinate, ''10-9'' represents the experimental result of id=10 minus the experimental result of id=9. Figure 7 (c) and (d) compares the results of different configurations of overlook gate unit and yield gate unit. When adopting overlook gate unit and yield gate unit at the same time (''11-4'', ''9-3'', ''9-5'', ''11-7''), the classification results are much better than using overlook gate or yield gate unit alone (''3-1'', ''4-2'', ''5-1'', ''7-2''). Note that when using only yield gate unit alone (''3-1'', ''4-2''), the accuracy rate improvement is minimal or even decreased compared to the baseline method. This may be because the features generated by the yield gate unit and the original input rating data are directly superimposed on each other resulting in the introduction of new noise.
1) THE INFLUENCE OF OVERLOOK GATE UNIT AND YIELD GATE UNIT
2) THE INFLUENCE OF ACTIVATION FUNCTION IN OVERLOOK GATE UNIT
We also study the influence of activation function in overlook gate unit. Figure 7 (b) mainly compares the effect of the two functions softmax and sigmoid in the presence of both overlook gate and yield gate unit. Softmax can achieve better results because it better preserves the most prominent features in the input data. When only overlook gate unit and no yield gate unit, the softmax function is used to produce significant side effects (''6'' and ''8'' worse than others). This result is very intuitive. Using the softmax function causes implicit feature ignored most of the input data, and no yield gate unit generates further information, which naturally invalidates the classification. Figure 7 (a) show the effect of regularization in different conditions. From this ablation study, we can draw two conclusions: First, as the model becomes more complicated, the impact of using regularization is more obvious which is reasonable; second, when there is no softmax, no regularization is better. The understanding for the second conclusion is that considering the normalization of softmax makes the VOLUME 7, 2019 feature before classification has a smaller norm, which can better cooperate with L1 regularization. 
3) THE INFLUENCE OF REGULARIZATION
F. ENHANCE DEMOGRAPHIC DATA WITH MORE ATTRIBUTES
To further explore the correspondence between user demographic information and ratings, we try to enhance demographic data with more attributes apart from gender, age, and occupation. To do this, we selected the zip code in the user data and converted it to the US region where the user is located (four categories: Northeast, Midwest, South, and West, respectively). The prediction results on Movielens 100k are shown in Table 4 . Compared with the previous three attributes, user geographic information predictions are least improved compared to baseline, which is in line with expectations, that is, there is little correlation between the user's geographic information and his movie preferences. Despite the small gap in results between models, DEREK's predictions are still the best. These results show that although the prediction ability of the model is insufficient for the attribute with poor correlation, the intelligent network structure design can still effectively improve the prediction performance.
VI. CONCLUSION AND FUTURE WORK
In this paper, we address the problem of inferring users' demographic information from rating data. First, We introduce a deep retentive learning framework for demographic information prediction. Then, we introduce a series of heuristic preprocessing methods and multi-label learning architecture that not only alleviate the problem of data sparseness but also allow the model to learn multiple users attributes simultaneously. Finally, Our experiments on Movielens 100k and Movielens 1M, show that the proposed deep learning model improves the prediction accuracy compared with logistic regression and SVM. Furthermore, we presented a detailed analysis of the main components of our proposed deep learning architecture, showing the effect of our design choices and allowing other authors to build on our method, possibly choosing those components which best fit with other application.
Although the network part proposed in this paper alleviates the problem of sparse input data, however, the preprocessing part is constrained by the data generation method, resulting in insignificant effects. We hope that in the future, we can continue to develop an end-to-end network that includes data generation to enhance the demographic prediction from rating data better. 
