INTRODUCTION
Of concern are problems of the form [4] who specifically mentioned the case of a(x, t) = xm with m an odd integer. Much later, in 1968, a detailed treatment of the case cr(x, t) = x was worked out by Baouendi and Grisvard in [2] . A similar treatment in a context in which 3: is replaced by a suitable nonlinear differential operator may be found in Lions' book [7, pp. 337-3431 . Much of the present paper may be looked upon as a direct generalization of the ideas and methods of [2] .
Problems of the sort u(x, t, 24, a$) a,24 = a:u, u(x, t, 24, a, u) a:u = 3:. u, with u taking on both positive and negative values arise in boundary layer problems in fluid dynamics (cf. [ 11, 121 and the references contained therein). A natural way to attack these nonlinear equations is by the method of successive approximations. (For definiteness we consider the parabolic case and omit the hyperbolic case.) If u(l) is an initial guess. at a solution, then for n > 2 the nth approximate solution is obtained by solving the equation @, 4 u (-(X, t), a,lP-"(X, 1)) a,lP = a:lP together with appropriate side conditions. One then hopes that the sequence {u(")} converges to a solution of the original equation as n + co. If the coefficient CJ(X, t, u, 8,~) genuinely depends on at least one of u, aXu, then +, 4 24 (@, a,~(')) = 0,(x, t) depends on both x and t, even if (T does not depend explicitly on either x or t. Thus we view (1.1) as a model linear equation for more complicated equations which arise in fluid dynamics, and we insist that u depend on both x and t.
In the next section we present an elementary treatment of the case of 0(x, t) = x/lx] = Sgn x. For this diffusion coefficient the equation can be solved by separation of variables. We give a heuristic discussion of wellposed and ill-posed problems for this model equation (i.e., (Sgn x) 8,~ = a:~) and of the appropriateness of the initial and terminal conditions (IC), (TC), each being given on "half' the spatial interval (a, b). The existence and uniqueness theory for (1.1) is given in Sections 3 through 5. The remainder of the paper contains technical parts of the proofs.
A CONCRETE EXAMPLE
We want to obtain solutions u for the problem for x E (-l,O). (2.4) Here f&In), the coeffkient of ePunx, has been set equal to one as a normalization condition. A routine computation gives
The eigenvalue parameters (,I,,}~= -a, are the roots of the equation e -*'=sec2L+tan2;1; as rz -+ fao it follows that the initial value problem for (2.1) is improperly posed in the sense that if s(t) is the operator in X mapping the initial data u,, E % to the solution u(., t) E % at time t, then for each t > 0. Similarly, IIw)ll = ca for each t < 0 implies that the terminal problem ((2.1) with given) is improperly posed in s. We now specify initial and terminal data for (2.1) as (IC) u(x, 0) = z+(x) for 0 < x < 1, (TC) u(x, 7J = z+(x) for -1 < x < 0 (cf. (1. l).) Thus we specify initial data (resp. terminal data) on the right half (resp. left half) of the spatial interval where the problem is forward parabolic (resp. backward parabolic). See then by what was shown above sup{N(solution at t)/hr(data): u,, E Cm [0, 11, U,(l) = 0, Ur E cm[-l, 01, z&-l) = O} = co for each t E (0, T). This suggests that (2.1), (IC), and (TC) (or (1.1)) are not well-posed from an evolution equation point of view. However, when looked upon as a "stationary problem" in a space of functions of two variables (x, t) E (-1, 1) x (0, T> this problem becomes well-posed as will become clear in the sequel.
Alternatively, we can think of a3,u = a:~ as being a weakly elliptic problem in the space-time region D with the value of u being specified on part but not all of the boundary a&!. There is a substantial literature on "degenerate elliptic-parabolic" equations from this point of view; sample papers include [5, 9] .
EXISTENCE OF A WEAK SOLUTION
We start by setting down the notation. R (resp. C) denotes the real (resp. complex) numbers; I?+ = (0, co), iii, = [0, co). Points in IR X R will generally be denoted by (x, t) with the spatial variable coming first and the time variable second. If S is an interval in R or a rectangle in I?* and if ZZ is a Hilbert space, then H"(S; Z), Z-Zt(S; 3) will denote the usual Sobolev spaces, n = 0, 1, 2. Note that all derivatives are taken in the sense of distributions and Ho = Hi = L'. Z will usually be suppressed when 5 = C. .%* will denote the anti-dual space of 37, and L*(S) = L'(S; C) will be identified with its anti-dual. If S is open, g(S) will be the Schwartz space of C" functions with compact support in S; its anti-dual, the space of distributions on _S, will be denoted by g'(S) (rather than P*(S)) as is customary. C"(D) will denote the it times continuously differentiable functions on fi. C:(.Q) consists of those functions in C'(B) which vanish off a compact subset of f2. CT(Q) is g(.C?). (See [3,8, lo] .)
Our basic domain will be D = (a, b) X (0, 7) where -co < a < 0 < b < co, T > 0. Note that 6= [a, b] X [0, T]. The (distributional) gradient of U: Q t C will be denoted by Vu = (a,~, a,~). Let Z be the interval (a, b) and let L = (a, 0), R = (0,b) be its left and right "halves."
We let 2+ = L*(Z), X1 = H'(Z), Xi = Hi(Z), and R-' = H-'(Z). These are all Hilbert spaces under the respective norms where the notation (u, 9) has an obvious meaning. On &YA the norms ]I. ]]i and I]]. ]]I, are equivalent because of the well-known inequality j~~w(x)12dx<2-1(b-a)2jb~iQv(x)~2dx a for all w E 2': ; this inequality will be used repeatedly in the sequel. The symbol 1. I will be reserved to denote absolute value. Let F = L2((0, T); A?:), so that F* = L2((0, T);R-I).
The symbol (e, s), without a subscript attached, will denote the conjugate duality between g'(Z) and Q(Z), or between H-'(IR) and H'(R), or between H-l@+) and H@ +), etc. With the single brackets (a, .) only one variable (e.g., x) will be involved. For functions of two variables we will use double angular brackets; thus ((e, e)) will denote the conjugate duality between F' and F, or between g'(0) and g(Q), or between L'(l??+ ; H-'(PA,)) and L2(IR+ ; H@+)), etc. The context should make clear what is meant. When this is not the case we shall use appropriate subscripts.
Our minimal assumptions on the coefficients p, q, and cr are as follows. In the simple case when p = q z 0, condition (iii) reduces to d,a(x, t) < c, < 4(b -u)~* a.e. in a.
Note that all derivatives are in the sense of distributions, so in (i), q, aXq E La'(Q) is equivalent to q E W'qa(f2).
Recall that F is a Hilbert space under the norm we will not hesitate to omit arguments of integrands and differentials for notational simplicity. Define Note first that if u is a classical solution of (1. l), then integration by parts shows that u satisfies (3.3) . This is the sense in which u is a weak solution.
The proof will depend on the Lions' Projection Theorem jo f or all $ E @. This operator A depends on the explicit form of E but not on that of M. The solution tl thus obtained is unique in a certain sense, namely, the sequence of steps prescribed to construct the solution will always lead to the answer A&, = U, allowing us to call such a solution a canonical solution. Note that the solution u = A&, has not yet been shown to be unique in F, this we intend to do eventually. This stability criterion shows that the canonical solution u depends continuously on f, uO, u,, and so the problem is well-posed in a certain sense.
3.4. Remark. In Theorem 3.1 the solution u is in F = L2((0, 7); A?;), whence u(., t) E SPi for a.a. t, so that the boundary conditions u(a, t) = u(b, t) = 0 automatically hold in an almost everywhere sense.
COROLLARY.
The solution u obtained in Theorem 3.1 is a solution of aa,u=a:.u-qa,u-pu+f (3.8) in C2'(0) as well as in F*. In particular, &,u E F*.
3.6. Remark. The preceding corollary shows that the solution of the weak equation (3.3) is in the space 9 = {u E F: u8,u E F*}. (3.9) 29 becomes an inner product space under the norm II&= rll4; + IlfJ~t~lli*11'2 (3.10) for u E 9"; this will be used later. Proof. Let u satisfy (3. 3) with f = u,, = u, = 0, and with u E F and a,u, a,u, a:u E L2((0, T); GY). It is enough to show that u = 0.
For this we take the inner product of ua,u -a:u + qaxu +pu = 0 with u in L'((0, T);Z') and integrate by parts. Because of our hypotheses we obtain, after some calculation, Condition (iii) of Hypothesis 1 then implies 11 u (IF = 0. 1 Next we consider the following special case of (3.3).
(DE) oa,u = 3:~ +f on 0,
We obtain a strong solution of (4.1) (in the sense of Theorem 4.1) as follows.
4.2. THEOREM. Let conditions (i) and (ii) of Hypothesis 1 hold and assume the following: Then (4.1) has a strong solution.
Proof. By formally looking at the weak solution u of (4.1) we obtain the following problem for u = 8,~.
for x E L. .3) that the appropriate side conditions are satisfied, and so it follows that U, is a strong solution of (4.1). I
WEAK UNIQUENESS
The question of uniqueness of weak solutions is much harder. We begin by imposing a number of conditions on the diffusion coefficient cr. We list them all here for ready reference. These hypotheses are not as bad as they appear at first glance; see Remark 5.2. Then it is easy to check that Hypotheses l-5 are all satisfied if q is real and ess inf{2 Re(p) -aXq} > -4(b -a)', and if we take c, = 0, a, 5 4, a2 = -3, g,(x) = -2x, g*(x) = -3x, and y,(x) = y,(x) = 0. 5.2. Remark. Example 5.1 is much more general than it appears. Suppose q0 is a C* function from fi to (0, a~) and that to: r-t 6 is C* and strictly increasing with t,,(O) = 0. Let q E C*(IR*) extend q0 and have compact range in (0, co) and be an even function of t. Let <e C'(m) be a bounded nondecreasing extension of to. Then Hypotheses l-5 hold with o(x, t) = &v) q(x, t) if the assumptions in the last sentence of Example 5.1 hold.
Thus the many conditions listed in Hypotheses l-5 are not as bad as they seem, as they are easy to verify in a number of nontrivial situations. The reason for the complicated statements of the hypotheses is generality; we have nonlinear applications in mind. Here the double angular brackets denote the F*-F conjugate duality. This theorem will be proved in Sections 6-8. In this section we assume its validity and determine the sense in which the weak solution of Theorem 3.1 satisfies (IC) and (TC). Proof. We will first prove that for all 0 E @ (see (3.1)), Letting n -+ 00 gives (6.2). It follows from (6.2) that I(@,u9 #)I < Const II d IIF and so, by the density of g(Q) in F, we conclude that @,u E F*.
Conversely, let u E F with TU E F*. Then for all # E @(J2) we claim that wtu7 4)) = wtu, rlQ1)). Obviously JXY is a subspace of 9. Give J/ the topology of 9. This theorem will be proved in Sections 7 and 8. Assuming its validity we can finally complete the proof of Theorem 5.3. Proof of (a). Let u E 9. By Lemma 6.2, choose a sequence {u,} in & converging to u. By Part (a) of the trace theorem, ]o(., t)l"* u,,(., t) for t = 0, T exist and converge to well-defined elements of R, which we denote by I a(-, t>l "* u( ., t) for t = 0, T. Since cr is bounded on fi, so is j o ] I'*, and the desired result follows. According to the trace theorem, the right hand side of (5.1) is a continuous function on & x ,rB, and by Lemma 6.2 it extends by continuity to 9 x 9. To complete the proof we must show that the left hand side of (5.1) also extends by continuity to (a, v) E 9 X Thus to prove (7.2) it suffices to prove it with u replaced by Vi on the left hand side for i = 1,2. We split the proof into two parts, A and B.
Part A We shall use the notation H = Ho 3 L'(R), HA = Hi(R), H* ' = H* '(R), # = L'((0, 7'); Hj) with or without a zero subscript. We shall let (/a Ilj and I]]. ](JJ denote the norms in H j, .+?@I respectively. We must establish the existence of a constant C such that I *~(X,0)/V2(X,0)12dy~CIl~II$ 
II v2Cv O>llo G Const(llI v2 IIL + Il14v2 III-A
by a standard trace theorem (see [8, pp. 41-421) . So it suffices to show III v2 Ill1 < Cm II u IIF9 (7.8) IIl~t~2111-1 < Const l141g (7.9) since the L2((0, T); H-') norm is smaller than the 9 norm. The estimate ll(~2Q4rW>ll-I G Cm lllWW>lll-I. (7.12) Since (7.11) and (7.12) imply (7.9), proving (7.10~(7.12) will complete the proof of (7.7). For (7.10) first take o E G(J2,) and extend w to be zero elsewhere in a. Then ((a,~,., w)) = Jl,&a,u,.) G = ]JQ(atu) 6, whence I@*%, w>>l G llwlLq(o,T);a3 lII41l0~ so, by the density of ST(R x (0, 7')) in X0, (7.10) follows. Next, a&(X, t) = a,+, t) for a.e. (x, t) E Q,. (7.13) Inequality (7.11) is an easy consequence of (7.13) and (7.9) because aruz = (a,d2) u, + #2(atu,) in Go. For Part A it remains to prove (7.12). and we can extend $u/u to be zero elsewhere on R; call this extension 8. Then @,a, 0 E L "(a). Thus for Y= {yEHi( ]]y]ll = l,y(x)=Ofor allxEL}, which is (7.12) . This completes Part A.
Part B
Now we prove (7.14) then the proof of (7.2) will be complete. The method of Part A will not work here since v, need not vanish in a neighborhood of x = 0. Let K be the Hilbert space K= {v EL*(lR+;H'(R+)):o+a,v EL*(R+;H-yR+))} whose norm is given by
We first want to show that v1 E K and to get an estimate on 1) v1 JJK. Since ~1, vanishes outside 0, = [0, b/2 + so] x [0, T), it is clear that m 1s m (lull2 + la,v,I')<Const Ilull; < 00. ~~~~~~ll~~~~~~lloll~llo+Il~~,~ll-,lI~,~~~~~~yll,. (7.18) Since II yllo < II Y II, and ]ldi(., t) @II, < Const I(yll,, we can plug (7.18) into (7.17) to obtain I/~+~t~(t)lI-l G Const(llu(., t)ll, -t Wr~W>ll-J for a.e. t E [ 0, T/2]. This, together with (7.15) and (7.16) yields Il~,ll~~ConWll$.
In the next section we shall establish that for all U, E K, (7.19) Assuming the validity of this estimate we conclude that, for u i = $i uxnO, job 10(x, 0)l 10,(x, 0)12 dx< jam 14x9 O)l Iv& 0)l' dx < Const ((v 1 11; ( Const 1) 24 I( k (see (7.2) ), and the theorem is proved.
PROOF OF THE TRACE THEOREM:PART II
We shall employ the following notational convention. If u: R+ +X is a function, then its even extension to all of R will be denoted by U: Thus (see where the convolution is in the time variable t and the mollifier (p,} is given. 8 as m + co. Since a,a,ziEXL, we can show as in Lemma 6.1 that <a,; E 31, (see Hypothesis 5). This implies &s,a,z2 = S,(@,zq -+ @,I2 in L*(lFt; H-'(IF?)) as m+ co. Multiplying (8.2) by q leads to (8.2) u,s,a,lz-u,a,u" in .A?, (8.3) as m -+ co, which we shall prove presently. From (8.1), (8.3) , and Lemma 8.1 (iii), it follows that the restriction of S, u" to R + converges to u in W. Since S,u'E C"O(R; HI@)), the restriction of S,u" to R+ is in Cm@ + ; H'(iR)). Th us it only remains to prove (8.3) .
Note that @,(a,;) = S,(a,(&)) is in P(R; H'(R)). Consequently a,,S,(a,zi)E C'(R; H'(R))cX~.
Using the methods of the proof of Lemma 6.1 we argue as follows. For all 6 E 99(R*), (GJoS,(~,~) -ud,u; v-V)) = G(Sm(~tu3 -a*47 4% (8.4) Given v E Xi let {$,} be a sequence in @(IF? *), supported in J x R for some bounded spatial interval J, and which converges to v in 3,. Thus Proof: Let u E W and let u, E P(lR X R,) be the restriction of S,zi to R+ . By Lemma 8.2 it is enough to show that each u, is in the closure of V in the W topology.
Choose # E Cr(W; R) such that 0 is even, 0 <d < 1, and 4(z) = 1 (resp. =0) for Izj < 1 (resp. for Iz ( > 2). Let MO be an upper bound for /d'(z)1 on R. Define u,,: R x R, + C by It remains to show that u,, E V and u,, --+ u, in W as n + OZ.
For notational ease we shall write d,, (resp. w,) as the function whose value at x E R (resp. t E R +) in #(x/n) (resp. #(t/n)). Thus (8.5) says U = t,undnu,. Since /$l/, < 1 and u, E WcX':, (8.5) implies u,, EX:. $l clearly have
The right hand side of (8.6) is in Z$, so it follows that u,, EX':. To show u,, E V, we first show that 16, ( a,~,,,,, E A? r. For this, look at the first term on the right hand side of (8.7). Since I$ and u, are C" functions, (8.5) implies u,, E Coo@ + ; H'(lR)). Next let x E g(lR x R +) be supported outside [-2n, 2n] x (0,2n]. Then it is easy to check that ((umn, x)) = 0, whence u,, E 8". Thus u,, E V. It only remains to show that u,, -+ u, in W as n -+ 00.
Since #(z/n) -+ 1 as n + co for each z E R, (8.5) and (8.6) imply u,, + u, pointwise and axumn + a,u, a.e. as n + co. Lebesgue's dominated convergence theorem, (8.5) and ll#lj, < 1 imply u,, + u, in XT as n -+ CO. It now only remains to show that Iu, ( a,~,,,,, -+ lu, 1 a,~,,, in X+, as n -+ 00.
Equation ( by a calculation similar to the one that led to (8.10). Thus 52 is well-defined and continuous (see (8.9) ). Next we show that 1 uo) C?,(A) E X I for all u E K and that 9': K -+ W is continuous.
We start by defining a linear operator %,:A?; -+ L2(lR+ ; H$R,)) by ( Thus lu,,l a,@%) E .Z-r for all u E K and 9": K -+ W is continuous. This completes the proof of the Extension theorem. a
We are finally in a position to complete the proof of the Trace theorem. Recall that all that had remained to be proven was the validity of inequality (7.19) . So let u1 E K. Then joa la+@, 011 Iu,(x, W* dx = joa b+(x, 011 l(~u,)(x, Ol' dx by the Extension theorem.
The proof is now done. I 1 m
