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Resumen
El presente trabajo ilustra los avances realizados para la Tesis de Maestrı´a en Ingenierı´a
Ele´ctrica desarrollada en el a´rea de simulacio´n de sistemas de comunicacio´n digital y el
disen˜o orientado hacia los conceptos SDR (Software Defined Radio) dentro del Grupo de
Control y Procesamiento Digital de Sen˜ales.
Este documento presenta una metodologı´a de disen˜o orientada al modelado de los bloques
funcionales CDMA Reverse Traffic Channel y adema´s una metodologı´a de validacio´n di-
rigida a la comprobacio´n de resultados obtenidos luego de la implementacio´n funcional de
los bloques en lenguaje VHDL.
Se propone un procedimiento de generacio´n automa´tica del co´digo VHDL correspondi-
ente a los bloques analizados, los cuales son modelados con una estructura generalizada
propuesta, basada en Registros de Corrimiento Realimentados Linealmente (LFSR) modi-
ficados con el fin de que permitan generar funcionalidades adicionales de salida, resultantes
de la combinacio´n lineal de las posiciones del registro. Se propone una modelo matricial
para la configuracio´n de los lazos de realimentacio´n y las funciones de salida. La descrip-
cion del modelo se generaliza haciendo uso de UML y se presenta como un Modelo Oculto
de Markov (HMM) operando bajo las teorı´as de los los Campos de Galois.
Para la metodologı´a de validacio´n se propone la generacio´n de archivos gra´ficos (*.vec) a
partir de los resultados obtenidos con Simulink, los cuales pueden ser utilizados en entornos
de desarrollo digital comoMAX PLUS II o QUARTUS II. Los archivos generados permiten
la simulacio´n directa y la correspondiente verificacio´n de los resultados.
Para la generacio´n de las descripciones VHDL se realiza una aproximacio´n entity-based
(basada en entidades) la cual se presenta en [27] como un enfoque hacia la descomposicio´n
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jera´rquica basada en unidades funcionales donde una entidad VHDL se considera como
una abstraccio´n de un objeto hardware, en este caso un Bloque Funcional.
Abstract
This work presents advances in the Master Thesis in Electrical Engineering developed in
simulation of telecommunication systems and design oriented to SRD (Software Defined
Radio) concepts in the Group of Control and Digital Signal Processing.
This document presents a design methodology oriented to modeling of functional CDMA
Reverse Traffic Channels blocks and a validation methodology to check results obtained
from functional implementation of blocks in VHDL.
A procedure for automatic VHDL code generation corresponding to analyzed blocks, is
proposed. Blocks are modeled with a proposed generalized structure based on modified
Linear Feedback Shift Registers (LFSR) to allow generation of output functionalities which
are result of linear combination of register positions. Is proposed a matrix model to con-
figure feedback loops and output functions. Model description is given as a UML model
and is presented as a corresponding Hidden Marvok Model (HMM) operating under Galois
Fields theory.
For validation methodology, graphic file generation is proposed, using results from Simulink,
which may be used in development environments like MAX PLUS II or QUARTUS II.
Generated files allows direct simulation and corresponding results checking.
In generation of VHDL code is made an approach entity-based presented in [27] as a focus
to hierarchical decomposition based on functional units where a VHDL entity is taken
as a hardware object abstraction, in this case a functional block.
VII
Introduccio´n
El concepto Software Defined Radio (SDR) esta´ enfocado a la construccio´n de dispositivos
de comunicacio´n reconfigurables a nivel de software que permitan cambios funcionales en
campo [19] y que faciliten la adaptacio´n a los esta´ndares que surgen ante las cambiantes
demandas del mercado. Estos desarrollos van de la mano con nuevas herramientas como
el lenguaje de programacio´n VHDL y dispositivos lo´gicos programables como los FPGA
(Arreglos Lo´gicos Programables en Campo).
En los procesos de disen˜o y validacio´n de este tipo de sistemas se debe manejar una can-
tidad significativa de datos binarios que debe corresponder a la descripcio´n de cada uno
de los elementos funcionales del sistema a desarrollar. Es por esto que se hace necesario
generar procesos formales de validacio´n.
Dentro de la metodologı´a propuesta se trabaja un proceso que hace uso de entornos de
desarrollo como Matlab y Max-PLus II, y que se caracteriza por la generacio´n de herra-
mientas software que permiten la comunicacio´n directa de estos dos, con el fin de facilitar
la validacio´n de los disen˜os realizados en este trabajo.
Se presenta el disen˜o de un modelo generalizado para sistemas basados en Registros de
Corrimiento utilizados en CDMA IS-95, el cual permite lograr modelos estructurales y
funcionales especı´ficos a partir del modelo general. Estos registros esta´n principalmente
presentes en algunos bloques funcionales del CDMA Reverse Traffic Channel tales como el
Codificador Convolucional y el Generador CRC del Indicador de Calidad de Trama (FQI).
En el primer capı´tulo se exponen los conceptos fundamentales relacionados con el disen˜o
de sistemas digitales, se realiza un acercamiento a las herramientas de disen˜o mas comunes,
a las diferentes tendencias de desarrollo en este sentido y se presentan algunos trabajos
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2relacionados que entregan herramientas u´tiles a esta investigacio´n.
En el capı´tulo dos, se presentan los detalles de la metodologı´a de disen˜o propuesta. Se
expone el modelo generalizado propuesto, detallando las caracterı´sticas particulares de los
lazos de realimentacio´n y las trayectorias de salida, las cuales se configuran a trave´s de dos
matrices ba´sicas, cuyos modelos tambie´n son presentados en este capı´tulo.
El tercer capitulo presenta una aproximacio´n matema´tica del modelo propuesto para el
disen˜o de los bloques considerando su correspondencia con un Modelo Oculto de Markov
que funciona en el espacio descrito por los campos Galois.
En el capı´tulo cuatro se brinda una explicacio´n de la metodologı´a de validacio´n propuesta.
El quinto capı´tulo presenta tres casos de estudio en los cuales se aplican y evalu´an los
procedimientos y modelos propuestos utilizando tres bloques funcionales del IS-95 CDMA
Reverse Traffic Channel. Inicialmente se presenta el proceso completo para el disen˜o y la
evaluacio´n del bloque Codificador Convolucional, donde se verifica la correspondencia en-
tre los datos generados por el CDMA Reference Blockset de Simulink y los que entrega el
disen˜o realizado en VHDL. De igual manera se muestran los resultados encontrados en el
disen˜o del bloque Repetidor, el cual contiene funciones adicionales de salida que pueden
ser validadas con los datos obtenidos en Simulink. Adicionalmente se presenta la imple-
mentacio´n un generador CRC, el cual se compara con los resultados obtenidos en algunas
referencias bibliogra´ficas. Finalmente en el capı´tulo seis se presentan las conclusiones del
trabajo, algunas recomendaciones y se proponen trabajos posteriores.
Capı´tulo 1
Disen˜o de sistemas digitales
1.1. Estado del arte y tendencias
Hay una marcada tendencia hacia la reutilizacio´n de estructuras para reducir los tiempos
de desarrollo [13]. Existen herramientas de disen˜o hardware a trave´s de software como
SystemC y SpecC que extienden las ventajas de C y C++ hacia el modelado de hardware
y que, como en el caso de SystemC han sido integradas a una variedad de entornos como
MILAN, CoCentric System Studio de Synopsys, MaxSim Developer Suite de Axys Design,
ConvergenSC de CoWare and Signal Processing Worksystem (SPW) de Candence. Este
u´ltimo permite tomar componentes de librerı´as de disen˜o optimizadas, especificadas como
ma´quinas de estado, o importadas de Matlab, C++, Verilog o VHDL [13].
Dentro de las posibilidades de reutilizacio´n de estructuras existentes para la generacio´n de
otras nuevas de aplicacio´n especı´fica, se ha explorado la posibilidad de aplicar te´cnicas de
disen˜o orientado a objetos (OOD) en el dominio hardware y al disen˜o de sistemas embe-
bidos, ma´s cuando el disen˜o de hardware se proyecta como una actividad cada dı´a ma´s
orientada a la programacio´n, similar al desarrollo de software. Este nuevo esquema en el
que los componentes de hardware pueden ser considerados como clases individuales con
atributos y operaciones facilita la orientacio´n a objetos ya que la segmentacio´n del sistema
en objetos puede ser au´n mas directa que en los sistemas de software [27].
Se asumen tres aproximaciones importantes para el desarrollo de hardware orientado a ob-
jetos (OO) que son los lenguajes de hardware OO, la adaptacio´n de lenguajes OO existentes
al disen˜o de hardware y la especificacio´n de alto nivel de hardware y sistemas embebidos
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usando lenguajes universales de modelado como UML.
Lenguajes de descripcio´n de hardware OO. En el disen˜o orientado a objetos se con-
sideran aspectos como especificaciones de alto nivel de modelos de hardware utilizando
notaciones formales como Redes Petri y diagramas UML y lenguajes de descripcio´n de
hardware orientado a objetos como extensiones VHDL y SystemC [13, 17, 31]. En [27]
se propone un esquema de especificacio´n de modelos de hardware usando diagramas de
clases UML y un meta-modelo UML-VHDL para la generacio´n automa´tica de compo-
nentes VHDL a partir de los diagramas de clases en UML.
Adaptacio´n de lenguajes OO existentes al disen˜o de hardware. Otra aproximacio´n apunta
hacia la adopcio´n de lenguajes de programacio´n orientados a objetos en el dominio del
software para ser utilizados en el dominio del hardware, tales como Java o C++. En el
caso de C++ que es el ma´s opcionado, y que solo cuenta con dos niveles de abstraccio´n:
algorı´tmico y de objetos, se plantea la generacio´n de otros niveles para acercarlo a los
cuatro [26] que maneja una especificacio´n de hardware:
1. Nivel algorı´tmico
2. Nivel modular
3. Cycle-accurate
4. Nivel de transferencia de registros (RTL)
Esto serı´a posible a trave´s de la fusio´n con herramientas como SystemC-Plus o SystemC,
que es ba´sicamente una librerı´a de clases C++ y una metodologı´a que permite el modelado
de sistemas embebidos [30], pero que desafortunadamente no esta´ completamente orienta-
do hacia el OOD [8].
Por su parte, SystemC-Plus soporta conceptos OOD como encapsulacio´n de datos, heren-
cia, comunicacio´n basada en me´todos, polimorfismo y clases. Adema´s, soporta sı´ntesis de
algunos principios OO como funciones de clases tipo miembro, constructores, objetos y
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arreglos de datos miembro, y herencia de plantillas de clases [27].
Especificacio´n de alto nivel de hardware y sistemas embebidos usando UML. Los diagra-
mas UML proveen soporte OOD y su aplicacio´n para el disen˜o de hardware se ha enfocado
al disen˜o de sistemas embebidos [16, 18, 25]. Comu´nmente se utilizan tres tipos de diagra-
mas UML para describir disen˜os hardware:
1. Diagramas de clases, donde comportamiento y datos son estructurados y encapsu-
lados en clases para implementar la funcionalidad de los sistemas de acuerdo a la
interaccio´n que se presenta en los elementos.
2. Diagramas de objetos, donde los objetos que son instancias de las clases, representan
las entidades del sistema.
3. Diagramas de estados, que describen el comportamiento del sistema a trave´s de
ma´quinas de estados finitos (Finite State Machines-FSM).
La forma ma´s explorada para pasar de una especificacio´n UML de alto nivel a una im-
plementacio´n de bajo nivel es el mapeo mediante conceptos OOD utilizando reglas para
traduccio´n a trave´s de meta-modelos UML que describen la sintaxis de los diagramas
UML [34] para ser traducidos manualmente por el disen˜ador o automa´ticamente utilizando
una herramienta dedicada de traduccio´n.
McUmber y Cheng [34] proponen una especificacio´n de hardware usando diagramas de
estado UML, mediante los cuales representan cada elemento class como una pareja
entidad -arquitectura VHDL, las asociaciones entre clases se representan co-
mo sen˜ales VHDL, cada estado simple es representado como un proceso VHDL.
Los eventos y mensajes intercambiados entre objetos y estados se definen por
declaraciones de sen˜al en la declaracio´n de puertos de la entidad. Las transiciones
de estado son consideradas como asignaciones de sen˜ales entre procesos, se
aplicara´n sobre todo en las sen˜ales de reloj que llevan los registros de corrimiento a un
nuevo estado. Todos los eventos del diagrama de estados se representan con sen˜ales
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que asumen un valor temporal y todas las transiciones son mapeadas en ciclos que
contienen sentencias if y wait esperando por eventos de transicio´n.
Por su parte Damasevicius y Stuikys [27] trabajan sobre la formalizacio´n de procesos
de disen˜o de hardware de alto nivel y la especificacio´n de hardware utilizando diagra-
mas de clase UML. Como se obseva en la figura 1.1, desarrollan un proceso de mapeo
de abstract class (interfaces) en entidades VHDL, class que generan clases
abstractas en arquitecturas, para´metros de clases en sentencias gene´ricas,
atributos de clases pu´blicas en puertos y los atributos de clases privadas en
sen˜ales, me´todos de clases en procesos, relaciones de composicio´n en senten-
cias de mapeo de puertos (port map), y las relaciones de herencia se representan
como puertos de entrada y salida que son heredados de una entidad base por otra entidad.
Figura 1.1: Metamodelo UML-VHDL (a)relaciones (b) caracterı´sticas
Entre estas dos concepciones existen diferencias en el sentido de que la aproximacio´n de
Damasevicius y Stuikys orienta el disen˜o a la reutilizacio´n, agregando caracterı´sticas de
eficiencia al proceso de desarrollo de nuevos disen˜os, mientras que McUmber presenta un
modelo mas gene´rico concentrado en entidades particulares. A pesar de las ventajas gene-
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rales que ofrece la aproximacio´n de Damasevicius y Stuikys, se opta por la de McUmber
debido a la correspondencia que tiene con este caso de estudio, ya que el modelo propuesto
basado en registros de corrimiento esta´ concentrado ba´sicamente en describir la composi-
cio´n de cada bloque funcional particular como una entidad similar a la de una arquitectura
VHDL y los procesos esta´n determinados principalmente por eventos concentrados en las
sen˜ales de los relojes de entrada y salida, que generan transiciones, las cuales son descritas
mediante ciclos basados en sentencias if.
1.1.1. Desarrollos relacionados
En [3] se presenta un disen˜o para generar arquitecturas paralelas de alta velocidad para
codificadores convolucionales y su implementacio´n en tarjetas FPGA de la familia Altera
Flex10KE . Este tipo de codificadores genera codificacio´n de elementos en adelanto me-
diante bloques Anticipated State Generation (ASG) los cuales calculan el nuevo estado
Φk+1 a partir del anterior Φk y de p bits de entrada, haciendo que los elementos interme-
dios sean codificados por estructuras paralelas (Intermediate State Generation-ISG), con lo
cual se logra que se puedan operar varios bits por cada ciclo de reloj. Utilizando las especi-
ficaciones de cada codificador, relacionadas con para´metros como taman˜o de la memoria
del codificador, nivel de paralelismo, tasa de codificacio´n, polinomios de realimentacio´n,
entre otros, se genera una matriz de configuracio´n con un programa desarrollado en lengua-
je C que permite describir la configuracio´n del sistema y generar un paquete en VHDL que
contiene la configuracio´n completa de la arquitectura.
En [14] se presenta un trabajo que hace parte del proyecto Hybrid Electric Vehicle (HEV),
dentro del cual se propone el uso de UML como una herramienta universal que permite
integrar en un solo lenguaje descripciones de sistemas fı´sicos desarrolladas en Modelica,
descriptores de hardware en VHDL y sistemas de tiempo continuo descritos en Simulink, y
que presenta mecanismos adicionales de extensio´n que permiten interactuar con otros en-
tornos. Por su parte en [12] se presenta una metodologı´a de modelado de sistemas fı´sicos
haciendo uso de Cellular Automatas (CAs), los cuales permiten representar sus compor-
tamiento considerando variables propias, del entorno y su interaccio´n. Los algoritmos co-
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rrespondientes son implementados mediante un co´digo VHDL, el cual puede ser generado
por la herramienta desarrollada. Este co´digo se genera sobre un modelo (plantilla) el cual
presenta una serie de variables que pueden ser modificadas de acuerdo a las caracterı´sticas
particulares del sistema, y esta basado en la generacio´n de una descripcio´n funcional y una
estructural de cada sistema, el cual se convierte en una entidad en VHDL.
En cuanto a la integracio´n de varios entornos, en [28] se presenta una metodologı´a de disen˜o
de sistemas hı´bridos (hardware, software, analogos, radio-frecuencia, electromeca´nicos),
los cuales se describen mediante diferentes lenguajes que son integrados en una sola apli-
cacio´n en Simulink debido a la dificultad que se presenta para realizar simulaciones del
comportamiento del sistema completo y debido a las limitaciones que tienen las herra-
mientas comerciales para casos muy particulares como este. En el diagrama 1.2 se presenta
el flujo de disen˜o propuesto por [28], en el que se integran los diversos entornos.
Figura 1.2: Proceso de co-disen˜o hı´brido
En [21] se presenta un proceso para acelerar el desarrollo de sistemas neurodifusos con
caracterı´sticas heteroge´neas (hardware/software), desarrollando una herramienta llamada
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CodeSimulink, que permite la conexio´n de los dos entornos y la posterior simulacio´n. Los
autores determinan la necesidad de desarrollar una herramienta propia a pesar de que en el
mercado existen aplicaciones basadas en Simulink que permiten el disen˜o de sistemas VLSI
descritos en VHDL tales como System Generator de Xilinx [2] y DSP Builder de Altera [1].
Esto se debe a la limitacio´n de estas para interactuar con sistemas software. En el caso
particular de este trabajo, tambie´n se opta por el desarrollo de herramientas especı´ficas
debido a que a pesar de que System Generator y DSP Builder ofrecen bloques del tipo
LFSR y codificadores convolucionales, no ofrecen la facilidad de desarrollar un bloque
generalizado como el que se propone, debido a las limitaciones que se dan al momento de
realizar una reconfiguracio´n estructural de los mismos.
Respecto al disen˜o e implementacio´n de sistemas de comunicacio´n haciendo uso de las he-
rramientas VHDL, en Colombia se han desarrollado trabajos como la ”Implementacio´n en
VHDL de un detector de Sen˜ales Satelitales de baja relacio´n Eb/No y alta desviacio´n en fre-
cuencia Doppler” [11], ”Implementation of an H.263 codec for UMTS using VHDL” [24].
En la Universidad Nacional de Colombia-Sede Manizales se han venido desarrollando al-
gunos trabajos orientados a la implementacio´n de diferentes sistemas de comunicacio´n so-
bre FPGA, algunos de los cuales se proyectan hacia el futuro desarrollo de te´cnicas SDR.
Entre estos trabajos encontramos el ”Disen˜o e implementacio´n en VHDL de un Conmu-
tador ATM” [10], el ”Disen˜o e Implementacio´n de un Conmutador B-ISDN utilizando
Descriptores en VHDL” [9], el ”Desarrollo de Herramientas para la construccio´n de un
dispositivo de Conmutacio´n Digital Frame Relay utilizando Descriptores en VHDL” [36],
el ”Disen˜o y Simulacio´n en Lenguaje Descriptor de Hardware (VHDL) de un Multiplexor
PDH/E1” [22] y finalmente el ”Disen˜o y Simulacio´n de una Canal de Tra´fico CDMA Re-
verse por medio de VHDL” [6] que es un trabajo previo a la investigacio´n que se presenta
en este documento.
Capı´tulo 2
Metodologı´a de Disen˜o
Los me´todos cla´sicos de desarrollo no satisfacen la necesidad de una ra´pida materializacio´n
de ideas en productos [33]. La construccio´n de un prototipo genera retardos significativos
en el desarrollo de nuevos productos. Es por esto que los equipos de disen˜o frecuentemente
prescinden de la construccio´n de prototipos y sustentan la calidad del disen˜o basa´ndose en
simulaciones y en la experiencia con productos previos [23].
Para los procesos de desarrollo se presentan diversas metodologı´as que por lo general
se concentran dentro de unos marcos de referencia esta´ndar, por ejemplo se proponen
metodologı´as de disen˜o en las que se realiza un modelo completo del sistema hardware
mediante herramientas de software, para ser utilizado como modelo de referencia en pos-
teriores etapas de disen˜o [4, 32].
Existen algunas herramientas gra´ficas como SIMULINK de The Mathworks, Signal Pro-
cessing Workstation (SWP) de Candence o´ COSSAP/CoCentric System Studio de Sy-
nopsys con muchas utilidades, que en algunos casos no son completamente aprovechadas
por los equipos de investigacio´n, debido a algunas restricciones que presentan sobre todo
en las interfaces orientadas a la generacio´n directa de los disen˜os del hardware [23].
Es importante, adema´s de las herramientas utilizadas, la metodologı´a de trabajo, ya que se
convierte en factor clave en el e´xito y la eficiencia del desarrollo. En [23] se analiza un
modelo tradicional de disen˜o que utiliza tres equipos diferentes (investigacio´n, disen˜o y
construccio´n del producto) los cuales esta´n encargados de trabajar en diversas etapas del
proyecto. Este modelo puede presentar algunos inconvenientes en cuanto a la posibilidad
de corregir errores generados en etapas tempranas de modelado y disen˜o, lo cual genera
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considerables retardos en los procesos de correccio´n de errores, por esto se propone una
metodologı´a de trabajo en la que se opta por formar un solo equipo en el que cada individuo
o grupo se encarga de desarrollar una unidad funcional. El modelo esta´ caracterizado por
cinco recomendaciones a saber:
Un entorno
Una documentacio´n automa´tica por especificacio´n
Una herramienta de revisio´n de co´digo con compatibilidad adelante-atra´s
Un co´digo trabajado sobre pasos de refinacio´n
Un equipo, para mejorar la comunicacio´n
Debido a las ventajas que aporta este modelo, en el presente trabajo se aplican algunas de
sus recomendaciones, tal como se describe en adelante.
El entorno. Respecto al entorno, se trabaja con Matlab y Simulink debido a las ventajas
de interaccio´n que existen entre los dos y a la disponibilidad de estas herramien-
tas, lo cual evita la inversio´n de recursos adicionales relacionados con la compra
de licencias. En el caso de Simulink, se encuentran dos ventajas adicionales impor-
tantes que son la posibilidad de un entorno gra´fico de operacio´n y la capacidad de
entregar herramientas de simulacio´n relacionadas con el esta´ndar IS-95 a trave´s del
CDMA Reference Blockset, las cuales permiten generar datos tendientes a la futura
validacio´n de los procesos implementados en el entorno de programacio´n de Matlab
y en VHDL.
En cuanto aMatlab, la capacidad de utilizarlo como un entorno de programacio´n, fa-
vorece los trabajos de disen˜o previos ya que permite la implementacio´n y depuracio´n
de los algoritmos que describen los bloques funcionales del CDMA Reverse Traffic
Channel y la posterior generacio´n de las estructuras VHDL correspondientes.
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La documentacio´n. En el caso de la documentacio´n, existe la ventaja de tener el esta´ndar
IS-95 que define puntualmente aspectos como velocidad de datos y puertos de en-
trada y salida, permitiendo ası´ una ra´pida identificacio´n de las interfaces presentes
en cada bloque. Adicionalmente se ha definido una caracterizacio´n estructural y fun-
cional a trave´s de definicio´n generalizada de los bloques funcionales, lo cual facilita
el entendimiento de su funcionamiento en el momento de generar un disen˜o.
La revisio´n y refinacio´n. En lo relacionado con la revisio´n y la refinacio´n del co´digo con
compatibilidad hacia adelante y atra´s, el entorno de programacio´n de Matlab, fa-
vorece una eficiente depuracio´n principalmente por la ya mencionada capacidad de
conexio´n con Simulink a trave´s de herramientas como los mo´dulos To Workspace que
permiten la obtencio´n de datos orientados a la validacio´n de los algoritmos. Igual-
mente se presenta la capacidad de conexio´n con el entornoQuartus II de Altera Corp.
a trave´s de una herramienta ba´sica de generacio´n de co´digo VHDL desarrollada en
este trabajo, la cual utiliza las estructuras generalizadas propuestas para generar las
estructuras VHDL correspondientes a los bloques especı´ficos.
2.1. Modelo Propuesto
Los bloques funcionales CDMA Reverse Traffic Channel realizan tratamiento de datos di-
gitales, los cuales son procesados en bloques o´ de forma cı´clica en la medida en que van
llegando, haciendo uso de estructuras tipo buffer que pueden ser consideradas como regis-
tros. En este trabajo se presenta un modelo generalizado basado en registros de corrimiento,
permite la configuracio´n dina´mica a partir de conjuntos de datos binarios organizados como
vectores o polinomios que caracterizan los procesos internos del registro, el flujo de datos
de salida, y adema´s puede ser aplicado al disen˜o de otros bloques.
Es posible estructurar un modelo generalizado que herede caracterı´sticas particulares de
cada uno de los bloques analizados, de tal forma que se puedan configurar mediante la ma-
nipulacio´n de dos elementos caracterı´sticos, como son, las Trayectorias de Realimentacio´n
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y las Funciones de Salida. Estas trayectorias y funciones son implementadas a nivel fı´sico
mediante operadores booleanos representados por sumas XOR y productos mediante com-
puertas AND.
2.1.1. Trayectorias de realimentacio´n
Las trayectorias de realimentacio´n se aplican en las operaciones de codificacio´n de redun-
dancia cı´clica principalmente, y esta´n determinadas por polinomios generadores relaciona-
dos con los co´digos CRC utilizados. Las cajas de la figura 2.1 representan flip-flops o
elementos de retardo unitario [15] que mantienen su valor de salida 0 o 1 durante un ciclo
de reloj. El contenido de los flip-flops es inicialmente cero y se desplaza en sentido de las
flechas con cada pulso de reloj. Los multiplicadores que esta´n presentes en las trayecto-
rias de realimentacio´n esta´n directamente asociados con los coeficientes g0i del polinomio
generador que gobierna la realimentacio´n.
Figura 2.1: Codificador cı´clico
La funcio´n generadora asociada a las trayectorias de realimentacio´n se representa por
medio de un polinomio de grado r-1, como indica la ecuacio´n 2.1.
G0(X) = g00 + g01X + g02X2 + . . .+ g0iX
i + . . .+ g0(r−1)Xr−1 (2.1)
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donde r es la cantidad de posibles trayectorias de realimentacio´n.
Las ramas que realimentan el valor en el ciclo anterior de la u´ltima posicio´n del registro
Rr−1(k − 1) afectan de forma directa los valores en las diferentes posiciones del registro
de corrimiento y las operaciones es de desplazamiento para el ca´lculo de los valores en el
presente ciclo (k), que tambie´n dependen de los valores de las posiciones anteriores en el
ciclo anterior (k− 1) y del valor de la entrada actual, tal como se describe en las siguientes
ecuaciones:
R0(k) = bk ⊕ [g00Rr−1(k − 1)] (2.2)
Ri(k) = Ri−1(k − 1)⊕ {g0i[bk ⊕Rr−1(k − 1)]} i = 1,2,. . . ,r-1 (2.3)
donde,
R0(k) es el valor actual de la primera posicio´n del registro de corrimiento
bk es la actual entrada
Ri(k) es el valor actual de la posicio´n i− esima del registro de corrimiento
Ri−1(k − 1)es el valor de la posicio´n i− 1 del registro de corrimiento en el ciclo anterior
Rr−1(k− 1)es el valor de la u´ltima posicio´n del registro de corrimiento en el ciclo anterior
2.1.2. Funciones de salida
Las funciones de salida esta´n constituidas por sumadores tipo XOR que realizan convolu-
ciones mo´dulo 2 en cada ciclo de reloj utilizando los datos presentes en el registro de
corrimiento, tal como se observa en la figura 2.2.
Las n funciones de salida generan n dı´gitos binarios por cada desplazamiento ocurrido
en el registro. Las salidas esta´n asociadas a funciones generadoras representadas por los
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Figura 2.2: Codificador convolucional
polinomios de grado r-1 del sistema de ecuaciones 2.4.
G1(X) = g10 +g11X +g12X
2 + . . . +g1iX
i + . . . +g1(r−1)Xr−1
G2(X) = g20 +g21X +g22X
2 + . . . +g2iX
i + . . . +g2(r−1)Xr−1
...
...
...
...
...
...
Gj(X) = gj0 +gj1X +gj2X
2 + . . . +gjiX
i + . . . +g0(r−1)Xr−1
...
...
...
...
...
...
Gn(X) = gn0 +gn1X +gn2X
2 + . . . +gniX
i + . . . +gn(r−1)Xr−1
(2.4)
2.1. MODELO PROPUESTO 16
El conjunto de ecuaciones 2.5 representa las n funciones de salida del sistema.
Y1(k) = g10R0(k) ⊕g11R1(k) ⊕g12R2(k) ⊕ . . . ⊕g1iRi(k) ⊕ . . . ⊕g1(r−1)Rr−1(k)
Y2(k) = g20R0(k) ⊕g21R1(k) ⊕g22R2(k) ⊕ . . . ⊕g2iRi(k) ⊕ . . . ⊕g2(r−1)Rr−1(k)
...
...
...
...
...
...
Yj(k) = gj0R0(k) ⊕gj1R1(k) ⊕gj2R2(k) ⊕ . . . ⊕gjiRi(k) ⊕ . . . ⊕gj(r−1)Rr−1(k)
...
...
...
...
...
...
Yn(k) = gn0R0(k) ⊕gn1R1(k) ⊕gn2R2(k) ⊕ . . . ⊕gniRi(k) ⊕ . . . ⊕gn(r−1)Rr−1(k)
(2.5)
A partir de este conjunto de ecuaciones de salida se obtiene la siguiente funcio´n generali-
zada de la ecuacio´n 2.6, descrita como una sumatoria tipo XOR.
Yj(k) =
r−1⊕
i=0
gjiRi(k) , j = 1, 2, . . . , n (2.6)
2.1.3. Matriz generadora
A partir de la descripcio´n generalizada de los polinomios caracterı´sticos de las funciones de
realimentacio´n y de salida se puede conformar la matriz 2.7 de dimensiones (n+1)∗(r−1)
que ofrece una representacio´n global de la configuracio´n del sistema correspondiente al
sistema de ecuaciones dado por 2.2,2.3 y 2.5.
G =

g00 g01 g02 · · · g0i · · · g0(r−1)
g10 g11 g12 · · · g1i · · · g1(r−1)
g20 g21 g22 · · · g2i · · · g2(r−1)
...
...
...
...
...
gj0 gj1 gj2 · · · gji · · · gj(r−1)
...
...
...
...
...
gn0 gn1 gn2 · · · gni · · · gn(r−1)

(2.7)
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Con estas representaciones se obtiene un modelo generalizado que conjuga las funcionali-
dades de realimentacio´n y salida tal como lo muestra la figura 2.3.
Figura 2.3: Generalizacio´n del Registro de Corrimiento
Dentro de la metodologı´a de disen˜o se plantea una herramienta de generacio´n automa´tica
de co´digo VHDL, a partir de las descripciones dadas para las funciones de realimentacio´n y
salida, las cuales esta´n contenidas en la matriz general, que permite, mediante un programa
en Matlab, generar un mapeo de la forma descrita en [34] con el fin de generar los objetos
y procedimientos dirigidos a la implementacio´n en lenguaje descriptor de hardware. Por
ejemplo para un Codificador Convolucional se trabajan solamente funciones de salida, sin
generar lazo de realimentacio´n alguno, mientras que para un codificador CRC se configuran
los lazos de realimentacio´n gobernados por los datos de la primera fila de la matriz de
configuracio´n y una salida correspondiente a la u´ltima posicio´n de memoria del registro.
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2.2. Representacio´n mediante descriptores UML
Con el fin de entregar una representacio´n universal del modelo propuesto, se presenta un
modelado en UML en el que debido a las caracterı´sticas estructurales y funcionales de los
bloques del CDMA Reverse Traffic Channel y a las caracterı´sticas del modelo generalizado
propuesto se opta por el uso de diagramas de clases, objetos, secuencia e interaccio´n, ya
que permiten una buena aproximacio´n estructural y funcional.
2.2.1. Diagrama de clases
Se propone una clase llamada principal Funct Block que representa el modelo descrito
en la seccio´n anterior, la cual esta´ asociada a las subclases Port y Shift Reg y a la clase
Clock, que entrega las sen˜ales que comandan los cambios de estados y la entrega de los
datos de salida. En la figura 2.4 se presenta el diagrama de clases que representa el modelo.
Figura 2.4: Diagrama de Clases
Clase Funct Block. Clase que hace uso de las clases funcionales Port y Shift Reg.
Clase Port.Se encarga de recibir Read() o enviar Send() los datos de entrada o salida
respectivamente. Cada operacio´n esta gobernada por una sen˜al proveniente de una instan-
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cia de la clase Clock.
Clase Clock. Genera los pulsos de onda cuadrados correspondientes a la sen˜al de reloj
utilizada para la operacio´n del sistema. Puede ser configurada su velocidad a trave´s del
atributo Vel.
Clase Shift Reg
Describe las caracterı´sticas ba´sicas del Registro de Corrimiento, el cual tiene un longitud
K caracterizada por el atributo Length.
Las operaciones relacionadas con la clase Shift Reg se presentan a continuacio´n:
Shift(), que se refiere al corrimiento (una posicio´n por ciclo)
Read(), lectura del dato
Config(), configuracio´n de realimentacio´n y salida
Respecto a la operacio´n Config(), esta se puede caracterizar haciendo uso de una matriz de
configuracio´n, la cual determina las posiciones de memoria en las cuales se realimentara´ el
u´ltimo elemento del mismo y las funciones de salida.
2.2.2. Diagrama de colaboracio´n
En el diagrama de colaboracio´n se presentan las relaciones operativas de los diferentes ob-
jetos comprometidos en el bloque funcional. En general estos objetos esta´n sincronizados
por medio de una conexio´n con los relojes de entrada y/o salida para generar un inter-
cambio de mansajes relacionado con las operaciones asociadas a cada uno. La figura 2.5
muestra las relaciones de colaboracio´n que se presentan en cada uno de los elementos del
bloque.
2.2.3. Diagrama de secuencia
En el diagrama de secuencia se especifica el orden de las operaciones ordenadas que ejecuta
cada objeto y la forma en que este afecta a otro haciendo que inicie una nueva operacio´n.
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Figura 2.5: Diagrama de Colaboracio´n
En el diagrama de la figura 2.6 se presentan las secuencias de operacio´n de los objetos
constituyentes de un bloque generalizado.
Figura 2.6: Diagrama de Secuencia
Capı´tulo 3
Aproximaciones del Modelo
El funcionamiento de cada uno de los bloques que conforman el CDMA Reverse Traffic
Channel compromete una serie de conceptos matema´ticos que se conservan en el modelo
propuesto. En los casos particulares del generador CRC, el codificador convolucional y el
repetidor, que son los bloques que se analizan en los casos de estudio, se presentan des-
cripciones matema´ticas relacionadas con las caracterı´sticas de la informacio´n generada, la
cual se ve enmarcada dentro de las propiedades de los Campos de Galois. Por esta razo´n se
describe la correspondencia matema´tica del modelo con estos pricipios. Adicionalemente,
la operacio´n del modelo corresponde a procesos estaca´sticos que esta´n relacionados con
aleatoriedad de los datos de entrada, los cuales se pueden modelar como un Proceso Oculto
de Markov. Estas aproximaciones se realizan en las siguientes secciones.
3.1. Modelos de Markov
Es una secuencia que representa un proceso estoca´stico discreto el cual es observable, ya
que la salida es el conjunto de estados en cada tiempo. Su caracterı´stica ba´sica radica en
la mı´nima cantidad de memoria asociada debido a que el estado presente depende solo
del estado anterior. Bajo esta condiciones se plantea la suposicio´n markoviana dada por la
ecuacio´n 3.1.
P (Xi|X i−11 ) = P (Xi|Xi−1) (3.1)
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dondeX i−11 = X1, X2, ..., Xi−1. Bajo esta restriccio´n y considerando el Teorema de Bayes,
se tiene que la probabilidad de que ocurra una secuencia de n variables X = X1, X2, ..., Xn
esta´ dada por la ecuacio´n 3.1.
P (X1, X2, ..., Xn) = P (X1)
n∏
i=1
P (Xi|X i−11 ) = P (X1)
n∏
i=1
P (Xi|Xi−1) (3.2)
3.1.1. Modelo Oculto de Markov
Un Modelo Oculto de Markov (Hiden Markov Model-HMM) consta de un proceso de
Markov no observable y otro observable, que presenta estados estoca´sticamente depen-
dientes de los estados ocultos pertenecientes al proceso subyacente, el cual solo puede ser
asociado probabilı´sticamente con otro proceso estoca´stico observable produciendo la se-
cuencia de caracterı´sticas que se pueden observar [5].
El modelo oculto de Markov se puede definir mediante las siguientes caracterı´sticas:
O = {o1, o2, ..., oM}. Alfabeto de salida o conjunto discreto de M sı´mbolos.
Ω = {1, 2, ..., N}. Conjunto de estados no observavbles.
A = {aij}NxN . Matriz de probabilidad de transicio´n, donde aij es la probabilidad de
pasar del estado i al estado j, y se describe como aij = P (st = j|st−1 = i).
B = {bi(k)}. Matriz de probalilidad de salida, donde bi(k) es la probabilidad de
obtener el sı´mbolo de salida ok en el estado i. Con esto se tiene bi(k) = P (Xt =
ok|st = i)
pi = {pii}. Distribucio´n inicial de estados, donde pii = P (s0 = i), para 1 ≤ i ≤ N
Una especificacio´n completa de un Modelo Oculto de Markov esta´ dado por el conjunto
{N,M,Φ}, donde Φ = (A,B, pi).
Se manejan dos suposiciones para un modelo de primer orden:
1. Suposicio´n de independencia a la salida
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P (Xt|X t1, st1) = P (Xt|st) (3.3)
que indica que la probabilidad de que un sı´mbolo sea emitido en el tiempo t depende
solo del estado st.
2. Suposicio´n de Markov
P (st|st−11 ) = P (st|st−1) (3.4)
que indica que el estado actual solo depende del anterior.
El proceso que relaciona las salidas con los estados del registro es completamente deter-
minı´stico y esta dado por el sistema de ecuaciones 2.5, mientras que el proceso asociado a
los cambios de estados esta´ condicionado estocasticamente con los cambios en la entrada
del sistema y se encuentra descrito por la ecuaciones 2.2 y 2.3.
3.1.2. Aproximacio´n al Modelo Oculto de Markov
El codificador convolucional genera una codificacio´n continua de datos convirtiendose en
una ma´quina de 2r estados que entrega n bits de salida antes de pasar al nuevo estado. La
salida generada Y k y el nuevo estado Sk+1 dependen del estado presente Sk y de la entrada
bk [29] de acuerdo a
Y k = f(Sk, bk) (3.5)
y
Sk+1 = g(Sk, bk) (3.6)
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Estas caracterı´sticas se conservan para el generador CRC, el cual maneja lazos de reali-
mentacio´n, y para los dema´s bloques del sistema CDMA que podrı´an ser implementados
mediante el modelo propuesto.
Considerando estas descripciones, se puede asociar la ecuacio´n 3.6 con la ecuacio´n 3.4 y
la ecuacio´n 3.5 con la ecuacio´n 3.3, teniendo en cuenta que los estados en 3.4 y 3.3 son
estoca´sticamente dependientes de los datos de entrada.
A partir del ana´lisis de las caracteristicas del sistema, podemos asociarlo directamente con
un proceso subyacente no observable e interno de cada bloque (los estados S del registro)
y con un proceso observable (las salidas Y ) que es dependiente del anterior, lo cual nos
indica que cada bloque corresponde estructural y funcionalmente a un Proceso Oculto de
Markov.
3.2. Campos de Galois
Un campo es un conjunto en el que sus elementos cumplen las siguientes condiciones [7]:
1. Son cerrados bajo adicio´n o multiplicacio´n.
2. Satisfacen las propiedades conmutativas bajo adicio´n y multiplicacio´n
3. Satisfacen la propiedad distributiva
4. Existe una identidad aditiva y un inverso aditivo para cada uno
5. Existe una identidad multiplicativa para cada elemento en el campo
6. Con la excepcio´n de la identidad aditiva, cada elemento en el campo tiene un inverso
multiplicativo
Los campos de orden (cardinalidad) finito son conocidos como campos de Galois. El orden
de un campo finito es siempre un primo o una potencia de un primo. Un campo Galois de
orden p GF(p) es llamado un campo primo de orden p.
3.2. CAMPOS DE GALOIS 25
3.2.1. Operaciones vectoriales y matriciales sobre GF(2)
Para un campoGF (2) = {0, 1} las operaciones de adicio´n y multiplicacio´n esta´n definidas
por la lo´gica XOR y AND, respectivamente. Se pueden formar sı´mbolos a partir de la com-
binacio´n de sı´mbolos fuente o palabras co´digo mediante operaciones lo´gicas, con lo cual
se obtiene un co´digo lineal que tambie´n es una palabra de co´digo [29]. Estas operaciones
se describen en adelante.
Dados los vectores en GF(2) x = [x0 x1 ... xk−1] y y = [y0 y1 ... yk−1], la
suma se puede definir mediante la ecuacio´n 3.7 [7].
x + y = [x0 ⊕ y0 x1 ⊕ y1 ... xk−1 ⊕ yk−1] (3.7)
y la multiplicacio´n mediante la ecuacio´n 3.8
x.y =
k−1∑
i
xiyi (3.8)
Dada una matriz G de dimensiones N×M en GF(2), la cual esta´ definida como
[gT0 g
T
1 ... g
T
M−1], donde g
T
0 g
T
1 ... g
T
M−1 son vectores columna de G con N ele-
mentos en GF(2) y dado un vector para u = [u0 u1 ... uN−1], el producto uG puede
ser definido usando la ecuacio´n 3.9.
uG = [ugT0 ug
T
1 ... ug
T
M−1] (3.9)
que genera un nuevo vector de dimensiones 1×M que igualmente pertenece al campo.
3.2.2. Correspondencia del modelo con GF
Los registros de corrimiento utilizados en CDMA conservan la lo´gica funcional de un ge-
nerador realimentado Galois [35] que puede moverse entre 2r estados, los caules tienen
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al menos un elemento primitivo a partir del cual se generan potencias en cada ciclo de
operacio´n del sistema. Estos estados pertenecen a GF (2r) y esta´n condicionados por el
polinomio caracterı´stico que describe los lazos de realimentacio´n, cuyos coeficientes co-
rresponden al vector g0i = [g00 g01 ... g0(r−1)] de la matriz 2.7.
En el modelo propuesto, los estados del registro en el k-esimo ciclo se describen en el vector
R =

bk ⊕ g00Rr−1(k − 1)
R0(k − 1)⊕ {g01[bk ⊕Rr−1(k − 1)]}
·
·
·
Rr−2(k − 1)⊕ {g0(r−1)[bk ⊕Rr−1(k − 1)]}

T
=

R0(k)
R1(k)
·
·
·
Rr−1(k)

T
(3.10)
Para las trayectorias de salida, de acuerdo a la definicio´n de la operacio´n multiplicacio´n en-
tre vectores de un campo finito dada segu´n la ecuacio´n 3.8 y a la definicio´n de salida Yj(k)
dada en la ecuacio´n 2.6, se puede verificar una completa correspondencia si se considera
que la suma en GF corresponde a la lo´gica XOR (ec. 3.7).
El vector de salida Y (que pertenece a GF (2n)) se puede expresar de la forma
Y(k) =

⊕r−1
i=0 g1iRi(k)⊕r−1
i=0 g2iRi(k)
·
·
·⊕r−1
i=0 gjiRi(k)
·
·
·⊕r−1
i=0 gniRi(k)

T
=

Y1(k)
Y2(k)
·
·
·
Yj(k)
·
·
·
Yn(k)

T
(3.11)
Capı´tulo 4
Metodologı´a de Validacio´n
Para la validacio´n de los bloques se considera el modelo generalizado como un sistema de n
salidas y dos entradas como el de la figura 4.1. La primera entrada corresponde a los datos
de prueba que van a ser procesados por el bloque desarrollado en VHDL, mientras que la
segunda entrada corresponde a los datos que entrega en bloque simulado en Simulink, los
cuales permitira´n comprobar de forma visual los resultados de la simulacio´n funcional en
Max-Plus II. En proceso de manejo de datos y conexio´n de los dos entornos de detalla en
las siguientes secciones.
Figura 4.1: Modelo de prueba
4.1. Generacio´n de los datos de referencia
A nivel comercial se encuentra un gran nu´mero de aplicaciones que permiten el estudio,
disen˜o, desarrollo y evaluacio´n de diversos sistemas de comunicacio´n y, en forma puntual,
de los procesos que ocurren dentro de ellos. En cuanto a sistemas CDMA se refiere, exis-
te una herramienta llamada CDMA Reference Blockset que esta´ contenida en el entorno
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Simulink de Matlab, la cual permite visualizar el proceso ocurrido en los canales Reverse
y Forward Traffic.
Se obtienen datos de salida del bloque de Simulink a partir de la aplicacio´n de una cadena
de bits de entrada, estos datos son comparados con los generados mediante un programa de
prueba en Matlab que realiza el procesamiento de acuerdo al esta´ndar IS-95. En el anexo
A se presenta el co´digo que permite confirmar la validez de los datos entregados por el
CDMA Reference Blockset, respecto el esta´ndar.
4.2. Creacio´n de las entidades VHDL
Se crean las entidades VHDL mediante el algoritmo de mapeo presentado en la seccio´n
anterior y se configuran segu´n sea el caso, aprovechando las ventajas de reconfigurabili-
dad que brinda el modelo propuesto. Para esto se desarrolla un programa en Matlab que
recibe la matriz de configuracio´n del sistema de acuerdo a los lineamientos descritos en la
metodologı´a de disen˜o y entrega un co´digo fuente VHDL validado.
4.3. Creacio´n de archivos gra´ficos de simulacio´n
Las aplicaciones de simulacio´n utilizan archivos de texto para almacenar la informacio´n
que corresponde a las sen˜ales que se presentan en el sistema. Generalmente a cada entrada
se asigna una funcio´n digital que contiene flancos de subida y/o bajada en tiempos deter-
minados. Para la simulacio´n de sistemas VHDL se maneja un tipo de archivo con extensio´n
.vec que presenta un formato como el que aparece en la gra´fica 4.2.
Por ejemplo, el anexo B muestra el co´digo fuente del programa que toma los datos de
entrada del Codificador Convolucional y los formatea para ser utilizados en la simulacio´n
VHDL, convirtie´ndose en el puente que conecta los dos entornos.
Aparecen datos como el tiempo de inicio, tiempo final, duracio´n de cada intervalo y los
patrones de cambio de cada una de las sen˜ales de entrada. Todos estos tiempos se manejan
por defecto en ns pero pueden ser modificados. En cuanto a los datos de entrada se pueden
manejar dos formatos:
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Figura 4.2: Formato del archivo tipo vector
Absoluto, en el que se deben especificar los tiempos de cambio y el valor de las
entradas.
Relativo, en el que se establece un intervalo de tiempo fijo al cabo del cual se toma
en nuevo bit, contenido en una lista. Debido a las caracterı´sticas de los datos de
validacio´n obtenidos se opta por utilizar este formato.
Luego de tener el archivo texto, el programa lo convierte en un archivo gra´fico con exten-
sio´n .scf como el que aparece en la figura 4.3. A este se le deben agregar las salidas que se
quieren visualizar y luego se realiza la simulacio´n y la comprobacio´n.
Como parte del me´todo de validacio´n se hace uso de los datos de salida del correspon-
diente bloque Simulink toma´ndolos como una entrada adicional del sistema que permite
la verificacio´n visual directa de los resultados. La u´ltima sen˜al de entrada de la figura 4.3
corresponde a la salida de un bloque FEC.
En la figura 4.4 se describe el procedimiento propuesto para la validacio´n de los bloques
disen˜ados en VHDL.
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Figura 4.3: Sen˜ales de entrada del sistema
Figura 4.4: Proceso de validacio´n
Capı´tulo 5
Casos de estudio
5.1. Disen˜o y validacio´n del Codificador Convolucional
Se describe el proceso de validacio´n del bloque Forward Error Correction (FEC) para una
velocidad Full Data Rate. Este bloque funcional se encarga de generar un proceso de correc-
cio´n de errores hacia adelante usando una codificacio´n con tasa 1
3
que genera informacio´n
implicita redundante.
5.1.1. Configuracio´n del FEC
Se presenta un Registro de Corrimiento del longitud K = 9 y tres sumadores tipo XOR
(figura 5.1). Los lazos de realimentacio´n que se pueden configurar con el vector G0 =
[000000000] y tres salidas (Y1(t), Y2(t)yY3(t)) producto de una combinacio´n de las dife-
rentes posiciones del registro de corrimiento y configurables segu´n las siguientes presenta-
ciones del vector de configuracio´n Oj
O1 = G1 = [101101111]
O2 = G2 = [110110011]
O3 = G3 = [111001001]
El flujo de datos de salida esta´ conformado por conjuntos de tres bits que corresponden a
la codificacio´n de cada bit de entrada.
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Figura 5.1: Codificador Convolucional para el canal Reverse: r=1/3, K=9
5.1.2. Validacio´n
Se utilizo´ un tiempo de simulacio´n de 20ms, tiempo en el que se transmite una trama. En
el caso del bloque IS-95A Rev Ch Convolutional Encoder, este recibe un arreglo de datos
binarios por parte del bloque IS-95A Rev Ch CRC Generator con una longitud de 288 bits,
de los cuales el bloque FEC toma los 192 primeros que corresponden a la trama de 20 ms,
y los transforma en 576 a trave´s de un proceso de codificacio´n convolucional con relacio´n
1
3
.
Tanto el bloque IS-95A Rev Ch CRC Generator como el bloque IS-95A Rev Ch Convolu-
tional Encoder esta´n conectados al Command Window de Matlab a trave´s de dos bloques
To Workspace llamados crct y fec, respectivamente (ver figura 5.2).
Generacio´n del archivo ∗.vec
Se desarrollo´ un programa en Matlab llamado fec96vec.m el cual toma el arreglo crct y lo
transforma segu´n el formato utilizado por los archivos tipo vector deMax+Plus II, asignado
un tiempo de inicio y un tiempo de finalizacio´n de la simulacio´n y asignando los puertos
de entrada y los intervalos en que se transmiten los datos.
En este caso el puerto ma´s significativo es el datain que recibe los 192 datos procedentes
del bloque CRC. En el anexo B se muestra el programa de generacio´n del archivo llamado
fec96.vec.
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Figura 5.2: Bloques To Workspace utilizados
Luego de correr el programa fec96vec.m se obtiene el archivo de texto que aparece en
el anexo C, el cual contiene la informacio´n necesaria para que la aplicacio´n gra´fica de
simulacio´n de MaxPlus II pueda obtener los datos de entrada.
Figura 5.3: Resultados de la simulacio´n del bloque FEC
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Data Rate (Vel) Factor de Repeticio´n Velocidad de Salida
Full (28.8 Kbps) 1 28.8 Kbps
Half (14.4 Kbps) 2 28.8 Kbps
Quarter (7.2 Kbps) 3 28.8 Kbps
One Eighth (3.6 Kbps) 4 28.8 Kbps
Tabla 5.1: Factores de repeticio´n
5.2. Disen˜o y validacio´n del Repetidor
Para llevar las diferentes velocidades de entrada a un valor esta´ndar, el bloque Symbol
Repeater genera una repeticio´n de cada uno de los bits provenientes del FQI Encoder (CRC
Generator) de acuerdo a la tabla 5.1.
La figura 5.4 presenta un esquema generalizado del bloque repetidor, el cual, en cualquier
caso solo debe contener un Registro unitario a partir del cual se generan las n salidas co-
rrespondientes al factor n de repeticio´n.
Figura 5.4: Representacio´n del Symbol Repeater mediante Registros de corrimiento
5.2.1. Configuracio´n del Symbol Repeater
El registro de corrimiento sera´ de longitud K = 2 sin realimentacio´n con F = [00]. Apli-
cando al caso Half Data Rate que duplica los bits de entrada, se tendra´ un sistema con dos
salidas configuradas por los vectores
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O1 = G1 = [01]
O2 = G2 = [01]
5.2.2. Validacio´n
Luego de simular el repetidor para una velocidad Half Data Rate se obtienen los resul-
tados de la figura 5.5, en la cual se aprecia una entrada llamada datarep que contiene la
informacio´n resultante en la simulacio´n en Simulink. Esta informacio´n fue adicionada a los
datos que se aplican a los puertos de entrada en el archivo .vec con el fin de permitir una
inspeccio´n visual de la validez de las simulaciones. Las sen˜ales de entrada y salida son
pra´cticamente las mismas, la diferencia ba´sica se marca por los relojes de entrada y salida
que tienen una relacio´n de velocidad 1/n, en este caso 1/2.
Figura 5.5: Resultados de la simulacio´n del bloque Repeater
5.3. Disen˜o y validacio´n del generador CRC
El CRC utiliza Registros de Corrimiento Realimentados Linealmente (LFSR) configurados
de acuerdo a un Polinomio Generador. Dependiendo de la velocidad del canal se utiliza una
funcio´n generadora representada por un polinomio de grado n.
La funcio´n de salida se genera por la suma XOR entre el dato de entrada y la u´ltima posicio´n
(Xk−1(t)) del registro de corrimiento.
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Para la validacio´n del CRC de utilizaron dos ejemplos presentados en el capı´tulo 5 de la
referencia [20] con polinomios de orden 3 y 8.
5.3.1. Configuracio´n Generador CRC-3
Se valido´ el bloque haciendo uso del generador CRC-3 de la figura 5.6 que utiliza un
registro de corrimiento de longitud K = 3 con lazos de realimentacio´n dados por F =
[1100] y una salida que se configura a partir del vector
O1 = [1000]
para i < 4, y
O1 = [0001]
para 4 ≤ i < (4 + 3).
Figura 5.6: Codificador CRC de orden 3
5.3.2. Validacio´n
El codificador recibe la cadena de datos de entrada I = [1110] y adiciona en la salida un
vector crc = [100] que corresponde a un procesamiento a partir de la ecuacio´n x3 + x+ 1.
Los resultados de la simulacio´n aparecen en la figura 5.7.
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Figura 5.7: Simulacio´n para el codificador CRC-3
Capı´tulo 6
Conclusiones
Mediante la aplicacio´n de la metodologı´a propuesta se puede realizar una validacio´n de
los bloques funcionales, tal como se presento´ en los casos de estudio del capı´tulo 5. Es-
ta metodologı´a puede ser aplicada a otro tipo de sistemas de comunicacio´n que puedan ser
simulados para obtener datos orientados a la validacio´n de su modelo VHDL. Esto se logra,
de forma particular, generando una interfaz entre el CDMA Reference Blockset de Simulink
y la aplicacio´n Simulator del entorno de desarrolloMax+Plus II, donde se pueden comparar
datos por medio de un archivo tipo vector (*.vec), el cual se utiliza para generar la descrip-
cio´n gra´fica del comportamiento de los diferentes puertos de una entidad VHDL. Los datos
utilizados para la generacio´n del archivo .vec son extraı´dos de Simulink y procesados en
consola por medio de un programa de Matlab.
Disen˜ando clases como Funct Block se pueden integrar las caracterı´sticas funcionales
generales basadas en la aplicacio´n de registros de corrimiento con propiedades de reali-
mentacio´n y generacio´n de funciones de salida. Esta clase se asocia a varias clases y ob-
jetos relacionados con los bloques funcionales de CDMA Reverse Traffic Channel y puede
ser extendida a otro tipo de bloques con funcionalidades diferentes.
Al generar especificaciones para la estructuracio´n de una matriz de configuracio´n (similar
funcionalmente a la que se propone en [27]) se pueden definir caracterı´sticas operacionales
relacionadas con las funciones de salida y los procesos de realimentacio´n de los registros
de corrimiento.
La herramienta de traduccio´n automa´tica, similar a la que se propone en [34], permite ma-
pear las definiciones de clases correspondientes a los bloques funcionales como parejas
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entidad-arquitectura en un co´digo VHDL, ofreciendo la posibilidad de utilizar para´metros
configurables, lo cual permite adicionalmente evaluar bloques funcionales con especifica-
ciones diferentes a las del esta´ndar IS-95.
Como trabajo posterior se propone la utilizacio´n de los archivos de texto *.tbl que pueden
ser obtenidos luego de la simulacio´n en Max+Plus II. Estos archivos presentan el compor-
tamiento de los puertos de entrada y salida durante el tiempo de simulacio´n (una muestra
de este archivo se presenta en la figura 6.1) y podrı´an ser utilizados para generar un proce-
so que permita comparar de forma automa´tica los resultados del Max+Plus II con los de
Matlab, lo cual se constituye como el proceso inverso al que se presenta en este documento.
Figura 6.1: Archivo .tbl con los resutados de la simulacio´n del FEC.
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Ape´ndice A
Generacio´n de datos de verificacio´n
A continuacio´n se presenta el programa desarrollado en Matlab para determinar la corre-
spondencia de los datos del bloque IS-95A Rev Ch Convolutional Encoder con los lin-
eamientos dados por el estandar. Dentro del programa se utiliza una matriz de nombre
GFx que permite al usuario ingresar los datos de configuracio´n de realimentacio´n y salida,
ademas de determinar el orden del registro de corrimiento a utilizar.
A–1
Ape´ndice B
Generacio´n del archivo *.vec
El siguiente co´digo corresponde al procedimiento para la generacio´n de los archivos gra´fi-
cos tipo vector (*.vec) que son utilizados en Max-PlusII para realizar la simulacio´n y vali-
dacio´n de las estructuras en VHDL.
A–1
Ape´ndice C
Formato del archivo *.vec
El siguiente es el formato de los archivos tipo vector, que el Max-Plus II utiliza para crear
los archivos gra´ficos de simulacio´n tipo *.scf.
A–1
