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a b s t r a c t
We address some generalizations of the maximum principle for weak solutions of quasi-
linear equations of the type
−∆pu+ b|u|p−2u = f (·, u)
in an open setΩ ⊂ RN . The novelty of our work concerns more general assumptions both
on the right-hand side f and the setΩ .
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1. Introduction
The aim of this work is to formulate new maximum principle for weak solutions of problems of the type{−∆pu+ b|u|p−2u = f inΩ,
u = 0 on ∂Ω, (1.1)
whereΩ ⊂ RN is an open set,∆pu := div(|∇u|p−2∇u), p ∈ (1,∞), is the p-Laplacian, b ∈ L∞(Ω) and either f = f (x) is a
suitable measurable function onΩ , or, more generally, f = f (x, s) is a Carathéodory function onΩ × R (that is, the right-
hand side of (1.1) depends on the solution) satisfying certain growth restrictions. The firstmain contribution in this direction
is due to Vázquez [1]. He not only considered the usual Laplace operator but also obtained important contributions in the
quasi-linear case corresponding to the p-Laplace operator. During the last two decades his results have been extended in
various directions; see, e.g., Ghergu and Radulescu [2], Fleckinger, Hernández and de Thélin [3], Poliakovsky and Shafrir [4],
Pucci and Serrin [5], etc. In this work we relax the hypotheses on f and Ω and get a more general form of the maximum
principle for weak solutions.
Our results rely on recent a priori estimates for weak solutions obtained in Daners and Drábek [6] and the Harnack in-
equality forweak supersolutions fromTrudinger [4], Thm. 1.2.We do not formulate our result in its full generality, intention-
ally.Wewant to keep the basic ideas of our proofs as clear as possible and discuss possible generalizations in the last section.
The work is organized as follows. In Section 2, we formulate and prove our main results. In Section 3, we present some
applications of these results and illustrate that our method yields more general results than are available in the literature.
Finally, in Section 4, we discuss possible generalizations.
2. Main results
A function u ∈ W 1,p0 (Ω) is called a weak solution of (1.1) if the integral identity∫
Ω
|∇u|p−2∇u · ∇ϕ dx+
∫
Ω
b|u|p−2uϕ dx =
∫
Ω
f ϕ dx (2.1)
holds for any test function ϕ ∈ W 1,p0 (Ω).
E-mail address: pdrabek@kma.zcu.cz.
0893-9659/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2009.04.005
1568 P. Drábek / Applied Mathematics Letters 22 (2009) 1567–1570
We say that a function h is non-negative inΩ if h(x) ≥ 0 holds for a.e. x ∈ Ω , positive inΩ if h(x) > 0 holds for all x ∈ Ω
and non-trivial inΩ if h(x) 6= 0 for all x ∈ A ⊂ Ω , whereA is a set of positive Lebesgue measure: |A| > 0. We denote by
p′ := pp−1 the exponent conjugate to p > 1.
Theorem 2.1. Let f ∈ Lr(Ω) be non-negative in Ω . Moreover, we assume(i)r > Np and r ≥ p′ if 1 < p < N;(ii)r ≥ p′ if
p = N;(iii)r ≥ 1 if p > N. Then any non-negative and non-trivial weak solution u ∈ W 1,p0 (Ω) of (1.1) is positive in Ω and
u ∈ L∞(Ω) ∩ C1,α(Ω) with some α ∈ (0, 1).
Remark 2.1. If |Ω| <∞ or b ≥ 0 a.e. inΩ , we can drop the assumption r ≥ p′ in (i) and take arbitrary r > 1 in (ii).
In the case when the right-hand side of (1.1) depends on the solution, that is, (1.1) reads as{−∆pu+ b|u|p−2u = f (·, u) inΩ,
u = 0 on ∂Ω, (2.2)
we assume that f = f (x, s) is a Carathéodory function. In some cases we also assume that there exist a measurable function
g:Ω → [0,∞) and constants 1 ≤ β <∞, c ≥ 0 such that
|f (x, s)| ≤ g(x)+ c|s|β (2.3)
holds for a.e. x ∈ Ω and for all s ∈ R.
As usual, for 1 < p < N , we denote by p∗ := NpN−p the critical Sobolev exponent.
Theorem 2.2. Let b be non-negative in Ω . Moreover, we assume that for 1 < p ≤ N the function f satisfies (2.3) with
either(i)p − 1 ≤ β < p∗ − 1, g ∈ Lr(Ω) ∩ L p
∗
β (Ω), r > Np if 1 < p < N or(ii)p − 1 ≤ β < ∞, g ∈ Lr(Ω), r > 1
if p = N. Let u ∈ W 1,p0 (Ω) be a non-negative and non-trivial weak solution of (2.2) such that f (·, u) is non-negative inΩ . Then
u is positive inΩ and u ∈ L∞(Ω) ∩ C1,α(Ω) for some α ∈ (0, 1).
Remark 2.2. We do not require any growth restriction (2.3) if p > N . We also note that if |Ω| < ∞ we can drop the
assumption g ∈ L p
∗
β (Ω) and b can change sign inΩ , as well (cf. [6],Section 6).
Proofs of Theorems 2.1 and 2.2. The proofs of the two theorems follow the same scheme: in the first stepwe show that any
weak solution u ∈ W 1,p0 (Ω) of problems (1.1) and (2.2), satisfies u ∈ L∞(Ω). Using the regularity result of DiBenedetto [7]
and/or Tolksdorf [8], this fact then implies that u ∈ C1,α(Ω) for some α ∈ (0, 1); in the second step we apply the Harnack
inequality [9], Thm. 1.2, to show that u(x) 6= 0, x ∈ Ω , for any non-negative and non-trivial weak solution u of (1.1) and
(2.2), respectively. To be more specific, let us consider the situation from Theorem 2.1, and let us assume:
(i) 1 < p < N, r > Np and r ≥ p′. According to [6], Thm. 2.8, where we put d = N , any weak solution u ∈ W 1,p0 (Ω) of
(1.1) satisfies u ∈ L∞(Ω). If |Ω| < ∞ or b ≥ 0 a.e. in Ω , the same conclusion holds without the extra assumption r ≥ p′
according to [6], Thm. 2.7, or [6], Thm. 2.5, where we put again d = N . Let us consider the situation from Theorem 2.1 and
assume:
(ii) p = N, r ≥ p′. The Sobolev embedding theorem (see e.g. Adams [10]) yields that any weak solution u ∈ W 1,p0 (Ω)
satisfies u ∈ Lq(Ω) for any q ∈ [p,∞). Hence, we can choose d > p such that dp < p′ ≤ r and apply [6], Thm. 2.8, to
conclude that u ∈ L∞(Ω). If |Ω| <∞ or b ≥ 0 a.e. inΩ , we can assume just r > 1. Indeed, by the same argument as above,
u ∈ Lq(Ω) for any q ∈ [p,∞). Hence, we can choose d > p such that dp < r and apply [6], Thm. 2.7, or [6], Thm. 2.5, to
conclude u ∈ L∞(Ω). Finally, let us consider the situation from Theorem 2.1 and assume:
(iii) p > N, r ≥ 1. The Sobolev embedding theorem implies that any weak solution u ∈ W 1,p0 (Ω) satisfies u ∈ L∞(Ω).
As already mentioned above, in all cases we have u ∈ C1,α(Ω)with some α ∈ (0, 1).
Assume now that u is non-negative and non-trivial, but not positive inΩ . Then there exists x0 ∈ Ω such that u(x0) = 0
and a cube K := K(3ρ) ⊂ Ω of side 3ρ and center x0 whose sides are parallel to the coordinate axes with the following
properties:
(a) u 6≡ 0 in K(2ρ);
(b) there existsM > 0 such that 0 ≤ u < M in K (see (i)–(iii) above);
(c) u is a weak supersolution of
−∆pu+ b|u|p−2u = 0 in K (2.4)
(this is due to the fact that f is non-negative inΩ);
(d) minx∈K(ρ) u(x) = 0.
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(Notice that K(ρ) and K(2ρ) are cubes of center x0 and side ρ and 2ρ, respectively.) Now, (a)–(d) contradict [9], Thm.
1.2. Hence u is positive inΩ .
In the case of Theorem 2.2we proceed in a similar way. The key point is again to get an L∞-estimate for theweak solution
u ∈ W 1,p0 (Ω) of problem (2.2). In case (i), we apply [6], Cor. 6.5, with d = N . In case (ii) we choose d > p so that r > dp . The
Sobolev embedding theorem together with (2.3) implies that given a weak solution u ∈ W 1,20 (Ω), we have f (·, u) ∈ Lr(Ω).
The fact u ∈ L∞(Ω) then follows again from [6], Cor. 6.5. Note that for p > N we have u ∈ L∞(Ω) just by the Sobolev
embedding theorem. The rest of the proof is similar to that of Theorem 2.1 since the fact that f (·, u(·)) is non-negative inΩ
guarantees that a weak solution of (2.2) is a weak supersolution of (2.4). 
3. Applications
The first assertion is an application of our Theorem 2.1 and refines e.g. Takáč [11], Lemma 2.5.
Theorem 3.1. LetΩ be a bounded domain, f ∈ Lr(Ω) be non-negative and non-trivial inΩ , b be non-negative inΩ . Let(i)r > Np
for 1 < p < N;(ii)r > 1 for p = N;(iii)r ≥ 1 for p > N. Then problem (1.1) has a unique positive weak solution
u ∈ W 1,p0 (Ω)∩L∞(Ω)∩C1,α(Ω)with someα ∈ (0, 1). If, in addition,Ω satisfies an interior sphere condition at a point x0 ∈ ∂Ω
and, for some ε > 0, ∂Ω ∩ Bε(x0) (the ball centered at x0 with radius ε) is a manifold of class C1 and u ∈ C1(Ω ∩ Bε(x0)), then
the outer normal derivative on ∂Ω of u at x0 verifies the Hopf maximum principle: ∂u∂ν (x0) < 0.
Proof. In all cases we have f ∈ (W 1,p0 (Ω))∗. Since b is non-negative inΩ , the theory of monotone operators (see e.g. Drábek
and Milota [12], Thm. 5.3.4) implies that (1.1) has a unique weak solution u ∈ W 1,p0 (Ω). According to Ziemer [13], Cor. 2.1.8
and Thm. 2.1.11, we have u− = max{−u, 0} ∈ W 1,p0 (Ω). If we choose ϕ = u− as a test function in (2.1), we arrive at
−
∫
Ω
|∇u−|pdx−
∫
Ω
b|u−|pdx =
∫
Ω
fu−dx ≥ 0.
Hence u− = 0 a.e. in Ω , that is, u is non-negative in Ω . Since f is non-trivial in Ω , so is u. Applying Theorem 2.1 and Re-
mark 2.1,we get the first part of the conclusion. The secondpart of Theorem3.1 can be proved as in Tolksdorf [14], p. 802. 
Let us consider the problem{
∆pu+ |u|q−2u = 0 inΩ,
u = 0 on ∂Ω, (3.1)
on a bounded domain Ω ⊂ RN where 1 < p, q < ∞, p 6= q. The following theorem is an application of our Theorem 2.2
and refines Ôtani [15], Thms. I and II.
Theorem 3.2. Let us assume that 1 < p, q <∞, p 6= q, 1 < q < p∗ if 1 < p < N and q > 1 if p ≥ N. Then (3.1) has at least
one weak solution u ∈ W 1,p0 (Ω) ∩ L∞(Ω) which is positive inΩ and u ∈ C1,α(Ω) with some α ∈ (0, 1).
Proof. The existence of a non-negative and non-trivial weak solution u ∈ W 1,p0 (Ω) of (3.1) was proved in [15], Thm. I.
Notice that the assumptions of Theorem 2.2 (with suitably chosen g, c and β) are satisfied, which in turn yields u ∈ L∞(Ω),
u positive inΩ and u ∈ C1,α(Ω)with some α ∈ (0, 1). 
4. Generalizations
Let a be a vector function, a = (a1, . . . , aN), such that functions ai, i = 1, . . . ,N , belong to C0(Ω × R× RN) ∩ C1(Ω ×
R× (RN \ {0})).Moreover, assume that the ai satisfy the ellipticity and growth conditions (cf. [8]):
aj(x, µ, 0) = 0, (4.1)
N∑
i,j=1
∂aj
∂ηi
(x, µ, η) · ξiξj ≥ γ · (κ + |η|)p−2 · |ξ |2, (4.2)
N∑
i,j=1
∣∣∣∣ ∂aj∂ηi (x, µ, η)
∣∣∣∣ ≤ Γ · (κ + |η|)p−2, (4.3)
N∑
i,j=1
∣∣∣∣∂aj∂xi (x, µ, η)
∣∣∣∣+ ∣∣∣∣∂aj∂µ(x, µ, η)
∣∣∣∣ ≤ Γ · (κ + |η|)p−2 · |η|, (4.4)
for some κ ∈ [0, 1], some positive constants γ and Γ , all x ∈ Ω , all µ ∈ R, all η ∈ RN \ {0} and all ξ ∈ RN .
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Consider the problem{−div(a(·, u,∇u))+ b(·)|u|p−2u = f (·, u) inΩ,
u = 0 on ∂Ω. (4.5)
The assumptions mentioned above guarantee that the derivatives of any weak solution u ∈ W 1,p0 (Ω) ∩ L∞(Ω) of (4.5) are
Hölder continuous in the interior ofΩ (see [8]).
Let us assume that there are constants ci, i = 1, 2, 0 < c1 < c2, such that
c1|η|p ≤
N∑
i=1
ai(x, µ, η)ηi ≤ c2|η|p (4.6)
holds for all x ∈ Ω , all µ ∈ R and all η ∈ RN . Then a priori estimates from [6] hold true when ∆pu is replaced by a more
general quasi-linear differential operator of the second order:
u 7→ div(a(·, u,∇u)).
Hence we have the following more general version of Theorems 2.1 and 2.2.
Theorem 4.1. Let us assume (4.1)–(4.4), (4.6). Then the statements of Theorems 2.1 and 2.2 remain true if ∆pu is replaced by
div(a(·, u,∇u)).
Remark 4.1. (i) In particular, Theorem 4.1 applied to (4.5) with f ∈ Lr(Ω), r ∈ (Np ,∞] generalizes the assertion of [11],
Lemma 2.5.
(ii) If ∂Ω is a compact manifold of class C1,µ for some µ ∈ (0, 1), then α ∈ (0, µ) can be chosen such that the weak
solutions of (4.5) satisfy u ∈ C1,α(Ω) (see Liebermann [16], Thm. 1).
Remark 4.2. In view of the results obtained in [6] together with the regularity result [8] and Harnack inequality [9], one can
formulate themaximum principle for equations with boundary conditionsmore general than the Dirichlet ones. Indeed, the
Dirichlet boundary conditions in (4.5) can be replaced by
u = 0 on Γ1, |∇u|p−2 ∂u
∂ν
= 0 on Γ2, |∇u|p−2 ∂u
∂ν
+ b0|u|p−2u = 0 on Γ3,
with b0 ∈ L∞(Γ3), b0 ≥ 0, ∂Ω = Γ1 ∪ Γ2 ∪ Γ3. Of course, the ‘‘regularity’’ of the boundary enters the game in the case of
Neumann (Γ2 6= ∅) and for Robin (Γ3 6= ∅) boundary conditions and so the formulation of the corresponding assertion is
more technically involved (cf. [6]).
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