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Abstract
In this paper, a family of arbitrarily high-order structure-preserving exponential Runge-Kutta meth-
ods is developed for the nonlinear Schro¨dinger equation by combing the scalar auxiliary variable approach
and the exponential Runge-Kutta method. By introducing an auxiliary variable, we first transform the
original model into an equivalent system which admits both mass and modified energy. Then apply-
ing the Lawson method and the symplectic Runge-Kutta method in time, we derive a class of mass-
and energy-conserving time-discrete schemes. Numerical experiments are addressed to demonstrate the
accuracy and effectiveness of the newly proposed schemes.
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Key words: Nonlinear Schro¨dinger equation, scalar auxiliary variable, high-order, conservative scheme.
1 Introduction
The nonlinear Schro¨dinger (NLS) equation is well-known in many fields of physics [15, 32], such as
quantum physics, plasma physics and nonlinear optics. In this paper, we consider the following cubic
NLS equation
i∂tψ = −1
2
∆ψ + βψ|ψ|2, (x, y) ∈ R2, 0 < t ≤ T, (1.1)
subject to the (l1, l2)-periodic boundary condition
ψ(x, y, t) = ψ(x+ l1, y, t), ψ(x, y, t) = ψ(x, y + l2, t), (x, y) ∈ R2, 0 < t ≤ T, (1.2)
and the initial conditon
ψ(x, y, 0) = ψ0(x, y), (x, y) ∈ R2, (1.3)
where i =
√−1,∆ = ∂xx+∂yy is the Laplacian operator, β 6= 0 is a given real constant, and ψ(x, y)
is a given (l1, l2)-periodic complex-valued function. In fact, it’s easy to verify that the solution of the
initial-periodic boundary value problem (1.1)-(1.3) preserves the following mass and energy conservation
laws, respectively,
M(t) :=
∫
Ω
|u(x, y, t)|2dxdy ≡M(0), (1.4)
and
E(t) :=
∫
Ω
[
1
2
|∇u(x, y, t)|2 + β
2
|ψ|4
]
dxdy ≡ E(0), (1.5)
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where Ω = [0, l1]×[0, l2] and |∇u|2 = |ux|2 + |uy|2.
It is well-known that mass and energy conservation laws are fundamental in the development of
numerical schemes, and play a crucial role in the numerical analyses of the NLS equation. Thus, during
the past decade, various conservative numerical methods which can preserve mass or energy are proposed
for numerically solving the NLS equation, such as the Crank-Nicolson method [1, 3, 13, 33], Hamiltonian
boundary value method [4], averaged vector field method [7, 20], energy-preserving collocation method
[22], discrete variational derivative method [24], prediction-correction method [21] and so on. In recent
years, there has been an increasing interest in structure-preserving exponential integrators for conserva-
tive or dissipative systems, because of their good stability, high accuracy and high efficiency. In Ref. [8],
Celledoni et al. proposed a symmetric energy-preserving exponential integrators for the cubic Schro¨dinger
equation by adopting the symmetric projection strategy. In Ref. [23], motivated by the ideas of exponen-
tial integrators and discrete gradients, Li and Wu constructed a structure-preserving exponential scheme
for general conservative or dissipative systems, which was thereafter revisited and generalized by Shen
et al [31]. In Refs. [9, 10, 12, 17], authors developed different energy-stable exponential integrators for
gradient flows. More recently, Jiang et al. [16] designed a linearly implicit energy-preserving exponential
integrator for the nonlinear Klein-Gordon equation by combining the scalar auxiliary variable (SAV)
approach [29, 30] and exponential integrators. For other structure-preserving exponential integrators,
readers are referred to Refs. [6, 25, 26, 34]. However, to our best knowledge, there has been no refer-
ence considering structure-preserving exponential schemes for the NLS eqaution, which can inherit the
properties of both mass and energy.
The goal of this paper is to develop arbitrary high-order structure-preserving methods for the NLS
eqaution, which can preserve the discrete mass and energy, simultaneously. By introducing an auxiliary
variable, we first recast the original model into an equivalent system with the mass and modified energy
conserved. Then a class of high-order semi-discrete exponential Runge-Kutta methods methods are
obtained by using the Lawson method [19] and symplectic Runge-Kutta (RK) method in time. We
show that the resulting system can rigorously preserve the semi-discrete mass and modified energy,
simultaneously. Numerical tests are presented to verify the theoretical analysis.
2 Model reformulation
For simplicity of notations, we define the L2 inner product and its norm as (f, g) =
∫
D fg¯dx and
‖f‖ = √(f, f), ∀f, g ∈ L2(D), respectively, and denote the linear part of (1.1) as Lψ = − 12∆ψ for
simplicity. Subsequently, we first utilize the SAV idea to derive a SAV reformulation, by introducing an
auxiliary variable
q(t) =
√
(ψ2, ψ2) + C0,
where C0 is a constant large enough to make q well-defined for all ψ. The energy functional can be
rewritten as the following quadratic form
E(ψ) = (Lψ,ψ) + β
2
q2 − β
2
C0.
Then, according to the energy variational principle, the original system (1.1) is equivalent to the following
SAV reformulated system
∂tψ = −i
(
Lψ + β|ψ|
2ψq√
(ψ2, ψ2) + C0
)
,
d
dt
q = 2Re
(
∂tψ,
|ψ|2ψ√
(ψ2, ψ2) + C0
)
,
(2.1)
with the consistent initial conditions
ψ(x, y, 0) = ψ0(x, y), q(0) =
√(
ψ20(x, y), ψ
2
0(x, y)) + C0, (2.2)
and the periodic boundary condition (1.2).
In fact, it could be readily to show that the SAV reformulation (2.1) satisfies the following mass and
energy conservation laws, respectively,
d
dt
M =
d
dt
(ψ,ψ) = 2Re(∂tψ,ψ) = 2Im
(
Lψ + β|ψ|
2ψq√
(ψ2, ψ2) + C0
, ψ
)
= 0, (2.3)
2
and
dE
dt
= 2Re(∂tψ,Lψ) + βq d
dt
q = 2Re
(
∂tψ,Lψ + β|ψ|
2ψq√
(ψ2, ψ2) + C0
)
= 2Im
(
Lψ + β|ψ|
2ψq√
(ψ2, ψ2) + C0
,Lψ + β|ψ|
2ψq√
(ψ2, ψ2) + C0
)
= 0, (2.4)
where Re(f) and Im(f) represent the real and imaginary parts of f , respectively. Here, the fact (Lψ,ψ) ∈
R is used in above deduction.
By using the Lawson transformation [5], we multiply both sides of the first equation of (2.1) by the
operator exp(iLt), and then introduce u = exp(iLt)ψ to transform (2.1) into a new equivalent form
∂tu=−i exp(iLt) β| exp(−iLt)u|
2 exp(−iLt)uq√
((exp(−iLt)u)2, (exp(−iLt)u)2) + C0
,
d
dt
q=2Re
(
− i exp(−iLt)Lu, | exp(−iLt)u|
2 exp(−iLt)u√(
(exp(−iLt)u)2, (exp(−iLt)u)2)+ C0
)
,
(2.5)
where the fact 2Re
(
exp(−iLt)∂tu, | exp(−iLt)u|
2 exp(−iLt)u√(
(exp(−iLt)u)2,(exp(−iLt)u)2
)
+C0
)
=0 was used.
Remark 2.1. Since the system (2.5) is equivalent to the SAV reformulated system (2.1), it is natural
that the system (2.5) also satisfies the mass conservation law (2.3) and energy conservation law (2.4),
respectively.
3 Exponential SAV-RK method
In this section, we further apply the RK method for the reformulated system (2.5) in time. Let
ai,j , bi, (i, j = 1, · · · , s) be real numbers and ci =
∑s
j=1 aij , then we can derive the corresponding
scheme
ui = u
n + τ
s∑
j=1
aij k˜j , qi = q
n + τ
s∑
j=1
aij lj ,
k˜i = −i exp(iLti) β| exp(−iLti)ui|
2 exp(−iLti)uiqi√(
(exp(−iLti)ui)2, (exp(−iLti)ui)2
)
+ C0
,
li = 2Re
(
− i exp(−iLti)Lui, | exp(−iLti)ui|
2 exp(−iLti)ui√(
(exp(−iLti)ui)2, (exp(−iLti)ui)2
)
+ C0
)
,
un+1 = un + τ
s∑
i=1
bik˜i, q
n+1 = qn + τ
s∑
i=1
bili,
(3.1)
where aij and bi, i, j = 1, · · · , s are RK coefficients. Noticing the relations un = exp(iLtn)ψn, ui =
exp(iLti)ψi and k˜i = exp(iLti)ki, we further obtain the exponential SAV-RK scheme of the reformulated
system (2.1) as follows
Scheme 3.1. For given (ψn, qn), the intermediate variables are first calculated as follows
ψi = exp(−iLciτ)ψn + τ
s∑
j=1
aij exp(iL(cj − ci)τ)kj ,
qi = q
n + τ
s∑
j=1
aij lj ,
(3.2)
where ki=−i β|ψi|
2ψiqi√(
ψ2i ,ψ
2
i
)
+C0
, li= 2Re
(
− iLψi, |ψi|
2ψi√(
ψ2i ,ψ
2
i
)
+C0
)
, and the variables ψi, qi are numerical approx-
imations of ψ(x, y, tn+ciτ) and q(x, y, tn+ciτ), respectively.
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Then (ψn+1, qn+1) are updated by
ψn+1 = exp(−iLτ)ψn + τ
s∑
i=1
bi exp(−iL(1− ci)τ)ki,
qn+1 = qn + τ
s∑
i=1
bili.
(3.3)
Theorem 3.1. If the coefficients of an exponential SAV-RK method satisfy
biaij + bjaji = bibj , bi ≥ 0, ∀ i, j = 1, · · · , s,
the Scheme 3.1 can preserve the semi-discrete modified energy and mass, respectively, that is,
En = E0, Mn = M0, n = 1, · · · , N,
where
En = (Lψn, ψn) + β
2
(qn)2 − β
2
C0, M
n = (ψn, ψn). (3.4)
Proof. Here we first verify the validity of the relation En+1 = En. In fact, it can be seen that
En+1 − En = (Lψn+1, ψn+1)− (Lψn, ψn) + β
2
[
(qn+1)2 − (qn)2)]. (3.5)
On one hand, we obtain from the first equality of (3.3) that
(Lψn+1, ψn+1)− (Lψn, ψn)
=
(
exp(−iLτ)Lψn + τ
s∑
i=1
bi exp(−iL(1− ci)τ)Lki, exp(−iLτ)ψn + τ
s∑
i=1
bi exp(−iL(1− ci)τ)ki
)
− (Lψn, ψn)
= (Lψn, ψn) + τ
s∑
i=1
bi
(Lψn, exp(iLciτ)ki)+ τ s∑
i=1
bi
(
exp(iLciτ)ki,Lψn
)
+ τ2
s∑
i,j=1
bibj
(
exp(iLciτ)Lki, exp(iLcjτ)kj
)− (Lψn, ψn)
=2τRe
s∑
i=1
bi
(
exp(iLciτ)Lki, ψn
)
+ τ2
s∑
i,j=1
(biaij + bjaji)
(
exp(iLciτ)Lki, exp(iLcjτ)kj
)
=2τRe
s∑
i=1
bi
(
exp(iLciτ)Lki, exp(iLciτ)ψi − τ
s∑
j=1
aij exp(iLcjτ)kj
)
+ τ2
s∑
i,j=1
biaij
(
exp(iLciτ)Lki, exp(iLcjτ)kj
)
+ τ2
s∑
i,j=1
biaij
(
exp(iLcjτ)kj , exp(iLciτ)Lki
)
=2τRe
s∑
i=1
bi
(Lki, ψi), (3.6)
where the first equality of (3.2) was used. On the other hand, we derive from (3.3) that
β
2
[
(qn+1)2 − (qn)2] = β
2
[(
qn + τ
s∑
i=1
bili
)(
qn + τ
s∑
i=1
bili
)− (qn)2]
=βτ
s∑
i
biliq
n +
β
2
τ2
s∑
i,j=1
bibj lilj = βτ
s∑
i
bili
(
qi − τ
s∑
j
aij lj
)
+
β
2
τ2
s∑
i,j=1
(biaij + bjaji)lilj
=βτ
s∑
i
biliqi = 2τRe
s∑
i
biqi
(
− iLψi, β|ψi|
2ψi√
(ψ2i , ψ
2
i ) + C0
)
= 2τRe
s∑
i
bi
(− iLψi, iki)
=− 2τRe
s∑
i=1
bi
(Lψi, ki) = −2τRe s∑
i=1
bi
(
ψi,Lki
)
. (3.7)
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Substituting (3.6) and (3.7) into (3.5), we have En+1 =En. Analogously, we can obtain
Mn+1 −Mn = 2τ Im
s∑
i=1
bi
(
β|ψi|2ψiqi√
(ψ2i , ψ
2
i ) + C0
, ψi
)
= 0.
This completes the proof.
Remark 3.1. Since Gauss collocation methods of any order are symplectic (see Refs. [14, 27] and
references therein), they can preserve the semi-discrete mass and modified energy (see (3.4)). Moreover,
we choose the constant C0 = 0 in practical computations.
Remark 3.2. For the spatial discretization, we shall pay special attentions to the following three aspects:
• preserve the symmetric positive definite property of the Laplace operator L;
• preserve the discrete integration-by-parts formulae [11];
• possess high-order accuracy which is compatible with the time-discrete methods.
Based on these statements and the periodic boundary condition, the standard Fourier pseudo-spectral
method is chosen for spatial discretizations which is omitted here due to space limitation. Interested
readers are referred to Refs. [13, 28] for details.
Remark 3.3. It is noted that the original discrete Hamiltonian energy at time level tn is given by
Hn = (Lψn, ψn) + β
2
(
(ψn)2, (ψn)2
)
. (3.8)
However, we should note that the modified energy (3.4) is only equivalent to the Hamiltonian energy (3.8)
in the continuous sense, but not for the discrete sense. Thus, the proposed schemes cannot preserve the
discrete Hamiltonian energy (3.8) exactly.
4 Numerical examples
In this section, some numerical examples are presented briefly to demonstrate the accuracy, invariants-
preservation, as well as the practicability of the proposed schemes. For simplicity, in the rest of this paper,
we take for example the 4th- and 6th-order Gauss methods, denoted by ESAV-RK4 and ESAV-RK6,
respectively. The RK coefficients of the corresponding numerical methods can be found in Ref. [14].
Example 3.1 In this example, we mainly investigate the temporal accuracy and conservation laws
of the proposed methods, and consider the NLS equation with progressive plane wave solutions
ψ1(x, y, t) = exp(i(k1x+ k2y − w1t)), w1 = (k21 + k22)/2 + β, for d = 2,
ψ2(x, y, z, t) = exp(i(k1x+ k2y + k3z − w2t)), w2 = (k21 + k22 + k23)/2 + β, for d = 3,
where k1 = k2 = k3 = 1. Here we choose the spatial domains as D = [0, 2pi]d (d = 2, 3) with mesh size
h = 2pi/128. In addition, the convergence rate is obtained by the following formula
Rate = ln
(
error1/error2)/ln(δ1/δ2),
where δl, errorl (l = 1, 2) are step sizes and errors with step size δl, respectively. Moreover, the relative
errors of discrete mass, Hamiltonian energy and quadratic energy on time level tn will be calculated by
RMn := |(Mn −M0)/M0|, RHn := |(Hn −H0)/H0|, REn := |(En − E0)/E0|, n = 1, · · · , N,
respectively.
Numerical tests indicate that errors of the approximate solution in this example are sensitive to
the values of β, thus we choose different β to test the temporal accuracy in 2D/3D, and the numerical
results are presented in Table 1. As is shown that the ESAV-RK4 and ESAV-RK6 methods arrive at
fourth-order and sixth-order convergence rates in time, respectively. Furthermore, for a fixed time step
and mesh size, the numerical errors are observed to increase along with the growth of β. In this case,
the high-order accurate numerical algorithms are more preferable in practical computations to obtain a
given high accuracy, especially in long-time simulation.
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Table 1: Temporal errors of the numerical solutions with h = 2pi/128, T = 9.
2D case 3D case
τ=0.03 τ=0.02 τ=0.015 τ=0.01 τ=0.05 τ=0.04 τ=0.025 τ=0.0125
β=5 ‖e‖∞ 3.16e-05 6.25e-06 1.98e-06 3.91e-07 2.43e-04 9.98e-05 1.52e-05 9.53e-07
Rate * 4.00 4.00 4.00 * 3.99 4.00 4.00
ESAV-RK4 β=6 ‖e‖∞ 7.86e-05 1.55e-05 4.92e-06 9.72e-07 6.04e-04 2.48e–04 3.79e-05 2.37e-06
Rate * 4.00 4.00 4.00 * 3.99 4.00 4.00
β= 7 ‖e‖∞ 1.70e-04 3.36e-05 1.06e-05 2.10e-06 1.30e-03 5.35e-04 8.19e-05 5.13e-06
Rate * 4.00 4.00 4.00 * 3.98 3.99 4.00
β=5 ‖e‖∞ 5.08e-09 4.46e-10 7.95e-11 6.89e-12 1.09e-07 2.85e-08 1.70e-09 2.64e-11
Rate * 5.99 5.99 6.03 * 6.00 6.00 6.01
ESAV-RK6 β=6 ‖e‖∞ 1.82e-08 1.60e-09 2.85e-10 2.50e-11 3.89e-07 1.02e-07 6.10e-09 9.54e-11
Rate * 6.00 6.00 6.00 * 6.00 6.00 6.00
β=7 ‖e‖∞ 5.35e-08 4.70e-09 8.37e-10 7.35e-11 1.14e-06 3.00e-07 1.79e-08 2.82e-10
Rate * 6.00 6.00 6.00 * 6.00 6.00 6.00
Moreover, we research the long-time behavior of the proposed schemes at a large time period T = 20.
As is illustrated in Figure 1 (a)-(d) that the proposed schemes preserve the discrete mass and energy well,
while the ESAV-RK6 method performs more accurate than the 4th-order counterpart, which conforms
the preceding theoretical analysis.
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Figure 1: Relative errors of discrete mass and energy with τ = 0.01 and β = 5 computed by (a) ESAV-RK4 for 2D case;
(b) ESAV-RK6 for 2D case; (c) ESAV-RK4 for 3D case; (d) ESAV-RK6 for 3D case, respectively.
Example 3.2 In this example, we focus on the nonlinear dynamics of a 2D turbulent superfluid, and
compute the dynamics of the nonlinear Schro¨dinger equation with an initial datum corresponding to a
superfluid with a uniform condensate density and a phase which has a random spatial distribution [2, 18].
In the dynamics, we set β = 10, the time step τ = 0.0001, and computational domain D = [−10, 10]2 with
mesh size h = 20/256. Following a procedure similar to [18], the initial data ψ0 is chosen as ψ0(x, y) =
eiφ(x,y), where φ is a random gaussian field with a covariance function given by c(x, y) = e−(x
2+y2)/2.
In the dynamics, we solve the time-dependent problem with time step τ = 0.0001, and the contour
plots of the density function |ψ|2 for the dynamics at different times are presented in Figure 2. As is
shown that the ESAV methods can resolve the GP problem well, and the phenomenon of wavy tremble
occurs from the moment t = 0.3. In particular, we can observe the 2D turbulence phenomenon during
the subsequent evolution.
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Figure 2: Contour plots of the density function |ψ|2 computed by the ESAV-RK4 method for the dynamics of a turbulent
superfluid at different times t = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.7, 1.3, 2.7, 5 (in order from left to right and from top to bottom).
Meanwhile, the conservation laws computed by ESAV-RK4 during the evolution were also inspected
in Figure 3, and the counterpart of ESAV-RK6 is analogous. Again we find that the discrete mass and
energy are preserved well.
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Figure 3: Relative errors of discrete mass and energy computed by ESAV-RK4 method with τ = 0.0001, β = 10.
5 Conclusions
In this paper, we present a novel class of arbitrary high-order exponential Runge-Kutta methods
for solving the NLS equation by combing the SAV approach and the Lawson method. We show that the
proposed method can preserve both the mass and the modified energy. Numerical tests are indicated to
verify the accuracy and effectiveness of the proposed schemes. The numerical strategy adopted in this
paper can be generalized for general Hamiltonian partial differential systems to develop high-order energy-
preserving exponential Runge-Kutta methods. Here, we should note that, in general, the particularly
interesting types of ERK methods are integrating factor (IF) methods and exponential time differencing
(ETD) methods, respectively. The proposed method of this paper is actually assigned to the IF methods
and how to propose arbitrary high-order structure-preserving ETD methods for the conservative systems
will be further research topics.
Acknowledgments
Jin Cui’s work is supported by Natural Research Fund of Nanjing Vocational College of Information
Technology (Grant No. YK20200901). Chaolong Jiang’s work is partially supported by the National
Natural Science Foundation of China (Grant No. 11901513), the Yunnan Provincial Department of
Education Science Research Fund Project (Grant No. 2019J0956) and the Science and Technology
Innovation Team on Applied Mathematics in Universities of Yunnan. Yushun Wang’s work is partially
supported by the National Natural Science Foundation of China (Grant No. 11771213).
References
[1] X. Antoine, W. Bao, and C. Besse. Computational methods for the dynamics of the nonlinear
Schro¨dinger/Gross-Pitaevskii equations. Comput. Phys. Commun., 184:2621–2633, 2013.
[2] X. Antoine and R. Duboscq. Gpelab, a matlab toolbox to solve Gross-Pitaevskii equations II:
Dynamics of stochastic simulations. Comput. Phys. Commun., 193:95–117, 2015.
7
[3] W. Bao and Y. Cai. Optimal error estimates of finite difference methods for the Gross-Pitaevskii
equation with angular momentum rotation. Math. Comp., 82:99–128, 2013.
[4] L. Barletti, L. Brugnano, G. F. Caccia, and F. Iavernaro. Energy-conserving methods for the
nonlinear Schro¨dinger equation. Appl. Math. Comput., 318:3–18, 2018.
[5] C. Besse, G. Dujardin, and I. Lacroix-Violet. High order exponential integrators for nonlinear
Schro¨dinger equations with application to rotating Bose-Einstein condensates. SIAM J. Numer.
Anal., 55:1387–1411, 2015.
[6] A. Bhatt and B. E. Moore. Structure-preserving exponential Runge-Kutta methods. SIAM J. Sci.
Comput., 39:A593–A612, 2017.
[7] W. Cai, H. Li, and Y. Wang. Partitioned averaged vector field methods. J. Comput. Phys., 370:25–
42, 2018.
[8] E. Celledoni, D. Cohen, and B. Owren. Symmetric exponential integrators with an application to
the cubic Schro¨dinger equation. Found. Comput. Math., 8:303–317, 2008.
[9] W. Chen, W. Li, Z. Luo, C. Wang, and X. Wang. A stabilized second order exponential time
differencing multistep method for thin film growth model without slope selection. arXiv preprint
arXiv:1907.02234, 2019.
[10] K. Cheng, Z. Qiao, and C. Wang. A third order exponential time differencing numerical scheme
for no-slope-selection epitaxial thin film model with energy stability. J. Sci. Comput., 81:154–185,
2019.
[11] M. Dahlby and B. Owren. A general framework for deriving integral preserving numerical methods
for PDEs. SIAM J. Sci. Comput., 33:2318–2340, 2011.
[12] Q. Du, L. Ju, X. Li, and Z. Qiao. Maximum principle preserving exponential time differencing
schemes for the nonlocal Allen–Cahn equation. SIAM J. Numer. Anal., 57:875–898, 2019.
[13] Y. Gong, Q. Wang, Y. Wang, and J. Cai. A conservative Fourier pseudo-spectral method for the
nonlinear Schro¨dinger equation. J. Comput. Phys., 328:354–370, 2017.
[14] E. Hairer, C. Lubich, and G. Wanner. Geometric Numerical Integration: Structure-Preserving
Algorithms for Ordinary Differential Equations. Springer-Verlag, Berlin, 2nd edition, 2006.
[15] A. Hasegawa. Optical Solitons in Fibers. Springer-Verlag, Berlin, 1989.
[16] C. Jiang, Y. Wang, and W. Cai. A linearly implicit energy-preserving exponential integrator for the
nonlinear Klein-Gordon equation. J. Comput. Phys., 419:109690, 2020.
[17] L. Ju, X. Li, Z. Qiao, and H. Zhang. Energy stability and error estimates of exponential time
differencing schemes for the epitaxial growth model without slope selection. Math. Comp., 87:1859–
1885, 2018.
[18] M. Kobayashi and M. Tsubota. Kolmogorov spectrum of superfluid turbulence: Numerical analysis
of the Gross-Pitaevskii equation with a small-scale dissipation. Phys. Rev. Lett., 94:065302, 2005.
[19] J. D. Lawson. Generalized Runge-Kutta processes for stable systems with large Lipschitz constants.
SIAM J. Numer. Anal., 4:372–380, 1967.
[20] H. Li and Y. Wang. An averaged vector field Legendre spectral element method for the nonlinear
Schro¨dinger equation. Int. J. Comput. Math., 94:1196–1218, 2017.
[21] X. Li, Y. Gong, and L. Zhang. Two novel classes of linear high-order structure-preserving schemes
for the generalized nonlinear Schro¨dinger equation. Appl. Math. Lett., 54:106273, 2020.
[22] Y. Li and X. Wu. General local energy-preserving integrators for solving multi-symplectic Hamilto-
nian PDEs. J. Comput. Phys., 301:141–166, 2015.
[23] Y. Li and X. Wu. General local energy-preserving integrators for solving multi-symplectic Hamilto-
nian PDEs. J. Comput. Phys., 301:141–166, 2015.
8
[24] T. Matsuo and D. Furihata. Dissipative or conservative finite-difference schemes for complex-valued
nonlinear partial differential equations. J. Comput. Phys., 171:425–447, 2001.
[25] L. Mei, L. Huang, and S. Huang. Exponential integrators with quadratic energy preservation for
linear Poisson systems. J. Comput. Phys., 387:446–454, 2019.
[26] L. Mei and X. Wu. Symplectic exponential Runge-Kutta methods for solving nonlinear Hamiltonian
systems. J. Comput. Phys., 338:567–584, 2017.
[27] J. M. Sanz-Serna. Runge-Kutta schemes for Hamiltonian systems. BIT, 28:877–883, 1988.
[28] J. Shen and T. Tang. Spectral and High-Order Methods with Applications. Science Press, Beijing,
2006.
[29] J. Shen, J. Xu, and J. Yang. The scalar auxiliary variable (SAV) approach for gradient flows. J.
Comput. Phys., 353:407–416, 2018.
[30] J. Shen, J. Xu, and J. Yang. A new class of efficient and robust energy stable schemes for gradient
flows. SIAM Rev., 61:474–506, 2019.
[31] X. Shen and M. Leok. Geometric exponential integrators. J. Comput. Phys., 382:27–42, 2019.
[32] C. Sulem and P. Sulem. The Nonlinear Schro¨dinger Equation: Self-Focusing and Wave Collapse.
Springer, New York, 1999.
[33] T. Wang, B. Guo, and Q. Xu. Fourth-order compact and energy conservative difference schemes for
the nonlinear Schro¨dinger equation in two dimensions. J. Comput. Phys., 243:382–399, 2013.
[34] W. Wang and X. Wu. Volume-preserving exponential integrators and their applications. J. Comput.
Phys., 396:867–887, 2019.
9
