Recently, several software researchers and research groups have been proposing meta conceptual models. Although important results have been achieved, not much attention has been directed t o the problem of filling the models, that is, instantiating the models with knowledge. Very little work has attacked the problem of bridging the gap from the real world to the conceptual model. Our work proposes a natural language based approach. Using domain independent heuristics we derive a conceptual model from a lexicon. W e have built a prototype system that implements this derivation.
Introduction
This research proposes a specific strategy -conceptual model derivation from a lexicon -as a means for representing application concepts following the object oriented philosophy. In our scheme, the knowledge acquisition happens in two distinct phases. In the first phase, a lexicon is constructed which describes the vocabulary of the application. In the second phase, a formal conceptual model is derived from the lexicon using acquisition heuristics. This paper describes the support we are developing for each phase of this process.
The lexicon construction is based on the idea of vocabulary acquisition. While the idea of vocabulary acquisition seems very straightforward, it is not well supported by any known requirements engineering method. Our approach to vocabulary acquisition draws its founding concepts from areas of knowledge unrelated to computer science [l] , and is supported by a very simple idea: understand the language of the problem, without worrying about understanding the problem. As such, lexicon acquisition focus on the language and not on the problem1.
Our results in lexicon construction are both at the product knowledge level and at the process knowledge level. In terms of product, we centered our attention on what is called the Language Extended Lexicon (LEL). The Language Extended Lexicon is a represen-'An analogy could be made with JSD [4] , where the important aspect is to model the reality, and not the functions of a demanded software system tation of the symbols in the language. At the process level we have grouped a series of heuristics for eliciting the symbols and their meaning, a s well as for their validation. We also have shown that the LEL structure can be naturally represented by a hypertext document [7] . Figure 1 , an example from a library vocabulary, shows the lexicon entry, user. The marked phrases or words are also entries in the library lexicon.
In order t o derive a conceptual model we take as input the hyperdocument LEL, apply domain independent heuristics and generate a first draft of a conceptual model. The heuristics, although domain independent, are dependent on the meta conceptual model. In this article we will use a goal oriented conceptual model, the KAOS model 
The Context of Conceptual Model Derivation
Our work is done in the context of requirements engineering. Requirements engineering is a process that produces the requirements for a software system, These requirements include both functional and nonfunctional requirements and are usually packaged as a software requirements specification. This process does not happen in a vacuum, since it depends on a previous process, the systems engineering process which defines the context and the goals of the software artifact. We call the context set by the systems engineering process the Universe of Discourse (UofD).
We do not believe that systems engineers will produce complete software requirements. The result of the requirements process at the system level is an overall definition of the software necessary for that specific system. It is mandatory that the software engineers elicit the details of the goals set for the software. Before building something we need to understand what needs to be done. We call this fact the necessity of elicitation [7] .
The whole process of requirements engineering is a web of subprocesses, and it is very difficult to make a clear distinction between them. Nonetheless, our characterization differentiates between two major disciplines. One is related to the task of elicitin or acquiring facts, and the other is modeling such fndings. Interleaved with those tasks there is the task of validation [7] .
A requirements engineering process can be instantiated differently, depending on the methods, techniques and tools used. Our work uses conceptual models as the modeling paradigm and an elicitation process called lexicon construction.
Elicitation Process
Most of the well-established software engineering methods use as first input a list of activities, or things that are of relevance in the application being considered. In SADT [lo] , we first list important words, then classify and cluster them in order to draw the actigrams or datagrams. Jackson [4] also recommends making lists in the entity action step of his methodology.
Our aim with a technique for eliciting and representing lexicon is to structure and provide assistance so that, the lists mentioned above are as close to the reality as possible. Our idea of a lexicon comes from the observation that there is a strong relation between culture and language, and as such a given UofD is bound to have a proper language. Using this as given, one approach to master the language is to elicit its signs and their meanings. Our lexicon acquisition based on a LEL is a step in this direction.
Lexicon Construction
The LEL is a set. This set is based on a very simple system of codes, proposed by Eco [l] , with three different entities: signs2, notions3 and behavioral responses4.
Our process to build the LEL is a four step process. First we have to identify the main information sources in the UofD. Second we must propose a list of signs relevant to the UofD. Third, we have to elicit the meaning of the signs. Fourth, we have to validate the resulting lexicon.
Information Sources Identification:
The most reliable information sources in a UofD are the existing documents and people. First we have to identify the right actors who should point us to the right documents as well as good information sources.
2Here we should not make a confusion between the usual denotation of the word sign -notice publicly displayed for advertising purposes or for giving directions -and the denotation -a symbol or a thing -used in this paper.
3Notion is the denotation, that is, the intended meaning. 4Behavioral response is the connotation, that is, an additional meaning for a word (a sign).
Sign Identification: The sign identification step is the one in which the software engineer produces the first list. There are two basic approaches for getting this first list. One is through document reading and the other from listening. In both cases the main heuristic is to list each word or phrase that seems to have a special meaning. The base line is: there is no intention in knowing how the application works. The idea is just to list the signs of the universe of discourse that are related to the application ( peculiar signs ). Listening could be performed from observing the UofD and from unstructured interviews. There is no questioning, the software engineer just keeps listing and writing down a list of the signs used in the UofD.
Sign Meaning: The attachment of semantics to the list of signs is also performed, without the intention of describing functionality. Here the objective is to elicit the meaning of each sign. The main technique used for this is a structured interview.
The structured interview uses the LEL as the base representation for defining the signs semantics. This representation requires for each sign, a special entry in the LEL. Each entry is a set of notions (denotation) and behavioral responses (connotation) for that sign. More than one actor can be interviewed to form the LEL, which makes it possible to have multiple viewpoints in one lexicon.
In describing denotations and connotations for a sign we established an enforcing rule that tries to maximize the use of signs in the meaning of other signs. This recursive flavor of the representation scheme naturally drives the whole set to be as complete as possible, thus improving the chances of discovering missing signs5. This characteristic of the lexicon helps the validation of the vocabulary. The idea of a LEL being selfcontained is also enforced by another rule which demands that external vocabulary being minimized and reduced to the smallest set possible6.
Validation:
Validation is performed in two complementary ways. One uses informal checking and the LEL is validated with actors of the UofD. The other is by means of the structure of the LEL itself, which unveils missing signs.
Usually validation is performed as one finishes the lexicon. Then actors of the UofD will read the lexicon and comment on it. If multiple views are expressed, it, is possible that a negotiation process can be used to achieve consensus upon the validation of a lexicon. During structured interviews, as noted earlier, it can happen that the software engineer finds missing signs, as well as incorrect meanings or incorrect links between signs. 
LEL, a Set Description
The LEL is described by the following postulates: This subset is the "COBUILD Wordlist", words that are used ten times or more in explanations in the Collins COBUILD Dictionary.
HyperLex
By imposing the principle of minimal vocabulary and the principle of circularity we are forming a selfcontained set with several links between its elements,
[6], HyperLex, which implements the structure of LEL and gives support to its use. HyperLex not only provides support for the acquisition of lexicons but also provides reports on several statistics regarding the hyperdocument.
One of the experiments conducted in the use of the LEL was the elicitation of a library vocabulary. In Figures 1, 2 , and 3 we show some of the library signs. The words that are highlighted are signs of the LEL, used in accordance with the principle of circularity. 
The Process of Model Derivation
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In requirements engineering a conceptual model plays a very important role. It should bear well defined semantics to support the design of a software system. Several software engineering researchers have been pointing out the importance of conceptual models for requirements engineering [3 [8] . Although sevtask of filling in the knowledge has, in most research era1 different meta-models have b een proposed, the We first get a model that has a very simple structure, and then use this simple structure to derive a model with a complex structure. Our experiences with LEL have produced dozens of lexicons. From these experiences we observed that the LEL is very easy to read, both by users and by software engineers. The strong point about eliciting knowledge by means of a LEL is its simplicity.
Our process scans the LEL based on a set of dictionaries and a set of heuristics in order to derive the conceptual model. These heuristics are dependent on the meta-model used and the dictionaries are dependent on the meta model and the COBUILD word list. The process is strongly based on pattern matching of phrases and uses a production system architecture. The pattern matching is applied to entry, sign and lsign. That is, it is applied to symbols that are nodes in the hyperdocument as well as to strings that are not nodes
Dictionaries:
The dictionaries, very simple frame structures, are used to retain the most common phrases derived from the COBUILD wordlist that are indicatives of the entities of the meta model being used. In Figure 4 , we show an example of the Action, Agent and Event entities for the Kaos meta model and the library LEL. These dictionaries will be used in conjuction with production rules to derive the conceptual model. The first rule builds a list of actions by looking at each entry in the LEL and in theirs notions if there is a string of symbols (belonging to the minimal vocabulary). If a match with the dictionary occurs, it adds the symbol to an action list. Figure 5 shows the initial meta-model for the example (Figures 1, 2, 3 ). Its instantiation, using the three rules listed above, results in Figure  6 . Note the discovered concepts (returning, shelving, relations (user, rereturning, s 6 elving)). 
Example:
Conclusion and Future Work
In this article we have proposed a strategy for conceptual model acquisition. We perform knowledge acquisition with a simple structure, the lexicon. With the lexicon and the use of an AI based approach, we manage to derive a conceptual model. We have to stress that the approach assists on the construction A rototype was built using an object oriented AI shell f9]. The prototype implements several of the rules proposed in 2 . We tested the system with the library example (a Sd entries lexicon) and are now planning to integrate the prototype with HyperLex, and continue with empirical validation of the strategy7.
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