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LIMIT THEOREMS FOR MULTIVARIATE LONG-RANGE DEPENDENT
PROCESSES
MARIE-CHRISTINE DU¨KER
Abstract. We investigate limit theorems for multivariate long-range dependent (LRD)
processes. Let (Xk)k∈Z be a linear process with values in R
d given by Xk =
∑
j∈Z Aj−kεj ,
where (Aj)j∈Z is a sequence of matrices and (εj)j∈Z are i.i.d. random vectors. We derive
the central limit theorem and, under the additional assumption of general multivariate long-
range dependence, a functional CLT with operator fractional Brownian motions as limit.
Furthermore, we assume (Xk)k∈N to be a Gaussian multivariate LRD process and investigate
a limit theorem under componentwise subordination. Using the same setting, we find the
asymptotic behavior of the vector of the sample autocovariances.
Of particular interest are the matrix-valued normalization sequences.
1. Introduction
Over the last thirty years, long-range dependent stochastic processes become an important
instrument for modeling phenomena in econometrics, engineering and hydrology to men-
tion some examples. Statistical inference in time series analysis bases on asymptotic results.
Therefore, limit theorems play an important rule in statistics.
In this paper, we study different types of limit theorems under the assumption of multivari-
ate long-range dependence. It includes the behavior of partial sums of multivariate linear
processes, subordinated Gaussian processes and the sample autocovariances.
We investigate a suitable matrix-valued normalization sequence under the assumption of mul-
tivariate LRD, which could be of particular interest for further results in this context.
In the one-dimensional case, the asymptotic behavior of LRD processes is well studied. See
Davydov (1970) for the behavior of linear processes and Taqqu (1975), Taqqu (1979) and Do-
brushin and Major (1979) for results about subordinated Gaussian LRD processes. Asymp-
totic results for the sample autocovariances are investigated by Horva´th and Kokoszka (2008).
Kechagias and Pipiras (2015) investigated the notion of LRD for multivariate stochastic pro-
cesses, i.e. Rd-valued processes Xk = (X
(1)
k , ...,X
(d)
k )
′, where the prime denotes transpose. In
this paper, we study limit theorems for such processes.
We define the multivariate linear process
Xk =
∞∑
j=−∞
Aj−kεj ,(1)
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where (Aj)j∈Z is a sequence of matrices with Aj = (a
j
lm)l,m=1,...,d ∈ Rd×d and (εj)j∈Z is a
sequence of independently and identically distributed random vectors. We investigate the
convergence behavior of the partial sum Sn =
∑n
k=1Xk, suitable normalized by a sequence
of matrices. Furthermore, we will extend the result to time-continuous processes. As well we
will see that this setting includes the case of multivariate LRD processes defined by Kechagias
and Pipiras (2015).
In the one-dimensional case, there is a result by Ibragimov and Linnik (1971). They proved
that the process converges to a standard normal random variable. Furthermore, Merlevde
(1996, Corollary 1.1.) investigated a central limit theorem for general linear processes in
a Hilbert space under suitable assumptions. In particular, the partial sum converges to a
Gaussian Hilbert space-valued random variable. Therefor, the process was normalized by a
sequence of real numbers. In contrast, we will normalize by a matrix-valued sequence and
will not need any further assumptions.
To investigate the convergence behavior of the partial sum process
S⌊nt⌋ =
⌊nt⌋∑
k=1
Xk, t ∈ [0, 1],(2)
we have to be more specific. We reduce the class of processes to the announced multivariate
LRD linear processes introduced by Kechagias and Pipiras (2015). They choose
a
j
lm = Llm(j)|j|−dl−
1
2 , j ∈ Z,(3)
in (1), where dj ∈ (0, 12) and L(j) = (Llm(j))l,m=1,..,d is an Rd×d-valued function satisfying
L(j) ∼ A+ as j →∞ and L(j) ∼ A− as j → −∞(4)
for some matrices A+, A− ∈ Rd×d, where ∼ denotes componentwise asymptotic equivalence.
We will establish the convergence behavior of (2) for a multivariate linear process with the
previous long-memory property.
The result is a natural extension of the one-dimensional case, first proved by Davydov (1970).
Furthermore, we are interested in subordinated Gaussian processes. We consider a multivari-
ate, long-range dependent Gaussian process (Xk)k∈Z, Xk = (X
(1)
k , ...,X
(d)
k )
′. Note, that we
write for simplicity aG = diag(ag1 , ..., agd) for a > 0 and a diagonal matrixG = diag(g1, ..., gd).
The autocovariance matrix function is defined as γ(h) = (γij(h))i,j=1,...,d = E(X0X
′
h) −
E(X0)E(X
′
h) .
We assume that the components X
(1)
k , ...,X
(d)
k are independent for any fixed k ∈ Z. Between
the vectors we use the time-domain long-range dependence condition, very general given by
Kechagias and Pipiras (2015) in the following way.
Definition 1.1. A stationary Rd-valued process (Xk)k∈Z with finite second moments is called
long-range dependent if
γ(k) = k−DR(k)k−D = (Rij(k)k
−di−dj )i,j=1,..,d,(5)
where D = diag(d1, ..., dd) with dj ∈ (0, 12 ), j = 1, ..., d, and R(k) = (Rij(k))i,j=1,..,d is an
R
d×d-valued function satisfying
R(k) ∼ R = (Rij)i,j=1,..,d as k →∞(6)
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for some d× d matrix R, where Rij ∈ R and Rjj 6= 0, j = 1, .., d.
Especially, we are interested in the convergence behavior of a componentwise subordinated
process. Therefor, we define the function G : Rd → Rd by
G(x1, ..., xd) = (G1(x1), ..., Gd(xd))
where Gi : R → R for i = 1, ..., d. We investigate the convergence behavior of the d-
dimensional process
A(n)−1
⌊nt⌋∑
k=1
(G(Xk)− EG(Xk)),
where A(n)−1 is a suitable matrix-valued normalization sequence.
There are well-known results in the one-dimensional case, see for example Beran et al. (2013)
for a summary of known results. Furthermore, there is a multivariate extension by Bai and
Taqqu (2013). They investigated results which describe the convergence behavior of the
d-dimensional vector 
 1
Bj(n)
⌊nt⌋∑
k=1
(Gj(Yk)− E(Gj(Yk))


j=1,..,d
,
where (Yk)k∈N is a one-dimensional long-range dependent Gaussian process and j ∈ {1, ..., d}
the Hermite rank. They could prove the convergence to a multivariate process with dependent
Hermite processes as marginals.
In contrast to their result, Ho and Sun (1990) considered a bivariate Gaussian vector sequence
and applied the function G for d = 2.
For the last result, we assume the same process as in the previous one. We derive the
convergence behavior of the sample autocovariances defined by
Γˆn,h − Γh = 1
n
n∑
k=1
(
XkX
′
k+h(·)− E(X0X ′h)(·)
)
.
The process takes values in L(Rd) = {T |T : Rd → Rd}.
In the one-dimensional case Horva´th and Kokoszka (2008) and Hosking (1996) investigated
the convergence behavior of the sample autocovariances under long-range dependence. Fur-
thermore, Mas (2002) could prove more general results for Hilbert space-valued linear pro-
cesses under weak dependence.
The rest of the paper is organized as follows. First, we present the main results. Afterwards,
we give the proof of the result about general linear processes. Before we continue with the
proofs of the other results, we insert a section with some preliminary statements.
2. Main Results
Theorem 2.1. Let (εj)j∈Z be an R
d-valued sequence of independent, identically distributed
random variables with zero mean and E(εjε
′
j) = I. Furthermore, let Aj ∈ Rd×d be a sequence
4 M. DU¨KER
of matrices such that Aj = (a
j
lm)l,m=1,...,d. Let (Xk)k∈Z be an R
d-valued linear process defined
by
Xk =
∞∑
j=−∞
Aj−kεj
with
∞∑
j=−∞
‖Aj‖2F <∞,
where ‖ · ‖F denotes the Frobenius norm. If each diagonal entry of the matrix
Σ2n := E(SnS
′
n) = ((σ
n)2lm)m=1,...,d;l=1,...,d
goes to infinity as n→∞ and V ar(a′Xk) 6= 0 for each a ∈ Rd\{0}, then
Σ−1n
n∑
k=1
Xk
D→ N (0, I).
The Theorem is easily extendable to time continuous processes.
Corollary 2.2. Let (εt)t∈T be an R
d-valued sequence of independent, identically distributed
random variables with zero mean and E(εtε
′
t) = I. Furthermore, let At ∈ Rd×d be a sequence
of matrices such that At = (a
t
lm)l,m=1,...,d. Let (Xt)t∈T be an R
d-valued linear process defined
by
X(t) =
∫ ∞
−∞
A(s− t)ε(s)ds
with ∫ ∞
−∞
‖As‖2F ds <∞.
If each diagonal entry of the matrix
Σ2T := E(STS
′
T ) = ((σ
T )2lm)m=1,...,d;l=1,...,d
goes to infinity as T →∞ and V ar(a′Xt) 6= 0 for each a ∈ Rd\{0}, then
Σ−1T ST = Σ
−1
T
∫ T
0
X(t)dt
D→ N (0, I).
For the next result, we refer to Didier and Pipiras (2011) to introduce Operator fractional
Brownian motions (OFBMs). The multivariate extension of fractional Brownian motion is a
vector BH(t) = (B1,H(t), ..., (Bd,H (t))′ ∈ Rd with t ∈ R. OFBMs are
(i) Gaussian
(ii) operator self-similar and
(iii) stationary increment processes.
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Additionally it shall be assumed, as it is ordinary in the multivariate context, that the process
is proper. That means that the distribution of BH(t) is not contained in a proper subspace of
R
d for each t ∈ R. Operator self-similarity was introduced by Laha and Rohatgi (1981) and
Hudson and Mason (1982). A stationary, vector-valued stochastic process (Xk)k∈Z is called
operator self-similar, if for every a > 0 there exists a B(a) ∈ Rd×d such that
B(a)Xk
f.d.d.
= Xak.
Furthermore, by Didier and Pipiras (2011), in the time domain it admits the integral repre-
sentation∫
R
(((t− u)
1
2
I−D
+ − (−u)
1
2
I−D)M+ + ((t− u)
1
2
I−D
+ − (−u)
1
2
I−D)M−)W (du),
where W (du) is a suitable multivariate real-valued Gaussian measure and M+,M− ∈ Rd×d.
For simplicity we introduce the following conditions, which are related to the matrices in
(4).
C1: A− and A+ are invertible.
C2: cii(A
−(A−)′ +A+(A+)′)ii + (A
−(A+)′)ii 6= 0 for all i = 1, ..., d with cii = sin(pidi)sin(2pidi) .
Theorem 2.3. Assume that (Xk)k∈Z is a stationary linear process given by (1) and satisfying
the long-range dependence condition (3) and the conditions C1 and C2. Then
A(n)−1S⌊nt⌋
D→ ABH(t) t ∈ [0, 1],
in D[0, 1]d, where H = I − D, (BH(t))t∈[0,1] is an OFBM with D = diag(d1, ..., dd) and
A ∈ Rd×d is a suitable upper triangular matrix. Furthermore, the normalization matrix is
such that
lim
n→∞
Var(A(n)−1
n∑
k=1
Xk) = I.
In the case t = 1 the process satisfies the conditions of Theorem 2.1, since
E(Sn(Sn)
′)
=nγ(i,j)(0) +
n−1∑
k=1
(n− k)γ(i,j)(k) +
n−1∑
k=1
(n− k)γ(j,i)(k)
=nγ(i,j)(0) +
n−1∑
k=1
(n− k)Rij(k)k−di−dj +
n−1∑
k=1
(n − k)Rji(k)k−di−dj
∼
(
Rij +Rji
(1− di − dj)(2− di − dj)n
2−di−dj
)
i,j=1,..,d
.
Hence, each entry goes to infinity as n→∞. Furthermore,
∞∑
j=−∞
‖Aj‖2F =
∞∑
j=−∞
d∑
l=1
d∑
m=1
|ajlm|2 =
∞∑
j=−∞
d∑
l=1
d∑
m=1
|Llm(j)|j|−dl−
1
2 |2 <∞
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using Potter‘s bound, see Bingham et al. (1989). Especially, the matrix-valued normalization
sequence is asymptotically calculable. Therefor, set τ = 1 in Lemma 4.1.
Before we continue with the next result, we need some preliminaries. As announced in the
introduction we are interested in multivariate Gaussian processes (Xk)k∈N. Furthermore, we
assume long-range dependence in the sense of Definition 1.1, i.e.
E(X
(i)
1 ) = 0,
E(X
(i)
1 X
(j)
1 ) = δij ,
r(i,j)(k) = Rij(k)k
−di−dj
for i, j = 1, ..., d and k ∈ N. We define the function G : Rd → Rd by
G(x1, ..., xd) = (G1(x1), ..., Gd(xd))
where (Gi)i=1,...,d are functions Gi : R → R, which have all the same Hermite rank denoted
by τ . We are interested in the convergence behavior of the d-dimensional process
⌊nt⌋∑
k=1
(G(Xk)−EG(Xk)).
We suppose that the functions (Gi)i=1,..,d belong to L
2(R, ϕ) for each i = 1, ..., d, which
denotes the space of measurable, square-integrable functions with respect to standard normal
probability measure. Then, the Hermite expansion is given by
Gi =
∞∑
l=τ
hl,iHl,
where
Hl(x) = (−1)l exp
(
x2
2
)
dl
dxl
exp
(−x2
2
)
are the so called Hermite polynomials, see Pipiras and Taqqu (2017) for more information.
For simplicity we define further
H(x1, ..., xd) = (H1(x1), ...,Hd(xd)).(7)
Since (Xk)k∈N is a stationary multivariate Gaussian process, it has the following spectral
representation
Xk =
∫
eikλdZ(λ),
where Z is a right-continuous orthogonal increment process. The d× d spectral distribution
F is defined by
Γ(k) =
∫
eikλdF (λ),
where each component Fmk is a distribution function and
E
(∫
f(λ)dZm(λ)
∫
g(λ)dZk(λ)
)
=
∫
f(λ)g(λ)dFmk(λ)
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for any functions f ∈ L2(Fmm) and g ∈ L2(Fkk). See Brockwell and Davis (1986) Chapter
11 for more information about spectral theory of vector processes.
Referring to Major (2014), we introduce Multiple Wiener-Itoˆ integrals with respect to a
common complex Hermitian Gaussian random measure with Lebesgue control measures. In
dependence of m ∈ N, we define
Imτ (K) =
∫ ′′
Rτ
Km(λ1, ..., λτ )dB
(m)(λ1)...dB
(m)(λτ ),
where
∫
Rτ |Km(λ1, ..., λτ )|2dB(m)(λ1)...dB(m)(λτ ) <∞ for each m = 1, .., d.
We are now ready to state the theorem.
Theorem 2.4. If the multivariate Gaussian process (Xk)k∈N is long-range dependent in sense
of Definition 1.1, such that the matrix R is invertible, and if the memory parameters fulfill
τdi <
1
2
, i = 1, ..., d,
then
A(n)−1
⌊nt⌋∑
k=1
(G(Xk)− EG(Xk)) D→ A(Imτ (fτ,dm,t))m=1,..,d,(8)
in D[0, 1]d, where A ∈ Rd×d is a suitable upper triangular matrix and
fτ,dm,t(x1, ..., xd) =
eit
∑τ
j=1 xj − 1
i
∑τ
j=1 xj
τ∏
r=1
|xr|dm−
1
2 .
The normalization matrix is such that
lim
n→∞
Var(A(n)−1
n∑
k=1
H(Xk)) = I.
The last result gives the convergence behavior of the sample autocovariances of a purely
non-deterministic, multivariate long-range dependent Gaussian process. Therefor, we need
some preliminaries. The space Rd×d is equipped with the standard inner product 〈A,B〉 =
trace(A′B) =
∑d
i=1〈Aei, Bei〉, associated norm ‖A‖F =
√〈A,A〉 and basis
(〈el, ·〉fk)1≤l,k≤d,
where (el)1≤l≤d and (fk)1≤k≤d are basis in R
d and 〈·, ·〉 its standard inner product.
The sample autocovariances are defined as
Γˆn,h =
1
n
n∑
k=1
〈Xk+h, ·〉Xk = 1
n
n∑
k=1
XkX
′
k+h(·)
Furthermore, the autocovariances are given by
Γh = E(〈Xh, ·〉X0) = E(X0X ′h)(·).
We are interested in the convergence behavior of
(Γˆn,h − Γh, h = 0, ...,H)
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with
Γˆn,h − Γh = 1
n
n∑
k=1
(
XkX
′
k+h(·)− E(X0X ′h)(·)
)
.
Theorem 2.5. Suppose (Xk)k∈N fulfills E‖Xk‖4 <∞.
(i) If di ∈ (14 , 12), then
n
1
2 (Γˆn,h − Γh, h = 0, ...,H) D→ (Gh, h = 0, ...,H),
where Gh is a zero-mean Gaussian random element with values in L(R
d)H+1.
(ii) If di ∈ (0, 14), then
(B−1n (Γˆn,h − Γh)B−1n , h = 0, ...,H) D→ (Z, h = 0, ...,H),
where B−1n is such that there exist a N ∈ N and a Cd ∈ L(Rd×d) with
Cov(B−1n Γˆn,pB
−1
n , B
−1
n Γˆn,qB
−1
n ) ≤ Cd for n ≥ N
componentwise and
Z = BZ˜B′
where Z˜ = (z˜j1,j2)j1,j2=1,...,d is given by
(z˜r1,r2)r1,r2=1,...,d
=Kr1,r2
∫ ′′
R2
ei(x1+x2) − 1
i(x1 + x2)
2∏
i=1
|xi|−(1/2−dri )B(r1)(dx1)B(r2)(dx2),
Kr1,r2 are suitable constants and B ∈ Rd×d is an upper triangular matrix with entries
equal to one.
3. Proof of Theorem 2.1 and Corollary 2.2
We start with the proof of Theorem 2.1. Therefor, we calculate the covariance matrix to
find the normalization sequence.
Σ2n := (σ
2
ij(n))i,j=1,..,d =E(SnS
′
n)
=E
( n∑
k=1
Xk
( n∑
k=1
Xk
)′)
=
( d∑
q=1
∞∑
j=−∞
( n∑
k=1
a
j−k
lq
)( n∑
k=1
aj−kmq
))
l,m=1,...,d
.
We denote the inverse of the square root of the matrix by
Σ−1n := (Σ
n
lm)l,m=1,...,d.
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The inverse exists since V ar(a′Xk) 6= 0 for each a ∈ R\{0} by assumption. Applying the
normalization sequence to the partial sum, we get
Σ−1n
n∑
k=1
Xk =Σ
−1
n (
n∑
k=1
∞∑
j=−∞
d∑
q=1
aj−kpq ε
(q)
j )p=1,...,d
=
n∑
k=1
∞∑
j=−∞
(
d∑
p=1
Σnip
d∑
q=1
aj−kpq ε
(q)
j )i=1,...,d.
To prove the convergence in distribution we use Crame´r-Wold device, i.e. we show that
t′Σ−1n
n∑
k=1
Xk
D→ t′Z as n→∞
for each t = (t1, ..., td) ∈ Rd. The left side may be written as
t′Σ−1n
n∑
k=1
Xk =
∞∑
j=−∞
d∑
p=1
n∑
k=1
d∑
i=1
tiΣ
n
ip
d∑
q=1
aj−kpq ε
(q)
j .(9)
Calculating the variances, we get
E(t′Σ−1n
n∑
k=1
Xk)
2 =t′E(Σ−1n
n∑
k=1
Xk(Σ
−1
n
n∑
k=1
Xk)
′)t
=t′Σ−1n E(
n∑
k=1
Xk(
n∑
k=1
Xk)
′)(Σ−1n )
′t = t′Σ−1n Σ
2
n(Σ
−1
n )
′t = t′t.(10)
For further procedure we use a proof idea like Characiejus and Racˇkauskas (2013), first
introduced in Racˇkauskas and Suquet (2011). It will make it possible to prove the theorem
under the assumption of a Gaussian white noise process.
In order to do this, we refer to Racˇkauskas and Suquet (2011) for a theorem, which gives
sufficient conditions for the weak convergence of linear processes with values in a Hilbert
space. Let H and E be two Hilbert spaces and (εj)j∈Z a sequence of independent, identically
distributed random variables with values in E. Define (Xn)n∈Z with
Xn =
∑
j∈Z
Dnjεj(11)
and Dnj ∈ L(H,E), which denotes the space of bounded linear operators from H to E. Now,
we define a second process (Yn)n∈Z with
Yn =
∑
j∈Z
Dnj ε˜j ,
where Dnj is the same operator as above and ε˜j is a sequence of Gaussian random elements
with values in E, zero-mean and the same covariance operator as εj .
Before we state Racˇkauskas and Suquet‘s lemma we need a definition of a metric on the space
of probability measures on Hilbert spaces.
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Definition 3.1. Let X,Y be H-valued random variables, then the metric ̺k is defined by
̺k(X,Y ) = sup
f∈Fk
|Ef(X)− Ef(Y )| ,
where Fk is the set of all k times Fre`chet differentiable functions f : H→ R such that
supx∈H |f (i)(x)| ≤ 1 for i = 0, ..., k.
No we are able to present the lemma.
Lemma 3.2. If the conditions
lim
n→∞
sup
j∈Z
‖Dnj‖op = 0 and lim sup
n→∞
∑
j∈Z
‖Dnj‖2op <∞(12)
are fulfilled, then
lim
n→∞
̺3(Xn, Yn) = 0.
Referring to Gine` and Leo`n (1980), the processes have the same convergence behaviour if
limn→∞ ̺3(Xn, Yn) = 0, since the metric induces the weak topology on the set of probability
measures on H.
Continuing with the expression (9) above and defining
∞∑
j=−∞
d∑
p=1
n∑
k=1
d∑
i=1
tiΣ
n
ip
d∑
q=1
aj−kpq ε
(q)
j =:
d∑
q=1
∞∑
j=−∞
B
q
njε
(q)
j
=
∞∑
j=−∞
(
B1nj, ..., B
d
nj
)


ε
(1)
j
...
ε
(d)
j

 ,
we get the wanted structure. Therefore, we have to prove the conditions (12) for
Bnj := (B1nj , ..., Bdnj).
Since Bqnj ∈ R1×d, the operator norm is easily calculable with ‖Bnj‖op = max1≤q≤d |Bqnj |.
To prove the conditions, we introduce the following notation
(ωnpq)
2 := E(
n∑
k=1
∞∑
j=−∞
aj−kpq ε
(p)
j )
2 =
∞∑
j=−∞
(
n∑
k=1
aj−kpq )
2
and continue with some auxiliary result.
Lemma 3.3. The sequence of matrix entries ((ωnpq)
1
2Σnip)n≥1 converges to zero for each
p, q, i ∈ {1, ..., d}.
LIMIT THEOREMS FOR MULTIVARIATE LONG-RANGE DEPENDENT PROCESSES 11
Proof. Define the matrix Σ˜2n by
Σ˜2n =


1
σ2
12
(n)
σ2
11
(n)
. . .
σ2
1d
(n)
σ2
11
(n)
σ2
21
(n)
σ2
22
(n)
1 . . .
σ2
2d
(n)
σ2
22
(n)
...
. . .
...
σ2
d1
(n)
σ2
dd
(n)
. . . . . . 1


such that Σ2n = diag(σ
2
11(n), ..., σ
2
dd(n))Σ˜
2
n. Furthermore, define the matrix Cd, which diagonal
entries should be equal to one and the off-diagonal elements constants cij , then
lim
n→∞
Σ−2n = limn→∞
(Σ2n)
−1
= lim
n→∞
((σ2ij(n))i,j=1,...,d)
−1
= lim
n→∞
(diag(σ211(n), ..., σ
2
dd(n))Σ˜
2
n)
−1
=( lim
n→∞
diag(σ211(n), ..., σ
2
dd(n))Cd)
−1
=C−1d limn→∞
diag
(
1
σ211(n)
, ...,
1
σ2dd(n)
)
,
since the diagonal entries of a covariance matrix are of higher order than the off-diagonal
ones and inverting a matrix is a continuous transformation. This leads to
lim
n→∞
(ωnpq)
1
2Σ−1n =( limn→∞
ωnpqΣ
−2
n )
1
2
=
(
C−1d limn→∞
diag
(
ωnpq
σ211(n)
, ...,
ωnpq
σ2dd(n)
)) 1
2
and finally
lim
n→∞
(ωnpq)
1
2
σnpp
= lim
n→∞
(
∑∞
j=−∞(
∑n
k=1 a
j−k
pq )2)
1
2∑d
l=1
∑∞
j=−∞(
∑n
k=1 a
j−k
pl )(
∑n
k=1 a
j−k
pl )
= 0.

Lemma 3.4. The sequence Bnj fulfills the conditions (12).
Proof. First, we refer to the proof of the statement, which we get by setting d equal to one in
Theorem 2.1. As mentioned in the introduction it was investigated by Ibragimov and Linnik
(1971). They used an inequality, which reads as follows, adapted to our situation
(
∑n
k=1 a
j−k
pq )2
(ωnpq)
2
≤ 1
ωnpq
(
2
∑∞
t=−∞(a
t
pq)
2
ωnpq
+ 4
∞∑
t=−∞
(atpq)
2)
)
.(13)
It bases on the fact that
(
n∑
k=1
aj−kpq )
2
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=(aj−1pq )
2 + (aj−n−1pq )
2 + 2(aj−1pq − aj−n−1pq )
n∑
k=1
aj−1−k−npq + (
n∑
k=1
aj−1−kpq )
2.
Now, we are able to prove the conditions. For simplicity, we look on |Bqnj | for each q ∈ 1, ..., d
instead of max1≤q≤d |Bqnj|. Then
sup
j∈Z
|Bqnj | =sup
j∈Z
|
n∑
k=1
d∑
i=1
tiΣ
n
ip
d∑
p=1
aj−kpq |
≤ sup
j∈Z
d∑
i=1
d∑
p=1
|tiΣnip||
n∑
k=1
aj−kpq |
=sup
j∈Z
d∑
i=1
d∑
p=1
|tiΣnip|ωnpq
|∑nk=1 aj−kpq |
ωnpq
≤
d∑
i=1
d∑
p=1
|ti||Σnip|(ωnpq)
1
2
(
2
∑∞
t=−∞(a
t−1
pq )
2
ωnpq
+ 4
∞∑
t=−∞
(at−1pq )
2
) 1
2
→0,
since Σnip(ω
n
pq)
1
2 converges to zero for each i, p, q ∈ {1, ..., d} by Lemma 3.3.
The second condition follows from equality (10), since
lim sup
n→∞
∑
j∈Z
|Bqnj |2 =lim sup
n→∞
∑
j∈Z
|
n∑
k=1
d∑
i=1
ti
d∑
p=1
Σnipa
j−k
pq |2
≤ lim sup
n→∞
∑
j∈Z
d∑
q=1
|
n∑
k=1
d∑
i=1
ti
d∑
p=1
Σnipa
j−k
pq |2
=
d∑
i=1
t2i <∞.

Now, we are able to finish the proof. Since the process behaves like a Gaussian one and
the variances are given by (10), t′Σ−1n
∑n
k=1Xk converges in distribution to t
′Z where t′Z is
N (0, t′t)-distributed. This is the distribution of t′Z if Z possesses an N (0, I) distribution.
Proof of Corollary 2.2. We only remind to the proof idea used for the one-dimensional case
in Ibragimov and Linnik (1971). Define the process (Yj)j∈Z by
Yj =
∫ j
j−1
X(t)dt.
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It fulfills the conditions of Theorem 2.1 since
n∑
j=1
Yj =
n∑
j=1
∫ j
j−1
X(t)dt =
∫ n
0
X(t)dt.
Then, it remains to prove that the expression Σ−1T
∫ T
0 X(t)dt has the same convergence be-
havior as Σ−1[T ]
∑[T ]
j=1 Yj. 
4. Preliminary Results
Before getting into details with the limit processes, we investigate a suitable normalization
matrix. We use the notation Sn(H) =
∑n
k=1H(Xk).
Lemma 4.1. Let (Xk)k∈Z be as in Definition 1.1, such that the matrix R is invertible. Then
a matrix-valued normalization sequence (A(n)−1)n≥1, which fulfills
lim
n→∞
Var(A(n)−1
n∑
k=1
H(Xk)) = I,
where the function H is defined in (7), is given by
A−1(n) ∼
(
(−1)l+mnτdmax{l,m}−1alm
)
l,m=1,...,d
with m˜ = min{l, k} and ∑m˜m=1 almamk = det(Xkl)det(X) , where
X = (xij)i,j=1,..,d =
(
τ !
(2− τ(di + dj))(1 − τ(di + dj)) (R
τ
ij +R
τ
ji)
)
i,j=1,...,d
.
Proof. We assume that the process is LRD in sense of Definition 1.1 and satisfies
d1 > · · · > dd.
The covariance matrix of the partials sum is given by
A2(n) :=E(Sn(H)(Sn(H))
′)
=(E(Sin(H)S
j
n(H)))i,j=1,...,d
∼
(
τ !
(2− τ(di + dj))(1− τ(di + dj))n
2−τ(di+dj)(Rτij +R
τ
ji)
)
i,j=1,...,d
=(n2−τ(di+dj)xij)i,j=1,..,d,
where ∼ means a componentwise asymptotic equivalence.
To calculate the inverse matrix we use adjugate matrices. Therefor, the determinant of A2(n)
could be written as
det(A2(n)) = n2d−2τ
∑d
i=1 di det(X).
Analogously, the determinant of the adjugate is given by
det(A2ji(n)) = n
2(d−1)n
−τ
∑
l∈{1,...,d}\{i} dl−τ
∑
l∈{1,...,d}\{j} dl det(Xji).
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Then, the inverse could be written as
A−2(n) =
adj(A2(n))
det(A2(n))
=
(
(−1)i+j det(A
2
ji(n))
det(A2(n))
)
i,j=1,...,d
=
(
(−1)i+jnτdi+τdj−2det(Xji)
det(X)
)
i,j=1,...,d
.
Multiplying, the squared matrix by itself we get
A−1(n)A−1(n) =
(
(−1)l+k
d∑
m=1
nτdmax{l,m}−1almn
τdmax{m,k}−1amk
)
l,k=1,...,d
∼
(
(−1)l+knτdl+τdk−2
m˜∑
m=1
almamk
)
l,k=1,...,d
with m˜ = min{l, k} and (−1)l+k∑m˜m=1 almamk = (−1)l+k det(Xkl)det(X) . The existence of the entries
follows by solving the equation system by iterative plugging in. 
In the proofs of Theorem 2.3 and 2.4, we need to derive the convergence of the finite-
dimensional distributions and tightness. We will anticipate the proof of tightness, since it
coincides for both Theorems.
Lemma 4.2. Let (Xk)k∈Z be as in Definition 1.1, such that the matrix R is invertible. Then
the partial sum of the componentwise subordinated process normalized by a matrix A(n)−1 =
(a(n)pi)p,i=1,..,d with
E(
n∑
k=1
Gi(X
i
k))
2 = O(a(n)2pi) for p = 1, ..., d(14)
is tight.
Proof. We have to prove that the vector(
d∑
i=1
Zpi(n)
)
p=1,...,d
with Zpi(n) := a(n)pi
∑⌊nt⌋
k=1Gi(X
i
k) is tight. We define
(Z11(n), ..., Z1d(n), Z21(n), ..., Z2d(n), . . . , Zd1(n), ..., Zdd(n)) .
Each component Zpi(n) is tight in D[0, 1] by (14) and Taqqu (1975, Theorem 2.1). Hence,
the vector above is tight in D[0, 1]J , where J = d2 by Lemma 3.10 in Bai and Taqqu (2013).
The space D[0, 1] is equipped with the uniform metric d and the product space D[0, 1]J with
dJ (X,Y ) := max
1≤j≤J
d(Xj , Yj)
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for X,Y ∈ D[0, 1]J . Applying the continuous function f : D[0, 1]J → D[0, 1]d with
f(v11, ..., v1d, . . . , vd1, ..., vJ ) =
(
d∑
i=1
v1i, . . . ,
d∑
i=1
vdi
)
we get the assertion. The continuity of the function follows by
dd
(
d∑
i=1
v1i, . . . ,
d∑
i=1
vdi,
d∑
i=1
w1i, . . . ,
d∑
i=1
wdi
)
≤
d∑
i=1
max
1≤j≤d
d(vji, wji)
≤d max
1≤i≤d
max
1≤j≤J
d(vji, wji),
since dJ(v,w) = max(j,i)∈(1,1),(1,2),...,(J,J) d(vji, wji) < δ. 
5. Proof of Theorem 2.3
By Proposition 3.1 in Kechagias and Pipiras (2015) the autocovariance function of linear
processes as in (1) defined by (3) fulfill (5) and (6) with
Rij =
Γ(di)Γ(dj)
Γ(di + dj)
(
c1ij
sin(πdi)
sin(π(di + dj))
+ c2ij + c
3
ij
sin(πdj)
sin(π(di + dj))
)
,
where
c1ij = (A
−(A−)
′
)ij , c
2
ij = (A
−(A+)
′
)ij , c
3
ij = (A
+(A+)
′
)ij .
Especially it holds Rii 6= 0 by condition C1. Furthermore, by condition C2 the matrix R is
invertible and we could apply Lemma 4.1. Note, that Hi(x) = x for i = 1, ..., d, i.e. τ = 1 in
the mentioned Lemma and we get the normalization sequence
A−1(n) ∼
(
(−1)l+mndmax{l,m}−1alm
)
l,m=1,...,d
.
First, we calculate the cross-covariance matrix of
A−1(n)S⌊nt⌋ =

 d∑
m=1
(−1)l+mndmax{l,m}−1alm
⌊nt⌋∑
k=1
Xmk


l=1,..,d
,
which leads to
E(A−1(n)S⌊nt⌋(A
−1(n)S⌊nu⌋)
′)
=

 d∑
i=1
d∑
j=1
(−1)l+i+m+j aliamj
n2−dmax{l,i}−dmax{m,j}
E(
⌊nt⌋∑
k=1
Xik
⌊nu⌋∑
k=1
X
j
k)


l,m=1,..,d
∼
(
d∑
i=1
d∑
j=1
(−1)l+i+m+jndmax{l,i}+dmax{m,j}−2aliamj n
2−di−dj
(1− di − dj)(2− di − dj)
(Rijt
2−di−dj +Rjiu
2−di−dj −Rij(t− u)|t− u|2−di−dj )
)
l,m=1,..,d
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=
(
d∑
i=l
d∑
j=m
(−1)l+i+m+jaliamj 1
(1− di − dj)(2− di − dj)
(Rijt
2−di−dj +Rjiu
2−di−dj −Rij(t− u)|t− u|2−di−dj )
)
l,m=1,..,d
=A(tI−DR˜tI−D + uI−DR˜uI−D − |t− u|I−DR˜(t− u)|t− u|I−D)A′
with R˜(t) =
(
Rij(t)
1
(1−di−dj)(2−di−dj)
)
i,j=1,..,d
, where
Rij(t) =
{
Rij , if t > 0,
Rji , if t < 0
and
A = (Ali)l,i=1,...,d =
{
(−1)l+iali , if l ≤ i,
0 , otherwise.
We need to prove the convergence of the finite-dimensional distributions, i.e.
A(n)−1S⌊nt⌋
f.d.d.→ ABH(t),
with H = I −D, which is equivalent to
λ′A(n)−1S⌊nt⌋
f.d.d.→ λ′ABH(t),
for all non-zero λ ∈ Rd by Crame´r-Wold device. The left side could be written as
λ′A(n)−1S⌊nt⌋ =
∞∑
j=−∞
d∑
p=1
⌊nt⌋∑
k=1
d∑
i=1
λia(n)ip
d∑
q=1
aj−kpq ε
(q)
j =:
d∑
q=1
∞∑
j=−∞
B
q
nj(t)ε
(q)
j ,
where aj−kpq is given by (3) and a(n)ip are the entries of the normalization matrix A(n)
−1.
Then, the convergence of the finite-dimensional distributions means that
(
d∑
q=1
∑
j
B
q
nj(t1)ε
(q)
j , . . . ,
d∑
q=1
∑
j
B
q
nj(tz)ε
(q)
j )
D→(
d∑
i=1
d∑
l=1
λiAilBl,H(t1), . . . ,
d∑
i=1
d∑
l=1
λiAilBl,H(tz))
holds in Rz for all z ∈ N and all fixed λ1, ..., λd ∈ R, t1, ..., tz ∈ [0, 1]. We want to apply
Lemma 3.2, thereto we write
(
d∑
q=1
∑
j
B
q
nj(t1)ε
(q)
j , . . . ,
d∑
q=1
∑
j
B
q
nj(tz)ε
(q)
j )
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=
∑
j


B1nj(t1) . . . B
d
nj(t1)
...
. . .
...
B1nj(tz) . . . B
d
nj(tz)




ε
(1)
j
...
ε
(d)
j


=:
∑
j
Bnjεj .
This representation makes it possible to proceed as in the proof of Theorem 2.1.
Lemma 5.1. The sequence of matrices Bqnj fulfills the conditions (12).
Proof. The operator norm of the matrix is given by
‖Bnj‖op = max
1≤q≤d
z∑
i=1
|Bqnj(ti)|.
It remains to prove the statement for |Bqnj(t)| for all q ∈ 1, ..., d and t ∈ [0, 1]. Referring to
inequality (13) we have
(
∑⌊nt⌋
k=1 a
j−k
pq )2
(ω
⌊nt⌋
pq )2
≤ 1
ω
⌊nt⌋
pq
(
2
∑∞
l=−∞(a
l
pq)
2
ω
⌊nt⌋
pq
+ 4
∞∑
l=−∞
(alpq)
2
)
.
Now, we are able to prove the conditions.
sup
j∈Z
|Bqnj(t)|
=sup
j∈Z
|
⌊nt⌋∑
k=1
d∑
i=1
λia(n)ip
d∑
p=1
aj−kpq |
≤
d∑
i=1
d∑
p=1
|λi||a(n)ip|(ωnpq)
1
2
(
ω
⌊nt⌋
pq
ωnpq
) 1
2
(
2
∑∞
l=−∞(a
l−1
pq )
2
ω
⌊nt⌋
pq
+ 4
∞∑
l=−∞
(al−1pq )
2
) 1
2
→0,
since
ω
⌊nt⌋
pq
ωnpq
∼(nt)
2−2dpCpq
n2−2dpCpq
= t2−2dp
and a(n)ip(ω
n
pq)
1
2 converges to zero for each i, p, q ∈ {1, ..., d} by Lemma 3.3.
The second condition follows from Lemma 10, since
lim sup
n→∞
∑
j∈Z
|Bqnj(t)|2
= lim sup
n→∞
∑
j∈Z
|
⌊nt⌋∑
k=1
d∑
i=1
λi
d∑
p=1
a(n)ipa
j−k
pq |2
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≤ lim sup
n→∞
∑
j∈Z
d∑
q=1
|
⌊nt⌋∑
k=1
d∑
i=1
λi
d∑
p=1
a(n)ipa
j−k
pq |2
=
d∑
l=1
d∑
m=1
λlλm
d∑
i=l
d∑
j=m
(−1)l+i+m+jaliamj(R˜ij + R˜ji)t2−di−dj <∞.

The process could be treated as a linear one with Gaussian innovations. By Gikhman
and Skorokhod (1969, Chapter I, Section 3, Theorem 4), it is sufficient to calculate the
componentwise convergence behavior of the cross-covariances as we did at the beginning of
the section. Then it converges to a multivariate Gaussian process AZ(t), where Z(t) has the
covariance matrix
E(Z(t)Z(u)′) = tI−DR˜tI−D + uI−DR˜uI−D − |t− u|I−DR˜(t− u)|t− u|I−D.
It remains to show that Z(t) is a OFBM BH(t) with H = I −D.
Lemma 5.2. The process Z(t) is a operator fractional Brownian motion.
Proof. We still know that the process is Gaussian. Furthermore, it has stationary increments
since
E(Z(t)− Z(u))(Z(t) − Z(u))′ = |t− u|I−DR˜(t− u)|t− u|I−D.
The previous equality proves also that the process is continuous in probability.
We prove that the process is proper. Therefor, we regard
E(Z(t)Z(t)′) = 2tI−DR˜tI−D,
this matrix is invertible, i.e. it has full rank. In fact, R˜ is invertible by C1. Since E(Z(t)Z(t)′)
has full rank, the process is proper.
It remains to prove that the process is operator self-similar.
Since the process is continuous in probability, Theorem 5 in Hudson and Mason (1982)
and the convergence
A−1A(n)−1S⌊nt⌋ → Z(t)
imply that the process is operator self-similiar. 
Notice, that A is invertible since X−1 = AA
′
. See Lemma 4.1 for a precise definition of X.
6. Proof of Theorem 2.4
The proof depends strongly on the use of the multivariate techniques investigated by Bai
and Taqqu (2013).
We have to prove the convergence of the finite-dimensional distributions. The asymptotic
behavior of the matrix-valued normalization sequence
A−1(n) ∼
(
(−1)l+mnτdmax{l,m}−1alm
)
l,m=1,...,d
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is investigated in Lemma 4.1 .
The following reduction principle verifies that it suffices to replace G with the corresponding
Hermite polynomials.
Lemma 6.1. If the convergence in (8) holds with the first summand of its Hermite expansion
replacing G, i.e. 
⌊nt⌋∑
k=1
hτ,iHτ (X
i
k)


i=1,..,d
then it also holds for
(∑⌊nt⌋
k=1 Gi(X
i
k)
)
i=1,..,d
.
Proof. First, notice A(n)−1 = (a(n)pi)p,i=1,...,d. Rewriting the vector to
A(n)−1

⌊nt⌋∑
k=1
Gi(X
i
k)


i=1,..,d
=

 d∑
i=1
a(n)pi
⌊nt⌋∑
k=1
Gi(X
i
k)


p=1,..,d
(15)
and using Crame´r-Wold device, we get
d∑
p=1
tp
d∑
i=1
a(n)pi
⌊nt⌋∑
k=1
Gi(X
i
k)
=
d∑
p=1
tp
d∑
i=1
a(n)pi
⌊nt⌋∑
k=1
hτ,iHτ (X
i
k) +
d∑
p=1
tp
d∑
i=1
a(n)pi
⌊nt⌋∑
k=1
∞∑
j=τ+1
hj,iHj(X
i
k).
Therefor, it is enough to show that the variances of the second part converge to zero. We use
the Jensen inequality.
E

 d∑
p=1
tp
d∑
i=1
a(n)pi
⌊nt⌋∑
k=1
∞∑
j=τ+1
hj,iHj(X
i
k)


2
≤d
d∑
p=1
t2pE

 d∑
i=1
a(n)pi
⌊nt⌋∑
k=1
∞∑
j=τ+1
hj,iHj(X
i
k)


2
=d
d∑
p=1
t2p
d∑
i=1
d∑
l=1
(−1)i+lnτdmax{p,i}+τdmax{p,l}apiapl
∞∑
j=τ+1
j!
⌊nt⌋−j(di+dl)(Rjil +Rjli)
(2 − j(di + dl))(1 − j(di + dl))
→0

Lemma 6.2. The expression
d∑
m=1
(−1)l+mnτdmax{l,m}−1alm
⌊nt⌋∑
k=1
hτ,mHτ (X
m
k )
converges to zero in distribution if m < l.
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Proof.
E

 d∑
m=1
(−1)l+mnτdmax{l,m}−1alm
⌊nt⌋∑
k=1
hτ,mHτ (X
m
k )


2
=
l−1∑
m=1
l−1∑
r=1
(−1)m+rnτ2dl−2almalr
⌊nt⌋∑
k1=1
⌊nt⌋∑
k2=1
hτ,mhτ,rE(Hτ (X
m
k1)Hτ (X
r
k2))
∼
l−1∑
m=1
l−1∑
r=1
(−1)m+rnτ2dl−2almalrhτ,mhτ,r 2(R
τ
mr +R
τ
rm)τ !
(2− τ(dm + dr))(1− τ(dm + dr)) (tn)
2−τ(dm+dr)
→0
The sequence nτ(2dl−(dm+dr)) converges to zero if m, r < l, since we assumed d1 > ... > dd. 
Using the previous Lemma we are able to write
A−
1
2 (n)

⌊nt⌋∑
k=1
hτ,iHτ (X
i
k)


i=1,..,d
f.d.d.
=

 d∑
m=l
(−1)l+mnτdm−1alm
⌊nt⌋∑
k=1
hτ,mHτ (X
m
k )


l=1,...,d
=
d∑
m=1
Z˜m(n).
Define the vectors
Z˜m(n) = (Z˜ml (n))l=1,..,d =
{
(−1)l+malmhτ,mZm(n) , if m ≥ l,
0 , if m < l,
where
Zm(n) := n
τdm−1
⌊nt⌋∑
k=1
hτ,mHτ (X
m
k ).
This component processes are long-range dependent with LRD-parameter dm, i.e. we could
apply Theorem 3.6.1. in Pipiras and Taqqu (2017):
nτdm−1
⌊nt⌋∑
k=1
hτ,mHτ (X
m
k )
f.d.d.→ hτ,mR
τ
2
mmβτ,dmI
m
τ (fτ,dm,t),
where
βτ,dm =
(
(1− τdm)(1− 2τdm)
τ !(2Γ(2dm) sin(π(
1
2 − dm)))τ
) 1
2
.
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This, and applying Lemma 4.5 in Bai and Taqqu (2013), results that each vector Z˜m(n)
converges jointly, i.e.
Z˜m(n)
f.d.d.→ X(dm)
where
X(dm) =(Xl(dm))l=1,..,d
=
{
(−1)l+malmhτ,mR
τ
2
mmβτ,dmI
m
τ (fτ,dm,t) , if m ≥ l,
0 , if m < l,
which is equivalent to
d∑
i=1
ωiZ˜
m
i (n)
f.d.d.→
d∑
i=1
ωiXi(dm)
for each (ω1, ..., ωd) ∈ Rd by Crame´r-Wold device. It remains to show the convergence
(
d∑
i=1
ωiZ˜
1
i (n), ...,
d∑
i=1
ωiZ˜
d
i (n))
f.d.d.→ (
d∑
i=1
ωiXi(d1), ...,
d∑
i=1
ωiXi(dd)),(16)
which may be written as
(
d∑
i=1
ωiZ˜
1
i (n), ...,
d∑
i=1
ωiZ˜
d
i (n))
=
d∑
i=1
ωi((−1)i+1ai1hτ,1Z1(n), ..., (−1)i+daidhτ,dZd(n))
f.d.d.→
d∑
i=1
ωi((−1)i+1ai1hτ,1R
τ
2
11βτ,d1I
1
τ (fτ,d1,t), ..., (−1)i+daidhτ,dR
τ
2
ddβτ,ddI
d
τ (fτ,dd,t))
=(
d∑
i=1
ωiXi(d1), ...,
d∑
i=1
ωiXi(dd)),
where the convergence follows from Theorem 2 in Ho and Sun (1990) and the continuous
mapping theorem. Therefore,
d∑
m=1
Z˜m
f.d.d.→ (
d∑
m=l
(−1)l+malmhτ,mR
τ
2
mmβτ,dmI
m
τ (fτ,dm,t))l=1,..,d.
The process could be written as
(
d∑
m=l
(−1)l+malmhτ,mR
τ
2
mmβτ,dmI
m
τ (fτ,dm,t))l=1,..,d = A(I
m
τ (fτ,dm,t))m=1,..,d
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with
A = (Ali)l,i=1,...,d
{
(−1)l+ialihτ,iR
τ
2
iiβτ,di , if l ≤ i,
0 , otherwise.
7. Proof of Theorem 2.5
We start with the proof of part (i). As well we refer to Theorem 5 in Mas (2002). For
simplicity we repeat his result for linear processes with values in Rd like in (1).
Theorem 7.1. Suppose
∑
j ‖Aj‖op <∞ and E‖ε0‖4 <∞. Then
(n−
1
2 (Γˆn,h − Γh))h=1,...,H D→ (Gh)h=1,...,H as n→∞,
where G = (Gh)h=1,...,H is a zero mean Gaussian random Element with values in L(R
d)H+1.
This leads us to a Lemma, which proves our statement. Note, that we assumed (Xk)k∈N
to be a purely non-deterministic process.
Lemma 7.2. Theorem 7.1 remains true if we assume a Gaussian process like in Definition
1.1 and replace the assumption
∑∞
j=0 ‖Aj‖op <∞ by dp ∈ (14 , 12) for p = 1, ..., d.
Proof. The Gaussian process (Xk)k∈N has a linear representation by the multivariate Wold
decomposition
Xk =
∞∑
j=0
Aj−kεj
with A0 = Id,
∑∞
j=0 ‖Aj‖2F <∞ and (εj)j∈Z Gaussian i.i.d. with covariance matrix Σ.
Again, we refer to Mas (2002) and get the interim result
nCov(Γˆn,p, Γˆn,q) =
1
n
n−1∑
l=0
(n− l)(Ψl+p−q,l +Ψ−l+p−q,−l +Ψl+q,l−p +Ψ−l+q,−l−p)
+
∞∑
i=0
1
n
n−1∑
l=−(n−1)
(n− l)θi+l,i+l+q(Λ− Φ)θ∗i,i+p
for all T ∈ L(Rd), where Ψr,s(T ) = ΓrTΓs and
∞∑
i=0
θi+l,i+l+q(Λ− Φ)θ∗i,i+p
=
∞∑
i=0
(
ai+l+qE(〈ε0ε′0, a∗i Tai+p〉ε0ε′0)a∗i+l
−(ai+l+qΣa∗i (T + T ∗)ai+pΣa∗i+l + ai+l+q〈Σ, a∗i Tai+p〉Σa∗i+l)
)
.
Mas (2002) continued by proving that the dominated convergence theorem is applicable. It
is the only part of the proof which has to be modified to our situation. In the other parts it
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remains to use the fact
∑∞
j=0 ‖Aj‖2F < ∞, given by the Wold representation. We remind to
the nuclear norm, which is defined by ‖A‖∗ = trace
(√
A∗A
)
. Then
∞∑
l=0
‖Ψl+p−q,l‖∗
≤
√
d
∞∑
l=0
‖Γl+p−q‖F ‖Γl‖F
≤
√
d
(
∞∑
l=0
‖Γl+p−q‖2F
∑
l
‖Γl‖2F
) 1
2
=
√
d

 ∞∑
l=0
d∑
i,j=1
((l + p− q)−diRij(l + p− q)−dj )2
∞∑
l=0
d∑
i,j=1
(l−diRij l
−dj )2


1
2
<∞,
since di >
1
4 for i = 1, ..., d. 
It remains to prove the costlier, second part, of Theorem 2.5. First, we will give the
L(Rd×d)-valued normalization sequence.
Lemma 7.3. The L(Rd×d)-valued normalization sequence B−1(n)(·)B−1(n) fulfills
Cov(B−1(n)Γˆn,pB
−1(n), B−1(n)Γˆn,qB
−1(n)) ≤ Cd,
where the inequality holds componentwise and Cd is an element in L(R
d×d). The normal-
ization sequence is defined by B−1(n), which is similar to the one, calculated in Lemma 4.1.
More precisely
B−1(n) ∼
(
ndmax{l,m}−
1
2
)
l,m=1,...,d
.
Proof. We denote B−1(n) = (bij)i,j=1,...,d. Furthermore, we use the formula
E(X(i1)X(i2)X(i3)X(i4)) = σi1i2σi3i4 + σi1i3σi2i4 + σi1i4σi2i3(17)
with σij = E(X
(i)X(j)) to calculate higher moments of multivariate Gaussian random vectors.
Then for each T ∈ L(Rd) given in form of a matrix T = (Tij)i,j=1,...,d it follows
Cov(B−1(n)Γˆn,pB
−1(n), B−1(n)Γˆn,qB
−1(n))
=B−1(n)E(〈B−1(n)Γˆn,pB−1(n), ·〉Γˆn,q)B−1(n)
=
1
n2
n∑
k=1
n∑
l=1
B−1(n)E(〈B−1(n)XlX ′l+pB−1(n), ·〉XkX ′k+q)B−1(n)
=
1
n2
n∑
k=1
n∑
l=1
E(Tr(B−1(n)XlX
′
l+pB
−1(n)T ′)
d∑
j1,j2=1
bi1j1X
(j1)
k X
(j2)
k+qbj2i2)
24 M. DU¨KER
=
1
n2
n∑
k=1
n∑
l=1
E(
d∑
s=1
d∑
r1,r2,r3=1
bsr1X
(r1)
l X
(r2)
l+p br2,r3Ts,r3
d∑
j1,j2=1
bi1j1X
(j1)
k X
(j2)
k+qbj2i2)
=
d∑
s=1
d∑
r1,r2,r3=1
bsr1
d∑
j1,j2=1
bi1j1(E(X
(r1)
0 X
(r2)
p X
(j1)
0 X
(j2)
q )+
1
n2
n∑
k=1
(n− k)(E(X(r1)0 X(r2)p X(j1)k X(j2)k+q) + E(X(r1)k X(r2)k+pX(j1)0 X(j2)q )))br2r3Tsr3bj2i2
∼
d∑
j1,j2,s=1
d∑
r1,r2,r3=1
bsr1bi1j1
n∑
k=1
n− k
n2
k−dr1−dr2−dj1−dj2 (Rr1j1Rr2j2 +Rr1j2Rr2j1)br2r3Tsr3bj2i2
∼
d∑
s=1,r3=1
d∑
r1=s,r2=r3
d∑
j1=i1,j2=i2
Cr1,r2,j1,j2(Rr1j1Rr2j2 +Rr1j2Rr2j1)Tsr3
≤C
d∑
s,r3=1
d∑
r1=s,r2=r3
d∑
j1=i1,j2=i2
|(Rr1j1Rr2j2 +Rr1j2Rr2j1)Tsr3 |
=C(BR′∗B
′| · |B′R∗B′ + (BR′∗B′| · |B′R∗B′)′),
where R∗ = (|Rij |)i,j=1,...,d and
B =
{
1 , if l ≤ i,
0 , otherwise.

The idea of the remaining proof, is to show, that the convergence behavior of Γˆh does not
depend on h. Especially, we want to verify that it remains to prove
〈B−1(n)(Γˆn,0 − Γ0)B−1(n),
d∑
u,l=1
λulfu〈el, ·〉〉 D→ 〈Z,
d∑
u,l=1
λulfu〈el, ·〉〉, as n→∞
for all λul ∈ R with u, l = 1, ..., d. Therefore, we first rewrite the expression
〈B−1(n)(Γˆn,h − Γh)B−1(n),
d∑
u,l=1
λulfu〈el, ·〉〉
in dependence of multivariate Hermite polynomials. Multivariate Hermite polynomials are
defined for Gaussian vectors with zero mean and covariance matrix Σ as follows
Hq(x) = Hq(x,Σ) =
(−1)|q|
φΣ(x)
(
d
dx
)q
φΣ(x), q ∈ Nd, x ∈ Rd,
where φΣ(x) denotes the density of a multivariate Gaussian distribution and(
d
dx
)q
=
d|q|
dxq
=
dq1+...+qd
dx
q1
1 · · · dxqdd
.
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For example, the case q = (1, 1) leads to
H(1,1)(x) = H(1,1)(x,Σ) = y1y2 − E(Y1Y2)
with y = Σ−1x. Then we get
d∑
i=1
〈B−1(n)(Γˆn,h − Γh)B−1(n)(ui),
d∑
u,l=1
λulfu〈el, ui〉〉
=
d∑
i=1
〈B−1(n) 1
n
n∑
k=1
(
XkX
′
k+h − E(X0X ′h)
)
B−1(n)(ui),
d∑
k,l=1
λulfu〈el, ui〉〉
=
d∑
u,l=1
λul
1
n
n∑
k=1
(〈(B−1XkX ′k+hB−1)∗fu, el〉 − 〈(B−1E(X0X ′h)B−1)∗fu, el〉)
=
d∑
u,l=1
λul
n∑
k=1
(
d∑
r=1
ndmax{l,r}−
1
2X
(r)
k
d∑
t=1
ndmax{u,t}−
1
2X
(t)
k+h − 〈(B−1E(X0X ′h)B−1)∗fu, el〉
)
D
=
d∑
u,l=1
n∑
k=1
ndu+dl−1
l∑
r=1
u∑
t=1
λrt(X
(u)
k X
(l)
k+h − E(X(u)k X(l)k+h))
=
n∑
k=1
d∑
u,l=1
l∑
r=1
u∑
t=1
λrtH(1,1)(n
du−
1
2X
(u)
k , n
dl−
1
2X
(l)
k+h)
For simplicity we define
Ku,l =
l∑
r=1
u∑
t=1
λrt.
Lemma 7.4. The convergence behavior does not depend on h, i.e.
n∑
k=1
d∑
u,l=1
Ku,ln
du+dl−1H(1,1)(X
(u)
k ,X
(l)
k+h)
D
=
n∑
k=1
d∑
u,l=1
Ku,ln
du+dl−1H(1,1)(X
(u)
k ,X
(l)
k ).
Proof. Referring to (17), we get
E

 n∑
k=1
d∑
u,l=1
Ku,ln
du+dl−1(H(1,1)(X
(u)
k ,X
(l)
k+h)−H(1,1)(X(u)k ,X(l)k ))


2
=
n∑
k1=1
n∑
k2=1
d∑
u1,l1=1
d∑
u2,l2=1
Ku1,l1Ku2,l2n
du1+dl1+du2+dl2−2
E
(
(X
(u1)
k1
X
(l1)
k1+h
−X(u1)k1 X
(l1)
k1
)(X
(u2)
k2
X
(l2)
k2+h
−X(u2)k2 X
(l2)
k2
)
)
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∼
n∑
k=1
(n− k)
d∑
u1,l1=1
d∑
u2,l2=1
Ku1,l1Ku2,l2n
du1+dl1+du2+dl2−2
(
E
(
(X
(u1)
0 X
(l1)
h −X(u1)0 X(l1)0 )(X(u2)k X(l2)k+h −X(u2)k X(l2)k )
)
+
E
(
(X
(u1)
k X
(l1)
k+h −X(u1)k X(l1)k )(X(u2)0 X(l2)h −X(u2)0 X(l2)0 )
))
=
n∑
k=1
(n− k)
d∑
u1,l1=1
d∑
u2,l2=1
Ku1,l1Ku2,l2n
du1+dl1+du2+dl2−2
(
E
(
X
(u1)
0 X
(l1)
h X
(u2)
k X
(l2)
k+h −X(u1)0 X(l1)0 X(u2)k X(l2)k+h−
X
(u1)
0 X
(l1)
h X
(u2)
k X
(l2)
k +X
(u1)
0 X
(l1)
0 X
(u2)
k X
(l2)
k
)
+
E
(
X
(u1)
k X
(l1)
k+hX
(u2)
0 X
(l2)
h −X(u1)k X(l1)k X(u2)0 X(l2)h −
X
(u1)
k X
(l1)
k+hX
(u2)
0 X
(l2)
0 +X
(u1)
k X
(l1)
k X
(u2)
0 X
(l2)
0
))
→ 0,
since the last summands are all asymptotically equal. We calculate one of them explicitly by
E(X
(u1)
0 X
(l1)
h X
(u2)
k X
(l2)
k+h)
=h−du1Ru1l1h
−dl1h−du2Ru2l2h
−dl2 + k−du1Ru1u2k
−du2k−dl1Rl1l2k
−dl2+
(k + h)−du1Ru1l2(k + h)
−dl2 (k − h)−dl1Rl1u2(k − h)−du2
∼k−du1−du2−dl1−dl2 (Ru1u2Rl1l2 +Ru1l2Rl1u2).
The other terms could be treated analogously. 
To continue we rewrite the process in terms of univariate Hermite polynomials as well we
set li = i(u, l), where i(u, l) denotes the number of l, u that are equal to i. We get a situation
similar to Arcones (1994)
n∑
k=1
d∑
u,l=1
Ku,ln
du+dl−1H(1,1)(X
(u)
k ,X
(l)
k )
=n−1
n∑
k=1
∑
l1+...+ld=2
Cl1,...,ld
d∏
p=1
nlpdpHlp(X
(p)
k )
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with
Cl1,...,ld =E(
d∑
u,l=1
Ku,lH(1,1)(X
(u)
k ,X
(l)
k )
d∏
p=1
Hlp(X
(p)
k )).
The following Lemma proves the statement for a arbitrary Hermite rank.
Lemma 7.5. Let (Xk)k∈N be a d-dimensional, long-range dependent Gaussian process as in
Theorem 2.5. Then
n−1
n∑
k=1
∑
l1+...+ld=τ
cl1,...,ld
d∏
p=1
(lp!)
−1ndplpHlp(X
(p)
k )
with cl1,...,ld = E(f(X1)
∏d
i=1Hli(X
(i)
1 )) converges weakly to
d∑
j1,...,jτ=1
ej1,...,jτKj1,...,jτ (τ)
∫ ′′
Rτ
ei
∑τ
j=1 xj − 1
i
∑τ
j=1 xj
τ∏
i=1
|xi|−(1/2−dji )B(j1)(dx1)...B(jτ )(dxτ ),
where B(1), ..., B(d) are suitable Hermitian Gaussian random measures, Kj1,...,jτ (τ) are nor-
malization constants and
ej1,...,jτ = E(f(X1)
d∏
i=1
Hi(l1,...,lτ)(X
(i)
1 )),
where i(l1, ..., lτ ) denotes the number of l1, ..., lτ that are equal to i.
Proof. First, we refer to Arcones (1994) for the following equality. For τ ∈ N and a1, ..., ad ∈ R
with
∑d
j=1 a
2
j = 1 we have
Hτ

 d∑
j=1
ajxj

 = ∑
p1+...+pd=τ
(
τ
p1, ..., pd
) d∏
j=1
a
pj
j Hpj(xj).(18)
See Buchsteiner (2017) for a detailed proof. To apply this equality, we introduce the matrix
A =
(
d∏
i=1
(a
(i)
k1,...,kd
)pi
)
k1+...+kd=τ
p1+...+pd=τ
.
There exist a
(1)
k1,...,kd
, ..., a
(d)
k1,...,kd
for k1 + ... + kd = τ such that the matrix is invertible by
independence of multivariate monomials of degree τ . Normalizing leads to
∑
p=1(a
(p)
k1,...,kd
)2 =
1 for each k1, ..., kd. Furthermore, we could define a matrix β(k1, ..., kd, l1, .., ld) , such that∑
k1+...+kd=τ
b(k1, ..., kd, l1, ..., ld)(a
(1)
k1,...,kd
)p1 ...(a
(d)
k1,...,kd
)pd
=
{
(τ !)−1
∏d
p=1 lp! , if (p1, ..., pd) = (l1, ..., ld),
0 , otherwise.
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Now, using this, we are able to apply (18).
n−1
∑
l1+...+ld=τ
k1+...+kd=τ
cl1,...,ld
d∏
p=1
(lp!)
−1b(k1, ..., kd, l1, ..., ld)Hτ (
d∑
p=1
a
(p)
k1,...,kd
ndpX
(p)
k )
=n−1
∑
l1+...+ld=τ
k1+...+kd=τ
∑
p1+...+pd=τ
cl1,...,ld
d∏
p=1
(lp!)
−1b(k1, ..., kd, l1, ..., ld)∗
τ !
d∏
i=1
(pi!)
−1(a
(i)
k1,...,kd
)piHmi(n
diX
(i)
j )
=n−1
∑
l1+...+ld=τ
cl1,...,ld
d∏
p=1
(lp!)
−1Hlp(n
dpX
(p)
k )
Define γ(k1, ..., kd) =
∑
l1+...+ld=τ
cl1,...,ld
∏d
p=1(lp!)
−1b(k1, ..., kd, l1, ..., ld), then
n−1
n∑
k=1
∑
l1+...+ld=τ
cl1,...,ld
d∏
p=1
(lp!)
−1Hlp(n
dpX
(p)
k )
=n−1
n∑
k=1
∑
k1+...+kd=τ
γ(k1, ..., kd)Hτ (
d∑
p=1
a
(p)
k1,...,kd
ndpX
(p)
k ).
Let Z = (Z(1), ..., Z(d)) be the vector-valued spectral measure. See Brockwell and Davis
(1986) for more details. Then, referring to Ho and Sun (1990)
(nd1Z(1)(n−1A1), . . . , n
ddZ(d)(n−1Ad))
w→ (B(1)(A1), . . . , B(d)(Ad))
for all bounded symmetric intervals A1, ..., Ad ⊂ R. As well by Ho and Sun (1990), there
exist Hermitian Gaussian random measures B(1), ..., B(d), such that(
nτd1−1
n∑
k=1
Hτ (X
(1)
k ), ..., n
τdd−1
n∑
k=1
Hτ (X
(d)
k )
)
D→
(
c1I
1
τ (fτ,d1,1), ..., cdI
d
τ (fτ,dd,1)
)
.
Note, that for any integrable function h
∫ ′′
Rτ
h(x1, ..., xτ )

 d∑
p=1
a
(p)
k1,...,kd
B(p)

 (dx1)...

 d∑
p=1
a
(p)
k1,...,kd
B(p)

 (dxτ )
=
d∑
j1,...,jτ=1
a
(j1)
k1,...,kd
...a
(jτ )
k1,...,kd
∫ ′′
Rτ
h(x1, ..., xτ )B
(j1)(dx1)...B
(jτ )(dxτ )
LIMIT THEOREMS FOR MULTIVARIATE LONG-RANGE DEPENDENT PROCESSES 29
and then 
n−1
n∑
k=1
Hτ (
d∑
p=1
a
(p)
k1,...,kd
ndpX
(p)
k )|k1 + ...+ kd = τ


→


d∑
j1,...,jτ=1
a
(j1)
k1,...,kd
...a
(jτ )
k1,...,kd
Zj1,...,jτ (1)|k1 + ...+ kd = τ

 ,
where
Zj1,...,jτ (1)
=K˜j1,...,jτ (τ)
∫ ′′
Rτ
eit(x1+...+xτ) − 1
i(x1 + ...+ xτ )
τ∏
i=1
|xi|−(1/2−dji )B(j1)(dx1)...B(jτ )(dxτ ).
Therefore,
n−1
n∑
k=1
∑
k1+...+kd=τ
γ(k1, ..., kd)Hτ (
d∑
p=1
a
(p)
k1,...,kd
ndpX
(p)
k )
D→
d∑
j1,...,jτ=1
∑
k1+...+kd=τ
γ(k1, ..., kd)a
(j1)
k1,...,kd
...a
(jτ )
k1,...,kd
Zj1,...,jτ (1).
It remains to rewrite the limit process as
d∑
j1,...,jτ=1
∑
k1+...+kd=τ
γ(k1, ..., kd)a
(j1)
k1,...,kd
...a
(jτ )
k1,...,kd
=
d∑
j1,...,jτ=1
∑
k1+...+kd=τ
∑
l1+...+ld=τ
cl1,...,ld
d∏
p=1
(lp!)
−1b(k1, ..., kd, l1, ..., ld)a
(j1)
k1,...,kd
...a
(jτ )
k1,...,kd
=
{
(τ !)−1cl1,...,ld , if li = i(j1, ..., jτ ),
0 , otherwise.
Finally, ej1,...,jτ = (τ !)
−1cl1,...,ld for li = i(j1, ..., jτ ), 1 ≤ i ≤ d. 
Applying the previous Lemma to our process and observing
ej1,...,jτ =(τ !)
−1E(f(X1)
d∏
i=1
Hi(j1,...,jτ)(X
(i)
1 ))
=
1
2
E(
d∑
u,l=1
l∑
r=1
u∑
t=1
λrtH(1,1)(X
(u)
1 ,X
(l)
1 )
d∏
i=1
Hi(j1,j2)(X
(i)
1 ))
=
j1∑
r=1
j2∑
s=1
λrs
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leads to
d∑
j1,j2=1
j1∑
r=1
j2∑
s=1
λrsKj1,j2
∫ ′′
R2
ei
∑τ
j=1 xj − 1
i
∑2
j=1 xj
2∏
i=1
|xi|−( 12−dji )B(j1)(dx1)B(j2)(dx2)
=
d∑
j1,j2=1
λj1j2
d∑
r1=j1
r2=j2
Kr1,r2
∫ ′′
R2
ei
∑τ
j=1 xj − 1
i
∑τ
j=1 xj
2∏
i=1
|xi|−( 12−dri )B(r1)(dx1)B(r2)(dx2)
and thus the limit process Z is given by

d∑
r1=j1
r2=j2
Kr1,r2
∫ ′′
R2
ei
∑τ
j=1 xj − 1
i
∑τ
j=1 xj
2∏
i=1
|xi|−(
1
2
−dri)B(r1)(dx1)B
(r2)(dx2)


j1,j2=1,..,d
.
It could be written as
Z = BZ˜B′
with
Z˜ =(z˜r1,r2)r1,r2=1,...,d
=Kr1,r2
∫ ′′
R2
ei(x1+x2) − 1
i(x1 + x2)
2∏
i=1
|xi|−(1/2−dri )B(r1)(dx1)B(r2)(dx2)
and
B = (Bli)l,i=1,...,d
{
1 , if l ≤ i,
0 , otherwise.
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