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OPTIMAL STRONG APPROXIMATION FOR QUADRATIC
FORMS
NASER T. SARDARI
Abstract. For a non-degenerate integral quadratic form F (x1, . . . , xd) in d ≥
5 variables, we prove an optimal strong approximation theorem. Let Ω be a
fixed compact subset of the affine quadric F (x1, . . . , xd) = 1 over the real
numbers. Take a small ball B of radius 0 < r < 1 inside Ω, and an integer m.
Further assume that N is a given integer which satisfies N ≫δ,Ω (r
−1m)4+δ
for any δ > 0. Finally assume that an integral vector (λ1, . . . , λd) mod m is
given. Then we show that there exists an integral solution X = (x1, . . . , xd) of
F (X) = N such that xi ≡ λi mod m and
X√
N
∈ B, provided that all the local
conditions are satisfied. We also show that 4 is the best possible exponent.
Moreover, for a non-degenerate integral quadratic form in 4 variables we prove
the same result if N is odd and N ≫δ,Ω (r
−1m)6+ǫ. Based on our numerical
experiments on the diameter of LPS Ramanujan graphs and the expected
square root cancellation in a particular sum that appears in Remark 6.8, we
conjecture that the theorem holds for any quadratic form in 4 variables with
the optimal exponent 4.
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1. Introduction
1.1. Statement of results. Before stating our main theorem, we discuss an ap-
plication to a classical problem. It addresses the question of approximating real
matrices by integral matrices. More precisely, let A = [ai,j ] be a 2 × 2 matrix of
determinant 1 and m be a positive integer. How well can one approximate A by
m−
1
2H , where H = [hi,j ] is an integral matrix of determinantm? Tijdeman [Tij86],
showed that there exists H such that
max
i,j
|m− 12hij − aij | < Cm− 118 (logm)7/9,
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where C is a constant depending on max aij . Later, Harman [Har90] improved the
exponent− 118 to − 18 and showed this exponent cannot be smaller than− 14 . Harman
remarked that if Hooley’s R∗ Conjecture [Hoo78] were true, then the exponent
drops to − 16 . Subsequently, Chiu [Chi95, Remark 1.6] remarked that by assuming
the p-th Fourier coefficient of SL2(Z) Maass cusp forms are less than 2p
r for all
prime numbers p then the exponent is less than [(r + 1/2) − 1]/3. Therefore, if
one assumes the Ramanujan Conjecture for SL(2,Z) Maass cusp forms, then the
exponent drops to − 16 . The best known bound toward the Ramanujan conjecture
is 764 [Kim03] and this yields − 18 − 1192 , which slightly improves Harman’s bound.
We note that under the most favorable conditions, the two different methods give
the same exponent − 16 . We show that the matrix approximation is possible with
the exponent − 16 without any assumptions.
Corollary 1.1. Fix Ω a compact subset of SL(2,R) and any δ > 0 . Then for
every matrix A ∈ Ω and m ∈ Z, there exists an integral matrix H ∈ M2×2[Z] such
that det(H) = m and
‖A− 1√
m
H‖ ≪ m− 16+δ,
where ‖[aij ]2×2‖ := sup |aij | and the implicit constant involved in ≪ only depends
on δ and Ω. Moreover, we cannot replace − 16 in the exponent with a number smaller
than − 14 .
We first state our main theorem in a qualitative form. Let F (X) be a non-
degenerate quadratic form in d ≥ 4 variables, and Ω be a fixed compact subset of
the affine quadric F (X) = 1 over the real numbers.
Theorem 1.2. Take a small ball B of radius 0 < r < 1 with center in Ω, and an
integer m. Assume that an integral vector λ := (λ1, . . . , λd) mod m and an integer
N are given such that F (λ) ≡ N mod m. Further assume that F (X) = N has a
local solution xp ∈ Zdp for all primes p such that xp ≡ λ mod pordp(m). If d ≥ 5,
assume that N satisfies
N ≫ (r−1m)4+δ
for any δ > 0, where the constant for ≫ only depends on Ω and δ. Then there
exists an integral solution F (x1, . . . , xd) = N such that
(1.1) xi ≡ λi mod m and (x1, . . . , xd)√
N
∈ B.
Moreover, the exponent 4 in N ≫ (r−1m)4+δ is optimal. If d = 4 the same result
holds provided that N is odd and N ≫ (r−1m)6+δ. The exponent 6 cannot be
replaced with a number smaller than 4.
Based on our numerical experiments on the diameter of LPS Ramanujan graphs
[Sar18,RS17,Sar17] (see Remark 1.5), and the expected square root cancellation in
a particular sum that appears in Remark 6.8, we make the following conjecture.
Conjecture 1.3. We conjecture that for d = 4 the result of Theorem 1.2 holds if
N is odd and N ≫ (r−1m)4+δ. Therefore, the exponent 4 is the optimal exponent
for every quadratic form with 4 or more variables.
Remark 1.4. Corollary 1.1 follows from Theorem 1.2 when F (x1, . . . , x4) = x1x4−
x2x3. Moreover, by Conjecture 1.3, the matrix approximation is possible with the
optimal exponent − 14 .
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For more evidence of Conjecture 1.3, we refer the reader to the recent work of
Sarnak [Sar15a,Sar15b]. He proved the existence of the optimal lift for the case of
SL2(Z)→ SL2(Z/qZ) which is shown by an elementary method.
Another application of Theorem 1.2 recovers the best known upper bound for the
diameter of the Ramanujan graphs first constructed explicitly by Margulis [Mar88],
and later independently by Lubotzky, Phillips and Sarnak [LPS88]. More precisely,
let Xp,m be the the LPS Ramanujan graph of degree p + 1, and vertices indexed
by PGL2(Z/mZ), where p is a prime number and m ∈ Z; see [LPS88, Section 2].
For any x, y ∈ Xp,m, let d(x, y) be the length of the shortest path between x and
y. Define the diameter of Xp,m by:
diam(Xp,m) := sup
x,y∈Xp,m
d(x, y).
It is easy to see that for diam(Xp,m) ≥ logp |Xp,m| where |Xp,m| is the number of
vertices of Xp,m. In [LPS88, Theorem 5.1], the authors proved that diam(Xp,m) ≤
(2 + ǫ) logp |Xp,m|. They proved this result by appealing to the Ramanujan bound
on the Fourier coefficients of weight two modular forms [Eic54]. We recover this
upper bound by applying Theorem 1.2 to the quadratic form F (x1, . . . , x4) = x
2
1 +
4x22 + 4x
2
3 + 4x
2
4; see [LPS88, Section 3]. In our proof, we use Weil’s bound for the
Kloosterman sums.
In fact, the diameter of the LPS Ramanujan graphs was expected to be bounded
from above by the optimal bound (1 + ǫ) logp |Xp,m|; see [Sar90, Chapter 3]. How-
ever, Theorem 1.2 implies that for any prime p there exists an infinite sequence
of integers {mi} such that diam(Xp,mi) ≥ (4/3) logp |Xp,mi |; see [Sar18, Theorem
1.2].
Remark 1.5. In [Sar18,RS17], we demonstrated some numerical experiments on
the diameter of the LPS Ramanujan graphs Xp,m, which shows that their diameter
is asymptotically
(4/3) logp |Xp,m|.
In our experiments, p is fixed and m is growing. This supports Conjecture 1.3.
We now state Theorem 1.2 in a stronger, quantitative form, which provides a
lower bound on the number of integral points inside an open neighborhood of the
adelic topology. First, we define the adelic topology.
For every prime p, define a natural norm on Qdp via ‖x‖p = max1≤i≤d |xi|p where
|xi|p := p−ordp(xi). For the archimedean place∞, we fix an arbitrary norm ‖.‖∞ on
Rd. For a place v of Q (v = p or ∞) and a point o ∈ Qdv, we define the ball Bv(o, r)
centered at o with radius r by Bv(o, r) :=
{
x ∈ Qdv : ‖x− o‖v ≤ r
}
. Note that for
a non-archimedean place v, the radius r takes discrete values qnv , where qv is the
order of the residue field and n ∈ Z. Let Ad
Z
:= Rd ×∏p Zdp be the integral ring of
adeles. We define a global ball inside Ad
Z
to be a product of local ones, subject to
the condition that the radius of the local balls is 1 for all but a finite set of places.
That is,
(1.2) Ba,r := B∞(a∞, r)×
∏
p
Bp(ap, p
−νp),
where a := (a∞, ap)p ∈ AdZ and r := (r, p−νp)p ∈ RN. Furthermore, we are free
to choose a∞ ∈ Rd, ap ∈ Zdp, and νp ≥ 0 subject to the condition that νp = 0
outside a finite set of primes. By this condition, m :=
∏
p p
νp is well-defined for
4 NASER T. SARDARI
some m ∈ Z. We define the norm of the global ball Ba,r to be |Ba,r| := rm−1.
Consider the following compact topological space:
Θ := Ω×
∏
p
VN (Zp),
where VN (R) := {x ∈ Rd : F (x) = N} for any commutative ring R. Take a global
ball Ba,r where a ∈ Θ and gcd(ap, p) = 1, i.e. |ap|p = 1. Define the p-adic density
of VN (Zp) associated to the local ball Bp(ap, p
−νp) by
σp(ap, p
−νp , N) := lim
k→∞
#{x ∈ ( Z
p(k+νp)Z
)d
: F (x) = N mod pk+νp and x ≡ ap mod pνp}
pk(d−1)
.
If νp = 0 (which means we don’t have any mod p congruence condition) then we
simply write σp(N). It follows from Hensel’s lemma that the above limit exists.
The condition σp(ap, p
−νp , N) 6= 0 is equivalent to VN (Zp) ∩Bp(ap, p−νp) 6= ∅. Let
SBa,r(N) :=
∏
p σp(ap, p
−νp , N) be the singular series. If νp = 0 for all primes p,
then we write S(N) :=
∏
p σp(N) for the singular series. For d ≥ 4 the product
definition of SBa,r(N) is absolutely convergent and the singular series is nonzero
if and only if σp(ap, p
−νp , N) 6= 0 for every p; see [Sie67]. Hence, if SBa,r(N) 6= 0
then VN (Zp) ∩ Bp(ap, p−νp) 6= ∅ for every prime p, and we say that all the local
conditions are satisfied. The quantitative form of our main theorem is as follows.
Theorem 1.6. If d ≥ 5, then we have
(1.3) |VN (Z) ∩Ba,r| ≫ SBa,r(N)|Ba,r|d−1N
d−2
2
(
1 +O
(
(|Ba,r|2
√
N)−
d−3
2 N ǫ
))
for some ǫ > 0, where the implied constant in ≫ and O only depends on ǫ and Ω
and not on N or the global ball Ba,r. For d = 4, we have
(1.4) |VN (Z) ∩Ba,r| ≫ SBa,r(N)|Ba,r|3N
(
1 +O
(
(|Ba,r|3
√
N)−
1
2N ǫ
))
.
Remark 1.7. If d ≥ 5, then we have [Mal62, Remark 7 Page 73]
(1.5) cǫN
−ǫ ≤ SBa,r(N),
where ǫ > 0 is any positive real number and cǫ only depends on Ω and ǫ. Therefore,
if N δ ≫ (|Ba,r|2
√
N) for some δ > 0 then the error term is smaller than the
main term, and as a result we have an integral point inside Ba,r which implies
Theorem 1.2 for d ≥ 5. For d = 4, the inequality (1.5) holds if N is odd. Similarly,
if N δ ≫ (|Ba,r|3
√
N) then we have an integral point inside Ba,r and this implies
Theroem 1.2 for d = 4. Morerover, if gcd(pνp , a1(p), . . . , ad(p)) = p
hp 6= 1 for
some p, then we can divide N by p2hp , replace the local balls at the place p by
B(
ap
php
, p−(νp−hp)), and use the above theorem. Since the power of N is d−22 and
the power of |Ba,r| is d− 1 in the formula (1.3), the main term would be multiplied
by
∏
p p
hp .
We now state a theorem which implies that the exponent 4 in Theorem 1.2 is
optimal. It is based on the principle that rational points on V1 of low height repel
other rational points. Let q := (q1, . . . , qd) be any primitive integral vector, i.e.
such that gcd(q1, . . . , qd) = 1, with F (q) > 0. Let ν := (νp) be a sequence of
nonnegative integers indexed by all primes p such that νp = 0 for all but a finite set
of primes, and if νp 6= 0 then
(
N
p
)
=
(
F (q)
p
)
where
(
.
.
)
is the Legendre symbol.
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Moreover, let a := (ap) be a sequence of p-adic integers ap ∈ Zp indexed by all
prime numbers such that if νp 6= 0, then ap is one of the two solutions of a2p = NF (q) ,
and if νp = 0 then ap = 0. Define
(1.6) Bq,ν,a := B∞(a∞q, r) ×
∏
p
Bp(apq, p
−νp),
where a∞ = 1√
F (q)
. Our result is the following.
Theorem 1.8. There exist positive numbers c1 and c2 depending only on Ω and
F (X) such that whenever one has
(1.7) |Bq,ν,a| ≥ c1 N
− 14
|q|1/2 ,
then there exists a global ball B′ inside Bq,ν,a with no integral points and a norm
greater than
|B′| > c2 N
− 14
|q|1/2 .
In the last application of our main theorem, we give a lower bound for the number
of lattice points inside a small cap on a sphere, i.e. the intersection of a ball with
a small radius and the sphere. In the appendix of [BR12], an upper bound for
the number of lattice points in such small caps is given. Following a suggestion of
Bourgain [Sar15a, Page 23 ], we promote this to a lower bound.
Corollary 1.9. Let Sd−1(R) be any (d−1)-dimensional sphere of radius R centered
at the origin such that N := R2 is an integer and d ≥ 5. Suppose we are given a
spherical cap of diameter Y ≤ R. Then, the number of integral lattice points inside
this spherical cap is at least
σ∞S(N)
Y d−1
R
(
1 +O
(
Rǫ(
R
Y 2
)
d−3
2
))
,
where σ∞ is a constant that only depends on d and S(N) is the singular series
associated to the quadric x21+ · · ·+ x2d = N . The implied constant in O depends on
ǫ and d but not on the spherical cap or N . In particular, if Y ≫δ R1/2+δ for any
δ > 0 then we have an integral point inside the cap. For d = 4, if we assume that
N is odd then the number of integral points is at least
σ∞S(N)
Y 3
R
(
1 +O
(
Rǫ(
R
Y 3/2
)
))
.
In this case, if Y ≫δ R2/3+δ then we have an integral point inside the cap.
On the other hand, it follows from Theorem 1.8 that there are caps of diameter
Y ≫ R1/2 on any Sd−1(R) with no integral points inside them, where the implied
constant in ≫ only depends on d. Given R > 0 such that R2 ∈ Z, we let C(R)
denote the maximum volume of any cap on Sd−1(R) which contains no integral
points. Sarnak defined [Sar15a] the covering exponent of integral points on the
sphere by:
Kd := lim sup
R→∞
log
(
#Sd−1(R) ∩ Zd)
log
(
vol Sd−1(R)/C(R)
) .
It follows from Theorem 1.8 and Corollary 1.9 that Kd = 2 − 2d−1 for d ≥ 5 and
4/3 ≤ K4 ≤ 2.
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Remark 1.10. In his letter [Sar15a] to Aaronson and Pollington, Sarnak showed
that 4/3 ≤ K4 ≤ 2. To show that K4 ≤ 2 he appealed to the Ramanujan bound on
the Fourier coefficients of weight k modular forms, while the lower bound 4/3 ≤ K4
is a consequence of an elementary number theory argument. Furthermore, Sarnak
states some open problems [Sar15a, Page 24]. The first one is to show that K4 < 2
or even that K4 = 4/3. Conjecture 1.3 implies that K4 = 4/3.
More generally, Ghosh, Gorodnick and Nevo studied the covering exponent of
the orbits of a lattice subgroup Γ in a connected Lie group G, acting on a suitable
homogeneous spaces G/H ; see [GGN13, GGN15, GGN16]. They linked the cov-
ering exponent of Γ to the spectrum of H in the automorphic representation on
L2(Γ\G). In particular, they showed that KΓ ≤ 2 if the restriction of the unitary
representation on L2(Γ\G) to H has tempered spherical spectrum as a represen-
tation of H ; see [GGN16, Theorem 3.5] and [GGN15, Theorem 3.3]. This recovers
the above result of Sarnak for d = 4. For d ≥ 5, by using the best bound on the
generalized Ramanujan conjecture for SOd, they showed that [GGN13, Page 12]
1 ≤ Kd ≤ 4 − 4/(d − 1) for odd d and 1 ≤ Kd ≤ 4 − 16/(d+ 2) for even d. They
raised the question of improving these bounds in [GGN13, Page 11]. As pointed
out above, we give a definite answer to this question and show that Kd = 2 − 2d−1
for d ≥ 5.
1.2. Further motivations and techniques.
In several papers, Wright proved various results about the representation of
an integer N as a sum of squares of integers “almost proportional” to assigned
positive real numbers λ1, λ2, . . . , λd. In [Wri33], he showed that if N
1− 18+ǫ ≤ U
for some 0 < ǫ and λ1 + · · · + λ5 = 1, where 0 < λi, then there exists an integral
solution (n1, . . . , n5) to N = n
2
1 + · · · + n25, where |n2i − λiN | < U. Note that
by Theorem 1.2 the inequality N1−
1
8+ǫ ≤ U is not sharp and can be improved
to N1−
1
4+ǫ ≤ U . He also showed that the number of representation is ≍ U4√
N
.
By an entirely elementary method Auluck and Chowla in [AC37] proved a sharp
result for the special point (λ1, . . . , λ4) = (
1
4 ,
1
4 ,
1
4 ,
1
4 ) and sum of four squares.
They showed that every positive integer N 6= 0 mod 8 is expressible in the form
N = n21+ · · ·+n24, where ni are integers satisfying N4 −n2i = O(N
3
4 ). It follows from
further work of Wright [Wri37] that O(N
3
4 ) in this theorem cannot be replaced
by o(N
3
4 ). More generally, he considered the sum of d kth powers and proved
that there exists an infinite sequence of integers {Ni} such that the diagonal point
W(d,k,Ni) := (ai, . . . , ai), where da
k
i = Ni for some ai ∈ R, repels the integral points
on xk1 + · · ·+ xkd = Ni. More precisely, he showed that the ball BW(d,k,Ni),γ(d,k)N1/2ki
centered at W(d,k,Ni) with radius γ(d,k)N
1/2k
i for some fixed γ(d,k) > 0 contains
no integral points (x1, . . . , xd) such that x
k
1 + · · · + xkd = Ni. We will discuss this
repulsion property for k = 2 in more detail in Section 2. In a recent paper [Dae10],
Daemen gave a lower bound for the number of integral points (x1, . . . , xd) close to
the diagonal point W(d,k,N) such that x
k
1 + · · ·+ xkd = N. He proved that for every
k there exists dk such that if d ≥ dk, then one has a lower bound for the number
of integral points inside BW(d,k,Ni),N1/2k+ǫ
for any ǫ > 0 and large enough N . This
lower bound differs by a bounded scalar compared to the upper. For the sum of
squares, his result implies that d2 ≤ 9. He remarked that by working a little harder,
one can prove that d2 ≤ 7. Theorem 1.2 implies that d2 ≤ 5.
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We shall prove Theorem 1.2 using a version of the delta method, which in turn
is based on the Kloosterman circle method. This method was developed by Kloost-
erman to prove the local-to-global principle for quadratic forms in 4 variables;
see [Klo27]. For the purpose of representing integers by quadratic forms, if the
number of variables is 5 or more the classical circle method of “major and minor”
arcs works fine. However, for 4 variables it does not work. Kloosterman introduced
a new method of dissection by the Farey sequence (with no minor arcs) which deals
with 4 variables.
In our work, the method proves to be decisive in 5 or more variables as it gives the
optimal exponent for lifting solutions. Our optimal result for 5 variables depends
crucially on obtaining square root cancellation in certain exponential sums, and also
relies on a refinement of the Kloosterman method developed by Duke, Friedlander
and Iwaniec known as the delta method; see [DFI93]. In the delta method we use
a smooth cut off function over the Farey dissections. The delta method allows us
to use the rapid decay of the Fourier transform of the weight function and makes
computations handier. For proving Theorem 1.2, we use a version of this method
developed by Heath-Brown in [HB96]. In that method we first apply the delta
method and then a Poisson summation over the sum of lattice points. Our main
innovation is to introduce a special coordinate system in Section 5 which is crucial
in improving the current bounds on the oscillatory integrals appearing in the delta
method.
The problem of the distribution of integral points on quadrics between different
residue classes to a fixed integer m has been studied by Malyshev; see [Mal62].
Malyshev used Kloosterman method and proved a result about the distribution of
integral points of the quadric F (X) = N with 4 or more variables between residue
class of an integer m. An application of Theorem 1.2 significantly improves the
exponents of m and N in his main theorem for F (X) fixed.
Acknowledgements. I would like to thank my Ph.D. advisor Peter Sarnak for
several insightful and inspiring conversations during the course of this work. In
fact the starting point of this work was his letter [Sar15a] and in particular the key
observation of Bourgain noted there as well as above. I would like to thank Professor
Jianya Liu and Professor Tim Browning for their comments on the earlier versions
of this work. Finally, I am grateful for the comments of Simon Marshall, Masoud
Zargar, and the anonymous referees that improved the writing of this manuscript.
2. Repulsion of integral points
In this section we prove Theorem 1.8. We assume that F (X) = XTAX is a
non-degenerate quadratic form. Recall the definition of Bq,ν,a in (1.6), and the
notation used while formulating Theorem 1.8.
Proof. Let B∞q,ν,a :=
∏
pBp(apq, p
−νp) be the finite part of the global ball Bq,ν,a,
and m :=
∏
p p
νp . We assume that X ∈ VN (Z) is an integral point such that X ∈
B∞q,ν,a. Hence, X ≡ apq mod pordp(m). By the Chinese remainder theorem there
exists α ∈ Z such that X ≡ αq mod m, where α ≡ ap mod pordp(m). Hence, X =
mt+ αq for some integral vector t. We write the Taylor expansion of F (mt+ αq)
at αq , i.e. F (mt+αq) = m2F (t)+ 2mtTAαq+F (αq) = N. Since gcd(α,m) = 1,
we deduce that tTAq ≡ N−F (αq)2mα mod m. Therefore, there exists a fixed number
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l0 mod m
2 such that
(2.1) 〈X,Aq〉 ≡ 〈mt+ αq, Aq〉 ≡ l0 mod m2.
Now consider the infinite part of the global ball Bq,ν,a, namely B∞ := B∞(a∞q, r).
Without loss of generality we assume that B∞ intersects only one connected com-
ponent of V1(R). We wish to find a real point q˜ ∈
√
NB∞ ∩ VN (R) such that
(2.2) 〈q˜, Aq〉 = m
2
2
+ l0 + km
2 for some k ∈ Z, and |q˜−
√
Na∞q| is minimal.
We will deduce the existence of q˜ from assumption (1.7) (although the q˜ we pro-
duce is not necessarily unique). By the connectivity of
√
NB∞ ∩ VN (R) and the
continuity of the inner product, it suffices to show that the length of the inter-
val I := {〈h, Aq〉 ∈ R : h ∈ √NB∞ ∩ VN (R)} is bigger than m2. For any
r < 1 and y ∈ Ω, let Jy,r := {〈l, Ay〉 : l ∈ V1(R), |l − y| < r} ⊂ R. Since
Ω is compact and F (X) is non-degenerate, it follows that there exists a con-
stant c3 depending on Ω such that the length of Jy,r is bigger than c3r
2, inde-
pendently of y ∈ Ω. Moreover, there exist constants c4 and c5 depending on Ω
such that c4|q| ≤
√
F (q) ≤ c5|q|. This implies that |Ja∞q,r| ≥ c3r2, or equiv-
alently that |I| ≥ c3r2
√
N |F (q)| ≥ c3c4r2
√
N |q|. By assumption (1.7), we have
m2 ≤ c1r2|q|
√
N . By choosing c1 < c3c4, it follows that |I| ≥ m2, and hence there
exists q˜ satisfying condition (2.2).
Next, we give an upper bound on |q˜ − √Na∞q|. By condition (2.2) and the
connectivity of
√
NB∞ ∩ VN (R), it follows that |
〈
q˜−√Na∞q, Aq
〉
| ≤ m2. We
write q˜ −√Na∞q = q1 + q2, where q1 is parallel to Aq and q2 is orthogonal to
Aq. We have
|q1| = | 〈q1, Aq〉 ||Aq| =
|
〈
q˜−√Na∞q, Aq
〉
|
|Aq| ≤
m2
|Aq| ≪Ω
m2
|q| .
Since F (q˜) = F (
√
Na∞q) = N , we have
|qT2 Aq2| = |qT1 Aq1 + 2q1A
√
Na∞q| ≪ |q1|2 +m2
√
Na∞.
Hence, |q2| ≪ |q1| + mN1/4a1/2∞ . By the triangle inequality and the assump-
tion (1.7),
(2.3) |q˜−
√
Na∞q| = |q1 + q2| ≪ m
2
|q| +mN
1/4a1/2∞ ≪ mN1/4a1/2∞ .
Assume that X = q˜ + ξ is an integral point inside B∞q,ν,a with F (X) = N . We
write the Taylor expansion of F (X) at q˜ and obtain F (X) = F (q˜)+2q˜TAξ+F (ξ).
Since F (X) = F (q˜) = N , we deduce that 2q˜TAξ + F (ξ) = 0. Hence,
|F (ξ)|+ |
〈
2ξ, A(q˜−
√
Na∞q)
〉
| ≥ |
〈
2ξ,
√
Na∞Aq
〉
|.
By (2.1) and the definition of q˜ in (2.2), |
〈
2ξ,
√
Na∞Aq
〉
| ≥ m2a∞
√
N. By the
Cauchy-Schwarz inequality and inequality (2.3),
|
〈
2ξ, A(q˜−
√
Na∞q)
〉
| ≤ 2|ξ||A||(q˜ −
√
Na∞q)| ≪ mN1/4a1/2∞ |ξ|.
Therefore,
|F (ξ)|+mN1/4a1/2∞ |ξ| ≫ m2a∞
√
N.
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We deduce that |ξ| ≫ ma1/2∞ N1/4. Since a∞ = 1/
√
F (q)≫ 1|q| , then there exists a
constant c2 depending on Ω and F such that
|ξ|√
N
≥ c2mN−1/4|q|1/2 . Let r′ := c2mN
−1/4
|q|1/2
and B′ := B( q˜√
N
, r′)
∏
pB(apq, p
−ordp(m)). Then, |B′| = c2mN−1/4|q|1/2 and B′ does
not contain any integral point. This concludes the proof of Theorem 1.8. 
3. The delta method
We now begin the proof of Theorem 1.6. In this section, we define a smooth
sum N(w, λ) that gives a lower bound for the number of integral points we wish to
study, and use the delta method to give an expansion for N(w, λ).
Assume that F (X) = XTAX is a non-degenerate quadratic form. Recall the
notations used while formulating Theorem 1.6 for F (X). Assume that X :=
(x1, . . . , xd) is an integral point inside the given global ball Ba,r. Hence,
(3.1) xi ≡ ai(p) mod pνp , for every p,
where ap =
(
a1(p), . . . , ad(p)
) ∈ Zdp. Recall that |Ba,r| = m−1r where m :=∏p pνp .
By the Chinese remainder theorem there exists λ = (λ1, . . . , λd) mod m such that
(3.2) xi ≡ λi mod m,
if and only if the system of congruence conditions (3.1) hold. So, counting in-
tegral points inside Ba,r is the same as counting integral points inside the ball
B∞(a∞, r) ⊂ Rd subjected to the congruence condition (3.2).
Next, we give an expansion of the delta function which is developed by Duke,
Friedlander and Iwaniec [DFI93]. We cite this theorem from [HB96, Theorem 1].
Theorem 3.1. For any integer n let
δ(n) =
{
1 if n = 0,
0 otherwise.
Then for any Q > 1 there is a positive constant CQ, and a smooth function h(x, y)
defined on the set (0,∞)× R, such that
(3.3) δ(n) =
CQ
Q2
∞∑
q=1
∑
a
∗
e(
an
q
)h(
q
Q
,
n
Q2
),
where
∑∗
means the sum is over a mod q with gcd(a, q) = 1, and the constant CQ
satisfies CQ = 1 + ON (Q
−N), for any N > 0. Moreover h(x, y) ≪ x−1 for all y,
and h(x, y) is non-zero only for x ≤ max(1, 2|y|).
Let w be a smooth compactly supported weight function defined on Rn such that
(3.4) w(x) = 0 if x /∈ B∞(a∞, r).
Assume that X ∈ Zd satisfies the condition (3.2). We uniquely write X = mt+ λ,
where t ∈ Zd and λ = (λ1, . . . , λd) for −m2 < λi ≤ m2 . Define
(3.5) k :=
N − F (λ)
m
.
Since F (X) = N, then m2F (t)+2mλTAt = N−F (λ) which implies m|2λTAt−k.
Then, F (t) + 1m (2λ
TAt− k) = 0. We also define
G(t) :=
F (mt+ λ)−N
m2
= F (t) +
1
m
(2λTAt− k).
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Finally, we define
N(w, λ) :=
∑
t
w(mt+ λ)δ(G(t)),
where t ∈ Zd. Note that N(w, λ) is the weighted number of integral points X
satisfying condition (3.2). We wish to apply the delta expansion in (3.3) to δ(G(t)).
Note that (3.3) holds only for n ∈ Z.Moreover,G(t) ∈ Z if and only ifm|2λTAt−k.
Hence, we write
N(w, λ) =
1
m
∑
l
∑
t
e
( l
m
(2λTAt− k))w(mt + λ)δ(G(t)),
where l varies mod m. Then, we apply (3.3) with Q :=
√
N
mr−1 and obtain
N(w, λ) =
CQ
mQ2
∑
l
∑
q
∑
a
∗∑
t
e
((lq + a)(2λTAt− k) + amF (t)
mq
)
h
( q
Q
,
G(t)
Q2
)
w(mt + λ).
We apply the Poisson summation formula on the t variable to obtain
(3.6) N(w, λ) =
CQ
mQ2
∑
l
∑
q
∑
a
∗∑
c
(mq)−dSm,q(a, l, c)Im,q(c),
where c ∈ Zd, l ∈ (Z/mZ), and a ∈ (Z/qZ)∗, and Im,q and Sm,q are given by
(3.7) Im,q(c) :=
∫
h(
q
Q
,
G(t)
Q2
)w(mt+ λ)e
(− 〈c, t〉
mq
)
dt1 . . . dtd,
(3.8) Sm,q(a, l, c) :=
∑
b∈(Z/mqZ)d
e
((lq + a)(2λTAb− k) + amF (b) + 〈c,b〉
mq
)
.
We define the sum Sm,q(c) as:
(3.9) Sm,q(c) :=
∑
l
∑
a
∗
Sm,q(a, l, c).
Therefore
(3.10) N(w, λ) =
CQ
mQ2
∑
q
∑
c
(mq)−dSm,q(c)Im,q(c).
Since Q =
√
N
mr−1 , in the Section 5, we construct a smooth function w with compact
support such that
(3.11) w(mt+ λ) 6= 0 only if G(t)
Q2
≪ 1.
Since the support of the smooth function h(x, y) is inside the interval 0 ≤ x ≤
max(2y, 1). Hence, the summation on q in formula (3.10) is restricted to 1 ≤ q ≪ Q.
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3.1. The properties of the smooth function h(x, y). In this section we cite
the basic properties of the smooth function h(x, y) from [HB96].
Lemma 3.2. We have ∫ ∣∣∣xkyl ∂kh(x, y)
∂xk
∣∣∣dy ≪l xl,
for any l ≥ 0 and k ∈ {0, 1}.
Proof. This is an easy consequence of [HB96, Lemma 5].

The following lemma shows h(x, y) converges to the delta function rapidly as
x→ 0. For the proof we refer the reader to [HB96, Lemma 9].
Lemma 3.3. Let f be a smooth function with compact support. Then if x≪ 1 we
have
(3.12)
∫
f(y)h(x, y)dy = f(0) +OM,f (x
M ).
The following lemma shows the smooth property of the h(x, y) in the y variable.
Since it converges to the delta function from the previous lemma, as x → 0 the
decay rate of the Fourier transform is slower as x→ 0. For the proof, we refer the
reader to [HB96, Lemma 17].
Lemma 3.4. Let w be a smooth compactly supported weight function and p(t, x)
be the Fourier transform of w(y)h(x, y) in the y variable, i.e.,
p(t, x) =
∫ ∞
−∞
w(y)h(x, y)e(−ty)dy.
Then p(t, x) decays faster than any polynomial in the variable xt, i.e. for every
N ≥ 0 we have
p(t, x)≪w,N (xt)−N .
4. Quadratic exponential sums Sm,q(c)
Recall the definition of Sm,q(c) from (3.9). In this section, we prove the following
upper bound on the average norm of Sm,q(c) with respect to q. A version of this
inequality was proved in Heath-Brown’s paper [HB96, Lemma 28]. Our proof uses
Weil’s bound (resp. Salie´’s bound) on generalized Kloostermann sums (resp. Salie´
sum) for even (resp. odd) dimensions.
Proposition 4.1. We have the following upper bound
X∑
q=1
m−dq−
d+1
2 |Sm,q(c)| ≪∆ mǫX1+ǫ,
where X = O(NA) for any fixed power A.
We give the proof of Proposition 4.1 at the end of this section. We begin by
proving some auxiliary lemmas.
Lemma 4.2. Unless c ≡ −2(lq + a)Aλ mod m, we have Sm,q(a, l, c) = 0. As a
result Sm,q(c) = 0, unless c ≡ αAλ for some scalar α mod m.
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Proof. We write the vector b in the sums Sm,q(a, l, c) as
b = qb1 + b2,
where b1 is a vector mod m and b2 is a vector mod q. Then we write Sm,q(a, l, c)
as a summation over b1 and b2, and obtain
Sm,q(a, l, c) =
∑
b2
e
( (lq + a)(2λTAb2 − k) + amF (b2) + 〈c,b2〉
mq
)∑
b1
e
( (lq + a)2λTAb1 + 〈c,b1〉
m
)
.
It is easy to check that the summation over b1 is zero, unless c ≡ −2(lq +
a)Aλ mod m. Hence, we conclude the lemma.

In the rest of this section we give an upper bound on Sm,q(c). Let ∆ := detA.
By (3.9)
Sm,q(c) =
∑
l
∑
a
∗∑
b
e
((lq + a)(2λTAb− k) + amF (b) + 〈c,b〉
mq
)
.
Since the summation over l is nonzero only if m|2λTAb − k and it is m when
m|2λTAb− k, we have
(4.1) Sm,q(c) = m
∑
b,a
e
(a(2λTAb− k) + amF (b) + 〈c,b〉
mq
)
,
where the summation is over a ∈ (Z/qZ)∗ and vectors b ∈ (Z/mqZ)d such that
m|2λTAb − k. We assume that q = q1q2, where gcd(q1, 2∆m) = 1 and the set of
primes which divide q2 is a subset of prime divisors of 2∆m. So, gcd(q1,mq2) = 1.
By the Chinese remainder theorem we write
(4.2) k = mq2k1 + q1k2
for some integers k1 and k2, and
a = q2a1 + q1a2,
where a1 ∈
(
Z/q1Z
)∗
and a2 ∈
(
Z/q2Z
)∗
. We also write
b = mq2b1 + q1b2,
where b1 ∈
(
Z/q1Z
)d
and b2 ∈
(
Z/mq2Z
)d
such that m|2λTAb−k. We substitute
k = mq2k1 + q1k2, a = q2a1 + q1a2, and b = mq2b1 + q1b2 in formula (4.1) for
Sm,q(c), and obtain
(4.3) Sm,q(c) = S1S2,
where
(4.4) S1 :=
∑
a1,b1
e
(2q2a1λTAb1 + a1(mq2)2F (b1) + 〈c,b1〉 − q2a1k1
q1
)
,
and
(4.5) S2 := m
∑
a2,b2
e
(2q1a2λTAb2 + a2mq21F (b2) + 〈c,b2〉 − q1a2k2
mq2
)
.
In the following lemma we give upper bounds for S1. This lemma and its argument
is similar to [HB96, Lemma 26].
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Lemma 4.3. Let G(X) := XTBX and D := det(B) 6= 0, where B is a symmetric
d× d integral matrix. Let q be an integer such that gcd(q, 2D) = 1. For t ∈ Z/qZ
and c, c′ ∈ (Z/qZ)d, we define
S(G, c, c′, t) :=
∑
a,b
e
(a(G(b) + 〈c′,b〉+ t) + 〈c,b〉
q
)
,
where the sum being taken over all a ∈ (Z/qZ)∗ and b ∈ (Z/qZ)d. Then
(4.6) S(G, c, c′, t) =
(D
q
)
τdqKl(G, c, c
′, t),
where τq :=
∑
x e
(
x2
q
)
is the Gauss sum,
(
.
.
)
is the Jacobi symbol, and Kl(G, c, c′, t)
is either a Kloosterman sum or a Salie´ sum. As a result, we have
|S1| ≤ q
d+1
2
1 τ(q1) gcd(q1, N)
1/2.
Remark 4.4. We note that the exponent d+12 in the above upper bound is optimal,
and corresponds to the full square root cancellation in both the a and b variables.
Proof. Since q is odd we can diagonalize our quadratic form G(X) mod q, and write
G(X) =
∑d
i=1 αix
2
i . Hence,
S(G, c, c′, t) :=
∑
a
∗
e
(at
q
) d∏
j=1
∑
b
e
(a(αjb2 + c′jb) + cjb
q
)
,
where b ∈ Z/qZ. We complete the square to obtain
S(G, c, c′, t) : =
∑
a
∗
e
(at
q
) d∏
j=1
∑
b
e
(aαj(b+ ac′j+cj2aαj )2 − (ac′j+cj)24aαj
q
)
=
∑
a
∗
e
(at
q
) d∏
j=1
e
(− (ac′j+cj)24aαj
q
)∑
b
e
(aαj(b + ac′j+cj2aαj )2
q
)
.
We note that
∑
b
e
(aαj(b+ ac′j+cj2aαj )2
q
)
=
(aαj
q
)
τq,
where τq :=
∑
x e
(
x2
q
)
is a quadratic Gauss sum and
(
aαj
q
)
is the Jacobi symbol.
Hence,
S(G, c, c′, t) = τdq
(D
q
)
e
(−∑j cjc′j2αj
q
)∑
a
∗(a
q
)d
e
(a(t−∑j c′2j4αj )− a−1∑j( c2j4αj )
q
)
.
Next, we analyze the sum over a. We define
Kl(G, c, c′, t) := e
(−∑j cjc′j2αj
q
)∑
a
∗(a
q
)d
e
(a(t−∑j c′2j4αj )− a−1∑j( c2j4αj )
q
)
.
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Note that
(
a
q
)d
=
(
a
q
)
for odd d. So, Kl(G, c, c′, t) is a Salie´ sum for odd d and
from standard bounds on Salie´ sums we have
(4.7) |Kl(G, c, c′, t)| ≤ τ(q)√q.
Similarly,
(
a
q
)d
= 1 for even d. So, Kl(G, c, c′, t) is a Kloosterman sum for even d
and by Weil’s bound on Kloosterman sums we obtain
(4.8) Kl(G, c, c′, t) ≤ τ(q)√q gcd
(
q, (t−
∑
j
c′2j
4αj
),
∑
j
(
c2j
4αj
)
)1/2
.
This concludes the first part of our lemma. Finally, we analyze S1. We note that
by a change of variables S1 = S(G, c, c
′, t), where G = (mq2)2F, t = −q2k1, and
c′ = 2q2Aλ. Recall that F (X) = XTAX , gcd(q1, 2mq2D) = 1, and G = (mq2)2F
is diagonalizable with eigenvalues {αi}, so that∑
j
c′2j
4αj
≡ (2mq2)−2c′TA−1c′ mod q1.
We substitute c′ = 2q2Aλ and obtain
(4.9)
∑
j
c′2j
4αj
≡ λ
TAλ
m2
≡ F (λ)
m2
mod q1.
We apply formula (4.6) and obtain |S1| = qd/21 |Kl(G, c, c′, t)|. If d is odd then by
inequality (4.7) we obtain |S1| ≤ q
d+1
2
1 τ(q1). If d is even then by inequality (4.8)
we obtain |S1| ≤ q
d+1
2
1 τ(q1) gcd(q1, t−
∑
j
c′2j
4αj
)1/2. We substitute t = −q2k1 and by
(4.9) obtain
|S1| ≤ q
d+1
2
1 τ(q1) gcd
(
q1, q2k1 +
F (λ)
m2
)1/2
.
By (4.2) and (3.5), we have gcd(q1, q2k1 +
F (λ)
m2 ) = gcd(q1, N). Hence,
|S1| ≤ q
d+1
2
1 τ(q1) gcd(q1, N)
1/2.
This concludes our lemma. 
In this lemma we give an upper bound on S2. This lemma is a variant of [HB96,
Lemma 25] and its proof follows from the standard square root cancelation in the
Gaussian sums.
Lemma 4.5. We have
|S2| ≪∆ mdq1+d/22 .
Proof. By the Cauchy-Schwarz inequality on the a2 variable, we have
|S2|2 ≤ m2φ(q2)
∑
a2
∗∣∣∣∑
b2
e
(2q1a2λTAb2 + a2mq21F (b2) + 〈c,b2〉 − q1a2k2
mq2
)∣∣∣2
= m2φ(q2)
∑
a2
∗ ∑
b2,b′2
e
(2q1a2λTA(b2 − b′2) + a2mq21(F (b2)− F (b′2)) + 〈c,b2 − b′2〉
mq2
)
,
(4.10)
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where m|2λTAb2 − k2 and m|2λTAb′2 − k2. We change the variables and write
u = b2 − b′2. Hence,
|S2|2 ≤ m2φ(q2)
∑
a2
∗∑
u,b2
e
(2q1a2λTAu+ a2mq21(2b2Au+ F (u)) + 〈c,u〉
mq2
)
,
where m|2λTAb2 − k2 and m|2λTAu. The summation over b2 is zero unless
q2|∆gcd(u). In other words, the summation is non-zero only if
u ∈ (q2Z/ gcd(∆, q2)mq2Z)d ≡ (Z/ gcd(∆, q2)mZ)d.
Since b2 ∈
(
Z/mq2Z
)d
, then
|S2|2 ≤ m2φ(q2)
∑
a2
∗ ∑
u∈
(
Z/ gcd(∆,q2)mZ
)d
∑
b2∈
(
Z/mq2Z
)d 1
= m2φ(q2)
2∆dm2d−2qd2 ,
where m|2λTAb2 − k2 and m|2λTAu. Hence,
|S2| ≪∆ mdq1+
d
2
2 .
This concludes the lemma. 
Remark 4.6. We note that the exponent 1+ d2 comes from the square root cancella-
tion in the b variable, and after the Cauchy-Schwarz inequality in the first line of the
proof we lose all the potential cancellation in the a variable. More precisely, the sum
over a in the second line of the proof is over the square norm of some d-dimensional
Gauss sums over b. It follows from our proof that for fixed a each Gauss sum is at
least md−1qd/22 up to a constant which only depends on the discriminant ∆. This
implies our upper bound in Lemma 4.5 is sharp after the Cauchy-Schwarz inequality
in the second line of the proof.
Proof of Proposition 4.1. This is a consequence of Lemma 4.3 and Lemma 4.5. We
factor q = q1q2, where gcd(q1, 2m∆) = 1 and the prime factors of q2 are a subset
of the prime factors of m∆. From the formula (4.3), we deduce that |Sm,q(c)| =
|S1||S2|. By Lemma 4.3 and Lemma 4.5, we have
X∑
q=1
m−dq−
d+1
2 |Sm,q(c)| ≪
X∑
q=1
qǫ1q
1/2
2 gcd(q1, N)
1/2 ≤ Xǫ
X∑
q=1
q
1/2
2 gcd(q1, N)
1/2.
By the Cauchy-Schwarz inequality,
X∑
q=1
q
1/2
2 gcd(q1, N)
1/2 ≤ ( X∑
q=1
q2
)1/2( X∑
q=1
gcd(q1, N)
)1/2
.
It is easy to check that
∑X
q=1 gcd(q1, N) ≤ X1+ǫ. For the other term, we have
X∑
q=1
q2 ≤
∑
d|(2m∆)∞,d<X
d⌊X
d
⌋ ≤ X
∑
d|(2m∆)∞,d<X
1 ≤ X(m∆X)ǫ.
Therefore, we conclude the proposition. 
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5. Construction of the smooth weight function w
In this section we construct w ∈ C∞c (Rn) that we use in the delta method. We
define w in an appropriate coordinate system, which makes the computations easier
for the oscillatory integrals Im,q(c). Finally we give upper bounds on the partial
derivatives of w, that we use in the next section.
We introduce the coordinate system first. Let
(5.1) v :=
√
Na∞ ∈ VN (R),
and let ed be the norm 1 vector in the direction of ∇F|v (the gradient of F at v
that is 2Av). Let Tv(VN (R)) be the tangent space of VN (R) at v, which is the
orthogonal complement of ed. We restrict the quadratic from F (x) to the (d − 1)-
dimensional subspace Tv(VN (R)). By a standard theorem in Linear Algebra, we
can find an orthogonal basis B1 := {e1, . . . , ed−1} for Tv(VN (R)), such that
F
( d−1∑
i=1
uiei
)
=
d−1∑
i=1
µiu
2
i .
Next, we construct the smooth weight function w that satisfies the required con-
ditions (3.4) and (3.11). By these conditions, it follows that the smooth weight
function w is supported inside a cylinder centered at v with height r2
√
N and
radius r
√
N , such that its base is parallel to Tv(VN (R)). More precisely, let
y(x) :=
F (x)−N
m2Q2
.
Since F (v) = vTAv = N 6= 0 and eTi Av = 0 for 1 ≤ i ≤ d− 1, then
(5.2) B2 := {e1, . . . , ed−1,v} and B3 := B1 ∪ {ed}
are bases for Rd. Given x ∈ Rd, we express the vector x − v in basis B3 as
x− v =∑d−1i=1 muiei +mαed, and in B2 as follows:
(5.3) x− v =
d−1∑
i=1
mu˜iei +mβv.
If v =
∑d
i=1 viei then ui = u˜i + βvi, and α = βvd. Suppose ψ1 ∈ C∞c (R) and
ψ2 ∈ C∞c (Rd−1). We define the smooth weight function w(x) as follows:
(5.4) w(x) =
{
2xTAv√
N〈v,ed〉ψ1(y)
2ψ2(
u˜
Q ) if 1 +mβ > 1/2,
0 otherwise,
where u˜ := (u˜1, . . . , u˜d−1).
Remark 5.1. The factor 2x
TAv√
N〈v,ed〉 is in our weight function w in order to simplify
the oscillatory integral Im,q(c) in Lemma 6.2. Note that the support of the weight
function ψ1(y)
2ψ2(
u˜
Q ) is localized around v and −v. We define w such that it only
has a support near v.
In Lemma 5.2, we check that w satisfies the required conditions (3.4) and (3.11).
Moreover, we give upper bounds on its partial derivatives.
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Lemma 5.2. Write w = w0ψ1 where w0(x) :=
2xTAv√
N〈v,ed〉ψ1(y)ψ2(
u˜
Q ). Consider the
coordinate system (x1, . . . , xd) where xi = u˜i/Q and xd = βN/mQ
2. Then
w0(x) = 0 if max
1≤i≤d
|xi| > C,
where C is a constant that only depends on Ω, A and the support of ψ1 and ψ2.
Moreover, for every 1 ≤ i ≤ d and n ≥ 0, we have
|∂
nw0
∂xni
| < Cn,
where the constant Cn only depends on A, compact set Ω, and maxj
(
djψ1
dyj
)
and
maxi,j
(
∂jψ2
∂xji
)
where 0 ≤ j ≤ n.
Proof. Since ψ1 ∈ C∞c (R) and ψ2 ∈ C∞c (Rd−1), there exists a constant C′, such
that if max1≤i≤d−1 |xi| > C′ or y > C′ then w0(x) = 0. Assuming that w0(x) 6= 0,
then 1 +mβ > 1/2, y ≤ C′ and |xi| < C′ for 1 ≤ i ≤ d− 1. We express y in terms
of (x1, . . . , xd−1, xd)
y =
(∑
mu˜iei + (1 +mβ)v
)T
A
(∑
mu˜iei + (1 +mβ)v
) −N
m2Q2
=
∑d−1
1 u˜i
2m2µi + (1 +mβ)
2N −N
m2Q2
=
d−1∑
1
x2iµi + xd(2 + xd
m2Q2
N
).
(5.5)
Therefore, |xd(2 + xd m
2Q2
N )| ≤ C′ +
∑d−1
1 C
′2|µi|. By (5.4), we have
(2 + xd
m2Q2
N
) = 2 +mβ > 3/2.
Then |xd| < C′ +
∑d−1
1 C
′2|µi|. We define C := C′ +
∑d−1
1 C
′2|µi|. This concludes
the first part of our lemma.
Next, we give upper bounds on the partial derivatives of w. We assume that
|xi| < C for 1 ≤ i ≤ d. We apply Leibniz’s product rule and obtain
∂nw0
∂xni
=
∑
j1+j2+j3=n
(
n
j1, j2, j3
)∂j1 xTAv√
N〈v,ed〉
∂xj1i
∂j2ψ1(y)
∂xj2i
∂j3ψ2(x1, . . . , xd−1)
∂xj3i
.
Hence, it suffices to show that the partial derivatives of each factor on the right
hand side is O(1). By (5.3),
xTAv√
N 〈v, ed〉
=
vTAv√
N 〈v, ed〉
+
(x− v)TAv√
N 〈v, ed〉
=
vTAv√
N 〈v, ed〉
+
d−1∑
i=1
mQxi
eTi Av√
N 〈v, ed〉
+ (m2Q2xd/N)
vTAv√
N 〈v, ed〉
.
Since vTAv = N and eTi Av = 0 for 1 ≤ i ≤ d− 1,
xTAv√
N 〈v, ed〉
=
√
N
〈v, ed〉 +
(m2Q2)√
N 〈v, ed〉
xd.
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We have xd < C in the support of w. Since N = m
2r−2Q2,
(m2Q2)√
N 〈v, ed〉
≤
√
N
〈v, ed〉 =
√
aT∞A2a∞ = O(1).
By the chain rule and Leibniz’s product rule, we write ∂
jψ1(y)
∂xji
in terms of ∂
j1ψ1
∂yj1
and ∂
j2y
∂x
j2
i
, where 1 ≤ j1, j2 ≤ j. Hence, it suffices to show that ∂
jy
∂xji
= O(1). By
(5.5), y is a quadratic form in (x1, . . . , xd−1, xd). Consequently, it suffices to show
that the coefficients µi and m
2Q2/N are O(1). Note that the µi are bounded by
|A| (the norm of A) and m2Q2/N < 1. Therefore, we conclude our lemma. 
6. The integral Im,q(c)
In this section we give upper bounds on the integral Im,q(c). We use the same
notations as in Section 5. We partition the integral vectors c 6= 0 ∈ Zd into two
sets, and denote them by ordinary and exceptional vectors. In what follows, we
describe them. Recall the orthonormal basis B3 defined in (5.2). We write a given
integral vector c in this basis as
(6.1) c =
d∑
i=1
ciei.
We remark that c does not necessarily have integral coordinates anymore. We
define two types of ordinary vectors. The type I ordinary vectors c are the integral
vectors c, such that
|c| ≥ (mr−1)1+ǫ,(6.2)
where |c| = maxi |ci|. The type II ordinary vectors c are the integral vectors c,
such that
max
1≤i≤d−1
ci ≥ m(mr−1)ǫ,
|c| < (mr−1)1+ǫ.
We call the complement of these integral vectors the exceptional integral vectors.
Recall that x = mt+λ where t = (t1, . . . , td) and let dt = dt1 . . . dtd. We record
some formulas for the volume form dt in different coordinate systems. Recall B2
from (5.2) and its coordinate system (u˜1, . . . , u˜d−1, β). We have
(6.3) dt = 〈v, ed〉 du˜1 . . . du˜d−1dβ.
Next, we give a formula for dt in terms of du˜1 . . . du˜d−1dy. By (5.5), we have
∂y
∂β =
2xTAv
mQ2 . Hence,
(6.4) dt = 〈v, ed〉 du˜1 . . . du˜d−1dβ = mQ
2
2xTAv
du˜1 . . . du˜d−1dy.
Finally, we change the variables as in lemma 5.2 to xi = u˜i/Q for 1 ≤ i ≤ d − 1
and xd = βN/mQ
2
(6.5) dt =
mQd+1 〈v, ed〉
2xTAv
dx1 . . . dxd−1dy =
mQd+1 〈v, ed〉
N
dx1 . . . dxd−1dxd.
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6.1. Upper bound on Im,q(c) for the ordinary vectors c.
In this section we assume that c is an ordinary vector, and prove that Im,q(c)
rapidly decays as |c| → ∞.Moreover, we show that the contribution of the ordinary
vectors c in the delta method is bounded. Part of our analysis in this section is
inspired by the work of Heath-Brown. In particular, the use of Fourier inversion in
the proof of the following lemma is similar to [HB96, Lemma 17].
Lemma 6.1. Let c be an ordinary type I vector. Then for any k > 0, we have
(6.6) Im,q(c)≪k
(
|c|r−1m
)−k
.
On the other hand, if c is an ordinary type II vector, we have
(6.7) Im,q(c)≪k
(
r−1m
)−k
.
Moreover,
CQ
mQ2
∑
q
∑
c
′
(mq)−dSm,q(c)Im,q(c)≪ 1,
where
∑′ is the sum over all ordinary vectors and the implied constant in ≪ only
depends on ǫ in the definition of the ordinary vectors, Ω, and the fixed functions ψ1
and ψ2.
Proof. Recall from (3.7)
Im,q(c) =
∫
h
( q
Q
,
G(t)
Q2
)
w(mt+ λ)e
(− 〈c, t〉
mq
)
dt.
By (5.4), w(mt+λ) = w0(mt+λ)ψ1(y), where y =
F (mt+λ)−N
m2Q2 =
G(t)
Q2 . Let p qQ (ξ)
be the Fourier transform of h( qQ , y)ψ1(y), we have
p q
Q
(ξ) :=
∫ ∞
−∞
ψ1(y)h(
q
Q
, y)e(−ξy)dy.
Therefore,
Im,q(c) =
∫
ξ
p q
Q
(ξ)
∫
t
w0(mt+ λ)e
(
ξy − 〈t, c〉
mq
)
dtdξ.
We change the coordinate system to (u˜1, . . . , u˜d−1, β) and apply formula (6.3) to
obtain
(6.8) Im,q(c) = 〈v, ed〉
∫
ξ
p q
Q
(ξ)
∫
t
w0((u˜, β))e
(
ξy − 〈t, c〉
mq
)
du˜dβdξ,
where du˜ = du˜1 . . . du˜d−1. By (5.5), we have
y =
∑d−1
1 u˜i
2m2µi + (1 +mβ)
2N −N
m2Q2
.
We also write the inner product 〈t, c〉 in terms of u˜1, . . . , u˜d−1, β, and obtain
(6.9) 〈t, c〉 =
〈
v − λ
m
, c
〉
+
〈
x− v
m
, c
〉
= 〈t0, c〉+
d−1∑
i=1
ciu˜i + β 〈c,v〉 ,
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where v = mt0 + λ. We substitute the above expressions in equation (6.8), and
obtain
Im,q(c) = e
(− 〈c, t0〉
mq
) 〈v, ed〉
∫
ξ
p q
Q
(ξ)
×
∫
β,u˜
w0(u˜1, . . . , u˜d−1, β)e
(ξβ(2/m+ β)N
Q2
− β 〈v, c〉
mq
)
× e( d−1∑
i=1
[
ξµiu˜
2
i
q2
− ciu˜i
mq
]
)
dβdu˜dξ.
We are only concerned with |Im,q(c)|, so we drop e
( − 〈c,t0〉mq ). We change the
variables to xi = u˜i/Q and xd = βN/mQ
2. By equation (6.5), we obtain
|Im,q(c)| = Q
d+1m 〈v, ed〉
N
∣∣∣ ∫
ξ
p q
Q
(ξ)
∫
w0(x)e
(
xd(2ξ +
q2 〈v, c〉
qN
) +
ξx2dm
2Q2
N
)
e
( d−1∑
i=1
[ξµix
2
i +
ciQxi
mq
]
)
dx1 . . . dxddξ
∣∣∣.
At this point, we assume that c is an ordinary vector of type II, which means there
exist 1 ≤ i ≤ d− 1 such that ci ≥ m(mr−1)ǫ. We write
Im,q(c) = Im,q(c)1 + Im,q(c)2,
where Im,q(c)1 is the integral over |ξ| < (r−1m)ǫ/2Qq , and Im,q(c)2 is the integral
over |ξ| > (r−1m)ǫ/2Qq . First, we show that
(6.10) |Im,q(c)2| ≪ (r−1m)−k.
Lemma 3.4 implies that p q
Q
(ξ)≪ (|ξ| qQ )−k. Since |ξ| > (r−1m)ǫ/2Qq , we deduce the
claimed upper bound on |Im,q(c)2|. It remains to show that |Im,q(c)1| ≪ (r−1m)−k.
We first take the integration on the xi variable and obtain
|Im,q(c)| = Q
d+1m 〈v, ed〉
N
∣∣∣ ∫
ξ
p q
Q
(ξ)
∫
e
(
xd(2ξ +
q2 〈v, c〉
qN
) +
ξx2dm
2Q2
N
)
e
( d−1∑
i=1
[ξµix
2
i +
ciqxi
mq
]
)
dx1 . . . dˆxi . . . dxddξ
∫
w0(x0, . . . , xi, . . . , xd)e
(
ξµix
2
i +
ciQxi
mq
)
dxi
∣∣∣.
By Lemma 5.2, the weight function w0(x0, . . . , xi, . . . , xd) has compact support in
a fixed interval [−C,C], and its partial derivatives are bounded |∂nw0∂xni | < Cn. Since
|ξ| < (r−1m)ǫ/2Qq and ci ≫ m(mr−1)ǫ, we deduce the following lower bound on
the derivative of the phase function in the xi variable
∂(ξµix
2
i +
ciQxi
mq )
∂xi
≫ ciQxi
mq
≫ (mr
−1)ǫQ
q
≫ (mr−1)ǫ.
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By integrating by parts multiple times in the xi variable, we have∫
xi
w(xi)e
(
ξµix
2
i +
ciqxi
mq
)
dxi ≪N (mr−1)−kǫ,
for every k > 0 . Hence, if c is a type II vector, we proved the claimed upper bound
on Im,q(c)1, and so on Im,q(c).
Next, we show that the contribution of the type II vectors is bounded. By
Proposition 4.1 and (6.7),
CQ
mQ2
Q∑
q=1
∑
c
(mq)−dSm,q(c)Im,q(c)≪ maxc Im,q(c)
mQ2
Q∑
q=1
∑
c
(mq)−d|Sm,q(c)|
≪
(
r−1m
)−k
m
Q
1−d
2 +ǫmǫ
∑
c
1,
where c varies over type II vectors. Since |c| ≤ (r−1m)1+ǫ, the number of type
II vectors is bounded by (r−1m)d(1+ǫ). Therefore, by choosing k large enough, we
conclude our Lemma for type II vectors.
It remains to prove the lemma for type I vectors c. We write
Im,q(c) = Im,q(c)1 + Im,q(c)2,
where Im,q(c)1 is the integral over |ξ| < (|c|r−1m)ǫ/2 qQ and Im,q(c)2 is the integral
over |ξ| > (|c|r−1m)ǫ/2 qQ (note that the definition of Im,q(c)1 and Im,q(c)2 for the
type I ordinary vectors are slightly different from the analogous ones for the type
II ordinary vectors). From the same lines as in (6.10), we have
|Im,q(c)2| ≪ (|c|r−1m)−k.
It remains to prove Im,q(c)1 ≤ (|c|r−1m)−k for the type I vectors c. If |cd| 6=
maxi |ci|, we proceed as before. So, we assume the harder case where |cd| = |c|.
We give a lower bound for the partial derivative of the phase function in the xd
variable. We have
∂(xd(2ξ +
Q2〈v,c〉
qN ) +
ξx2dm
2Q2
N )
∂xd
≫ Q
2 〈v, c〉
qN
− |2ξ| − |2ξm
2Q2
N
|.
Recall that N = Q2m2r−2, and |ξ| < (|c|r−1m)ǫ/2Qq , hence
∂(xd(2ξ +
Q2〈v,c〉
qN ) +
ξx2dm
2Q2
N )
∂xd
≫ Q
2 〈v, c〉
qN
≫ (|c|r−1m)ǫ.
By integrating by parts multiple times, we deduce that Im,q(c)1 ≪k
(
|c|r−1m
)−k
.
Therefore, we concluded the claimed upper bound (6.6) for the type I vectors. In
order to prove the lemma it remains to show
CQ
mQ2
Q∑
q=1
∑
c
(mq)−dSm,q(c)Im,q(c)≪ 1,
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where the sum is over the ordinary type I vectors c. We note that the following
sum over c ∈ Zd is bounded ∑
c6=0
1
|c|d+1 ≪ 1,
and as a result over the type I integral vectors. Hence, by choosing k large enough
in (6.6), we deduce our Lemma. 
6.2. Upper bound on Im,q(c) for the exceptional vectors c.
In this section we assume that c is an exceptional vector, and give an upper
bound on Im,q(c).
Lemma 6.2. We have
|Im,q(c)|
mQ2
≪ Q
d−1
√
N
min
[( Q|c|
mr−1q
)− d−12
, 1
]
,
where the implied constant in ≪ only depends on Ω and the fixed functions ψ1 and
ψ2.
Proof. We apply formula (6.4) and (6.9) and obtain
|Im,q(c)| = mQ2
∫ 〈v, ed〉
2xTAv
h(
q
Q
, y)w(x)e
(∑d−1
i=1 ciu˜i + β 〈c,v〉
mq
)
du˜1 . . . du˜d−1dy.
We use the weight function w defined in (5.4), and obtain
(6.11)
|Im,q(c)| = mQ
2
√
N
∫
h(
q
Q
, y)ψ1(y)
2ψ2(
u˜
Q
)e
(∑d−1
i=1 ciu˜i + β 〈c,v〉
mq
)
du˜1 . . . du˜d−1dy.
By identity (5.5), we have
(1 +mβ)2 =
N +m2Q2y −∑d−1i=1 m2u˜i2µi
N
.
By changing the variables to xi := u˜i/Q for 1 ≤ i ≤ d−1 and using N = m2r−2Q2,
we obtain
mβ =
√√√√1 + r2y − d−1∑
i=1
r2x2iµi − 1.
By Lemma 5.2, if w 6= 0 then xi, y < C for some fixed constant C. Hence, by
writing the Taylor series of the square root function, we have
(6.12) β =
1
2
[
m−1r2y −
d−1∑
i=1
m−1r2x2iµi
]
+ φ(x1, . . . , xd−1, y),
where
(6.13)
∂kφ
∂xi1 . . . ∂xik
= Ok
(
r4m−1
)
,
for every k ≥ 0 and any point inside the support of w. We change the variables to
(x1, . . . , xd−1, y) in formula (6.11), and replace β with formula (6.12),
|Im,q(c)|
mQ2
=
Qd−1√
N
∣∣∣ ∫ h( q
Q
, y)ψ1(y)
2e
( 〈c,v〉 y
2(mr−1)2q
)
ψ2(x1, . . . , xd−1)e
(∑d−1
i=1 Qcixi − m
−1r2
2
[∑d−1
i=1 x
2
iµi
] 〈c,v〉+ φ 〈c,v〉
mq
)
dx1 . . . dxd−1dy
∣∣∣.
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We define
ξ(x1, . . . , xd−1, y) : =
∑d−1
i=1 Qcixi − m
−1r2
2
[∑d−1
i=1 x
2
iµi
] 〈c,v〉 + φ 〈c,v〉
mq
,
L(y) : =
∫
ψ2(x1, . . . , xd−1)e
(
ξ(x1, . . . , xd−1, y)
)
dx1 . . . dxd−1.
By Fubini’s theorem,
|Im,q(c)|
mQ2
=
Qd−1√
N
∣∣∣ ∫ h( q
Q
, y)ψ1(y)
2e
( 〈c,v〉 y
2(mr−1)2q
)
L(y)dy
∣∣∣,
|Im,q(c)|
mQ2
≤ Q
d−1
√
N
sup
y∈[−C,C]
(
ψ1(y)
2L(y)
) ∫ |h( q
Q
, y)|dy.
By lemma 3.2 for l = k = 0, we deduce that
∫ |h( qQ , y)|dy < C1, where C1 is a
constant independent of q/Q. Recall that ψ1 ∈ C∞c (R). Therefore,
(6.14)
|Im,q(c)|
mQ2
≪ Q
d−1
√
N
sup
y∈[−C,C]
(
L(y)
)
.
We give an upper bound on the oscillatory integral L(y). We have
(6.15)
∂
∂xi
ξ(x1, . . . , xd−1, y) =
1
mq
(
Qci − µi 〈c,v〉 xi
mr−2
+ 〈c,v〉 ∂φ
∂xi
)
.
Without loss of generality, we assume that r < ǫ0, where ǫ0 depends only on the
compact set Ω. Let cl = max1≤i≤d−1 ci and assume that
(6.16)
∣∣∣µl 〈c,v〉 |C|
mr−2
∣∣∣ ≤ Qcl
4
,
where the constant C is defined in Lemma 5.2. By (6.13), ∂φ∂xl = O
(
r4m−1
)
in the
support of w. Hence, by choosing ǫ0 small enough
(6.17)
∣∣∣ ∂
∂xl
φ 〈c,v〉
∣∣∣ ≤ Qcl
4
.
By applying the inequalities (6.16) and (6.17) on equation (6.15), we obtain
∂
∂xl
ξ ≥ Qcl
2mq
.
By inequalities (6.13) and (6.16) for every k ≥ 0, we have
| ∂
kξ
∂xkl
| ≪k Qcl
mq
.
By integration by parts multiple times in the xl variable, we deduce that
L(y)≪A sup
0≤j≤A+1
| ∂
jξ
∂xjl
|
(Q|cl|
mq
)−(A+1)
≪A min
[(Q|cl|
mq
)−A
, 1
]
.
Finally, by (6.14) and (6.16), we deduce that
|Im,q(c)|
mQ2
≪ Q
d−1
√
N
min
[( Q|c|
mr−1q
)−A
, 1
]
.
This concludes the lemma by assuming (6.16). It remains to prove our lemma when
Qcl
4
<
∣∣∣µl 〈c,v〉 |C|
mr−2
∣∣∣,
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for every 1 ≤ l ≤ d − 1. Since a∞ = v/
√
N ∈ Ω and √N = Qmr−1 then
cl ≪
∣∣∣r 〈c, a∞〉 ∣∣∣. Let a∞ =∑di=1 aiei then by choosing ǫ0 small enough, we deduce
that
1/2 〈c, a∞〉 ≤ cdad < 2 〈c, a∞〉 , and |cd| = max
i
ci.
Hence,
(6.18) |c| ≪ | 〈c, a∞〉 |.
Therefore,
∂2
∂xi∂xj
ξ(x1, . . . , xd−1, y) =
1
mq
(− δ(i, j)µi 〈c,v〉
mr−2
+
∂2
∂xi∂xj
φ 〈c,v〉 ),
where δ(i, j) = 1 if i = j and δ(i, j) = 0 otherwise. By applying (6.13), we obtain
∂2
∂xi∂xj
ξ(x1, . . . , xd−1, y) = −δ(i, j)µi 〈c,v〉
m2qr−2
+O
( 〈c,v〉
m2qr−4
)
.
We substitute
√
Na∞ = v and mr−1Q =
√
N , and get
∂2
∂xi∂xj
ξ(x1, . . . , xd−1, y) = −δ(i, j)µiQ 〈c, a∞〉
mr−1q
+O
(Q 〈c, a∞〉
qmr−3
)
.
Finally by inequality (6.18) and the stationary phase theorem on the oscillatory
integral L(y), we obtain
L(y)≪ Q
d−1
√
N
min
[( Q|c|
mr−1q
)− d−12
, 1
]
.
This concludes the lemma. 
6.3. Bounding the contribution of the exceptional vectors. In this section
we bound the contribution of the exceptional vectors to the right hand side of
(3.10).
Proposition 6.3. We have
Q∑
q=1
∑
c6=0
(mq)−dSm,q(c)Im,q(c)≪


mQ5√
N
(r−1m)ǫ r
−1m
Q1/2
if d = 4,
mQd+1√
N
(r−1m)ǫ
(
r−1m
Q
) d−3
2 if d ≥ 5
for any ǫ > 0, where the sum is over the exceptional vectors c, and the implied
constant in ≪ only depends on ǫ, Ω and the fixed functions ψ1 and ψ2.
We give the proof of the above proposition at the end of this section. We write
Q∑
q=1
∑
c6=0
(mq)−dSm,q(c)Im,q(c) = H1 +H2,
where
H1 :=
∑
c6=0
Q|c|
r−1m∑
q=1
(mq)−dSm,q(c)Im,q(c),
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and
H2 :=
∑
c6=0
Q∑
q= Q|c|
r−1m
(mq)−dSm,q(c)Im,q(c).
By Lemma 4.2, Sm,q(c) = 0, unless c ≡ αAλ for some scalar α. Without loss
of generality we assume that c ≡ αAλ mod m. First, we bound the number of
exceptional vectors satisfying this congruence condition.
Lemma 6.4. The number of exceptional integral vectors c such that c ≡ αAλ mod m,
for some α ∈ Z/mZ and |c| ≤ T, is bounded by T (r−1m)ǫ.
Proof. Fix α mod m with one of the m choices mod m. The proof is based on the
covering of Rd by boxes of volume md around the integral points c where c ≡ αAλ
modm. By the definition of the exceptional vectors, |ci| < m(mr−1)ǫ. Therefore, all
the exceptional vectors with |c| < T lie inside a box of volume Tmd−1(mr−1)(d−1)ǫ.
By a covering argument, the number of exceptional vectors is less than
m
Tmd−1(mr−1)(d−1)ǫ
md
= T (mr−1)(d−1)ǫ.
By choosing ǫ small enough in the definition of the exceptional vectors, we conclude
the lemma. 
Lemma 6.5. We have
(6.19) H1 ≪ mQ
d+1
√
N
( Q
r−1m
)− d−32 (r−1m)ǫ[(r−1m)− d−52 + 1]
for any ǫ > 0, where the implied constant in ≪ only depends on ǫ, Ω and the fixed
functions ψ1 and ψ2.
Proof. By Lamma 6.2,
H1 ≪ mQ
d+1
√
N
∑
c
∑
q
(mq)−d|Sm,q(c)|
( Q|c|
r−1mq
)− d−12
.
By Proposition 4.1, we have
(6.20)
∑
q
m−dq−
d+1
2 |Sm,q(c)| ≪ mǫ( Q
r−1m
|c|)1+ǫ.
By Lemma 6.4, we deduce that∑
|c|<(r−1m)1+ǫ
|c|− d−32 ≪ (r−1m)ǫ[(r−1m)− d−52 + 1].
Therefore,
H1 ≪ mQ
d+1
√
N
( Q
r−1m
)− d−32 (r−1m)ǫ[(r−1m)− d−52 + 1].
By choosing ǫ small enough in the definition of the exceptional vectors c, we con-
cludes the lemma. 
Remark 6.6. Note that if d ≥ 5, then (r−1m)− d−52 = O(1) and the upper bound (6.19)
is sharp. However, if d = 4 by applying inequality (6.20) in the proof, we lose all
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the potential cancellation in the q variable. In fact, if we assume the square root
cancellation in the q variable, then
(6.21) H1 ≪ mQ
d+1
√
N
( Q
r−1m
)− d−32 (r−1m)ǫ
for any d ≥ 4.
Lemma 6.7. We have
(6.22) H2 ≪ mQ
d+1
√
N
( Q
r−1m
)− d−32 (r−1m)ǫ[(r−1m)− d−52 + 1]
for any ǫ > 0, where the implied constant in ≪ only depends on ǫ, Ω and the fixed
functions ψ1 and ψ2.
Proof. By using the trivial bound |Im,q(c)| ≪ mQ
d+1
√
N
and Proposition 4.1, we have
H2 ≪ mQ
d+1
√
N
∑
q
(mq)−d|Sm,q(c)|
≪ mQ
d+1
√
N
mǫ
( Q
r−1m
|c|)− d−32 +ǫ.
(6.23)
By Lemma 6.4 , we obtain∑
|c|<(r−1m)1+ǫ
|c|− d−32 ≪ (r−1m)ǫ[(r−1m)− d−52 + 1].
Hence,
(6.24) H2 ≪ mQ
d+1
√
N
( Q
r−1m
)− d−32 (r−1m)ǫ[(r−1m)− d−52 + 1].
This concludes the lemma. 
Remark 6.8. Similarly, if d ≥ 5 then the upper bound (6.22) is sharp, and if d = 4
by applying inequality (6.23) in the proof we lose a square root cancelation in the q
variable. In fact, if we assume the square root cancellation in the q variable, then
H2 ≪ mQ
d+1
√
N
( Q
r−1m
)− d−32 (r−1m)ǫ
for any d ≥ 4. The above inequality and inequality (6.21) implies Conjecture 1.3.
Proof of Proposition 6.3. By Lemma 6.5, it follows that
H1 ≪


mQd+1√
N
(r−1m)ǫ r
−1m
Q1/2
if d = 4,
mQd+1√
N
(r−1m)ǫ
(
r−1m
Q
) d−3
2 if d ≥ 5.
Similarly, by Lemma 6.7, we have
H2 ≪


mQd+1√
N
(r−1m)ǫ r
−1m
Q1/2
if d = 4,
mQd+1√
N
(r−1m)ǫ
(
r−1m
Q
) d−3
2 if d ≥ 5.
The proposition follows from the above inequalities. 
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7. The main theorem
Recall the notations used while formulating Theorem 1.6, and the definition of
N(w, λ) in (3.10). In this section we give an asymptotic formula for N(w, λ), which
implies Theorem 1.6. The main term of this formula comes from c = 0.
First, we estimate the integral Im,q(0). Let (x1, . . . , xd) be the coordinate system
defined in Lemma 5.2. Define
σ∞(F,w) = lim
ǫ→0
∫
−ǫ/2<y(x)<ǫ/2w(x) 〈a∞, ed〉 dx1 . . . dxd
ǫ
.
By Lemma 5.2, it follows that there exists constants c1 and c2, that only depend
on Ω and the fixed smooth functions ψ1 and ψ2, such that
(7.1) c1 ≤ σ∞(F,w) ≤ c2.
Lemma 7.1. Suppose that 1 ≤ q ≤ Q1−ǫ. Then
Im,q(0) = σ∞(F,w)
mQd+1√
N
+ON (Q
−k)
for any k > 0.
Proof. Recall the formula (3.7), and plug in c = 0 in that to obtain
Im,q(0) =
∫
h
( q
Q
,
F (mt+ λ)−N
m2Q2
)
w(mt+ λ)dt1 . . . dtd.
Recall the definition of w from (5.4). Change the variables from (t1, . . . td) to
(x1, . . . , xd−1, y) that were introduced in Lemma 5.2, and apply (6.5) to get
Im,q(0) =
∫
mQd+1
N
h(
q
Q
, y)ψ1(y)
2ψ2(x1, . . . , xd−1)dx1 . . . dxd−1dy.
By taking the integration over y, and using Lemma 3.3, we have
Im,q(0) =
mQd+1√
N
∫
ψ2(x1, . . . , xd−1)ψ1(0)2dx1 . . . dxd−1 +ON (Q−k).
By (5.4),
ψ2(x1, . . . , xd−1)ψ1(0)2 =
√
N 〈v, ed〉
2xTAv
w(x)
for y = 0. By (5.5),
(
∂y
∂xd
)−1
= N2xTAv . We substitute these values and obtain
Im,q(0) =
mQd+1√
N
∫
y(x)=0
( ∂y
∂xd
)−1
w(x) 〈a∞, ed〉 dx1 . . . dxd−1 +ON (Q−k)
=
mQd+1√
N
lim
ǫ→0
∫
−ǫ/2<y(x)<ǫ/2w(x) 〈a∞, ed〉 dx1 . . . dxd
ǫ
+ON (Q
−k)
= σ∞(F,w)
mQd+1√
N
+ON (Q
−k).
This concludes the proof of our lemma. 
In the following lemma, we show that the contribution of Q1−ǫ ≤ q ≤ Q is
negligible in (3.10).
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Lemma 7.2. We have
Q∑
q=Q1−ǫ
(mq)−dSm,q(0)Im,q(0)≪ǫ mQ
d+1
√
N
Q
3−d
2 +ǫ.
Proof. We have Im,q(0)≪ mQ
d+1
√
N
. By Proposition 4.1, we have
Q∑
q=Q1−ǫ
(mq)−d|Sm,q(0)| ≪ Q
3−d
2 +ǫ.
Hence, we conclude the Lemma. 
We invoke [HB96, Page 50; Lemma 31].
Lemma 7.3 (Heath-Brown). We have∑
1≤q≤T
(qm)−dSm,q(0) = SBa,r(N) +O(T
(3−d)/2+ǫQǫ)
for any ǫ > 0. As a result∑
1≤q≤Q1−ǫ
(qm)−dSm,q(0) = SBa,r(N) +O(Q
(3−d)/2+ǫ)
for any ǫ > 0, where the implied constant in Oǫ only depends on ǫ and the quadratic
from F .
Proof of Theorem 1.6. Let w be the smooth weight function defined in (5.4). By
Lemma 5.2, supp(w) ⊂ B∞(a∞, r). Recall (3.10)
N(w, λ) =
CQ
mQ2
Q∑
q=1
∑
c
(mq)−dSm,q(c)Im,q(c).
From Proposition 6.3 and Lemma 7.2, we can drop the nonzero integral vectors c
and restrict the sum over 1 ≤ q ≤ Q1−ǫ, hence for d ≥ 5
N(w, λ) =
CQ
mQ2
Q1−ǫ∑
q=1
(mq)−dSm,q(0)Im,q(0)+Oǫ
(|Ba,r|d−1N d−22 (|Ba,r|2√N)− d−32 N ǫ),
and for d = 4, we have
N(w, λ) =
CQ
mQ2
Q1−ǫ∑
q=1
(mq)−dSm,q(0)Im,q(0) +Oǫ
(|Ba,r|3N(|Ba,r|3√N)− 12N ǫ).
By Lemma 7.1, we have Im,q(0) = σ∞(F,w)mQ
d+1
√
N
+ Ok(Q
−k) for any k > 0.
Therefore,
CQ
mQ2
Q1−ǫ∑
q=1
(mq)−dSm,q(0)Im,q(0) = σ∞(F,w)
Qd−1√
N
Q1−ǫ∑
q=1
(mq)−dSm,q(0) +Ok(Q−k).
Finally, from Lemma 7.3, if d ≥ 5 it follows that
N(w, λ) = σ∞(F,w)SBa,r (N)|Ba,r|d−1N
d−2
2
(
1 +Oǫ
(
(|Ba,r|2
√
N)−
d−3
2 N ǫ
))
,
OPTIMAL STRONG APPROXIMATION FOR QUADRATIC FORMS 29
and for d = 4, we have
N(w, λ) = σ∞(F,w)SBa,r (N)|Ba,r|3N
(
1 +Oǫ
(
(|Ba,r|3
√
N)−
1
2N ǫ
))
.
Since w is bounded and supported inside B∞(a∞, r), then |VN (Z)∩B| ≫ N(w, λ).
This concludes Theorem 1.6. 
Remark 7.4. Since we derived a smooth counting formula for the number of inte-
gral points with a power saving error term. By a standard method in analysis (ma-
jorants and minorants for the indicator function of a ball) we can find two smooth
weight function w1(x) and w2(x) such that they approximate from below and above
the indicator function χ(x) of the open ball B∞(a∞, r), i.e. w1(x) ≤ χ(x) ≤ w2(x).
In this way it would be possible to give a counting formula for Theorem 1.6 with a
power saving error term instead of the stated lower bound.
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