Abstract. An optimal control problem for a 2-d elliptic equation is investigated with pointwise control constraints. The domain is assumed to be polygonal but non-convex. The corner singularities are treated by a priori mesh grading. Approximations of the optimal solution of the continuous optimal control problem will be constructed by a projection of the discrete adjoint state. It is proved that these approximations have convergence order h 2 .
1. Introduction. The paper is concerned with the discretization of the 2-d elliptic optimal control problem J(ū) = min u∈U ad J(u), (1.1)
2)
where the associated state y = Su to the control u is the weak solution of the state equation Ly = u in Ω, y = 0 on Γ = ∂Ω, (1.4) and the control variable is constrained by a ≤ u(x) ≤ b for a.a. x ∈ Ω.
(1.5)
Here, y d is the desired state, a and b are real numbers, and the regularization parameter ν > 0 is a fixed positive number. Moreover, Ω ⊂ R 2 is a bounded polygonal domain with boundary Γ, the second order elliptic operator L is defined by 6) and the set of admissible controls is
in Ω}.
We discuss here the full discretization of the control and the state equations by a finite element method, where we focus on the case that the domain Ω has concave corners. The asymptotic behavior of the discretized problem is studied, and superconvergence results are established.
The approximation theory of discretized optimal control problems is well developed, we refer to Falk [9] , Geveci [11] , Malanowski [14] , Arada, Casas, and Tröltzsch [3] , and Casas, Mateos, and Tröltzsch [6] for piecewise constant controls. Piecewise linear controls are investigated by Casas [5] , Casas and Tröltzsch [7] , Meyer and Rösch [16] and Rösch [20] , [21] . In all those papers, a family of quasi-uniform meshes is discussed, and the convergence is of order α = 1 or α = 3 2 in the discretization parameter h,
provided that the solution is sufficiently smooth.
Moreover, it is possible to achieve the approximation order α = 2 for elliptic optimal control problems in convex domains by at least two different approaches. Hinze [12] discretizes only the state equation and its adjoint. The control is obtained by a projection of the adjoint state to the set of admissible controls. In the superconvergence approach by Meyer and Rösch [15] , the control variable is discretized as well, but a postprocessing step generates the final approximation ofū.
If the domain is not convex the solution of elliptic boundary value problems contains corner singularities leading to a reduced convergence order of numerical algorithms. Adapted methods have been developed in order to retain the optimal convergence orders. Local mesh grading was introduced by Oganesyan and Rukhovets [18] , Raugel [19] , Babuška, Kellogg and Pitkäranta [4] , and Schatz and Wahlbin [23] . All these papers treat only the case of piecewise linear finite elements, higher order finite elements were discussed by Apel in [1] . The results were extended to systems of differential equations and to the three-dimensional case by Apel, Sändig and Whiteman [2] . Other methods include the singular function method (augmenting technique) described in Strang and Fix [24] .
In this paper, we derive error estimates for elliptic optimal control problem (1.1)-(1.5) in non-convex domains. We integrate the local mesh grading technique into the above mentioned approach by Meyer and Rösch [15] where a controlũ h is calculated by the projection of the adjoint statep h in a post-processing step. We will show that this post-processing step improves the convergence order from α = 1 to α = 2.
The paper is organized as follows: In Section 2 we recall regularity results for the elliptic boundary value problem with differential operator L from (1.6). In Section 3 the discretization is introduced and the main results are stated. Section 4 contains results from the finite element theory. The proofs of the superconvergence results are placed in Section 5. The paper ends with results from a numerical experiment.
In this paper, we denote by c a generic constant which may have a different value at each occurrence but is independent of the discretization parameter h.
2.
Regularity. An appropriate discretization is adapted to the solution that has to be computed. Therefore we formulate our assumptions in more detail and provide some regularity results for the solution.
Throughout this paper, Ω ⊂ R 2 denotes a bounded polygonal domain. For simplicity, let us assume that there is exactly one reentrant corner with interior angle ω > π located in the origin. We denote by r := x 2 1 + x 2 2 the distance to this corner.
The coefficients a ij , a i and a 0 of the operator L are smooth inΩ and satisfy the ellipticity condition
and the usual condition
ensuring coercivity. Moreover, we require a 12 (x) = a 21 (x) and y d ∈ L ∞ (Ω). This assumption on the regularity of the desired state y d simplifies the further presentation but could be weakened.
The regularity of the solution of the elliptic boundary value problem can be described favorably by using the weighted Sobolev spaces
By using the standard multi-index notation, the norm is defined by
with the standard modification for p = ∞. We will make use of the fact that c 1 |r
. For proving the desired regularity result, we follow here the outline by Sändig in [22] .
Remark 2.1. The regularity of the solution y of the elliptic boundary value problem
is characterized by one particular eigenvalue of an operator pencil, which is obtained by an integral transformation of the Dirichlet boundary value problem for the equation
where the operator L 0 is obtained from the principal part of the operator L by freezing the coefficients in the corner point (here the origin of the coordinate system). That means, the regularity is not influenced by the lower order terms with the coefficients a i , i = 0, 1, 2.
Moreover, the coefficient functions a ij (x) are of interest only in the origin, see, for example, [22] . In that paper the eigenvalue of interest is denoted by λ − ∈ C. For our purposes we introduce the real quantity λ = − Im λ − .
In the case of the Dirichlet problem for the Laplace operator and a two-dimensional domain with a reentrant corner with interior angle ω ∈ (π, 2π), the value of λ is explicitly known, λ = π/ω. That means in particular λ ∈ (1/2, 1).
In the more general case of the operator L from (1.6) we follow [17, Chap. 5] and consider the linear coordinate transformation 22 . In this way, the differential operator L 0 is transformed into a multiple of the Laplace operator, and the neighborhood of the corner, a circular sector with opening ω, into another sector with opening ω . The quantity of interest is then λ = π/ω . Since ω ∈ (π, 2π) for ω ∈ (π, 2π) we have also in the general case λ ∈ (1/2, 1). Lemma 2.2. Let λ ∈ (1/2, 1) be the real number associated with the differential operator L and the domain Ω, as introduced in Remark 2.1. Let p and β be given real numbers with p ∈ (1, ∞) and β > 2 − λ − 2/p. Moreover, let g be a function in V 
Proof. The regularity of elliptic boundary value problems is studied in many references. We follow here the outline by Sändig in [22] . With Remark 2.1 we have Im λ − = −λ, and Lemmata 1 and 2 of [22] state the assertion of our lemma. Remark 2.3. For p < 2/(2 − λ) we can choose β = 0 in Lemma 2.2 and obtain that y is contained in the classical Sobolev space W 2,p (Ω). Since this space, for p > 1, is embedded in C(Ω) we can conclude that the solution of (2.1) is bounded,
The assertion holds for all p ∈ (1, ∞] because the data can, of course, be smoother than necessary.
Let us now return to our optimal control problem. Via (1.4), the operator S associates a state y = Su to the control u. The solution operator S acts from
for all p ∈ (1, ∞) and β > 2 − λ − 2/p. The last estimate makes use of the fact that a function u that is contained in
The integral is finite due to pβ > (2 − λ)p − 2 > −2.
Next, we introduce the adjoint problem
and denote by S * the solution operator of this problem, that means we have
Since we can also write
with an affine operator P we call the solution p = P u the associated adjoint state to u. The right hand side
for any p ∈ (1, ∞) and β > 2 − λ − 2/p. By Remark 2.3, we have also P u ∈ C(Ω).
Proof. For given β with 1 − λ < β < 2 − λ we define ε = (β − 1 + λ)/2 and observe that 0 < ε < 1 2 and β > 1 − λ + ε. There exists a p > 2, namely p = 2/(1 − ε), such that the inequality β > 1 − λ + ε can be rewritten as β > 2 − λ − 2/p. Of course, this inequality is also valid for arbitrary p > 2 if β ≥ 2 − λ. We can summarize that we have shown the existence of a p > 2 such that β > 2 − λ − 2/p. From (2.4) we find P u ∈ V 2,p β (Ω) with this choice of p and β. This is equivalent to r β P u ∈ W 2,p (Ω); by the Sobolev embedding theorem we conclude r β P u ∈ W 1,∞ (Ω), and this is equivalent to P u ∈ V 1,∞ β (Ω). This chain of conclusions can also be expressed in form of inequalities,
Remark 2.5. The regularity of the solution of an elliptic boundary value problem Ly = f in Ω, y = g on ∂Ω, is determined by the smoothness of the coefficients in the operators L and , the smoothness of the right hand sides f and g, and the geometrical properties of the domain Ω. If the coefficients of L and as well as the boundary of Ω are smooth, then the solution y is smoother than the right hand side (shift theorem). Therefore it is generally observed that the adjoint state p is more regular than the state y. In the case of nonconvex polygonal domains, however, the regularity is in general limited by singularities due to the corners of the domain such that the state y and the adjoint state p show the same regularity in the context of Sobolev spaces, as described above.
We finish the section by recalling some results from the analysis of optimal control problems. Introducing the projection
we can formulate the necessary and sufficient first-order optimality condition for the optimal control problem (1.1)-(1.5).
Lemma 2.6. The optimal control problem (1.1)-(1.5) has a unique solutionū. The variational inequality
is necessary and sufficient for the optimality ofū. This condition can be expressed equivalently byū
Here,p = Pū denotes the corresponding adjoint state.
Proof. Since the optimal control problem is strictly convex and the objective is radially bounded, we obtain the existence of a unique optimal solution. The necessary optimality condition can be formulated as variational inequality (2.7). The strict convexity implies that the necessary condition is also sufficient. For the equivalence of this variational inequality with the above formulated projection formula, see, e. g. [14] .
Corollary 2.7. The optimal controlū belongs to C(Ω).
3. Discretization and superconvergence results. We will now discretize the optimal control problem by a finite element method. To this aim, we consider a family of graded triangulations (T h ) h>0 ofΩ. All meshes are admissible in Ciarlet's sense [8] . With h being the global mesh parameter, µ ∈ (0, 1] being the grading parameter, and r T being the distance of a triangle T to the corner,
we assume that the element size h T := diam T satisfies
It has been proved that the number of elements of such a triangulation is of order h −2 , see, for example, [2] . Moreover, we set
where P k , k = 0, 1, is the space of polynomials of degree less than or equal to k.
For each u ∈ L 2 (Ω), we denote by S h u the unique element of V h that satisfies
where a :
In other words, S h u is the approximated state associated with a control u.
The finite dimensional approximation of the optimal control problem is defined by
3)
The adjoint equation is discretized in the same way. We search
Remark 3.1. The optimal control problem (3.3) admits a unique solutionū h . In the following, we use the notationȳ h = S hūh andp h = P hūh for the optimal discrete state and adjoint state. The variational inequality
is necessary and sufficient for the optimality ofū h .
For our superconvergence result we need an additional assumption. The optimal controlū is obtained by the projection formula (2.8). Therefore, we can classify the triangles T ∈ T h in two sets K 1 and K 2 ,
Clearly, the number of triangles in K 1 grows for decreasing h. Nevertheless, the assumption
is fulfilled in many practical cases.
For continuous functions f we define now the projection into the space U h of piecewise constant functions by
where S T denotes the centroid of the triangle T . Note that R hū ∈ U ad h . Now we are able to formulate our superconvergence results. Theorem 3.2. Assume that the assumption (3.7) holds. Letū h be the solution of (3.3) on a family of meshes with grading parameter µ < λ. Then the estimate
holds true. The proof of this theorem is postponed to Section 5. .7) holds. Letȳ h be the associated state andȳ h be the associated adjoint state to the solutionū h of (3.3) on a family of meshes with grading parameter µ < λ. Then the estimates
are valid. The proof is carried out in Section 5.
The idea is now to construct controls in a post-processing step. The controlũ h is calculated by a projection of the discrete adjoint statep h := P hūh to the admissible set U ad ,ũ
Note that in generalũ h ∈ U h andũ h ∈ V h , butũ h is still piecewise linear and continuous. The next theorem states, that it has superconvergence properties.
Theorem 3.4. Assume that the assumption (3.7) holds. Letũ h be the control constructed above on a family of meshes with grading parameter µ < λ. Then the inequality
is satisfied. The proof is also given in Section 5.
4.
Results from finite element theory. In this section, we collect results from the finite element theory for elliptic equations and from numerical integration. 
where c is, as always, independent of h.
Proof. With Remark 2.3 we see that S is a bounded operator from
. By embedding theorems, we conclude that S is also bounded from
. Hence, we have only to prove that the operator S − S h is bounded in these pairs of spaces. Then the assertion for S h follows by using the triangle inequality.
By standard interpolation arguments and the Aubin-Nitsche trick we find that the convergence of Sf − I h Sf L 2 (Ω) and Sf − S h f L 2 (Ω) is better than first order even on quasi-uniform meshes [2] . This crude estimate allows to conclude
where we have used an inverse inequality and the triangle inequality. Since also
we conclude by using the triangle inequality again that
holds. The other inequalities for S h follow by embedding theorems. The proof for S * can be carried out similarly.
(Ω) be any function. The discretization error can be estimated by
1)
3)
provided that the mesh grading parameter satisfies µ < λ.
Proof. The proof of (4.1) and (4.2) can be found in the literature, see [4, 17, 19] . For proving (4.3), we use
The assertion (4.3) follows with the approximation error estimate (4.1) and (4.2) in the form
and the boundedness of S and S * h as operators from
Next, we prove an estimate for the numerical integration. This estimate is the key for our superconvergence results. Numerical integration has second order accuracy although piecewise constants are used only.
Lemma 4.3. Let T h be a triangulation with grading parameter µ. Then the estimate
holds for any triangle T ∈ T h and for any function f ∈ V 2,2
Proof. The key idea in the case r T > 0 is that the integral vanishes for f ∈ P 1 such that on the reference elementT the estimate
is obtained by using the Bramble-Hilbert lemma. The transformation to the element T leads to
Here we have used that f ∈ W 2,2 (T ) when r T > 0. The assertion of the lemma is obtained by using h T ≤ c 2 hr 1−µ T and r T ≤ r in T .
In the case r T = 0 we can proceed by using that R h is a bounded operator from 
The proof is finished by observing that h 2µ T ≤ ch 2 and |T | ≤ ch 2 for T with r T = 0.
Lemma 4.4. On a mesh with grading parameter µ < λ the estimate
can be proved for all v h ∈ V h , provided that Assumption (3.7) is fulfilled.
Proof. With the sets K 1 and K 2 introduced in (3.6) we have
The K 1 -part can be estimated as follows:
Next, we split K 1 into the union K 1,s of triangles T with r T = 0 and the union K 1,r of triangles T with r T > 0. The set K 1,s contains only a finite number of triangles independent of h. Since R h is a bounded operator from
On each triangle T ⊂ K 1,r we haveū = a,ū = b, orū = −p/ν due to (2.8) . This means in any case |ū|
using assumption (3.7) and estimate (2.5) with µ < λ in the last two steps. Combining (4.6)-(4.8), we obtain
For a triangle T of the K 2 -part we have
This is a formula for the integration ofūv h . Consequently, we obtain by Lemma 4.3 and the fact that r T = 0 holds only for a finite number (independent of h) of triangles
Next, we divide each triangle T ⊂ K 2 in an active part A T and an inactive part I T with A T ∪ I T = T . In general, we will have for triangles T ⊂ K 2 , that either A T = ∅ or I T = ∅, but we cannot exclude the case that both components are nonempty. The optimal controlū is constant on the active component A T (ū = a orū = b). Therefore, the seminorm is 0 on these parts. On the inactive parts I T , we havē u = −p/ν. Therefore, we can estimate
. Consequently, we can conclude by means of (2.4) and (2.5)
Hence, we can continue the estimate in (4.10) by
(4.11) Inserting (4.9) and (4.11) into (4.5), we obtain the desired estimate (4.4).
Corollary 4.5. Consider meshes with grading parameter µ < λ. Under Assumption (3.7) the estimates
hold.
Proof. We start with
where we have used Lemma 4.4 with v h = P hū − P h R hū . We benefit now from the fact that P hū and P h R hū are the solutions of the discretized adjoint equation (3.4) , that means
. Hence, we have by using Lemma 4.1
Inserting (4.15) into (4.14) and dividing by S hū − S h R hū L 2 (Ω) we get inequality (4.12). By using (4.16) we obtain (4.13) from (4.12). Corollary 4.6. Letū be the solution of our optimal control problem. If the problem is discretized on meshes with grading parameter µ < λ, we have the error estimate
(4.17)
Proof. We apply Lemma 4.2 with u =ū, the identityp = Pū, and estimates (4.3) and (4.13) and get
By using the embedding L ∞ (Ω) → L 2 (Ω) we obtain the assertion.
5. Superconvergence properties. We start with another auxiliary result.
Lemma 5.1. The inequality
is valid .
Proof. The optimality condition (2.7) is true for all u ∈ U ad . Therefore, we have pointwise a.e.
Consider any triangle T with center of gravity S T and apply this formula for x = S T and u =ū h . This can be done because of the continuity ofū,p, andū h in these points. We arrive at
Due to the definition of R h , this is equivalent to
We integrate this formula over T , add over all T and get
Moreover, we can test the optimality condition (3.5) forū h with the function R hū and get
We add these two inequalities and obtain
which is equivalent to the formula (5.1).
We are now ready to prove Theorem 3.2.
Proof. We begin by rewriting formula (5.1),
The first term represents again a formula for the numerical integration, sinceū h −R hū is piecewise constant. We obtain by using again Lemma 4.3 and estimate (2.4)
The second term in (5.2) can be estimated by using the Cauchy-Schwartz inequality and formula (4.17)
The third term can simply be omitted, since due top h = P h u h and the definition of P h
This formula is equivalent to the assertion of Theorem 3.2.
Next, we prove Corollary 3.3.
The first term was estimated in Lemma 4.2. Corollary 4.5 delivers an inequality for the second term. Theorem 3.2 contains the estimate of the third term. Consequently, we find
i.e., (3.9). The second inequality can be obtained similarly,
by means of Lemma 4.1 and (3.9).
It remains to prove Theorem 3.4.
Proof. The projection operator Π [a,b] is Lipschitz continuous with constant 1 from
where we used (3.10) in the last step. The superconvergence result (3.11) is proved. 6. Numerical example. In this section we present a numerical example showing the predicted convergence behavior. In order to construct meshes that fulfil the conditions (3.1) we transformed the mesh using the mapping
near the corner, see Figure 6 .1, left hand side. An alternative is to use dyadic partitioning [10] : Starting with a coarse mesh the elements are divided until condition (3.1) is satisfied with suitable constants c 1 and c 2 , as an example see Figure 6 .1, right hand side.
Consider the optimal control problem in the form
with homogeneous Dirichlet boundary conditions for y and p. The data f = Lȳ −ū and y d =ȳ − L * p are chosen such that the functions y(r, ϕ) = (r λ − r α ) sin λφ p(r, ϕ) = ν(r λ − r β ) sin λϕ with λ = 2 3 and α = β = 5 2 solve the optimal control problem exactly. Note that these functions have the typical singularity near the corner, as can also be seen in Figure  6 .2. The controlū is defined via (6.1) where we used ν = 10 −4 , a = −0.3 and b = 1. Table 6 .1 shows the computed errors for various meshes differing in the numbers of degrees of freedom (ndof) and in the grading parameter µ. For the piecewise constant controlū h we see the predicted first order convergence only on the finest mesh computed with mesh grading. The superlinear convergence is therefore certainly an indication that we are not yet in the asymptotic range. We see also that mesh grading leads to a smaller error; the factor is about two. Moreover, the improved convergence rate for the postprocessed controlũ h is evident. On quasi-uniform meshes (µ = 1) we get a rate of about 2λ, and on graded meshes (µ = 0.6) we obtain convergence with second order. The error is significantly smaller on fine meshes.
Finally, we display in Figure 6 .3 the errorū −ũ h (we actually plot |I h (ū −ũ h )|) for µ = 1 and µ = 0.6. We see that the error near the corner dominates the global error in the case µ = 1, while it is smaller and more equilibrated for µ = 0.6.
All solutions were computed with the finite element program of G. Winkler using a multigrid preconditioned conjugate gradient method for solving the systems of linear equations. The active sets were identified by a primal-dual active set strategy, see e.g. [13] . The moderate mesh grading slightly perturbed the mesh hierarchy. However, the number of iterations grew only by a factor of two compared to uniform meshes.
