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In this paper, we propose to solve several computer vision problems using a novel funda-
mental idea, the scale difference between different patterns. In order to achieve our goal,
we utilize the recently proposed total variation regularized L1 functional, which has an
unique geometric feature of decomposing an additive image according to scales of the pat-
terns within the image. We analyze and study the geometric properties of the TV-L1 model.
We discuss different properties and provide intuitively proofs. We also discuss the prop-
erties when this model is applied to an image containing irregular shaped patterns, which
were rarely discussed in literature. We then modify the TV-L1 model and develop novel
algorithms to solve problems in different application areas.
Other than proposing the direct use of the TV-L1 model for uneven background cor-
rection, we develop several novel algorithms based on this scale-driven image decompo-
sition model. Our extensions and modifications are threefold: recognition, registration,
and segmentation. In recognition, instead of decomposing an additive signal, we propose
to factorize an image under multiplicative illumination fields based on the TV-L1 model.
The effectiveness of this factorization is validated by a significant improvement of face
recognition under varying illumination. In registration, we propose a non-rigid registration
framework using a novel scale hierarchy established by the TV-L1 model. We obtain ro-
bust and accurate registration on both 2D satellite images and 3D brain MR images with
this framework. At last, a probabilistic method and a multi-resolution method are used to
improve the limitations of the TV-L1 model for image segmentation. The proposed seg-
mentation method is able to extract brain regions from head images. It can also be used to
extract large scale patterns in general images. Experiment results validate the effectiveness
of our work in different application areas.
We believe our works have significant contributions and have brought new possibilities
to computer vision, public security, surveillance, medical image analysis, and other related
fields.
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Chapter 1
Introduction
Our work was motivated by different computer vision problems such as uneven background
correction, illumination normalization, registration, and segmentation. It is our aim to
solve different problems based on a novel fundamental idea. In this paper, the fundamental
idea we utilize is the scale difference between different patterns. To begin with, we first
introduce each the problems we propose to solve in this paper.
Uneven background, also known as background bias, background intensity inhomo-
geneity, or nonuniform background, is the problem when an ideal image, f , is corrupted
by an uneven background signal, b, so that the observed image I = f + b. Recovering f
from I is not an easy task when b is non-uniform. On the other hand, illumination variation
is well known as one of the most significant factors affecting the appearance of images.
It often leads to diminished structures or inhomogeneous intensities of the image due to
different albedos (textures) of the image surface and the shadow cast from different light
source directions. Both additive background bias and multiplicative illumination effect
cause inhomogeneous appearance of images. Although different methods have been pro-
posed to solve the problems of uneven background or illumination variation, much work
still remains to be done to recover original signals under such corruptions.
Other than inhomogeneous appearance, registration and segmentation are two of the
most fundamental problems in the field of image processing and pattern recognition. A vast
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amount of registration and segmentation research in conjunction with different machine
learning and statistical models has been proposed in recent years. These methods attempt
to improve performance of low level image processing techniques at an early stage using
higher level knowledge. Higher level vision methodologies are often able to obtain better
performance, but they normally have more requirements and most of the methods can be
only applied to a specific application area. Lower level methods, on the contrary, are often
more general and can be applied to solve many different problems.
Although the problems of inhomogeneous corruption, registration, and segmentation
do not seem to be related to each other, it is proposed in this paper that all these problems
are able to be solved by one novel fundamental idea, the scale difference of patterns in
images. Based on it, we develop several novel algorithms which outperform existing solu-
tions in segmentation and registration of brain MR images, uneven background correction
for cDNA microarray and digital microscope images, and face recognition under varying
illumination. We now introduce each problem in the following sections.
1.1 Uneven Background Correction
Uneven background is an important problem in the field of image processing. The main
difficulty of solving this ill-posed inverse problem is to correct the background without
distorting the foreground signals. In this paper, cDNA microarray and digital microscope
images are used to illustrate the effectiveness of our method. cDNA microarrays consist of
tens of thousands of individual DNA sequences printed in parallel on a glass microscope
slide. They are designed to detect specific genes and to measure their activities in tissue
samples by monitoring the differential hybridization of the two DNA or RNA samples to the
sequences on the array. On a microarray slide, the measured fluorescence intensity of a spot
is a combination of the background intensity near the spot and the intensity determined by
the hybridization level of the mRNA samples with the spotted DNA. Background correction
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is to identify the background intensities near cDNA spots and then quantify the extracted
foreground intensities. Other than cDNA microarray images, digital microscope images
also suffer from uneven background corruption, which leads to the nonuniform intensities
in target specimen. Accurate uneven background correction can not only facilitate the
observation of the specimen, but also improve the accuracy of further image analysis, such
as segmentation, quantification, etc.
1.2 Illumination Invariant Face Recognition
Illumination normalization is another important task in the field of computer vision and
pattern recognition. In real world, one of the most important problems of illumination
normalization is face recognition under varying illumination. Face recognition has many
applications, such as public security, identity authentication, etc. It has been proven both
experimentally [5] and theoretically [6] that the differences due to varying illumination
are more significant than the differences between individuals in face recognition. Various
methods have been proposed for face recognition, including Eigenface [7], Fisherface[8],
Probablistic and Bayesian Matching [9], subspace LDA [10], Active Shape Model and
Active Appearance Model [11], LFA[12], EBGM[13], SVM[14], etc. However, the per-
formance of most existing algorithms is highly affected by the variations of the image
illumination.
To attack the problem of face recognition under illumination variation, several algo-
rithms have also been proposed. The Illumination Cone methods [15][16], spherical har-
monic based representations [17] [18] [2], and quotient image based approaches [19] [20]
[21] are proposed for this purpose. However, not only the performance of most of the
methods is still far from ideal, many of these methods either require assumptions of the
light source or need a large number of training sets, which are not practical in real world
applications. Hence, a practical illumination normalization technique, which has no con-
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straint when applying to real world application, is in need.
1.3 Non-rigid Registration of Brain MR Image
Recent developments in neuroimaging technologies have created unprecedented opportu-
nities to reveal the mysteries of the brain — how it works and what goes wrong when
it is injured or diseased. For example, high-resolution, three-dimensional anatomical in-
formation of the brain can now be obtained in a routine manner with magnetic resonance
imaging (MRI). However, as the field of functional human brain mapping matured, it has
become apparent that a comprehensive understanding of the human brain and its relation-
ship with cognition will require a quantitative assessment of individual differences in both
brain function and structure. This observation has become increasingly obvious in both
neuropathological populations (e.g. multiple sclerosis, schizophrenia, Alzheimer’s Demen-
tia) and normal aged populations. Nevertheless, optimally accurate and efficient methods
for characterizing brain structure from medical images remain elusive, and current methods
remain imperfect. As a result, automatic registration of intra-modal and inter-modal MR
images is one of the most important issues for quantitative analysis of brain MR images.
The alignment of multiple images has been one of the most challenging problems in
computer vision. It also serves as an important role in biomedical image analysis and its
applications. Although various methods have been proposed for solving different kinds of
registration problems in computer vision, the results are still far from ideal when it comes
to real world biomedical image applications. For instance, in order to register 3D brain
MR images, current state of the art registration methods use a multi-resolution coarse-
to-fine algorithm, which typically involves starting with low resolution images and work-
ing progressively through to higher resolutions, with the aim to avoid the local minimum
traps. However, these methods do not always successfully avoid the local minimum. Con-
sequently, various rather sophisticated optimization methods are developed to attack this
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problem. However, most of these improvements are adhoc and suitable for only certain
specific domain. To develop a general method which can avoid local minimum is most
desirable.
1.4 Brain Extraction and Image Segmentation
Image segmentation is one of the most fundamental problems in computer vision and pat-
tern recognition. Numerous methods have been proposed for image segmentation in var-
ious applications. Low level segmentation algorithms at an early stage clustered different
regions in images based on color histogram, texture, or shape (i.e. edge-detectors). On the
other hand, more recent higher level segmentation algorithms generally require some prior
knowledge on the target pattern, training process to learn the features or spacial relationship
of the target patterns, and/or manual initialization or manual interaction.
Higher level segmentation methods can generally obtain much better segmentation re-
sults. However, they also have higher requirements (i.e. prior knowledge, training data,
manual interaction) and most of them can only be applied to limited domains. Although
low level segmentation methods mostly cannot obtain good results in real applications, they
can still be used to guide or help higher level segmentation methods.
One of the important segmentation problems we would like to solve in this paper is
to extract brain from non-brain tissue, which is a very important task in brain imaging.
Accurate results of brain extraction could benefit various medical analysis, such as the es-
timation of brain atrophy in a diseased subject, the registration of brain images obtained by
different modalities where the amount of non-brain tissues are with significant differences,
etc. It is important that we can develop an accurate and robust method for brain extraction.
We will discuss each of the aforementioned problems one by one and provide our solu-
tions with demonstrations of improvement. The remaining of the paper is organized as the
following: Chapter 2 gives a brief introduction and discusses the computation methods of
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the scale-driven image decomposition method, the TV-L1 model. From chapter 3 to chapter
6, we aim to solve the four problems, uneven background correction, illumination invariant
face recognition, non-rigid image registration, and brain extraction respectively. In each
chapter, we introduce the problem and existing solutions, propose our novel methodologies
with experimental validations, and discuss the future themes. We conclude our work with
discussion in chapter 7.
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Chapter 2
Scale-driven Image Decomposition
In this chapter, we introduce the scale-driven image decomposition model, the TV-L1
model [22], followed by its computation methods. The details of how we use it to de-
velop novel algorithms for different applications and some novel analysis of its properties
will be discussed in chapter 3 to chapter 6.
In a total variation (TV) regularization framework, an image f is modeled as the sum
of image cartoon u and texture v, where f , u and v are defined as functions in appropriate
spaces. Cartoon contains background hues and important boundaries as sharp edges. The
rest of the image, which is texture, is characterized by small-scale patterns. Since cartoon
u is more regular than texture v, we can obtain u from image f by solving a regularization
problem:
min
∫
Ω
|∇u|+ λ‖t(u, f)‖B, (2.1)
where
∫
Ω
|∇u| is the total variation of u over its domain Ω, ‖t(u, f)‖B is some similarity
metric to evaluate the closeness between u and f , and λ is a scalar weight parameter. The
choice of the measure ‖ · ‖B depends on applications.
The first use of this model was proposed by Rudin, Osher, and Fatemi (ROF) [23] for
image denoising where they use ‖t(u, f)‖B = ‖f −u‖L2 . Figure 2.1 illustrates an example
of the denoising effect of the ROF model. The essential merit of total variation based image
model is the edge-preserving property [24]. A simple way to understand this property is
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Figure 2.1: Left: original image; Middle: noisy image; Right: after ROF denoising.
to notice the following. First, minimizing the regularization measure
∫ |∇u(x)|dx only
tends to reduce the total variation of u over its domain, which is independent of edge
smoothness. Second, unless ‖t(u, f)‖B specifically penalizes sharp edges, minimizing a
fidelity term ‖t(u, f)‖B (e.g., L1 or L2-norm of f − u) generally tends to keep u close to
f , and thus, also keeps edges of f in u. Finally, minimizing
∫ |∇u|+ λ‖t(u, f)‖B, with λ
sufficiently big, will keep sharp edges. ROF uses the L2-norm, which penalizes big point-
wise differences between f and u, so it aims at removing small point-wise differences (like
noise) from f . Mainly due to this good edge-keeping property, the ROF model has been
generalized and modified in many ways. One of the most important modifications is using
the L1-norm as the fidelity term, which is known as the TV-L1 model [22; 25; 26].
2.1 The TV-L1 Model
Formally, the TV-L1 model is formulated as:
min
u∈Ω
∫
Ω
|∇u(x)| dx s.t.‖f(x)− u(x)‖L1 ≤ σ, (2.2)
where Ω is the image domain and functions f and u are defined on Ω. Since (2.2) is a
convex optimization problem, it can be reformulated as
min
u
∫
Ω
|∇u(x)|+ λ|f(x)− u(x)| dx. (2.3)
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Figure 2.2: Pattern with different scales can be extracted one by one based on an increasing
value of (λ). f : input image. u’s: optimal solutions obtained by different (λ).
What makes the L1 norm special is its unique property of scale-dependent but intensity-
independent decomposition. This ability of scale-driven decomposition is because the use
of L1 norm as fidelity term penalizes the difference between f and u in a linear way. The
L1 term does not favor noises but, when used with total variation (TV), it makes f −u con-
tain nearly all signals with scale ≤ 1
λ
and their original amplification. We will prove and
analyze this property in the next chapter. To simplify the explanation, figure 2.2 illustrates
the ability of scale-driven image decomposition of the TV-L1 model. Note that this decom-
position is only scale-dependent but intensity-independent. With this interesting geometric
characteristic, the TV-L1 model has been successfully applied to various applications. Chan
et al. [22] originally proposed this model for cartoon-texture image decomposition. Based
on this property, We apply this model to cDNA microarray [27] and digital microscope
images [28] to correct inhomogeneous image background. Other modifications and exten-
sions are summarized as follow: 1.) We [28; 29] modify the TV-L1 model to factorize an
image with multiplicative illumination fields for illumination normalization in images. 2.)
We propose a non-rigid registration framework based on this new scale hierarchy [30]. 3.)
We develop a statistical segmentation model to extract brain tissue from brain images [31]
and to extract large scale objects from general images [32].
We now discuss how to solve the problem numerically. Further analysis and discussion
of this model will be given from section 3 to section 6.
There are three different approaches to find a minimizer of (2.3). The first one is to find
a solution u of its Euler-Lagrange equation, which is essentially the first-order optimality
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condition of convex problem (2.3):
∇ ·
( ∇u
|∇u|
)
+ λ
f − u
|f − u| = 0. (2.4)
Artificial time evolution iterations can approximately reach the steady state of the above
heat PDE. The PDE approach is easy to implement and requires little amount of memory.
However, because the second term (f − u)/|f − u| is non-smooth, time step ∆t must
be very small when the system is close to its steady state (ref. the Courant-Friedrichs-
Levy Condition for hyperbolic PDEs). This sometimes causes numerical difficulties. The
problem can be avoided by using a more direct approach which casts (2.3) as a second-
order cone program and solves it using modern interior-point methods [33; 34]. The SOCP
approach achieves better accuracy but requires more memory. To improve the speed of
these two approaches, the third method approximates the solution of (2.3) using a Haar
Wavelet Soft Thresholding method. Now we introduce these three approaches respectively.
2.2 Existing Computation Algorithms
In this section, we examine the three existing algorithms for solving the TV-L1 computa-
tion. Numerical comparisons and discussions are then presented at the end of this chapter.
2.2.1 PDE
The PDE approach [22] finds a solution u of (2.3) based on its Euler-Lagrange equation,
(2.4). In practice, to avoid division by zero, a small value ² > 0 is added to |∇u| and |f−u|.
This change also guarantees the problem is strongly convex with unique solution. To solve
(2.3), the PDE approach uses an artificial time stepping method to find the solution of (2.4).
The evolving formula used in [22] is
un+1i,j = u
n
i,j + δt{ ∂−x
(
∂+x u
n
i,j
M
)
+ ∂−y
(
∂+y u
n
i,j
M
)
+λ
fni,j−uni,j√
(fni,j−uni,j)2+²
},
(2.5)
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where M =
√
(∂+x u
n
i,j)
2 + (∂+y u
n
i,j)
2 + ², δt is the time step, and ∂+ and ∂− are forward
and backward partial finite differences, respectively. Artificial time evolution iterations can
approximately reach the steady state of the above heat PDE.
Clearly, this approach has cheap per-iteration cost as it only computes the first-order
discrete derivative of the LHS of (2.4) in each iteration. Numerical experiments, however,
show that this advantage is offset by the large number of iterations to reach a steady state
u. Since the last term in (2.5) is very sensitive to the sign of fni,j − uni,j , especially when
the system is close to a steady state, δt has to be very small in order for the update formula
(2.5) to catch all important changes in the flow field u. Mathematically, δt must satisfy the
Courant-Friedrichs-Levy Condition. As a result, the PDE approach must reduce δt with
the increase of n. We cannot reduce δt arbitrarily close to zero because too small δt causes
numerical problems and increases the running time.
On the other hand, the second-order cone programming (SOCP) approach [34] intro-
duced in the following paragraph does not rely on the existence of (2.4) and time steps, and
hence, avoids the problems of the PDE method in practice.
2.2.2 SOCP
Second-order cone programming (SOCP) [33] is an extension of linear programming (LP).
In SOCP, the vector inequality constraint in the form of a ≥ b in LP is extended to a −
b ∈ K, where K is one, or a Cartesian product of second-order cones {(s0; s¯) : s0 ≥
√
s¯′s¯}. In the 3-dimensional space, {(s0; s1, s2) : s0 ≥
√
s21 + s
2
2} looks like a cone.
SOCPs can be solved by efficient modern interior-point algorithms. Goldfarb and Yin [34]
introduced SOCP to solve a group of TV-based image regularization methods, including
the TV-L1 model. The TV term
∫
Ω
|∇u| dx is handled discretely by ∑i,j ti,j subject to
t2i,j ≥ (∂xui,j)2 + (∂yui,j)2, and the L1 term is handled discretely by
∑
i,j wi,j subject
wi,j ≥ fi,j − ui,j and wi,j ≥ ui,j − fi,j . By defining operators ∂x and ∂y as forward,
backward, or centered finite differences that are linear in u, (2.3) can be formulated as
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SOCP. Each of the SOCPs minimizes a linear function subject to a set of linear equality
and inequality constraints and second-order constraints t2i,j ≥ (∂xui,j)2+(∂yui,j)2, for each
i, j. After adding nonnegative slack variables to translate inequalities into equalities, the
SOCPs can be written in the following abstract form:
minx c
′x
s.t. Ax = b,
x ∈ K,
(2.6)
where x is the unknown vector containing u and K is a Cartesian product of nonnegative
cones {s : s ≥ ~0} and/or second-order cones {(s0; s¯) : s20 ≥ s¯′s¯}.
The main drawback of the SOCP is the high memory requirement. In practice, it may
cause out of memory on a machine with 1GB memory to compute the TV-L1 regularization
of an image with size 512× 512. Moreover, the computation time increases heavily when
the image size or dimensionality increases. Hence, although it can be a good solver for
small size image, it cannot be applied widely to many modern applications.
2.2.3 Haar Wavelet Soft Thresholding
Mainly due to the large computational overhead of the existing solutions, Aujol et al. [35]
proposed a fast and efficient algorithm to approximate the solution of TV-L1 minimization
problem. In their work, instead of solving equation (2.3), they propose another regulariza-
tion that approximates the TV-L1 regularization :
inf
u,v
{J(u) + 1
2α
‖ f − u− v ‖2L2 +λ ‖ v ‖L1} (2.7)
where J(u) is the discrete version of the total variation of u. In (2.7), f = u + v if α is
very small. To increase the speed of the calculation, the final algorithm approximates J(u)
by ‖ u ‖B˙11,1 in (2.7) using the Haar wavelet,
inf
u,v
{‖ u ‖B˙11,1 +
1
2α
‖ f − u− v ‖2L2 +λ ‖ v ‖L1} (2.8)
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1. Initialization:
u0 = v0 = 0
2. Iterations:
vn+1 = ST (f − un, αλ)
un+1 = WST (f − vn+1, α)
3. Stop if:
max(|un+1 − un|, |vn+1 − vn|) ≤ ²
Table 2.1: The Haar Wavelet Soft Thresholding algorithm to approximate TV-L1 regular-
ization.
where B˙11,1 is the usual homogeneous Besov space [36–38]. To minimize (2.8), the follow-
ing two sub-problems are considered:
• 1.)Searching for u as a solution of infu{‖ u ‖B˙11,1 +
1
2α
‖ f − u − v ‖2L2} when v is
fixed.
• 2.)Searching for v as a solution of infv{ 12α ‖ f − u − v ‖2L2 +λ ‖ v ‖L1} when u is
fixed.
The solution of the former [14] is given by uˆ = WST (f − v, α), where WST stands
for the Wavelet Soft Thresholding of f − v with threshold α. The solution of the later is
given by vˆ = ST (f − u, αλ), where ST (f − u, αλ) stands for the Soft Thresholding of
f −u with threshold αλ. Table 2.1 illustrates the final algorithm, which is much faster than
the traditional PDE method since the algorithm only needs to iterate thresholding schemes.
Although this algorithm is faster than PDE and SOCP methods and works well on sim-
ple patterns (such as rectangles), due to the usage of the ‖ u ‖B˙11,1 and the Haar wavelet,
non-regular edges in original images cannot be kept well, which leads to square-like arti-
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Image Size 100× 100 200× 200 512× 512
λ 0.1 0.5 0.1 0.5 0.1 0.5
PDE-I 10.9 10.1 50.4 50.1 662.3 583.5
PDE-II 3.5 3.4 23.5 22.9 189.2 193.4
SOCP 6.46 5.9 50.9 29.3 O/M O/M
HWST 4.5 4.2 32.1 31.4 303.4 301.2
Table 2.2: Comparison of the average computation time (in seconds). O/M: Out of Mem-
ory.
facts appearing in the results u and v. Due to this severe limitation, this method is hardly
applied to most of the real applications.
2.2.4 Numerical Comparison
In this section, numerical experiments are conducted to compare the three computation
methods, PDE, SOCP, and Haar Wavelet Soft Thresholding (HWST). The platform of our
experiments is a PC with pentium-IV 2.8GHz CPU and 1GB memory. In our experiment,
10 images, each with three different sizes, 100 × 100, 200 × 200 and 512 × 512, are used
as our testbeds. Two values of λ are applied to each image by each algorithm and the
average computation time is compared. For PDE method, we implement two versions of
PDE method. In PDE-I, we keep the ² = 1.0−9 in (2.5) and set a very strict termination
condition. In PDE-II, we use larger ² = 0.1 and set a loose termination condition. Our
aim is to make PDE-I as accurate as possible and PDE-II as efficient as the HWST method.
Table 2.2 shows the comparison of the execution time of each algorithm. O/M stands
for ”Out of Memory”. Table 2.3 compares the average minimized energy. Figure 2.3
illustrates the results of different computation algorithms on five different images. It can be
observed that PDE-I and SOCP generate results with little difference. However, due to the
loose constraints, PDE-II cannot guarantee to reach steady states before termination and
the HWST algorithm is not as good due to reasons stated in section 2.2.3.
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Figure 2.3: Comparison of different TV-L1 solver. The parameter λ for the five images
are 0.8, 0.8, 0.25, 0.5, and 1.0, respectively. For clearer observation, we replace v = f − u
by v = f
u
for the first two columns. See chapter 4 for illustration of the significance of this
change.
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Image Size 100× 100 200× 200 512× 512
λ 0.1 0.5 0.1 0.5 0.1 0.5
PDE-I 29739.9 98778.5 105922.4 248282.1 633542.1 1521582.6
PDE-II 38592.4 130596.2 159305.6 320593.6 921940.1 2482058.4
SOCP 29704.5 98768.2 105852.2 248278.2 O/M O/M
HWST 47933.2 180962.5 255384.2 480389.7 1526770.7 3738708.2
Table 2.3: Comparison of average minimized energy obtained by different methods
2.2.5 Discussions of Computation Methodologies
We now summarize the three existing computation methods of the TV-L1 model. To sim-
plify our discussion, let us assume we are regularizing an image with size n2. Although the
PDE method only requires O(n2) both in space and in time, it normally takes the longest
computation time among the three methods. This is because it usually requires more than
ten thousand iterations to reach a steady state. The main drawback of the SOCP, on the other
hand, is the high memory requirement. The space requirement is theoretically O(n2logn)
but in practice, it requires more memory due to the use of Cholesky factorization. In our
experiments, a machine with 1GB memory would run out of memory when regularizing an
image with size 512× 512. Moreover, the computation time, O(n3) per iteration, increases
exponentially when the image size or dimensionality increases. The Haar Wavelet Soft
Thresholding method normally takes the shortest time to solve the problem because the
number of iterations to reach the final stage is significantly reduced. However, due to the
usage of the ‖ u ‖B˙11,1 and the Haar wavelet, non-regular edges in original images cannot be
kept well, which leads to square-like artifacts appearing in the results u and v. This offsets
the essential merit of TV and makes it hardly applicable to most of the genuine data.
The research community is still working on novel methodologies to improve computa-
tion of the TV-L1 regularization. For now, we recommend the SOCP method for decom-
posing small size images and the PDE method for large size images. In the experiments
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presented in this paper, we choose the PDE method as our solver because the data size of
some of our testbeds are quite large. For example, 2D satellite images are often larger than
2000× 2000 and 3D MR images are around 200× 200× 200.
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Chapter 3
Uneven Background Correction
Uneven background correction is the first problem we propose to solve by the scale-driven
image decomposition model. The main application we work on is background correction
for cDNA microarray images. An auxiliary application, background correction of digital
microscope images, is used for demonstrating the applicability of this work.
cDNA microarrays consist of tens of thousands of individual DNA sequences printed
in parallel on a glass microscope slide. They are designed to detect specific genes and to
measure their activities in tissue samples by monitoring the differential hybridization of the
two DNA or RNA samples to the sequences on the array. The research of cDNA microar-
rays has greatly contributed to cell biology, human health and disease, drug discovery, and
other related areas.
From the image analysis perspective, one of the biggest problems of cDNA microarray
images is that they are plagued with inhomogeneous backgrounds. On a microarray slide,
the measured fluorescence intensity of a spot is a combination of the image background
intensity near the spot and the intensity determined by the hybridization level of the mRNA
samples with the spotted DNA. Background correction is necessary to estimate the true
hybridization level of the cDNA. The existence of inhomogeneous background can make
this task very difficult.
Other than cDNA microarray images, digital microscope images also suffer from un-
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Figure 3.1: Different local regions (grey) in local background (white) corrections by Sc-
anAlyze (left), ImaGene (middle), and geneGix (right)
even background corruption, which leads to nonuniform intensities in target specimen.
Accurate uneven background correction can not only facilitate the observation of the spec-
imen, but also improve the accuracy of further image analysis, such as segmentation, quan-
tification, etc.
We will first discuss existing methods for correcting background of cDNA microarray
slides. We then explain how we adapt the TV-L1 model for uneven background correc-
tion [27]. At last, we provide the experimental results on both synthetic and real cDNA
microarray slides as well as digital microscope images.
3.1 Existing Methods for Background Correction of cDNA
Microarray Images
In the research community, different methods have been developed to correct microar-
ray background bias. The published methods can be classified into three categories: (1)
constant background correction, (2) local background correction, and (3) morphological
opening (MO). Constant background correction methods use the mean or median intensity
of the whole image background as the estimated background intensity, and, consequently
are seldom used in real applications with inhomogeneous backgrounds. Local background
correction methods calculate background intensity locally using pixels that are near the
cDNA spots. These methods give the corrected images by subtracting the mean or median
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intensity value of local pixels from original images. Figure 3.1 depicts the different local
regions used in ScanAlyze ([39]), ImaGene ([40]), and GenePix ([41]). One problem of
these methods is that the mean or median intensity values of the pixels in a local region
of a spot may be higher than the intensity of the spot itself. This happens when the back-
ground has big intensity changes near the spot. Consequently, local background correction
may give negative spot intensity values, which is wrong. In general, the performance of
local correction degrades under the presence of local background artifacts or variation. The
third category is morphological opening (MO) ([42]), which estimates background inten-
sity using a non-linear filter. This filter essentially smoothes the entire image, albeit, in a
non-uniform way. It removes all local peaks, including both artifacts and spots, and returns
a smoothed image as the background estimate. More specifically, MO applies a local min-
imum filter, which is an erosion process, followed by a local maximum filter, which is a
dilation process, to the image. This procedure is used in the software package Spot ([43]).
MO is considered superior to constant background and local background corrections due
to its robustness against local artifacts and variations. It rarely gives negative spot inten-
sity. Moreover, Yang et al. ([44]) and Smyth et al. ([45]) studied MO and claimed that it
gave the best results. However, there are some limitations. The most serious one is that it
smoothes the edges (i.e., sharp intensity changes) in the background and thus leaves these
background edges in the foreground output. This background bias usually has arbitrary
sizes and shapes, and thus is hard to further correct by heuristics. Figure 3.5 Column (4)
shows this effect. In addition, MO has the effects of local over-erosion or over-dilation. The
level of these effects depends on the window size of the morphological operator. Smaller
window size minimizes these effects, but, in the applications to microarray images, the
window size must be larger than the spot size.
To overcome these problems in microarray background correction, we propose the use
of a total variation(TV)-based regularization method with an L1-norm fidelity term, the
TV-L1 model. The preliminary numerical results on both synthetic and real data appear to
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give significant improvements over morphological opening.
3.2 TV-L1 Model for Uneven Background Correction
In this section, we analyze the properties of the TV-L1 model for the purpose of additive
signal decomposition, providing theoretical justification for our proposed application of
background correction in images. Intuitive proofs of key properties are provided.
To avoid too much analysis on the boundary of Ω, we assume Ω = R2. The following
lemma [22] bridges the gap between the variational problem (2.3), which is easy to solve,
and its geometrical equivalent, which is easy to analyze.
Lemma 3.2.1 Solving (2.3) with Ω = R2 is equivalent to solving the following level-set-
based problem:
minu
∫ +∞
−∞ Per ({x : u(x) > µ})
+λV ol ({x : u(x) > µ} ⊕ {x : f(x) > µ}) dµ,
(3.1)
where Per is the perimeter function, V ol is the volume function, and S1 ⊕ S2 := (S1 \
S2) ∪ (S2 \ S1), for any sets S1 and S2.
This lemma says the TV-L1 model is operated on the level sets {x : u(x) > µ} and
{x : f(x) > µ}, for µ ∈ (−∞,∞), and minimizes a geometric problem of them. This
paves the way to the rest of analysis.
Since cDNA spots are almost round, we use disk signal to approximate them. Using
Lemma 3.2.1, we can analytically derive the exact solution vλ = f − uλ in (2.3):
1. In the case when the input has the background with intensity c0 and a cDNA spot
with intensity c0 + c1, we have the input f = c0 + c11Br(y)(x), i.e., f is a function
with the value c0 + c1 in the disk centered at y and with radius r, Br stands for the
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disk with radius r, and the value c0 anywhere else. (Sec. 3, [22])
vλ =

c11Br(y)(x) 0 < λ < 2/r,
{s1Br(y)(x) : 0 ≤ s ≤ c1} λ = 2/r,
0 λ > 2/r.
(3.2)
Proof Without loss of generality, we assume c1 > 0. Clearly, solution u(x) of (2.3)
is bounded between c0 and c0 + c1. It follows that (3.1) is simplified to:
minu∈BV
∫ c0+c1
c0
Per ({x : u(x) > µ})
+λV ol ({x : u(x) > µ} ⊕ {x : f(x) > µ}) dµ.
(3.3)
Since {x : f(x) > µ} ≡ Br(y) for µ ∈ (c0, c0 + c1), S(µ) := {x : u(x) > µ} must
solve the following geometrical problem:
min
S
Per (S(µ)) + λV ol (S(µ)⊕Br(y)) , (3.4)
for all µ ∈ (c0, c0+c1). First, S(µ) ⊆ Br(y) holds; otherwise, S(µ)∩Br(y) achieves
a lower objective value than S(µ). Then, it follows that
V ol (S(µ)⊕Br(y)) = V ol (Br(y) \ S(µ)) . (3.5)
Therefore, to minimize (3.4) is to minimize the perimeter of S while maximizing its
volume. By Isoperimetric Theorem ([46]), S(µ) must be either ∅ or a disk. Let rS
denote the radius of S, it is easy to see from the optimality of (3.4) that rS = r if
λ > 2/r, rS = 0 if 0 < λ < 2/r, and rS ∈ {0, r} if λ = 2/r. (3.2) follows from
relationship vλ = f − uλ. ¥
Note that λ, which determines whether vλ is c11Br(y)(x) or 0, depends only on the
disk radius r but not on the values c0 and c1 and the disk center y. When λ = 2/r,
(2.3) gives multiple solutions. Generally, the analytical solutions of vλ are not unique
only for a countable number of λ’s ([22]). Therefore, we can omit these values in the
forthcoming analysis and in the numerical tests.
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2. In the case when the cDNA spot has inhomogeneous intensity and its signal resem-
bles an annulus, we have f = c0 + c11Ar1,r2 (y)(x), where 0 < r2 < r1 and Ar1,r2
stands for the annulus lying between two concentric circles with radiuses r1 and r2,
respectively. In other words, f takes the value c0 + c1 between the two circle and the
value c0 anywhere else. Then
vλ =

c11Ar1,r2 (y)(x) 0 < λ < min{ 2r1r21−2r22 ,
2
r1−r2},
−c11Br2 (y)(x) 2r1r21−2r22 < λ <
2
r2
,
0 λ > max{ 2
r1−r2 ,
2
r2
}.
(3.6)
Proof Similar to the arguments in the proof of property 1, S := {x : u(x) > µ}, for
any µ ∈ (c0, c0 + c1), must solve the following geometry problem:
min
S
Per (S) + λV ol (S ⊕ Ar1,r2(y)) , (3.7)
and S ⊆ Br1(y).
First, we prove there exists an optimal solution of (3.7) that is a disk, an annulus,
or a union of multiple connected components in such forms. Suppose S¯ is an ar-
bitrary solution of (3.7). If S¯ is not concentric at center y, we can get another so-
lution S¯α of (3.7) by rotating S¯ clockwise around center y for any α radian. Con-
sequently, uα := c0 + c11S¯α is an optimal solution of (2.3). Since (2.3) is a con-
vex optimization problem, it turns out that the convex combination of uα, which is
u˜ = (2pi)−1
∫ 2pi
0
uαdα, is feasible to (2.3) and achieves an objective no higher that
uα. Therefore, u˜ is an optimal solution of (2.3) and S˜ := {x : u˜(x) > c0} is an
optimal solution of (3.7). Note that S˜ is concentric at center y. Therefore, S˜ is a
disk, an annulus, or consisted of multiple such connected components.
We suppose S is an optimal solution which has only one connected component (either
a disk or an annulus) and consider the other case later.
Let r¯1 and r¯2 denote the radiuses of the outer and inner circles that define annulus
S. In the case that S is a disk, r¯2 = 0. Clearly, we have either r¯1 > r¯2 or S = ∅.
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The following two cases never happen to optimal solutions: (1) 0 < r¯1 ≤ r2, and (2)
r¯2 > r2. In Case (1), we have S = ∅ achieves a better objective value. In Case (2),
(3.7) is simplified to
min
r¯1,r¯2:r1>r¯1>r¯2≥r2
2pi(r¯1 + r¯2) + λpi(r
2
1 − r¯21 + r¯22 − r22).
Obviously, r¯2 = r2. This contradicts r¯2 > r2, and hence, case (2) also never happens.
Therefore, we only consider these two cases, S = ∅ and r1 ≥ r¯1 > r2 ≥ r¯2, and
compare the minimal objective values of them. In the former case, (3.7) has the
objective value of λpi(r21 − r22). In the latter case, (3.7) is simplified to
min
r¯1,r¯2:r1≥r¯1>r2≥r¯2
2pi(r¯1 + r¯2) + λpi(r
2
1 − r¯21 + r¯22 − r22).
When 1/λ > r2/2, minimizing w.r.t. r¯2 gives r¯2 = 0. When 1/λ < r2/2, minimizing
w.r.t. r¯2 gives r¯2 = r2. On the other hand, minimizing w.r.t. r¯1 gives r¯1 = r1 if
1/λ < (r1 − r2)/2. Recall that we do not consider the case r¯1 = r2. Combining
these results, we have
(a) If 1/λ < min{r2/2, (r1 − r2)/2}, then r¯1 = r1 and r¯2 = r2. This gives the
objective value of 2pi(r1+r2). We need to compare this value with the objective
value λpi(r21 − r22) given by S = ∅.
λpi(r21 − r22)− 2pi(r1 + r2)
= piλ(r1 − r2)(r1 + r2)− 2pi(r1 + r2)
> 2pi(r1 + r2)− 2pi(r1 + r2) = 0,
where the inequality follows from the assumption 1/λ < min{r2/2, (r1 −
r2)/2}. Therefore, the unique optimal S is Ar1,r2(y) in this case.
(b) If r2/2 < 1/λ < (r1−r2)/2, then r¯1 = r1 and r¯2 = 0. Comparing the objective
value of 2pir1+λpir22 given by this solution with the objective value λpi(r21−r22)
24
given by S = ∅:
λpi(r21 − r22)− (2pir1 + λpir22)
= piλ(r1 − r2)(r1 + r2)− (2pir1 + λpir22)
> 2pi(r1 + r2)− (2pir1 + λpir22)
= 2pir2 − λpir22 > 2pir2 − 2pir2 = 0,
we conclude that the unique optimal S is Br1(y) in this case.
To summarize, under the assumption that S is connected, the optimal solution of
(3.7) is
S =

∅ 1/λ > (r1 − r2)/2,
Br1(y) r2/2 < 1/λ < (r1 − r2)/2,
Ar1,r2(y) 1/λ < min{r2/2, (r1 − r2)/2},
and these optimal solutions under the discussed cases are unique.
In fact, the assumption that S is connected always holds. Suppose, otherwise, S is
consisted of connected component S1, . . . , Sn where Si ∩ Sj =, ∀i 6= j. Noting that
solving (3.7) is equivalent to solving
minS Per (S) + λV ol (S\Ar1,r2(y))
−λV ol (S ∩ Ar1,r2(y))
= minS
∑n
i=1[Per (Si) + λV ol (Si\Ar1,r2(y))
−λV ol (Si ∩ Ar1,r2(y))],
we conclude that each component Si should optimize (3.7). However, we have
proved that the optimal solution of (3.7) is unique in the three discussed cases. There-
fore, S cannot have more than one connected components.
Consequently, in Ω, uλ = f when λ > max{2/r2, 2/(r1 − r2)}, uλ = c0 + c11Br1 (y)
when 2/(r1− r2) < λ < 2/r2, and uλ = c0 otherwise. Following from vλ = f − uλ,
this proves Property 2.
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¥Like in the last case, scalar λ, which determines whether the entire spot signal is
given in the output, only depends on size parameters r1 and r2. The following two
properties describe the analytical solutions of two more complicated cases:
3. Suppose f = c0 + c11Br1(y1)(x) + c21Br2 (y2)(x), where c1, c2 > 0, 0 < r2 < r1, and
Br2(y2) ⊂ Br1(y1)
v(λ) =

(c11Br1 (y1) + c21Br2 (y2))(x) 0 < λ <
2
r1
,
c21Br2 (y2)(x)
2
r1
< λ < 2
r2
,
0 λ > 2/r2.
(3.8)
Proof Clearly, (3.1) can be simplified to:
minu∈BV (Ω) (
∫ c0+c1
c0
+
∫ c0+c1+c2
c0+c1
)Per ({x : u(x) > µ})
+λV ol ({x : u(x) > µ} ⊕ {x : f(x) > µ}) dµ.
(3.9)
Since, for µ ∈ (c0, c0 + c1), {x : f(x) > µ} ≡ Br1(y1), and for µ ∈ (c0 + c1, c0 +
c1 + c2), {x : f(x) > µ} ≡ Br2(y2), this problem can be simplified as:
minu∈BV (Ω)
∫ c0+c1
c0
Per ({x : u(x) > µ})
+λV ol ({x : u(x) > µ} ⊕ Br1(y)) dµ
+
∫ c0+c1+c2
c0+c1
Per ({x : u(x) > µ})
+λV ol ({x : u(x) > µ} ⊕ Br2(y)) dµ.
(3.10)
It follows from Property 1 that
(a) when λ < 2/r1, level set {x : u(x) > µ} = ∅, for µ ∈ (c0, c0 + c1 + c2),
minimizes both parts of (3.10), and this corresponds to the case uλ = c0 in Ω;
(b) when 2/r1 < λ < 2/r2, level set {x : u(x) > µ} = Br1(y), for µ ∈ (c0, c0 +
c1), minimizes the first integral and level set {x : u(x) > µ} = ∅, for µ ∈
(c0 + c1, c0 + c1 + c2), minimizes the second integral, and this corresponds to
the case uλ = c0 + c11Br1 (y1) in Ω;
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(c) when λ > 2/r2, {x : u(x) > µ} = Br1(y), for µ ∈ (c0, c0 + c1), minimizes
the first integral and {x : u(x) > µ} = Br2(y), for µ ∈ (c0 + c1, c0 + c1 + c2),
minimizes the second integral, and this corresponds to the case uλ = f .
Property 3 now follows from the fact vλ = f − uλ. ¥
4. Assume the same as in the above property except −c1 < c2 < 0 and y1 = y2 := y,
then
vλ =

c11Br1(y) + c21Br2 (y) 0 < λ <
2
r1
,
−c21Ar1,r2 (y)(x) 2r1 < λ <
min{ 2r1
r21−2r22 ,
2
r1−r2},
c21Br2(y)(x)
2r1
r21−2r22 < λ <
2
r2
,
0 λ > max{ 2
r1−r2 ,
2
r2
}.
(3.11)
Proof This proof is similar to the proof of Property 3. Noting that c2 < 0 and
c0 + c1 + c2 < c0 + c1, (3.1) can be simplified to:
minu∈BV (Ω) (
∫ c0+c1+c2
c0
+
∫ c0+c1
c0+c1+c2
)Per ({x : u(x) > µ})
+λV ol ({x : u(x) > µ} ⊕ {x : f(x) > µ}) dµ.
(3.12)
Since, for µ ∈ (c0, c0 + c1 + c2), {x : f(x) > µ} ≡ Br1(y), and for µ ∈ (c0 + c1 +
c2, c0 + c1), {x : f(x) > µ} ≡ Ar1,r2(y) (recall: Ar1,r2(y) is an annulus centered at
y), this problem can be simplified as:
minu∈BV (Ω)
∫ c0+c1+c2
c0
Per ({x : u(x) > µ})
+λV ol ({x : u(x) > µ} ⊕ Br1(y)) dµ
+
∫ c0+c1
c0+c1+c2
Per ({x : u(x) > µ})
+λV ol ({x : u(x) > µ} ⊕ Ar1,r2(y)) dµ.
(3.13)
It follows from Properties 1 and 2 that
(a) when λ < 2/r1, {x : u(x) > µ} = ∅, for µ ∈ (c0, c0 + c1), minimizes both
parts of (3.13), and this corresponds to the case uλ = c0 in Ω;
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Figure 3.2: Additive signals with one included the other can be extracted one by one using
increasing values of (λ). s shows the intensityies of the four patterns before addition.
(b) when 2/r1 < λ < 2/(r1 − r2), {x : u(x) > µ} = Br1(y), for µ ∈ (c0, c0 +
c1 + c2), minimizes the first integral and {x : u(x) > µ} = ∅, for µ ∈ (c0 +
c1+c2, c0+c1), minimizes the second integral, and this corresponds to the case
uλ = c0 + (c1 + c2)1Br1 (y);
(c) when 2/(r1 − r2) < λ < 2/r2 (this may happen only if 2/(r1 − r2) < 2/r2),
{x : u(x) > µ} = Br1(y), for µ ∈ (c0, c0+ c1), minimizes both parts of (3.13),
and this corresponds to the case uλ = c0 + c11Br1 (y);
(d) when λ > max{2/(r1 − r2), 2/r2}, {x : u(x) > µ} = Br1(y), for µ ∈
(c0, c0+c1+c2), minimizes the first integral and {x : u(x) > µ} = Ar1,r2(y), for
µ ∈ (c0+ c1+ c2, c0+ c1), minimizes the second integral, and this corresponds
to the case uλ = f .
Property 4 now follows from the fact vλ = f − uλ. ¥
For easier understanding, the above properties can be observed by two simple examples
shown in figure 2.2 and figure 3.2.
Equation (3.2) tells us that, when both the background and the spot have homogeneous
intensities, any λ less than 2/r, where r is the spot radius, makes the TV-L1 model to return
the exact spot intensity (thus, correct background). The other three properties infer that this
is also true when the spots are not homogeneous, which is often the case in reality. Similar
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properties can be further extended to more general cases as long as the feature level sets
have smooth boundaries([22]). In general, the decomposition using the TV-L1 model is
only scale-dependent, and this property, together with the edge-preserving property ([24]),
explains why the model is suitable for extracting small-scale signal under large-scale inho-
mogeneous background.
A disadvantage is that the model always leaves small areas where spots are located with
constant intensity values in the estimated background. In the above properties, if the true
background intensity is a ramp ranging from cl1 to ch1 in the area under the spot, then uλ
equals ch1 when λ < 2/r. This happens because TV-L1 decomposes f based on the scale of
its level sets and the µ level set of f , for µ ∈ [cl1, ch1), is of much larger scale than the ch1 level
set - the spot support. However, since intensity of large-scale inhomogeneous backgrounds
changes relatively slow except cross sharp boundaries, the background intensity in the small
area under a spot can be regarded homogeneous (constant) in most cases. Consequently, we
do not observe this effect in corrected backgrounds of real cDNA microarray images (Fig.
3.6) although we do in the synthetic results (Fig. 3.5) with steep ramps in backgrounds
(Fig. 3.3).
Another property of the TV-L1 model we would mention here is its minimal signal
distortion. From (3.8), we know that the signal of the disk is either kept in u or in v unless
the value of λ is exactly 2/r (this is negligible after discretization). This means that the
TV-L1 model is not likely to separate an entire signal into both u and v. This is one of the
intrinsic differences between TV-L1 and TV-L2, and is also the reason why TV-L1 is more
geometrically interesting to our applications.
To summarize, assuming a background bias of larger scale than the foreground (E.g.,
uneven illumination field, sensor bias, process distortion, etc.), a TV-L1-based signal de-
composition algorithm with an appropriate λ can remove the background bias from the
foreground signals, with tunable control based on scale, preservation of edges, and mini-
mal signal distortion.
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3.3 Numerical Results
In this section, we compare our proposed method with morphological opening (MO) on
both synthetic data and real microarray images. The results, especially those of some
extremely hard cases, demonstrate the overall advantages of TV-L1 model over MO. At last,
we demonstrate the applicability of our method by applying it to real digital microscope
images with apparent inhomogeneous backgrounds.
3.3.1 Parameter Selection
As we have shown in Section 3, the choice of the parameter λ in the TV-L1 model only
depends on the scale of the signal to be extracted. To return entire spot signals in v, the
model can use any λ smaller than 2
rmax
, where rmax denotes the largest spot radius in a
microarray image. Since too small λ may cause numerical inaccuracy, it is better to choose
λ that is slightly smaller than 2
rmax
. For fair comparison, we adjust the window sizes when
applying MO. We find using over small and over large window sizes causes the estimated
background contaminated by spot intensity and affected by over-erosion and over-dilation,
respectively, so we choose to use the window sizes that minimize these effects to show the
best results. Following these guidelines, for all the six synthetic images with rmax = 5,
we use λ = 0.35 in the TV-L1 model and 8 × 8 window size in MO. For the real cDNA
microarray images, we use λ between 0.3 and 0.8 and MO window sizes varying between
5 × 5 and 10 × 10 since these images are obtained from different sources and thus in
different zooms. In practice, if spot sizes of a batch microarray images are fixed (e.g., in the
microarray images produced by the same device), a single λ is good for all the microarray
images.
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3.3.2 Codes and Running Time
We develop our PDE code in C++ and use commercial optimization package Mosek (called
in Matlab) as our SOCP solver. We also implement our MO code in C++. The average run-
ning times to process a 150×150 grayscale image are 18.34 seconds by the PDE approach,
12.25 seconds by the SOCP approach, and 4.14 seconds by the MO approach on a Pentium
IV-2.8GHz Windows workstation with 1GB RAM.
3.3.3 Synthetic Microarray Data Generation
A synthetic microarray image f s is the sum of a foreground image vs of spots and a back-
ground image us, which are generated on the 256 grey level scale. The intensity of each
spot in vs is uniformly distributed between 15 and 150. The radius of each spot is uniformly
distributed between 0 (not visible) and 5 pixels. They are located along an n × n grid but
their centers are subjected to small Gaussian disturbance. These spots simulate cDNA mi-
croarray spots. Different backgrounds are generated for the test - background with linear
intensity changes (a), multi-linear gradient backgrounds (b) and (c), mildly inhomogeneous
background (d), mildly inhomogeneous background with sharp edges (e), and large-scale
Gaussian background (f), which are depicted in Figure 3.3. We use these hard examples to
simulate real cDNA microarray images.
3.3.4 Synthetic Microarray Data Test Results
Figure 4 shows the background correction results given by MO and TV-L1. In all our tests
with synthetic data, the TV-L1 model give more accurate backgrounds compared to the
originals than MO. While TV-L1 preserves the edges in the backgrounds in tests (b) (c) and
(e), MO creates the obvious edge distortions in these tests. In the TV-L1 result (c6), we
also observe the constant intensity left in the small areas where the spots are located. The
MO results of tests (a), (b), and (e) show over-smoothed edges but stair-cased ramps in the
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(a) (b) (c)
(d) (e) (f)
Figure 3.3: Generated synthetic data
background, and the MO result of tests (d) and (f) shows over erosion and dilation effects.
Moreover, in test (c), we can see some background intensity being left in the foreground
output of MO (c5). To quantize the differences, we define the Average Intensity Errors
(AIE) (Fig. 3.4) of these results as:∑m
i=1
∑n
j=1 |utruei,j − ui,j|
m× n ,
where utrue and u are true and extracted backgrounds in form of m × n matrices, respec-
tively. Figure 3.4 clearly shows that the AIE’s of the results obtained by applying the TV-L1
model are much smaller than those obtained by applying MO.
3.3.5 Real Microarray Data Test Results
In this subsection, we continue to demonstrate the effectiveness of the TV-L1 model by
comparing it with MO on six problematic but representative real cases of cDNA microarray
images. Background correction is often separately applied to the red and the green channels
during the generation of real cDNA microarrays. However, since our testing microarray
images have similar inhomogeneous backgrounds in both channels, we directly apply the
MO and TV-L1 models to the images with combined red and green channels and a reduced
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(a) (b) (c) (d) (e) (f)
MO 3.25 3.63 7.70 1.51 9.95 10.20
TV-L1 1.19 0.80 1.78 0.65 4.96 1.87
Figure 3.4: Average Intensity Errors of restored intensities
color depth of 256 grays. Figure 3.6 depicts the results.
• Case I
This case demonstrates the importance of the edge preserving properties of TV-L1
method. In the MO correction (I-(2) in Fig. 3.6) of the water stain near the upper
left corner (I-(1) in Fig. 3.6), the edge of the stain is smoothed. The TV-L1 method,
however, keeps the edge of the stain perfectly (I-(4) in Fig. 3.6). This gives the
restored signal closer to the original.
• Case II, III, and IV
These three cases demonstrate the weakness of MO. As we have mentioned in the
introduction, MO’s using a large window size will smooth away smaller stains while
MO’s using a small window size will affect the spot intensity values. This is why
some small stains are not seen in the MO background correction. On the other hand,
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Figure 3.5: Background removal results of synthetic microarray images (a) to (f).Each
row shows one synthetic example. Column: (1) Original images (2)Ground truth back-
ground (3) Ground truth signal (4) Background estimation using morphological opening
(5) Restored foreground using morphological opening (6) Background estimation using
the TV-L1 method (7) Restored foreground using the TV-L1 method
the TV-L1 model does not have this problem as we can see in these three cases that
all the large stains and the small stains are well kept.
• Case V
In this case, the left side of the image has water stain overlapped with the signals.
This stain is not completely kept in the background using MO as we can see a ver-
tical line near the left edge of the estimated foreground (V4). The TV-L1 model
successfully keeps the stain in the background.
• Case VI
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Figure 3.6: Background removal results of real microarray images I to VI. Rows: (1)
Original images (2) Background estimation using morphological opening (3) Restored
foreground intensity using morphological opening (+100 for better visualization) (4) Back-
ground estimation using the TV-L1 method (5) Restored foreground intensity using the
TV-L1 method (+100 for better visualization)
In this extreme example, both methods give satisfying results. The advantage of the
TV-L1 model over MO is demonstrated by the sharper edges and more details of the
water drop in the estimated background and the clearer spot expressions under the
water stain in the estimated foreground.
In case I to IV where the spot sizes are similar, λs were set to 0.3. In case V and VI, λs
were set to 0.8 as the spot sizes are much smaller than those in the previous cases. We also
adjust the window sizes of MO and select the smallest windows sizes that keep the spots in
the estimated foregrounds. We note that, in the estimated foregrounds of the TV-L1 model,
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only spot signals (and small scale artifacts) have positive intensity values. The rest area
has zero intensity uniformly. Clearly, this property is very useful in spot finding [47–50],
another important process on cDNA microarray images.
3.3.6 Digital Microscope Images Test Results
In order to demonstrate the applicability of our use of the TV-L1 model for uneven back-
ground correction, we also apply it to digital microscope images with apparent nonuniform
background. Figure 3.7 shows some results of the microscope images and the background
corrected images by the TV-L1 model. The MO method used for comparison shows that
removing background bias without destroying the foreground structures is not an easy task.
The images are downloaded from the Olympus web site [51]. From figure 3.7, we notice
that the use of TV-L1 model is able to restore signals under inhomogeneous background
corruption.
3.4 Discussion
In this chapter, we propose the use of the optimization model of minimizing the total
variation (TV) and an L1-norm fidelity term for correcting background intensity inhomo-
geneities. This model decomposes the input into a larger-scale background part and a
smaller-scale signal part. It is suitable for background correction because the decomposi-
tion is independent of the feature intensity and is controlled simply by a scalar parameter λ.
Moreover, the correct λ can be simply calculated. We generate synthetic data with various
background bias and measure the accuracy of restored signal. The numerical results show
that the proposed method performs better than the best stat-of-the-art method - morpholog-
ical opening. This is further supported by experiment results on six real microarray and
three digital microscope images with apparent background bias. One disadvantage of the
proposed method is that it leaves small areas where spots are located with constant intensity
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Figure 3.7: Uneven background correction on digital microscope images, 1st row: original
images. 2nd row: background corrected images using MO. 3rd row: background corrected
images using TV-L1.
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values in the estimated background. Our future work will be to discover finer correction
methods to remove this effect. In conclusion, we believe this work will contribute to the
field of cDNA microarray data analysis due to the more accurate restoration of the original
intensities of the hybridized spots.
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Chapter 4
Illumination Invariant Face Recognition
To attack the problem of face recognition under varying illumination, several methods have
been proposed. The predominant ones include the Illumination Cone methods [15][16],
spherical harmonic based representations [17] [18] [2], quotient image based approaches [19]
[20] [21], and the correlation filter based method [3]. However, not only is the performance
of most of these methods still far from ideal, but many of these methods require knowledge
either about the light source or a large volume of training data, which is not practical for
most real world scenarios. Taking some of the most recent methods as examples: Lee et
al.’s nine points of light [1] method needs perfect alignment between different images, Sav-
vides et al.’s Corefaces [3] needs several training images to reach perfect results, and the
recognition rate of Wang et al.’s self quotient image [21] still has room for improvement.
In addition to methods designed for face recognition, there have been methods devel-
oped to remove lighting effects from general images. Most generally, an image I(x, y) is
modeled as a product of the reflectance, R, and illuminance, L [52]. The problem of ob-
taining R from an input image I is ill-posed [53]. Assuming L changes more slowly than
R, homomorphic filtering [54] separates slow and fast changes by applying high-pass filter
on the log of the image. Horn et al. [55] took Laplacian of the log of the image to remove
L. However, the assumption does not hold for images under natural lighting conditions,
where shadow boundaries may create abrupt changes in L. Hence, these methods would
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create halo artifacts. Similarly, Land’s ”Retinex” model [56] estimated the reflectance R
as the ratio of the image I using the low pass estimator L. Jobson et al. [57] reduced the
halo artifacts by combining several low-pass copies for the estimation of L. To reduce halo
artifacts, discontinuity preserving filtering can be used to estimate L, such as anisotropic
diffusion [58], bilateral filtering[59], or mean shift filtering [60]. Relevant works include
LCIS by Tumblin et al. [61] using anisotropic diffusion, Durand et al. [62] using bilateral
filtering, and perceptually adjusted weighted least squares within a variational framework
by Brajovic [63; 64]. Kimmel et al. [65] and Elad et al. [66] provided good reviews of
Retinex and related illumination compensation methods. Some face recognition results
of relevant works are reported in [67; 68]. These works have reduced halo artifacts con-
siderably though not entirely. However, the parameter selection in these models is mostly
empirical and complicated, where the number of parameters can be up to around eight [61].
In [21; 69], Wang et al. proposed the SQI model, which paralleled the former idea
of Brajovic [63]. In their model, the illumination is normalized by the division over a
smoothed version of the image itself. This method is very simple and can be applied to any
single image. However, the weighed Gaussian filter they used has trouble keeping sharp
edges in low frequency illumination fields. In this paper, we overcome this limitation by
utilizing the edge-preserving capability of the total variation model. We propose to uti-
lize the TV-L1 model [22] to factorize an image. This has unique advantages compared to
existing solutions, particularly the simple parameter selection. The advantages are demon-
strated in the original analysis of the TV-L1 model in section 4.2.2 and the experimental
evaluation in section 4.3.
4.1 Existing Methodologies
In this section, we briefly introduce three existing solutions based on Quotient Image
model [19], Quotient Image (QI) [19], Quotient Image Relighting (QIR) [20], and Self
40
Quotient Image (SQI) [21], which are the works we compare our methods to in the evalua-
tion section.
Quotient image [19] is based on the Lambertian surface:
I(x, y) = ρ(x, y)n(x, y)T · s (4.1)
where ρ is the albedo of the image, nT is the surface normal, and s is the light source.
In other words, if the illumination i of an image yi can be estimated or simulated, the
illumination free image y0 can be obtained by yii . An ideal class of objects can be defined
in the following methods. Define a bootstrap set containing 3N images taken from three
fixed but non-collinear light sources s1, s2, s3. Any point light source sy can be regarded as
a linear combination of si with coefficient xi, sy =
∑3
j=1 xjsj . By solving xi, the quotient
image Qy of face y illuminated by light source s against face a can be obtained by:
Qy(u, v) =
ρy(u, v)
ρa(u, v)
=
ρy(u, v)n
T (u, v) · sy
ρa(u, v)nT (u, v) · sy
=
Iy(u, v)
ρa(u, v)nT (u, v) ·
∑3
j=1 xjsj
=
Iy(u, v)∑3
j=1 xjIj(u, v)
(4.2)
The quotient image Qy is the ratio between the target image y and a linear combination
of three non-collinearly illuminate images I1, I2, I3. The linear combination simulates the
lighting condition of y. As a result, quotient image Qy is illumination removed under the
following assumptions: (i) A training (bootstrap) set is available, which should contain
three collinearly illuminations for each class; (ii) The image is shadow free and the light
source is a point; (iii) All images have the same shape, so the surface normals are the same;
(iv) All images with different classes have to be aligned in advanced. Since the above
assumptions are hardly to be all true in real world, the obtained quotient image Qy is not
close to the ideal illumination free case. Quotient image relighting (QIR) [20] and Self
quotient image (SQI) [21] are proposed to improve the results of quotient image.
Quotient image relighting (QIR) is based on the discovery that given an image yi under
some illumination i, if we can have another image z with both zi and z0 available, where
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z0 means the ideal illumination removed case, then we can obtain y0 by:
y0 =
yi
Ri
where Ri = ρy(u,v)n(u,v)
T ·si
ρy(u,v)n(u,v)T ·s0 =
si
s0
= ρz(u,v)n(u,v)
T ·si
ρz(u,v)n(u,v)T ·s0 =
zi
z0
(4.3)
where Ri is the quotient illumination for the lighting condition si.
To make Ri more robust, Ri can be obtained by averaging several Ri if there are multi-
ple images zk with both zki and zk0 available. Although QIR has shown better performance
than original quotient image, it requires more strict assumptions hold to perform well. Not
only the (i),(iii),(iv) assumptions of quotient image have to be hold, the bootstrap set is
hardly obtained in real world - Not only at least one other image with the same light source
must exist, but the the ideal illumination version of that image must exist as well.
Self quotient image (SQI) [21] successfully overcome the limitations of the QI and
QIR. It does not need any training set and can be applied to a single image. SQI is defined
as:
SQI =
I
Iˆ
=
I
F ∗ I (4.4)
where Iˆ is the smoothed version of I , * is convolution operation, and F is the smoothing
kernel.
In other words, SQI is a quotient image where the illumination of the image I is sim-
ulated by a smoothed version of itself Iˆ . SQI, has an advantage, which is that it does not
need the assumptions of QI or QIR to be hold. Since an image aligns itself perfectly, SQI
can achieve much more consistent results than QI and QIR. However, the main problem of
SQI is that the smoothing version of itself normally destroies the structure of the image,
which degrades the performance significantly. To overcome this problem, Wang et. al. use
a weighed Gaussian filter:
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F = WG
W (u, v) =

0 I(u, v) ∈M2
1 I(u, v) ∈M1
(4.5)
where M1 and M2 are two regions dividing the convolution region Ω, M1 + M2 = Ω,
M1 ∩M2 = ∅, and ‖ M1 ‖>‖ M2 ‖. M1 and M2 are divided by a threshold τ , which can
be the mean intensity of pixels in Ω. By doing this, if there is an edge region, the threshold
can divide the convolution region into two parts, M1 and M2, and the smoothing process is
only done in the part of M1.
Although SQI has a few advantages, for instance, no assumption of light source is
required and no training data is needed, it has some limitations. Since sharp edges cannot
be preserved perfectly by the filter F , it will produce halo artifacts in the SQI and degrade
the recognition result. If the convolution region Ω is set to be small to reduce the mentioned
effect, the smoothing version is nearly the same as the original image and therefore SQI
approximates to 1. However, if Ω is set too large, then the edge is not preserved well. This
is because the center of the convolution kernel does not always belong to the larger part of
the image. Therefore, SQI can yield some bad results like figure 4.4 and figure 4.9 (subset
5).
4.2 Methodology
In this section, we introduce the Logarithmic Total Variation (LTV) model and explain the
way it removes varying illumination for face images . We begin with discussion of the
reflectance model, followed by the analysis of the TV-L1 model, which serves as the basis
of the proposed model. Finally, we propose the LTV model and discuss the choice of its
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parameter.
4.2.1 Reflectance Models
In the literature, surfaces are categorized by their physical properties with different models,
including the pure Lambertian model: IL = ρA cos θi, the pure specular model: Is =
Bδ(θs−2θr), the hybrid models of the above two: I = (1−ω)IL+ωIs, or I = Kdl cos θi+
Kslexp(− β22σ2 ) +Kssδ(θi − θr)δ(φr)[70], and many other sophisticated models [71].
Solving the above reflectance models may recover the light source directions, strength,
and the surface normals of an image, which may be useful in many important computer
vision and computer graphics applications, including the 3D shape reconstruction from 2D
images (i.e., shape from shading), illumination normalization, image relighting, image tex-
turing, etc. However, even the most sophisticated model can hardly describe surfaces under
natural lighting, which often contain all kinds of shadows, occlusions, and other variations.
The human face, which has features with different geometries, is an example of such sur-
face. Besides, to solve for the surface parameters in these models, training images with
perfect alignment and/or under the same lighting conditions are required. Consequently,
the illumination normalization and face recognition models based on recovering the 3D
facial surface parameters have the above limitations.
From our observation, the shapes, contours, and relative positions of smaller scale facial
objects (e.g., eyes, noses, mouths, eyebrows) can be the key features for face recognition.
The surface albedos on or in the boundaries of lower nose, mouth, eyes, eyebrows, and
chin are often different from the albedos of the large-scale skin areas and background due
to different textures (lips, eyeballs, eyebrow hair) and geometries (nares). Hence, similar to
I = RL and based on the Lambertian model, to obtain these albedos, we propose to solve
the following equation for the surface under any lighting conditions, including natural ones:
I(x, y) = ρ(x, y)S(x, y) (4.6)
where I(x, y) is the intensity of a 2D surface image at location (x, y), ρ is the albedo and
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S is the final light strength received at location (x, y) that generates the observed intensity.
Compared to the Lambertian surface, I = Aρ cos θ, S(x, y) equals A cos θ, where A is the
strength of the light source, and θ is the angle between the light source direction and the
surface normal. That is, no matter how many and what kinds of light sources there are, the
intensity of each location reflects the strength of the light it receives and is multiplicative.
Obtaining ρ and S by solving (1) does not give the complete 3D surface information, but
for illumination invariant face recognition, we are more interested in the variation pattern
of albedos ρ in an input face image I . Hence, the problem is simplified to how we can
retrieve the variation pattern of ρ from a given surface I with possibly varying intensity.
We next analyze some properties of the TV-L1 model which are important to our purpose.
We will also explain how to obtain the ρ value of small-scale facial features in the proposed
method, the Logarithmic Total Variation (LTV) model.
4.2.2 Edge-preserving and Multiscale Additive Signal Decomposition
In this section, we give the properties of the TV-L1 model for the purpose of edge-preserving
and multiscale additive signal decomposition. These properties provide the theoretical jus-
tification for our proposed application. As discussed in previous chapters, the TV-L1 model
keeps the sharp object edges in u [24] because minimizing the TV regularization term pe-
nalizes all intensity variations in an uniform way (in contrast to min ∫ |∇u|2 which penal-
izes larger changes, like sharp edges, more). This property is very important in illumination
normalization since the sharp boundaries of shadows cast on faces are entirely preserved in
u and, therefore, such boundaries do not affect the recognition process (ref. figure 4.4). On
the other hand, any image smoothing models that do not preserve edges well will inevitably
cause halo artifacts and affect recognition results.
What distinguishes the TV-L1 model from other edge-preserving TV-based models are
its unique decomposition capabilities: 1. Multiscale, but intensity-independent, decompo-
sition, and 2. Easy parameter selection.
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Here, we characterize the solution of (2.3) by a sum-of-slices formula [72]:
uλ = inf
x
f +
∫ ∞
infx f
1Σλ(f,µ)dµ, (4.7)
where infx f is the essential minimum of f and the set Σλ(f, µ) ⊂ R2 is given by the
geometric problem
Σλ(f, µ) = argminΣ {Perimeter(Σ) + λArea(Σ⊗ {x|f(x) > µ})} , (4.8)
where⊗ is the XOR operator defined by S1⊗S2 = (S1∪S2)\(S1∩S2) for any sets S1 and
S2. Noticing that Σλ(f, µ) is decreasing with µ and {x|uλ ≥ µ} = Σλ(f, µ) for µ > infx f ,
Equations (4.7) and (4.8) show that uλ is built up with Σλ(f, µ) slice by slice while, at each
level µ, the contributing set Σλ(f, µ) is the optimal of the geometric optimization problem
given in (4.8). The geometric optimization problem in (4.8) regularizes Σ by minimizing
its perimeter while penalizing on its difference to the upper level set of f at level µ. The
relation between λ and Σλ(f, µ) is characterized in terms of scale measure G-value and
slope [73] below:
1. G-value: Σλ(f, µ) = ∅ if and only if λ ≤ λminµ := 1/G(∂|1{x|f(x)>µ}|),
2. Slope: Σλ(f, µ) = {x|f(x) > µ} if and only if λ ≥ λmaxµ := suph∈BV ‖D1{x|f(x)>µ}‖−‖Dh‖R |1{x|f(x)>µ}−h| ,
3. λminµ ≤ λmaxµ ,
where G(∂|1{x|f(x)>µ}|) is the scale of {x|f(x) > µ} and λmaxµ is the slope of 1{x|f(x)>µ}.
Although an understanding to the mathematics of G-value and Slope is not needed for the
purpose of this paper, we shall note that they can be calculated by SOCPs [72]. Since the
scale of {x|f(x) > µ} is decreasing with µ, λminµ and λmaxµ are increasing with µ. As λ is
given and fixed, the larger the µ is the more likely the Σλ(f, µ) vanishes. Consequently, at
the levels µ that give {x|f(x) > µ} corresponding to the small scale features of f , Σλ(f, µ)
is equal or close to ∅. In other words, the small scale features of f are not included in uλ.
They are kept in vλ = f − uλ instead.
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Figure 4.1: Up: TV-L1 decomposition (ui and vi are obtained using λi). Down: G-values
and λmin of feature components S1, . . . , S5.
The results depicted in Figure 4.1 (u1-u6,v1-v6) are obtained by applying the TV-L1
model with different λ’s to the composite input image depicted in Figure 4.1 (f ). The five
components in this composite image are depicted in Figure 4.1 (S1−S5) in the descending
order of their scales. They are the image features that we are interested in extracting from
f . Their decreasing G-values, and hence, increasing λmin values are given in Figure 4.1
(table). We applied the TV-L1 model to f using λ1, . . . , λ5 that each is slightly less than
λmin of the corresponding Si and using a λ6 that is larger than all λmin values. Due to
the nonsmoothness of the boundary and the use of finite differences, a small amount of
the boundary signals near non-smooth edges are left in v. With the exception of this, the
numerical results closely match the analytic results – λ can control the selection of features
with unknown intensity values. Hence, selecting an appropriate λ for the small-scale facial
features is straightforward. We shall pick a λ that is slightly smaller than 1/G(∂|1M |),
where M is the facial feature mask set. G-value and slope provide the minimum and
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Figure 4.2: Input image and v: the result of the TV-L1 model. ρ′ and S ′: the results of the
LTV model with the λ used in parentheses.
maximum value of λ for decomposing an arbitrary pattern. Some geometric analysis in
Chapter 6 section 6.1 provides an easier and more intuitive discussion of these properties.
A comparison to the famous TV-L2 model (ROF) model [23]) may give readers more
insight into the TV-L1 model. The ROF model is a model more suitable in denoising,
whereas the TV-L1 model works better in multiscale decomposition. The L2 term ‖f−u‖L2
penalizes large f(x)−u(x) values much more than small f(x)−u(x) values, so the TV-L2
model allows most small point-wise values (like most noise) in f −u. The L1 term |f −u|,
however, penalizes the difference between f and u in a linear way. The L1 term does not
favor noises. When used with TV (u), it gives the model the capacity of scale-based feature
selection. These also differentiate our work from Brajovic’s work [64].
Being an additive model, the TV-L1 model cannot reflect the multiplicative illumination
effect in equation (4.6). Figure 4.2 Column 1 depicts the v output of the TV-L1 model
applied to an input image under an extreme lighting condition. Just like the input, the left
half of v barely contains a perceivable signal. To overcome this limitation, we propose the
LTV model.
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4.2.3 The LTV Model
We observe that one of the main differences between the smaller intrinsic structure and the
illumination pattern of a face image is the scale difference. The former is mostly composed
of lines, edges, and small-scale objects. The later, which is consisted of direct light illumi-
nation and/or shadows cast by bigger objects (e.g., noses), is often of a larger scale. From
the analysis in Section 4.2.2, it is clear that we can utilize the edge-preserving and mul-
tiscale decomposition capability of the TV-L1 model to factorize a multiplicative surface
(e.g. the Lambertian surface) and extract the smaller intrinsic facial structures, where the
albedos vary greatly. To apply the additive TV-L1 model to the multiplicative model, we
take the logarithm of the input image, then apply the TV-L1 model:
I(x, y) = ρ(x, y) · S = (ρ/ρl) · (Sρl) = ρ′ · S ′
u = argminu
∫
Ω
|∇u|+ λ|log(I)− u| dx,
v = log(I)− u
u ≈ log(S ′), and v ≈ log(ρ′)
(4.9)
where ρl denotes the albedos of large scale skin areas and background. Since logarithm
preserves structures and TV-L1 decomposes images by scales, the albedos ρl of large-scale
areas and larger scale facial structure like 3D surface information are kept along with the
S in u(or S ′). Nevertheless, ρ′ = ρ/ρl promotes the variation patterns of the albedos of the
small-scale facial features.
According to section 4.2.2, the scale of a set is defined by G(∂|1{x|f(x)>µ}|) for the
TV-L1 decomposition. Intuitively, the scale is related to the ratio of “area” to “perimeter”
based on (4.8). The scale is proportional to the radius for circular pattern. Although this
definition is not universal, it works great for face images since lines, corners of eyes, noses,
mouths, and eyebrows have relatively smaller size/perimeter ratio than illumination fields
or shadows cast on faces. It is worth pointing out that solving (4.9) does not separate in-
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1. I ← input image (I = ρ′ · S ′)
2. Take the logarithm:
f ← log(I), f = u+ v, u = log(S ′), v = log(ρ′)
3. Solve for u and v in the TV-L1 model:
u = argminu
∫
Ω
|∇u(x)|+ λ|f(x)− u(x)| dx
4. Obtain the intrinsic part:
v = f − u = log(ρ′)
5. Calculate the real intrinsic structure represented by ρ′
6. Illumination normalized result ← ρ′
Table 4.1: The LTV model.
trinsic and extrinsic facial structures. Instead, smaller intrinsic structures in ρ′ are extracted
while larger intrinsic structures like 3D surface information as well as extrinsic illumina-
tion are left in S ′ (see Figure 4.12 and 4.17). Table 4.2.3 illustrates the LTV algorithm.
4.2.4 TVQI
One variation of the LTV model, which parallels the idea of Brajovic [63] and Wang [21;
69] is that we can divide the original image I by S to recover ρ: ρ = I
S
. Using the TV-L1
model with similar parameter λ as the LTV model, we can get an estimation of S using u
in (2.3). We call this model the total variation quotient image model (TVQI)[28]. The LTV
model and the TVQI model are essentially the same. The difference is that the log operator
removes noise from the image which makes it possible to promote useful signals more and
thus may improve the performance.
Specifically, TVQI is formulated as:
u = argmin
u
∫
Ω
|∇u(x)|+ λ|f(x)− u(x)| dx,
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Figure 4.3: f , u, and v of TV-L1 model. Weak signal in v (the right hand side) is hardly
observed. H shows the intensity profile of the horizontal line on f . v′ is the result given by
TV QI
TV QI = v′ =
f
u
, (4.10)
where f is the original face image. Figure 4.3 illustrates the intuition of the TVQI model. If
we apply TV-L1 model on the input image f , the v obtained by f−u gives little information
in the dark region (right face). However, v′ obtained by TVQI promotes the signal variance
on right face and output illumination normalized facial features. H , the intensity profile of
a horizontal line in the input image, shows that the signal variance is in proportion to the
received light strength, which tallies with the equation (4.6).
The TVQI model is essentially equivalent to the LTV model, but its form is very close
to the idea of the SQI model. However, the TV-L1 model overcomes the limitation of the
Weighed Gaussian filter, which is the edge-preserving problem causing halo artifacts. In
fact, we can regard the denominator, u, obtained by the TV-L1 model, as a better simulation
of the image illumination than the Iˆ of the SQI model. Figure 4.4 shows the Iˆ of the SQI
and the u of the TVQI model, in which the reason why TVQI can have better performance
is easily observed.
+TVQI
Without a log operation as LTV, in Figure 4.3, grainy noise can be seen on the right half
of v′ in TVQI. This is due to the division operation in the TVQI model, which propagates
small variations and noise in the dark region of the image. One possible remedy is to use
the aforementioned TV-L2 (ROF) model [23] with a larger λ (≥ 1) as a preprocessing step
51
Figure 4.4: From left to right columns: input images, denominators Iˆs obtained by the
SQI model, result images of the SQI model, denominators us obtained by the TVQI model,
result images of the TVQI model.
for noise removal before applying TVQI. We call the resulting combination the +TVQI
algorithm. Table 4.2.4 shows this algorithm. (TVQI is the same except it is without step
2). Figure 4.2.4 illustrates the effect of +TVQI. One can see clear quality improvement for
a human observer. However, interestingly, after running our face recognition algorithm,
+TVQI has only similar performance as TVQI (±0.05%). One explanation is that the
TV-L2 step destroys small signals while denosing. Another possibility is that on our test
dataset the TVQI algorithm has already achieved a very high recognition rate (> 99%),
leaving little room for improvement. Further investigation of +TVQI on more difficult data
is among our future efforts. In the following sections, we only present evaluation results
for the TVQI algorithm.
4.2.5 Selecting λ for Face Recognition
Different λs give signals of different scales in u and v. If λ is too large, u gets too close
to f , and v becomes a flat image; if λ is too small, the large-scale background hues are
not captured in u, and v is still affected by varying illumination. Fortunately, finding an
appropriate λ is straightforward simply because the features of different faces have similar
scales. Following the guidelines of λ selection in section 4.2.2, we recommend the follow-
ing λ values for different face sizes: 100x100 (pixels): λ = 0.7 to 0.8, 200x200: λ = 0.35 to
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Figure 4.5: The preprocessing effect of +TVQI
1. f1 ← input image
2. Remove noise in dark region: (+TVQI only)
f1 ← argminu
∫
Ω
|∇u(x)|+ λL2||f1(x)− u(x)||2L2 dx
3. Calculate the denominator :
u = argminu
∫
Ω
|∇u(x)|+ λL1|f1(x)− u(x)| dx
4. Obtain the illumination normalized image:
(+)TV QI = v′1 =
f1
u
5. Repeat 1 - 4 for other images f2, ..., fm, where m
is the total number of images.
6. Apply face recognition on v′is of the original image fis.
Table 4.2: The (+)TVQI model for face recognition.
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Figure 4.6: Effect of different λ in LTV and TVQI methodology. 1st column: original
image f ; 2nd and 6th columns: u in TVQI with different values of λ, 3rd and 7th columns:
results of the TVQI model; 4th and 8th columns: s in LTV with different values of λ, 5th
and 9th columns: results of the LTV model.
Figure 4.7: (A) Input face f with size 100 × 100 and u obtained by λ = 0.80. (B) Input
face f with size 200× 200 and u obtained by λ = 0.40.
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Figure 4.8: The least square difference between u (λ = 0.40) in figure 4.7 (B) and the u
with different values of λ (horizontal axis) in figure 4.7 (A).
0.4, 400x400: λ = 0.175 to 0.2. Figures 4.7 and 4.8 illustrate and present statistically that
both the TVQI and the LTV output with λ = 0.4 of a face in a 200x200 size is equivalent
to the TVQI and the LTV output with λ = 0.8 of the same face in a downsampled 100x100
size. We want to emphasize that a single lambda should work for all faces in similar sizes.
λ = 0.75 is consistently used throughout our experiments in section 4.3.
Figure 4.2 and figure 4.6 illustrate the effects when different λs are applied to the same
face image. It can also be observable that when λ is between 0.7 and 0.8, most of the
illumination effects are removed but the facial features are kept well. If λ is too small,
the illumination effects are still observable and if λ is too large, facial features become
diminished.
4.3 Experimental Results
In this section, we evaluate the proposed algorithms by several experiments. We first com-
pare our methods with three other methods (QI [19], QIR [20], and SQI [21]) on the Yale
face database B and the CMU PIE database. Then an outdoor database containing 765
subjects is used for evaluating the performance under natural lighting conditions.
The performance of the algorithms is evaluated according to the face recognition rate.
Different illumination normalization algorithms are regarded as preprocessing tools for
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Figure 4.9: Illumination normalization effects comparison.
Figure 4.10: Ten subjects in Yale face database B.
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face recognition. Once the illumination normalization process is done (i.e. LTV is obtained
for each single image), the results can be fed into any face recognition algorithm. In our
experiments, we evaluate the face recognition by two different methods, template matching
and PCA. The former uses a simple similarity metric, normalized correlation, which is
defined as
1
N
∑
i(IAi − IA)(IBi − IB)√
1
N
∑
i(IAi − IA)2
√
1
N
∑
i(IBi − IB)2
(4.11)
where IA and IB are two images with pixel intensity at location i (in IA) denoted by IAi. N
is the total number of pixels in an image. IA = 1N
∑
i IAi and IB = 1N
∑
i IBi. Recognition
is defined as matching, again, by the normalized correlation measurement, a query image
y to a set of reference images T. y belongs to one of the subjects in T but under unknown
lighting conditions. We name an image of subject x the ideal image if the angle of the light
source direction is 0. PCA recognition, also known as eigenface [7], casts all faces to a
eigensubspace and calculates the nearest neighbor in this new subspace. Figure 4.9 shows
some illumination normalization results by different methods on the same input images.
4.3.1 Data Preparation
To validate our method, we use both Yale face database B [16] and CMU PIE database
[74] as our testbed to compare different algorithms. The frontal view face images of the
10 subjects in the Yale face database B, each with 64 different illumination, and the frontal
face images of the 68 subjects in CMU PIE database, each with 21 different illumination,
are used for evaluation. All images are roughly aligned between different subjects and
resized to 100 × 100. Images are cropped so that only the face region of each image is
used. Images in the Yale face database B are divided into 5 subsets based on the angle of
the the light source directions. The 5 subsets are: subset 1 (0◦ to 12◦), subset 2 (13◦ to
25◦), subset 3 (26◦ to 50◦), subset 4 (51◦ to 77◦), subset 5 (above 78◦) [16]. Out of the 640
images (10×64), 7 corrupted images are discarded. As a result, there are total 633 images,
70 in subset 1, 118 in subset 2, 118 in subset 3, 138 in subset 4, and 189 in subset 5. Figure
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Figure 4.11: 10 of the 68 subjects in CMU PIE database.
Figure 4.12: The 21 different lighting conditions for each single subject in CMU PIE
database.
4.10 shows the ideal images (angle of light source = 0◦) of the 10 subjects in Yale face
database B. Figure 4.11 shows 10 of the 68 subjects in CMU PIE database and figure 4.12
shows the 21 different illumination on one specific subject.
4.3.2 Using Subset 1 as Reference Images on Yale Database
In the first experiment, 70 images Ikj for subject k, k ∈ K = 1, . . . , 10 under illumination
j in subset 1 is used as the reference images. The recognition process is to find the nearest
neighbor Ik′j′ of a given query image yl, where l ∈ K. If l is equal to k′, the recognition
is successful; otherwise, it is failed. In the experiment, we use all the images in subset
2 to 5 as query images and evaluate the recognition rate. Table 4.3 and figure 4.13(A)
compare the recognition rates of different solutions. Recognition rates of the proposed LTV
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Figure 4.13: Recognition rate (%) comparison using (A) subset 1, and (B) only the ideal
image, as the reference images.
and TVQI methods both achieve 100% in all cases. This validates the better illumination
normalization effect of the LTV and TVQI models.
4.3.3 Using Ideal Images as Reference Images on Yale Database
In the second experiment, instead of all the 70 images in subset 1, we only use the 10
ideal images, one for each subject, as the reference images. Table 4.3 and figure 4.13(B)
show the results. The performance of both QI and QIR degrade heavily in this experiment.
The recognition rates of the LTV and the TVQI models remain 100%. This shows the
robustness and consistency of the proposed models.
4.3.4 Using All Subsets as Reference Images on Yale Database
In the last experiment on Yale database, we tried a more challenging but meaningful ex-
periment which is rarely done in the literature. Instead of using the images in subset 1, we
choose images in all the other subsets (2 to 5) as reference images. In real world, perfect
reference images are not always available. A robust algorithm should perform well even
with the reference images under varying lighting conditions. Figure 4.14 compares the
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(A) (B)
Subset 2 3 4 5 1 2 3 4 5
QI 100 97.46 68.11 37.57 100 98.3 61.86 34.06 23.28
QIR 100 100 97.8 92.06 100 100 100 90.58 78.84
SQI 100 100 92.75 94.7 100 100 100 96.37 97.88
TVQI 100 100 100 100 100 100 100 100 100
LTV 100 100 100 100 100 100 100 100 100
Table 4.3: Recognition rate (%) comparison using (A) subset 1 as the reference images
and (B) using only the ideal images as the reference images
Subset QI QIR SQI TV QI LTV
average 47.27 69.44 94.95 99.45 99.65
Table 4.4: Average recognition rate (%) comparison using images in all different subsets
as the reference images
recognition results and table 4.4 shows the average recognition rate (%). In figure 4.14,
the label TX-SubsetY in the horizontal axis denotes that the query image is from subset Y
and the reference images are from subset X. For each test TXi-SubsetYi, we use 10 images
(one for each subject) in subset Xi as the reference images for each round i, we then change
another 10 images in subset Xi+1 as the reference images for round i + 1, and so on. For
each round i, all images in subset Yi are used as the query images one by one to evaluate
the recognition rate Ri. The final recognition rate R = 1N
∑N
i=1Ri, where N is the round
number. The performance of all the other methods degrades when the badly illuminated
images (in subset 4 and subset 5) are used as the reference images. In contrast, the recog-
nition rate of the LTV and the TVQI methods are always above 99.2% and 98.51% and
averaged at 99.64% and 99.45% respectively. Hence, the LTV and the TVQI models are
proved experimentally to be very robust and consistent illumination normalization methods
for face recognition.
60
Figure 4.14: Recognition rate (%) comparison when all different subsets are used as the
reference images.
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Subset QI QIR SQI TV QI LTV
Ideal Image Only 75.66 88.65 97.91 100 100
Avg. Recog. Rate 72.45 83.93 95.88 99.65 99.65
Table 4.5: Average recognition rate (%). Upper row: results when using only ideal images
as reference images. Lower row: Average recognition rate when using different reference
images
4.3.5 Results on CMU PIE Database
Compare to Yale face database B with 10 subjects and 64 different illumination, the CMU
PIE face database has much more subjects (68) but less different illumination on each single
subject (21). Hence, we do not classify the images into different subsets according to the
angle of the light source directions. We perform two experiments on CMU PIE database.
In the first experiment, we use only the ideal images as the reference images, and in the
second experiment, all 21 illumination are in turn used as the reference images and we
calculate the average recognition rate. More precisely, if we denote the image I of subject
s under illumination i (s ∈ {1, · · · , 68}; i ∈ {1, · · · , 21}) as Isi , in the second experiment,
we first use I11 , I21 , · · · , I681 as the reference images and all the remaining 1360 (21×68 - 68)
images as the test images to evaluate the recognition rates in the first round. Then we use
I12 , I
2
2 , · · · , I682 as the reference images in the second round, I13 , I23 , · · · , I683 as the reference
images in the third round, and so on. The final recognition rate is the average recognition
rates of the total 21 rounds. Figure 4.15 and table 4.5 show the recognition rates of both
experiments. Figure 4.17 and 4.16 show the illumination normalization images by the LTV
and the TVQI models of the input images in figure 4.12.
As shown in the figures, the experiment on the CMU PIE database also demonstrate
that the proposed LTV and TVQI models outperform other existing solutions. Besides,
by comparing the average recognition rate in table 4.4 and 4.5, we can also find that the
differences of the lighting conditions are more significant than the different facial structures
between individuals. This is because although the number of different subjects is much
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Figure 4.15: Recognition rate (%) comparison for CMU PIE database. Gray bars: results
when using only ideal images as reference images. Black bars: Average recognition rate
when using different reference images
Figure 4.16: The illumination normalized images by the TVQI model of figure 4.12 .
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Figure 4.17: The illumination normalized images by the LTV model of figure 4.12 .
less in Yale face database B, there are much more severe illumination for each subject.
Therefore, the recognition rate is worse than that in CMU PIE database.
4.3.6 Results Based on Eigenface
Other than template matching, we also conduct PCA recognition on both the Yale face
database and the CMU PIE database. By using 2 images per subject as the training set, the
LTV model reaches 99.25% recognition rate on average. By using 3 images per subject
as the training set, the LTV model reaches 99.99% recognition rate on average. We try all
combinations of 2 and 3 from the 64 illumination as training sets to get the average results.
The same experiment is conducted on CMU PIE database. The results show that by
using 2 images per subject as the training set, the LTV model reaches 99.79% recognition
rate on average. By using 3 images per subject as the training set, the LTV model reaches
99.99% recognition rate on average.
4.3.7 Outdoor Database
Although many of the existing works have obtained very good results on face recognition
under varying illumination, most of them are hardly applied to real applications. This is
because of the following reasons: 1) In real applications, many images are under natural
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Method HE SQI TV QI LTV
K = 1 69.87 79.86 97.75 99.02
K = 2 74.38 84.82 99.02 99.54
K = 3 76.33 87.64 99.43 99.89
K = 4 77.72 88.84 99.59 100
Table 4.6: Recognition rate(%) on outdoor face database. K is the number of nearest
neighbors retrieved.
lighting conditions (outdoor), which means that the light source direction is unknown and
the number of light sources are also unknown. 2) In real applications (i.e. face databases
of criminals in the police station), the number of each person’s images may be varied from
1 to many and under varying unknown illumination.
In this section, we conduct experiments on a database with 2662 frontal face images,
including 395 females and 370 males, under natural lighting conditions. There are 2 to
5 images per person under various illumination. We evaluate face recognition algorithms
using following scenario, which is designed for real applications.
For each image Iq, q ∈ {1, ..., 2662}, we search for the K nearest neighbors of Iq in
the remaining 2661 images. If an image with the same subject of image Iq is retrieved, it
is regarded as a successful recognition. Since there are at least 2 images per person, for
each query image Iq, there is at least one image in the remaining 2661 images matches Iq.
This is a typical scenario used by police to identify a criminal or look for a suspect in their
database. We compare our methods with SQI and a simple histogram equalization (HE)
algorithm, which is a general image enhancement algorithm. Table 4.6 gives the result.
From table 4.6, the proposed methods can achieve much better results than existing so-
lutions, especially the LTV model. It achieves nearly perfect result (99+%) even when K
is 1 and achieves 100% when K is only 4. Since the outdoor face database is proprietary at
this time, we demonstrate in Figure 4.18 the LTV results of a few public images taken under
similar outdoor lighting conditions as of the images in the proprietary database. These pub-
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Figure 4.18: The LTV results (even rows) on images under natural lighting (odd rows).
lic images were included together with the database images during our evaluation. Since
PCA recognition is not suitable for this scenario and database, the results were obtained
using merely the simple template matching algorithm.
4.4 Discussion
Yale face database B and the CMU PIE database are two of the most popular databases
for face recognition evaluations. Other than the SQI [21] model that we have evaluated,
9PL [1] reached 100%, 100%, 97.2% and Harmonic Image Exemplars [2] reached 100%,
99.7%, 96.9% recognition rates on subsets 2, 3, 4 in Yale database B. No results were
reported wherever, for the tests on subset 5. In comparison, the proposed model reaches
100% recognition rates on all the subsets, including subset 5. In addition, Corefaces [3]
reached very high recognition rate based on PCA recognition. In that evaluation, it reached
99.9%+ recognition rate on the CMU PIE database and 96%+ on the Yale database with
3 or more specific training images. Our model reaches similar results by averaging all
combinations of the 2 or 3 training images, which are at least comparable to their results,
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Methodology 9PL HIE SQI CFS TV QI LTV
Training process Y Y N Y N N
Alignment of Y N N Y N N
training images
No. of training 9 1 0 ≥2 0 0
images
3D bootstrap set N Y N N N N
Recog. Rate on S1-3: 100 S3:99.7 S1-3:100 S1-3:100 S1-3:100
Yale database B S4: 97.6 S4:96.9 S4: 96.37 All:≥99 S4:100 S4:100
S1-5(Subset 1-5) S5: N/A S5: N/A S5: 97.88 S5:100 S5:100
Recog. Rate N/A N/A 97.91 ≥99.9 100 100
on CMU PIE
Applicability to Low Medium Yes Medium Yes Yes
real applications (79.86+) (97.75+) (99.02+)
Table 4.7: Comparison of the nine points of light (9PL), harmonic image exemplars(HIE),
self quotient image(SQI), Corefaces(CFS), TVQI, and LTV. Recognition rates (%) of 9PL,
HIE, CFS are taken from original papers[1][2][3].
if not better. Since PCA selected the most discriminant features first, the good recognition
results by PCA recognition imply that - Despite having no 3D surface information, smaller
facial structures still contribute as key factors for frontal face recognition.
Although we have not implemented some of the recently proposed methods, we list in
table 4.7 a schematic comparison of several works using the data reported in the original
papers, which enables the readers to have a fair comparison of some of the recent works.
In table 4.7, the recognition rates of 9PL[1], HIE[2], and Corefaces[3] are taken from the
original papers. The results of SQI[21] are evaluated by our implementation, which are
very close to the results reported in the original paper. Since the face recognition methods
used in different papers are not the same (e.g., how to define a successful recognition?),
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the recognition rates can only be regarded as references but not absolute judgements. From
table 4.7, we can see that SQI, TVQI, and LTV are the only methods which can be directly
applied to real applications. However, the LTV and TVQI model reach better results than
SQI. We conclude that the proposed methods are the better algorithms for face recognition
under varying illumination in terms of both accuracy and applicability.
4.5 Conclusion
In this chapter, we propose the LTV model and its variant, TVQI model, as preprocessing
techniques for face recognition under varying illumination and illustrate their effectiveness
for illumination normalization. Our methods apply directly to any single image without
prior information on 3D face geometry or light sources. We minimize the notorious halo
artifacts and keep only small scale facial structures, which are illumination invariant, to
face recognizers. In addition, the only parameter, λ, is very easy to set.
Other than face recognition, since the proposed models can be directly applied to any
single image to remove the illumination effect, many applications can benefit from the re-
sults of our work. For example, face identification, face tracking, face alignment, lip track-
ing, or all other applications in which the performance of existing works may be affected
by varying illumination.
One assumption of our work is that small scale facial structures may be the key to
frontal face recognition. The very high recognition rates achieved by PCA recognition
with the preprocessing by our method has justified this assumption. The only limitation is
that our models cannot capture 3D surface information. Hypothetically, if two people (e.g.,
twins) have exactly the same 2D frontal view but with only difference in nose height, they
are most likely indistinguishable to our models if the lighting pattern is smooth on the nose.
Possible solutions to deal with such cases include combing our method with techniques for
extracting 3D structure based on lighting information.
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Chapter 5
Non-rigid Image Registration
Image registration is one of the most fundamental problems in image processing and pat-
tern analysis. In image analysis, a proper information integration from two or more images
is often desired. Image registration, serving as the first step of the information integration
process, is to bring the images involved into spatial alignment. In other words, it is the
process of overlaying multiple images of the same object or the same type of objects taken
at different times, by different modalities, and/or from different subjects. Image registra-
tion can also be used in many important aspects in medical applications, for example, to
obtain ampler information about the patient by registration images acquired from different
modalities, to monitor and investigate tumor growth by images taken at different time, to
compare the patient’s data with anatomical atlases, to correct the motion of a series of data
acquired continuously, and so on. Despite the fact that registration is with significant im-
portance, fully automatic registration with high accuracy and robustness on large 2D or 3D
data is hardly achieved due to the difficulty in finding the best settings for the following
factors: transformation, interpolation, similarity measurement, and optimization.
Transformation is the type of spatial change applied to an image to change the position,
orientation, shape, or other structure. It can be further classified into linear transformation,
which is up to 12 degrees of freedom (DOF) and nonlinear warping, which can be up to
millions of DOFs. Since images are stored in discrete locations, it is necessary to calculate
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the intensity at a location between discrete points during transformation, which is the task
of interpolation. Similarity measurement is one of the most challenging problems in regis-
tration since it is very hard to define what is a good match between different images. This
often involves the characteristics of the objects (i.e. brain, heart), the modalities of the im-
ages (i.e. Ultrasound, CT, MRI, PET), and many other factors. Besides, a good similarity
measurement for registering two images acquired by the same modality (intra-modal) or
different modalities (inter-modal) may be very different.
If the methods of the above three factors have been fixed, optimization is the process
to search for a transformation (a set of transformation parameters) which maximizes the
similarity measurement (or minimizes the differences) between two images. For small 2D
image registration, it is possible to exhaustively search for the global maximum/minimm.
However, for motion correction on continuous images (i.e video), high dimensional nonlin-
ear warping, or for 3D image registration, it often costs too much to do brute-force search
in the entire high-dimensional space. Hence, different optimization methods are proposed
to speed up the searching process and enhance the probability of getting the global maxi-
mum/minimum.
Appropriate transformation, interpolation, and similarity metric can be varied from one
type to the other. However, once an optimization method is developed, it can be applied
to different types of data with various interpolation methodologies and similarity measure-
ments. In this chapter, we propose a nonrigid registration framework [29] for 3D brain MR
image registration, which can be processed in conjunction with any transformation, inter-
polation method, and similarity measurement to obtain consistent and accurate registration
result. The framework is also validated by numerical evaluation for spatial alignment of
2D satellite imagery.
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5.1 Issues in Registration
There have been a vast body of research working on different registration problems. Com-
prehensive surveys of registration methods can be found in [75; 76] and surveys of differ-
ent medical image registration methods can be found in [77–79]. Zitova and Flusser [76]
classify registration methods into two categories: feature based methods and area based
methods. Feature based methods perform registration in the feature space extracted from
original images. Standard features that are often used are region features, line features, and
point features. Feature based methods rely heavily on the accuracy of feature extraction.
If this very beginning step is problematic, all the remaining effort would be misled. For
example, noises and varying illumination can heavily degrade the feature extraction pro-
cess. Furthermore, even in perfect condition, images in many application areas cannot be
registered using feature based methods. For example, if we would like to register two satel-
lite images taken before and after a hurricane, where many properties are destroyed and
disappear and destroyed in the ”after hurricane” image, many areas, lines, or points in the
”before hurricane” image are not supposed to exist in the ”after hurricane” image. It would
be very difficult to align them in the feature subspace. In such cases, automatic feature de-
tection does not apply unless the semantic of the images has been learned well. However,
manual feature detection (or manual landmarking) creates unavoidable heavy work load.
Besides, imprecise landmarks easily caused by man-made error always exist.
On the other hand, area based methods, also known as template matching, do not care
about the features detection and emphasize on the matching methodologies. Windows
of predefined size or the entire images are used for the corresponding estimation during
registration. In this chapter, we propose a template matching registration method based on
a different image hierarchy compared to traditional multiscale method. Next, we use 3D
Brain MR images as an example and explain issues involved in registration.
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5.1.1 Brain MR Image Registration
In this section, we briefly introduce existing methods for medical image registration, fol-
lowed by an introduction of one of the famous 3D brain MRI registration methods, FLIRT
[80], which will be compared with the proposed method in section 5.3. A survey of more
medical image registration methods, including semi-automatic registration methods using
landmarks and interactive registration, can be found in [77].
Transformation can be divided into linear transformation and nonlinear warping. Con-
sidering 3D linear transformation, it can range from 6 DOF (a rigid body transformation
including 3 translations and 3 rotations) up to 12 DOF (an affine transformation including
3 translations, 3 rotations, 3 scales, and 3 skew parameters). Non-linear warping encom-
pass a wide range of transformations, which can be up to millions of DOF and allow any
geometric change between images. The choice of transformation is the first step of regis-
tration, which may depend on many factors, including the characteristics of the data, the
need of the specific experiment, the dimensionality and the size of the data, and the tradeoff
between speed and accuracy.
Interpolation methods are used to calculate the intensity of location between discrete
points during transformation. There are several interpolation methods used widely. Nearest
neighbor decides the intensity of a location by taking the intensity from its nearest neighbor.
Trilinear interpolation obtains the value from the 8 corner points of the 3D cube encom-
passing the specific location. Sinc interpolation uses local intensity from much more than 8
neighbors. Although Sinc interpolation is normally more accurate for registration between
images with large transformations, it requires much more computational time and is not
widely used in 3D data.
To measure the closeness of different images is the task of similarity measurement,
which is one of the most challenging problems in medical image analysis. Similarity mea-
surement of registration of two images of the same type (intra-modal) or different types
(inter-modal) may be very different. In practice, mean absolute difference, least squares
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difference, and normalized correlation are often used for intra-modal registration while
mutual information, woods [81], and correlation ratio [82] are suitable for inter model
cases.
Optimization method is used to search for the transformation maximizing the similar-
ity measurement given the cost function and the type of transformation. Although global
maximum is always desired, it is not always worth to exhaustively search for it due to
the unacceptable computational overhead, especially when searching in high dimensional
space. Powell’s method [83] and gradient descent are two of the most well-known and
widely used local optimization methods. Besides, multi-resolution methods are often used
to improve the robustness and speed up the registration process. A multi-resolution method
is a coarse to fine method where images are registered progressively through lower resolu-
tions to higher resolutions. The different resolutions of the image are obtained by different
sub-samplings (cf. figure 5.1 (a)).
FLIRT
Although it increases the robustness and efficiency of registration, traditional multi-resolution
method is not always sufficient for avoiding local maximum because the gross features in
low resolution images may mislead registration. Therefore, in practice, different sophisti-
cated optimization methods are developed for better registration results. In this section, we
briefly introduce the optimization methods used by FLIRT [80], one of the best available
linear registration methods for 3D brain MR images. Three most important optimization
methods used in FLIRT are Apodization of the cost function, Multi-resolution, and Multi-
start. Apodization of the cost function is the method giving higher weighting to the object
region inside the FOV (Filed of View). By doing so, it can avoid the performance degra-
dation due to the situations that object exceeds the edge of the overlapping region after
transformation. Multi-resolution is what we meant by traditional coarse to fine registration
method. Multi-start is the method obtaining several local maximum/minimum during the
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lowest resolution match. Several candidates will then be passed to the next level to reduce
the chance of missing the global maximum/minimum.
5.2 Methodology
In this section, we introduce our registration framework and explain how it works for im-
age registration. In order to overcome the limitation of different registration algorithms, we
believe it would be easier if we can develop an algorithm which align two images more or
less the same way of human beings. The intuition of our work can be described by a simple
example. Suppose we have two translucent street maps of the city of San Francisco, one
was made in 1980 and the other was made in 2000. To bring them into spatial alignment for
change detection, it is very likely that one would match all the seaboards first, and then try
to match the areas of parks, highways, and other larger structures. Finally, smaller struc-
tures like apartments and streets are matched. The same steps can be used when we design
algorithms for machine to align two images automatically. Nevertheless, this simple pro-
cess cannot be fulfilled using traditional multiresolution techniques because image details
and boundaries are blurred during downsampling. Matching those blurred features in low
resolution images, though efficient, is not accurate and may mislead further alignment.
To achieve our goal, it would be ideal if an image can be simplified with different
degrees. At the largest degree of simplification, only the largest patterns appear with its
boundaries. In our street map example, only the land and sea areas with their boundaries
(seaboards) exist. In the next degree, smaller patterns, e.g. lakes, parks, blocks of streets,
may appear. The smaller the objects are, the smaller degree of simplification they appear
in. With such a hierarchy, image registration can be easily done at the largest degree first
and refined through remaining degrees until we reach the smallest degree, which should be
the original images.
Compared to traditional multiresolution methods, some apparent advantages of this new
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perspective of hierarchy would be 1. Blurred features would not appear since they belong
to smaller degrees. 2. Periodic patterns would not cause local optimum since patterns with
high frequency do not exist at the beginning. 3. It is more robust to noise.
On the contrary, there is also one disadvantage of this new image hierarchy, that is,
it loses the advantage of the efficiency of the traditional mutliresolution method since it
works on the original space instead of the downsampled subspace.
The TV-L1 decomposition, is exactly the formula we can use to achieve our goal. The-
oretically, we can apply the TV-L1 model on a 2D image with λ ≥ 2
r
, where r is the
measurement of the scale we want to simplify to. For a circular pattern, r is equal to its
radius. According to (3.1), scale can be roughly measured as IA
IP
, where IA is the area of
the pattern and IP is the perimeter of the pattern.
To apply this intuition on 3D Brain MR images, we first extend the TV-L1 model to 3D.
5.2.1 3D TV-L1 Model
To begin with, we extend property (3.1) of Chan [22] and claim that solving the TV-L1
equation in 3D is equal to solving the following equation:
minu
∫ +∞
−∞ Sur ({x : u(x) > µ})
+λV ol({x : u(x) > µ} ⊕ {x : f(x) > µ}) dµ
(5.1)
where Sur(·) is the surface area function, and V ol(·) is the volume function. Using equa-
tion (5.1), we can extend previous geometric properties to:
• Suppose f = c11Br(y)(x), a function with the intensity c1 in the ball centered at y
and with radius r, and the intensity 0 anywhere else. Then
u(λ) =

0 0 ≤ λ < 3/r,
{s1Br(y)(x) : 0 ≤ s ≤ c1} λ = 3/r,
c11Br(y)(x) λ > 3/r.
(5.2)
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• Suppose f = c11Br1 (y)(x) + c21Br2 (y)(x), where 0 < r2 < r1 and c1, c2 > 0.
u(λ) =

0 λ < 3/r1,
c11Br1 (y)(x) 3/r1 < λ < 3/r2,
(c11Br1(y) + c21Br2 (y))(x) λ > 3/r2.
(5.3)
Now we prove property (5.2). (5.3) can be easily proved by following the proofs in the 2D
case.
Proof of property (5.2):
Proof By assumption, f = c11Br(y)(x). Without loss of generality, we assume c1 > 0.
Clearly, solution u(x) of (2.3) is bounded between 0 and c1, for all x ∈ Ω. It follows that
(5.1) is simplified to:
minu
∫ c1
0
Sur ({x : u(x) > µ})
+λV ol ({x : u(x) > µ} ⊕ {x : f(x) > µ}) dµ.
(5.4)
Since {x : f(x) > µ} ≡ Br(y) for µ ∈ (0, c1), S(µ) := {x : u(x) > µ} must solve the
following geometry problem:
min
S
Sur (S(µ)) + λV ol (S(µ)⊕Br(y)) , (5.5)
for almost all µ ∈ (0, c1). First, S(µ) ⊆ Br(y) holds because, otherwise, S¯(µ) := S(µ) ∩
Br(y) achieves lower objective value than S(µ). Then, it follows that
V ol (S(µ)⊕Br(y)) = V ol (Br(y) \ S(µ)) . (5.6)
Therefore, to minimize (5.5) is to minimize the surface area of S while maximizing its
volume. By extending the Isoperimetric Theorem into 3D, S(µ) must be either empty or a
ball. Let rS denote the radius of S, it follows that rS = r if λ > 3/r, rS = 0 if 0 ≤ λ < 3/r,
and rS ∈ {0, r} if λ = 3/r. ¥
Based on the above properties, we can extract different scales of a brain by selecting differ-
ent λ. Figure 5.1 (b) illustrates this property. More precisely, if we select λ ≈ 3/r, where
r is close to the radius of the brain region, u will be close to the 3D contour of the brain.
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Figure 5.1: (a) Traditional coarse to fine method uses different subsamplings (multi-
resolution) of the images. (b) Multi scales of the brain image by the TV-L1 model.
5.2.2 The MMCTF Registration Algorithm
Traditional 3D brain MRI registration methods avoid local minimum and improve the ef-
ficiency of the registration process by a multi-resolution coarse-to-fine algorithm. This
approach is not always sufficient for avoiding local minimum traps. To overcome this lim-
itation, we propose a new viewpoint on coarse-to-fine registration - coarse and fine images
can be distinguished by different scales of the objects (see figure 5.1 (b)).
However, if we do a pure multi-scale coarse to fine registration, it may lose the ad-
vantages of the traditional multi-resolution coarse to fine registration method, which is
efficiency. Hence, instead of using this new hierarchy only, we develop a novel frame-
work combining the two image hierarchies together to avoid the drawbacks of each other.
Table 5.2.2 illustrates our final algorithm, a Multi-scale and Multi-resolution Coarse-To-
Fine (MMCTF) framework, where the first M denotes the new scale hierarchy obtained by
the TV-L1 model and the second M denotes the traditional image hierarchy obtained by
different sub-samplings.
In order to simplify following discussions, we call the u obtained using λ ≈ 3
r
, which is
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Figure 5.2: The contour image obtained by 3D TV-L1 model (right) does not contain
artifacts or noise in the original image (left).
1. F 1 ← Normalize(Input image)
2. R1 ← Normalize(Reference image)
3. F 1c = argminu
∫
Ω
|∇u(x)|+ 3
rF
|F (x)− u(x)| dx
4. R1c = argminu
∫
Ω
|∇u(x)|+ 3
rR
|R(x)− u(x)| dx
5. Θ← calculate initial parameters based on F 81 and R81
6. Θ = argmaxΘ Registration(F 8c , R8c ,Θ)
7. Θ = argmaxΘ Registration(F 4c , R4c ,Θ)
8. Θ = argmaxΘ Registration(F 2c , R2c ,Θ)
9. Θ = argmaxΘ Registration(F 1c , R1c ,Θ)
10. Θ = argmaxΘ Registration(F 1, R1,Θ)
11. Output ← Transformation(F 1,Θ)
rF : radius of the brain of image F .
rR: radius of the brain of image R.
F i: subsampling of F to i mm in thickness.
Ic: the contour image of image I .
Normalize(·): normalize image to 1mm thickness
Registration(A,B,Θ): Register A to B by parameter set Θ
Transformation(A,Θ): Transform A by parameter set Θ
Table 5.1: The MMCTF algorithm.
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the largest scale we use in the MMCTF framework, the contour image in this chapter. In the
MMCTF algorithm, the first step is to obtain the contour images of both the floating image
and the reference image using 3D TV-L1 model with λ ≈ 3
r
, where r is the radius specifying
the volume of interest. Second, we use a traditional coarse to fine (multi-resolution) method
to register the two contour images. An initial search for translation, rotation, and global
scaling parameters is applied at the beginning of the lowest resolution registration to speed
up the search. The initial search includes matching the COM (center of mass) of the two
images and finding the best initial rotation by exhaustively searching for every 30 degree
in all directions. The COM is defined as
P
i ~xiI(~xi)P
i I(~xi)
. Since it is in the lowest resolution, this
initial search can be done efficiently. After the initial search, the Powell’s local optimization
method [83] is used to search for the maximum of the similarity measurement in each level.
Followed by the registration of the contour images, the final parameters can be used to
register the original input and reference images. We would like to point out that although
we can do more scales in between the contour images and the original images by increasing
the value of λ (figure 5.1 (b)), empirically only one level of scale (the contour) is enough
for robust and accurate registration. Besides, it is much more efficient to have only one two
scale levels, the largest one (contour) and the smallest one (original). Besides, to further
improve the speed, we can also apply the TV-L1 scale decomposition to the downsampled
images (Figure 5.10). There are several advantages of this combination framework: 1.)
The multi-resolution method is used for initial registration, which finds a good registration
efficiently at the beginning. 2.) Since the multi-resolution is performed on the contour
images, which are without detailed features but only the contours, the chance of the gross
features in the low resolution image misleading further registration is much smaller. In
other word, the probability of a successful registration of two contour images is larger
than two images with all details. 3.) By a multi-scale registration, a good registration
can be easily found based on the contour images. 4.) Noise or other artifacts, which may
degrade the registration performance and cause local maximum/minimum, barely exist in
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the contour images (cf. figure 5.2) 5.) Empirically, only two scale levels are enough to
obtain satisfying results. Besides, since the registration of the contour images is mostly
very close to the final registration, step (10) normally costs only a little more computational
time than pure multi-resolution method.
5.3 Experimental Results
In this section, we compare the proposed MMCTF algorithm with one of the best avail-
able brain MR image registration methods, FLIRT [80], which was briefly introduced in
section 5.1. In addition, we also compare the MMCTF algorithm with the traditional pure
multi-resolution (PMR) coarse to fine method. For fair comparison, the following settings
are used in all methods throughout the experiments. Transformation: 3D affine transfor-
mation with 12 DOF (3 translations, 3 rotations, 3 scales, and 3 skews). Cost function:
although any similarity metric can be used in our framework, correlation ratio is adopted
for inter-modal registration since it is suggested in [80], which we aim to compare to. In
addition, normalized correlation is used for intra-modal registration. Interpolation: Tri-
linear interpolation. The step sizes used to search for each parameters are: translation:
4t = 0.5, rotation: 4θ = 0.3◦, scale: 4s = 0.005, and skew: 4k = 0.005. The number
of intensity bins used per image for correlation ratio is 256/n, where n is the resolution in
mm. Some other optimization settings used by FLIRT(i.e. apodization of the cost function,
multi-start, etc.) to improve robustness and efficiency are not implemented in PMR and
MMCTF. The T1 weighted images we use are real 3D brain MR images. The T2 weighted
image is obtained from brainweb [84].
5.3.1 Accuracy Evaluation
Although the quantitative assessment of registration methods is quite difficult, a method can
be affirmed as relatively more accurate than others if it consistently obtains higher similarity
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values under the circumstances that all other settings are the same. In the first experiment,
we evaluate the registration accuracy between 6 high resolution T1 weighted MR images
with size 207 × 255 × 207. 15 total registrations between each pair of the six images are
evaluated. Since this is a intra-modal registration, normalized correlation is chosen as the
similarity measurement. Figure 5.3 shows the results. In figure 5.3, the three comparing
methods achieve very similar and consistent results, which means that the traditional multi-
resolution method is good enough for high resolution intra-modal registration. Figure 5.4
shows an example of the registration result in this experiment. This experiment shows that
intra-modal registration on high resolution images are relatively easy and the results of all
comparing method are with little difference.
Next, we evaluate the intra-modal registration accuracy between images with different
resolutions. In this experiment, we register one low resolution 181×217×30, T2 weighted
MR images with voxel dimension 1×1×5mm3 to six different high resolution 207×255×
207, T1 weighted MR images with voxel dimension 1 × 1 × 1mm3. Since it is an intra-
modal registration, correlation ratio is used to measure the similarity. In this more difficult
case, although each method can still register the images well, there are apparent difference
either by measuring the similarity of images or investigating the results by human eyes.
Figure 5.5 illustrates the results. Figure 5.5 shows that the proposed MMCTF algorithm
reaches higher maximum value of the correlation ratio, which proves that the proposed
algorithm has higher chance to reach global maximum than other methods. Figure 5.6
shows examples of the registration results in this experiment. It can be observed by human
eyes that registration results of the MMCTF algorithm are closer to the reference images.
5.3.2 Robustness Evaluation
The robustness evaluation of the registration method is originally purposed by Jenkinson
and Smith in [85]. In this chapter, we use a similar way to evaluate the robustness of
the registration algorithm. Similar to the inter-modal experiment in the accuracy evalu-
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Figure 5.3: Normalized correlation between registered and reference images (intra-modal
registration).
ation, we register the same low resolution T2 weighted MR images with voxel dimension
1×1×5mm3 to six different high resolution T1 weighted MR images with voxel dimension
1× 1× 1mm3. However, for each registration, we operate 10 different initial transforma-
tions on the T2 weighted low resolution image before the registration process, including
four global scalings of 0.7, 0.8, 0.9, 1.1, four different rotations of -10, -2, 2, 10 degrees
about the anterior-posterior (y) axis, and two extreme cases with -10 and 10 degree rota-
tion about y axis plus the second skew factor = 0.4. The ten transformed images are then
registered to the reference image. To evaluate the robustness, we compare these ten regis-
tration results to the registered image obtained directly by registering the original floating
image to the reference image. If the registration algorithm is robust, these 10 values should
show little difference. Figure 5.8 shows the results. In figure 5.8 , the variance between the
results obtained by the MMCTF model is much smaller than the variances of FLIRT and
PMR. In fact, FLIRT and PMR sometimes fail to register some images correctly after large
initial transformations. On the contrary, the MMCTF algorithm always gets consistent and
good registration results throughout the experiments. Figure 5.9 shows an example of the
registration results by FLIRT and MMCTF. While FLIRT fails to register the images in the
last two cases, all results registered by the proposed MMCTF algorithm are very consis-
tent. Figure 5.7 illustrates the coronal view of this example. The floating image is first
transformed with -10 degree about the y axis and 0.4 of the second skew parameter.
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Figure 5.4: Examples of intra-modal registration results (2D slices from 3D data).
Figure 5.5: Correlation ratio between registered and reference images (inter-modal regis-
tration).
Figure 5.6: Examples of inter-modal registration results (2D slices from 3D data).
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Figure 5.7: (a): Floating image; (b): (a) after initial transformation rotation -10 and 2nd
skew factor = 0.4. (e): Reference image; (c): Registration result of (b) to (e) by FLIRT;
(d) same as (c) by MMCTF.
Figure 5.8: Normalized correlation between registered images with different initial trans-
formations and the registered image without initial transformation. 6 cases (I∼VI) in total
and each with 10 different initial transformations (0∼9).
5.4 Registration of Satellite Imagery
To further validate the effectiveness of our registration framework, we now evaluate our
method on satellite imagery. As for analyzing satellite imagery, registration serves as the
foundation for various further analysis. For example, damage assessment, change detec-
tion, superresolution, merging of large panoramic image, etc. Compared to biomedical
images, it would be even more appropriate to assume affine transformation between dif-
ferent images on the same location since the transformation is mainly due to the angle and
altitude of where the images were taken.
5.4.1 Registration Framework
Same as 3D brain MR images, since high resolution satellite images are often with very
large sizes, eg, 3000 × 3000, if we directly apply the TV-L1 image hierarchy for registra-
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Figure 5.9: The first two rows: Registration results of the same image with different initial
transformations by FLIRT. The last two rows: Same results by MMCTF. 10 initial param-
eters from left to right, top to down are global scalings: 0.7, 0.8, 0.9, 1.1, rotation about
y-axis, 2, -2, 10, -10 degrees, and rotation -10, 10 degree plus 2nd skew factor = 0.4.
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Figure 5.10: The generalized MMCTF non-rigid registration framework combining two
different image hierarchies.
tion, though we are able to reach our goal, it loses the advantage of efficiency compared
to working on traditional image hierarchy obtained by different subsampling. To improve
the efficiency of our method so that it also keeps the advantage of the traditional multiscale
method, we again integrate these two hierarchies and generalize our MMCTF framework
as illustrated in figure 5.10. In this framework, input images are downsampled to lower
resolution b times and the TV-L1 model is only applied to the lowest resolution image for
efficiency. We can apply up to a different values of λ and obtain a different scales. Suppose
a = b = 2, the registration process can be summarized as follow: First, downsampled im-
ages with larger scale patterns are registered at the beginning. The registration parameters
are then passed to the second registration using downsampled images without TV-L1 de-
composition. The registration parameters are finally passed to the third registration which
applies to the original high resolution images. The number of levels of different resolution
(b) and different pattern scales (a) can be increased if needed. The former can be obtained
by different number of downsamplings and upsamplings. The later can be obtained by ap-
plying different values of λ to the TV-L1 regularization. In practice, we find that a = b = 3
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is enough to obtain very robust and accurate results for most registration problems in satel-
lite images unless the transformation is massive. For images with large transformation, it is
possible to get better registration results by increasing a and b. If the input images are very
large, e.g. ≥ 1500 × 1500, we can increase b to enhance the speed of registration. Figure
5.11 illustrates an example of the registration process if a = b = 2.
5.4.2 Manual Landmarks
In many registration applications, manual landmarking is often regarded as the most ac-
curate and robust registration method. Its only drawback is the time-consuming process
which causes unavoidable workload. For 2D affine registration, given two shapes, x and
x′, in order to find the 6 parameters of the transformation T (·) which, when applied to x,
best aligns it with x′ in a least square sense, we can solve the following equation by at least
three pairs of corresponding points which are non-collinear:
T
 x
y
 =
 a b
c d

 x
y
+
 tx
ty
 (5.7)
The goal is to find the 6 parameters, a, b, c, d, tx, ty, which aligns x with x′ by minimizing
‖T (x)− x′‖L2 .
Assume x is first translated so that its center of gravity is 0, i.e. 1
n
∑
xi =
1
n
∑
yi = 0,
then the closed form solution of (5.7) can be derived:
tx =
1
n
∑
x′i, ty =
1
n
∑
y′i (5.8) a b
c d
 = 14
 1n∑ xix′i 1n∑ yix′i
1
n
∑
xiy
′
i
1
n
∑
yiy
′
i

 1n∑ yiyi − 1n∑ xiyi
− 1
n
∑
xiyi
1
n
∑
xixi
 (5.9)
where 4 = 1
n
∑
x2i · 1n
∑
y2i − ( 1n
∑
xiyi). However, even a closed form solution can be
obtained, registration results obtained by manual landmarks are not perfect due to imprecise
landmarks easily made by man-made errors. Figure 5.12 compares a manual registration
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Figure 5.11: When registering two images, we register two low resolution images with
only larger scale object, followed by registering the low resolution images and then the
original images.
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Figure 5.12: 1st row: floating image (left) and reference image (right) 2nd row: 5 corre-
sponding points in both floating image (left) and reference image (right) marked manually.
3rd row: transformed floating image after registration (left) by the corresponding points
and its least square difference from reference image (right). 4th row: the registration result
(left) of the MMCTF algorithm and its least square difference from reference image (right).
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with the proposed algorithm. It can be observed by the difference images that the proposed
algorithm register the images better than manual landmarks.
Based on this observation, we notice that even manual landmarking can still output
imperfect results. Nevertheless, it can be used as an auxiliary method to help automatic
registration methods, especially when the transformation of the two images are very large.
In such cases, a registration based on manual landmarks followed by a registration using
template matching can almost always obtain excellent results.
5.4.3 Numerical Evaluation
To evaluate the accuracy and applicability of our registration framework, we conduct reg-
istration on satellite imagery. The registration is based on the assumption of 2D affine
transformation with 6 DOF. The step sizes of the first registration used to search for each
parameters are: translation: 4t = 0.5, rotation: 4θ = 0.3◦, scale: 4s = 0.005, and skew:
4k = 0.005. For all the remaining registration, the step sizes are: translation: 4t = 0.1,
rotation: 4θ = 0.06◦, scale: 4s = 0.001, and skew: 4k = 0.001. Bilinear interpolation
method and correlation ratio are adopted for our evaluation. The number of intensity bins
used per image for correlation ratio is 256/n, where n is the resolution in mm. We com-
pare the accuracy of our registration to traditional multiresolution method (PMR). In PMR,
we downsample images by a factor of 2 twice, register the lowest resolution images first,
and then do further registrations progressively through to the highest resolution. For the
proposed MMCTF method, we set a = b = 3.
In our experiments, 10 pairs of satellite images are used to evaluate the accuracy of the
registration methodologies. Most of the image pairs are before and after some damages,
e.g. hurricane, terrorist attack. Since most of them are with very different color, contrast,
scales, and rotations, we use correlation ratio as our similarity metric and compare the
results. To measure the accuracy, we compare the optimum values of normalized corre-
lation when the registration process is complete by different registration methods. Figure
90
Figure 5.13: 1st row: floating image (left) and reference image (right) 2nd row: the reg-
istration result (left) of the PMR algorithm and its least square difference from reference
image (right). 3rd row: the registration result (left) of the MMCTF algorithm and its least
square difference from reference image (right).
5.16 shows the results. We can see that the registration results of the generalized MMCTF
registration framework can always reach higher maximal values than pure multiresolution
method (PMR). The imperfection of the traditional multiscale method is mainly because
it is sometimes trapped into a local optimum. Figure 5.13, 5.14, 5.15 show some results
visually. Besides, we also compare the least square difference of the registered images and
the reference images. Figure 5.17 shows the results. It can be seen that the LS difference
of the MMCTF algorithm is much smaller than the PMR method. However, in the last
case, although the correlation ratio shows that the MMCTF method registers better, the
least square difference is in favor of the PMR method. This confliction can reflect the truth
that least square difference is not always a correct measurement for registering two images
when color is not consistent.
91
Figure 5.14: 1st row: floating image (left) and reference image (right) 2nd row: the reg-
istration result (left) of the PMR algorithm and its least square difference from reference
image (right). 3rd row: the registration result (left) of the MMCTF algorithm and its least
square difference from reference image (right).
92
Figure 5.15: 1st row: floating image (left) and reference image (right) 2nd row: the reg-
istration result (left) of the PMR algorithm and its least square difference from reference
image (right). 3rd row: the registration result (left) of the MMCTF algorithm and its least
square difference from reference image (right).
Figure 5.16: Correlation ratio between the 10 registered image pairs by the PMR method
and the proposed MMCTF method.
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Figure 5.17: Least square difference between the 10 registered image pairs by the PMR
method and the proposed MMCTF method.
5.5 Difference Quantification
Difference quantification is often the next step after image registration. However, intensity
and color differences are often caused by different imaging modalities, lighting conditions,
imaging devices, etc. These differences, compared to structural differences, are often less
important. In this section, we discuss how to identify important structural difference, eg,
damage assessment in satellite imagery.
To measure important structural changes between registered images, we propose to use
a direct method inherited from the correlation ratio measurement [82]. Suppose the two
registered images are X and Y , we define the correlation ratio variation (CRV) of each
pixel i as CRVi = ‖yi − Yk‖, where yi is the intensity of pixel i and Yk is the kth iso-set
defined as the set of intensities in image Y at position where the intensity in X is in the
kth intensity bin. Yk is the mean intensity of the kth iso-set. This difference quantification
method inherits the idea of correlation ratio but can be used to display and quantify the
difference at each location.
The first row in figure 5.18 illustrates two satellite images taken before and after hur-
ricane Charley. The second row quantifies and displays differences using least square dif-
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Figure 5.18: 1st row: Two registered images. 2nd row: Least square difference of the two
registered images applying different thresholds. 3rd row: CRV between the two registered
images applying different thresholds.
ference while the third row quantifies and displays differences using CRV. In different
columns, we apply different threshold ² and only show differences greater than ². In other
words, we show |xi − yi|L2 ≥ ² in the second row and CRVi ≥ ² in the third row.
For damage assessment, it is important to observe the changes due to the hurricane, eg,
the properties and streets destroyed. However, this kind of damage is relatively harder to be
identified using least square difference but easier to be identified by the CRV measurement.
Figure 5.19 illustrates some more examples using CRV to assess the differences be-
tween MR images of different modalities. The CRV measurement can be generalized like
the correlation ratio. For example, all pixels in each intensity bin k can be further clustered
into several different iso-sets k1, k2, .... The CRV then can be calculated based on more
number of iso-sets. This improvement should be able to further enhance the performance
of CRV in certain applications.
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Figure 5.19: Left to right: T2 weighted MR images; T1 weighted MR images; least square
difference between the registered T2 weighted and T1 weighted images; CRV between the
registered T2 weighted and T1 weighted images.
5.6 Discussion
In this chapter, we propose a novel non-rigid image registration framework based on a new
image hierarchy. The results show that by integrating the TV-L1 multi-resolution hierarchy
and traditional multi-scale hierarchy, we can achieve very consistent and accurate results
on both inter-modal and intra-modal registrations on 3D brain MR images as well as 2D
satellite images. Besides, the proposed framework is expected to be useful for registration
of other types of images and may also contribute to high dimensional non-linear warping,
which normally requires much more computation.
One limitation of our work is that global transformation may not be able to capture the
natural changes of some applications, especially certain biomedical images. It would be an
interesting and challenging task to improve our framework to allow local transformation.
As for the difference quantification, our future work is to identify different cluster bins
and calculate the correlation ratio.
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Chapter 6
Brain Extraction and Scale-driven
Image Segmentation
Segmenting brain from non-brain tissue is a very important task in brain imaging. Accurate
results of brain extraction could benefit various medical analysis, such as the estimation of
brain atrophy in a diseased subject, the registration of brain images obtained by different
modalities where the amount of non-brain tissue is with significant differences, etc. Among
all segmentation methods, manual segmentation is often regarded as the most accurate one.
However, the time cost and the heavy workload, especially for 3D or 4D (3D+time) data,
make it an undesirable solution. Several automatic or semi-automatic methods have been
proposed for brain extraction. Morphological operations [86] initialized the segmentation
by a simple thresholding on intensities by the user. After the thresholding, if the targeted
brain region is connected with some non-brain tissue, an erosion process followed by a
dilation process using morphological operators were applied to remove non-brain regions.
Instead of thresholding, BSE [87] applied edge-detection on original images, followed by
the morphological operator to extract the brain region. AFNI [88] fitted a Gaussian mixture
model (GMM) across different tissue types to the intensity histogram in order to estimate
thresholds for later slice-by-slice segmentation. Surface smoothing and morphological op-
erators were then used to refine and finalize the segmentation results. Morphological op-
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erators were also used in many other similar methods, e.g. [89; 90]. On the other hand,
deformable surface model based methods [91; 92] tried to fit a surface model, i.e., a tessel-
lated mesh of triangles, to the brain surface by enforcing the smoothness of the surface and
fitting the model to the brain region. BET [93] estimated the rough brain/non-brain thresh-
old using the intensity histogram. After obtaining the centre-of-gravity of the head image,
it began with a triangular tessellation of icosahedron inside the brain and then split each
triangle at a time to move towards the brain surface while keeping the surface well-spaced
and smooth. Although experimental results seem acceptable, a good segmentation is not
often obtained even on a standard and clean data. Postprocessing and manual correction
are often required to refine the results.
In this chapter, we propose a scale-driven iterative optimization method for extracting
the brain region from head images accurately and efficiently. Furthermore, we extend this
methodology and apply it to general images for segmenting large scale patterns. Before
presenting our method, we take a closer look at what scale really is.
6.1 A Closer Look at Scale
Scale has been widely used throughout this paper, however, we have not discussed how
scale is defined formally but only mentioned in previous chapters that it can be calculated
by Ap
Pp
, where Ap is the area of pattern p and Pp is the perimeter of p. In this section, we
define what scale is and explain our reasons.
Given an image f containing a pattern p, suppose we apply the TV-L1 regularization to
f with an increasing value of λ, let λˆ be the threshold such that when λ > λˆ, p starts to
be appear in the output u and when λ < λˆ, u = 0. According to 3.1, the λˆ for a circular
pattern c can be calculated by 1Ac
Pc
. Hence, if we define scale of c = Ac
Pc
, it is trivial that λˆ is
the reciprocal of scale.
However, it is unclear that how these properties change when facing a non-circular
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Figure 6.1: Pattern Y is with area a and perimeter p. T is the triangular pattern sharing
the convex angle of Y but with side length x.
pattern. We now start to discuss the scale of a pattern with sharp convex or concave angles.
6.1.1 Convex Angles
Suppose pattern Y is an arbitrary pattern with a convex angle θ, let a be the area of Y and
p be the perimeter of Y. Without loss of generality, we assume that all the remaining area
of Y contains neither convex nor concave angles for simplicity. Let E(u, f) be the energy
of TV-L1 regularization between input image f and output image u, that is, E(u, f) =∫ |∇u(x)|+ λ|f(x)− u(x)| dx. We now propose the following theorem.
Theorem 6.1.1 There exists a triangular pattern T at the angle θ with side length x (c.f.
figure 6.1) such that E(Y − T,Y) < E(Y,Y) and E(Y − T,Y) < E(0,Y) when
λ0 < λ1 < λ2, where λ1 = ap , and 0 < λ0 < λ1 < λ2.
Proof Our goal is to find a u which minimizes the energy function of the TV-L1 regular-
ization. When u′ = 0, E(u′,Y) = p. When u′′ = Y, E(u′′,Y) = λa. Since λ1 = ap ,
E(u′,Y) < E(u′′,Y) when λ < λ1 and E(u′,Y) > E(u′′,Y) when λ > λ1.
Suppose u′′′ = Y −T, E(u′′′,Y) = p− 2x+ 2xsin(θ/2) + λ(1
2
x2sinθ).
Let u′′′ < u′, λ < 4(1−sin(θ/2)
xsinθ
. Let λ2 = 4(1−sin(θ/2)xsinθ .
Let u′′′ < u′′, λ > p−2x(1−sin(θ/2))
a− 1
2
x2sinθ
. Let λ0 = p−2x(1−sin(θ/2))a− 1
2
x2sinθ
.
The relationship between λ0, λ1, and λ2 can be represented by figure 6.2. Theorem
6.1.1 holds if and only if λ0 < λ1 and λ1 < λ2.
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Figure 6.2: If we draw the pattern u which minimizes E(u,Y) when applying different λ.
λ0 is the threshold between 0 and pattern Y−T, λ1 is the threshold between 0 and Y, and
λ2 is the threshold between Y −T and Y.
Figure 6.3: If we keep doing the same process on convex angles, we can reach a curve
which would approach the minimizer of the TV-L1 regularization.
Let λ0 < λ1, we get x < 4AP
1−sin(θ/2)
sinθ
.
Let λ1 < λ2, we get x < 4AP
1−sin(θ/2)
sinθ
, which is the same as previous condition.
Since 0 < θ < pi, 1−sin(θ/2)
sinθ
> 0. Therefore, it is guaranteed to find a T (or x) such that
the theorem holds. ¥
Based on theorem 6.1.1, we can keep doing the same process until we approach a curve.
Figure 6.3 illustrates this process.
Corollary 6.1.2 The smaller θ is, the larger λ2 is.
Proof It is trivial based on the fact that λ2 = 4(1−sin(θ/2))xsinθ . ¥
Corollary 6.1.3 The optimal x which minimizes E(Y −T,Y) is 2
λ
× 1−sin(θ/2)
sinθ
Proof E(Y −T,Y) = p− 2x+ 2xsin(θ/2) + λ(1
2
x2sinθ),
∂
∂x
E(Y −T,Y) = −2 + 2sin(θ/2) + λsinθx = 0,
x = 2
λ
× 1−sin(θ/2)
sinθ
. ¥
Corollary 6.1.4 λ1 − λ0 < ², where ² is a small positive value.
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Proof λ1 − λ0 = 2xa(1−sin(θ/2))−
p
2
x2sinθ
a(a−x2
2
sinθ)
It is trivial that 2xa(1−sin(θ/2))−
p
2
x2sinθ
a(a−x2
2
sinθ)
< 2x
a
. Hence, λ1 − λ0 < 2xa . ¥
According to Corollary 6.1.2, we know that in order to extract a pattern with acute
angles completely, λ has to be increased to a fairly large amount. The smaller θ is, the
larger λ has to be. Corollary 6.1.3 tells us that the optimal x which minimize E(Y−T,Y)
is inverse proportional to both λ and θ. According to Corollary 6.1.4, although λˆ of patterns
with sharp angles are not exactly as area
perimeter
= λ1, however, the true λˆ = λ0 is very close
to λ1 and can be approximated by λ1− ², where ² is a small positive value. In other words,
λˆ = 1
scale+²
, scale can still be used to estimate the λˆ accordingly.
We would like to point out here that comparing to G-value and slope in section 4.2.2,
λminu ≈ λ0 and λmaxu ≈ λ2. Our geometric analysis here is an easier way to understand the
properties of the TV-L1 model and provide a more intuitive way to select λ.
6.1.2 Concave Angles
After studying the cases where patterns with convex angles, we now start to study patterns
with concave angles. It is discovered that concave angles share the same properties with
the convex angles.
Suppose pattern Z is an arbitrary pattern with a concave angle θ, let a be the area of
Z and p be the perimeter of Z. Again, without loss of generality, we assume that all the
remaining area of Z contains neither convex nor concave angles.
Theorem 6.1.5 There exist an x such that E(Z + T,Z) < E(Z,Z) and E(Z + T,Z) <
E(0,Z) when λ0 < λ1 < λ2, where λ1 = ap , 0 < λ0 < λ1 < λ2 (c.f. figure 6.4).
Corollary 6.1.6 The smaller θ is, the larger λ2 is.
Corollary 6.1.7 The optimal x which minimizes E(Z+T) is 2
λ
× 1−sin(θ/2)
sinθ
.
Corollary 6.1.8 λ1 − λ0 < ², where ² is a small positive value.
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Figure 6.4: Pattern Z is with area a and perimeter p. T is the triangular pattern with side
length x.
Figure 6.5: If we draw the pattern u which minimizes E(u,Z) when applying different λ.
λ0 is the threshold between 0 and pattern Z+T, λ1 is the threshold between 0 and Z, and
λ2 is the threshold between Z+T and Z.
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Figure 6.5 illustrates the relationship between λs and the minimizers. Theorem 6.1.5 and
Corollary 6.1.6, 6.1.7, and 6.1.8 can be proved easily by following the proofs of Theorem
6.1.1 and Corollary 6.1.2, 6.1.3, and 6.1.4.
The results of both convex and concave angles provide us the following conclusions:
1. λˆ of a circular pattern is 1
scale
. 2. λˆ of a patterns with sharp angles is 1
scale+²
, where
² is a small positive number. 3. If we adapt λ = λˆ + δ, angle wound be rounded when
δ → 0+. However, the rounded regions get smaller when δ increases. 4. The x where the
pattern is initially extracted for each angle can be calculated by 2
λ
× 1−sin(θ/2)
sinθ
.
6.1.3 Numerical Results
In our experiment, we apply the TV-L1 regularization to 10 different patterns. The 10
patterns are with the same ratio of area
perimeter
, that is, the same scale, but the sizes and shapes
are very different. According to our analysis, λˆ = 0.1 for the circular pattern. For all other
patterns containing different sharp angles, λˆ < 0.1 but should be close to 0.1. The more
sharp angles a pattern has, the smaller the λˆ of that pattern is.
Besides, when λ = 0.1, the results should be undecided, but when λ > 0.1, all pattern
should start to be extracted with the sharp angles rounded.
Figure 6.6 shows the 10 patterns we use in our experiment. Figure 6.7 illustrates the
normalized correlation between f and u when applying different λ. We can see from this
figure that once λ > 0.1, all patterns are extracted. Besides, λˆ for all patterns are greater
than 0.09. This result validates our analysis. In other words, to estimate the λˆ of a given
pattern p, even p is very irregular, scale of p can still be used to obtain a good approximation
of λˆ. Figure 6.8 illustrates the results when applying different λ.
6.1.4 Discussion
Based on our analysis in previous sections, we define scale = area of a pattern
perimeter of a pattern
.
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Figure 6.6: 10 patterns with scale = 10.
Figure 6.7: Normalized correlation between f and u of the 10 patterns when applying
different value of λ. Notice that the thresholding λˆ are very close to 0.1 for all patterns.
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Figure 6.8: The u and v of the 10 patterns when applying different λ. Notice that once
λ > 0.1, all patterns start to be extracted. P5 and P6 are with larger angles or more angles,
which cause λˆ decrease and appear a little bit earlier than other patterns. Nevertheless, the
λˆ of P5 and P6 are still very close to 0.1.
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For a circular pattern, λˆ of the pattern can be directly obtained by the reciprocal of
scale, that is, λˆ = 2
r
, where r is the radius of the circular pattern.
For other patterns containing sharp angles, λˆ can be estimated by 1
scale+²
, where ² is a
small positive value. If there are many sharp angles, a larger ² can be used to estimate λˆ.
Besides, when λ = λˆ, although the pattern is extracted, the angles are rounded. Neverthe-
less, the rounded regions get smaller as λ increases.
6.2 Methodology
The fundamental idea for our brain extraction algorithm can be summarized as follows: If
the whole head can be regarded as the largest pattern in a head image, the brain region can
be regarded as the second largest pattern. If there is an algorithm which can automatically
decompose an image into different scales, we can apply it to the head image and extract the
second largest scale pattern, i.e. the brain region. Again, we utilize the scale-driven image
decomposition model, the TV-L1 model [22], to accomplish this goal. In order to overcome
its two major limitations, boundary preserving and computational overhead, we propose to
use a Markov Random Field (MRF) with belief propagation optimization method (6.2.2)
as well as a multi-resolution technique (6.2.3). In section 6.2.4, we illustrate our final
algorithm.
6.2.1 Scale-driven Image Decomposition
Although the TV-L1 model is well-known for its ability of scale dependent decomposition,
two major problems limit the direct application of the TV-L1 model for image segmenta-
tion: 1. sharp angles cannot be kept perfectly unless λ is very large. This phenomena is well
studied in section 6.1. 2. The expensive computation of solving the TV-L1 decomposition
is unavoidable. For large 2D or 3D images, it can take hours to find the optimal solution,
which is not acceptable in many applications. We improve these drawbacks by an iterative
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optimization and a multi-resolution technique, which are introduced in the following two
sections.
6.2.2 Iterative Optimization
In this section, we propose to improve the boundary preserving problem by applying an
iterative optimization method after the initial estimation accomplished by the TV-L1 model.
The optimization process can be regarded as a simplified version of belief propagation
optimization for inferencing a Markov Random Field (MRF) model.
Assuming that we would like to extract a pattern P in an input image f , let u be the
output of the TV-L1 regularization with an appropriate λ (see section 6.2.4). The goal of
the iterative optimization process is to fit the boundaries of the extracted pattern u to the
boundaries in f , i.e. to minimize the difference between u and P , where P is unknown.
We first apply a K means algorithm to u to separate u into two regions: region Up in-
cludes pixels estimated to be within P and region Ub includes all other pixels estimated as
background. For example, K = 3 is used for brain extraction, and the highest intensity
region is regarded as Up. Further explanation could be found in section 6.2.4. Let αi be
the intensity of pixel i, i ∈ {1..n}, where n is the number of pixels. We assign αi = M if
i ∈ Up and αi = 0 if i ∈ Ub, where M is the maximum intensity value of the image. The
algorithm then proceeds iteratively. In each iteration, the pixels on the current boundaries
are re-estimated for their intensity values α. The algorithm stops when the change of α for
all pixels is less than certain threshold ² ( ² = 1 in our experiment).
During each iteration t, the current image U t is modeled as a Markov Random Field
(MRF). The α value for each pixel i is then updated in a front-propagation fashion:
αti = c
∑
j∈N(i)
ωi,j · (αt−1j ), (6.1)
where N(i) denotes the neighborhood region of i with 6-connectivity in 3D image and
4-connectivity in 2D image in the MRF. c is the normalization factor. ωi,j , the weighting
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factor, is defined as:
ωi,j = exp(
−d(pi, pj)2
σ2ω
), (6.2)
where d(·) is the distance function and pi is the intensity of pixel i in the input image f . In
other words, if two pixels are with similar value in the original image, the chance that they
belong to the same class is higher. We set σω = σp3 , where σ
2
p is the variance among Up.
Normally the process reaches a steady state after a few iterations (≤ 50). We then apply
a finalization process as follows: 1. Apply a K −means algorithm with K = 2 and assign
a binary class label to each pixels. 2. Repeat the iteration optimization process but this time
on a binary image (αi ∈ {0, 1}). The final results are then reported.
It is worth pointing out that we do not use a full belief propagation (BP) optimiza-
tion [94; 95] or the efficient BP [96] because our initial estimation u of the target pattern is
very close to the final target P . In our case, the problem is much easier and the smoothness
energy is not as important since we emphasize on looking for the boundaries. Moreover, in
each iteration, we only re-estimate the value of pixels on the current boundaries instead of
the entire image. This makes the optimization process much faster than traditional belief
propagation.
6.2.3 Multi-resolution Speedup
As we stated earlier, other than the boundary preserving problem of large patterns, the other
drawback is the computational overhead of the TV-L1 regularization, especially when deal-
ing with large 2D or 3D images. Now, we propose a speeding up technique to exponentially
reduce the computation time.
By the iterative optimization method, the boundaries of the segmented object are better
preserved. This optimization compensates the importance of the original boundaries ob-
tained by the TV-L1 model, which is only treated as the initialization of the segmentation
now. Is it possible to improve the speed of computation if we only sacrifice the precision
of the boundary but still keep the scale selection property of the TV-L1 regularization? The
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Figure 6.9: An illustration of f (2) == f (1).
answer is yes.
Before getting into the algorithm, we first go back to equation (3.2). In other words, the
scalar parameter λ is in inverse proportion to the scale of the pattern. In order to simplify
the problem, let f (1)n×n be a discrete image with size n × n, and f (2)2n×2n be a discrete image
with size 2n×2n, we define that f (2) == f (1) if and only if ∀i, j ∈ {1, 2n}, f (2)i,j = f (1)d i
2
e,d j
2
e,
where fi,j denote the pixel location (i, j) in f . This relationship can be illustrated by figure
6.9.
As a result, if we can use the TV-L1 model to extract a pattern with parameter λ in an
image f (1), ideally, we can extract the same pattern with parameter 2λ in f ( 12 ), which is
downsampled from f (1) by a factor of 2. Based on this property, overhead of the TV-L1
computation can be reduced exponentially. For example, if we want to extract a large pat-
tern in an image by λ, we can downsample the image and extract the pattern by 2λ and
then upsample the extracted pattern. Although in real cases, the boundaries may be blurred
due to interpolations during upsampling or downsampling, the iterative optimization pro-
cess could correct them. In figure 6.10, the second column shows the original boundaries
obtained from the TV-L1 model with (2nd row) and without (1st row) multi-resolution tech-
nique. The final results in the last column are very close to each other. Table 6.1 shows the
multi-resolution process.
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01: f ← f (1) = input
02: i← 1
03: while (i < 2l)
04: {
05: i← i× 2
06: f (1/i) ← downsampling(f )
07: f ← f (1/i)
08: }
09: u← minu
∫ |∇u|+ (i× λ)‖f − u‖L1
10: while ( i ≥ 2)
11: {
12: u←upsampling(u)
13: i← i/2
14: }
15: output ← u
Table 6.1: The multi-resolution algorithm. l is the number of multi-resolution levels. We
set l = 2 in our experiments.
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Figure 6.10: (A) Original image. (B)→(E) show the results without multi-resolution while
(B’)→(E’) show the results with two levels of multi-resolution speedup. The final seg-
mented results, (E) and (E’) are with little difference but the multi-resolution technique
provides a speedup around 60× in 3D data. (F) shows the initial estimation with λ = 3
r
.(B)
to (E) and (B’) to (E’) are estimated with λ = 2(3
r
).
6.2.4 The Final Algorithm
With the iterative optimization and multi-resolution methods, we can accurately and effi-
ciently segment brain from head images. We summarize our algorithm as follows:
1. Estimate the size of brain: Based on (5.2), we apply the TV-L1 model with λ = 3
r
+²,
where r is the radius of brain. ² > 0, is supposed to be a small value. The estimation of r
does not need to be very precise since comparing to the head and the brain, other patterns
are relatively much smaller and will not be extracted until λ is quite large. In practice, we
find good results can be obtained when λ ∈ {3
r
....2(3
r
)} (Comparing figure 6.10 (B) and
(F)). For 2D image, λ can be estimated based on the scale of the target pattern, which is
related to the ratio of area to perimeter based on (3.1),(3.2). For example, λ > 0.8 can be
used to extract a square pattern with size 5× 5.
2. Solve the TV-L1 model by multi-resolution technique: In our experiments, we apply
two levels of multi-resolution. That is, we downsample an image by a factor of 2 twice,
apply the TV-L1 regularization with λ′ = 4λ, and upsample the results by a factor of 2
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twice.
3. Estimate the brain region: We apply a simple thresholding on the results of the brain
region estimated in 2. For brain image, we can apply a K-means algorithm with K = 3
and use the highest intensity region as the brain region. This is because the middle intensity
region covers the head region. The thresholding can also be replaced by an edge-detector
in this step. (Figure 6.10, 2nd → 3rd column).
4. Iteratively optimize the boundaries: We apply the iterative optimization algorithm in
section 6.2.2 to iteratively fit the estimated brain region mask to original contours of brain
(Figure 6.10, 3rd → 4th column).
5. Segment the brain region: The last step is to apply the brain region mask on the
original image to remove the non-brain tissue (Figure 6.10, 4rd → 5th column).
6.3 Experimental Results
Two major experiments are presented: In the first experiment, we use artificial patterns to
demonstrate how the iterative optimization can correct the boundary of the TV-L1 model.
In the second experiment, we compare our brain extraction algorithm to two famous meth-
ods AFNI [88] and BET [93]. We use real 3D brain MR images and the standard image
from Brainweb [84] as our testbed. All comparing methods are executed with their default
settings.
6.3.1 Results on Artificial Problems
In the first experiment, we demonstrate how the iterative optimization method can improve
the boundary of the original TV-L1 model. We apply the normal TV-L1 model with and
without optimization to several artificial patterns. We name the TV-L1 with boundary cor-
rection postprocessing as TV-L1-BC. Figure 6.11 shows the results. As we mentioned, the
normal TV-L1 model cannot keep non-convex or acute angle boundaries until the λ is big
112
enough to further accentuate the ‖f − u‖ term. However, when λ is that big, small scale
patterns are all extracted, which corrupts the scale-driven selection properties. Instead, by
the proposed optimization method, the output image iteratively corrects its boundaries to
fit the boundaries in the original image and hence can extract large scale patterns with ac-
curate boundaries. Note that we do not segment object but only improve the boundaries
here, so only step 4 in section 6.2.2 is executed for boundary correction.
According to this experiment, we notice that the TV-L1 model cannot separate cartoon
and texture perfectly without residuals in each side while the TV-L1-BC method is able to
minimize such artifacts even when the boundaries are extremely irregular.
6.3.2 Brain Extraction Results
In this experiment, we compare our brain extraction results to AFNI [88] and BET [93].
Figure 6.12 and 6.13 show the results on the brain image from Brainweb [84]. In figure
6.12, the image is without noise or Intensity non-uniformity (INU) while in figure 6.13, the
image is with 9% noise and 40% INU. AFNI fails to extract brain in the later case and report
a black image as shown. From figure 6.12 and 6.13, we can see that the proposed method
estimates the brain region better and is more robust against noise and INU (or bias field).
The robustness is achieved because the initial brain region estimation by the TV-L1 model
is scale-driven. Noises or bias fields, compared to the brain region, are relatively much
smaller and hence could not affect the estimation. They do affect the iterative optimization
process but not much. Figure 6.14 shows some results on several real brain MR images.
Although we do not have gold standard for evaluation, we manually segment 10 real brain
MR images, including those shown in figure 6.12, 6.13, and 6.14, and compare to the
results obtained by different methods. The accuracy of AFNI, FLIRT, and the proposed
methods are 79.4%, 91.5%, and 96.1% respectively. Hence, it is validated that the proposed
algorithm produces very accurate estimation of brain regions.
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Figure 6.11: The TV-L1 model after correction with the proposed iterative optimization
method has better performance than original results on boundary preserving.
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Figure 6.12: The brain extraction results on clean data. 1st column: Original images. 2nd
column: Results by AFNI. 3rd column: Results by BET. 4th column: Our results.
6.4 Scale-driven Image Segmentation
Image segmentation is one of the most fundamental problems in computer vision and pat-
tern recognition. Numerous methods have been proposed for image segmentation in var-
ious applications. Low level segmentation algorithms at an early stage clustered different
regions in images based on color histogram, texture, or shape (i.e. edge-detectors). On the
other hand, more recent higher level segmentation algorithms generally required some prior
knowledge on the target pattern [97], training process to learn the features or spacial rela-
tionship of the target patterns [98], and/or manual initialization or manual interaction [99]1.
Higher level segmentation methods can generally obtain much better segmentation re-
sults. However, they also have higher requirements (i.e. prior knowledge, training data,
manual interaction) and most of them can only be applied to specific domains. Although
1There have been tons of image segmentation methods. We only list a few most recent methods as
examples.
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Figure 6.13: Results on the same data of figure 6.12 but with noise and bias field. AFNI
fails to report results in this case.
low level segmentation methods mostly cannot obtain good results in real applications, they
can still be used to guide or help higher level segmentation methods.
Based on our boundary correction method and the brain extraction algorithm, we now
illustrate how we can use it as an alternative basic image segmentation tool, which relies
on a conceptually different low level image features, that is, the scale of the target pattern.
6.4.1 The Segmentation Algorithm
Similar to brain extraction, our idea is to develop an algorithm which automatically seg-
ments large scale objects in images without inner edges corruption. This can simplify the
segmentation process in different scenarios. An example is to extract the main character
with larger scale in a theme (cf. figure 6.18). Let X be a random field and P (x) be the
probability of each pixel i in the final segmentation result and x ∈ X . Define P (xi) = 1
if i belongs to the target pattern and P (xi) = 0 if i belongs to the background. Let y˜ be
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Figure 6.14: Some brain extraction results on real data.
Figure 6.15: (A): Original image; (B): TV-L1; (C): Thresholded on (B); (D): Iterative
boundary correction on (C); (E): Apply (D) to (A).
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the configuration of the original image f . Given that X is an MRF, our goal is to estimates
P (xi) for all i given y˜. The complete algorithm is illustrated along with figure 6.15 as an
illustration of this process:
1. Estimate the size of the pattern and decide λ: The scaling parameter λ can be es-
timated based on the scale of the target pattern, which is related to the ratio of area to
perimeter ( cf. proposition 2 in [22]). For example, λ > 0.8 can be used to extract a square
pattern with size 5× 5.
2. Solve the TV-L1 model with the estimated λ. (Figure 6.15, (A) → (B).)
3. Estimate the target pattern: Apply a simple thresholding on u estimated in 2. In our
case, we apply a K-means algorithm with K = 2. Assign P (xi) = 0 if i belongs to the
estimated background and P (xi) = 1 if i belongs to the estimated target pattern. (Figure
6.15, (B) → (C). In this example, P (xi) = 1 for pixels in black area, and P (xi) = 0
otherwise.)
4. Iteratively solve the probabilistic segmentation model: We update P (xi) for all i in
each iteration based on (6.1) but change the intensity value to probability measure. After
reaching convergence, we can again use a simple clustering algorithm (i.e. K-means) to
find a threshold which differentiates the target pattern from the background. (Figure 6.15,
(C) → (D).)
5. Segment the target region: The last step is to apply the generated mask on the original
image to extract the pattern. (Figure 6.15, (D) → (E))
6.4.2 Experimental Results
In this experiment, we apply our segmentation algorithm described in section 6.4.1 to gen-
eral images in order to segment objects in images based on their scale differences. Figure
6.16 compares some images in one of the state-of-the-art methods [4] with our results on
the data. It can be seen that the proposed segmentation method can extract the large target
pattern from the background without corruption caused by inner intensity differences or
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Figure 6.16: 1st column: Images from [4]. 2nd column: Results from [4]. 3rd, 4th columns:
Our results.
Figure 6.17: Results on real grey scale images. Left: Original images. Middle: Final
segmentation masks. Right: Results.
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Figure 6.18: Segmentation results on color images from Corel database.
boundaries. Figure 6.17 shows some segmentation results on gray scale images and fig-
ure 6.18 shows some segmentation results on color images selected from Corel database.
For comparison, figure 6.19 illustrates the results when applying various edge detectors or
thresholds on color histogram for one of the images in figure 6.18. It can be observed that
the simple algorithm proposed provides an improvement of segmentation on cases where a
large leading role in an image is what we want to extract.
6.5 Discussion
In this chapter, we present how to use the scale-driven image segmentation framework
for brain extraction. By combining initial estimation of the TV-L1 model and boundary
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Figure 6.19: 1st row: Original image and results when applying three different thresh-
olds on color histogram. 2nd row: Result of the proposed model and three different edge
detectors: canny, sobel, and prewitt.
refinement by Markov random field with iterative optimization, we can extract brain region
from the head images. Besides, a multi-resolution technique is proposed to speed up the
initial estimation significantly.
One problem of the proposed method is that it works very well on T1-weighted MR
image but it does not always work well on T2/PD-weighted images. This is because the
gap between brain and the non-brain tissue is not always clear in those images and the
intensities around them are very strong. In those cases, the whole image is regarded as one
single pattern and no apparent second largest pattern can be reported. However, to the best
of our knowledge, there is no existing solution that is robust in such situations. Our future
works include doing more evaluation on more data for both brain extraction and registration
and improving the results on T2/PD-weighted MR images or on images obtained from other
modalities.
As for general image segmentation, we propose a boundary correction method for the
TV-L1 image decomposition model. We demonstrate that with our boundary correction, we
improve the results of image decomposition by removing artifact residuals. The proposed
method relies on no higher level knowledge such as training data, manual initialization/
feedback, or domain specific constraints but can be used to improve results of higher level
segmentation, i.e. recognition. One of our future themes is to use Chromaticity and Bright-
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ness color model with the TV-L1 model [100; 101] to improve initial estimation on color
images. Besides, the initial thresholding is now mostly empirical. We plan to improve our
results by finding a more systematical way for initial estimation. We believe this work has
great contributions to applications in pattern recognition and related fields.
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Chapter 7
Conclusion
In this paper, we analyze and discuss a recently proposed mathematics formula, the total
variation regularized L1 functional. We emphasize our discussions on its applicability to
the fields of image processing and computer vision. Novel analysis and intuitive proofs of
several properties are provided. We also propose different novel algorithms which outper-
form existing solutions by utilizing the scale difference between patterns obtained by the
TV-L1 model.
We first apply this model directly to images with additive inhomogeneous background.
By utilizing the fact that background patterns often have larger scale than most foreground
patterns, we can correctly estimate the background pattern by the TV-L1 model with an
appropriate λ. The foreground patterns can then be recovered by the observed image minus
the estimated background pattern.
For image under multiplicative illumination fields, we propose to use the LTV model to
factorize images into illumination fields and small scale illumination invariant structures.
For face recognition under illumination variation, the later part is fed to face recognition
algorithms to improve their accuracy. Alternatively, we can use the TV-L1 model to simu-
late the illumination field and divide the original image by this simulation image. We name
this method the TVQI model. Both the LTV model and the TVQI model can be applied to
any single image to extract illumination invariant features. The advantage of our method
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is that neither training images nor information about lighting sources is required. In addi-
tion, the extracted features can be used for many other applications where the performance
is affected by varying illumination, e.g., face identification, face alignment, face tracking,
etc.
In Chapter 5, we build a novel non-rigid hierarchical registration framework which
combines the TV-L1 decomposition and the multi-scale hierarchy obtained by different
sub-samplings. To align two images, we propose to start from matching the larger scale
patterns of the two images. This modification successfully reduces the chance of local
minimum traps when doing template matching using local optimization method, i.e. Pow-
ell’s method. Two data sets are used to validate our registration framework. The first one is
to observe neuromorphological changes of the aging process on 3D brain MR images. The
second one is to assess damage from satellite imagery. Both applications require accurate
registration between different images taken under the same or different modalities. Exper-
imental results show that the proposed registration framework improves both accuracy and
robustness of existing registration methods.
Noticing that two main limitations of the TV-L1 model are sharp angle boundary pre-
serving of large scale patterns and the computational overhead, we propose an iterative
optimization framework and a speed-up technique to segment image based on scale dif-
ference. One direct application of this improvement is to extract brain region from a head
image. In head images, treating the whole region inside the skull as the largest pattern
and the brain region as the second largest pattern, we can separate them by the TV-L1 de-
composition followed by a boundary correction using Markov Random Field with Belief
Propagation (BP) inference algorithm. Our experiments show that this extraction is accu-
rate and robust against noise and bias field. Besides, this framework can also be used to
extract large patterns in general images. For example, we are able to extract several subjects
from images in the Corel database.
Other than the future directions which we have discussed in the last section in each
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chapter, improving the TV-L1 computation would be certainly one of the most important
tasks. One possible solution would be parallel computation. In chapter 2, we have dis-
cussed three existing methods for TV-L1 computation. However, all three methods have
unavoidable limitations. One of the possible solutions is to compute the TV-L1 regular-
ization by PDE method using parallel computation. Since the computation of the total
variation of an image and the L1 difference between images are all pair-wise, pixels at dif-
ferent locations can be computed simultaneously. A well-designed parallel PDE should be
able to enhance the regularization significantly.
To conclude, scale-driven image decomposition can be treated as an important funda-
mental method for image processing and pattern recognition. We have provided different
modifications and extended its use to different application areas. Although much work
remains to be done, there is no doubt that our work would help to solve existing vision
problems or improve the performance of existing solutions.
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