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Abstract
This paper presents the results of simulating file name and atm'bute caching on client machines in a distri-
buted file system. The simulation used trace data gathered on a network of about 40 workstations. Caching was
found to be advantageous: a cache on each client containing just 10 directories had a 91% hit rate on name lookups.
Enu'y-based name caches (holding individual directory entries) had poorer performance for several reasons, result-
ing in a maximum hit rate of about 83%. File attn'bute caching obtained a 90% hit rate with a cache on each
machine of the at_-ibutes for 30 files. The simulations show that maintaining cache consistency between machines
is not a significant problem; only 1 in 400 name component lookups required invalidation of a remotely cached
eau'y. Process migration to remote machines had liule effect on caching. Caching was less successful in heavily
shared and modified directories such as /trap, but there weren't enough references to /trap overall to affect the
results significantly. We estimate that adding name and auribute caching to the Sprite operating system could
reduce server load by 36% and the number of network packets by 30%.
1. Introduction
Operating systems spend much of their time performing path name lookups to convert symbolic path names
to file identifiers. In order to reduce the cost of name lookups, many systems have implemented name caching
schemes. For instance, Leffler et al [LKM84] measured performance on a single-machine system running 4.2BSD
Unix and found path name WanslaLionto be the single most expensive function performed by the kernel, requiring
19% of kernel CPU cycles. When name caching was added to 4.3BSD Unix, it reduced name wanslation costs by
35%.
Name lookup is an even larger problem in distributed systems, where a client machine may have to contact a
file server across the network to perform the name lookup. Most network file systems cache naming information on
client workstations as well as on servers [HBM89,HKMgS, WPE83]. This allows clients to perform most name
lookups without contacting the server, which improves the speed of lookups by as much as an order of magnitude.
In addition, client-level name caching reduces the load on the server and the network. If client-level name caches
are combined with caches of file data, they may even allow a client machine to continue operating when the file
server is unavailable [KiS91].
Unfortunately, there has been little data published on the measured performance of name caches in distri-
buted file systems. Floyd et al. [Flo86,FIE89] and Sheltzer et al. [SLP86] performed wace-driven studies of name
cache performance, and both concluded that relatively small name caches produce relatively high hit ratios. How-
ever, Floyd studied a single time-shared system, and Sheltzer studied a small collection of networked time.shared
machines where many accesses were to local files. Distributed systems with large numbers of diskless workstations
have a number of characteristics that might interfere with name caching:
• In a distributed environment, the name caches on different machines must be kept consistenL This will result
in extra network messages and cost that is not needed on a single time-shared system.
• In a distributed environment, the most important overhead is the communication time involved in server
requests; the actual operations on the server often take less time than the basic network communication.
• Name caching schemes typically require a separate server request for each component that is not in the
client's name cache, and typical path names contain several components. In contrast, a system without name
caching can pass the entire path name to the server in a single operation (i.e. there can never be more than
one server request per lookup). This means that an individual lookup operation could take substantially
longer with a client-level name cache than without one.
• A name cacheisusuallyaccompa,,i_bya separatecacheoffileattributessuchaspermissions,filesize,etc.
The entriesintheattributecachearetypicallymanaged separatelyfromentriesinthename cache,resulting
inadditionalserverequests.
Most implementationsofname cachingusea whole-directoryapproach,meaningtheycacheentiredirec-
wries.However,thismay notwork wellwithload-sharingtechniqueswherea singleuserspawnsprocesses
on many machinessimultaneously.Ifthoseprocesseswork ina singledirectorythentheremay bea substan-
tialamountofoverheadtokeepthecacheddirectoryconsistenton themultiplemachines.
• Highly-shared directories such as the UNIX /trap directory may also add to the overhead of maintaining
name cache consistency.
Because of these concerns, we performed a traceMriven analysis of name caching in a distributed environ.
ment. We collected traces of name and attribute usage in a network of about 35 disldess wozkstations and 5 file
servers. We then wrote simulators to analyze and compare the effectiveness of several different methods of name
and attribute caching. Our approach differs from previous work primarily in that we use diskless workstations as
the source of trace data and we examine effects such as load-sharing that were not present in previous studies.
Our study confirms previous studies that caching names and attributes is highly effective (see Table 1). We
found th,t a high hit rate can be obtained with a re;atJvely small cache. For instance, caching 20 whole directories
on each client (about 20 kilobytes of storage) resulted in a 97% hit rate for pathname component lookups. An
entry-based name cache, which caches individual directory entires, had poorer performance, having a hit rate of
81%. The attribute cache had a 91% hit rate with a cache of the am-ibutes for 40 files on each client.
We found minimal problems with maintaining cache consistency across multiple machines. To our surprise,
we found that process migration does not have a significant effect on name and attribute caching, even though
migrated processes account for an average of 19% of lookups. (Process migration is a mechanism in Sprite used to
move processes to idle machines for parallel execution [DoO91].) There was almost no difference in cache perfor-
mance between simulations with process migration and without migration. Consistency overhead was small; only a
small amount of network wet'tic was required to keep the caches consistent across multiple machines, as shown by
thelow invalidationrateinTableI. Thisisbecauseveryfew operationsrequireda remotelycachedentrytobe
invalidated,and mostinvalidationslyinvalidatedoneothermachine'scopy.
The remainderofthepaperisstructuredasfollows:Section 2 describes thetracedatawe collected.Section
3presentstheresultsofthecachesimulations.Section4 consistsofadiscussionftheresultsandourconclusions.
Cache type Hit rate Remote invalidation rate
Whole-directory name cache .97 0.0022
(20directories cached)
Entry-based name cache .81 0.0004
(40 directory entries cached)
Attribute cache
.91 0.0005
(40attributes cached)
Table 1: Summary of results. This shows the hit rate and the invalidation rate with client caching of
directories and attributes, for a reasonably sized cache. The hit rate is the fraction of cache accesses
thatarefoundinthecache.The remoteinvalidationrateistlmaveragenumberofcacheentriesonre-
motemachinesthatmustbeinvalidated,percacheaccess.We performedeightraces;theseresultsare
averages.
2. Collection of data
2.1. The Sprite system
we performed our name and attribute cache tracing on Sprite, a network-based operating system [OCD88].
SpAte provides a Uaix.llke environment in a network of about 40 workstations. Files ark stor_ on one of s_veral
file servers and may be cached on the clients, with full consistency maintained among the cached copies. One
important aspect of Sprite with respect to this study is that Sprite encourages sharing, both of files and of Im3Ces-
sots. We wished to examine the effect of this sharing on name and atu-ibutecaching.
Sprite provides a process migration facility, which allows processes to be moved across the network to idle
machines [DoOgl]. This permits users to take advantage of the processing power of several machines at once.
There are currently two main uses of process migration in Sprite: parallel compilation and large simulations. We
suspected that process migration and name caching were incompatible; contention among shared directories would
cause name caching to perform poorly, we thought. As will be shown in Section 3.6, these concerns were
unfounded.
In order to judge the applicability of our results to other systems, it is important to understand our computa-
tional environment and workload. Our measurements were taken on a Sprite system with about 50 users using Suns
and DEC.stations. The users were disuibuted among several different academic research groups and engaged in
various office/engineering tasks. Significant applications included electronic communication, typesetting, editing,
software development and compilation, VLSI circuit design, graphics, and simulations.
2.2. The trace data
We collected eight one-day traces of activity on the Sprite system. These u'aces consisted of log records of
file system activity, collected on our file servers. More information on the trace data is available in [BHK91].
Table 2 gives an overview of the trace data we used for this study.
There were tJu-ee types of trace records used in this study. The most important was the lookup record, which
logged a path name lookup. Each lookup record contained the file identifier of each examined component of the
path name. The record also included the client machine requesting the lookup, migration information (if the request
was from a migrated process), the operation responsible for the lookup, and whether or not the lookup succeeded.
The second type of trace record traced opens and closes and was used to keep wack of what files were open. The
third type of record traced operations to get and set file attributes (e.g., fstat, fchmod).
Some interesting statistics on the Iraces are available from Table 2. On average, there were 16 name loolmps
per second. The number of name component accesses was a factor of 3.2 higher;, this resulted from the multiple
name component accesses required for each name lookup. An average of 19% of the look'ups resulted from
migrated processes, although this was much higher in some Iraces (the last ware had 48% migrated lookups). We
also found that there were very few operations that resulted in modifications of names or aun'butes.
Table 3 shows statistics about the kernel calls that result in name iookups. Note that open and star:
operations account for most of the lookup operations. This is fortunate since these operations benefit most from
successful name caching. The other operations modify the file system, and thus will likely contact the file server
regardless of the name lookup. Table 3 shows that a significant fraction of path name iookups terminate with an
invalid name (i.e., a "file not found" errs). (Besides typographical errors, one major source of invalid names is
search paths, which search through multiple directories for commands or include files.) About 14% of the lookup
operations in Table 3 resulted f_romlookups being repeated on multiple file servers, due to a characteristic of Sprite
file server operations called redirects. Since the file system is partitioned across several file servers, name Iookups
occasionally pass from the part of name space stored on one server to another server (usually due to a symbolic
link). In this case, a redirect occurs and the client must submit the remaining part of the lookup to the new server.
We also measured the distribution of directory sizes in order to estimate the storage requirements for the
whole-directory cache. Figure 1 shows the static distribution of directory sizes, obtained from a scan of the file sys-
tem after one trace had completed. The distribution of directory sizes is important in estimating how much memory
is required to cache directories. Since the average directory requires about 1 kilobyte of storage, the memory
requirements for directory caching are quite modest, with a 20 directory cache taking around 20 kilobytes, if it
fTrace I 2 3 4 5 6 7 8
Date 1/24/91 1/25/91 5/10/91 5/11/91 5/14/91 5/15/91 6_6/91 '6{27/91
_Trace duration (hours) 24 23.8 24 24 24 24 24 24
Different users 44 48 47 33 48 50 46 36
Users of migration
Lookups
• Migrated lookups
6
1235794
131262
6
1466012
II
998926
122528
8
838399
7 I1 9
987767
9
2256783
1081116120022 94210 232488
Nameaccesses 4295413 4914596 2638298 2198843 4406272 5753149 2750424 7549488
Modifications 56354 68547 59765 42703 65638 81159 43596 54006
5166216
43222
3148932
44956
5944852
73237
6726354
54365
2601814
35190
Attributeaeeesses
Modifications
3153794
30574
5078731
34661
8452390
41392
Table 2: Statistics on the trace data collected. "Different users" is the number of different users
who used the system during the trace. "Users of migration" is the number of different users who used
process migration during the lraee. "Lookups" is the number of path name lookup operations during
the trace. "Migrated lookups" is the number of these lookups that resulted from migrated processes.
"Name accesses" is the number of name componem lookaps; this is larger than the number of lookups
because each path name lookup may result in multiple component look-ups. "'Modifications" is the
number of component lookups that resulted in modification of a name component "Attribute
acce_s" is the number of file or directory attributes that were accessed.
Operation
Stat
Open
Unlink
Se.tAUr
Link
Link(2)
Rmdir
Mkdir
Totals
Percent of total Percent successful Percent not found
53.5 + 8
42.0 + 8
3.1 + 0.7
0.7 :t0.8
OA :I:0.2
0.3 + 0.08
0.03d:0.04
0.02± 0.01
I00
75 ± 9
54 _ 12
70 ± 3
89 ± 9
89 + 4
97 + 2
7O ± 30
63 :!: 12
66 ± 11
9 + 5
32 :t: 12
6 + 2
3 :k 2
O.2 + 0.2
0
0.3 + 0.6
3 ± 8
19 + 10
Table 3: Operation breakdown. This table shows the breakdown of name lookup operations and the
results of IJ_eoperations. The firs r.column of this ruble lists the system calls that are responsible for
pathname Iookups. The "Percent of total" column shows the breakdown of name lookup operations.
The "Percent successful" column shows for each operation type, the percent of look-ups that complet-
ed successfully. The "Percent not found" column shows for each operation the percentage of Iookups
that failed because one of the path name components did not exist. (There are other sources of failure,
such as lack of proper permissions, which are not shown.) The numbers are given as an average over
the eight traces, followed by the standard deviation. The "SetAur" row includes functions such as
eb..rnock utLraes, and chorea, which change a file's attributes. The "Link" and "Link(2)" rows
fount the two separate pathname lookups required for the hard link operation. The "Total" row shows
the percent of all operations that completed successfully and the percent that failed because of a miss-
ingcomponent.
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Figure 1: Static size distribution of directories. This graph shows the static distribution of directory
sizes,calculatedoverall directoriesin the file system. The directory size is the numberof entries in the
directory (excluding "." and ".."). The uppercurve showsthe cumulativepercentageof directories
of each size. The lower curveshowsthe directorysize distributionweightedby the numberof entries
in the directory. This shows what cumulative percentage of files and subdirectories are in directories of
the specified size. (For example, the circled points show that about 93% of all directories had fewer
than 25 encies, but these directories held under 50% of all directory entries.) Our measurements also
showed that the average number of entries per directory was 8.9 and the average size of a directory was
1.1 l-Kbyte blocks.
holds average-sized directories. (Admittedly, the cached directories could be much larger than average. However,
an examination of some common directories shows them to be only a few kilobytes.) The size of a directory cache
is noteworthy in comparison to file system data caches in Sprite, which may hold several megabytes of data. Our
measurements correlate well with those in [FIE89], which found a 10 directory cache was equivalent to about 14
kilobytes.
3. Simulations of name and attribute caching
3.1. About the simulator
We consu'ucted a simulator that used the trace data to estimate the effectiveness of various caching schemes
for file names and attributes. The client caches w_ _sumed to _ve a least-recendy-used CLRU) replacement pol-
icy: a cache of n directories holds the n most recently accessed directories. The simulator functioned by taking the
trace data, determining the resulting low-level name operations, and simulating the effects of these operations on
the client caches. Each trace record corresponded to several low-level operations; these operations were: look up a
name in a directory, look up an attribute, modify a name, modify an auribute, remove a name and at_bute, create a
name and attribute, and read a directory. Each low-level operation caused an access to some of the cache LRU
lists. When a cache entry was accessed, it was moved to the front of the appropriate machine's LRU list. When an
entry was modified, it was invalidated from the caches of all other machines.
We used several techniques to keep the simulation to a reasonable size and run time. The simulator used a
stack-based model [Hi187] in order to simulate multiple cache sizes in one simulation run. To keep the simulation
state from growing excessively, we pruned the LRU lists at regular intervals. The simulator scanned all the LRU
lists, discarding idle entries. (We defined an enffy as idle ff it had not been used in the past 10 minutes and it was
morethan20entriesdownonthe LRU list.) Measurements on smaller trace files showed that this pruning of LRU
lists had tittle effect on the simulation results.
3.2. Name caching simulations
,,_'e si_aulated two _ypes of name cache: a whole-¢litectory cache a_I aa entry-I_d name cache. For the
whole-directorycache,eachmachinecacheda fixednumberofdirectories.The cacheusedthedirectoryidentifier
asakeyand returnedtheentiredirectory.Withanentry-basedcache,machinescachedindividualdirectoryentries
instead of whole directories. That is, the cache used the IXL'_.ntdit_tory identifier and a symbolic component name
as a key and returned the file identifier of the component.
There are several potential advantages of an entry-based cache over a whole-directory cache. One advantage
of the entry-based cache is that cache perforrnancc may be beuer in a directory with a high update rate (such as
/trap). With a whole-directory cache, any change to any eniD, in the directory will result in the entire directory
being invalidated from the cache on other machines. However, in an entry-based cache, only the modified entry
will be invalidated; all other cached entries will remain valid. Another advantage to an entry.based cache over a
whole-directory cache is that only the directory ea_es being used need to be cached. This may result in a higher
hit rate for an eniry-based cache than for a similarly sized whole-directory cache..
The entry-based name cache also has several disadvantages compared to the whole-directory cache. A major
disadvantage is that it does not distinguish between cache misses and nonexistent entries. As shown in Table 3, a
significant fraction of lookups try to access a nonexistent file or directory. With the entry-based name cache, when
a path name component is not found in the cache the server must be contacted to determine if the component does
not exist or if it ;_ j_,st not preen! in the cache. (One could cache invalid names as web as valJclnames. However,
depending on the reference patterns of invalid names, this might not be effective. It would also add complexity to
maintaining consistency, since an invalid name must be removed from the cache in the event that the coxresponding
file is later created.) A second disadvantage of the entry-based cache is that the cache doesn't help the performance
of whole-directory reads. Some operations, such as listing a directory's contents, require reading the entire direc-
tory. These operations can benefit from a whole-directory cache, but not from an entry-based cache. Finally, an
entry-based cache won't benefit from locality of directory accesses as much as the whole-directoxy cache will. If
there are many references to different entries in a directory, a entry-based cache will have a miss fox each entry.
On the other hand, a whole-directory cache would load the directory once and subsequent references to entries
would be hits.
We assumed that the name and attribute caches we.re kept strongly consistenL Thai is, the caches never were
allowed to contain stale data. We simulated a callback mechanism similar to the one used in Andrew [FIKM88] to
main_n consistency. For the callback mechanism, the server keeps a record of what data is cached on each client.
When another client modifies data, it must inform the server, which then calls back all clients with cached copies of
that data. The clients then invalidate their stale data.
Several other cache consistency mechanisms are possible. For instance, consistency can be loosened, allow-
ing clients to have inconsistent cached data. In the Echo system, on the upper levels (close to the root) of the file
system, clients invalidate cached name data after several hours. Until the data is invalidated, clients can acce_
inconsistent data. As another alternative, some NFS implementations [SGK85] uses a probabilistic scheme, in
which cached names and attributes are considered invalid after a certain length of time. This time varies betweea 3
and 60 seconds, and is selected based on prior refen_n_ patterns of the file.
In our cache simulations, each name component that was found in the client's cache was counted as a cache
hit. If the component was not found, it was counted as a miss. We divided misses into several categories (based on
the ca_gories used in [HeiX)0]):
• Compulsory misses are misses that would occur in an arbitrarily large cache: the first sccess to each direc-
tory orentrycauses a compulsorymiss.
• Capacity misses are name references that ate misses due to the size of the cache; they would have been hits in
a suitably large cache.
• Consistency misses consist of names that were in the cache, but had to be invalidated due to modification on
other machines.
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Figure 2: Whole-directory name cache performance. This graph shows the hit rate and capacity
miss rate for accesses to the directory cache. There are separate lines for each of the eight traces. The
X axis shows the number of directories cached on each client. The Y axis shows the percent of cache
references that were hits or capacity misses. For instance, the circled points show that with 20 cached
directories, the hit rate was about 97% and the capacity miss rate was about 2%. Capacity misses are
misses that occur due to the cache size. There are two other types of misses which aren't graphed:
compulsory misses and consistency misses. Compulsory misses occur the first time a directory is refer-
enced, and cause the directory to be loaded into the cache. Consistency misses result from references
that would have hit in the cache, except the entries were invalidated because they were modified on
another machine. The compulsory miss rate for the different traces was between 0.6% and 0.9%. The
consistency miss rate was between 0% and 0.3%. Note that the compulsory miss rate is constant for al/
cache sizes, while the consistency miss rate varies.
Invalid-file misses are references tononexistent files or directories. These countasmisses in the enwy-based
cache, since, as explained above the entry-based cache does not distinguish between entries that are not
cached and entries that don't exist. These references are not necessarily misses in the whole-directory name
cache or attribute cache measurements.
3.3. Whole-directory name cache results
According to the measurements shown in Figure 2, whole-d/rectory name caching is kighly effective. A
cache of 10 directories had a hit rate of 91%. Caching 20 directories increased the hit rate to about 97%. About
0.7% of the misses were compulsory misses, resulting from entries that were never referenced before. We found a
low rate of consistency misses (about 0.2%), which shows that it is very rare to have contention due to
modifications to a shared directory. We expect this is because users tend to work in different directories, and don't
usually modify shared directories (with a few exceptions, such as /trap, described in Section 3.8).
One question we had was how the component hit rate compared to the hit rate for entire paths. (An entire
path is counted as a hit if every component in the path is in the cache.) If cache misses were uniformly distributed,
the hit rate for entire paths would be much lower _ the component hit rate, since an n-component path would
have a kit rate equa/to the component hit rate raised to the nth power. However, Figure 5 shows that the kit rate for
entire paths is higher than would be predicted from the component hit rate, and in fact is close to the component hit
rate. One explanation is that the component hit rate is significantly higher for short paths than for long paths. This
biases the entire path hit rate to be better than would be expected, since long path names are more likely to have
multiple component misses that only account for a single path miss.
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Figure 3: Entire path hit rate. This graph shows the measured name component hit rate, the meas-
ured entire path hit rate, and the entire path hit rate predicted from the component hit rate. The entire
path hit rate is the fraction of paths that have every path component in the cache. The predicted hit rate
is derived from the assumption that the component misses are uniformly dism'buted. This graph shows
that the entire path hit rate was significantly better than predicted, _ially for small cache sizes. For
instance, the circled points show that for a 10 element cache, the hit rate for each component was 91%.
Assuming this hit rate applies equally to atl components, the average path would have a 75% chance of
being entirely in the cache. However, the average path actually had 82% chance of being entirely in
the cache. This graph shows averages over all eight traces.
Our name cache performance results are close to those of other papers, even though our computing environ-
ment is different. For instance,Floyd et al. [F1E89] found an 85% hit rate with a 10 directory cache, and a 95% hit
rate on a 30 directory cache. These hit rates are close to ours, even though their measurements were on a single,
multi-user machine. Sheltzer et al. [SLP86] found a 15-dlrectory cache reduced the whole-path miss ratio from
71% to 11%. (Even without caching, many of the path name lookups could be completed locally because each
machine in the 15-site VAX network stored part of the file system.) The hit ratio with 40 cached directories ranged
from 87% to 96%.
3.4. Entry-based name cache results
The second type of cache we simulated was an enuT-based name cache, which caches individual directory
entries as opposed to whole directories. Cache results for the enlry-based name cache are given in Figure 4. Note
that the entry-ba_ cache has poorer performance than the whole-directory cache. One reason is that each item in
the whole-directory cache corresponds to several directeq, entries in the entry-based cache. (Figure 1 shows about
8.9 entries per directory.) However, even after scaling the cache sizes by this value, the entry-hased name cache
still has poorer performance than the whole-directory cache. There are several reasons for this. The entry-based
cache has a much higher comptdsory miss rate, because each referenced entry in a directory requires a separate
cache miss to be loaded into the cache. On the other hand, the first whole-directory cache miss loads the entire
d/rectory into the cache. There appears to be subshanfial locality of access within a d/rectory, so the whole-
directory approach provides a significant performance advantage.
A second reason for the poorer performance of the entry-based cache is that it can't handle invalid names,
since the entry-based cache can't distinguish between a name that isn't in the cache and a name that doesn't exist in
the file system. These references are described in Figure 4 as "invalid-file misses".
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Figure 4: Entry-based name cache performance. This shows the hit ram for accesses to the com-
ponent name cache, where the directory holds individual components. This graph has a separate line
for each of the eight traces. A reference to a nonexistent path name component is called an invalid-file
miss; this reference will result in a miss in the entry cache. The compulsory miss rate was 7.6% + 2%;
theinvalid-filemissratewas 6.3% ± 3%; theconsistencymissratewas ncgfigible.Notethatthecom-
pulsoryandinvalid-filemissratesdonotdependon thecachesize.
The entry-basedname cachehasanotherdisadvantagebeside.sitslowerhitrate:readoperationson direc-
wriescan be satisfiedby thewhole-directorycache.Cl'hecontentsofa directoryaredirecdyreadby commands
suchas is.)We mcasuredtherateoftheseoperationsand foundthatreadoperationson directoriesareverycom-
mon.On average,directoriesareopenedforreadingabout3000timesperhour.Ifthewhole-directorycachestores
thedirectorydataina suitableformat(bystoringtheraw directorydata,asopposedtoahashtableoftheentries,
forinstance),thewhole-directorycachecanprovidethedataforthesereadrequests.Sincean entry-basedcache
onlyholdspartsofa directory,itcan'tsatisfydirectoryeads.
3.5. Attribute cache results
We simulated an entry-based atlzibute cache, in which each client caches the atm'butes for a number of files.
The entry-based attribute cache used the file (or directory) identifier as the key and retm'ned the attributes (such as
permissions,owner,size,andmodifytime).Table4 providesa summary ofthemeasurementsofoperationsusing
and modifyingamibutes.
One problemwithcachingUnix-styleattributesisthattheyincludetheaccesstimeattribute,indicatingthe
last time the file was accessed; and the modify time attribute, indicating the last time the file was modified. For an
open file,theseattributes may changewith eachaccesstothefile.Becauseof this, remote cachingof Unix-style
attributeswillbe expensiveon filesthatareopenon otherworkstations.Eachreadofthefilewillchangetheaccess
timeofthefilc.Each writetothefilewillchangetheaccessand modifytimes,aswellas,usually,thesize.To
cache these attributes correctly would require the cached attributes to be updated on every read and write operation.
Because of the high consistency cost this would entail, we assumed in this study that attributes of open files were
not cached on remote machines. (This could be done by invalidating cached attributes for a file if the file is opened
or by not guaranteeing consistency while the file is open.) We also assumed that the access time attribute was not
used (that is, we didn't invalidate cached atlributes each time another machine accessed the file). Another possibil-
ity for maintaining consistency of attributes, used in Andrew, is to propagate a file's am-ibutes only when the file is
closed. Under this model, consistency is loosened, since other remote machines may have the old attributes cached
while the file is open and the attributes are changing. In any case, Table 4 shows that accesses to the attributes of
Category AverageNumber
Star 71000O
SetAUr 9900
Fstat 79000
FsetAttr 1700
Permissionaccesses 4300000
Statsofread-openfiles
Statsofwrite-openfiles
1500
27OO
Table 4: Operations affecting attributes. This table gives the number of operations per trace, aver-
aged over the eight Iraces. "'Slat" counts the number of star operations, which obtain file attributes
from a palhname. The label "SetAm"' combines operations such as ohotcn and chmod that set file
am-ibutes given a path. "Fstat" counts fstat operations, which obtain file atm'butes using a token
for an open file rather than a textual path name. "FsetAm"' combines operations such as £chown
and £chmod that set file attributes of an open file. "Permission _s" is the number of path
name component lookups that required examining a file or directory's permission atm'butes. "Stats of
read-open files" indicates the number of attribute accesses that were performed on a file while some
process had the file open for reading. "Stats of write-open files" indicates the number of attribute
accesses that were performed on a file while it was open for writing.
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Figure $: Attribute cache performance. This shows the hit rate for accesses to the auribute cache.
The X axis shows the size of the cache in enu'ies. The Y axis shows the percent of accesses that result-
edincachehitsorcapacitymisses. Forinstance,thecircledpoin_show thatwith20 cachedam-ibute.s,
thehitratewas about88% and thecapacitymissratewas about5%. Accessesaredividedupashits.
capacitymisses,consistencymisses,and compulsorymisses.The compulsorymissratewas 6.2% +
1.8%.Consistencymisseswereunder0.07%.
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Figure 6: Whole-directory name cache performance for migrated processes. This graph shows
the performance of name cache references for migrated processes (i.e. processes executed on a remote.
machine). This graph is analogous to Figure 2, but restricted to lookups from migrated processes. To
generate this graph, the simulator used all name cache references, but only references from migrated
processes are graphed. The compulsory miss rate was 0.7% ± 0.2%; the consistency miss rate was 0%
to 0.2%.
an open file are very rare.
The results for attribute caches are generally similar to those for the name caches. Figure 5 shows file perfor-
mance oftheat_ibutecaches.A cacheofjustI0attributeshadan average76% hitrate,whilea cacheof20 attri-
butesraisedthehitrateto88%. The attributecachehadarelativelyhighcompulsorymissrateofabout6%, since
therearemany distincta tributesused,and a missisnecessarytoloadeachattributeintothecache.Therewere
almostnoconsistencymissesintheattributecaches.
Itisnotsurprisingthattheattributecacheperformanceissimilartothename cacheperformanceconsidering
thecloserelationshipbetweenthename cacheandtheattributecache:eachname lookuprequiresan accessofthe
correR)ondingattributestocheckpermissions,andmostauributeoperationsrequireaname lookuptodeterminethe
file.However,sincetheattributecachemissratesaremuch higherthanthewhole-directoryname cachemissrates,
theau.ributccachemay be thelimitingfactorinoverallpexformanceofthename andattributecaches.
3.6. The effects of process migration
Because we think some form of load sharing is likely to be an important part of distributed operating systems,
we were concerned about the effects of process migration on client name caching. Since Table 2 shows that
migrated processes accounted for an average of 19% of name Iookups, these processes could have a significant
effect on overall cache results. We had several reasons to smSpect that name caching might perform poorly in the
presence of process migration. A typical application of process migration, such as parallel compilation, involves
several processes sharing a small collection of files and directories and modifying files in a shared directory. This
group of migrated processes is likely to have good name and file reference locality. Migrating the processes to
multiple machines eliminates the benefits of this locality. Also, since these processes may be modifying shared
directories, we expected heavy consistency traffic for the shared directories.
To determine the effect of process migration on cache behavior, we made two kinds of measurements. First,
we ran simulations in which we attempted to eliminate the effects of process migration. Second, we examined
migrated processes separately to see if they had different characteristics from ordinary processes.
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Figure 7: Attribute cache performance for migrated processes. This graph shows the performance
ofattributecachereferencesdue tomigratedprocesses.ThisgraphisanalogoustoFigure5,butres-
u'ictedtomigratedprocesses.The compulsorymissratewas 6.1+ 2%. The consistencymissratewas
under0.08%.
We estimated the effects of eliminating process migration by treating all name and am-ibute requests as ff
they came from the home machine (the source of the migrated process) instead of the migrated machine (the
machine on which the migrated processes were actually running). The results of these simulations were almost
indistinguishable from the results with process migration (Figures 2, 4, and 5), so the results are not graphed. We
found that if migrated processes ran on the home machine, the overall hit rate would be about 0.2% higher, and the
capacity and consistency miss rate would be lower. Thus, process migration makes name cache performance
worse, but the difference is very slight. Process migration had a similar effect on amu'butecache performance.
For a closer look at process migration we examined migrated processes alone. Figure 6 shows the whole-
directory name cache performance, considering only references from migrated processes, and Figure 7 shows the
attribute cache performance. In these measurements, the name cache simulation used all the name requests to
update the cache, but only the lookups from migrated processes were used to compute the hit and miss rates. Com-
paring these graphs to Figure 2 and Figure 5 shows that the behavior of migrated processes is very similar to that of
regularprocesses.
3.7. The costs of cache consistency
An important aspect of distributed caching is the amount of overhead required to maintain consistency of the
caches.Usinga callbackscheme,when a clientmodifiescacheddata,theservermustcallbackallotherclients
with a cached copy so the clients can invalidate the stale dam. We refer to these server callbacks as remote invali-
dations. Figure8show theaveragenumberofremoteinvalidationspercacheaccess,fora whole-directorycache,
entry-baseddirectorycache,and at_butecache.Notethattheinvalidationratewas verylow.Foran average20
entrywhole-directorycache,thereareabout2 invalidationsfaremotemachineperthousandcacheaccesses.For
an average40 entryentry-baseddirectorycache,therateismuch low_ 0.3remoteinvalidationsper thousand
accesses.Thisisnotsurprising,sinceindividualdirectoryentriesarenotmodifiedveryoften,and itisevenrarer
forthesenu-iestobe sharedbymultiplemachines.Forattributes,anaverage40 entrycachehad0.9remoteinvali-
dationsper thousand accesses. Since these invalidation rates are all very low, the cost of remote invalidations will
probably not be an important consideration in cache design.
We looked at the effect of process migration on the remote invalidation rates by u'eating all requests as if they
came from the home machine instead of the migrated machine. As expected, we found that fewer remote
Numbercache!
Figure 8: Number or remote invalidations per reference vs. cache size. These graphs show how
cache size influences the number of invalidations required. The upper left graph shows results for the
whole-directory name cache, the upper right graph shows the entry-based name cache, and the lower
graph shows the attribute cache. These graphs have a-separate line for each wace. For instance, the
circled point shows that in one wace, a 20 element name cache required 2 invalidations of remotely
cached directories per thousand cache references.
Number of invalidations
Cache type 0 J 1 >_
Whole-directory name cache 88% + 5% 9% + 3% 2% + 2%
Entry-based.namecache 92% ± 6% 7% ± 5% 0.5% ± .4%
Attributecache 84% ± 3% 16% ± 3% 0.4%± 0.1%
Table 5: Number of invalidations. This graph shows how many remote machines were invalidated
when names or attributes were modified. This table shows that usually only the local copy was updat-
ed. For a minority of modifications, a remotely cached copy had to be invalidated. It was rare for a
modification to require invalidation of more than one remotely cached copy. Averages and standard
deviations are over the eight traces.
Fractionof name accessesto  trap
Name cache
Hit ram
Compulsory miss ram
Capacity miss rate
Consistency miss ram
Entr,/-basedname cache
Hit ram
Compulsory miss r_
Invalid miss rate
c acity rate
Consistency miss rate
Attributecache
Hit rate
Compulsorymissrate
Capacitymissrate
Consistencymissrate
0.6%± 0.5%
87% d: 4%
0.2% :i:0.1%
3.4% ± 1.5%
9.7% :k 3.6%
32% + 8%
25% + 7%
24% + 12%
18% + 25%
0%
83% _: 4%
14% + 3%
3.4% J: 1.3%
0%
Table 6: Statistics on /trap accesses. The hit and miss rates are all given for a cache of 20 entries.
The name cache results are for the /trap directory. The entry-based name cache and attribute cache
results are for enlz/es in the /t:mp directory. Measu._ments of /trap were recorded for the first six
traces; the figures presented are the average and standard deviation across these traces.
invalidations are required if we eliminate process migration in this way. We found that for a 20 element name
cache, the number of remote invalidations would be about 40% lower. For a 40 element auribute cache, the
number of remote invalidations would be an average of 17% lower without migration.
One otheraspectofconsistencyoverheadthatwe examinedwas how many remotemachineswere invali-
datedwhen a potentialinvalidationoccurt_.The resultsareshown inTable5. The resultsshow thatforwhole-
directoryand entry-kase_name caches,about88% and92% (respectively)ofthetimethatan entrywas modified,
no remotemachinewas invalidatedandonlythelocallycachedcopywas updated.Fortheremainderofthetime,
usuallyonlyone remotemachinencodstobeinvalidated.Fortheattributecache,a remotemachineneededtobe
invalidatedabout21% ofthetime.
These consistency overhead measurements are similar to those found on Locus by Sheltz_r eta]. [SLP86].
Sheltzer found that with a 60-dlrectory cache, only 0.051% of the references _quired cache invalidation. This
invalidation rate is about a fifth of the rate we measured on our system. The probable cause is that since we have
40 machines, compared to 15 in [SLP86], we have a higher chance of requiring invalidation. Sheltzer also found
7% of invalidations resulted in more than a single invalidation, compared to our ram of 11% of whole-directory
name cache modifications affecting more than the locaIIy cached copy.
3.8. Other results
Another concern we had with whole-directory name caching was that heavily shared and modified directories
would result in a high invalidation rate. In particular, Sprite has a single /trap directory shared among all
machines, so we expected there would be a high rate of contention and invalidation for this directory. Table 6
shows that this is true; the whole-directory name cache has a 9.7% consistency miss rate. However, the table also
shows that the fraction of accesses to /trap was very low, so the contention in /trap had minimal influence on
overall name cache performance. Table 6 also shows that since there was essentially no sharing of files in /trap,
the entry-based name cache and attribute cache didn't have any consistency problems. However, these caches had
a high compulsory miss rate.
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Figure 9: Idle time of cached entries when accessed. This cumulative graph shows (on a logarithm-
ic scale) the time between accesses to cached attributes, averaged over all references that hit the cache.
For instance, the circled point shows that 78% of hits in the attribute cache were to entries previously
referenced less than 10 seconds ago. There are jumps at 15, 30, and 60 seconds due to programs that
access files periodically. Whole-directory name cache entries had the shortest inter-reference times,
followed by attributes. Entry-based name cache entries had the longest inter-reference times. The
graph shows that the majority of all references to an entry were within a second of the previous refer-
ence. This graph shows the average across all eight waces. Individual traces varied about 10% from
the average at the left and about 2% from the average at the fight.
The entry-based name cache had very poor performance on accesses to /trap; we believe that the typical
use of /trap accounts for this. A standard sequence of operations for using a temporary file is to generate a new
filename in /trap, stat the filename to ensure that it is unused, open the file, use the file, and remove the file. The
slat and open will result in misses if the file does not exist The remove will result in a hit if the filename is still in
the cache after being opened. However, if there are many operations before the remove, the entry may have left the
cache, resulting in a miss. The result of this sequence of events is two misses and a hit, or three misses if the
remove reference results in a miss.
Since some name cache designs, such as NFS, use a timeout scheme to maintain consistency, an important
question is how long should entries be kept in the cache. Figure 9 shows the inter-reference time for the whole-
directory name cache, enu'y-based name cache, and attribute-based name cache. This graph shows the time since
the last reference, for references to items in the cache. For all three cache types, the majority of references to
cached entries happened no more than a second after the previous reference. This corresponds well with the
single-machine results in [F1E89], which found that half of the inter-reference times were under 1/4 second. Cache
entries no older than a minute accounted for over 90% of the cache hits. Note the effect of programs that run at
regular intervals, such as cron and xblff: there are jumps in the reference curves at 15, 30, and 60 seconds.
Figure 9 also shows that timing out cache enuies can result in a significant loss of cache performance. For instance,
consider a whole-directory cache with a 95% hit rate. Figure 9 shows that 9% of the cache entries used are older
than 30 seconds. Thus, invalidating entries after 30 seconds would reduce the hit rate to 86%, which almost triples
the miss rate.
One final question is the effect name and auribute caching will have on the network and file server load. We
did kernel name lookup timing measurements, which show that about 20% of the time the file server spent in the
kernel was spent handling name iookups. (This corresponds well with the single-machine measurements in
[LKM84], which found the kernel spends 19% of its time performing name look-ups.) We estimate that another
20% of the time was spent handling file opens. Given a relatively small name and attribute cache on each client, we
couldeliminaLe90% ofname lookupsand fileopens.Combiningthesefigures,we estimatethattotalfileserver
kernelloadcouldbe reducedby 36%. Cachingwouldalsoreducenetworktraffic.A previoustudyofSpritenet-
work Waffle[KILL90]foundthataboutI/3ofSpriteremoteprocedurecall(RP_ packetswerefor open, seat,
and fstat operations.Ifwe assumea90% reductioninthesepacketsduetoname and attributecaching,we con-
eludethatcachingcouldreducethenumberofRPC networkpacketsby 30%. (However,sincemostofthebyms
transferredacrossthenetworkresultfromreadsand writes,thedecreaseinRPC networkbytesfromname and
attributecachingisnotassignificant.)Basedon theseroughcalculations,we expectname cachingwouldre.suitin
asignificantdecreaseinserverloadand networktraffic.EarliermeasurementsofSprite'sperformancein[Ne188],
estimatedthatserverutilizationand networkutilizationnSpritecouldberedw._ by afactorof2 withlocalname
caching.However,sincethatestimatewas an upperboundbasedonIx='formancem asurementson a setofbench-
marks, we believe the figures here to be more realistic.
4. Conclusions
We have presented the results of simulating name and attribute caches on clients in a distributed operating
system. This simulation used trace data we collected on a network of about 40 workstations running the Sprite
operating system.
The simulations showed several significant results. High hit rates can be obtained even with small client
caches. Very little memory is required on each client for these caches; a cache of 20 di_ctories will likely require
only 20 to 40 kilobytes per machine. We found that caching just 10 direct_es resulted in a name hit rate of 91%.
The entry-basedcachewas lesssuccessfulthanthewhole-directorycache,mainlybecausetheentry-basedcache
requLrcsmore missesthanthewhole-directorycacheinordertofillit,andalsobecausetheentry-basedcachecan-
not handle nonexistent filenames. Attribute caching obtained a hit rate of 88% by caching 20 attributes on each
clienL
Thereareminimalproblemswithmaintainingcacheconsistency.The invalidationrateforremotelycached
dataisverylow,indicatingverylittlen tworktrafficsrequiredtomaintaincacheconsistency.The consistency
missrate,duc tomodificationsonshareddirectories,i correspondinglylow.
Processmigrationdoesnothaveasignificantimpacton cachebehavior.We foundthattherewas hardJyany
differenceinperformancebetweenmigratedand non-migratedprocesses.Sharingduc tomigratedprocessesis
responsiblefora largefractionfconsistencyinvalidations.
Basedon ourcachingdataand measurementsofserverload,we estimatethatclientname andattributecach-
ingcouldreduceserverloadby 36% and couldreducethenumberofremoteIm)cedurecallnetworkpacketsby
30%.
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