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GROUND STATES OF A SYSTEM OF NONLINEAR SCHRÖDINGER
EQUATIONS WITH PERIODIC POTENTIALS
JAROSŁAW MEDERSKI
Abstract. We are concerned with a system of coupled Schrödinger equations
−∆ui + Vi(x)ui = ∂uiF (x, u) on R
N , i = 1, 2, ..., K,
where F and Vi are periodic in x and 0 /∈ σ(−∆+ Vi) for i = 1, 2, ..., K, where σ(−∆+ Vi) stands
for the spectrum of the Schrödinger operator −∆ + Vi. We impose general assumptions on the
nonlinearity F with the subcritical growth and we find a ground state solution being a minimizer
of the energy functional associated with the system on a Nehari-Pankov manifold. Our approach
is based on a new linking-type result involving the Nehari-Pankov manifold.
MSC 2010: Primary: 35Q60; Secondary: 35J20, 35Q55, 58E05, 35J47
Keywords: photonic crystals, gap soliton, ground state, variational methods, strongly indefinite
functional, Nehari-Pankov manifold, Bose-Einstein condensates, Schrödinger system.
Introduction
We consider the following system of nonlinear Schrödinger equations of gradient type
(1.1)

−∆u1 + V1(x)u1 = f1(x, u) in RN ,
−∆u2 + V2(x)u2 = f2(x, u) in RN ,
...
−∆uK + VK(x)uK = fK(x, u) in RN ,
with u = (u1, u2, ..., uK) : R
N → RK , which arises in different areas of mathematical physics. In
particular, if Vi and fi are periodic in x, then there is a wide range of applications in photonic
crystals admitting a spatially periodic structure [1,13,23]. Then system (1.1) describes the propa-
gation of gap solitons which are special nontrivial solitary wave solutions Φj(x, t) = uj(x)e
−iωj t of
a system of time-dependent Schrödinger equations of the form
(1.2) i
∂Φj
∂t
= −∆Φj + (Vj(x) + ωj)Φj − gj(x,Φ) for j = 1, 2, ...,K,
where gj are responsible for nonlinear polarization in a photonic crystal [1, 29].
Another field of applications is condensed matter physics, where (1.1) comes from the system of
coupled Gross-Pitaevski equations (1.2) with nonlinearities of the form
gj(x,Φ) =
( K∑
k=1
βj,k|Φk|2
)
Φj for j = 1, 2, ...,K
and Vj are the external electric potentials which can be periodic [21,23]. Here Φj(x, t) = uj(x)e
−iωjt
stand for Bose-Einstein condensates in K different hyperfine spin states.
A general class of autonomous systems of Schrödinger equations has been studied by Brezis and
Lieb in [8] and using a constrained minimization method they have shown the existence of a least
energy solution, i.e. a nontrivial solution with the minimal energy. Their method using rescaling
arguments does not apply in our case since (1.1) is non-autonomous and Vi, fi are periodic in
x. There is also an extensive literature devoted to particular power-like nonlinearities in (1.1),
1
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where potentials Vi are positive and constant, asymptotically constant or sufficiently regular (see
e.g. [3, 4, 9, 12, 17, 18, 20, 22, 25, 28, 32, 33] and references therein).
Our aim is to study ground state solutions to (1.1) with a general class of nonlinearities. The
energy functional J associated with (1.1) stated below is strongly indefinite and has no longer
mountain pass geometry. We provide a collection of assumptions inspired by recent works of
Szulkin and Weth [31] and Liu [19] in case of one equation, i.e. K = 1 (see also Coti Zelati and
Rabinowitz [10], Alama and Li [2]).
Throughout the paper except the last Section 4, we assume:
(V) For i = 1, 2, ...,K, Vi ∈ L∞(RN ) is ZN -periodic, i.e. Vi(x+ z) = Vi(x) for x ∈ RN , z ∈ ZN ,
and 0 /∈ ⋃Ki=1 σ(−∆+ Vi), where σ(−∆+ Vi) denotes the spectrum of −∆+ Vi.
(F1) fi : R
N ×RK → R is measurable, ZN -periodic in x ∈ RN and continuous in u ∈ RK for a.e.
x ∈ RN . Moreover f = (f1, f2, ..., fK) = ∂uF , where F : RN × RK → R is differentiable
with respect to the second variable u ∈ RK and F (x, 0) = 0 for a.e. x ∈ RN .
(F2) There are a > 0 and 2 < p < 2∗ = 2N(N−2)+ such that
|f(x, u)| ≤ a(1 + |u|p−1) for all u ∈ RK and a.e. x ∈ RN .
(F3) f(x, u) = o(u) uniformly with respect to x as |u| → 0.
The energy functional J : H1(RN )K → R given by
J (u) = 1
2
K∑
i=1
∫
RN
|∇ui|2 + Vi(x)|ui|2 dx−
∫
RN
F (x, u) dx
is of C1-class and its critical points correspond to solutions of (1.1). In view of (V) spectral theory
asserts that σ(−∆+ Vi) is purely continuous, bounded from below and consists of closed disjoint
intervals [26]. Moreover there is an orthogonal decomposition of X := H1(RN )K = X+ ⊕ X˜ , such
that the second variation J ′′(0)[u, u] is positive definite on X+ and negative definite on X˜ (see
Section 3 for details). If 0 lies in a finite spectral gap, i.e. 0 /∈ σ(−∆ + Vi) and a part of the
spectrum σ(−∆+Vi) lies below 0 for some i = 1, 2, ...,K, then X+ and X˜ are infinite dimensional
and the problem is strongly indefinite.
Our goal is to find a ground state of J , i.e. a critical point being a minimizer of J on the
Nehari-Pankov manifold defined as follows
N = {u ∈ X \ X˜| J ′(u)(u) = 0 and J ′(u)(v) = 0 for any v ∈ X˜}.
Since N contains all nontrivial critical points, then a ground state is a least energy solution. In
order to deal with the geometry of J and to set up N we need the following conditions:
(F4) f(x, u)u ≥ 2F (x, u) ≥ 0 for all u ∈ RK and a.e. x ∈ RN .
(F5) F (x, u)/|u|2 →∞ uniformly in x as |u| → ∞.
(F6) If f(x, u)v = f(x, v)u > 0, then F (x, u) − F (x, v) ≤ (f(x, u)u)
2 − (f(x, u)v)2
2f(x, u)u
.
Observe that if F (x, u) = Γ(x)W (|Mu|2), where Γ ∈ L∞(R3) is Z3-periodic, positive and
bounded away from 0, W ∈ C1(R,R), W (0) = W ′(0) = 0, W ′(t) is nondecreasing on (0,+∞)
and M ∈ GL(K) is an invertible K × K matrix, then assumptions (F1), (F4) and (F6) are sat-
isfied. Indeed, (F1), (F2) are clear, and the assumption f(x, u)v = f(x, v)u 6= 0 implies that
F (x, u) = F (x, v). The remaining assumptions (F2), (F3) and (F5) can be verified by suitable
growth conditions imposed onW . For instance, in Kerr photonic crystals one has W (t) = t2. More
examples will be provided in Remark 3.3.
We state our main result.
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Theorem 1.1. Suppose that (V), (F1)-(F6) are satisfied. Then (1.1) has a ground state, i.e. there
is a nontrivial critical point u of J such that J (u) = infN J . Moreover (V), (F1)-(F3) imply that
any solution u of (1.1) is continuous and there exist α,C > 0 such that
|u(x)| ≤ C exp(−α|x|) for any x ∈ RN .
Observe that condition (F6) can be regarded as a vector version of the following weak mono-
tonicity condition for K = 1
(1.3) u 7→ f(x, u)/|u| is nondecreasing on (−∞, 0) and on (0,∞),
namely (1.3) implies (F6) in dimension K = 1. In order to apply a Nehari-Pankov manifold
technique, Szulkin and Weth [31] required the strong monotonicity condition:
(1.4) u 7→ f(x, u)/|u| is strictly increasing on (−∞, 0) and on (0,∞),
and they obtained the existence of a ground state of the Schrödinger equation, i.e. (1.1) with
K = 1, under slightly more restrictive assumptions than (V) and (F1), and assuming additionally
(F2), (F3), (F5) and (1.4). Observe that if K = 1 then (F4) follows from (F3) and (1.3), so that
assumptions (F1)-(F6) are more general than those in [31]. Hence Theorem 1.1, in case K = 1,
contains [31][Theorem 1.1] as well as [19][Theorem 1.1].
If we replace (1.4) by the weak monotonicity condition (1.3), then the methods of [31] fail.
Moreover the recently generalized Nehari-Pankov manifold technique due to Bartsch and the author
[6][Section 4] is still insufficient to treat our system. Indeed, if K = 1, then the weak monotonicity
condition (1.3) does not imply that J has the unique global maximum in R+u ⊕ X˜ for any u ∈
X+ \ {0}, hence N may not be homeomorphic with a sphere in X+. Therefore we are not able to
minimize J on a sphere to get critical points. Moreover we do not assume that fi are differentiable,
thus N need not to be of class C1 and the standard minimizing methods on N do not apply.
Hence, N is just a subset of X, however we will use the term manifold. Our approach is based
on a deformation argument and we obtain a new linking-type result involving the Nehari-Pankov
manifold in Theorem 2.1.
In the paper we provide also two different minimax characterizations of the ground state level,
i.e.
(1.5) inf
N
J = inf
u∈X+\{0}
sup
t≥0, u˜∈X˜
J (tu+ + u˜) = inf
u∈X\X˜
inf
h∈Γ(u)
sup
u′∈M(u)
J (h(u′, 1)),
where Γ(u) consists of admissible homotopies on M(u)× [0, 1] defined in Section 2. Note that (1.5)
is important from the numerical point of view and gives rise to compute the ground state level and
ground state solutions (see Li and Zhou [16]).
The paper is organized as follows. In the next section we present a critical point theory for a class
of functionals like J and we provide a linking-type result involving the Nehari-Pankov manifold.
In Section 3 we formulate our problem in the variational setting and prove Theorem 1.1. Finally
we study the continuity and the exponential decay of solutions to (1.1) in a general setting and,
due to possible applications to a wider range of systems, we place it in a self-contained Section 4.
2. Critical point theory - ground states via linking
Let X = X+ ⊕ X˜ be a Hilbert space with X+ orthogonal to X˜, and X˜ is separable. For u ∈ X
we denote by u+ ∈ X+ and u˜ ∈ X˜ the corresponding summands so that u = u+ + u˜. In addition
to the norm topology ‖ · ‖ we need the topology T on X which is induced by the norm
‖u‖T := max
{
‖u+‖,
∞∑
k=1
1
2k+1
|〈u˜, ek〉|
}
,
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where (ek) stands for a total orthonormal sequence in X˜. Recall that [5, 14, 15, 34, 35]
‖u˜‖ ≤ ‖u‖T ≤ ‖u‖ for u ∈ X
and on bounded subsets of X the topology T coincides with the product of the norm topology in
X+ and the weak topology in X˜ . The convergence of a sequence in T topology will be denoted by
un
T−→ u.
We consider a functional J ∈ C1(X,R) such that the following conditions hold:
(A1) J is T -upper semicontinuous, i.e. Jt := J−1([t,∞)) is T -closed for any t ∈ R.
(A2) J ′ is T -to-weak∗ continuous in J0, i.e. J ′(un) ⇀ J ′(u0) if un T−→ u0 and (un)n≥0 ⊂ J0.
Let P ⊂ X \X˜ and P 6= ∅. The linking geometry of J is described by the following assumptions.
(A3) There exists r > 0 such that d := inf
u∈X+,‖u‖=r
J (u) > 0.
(A4) For every u ∈ P there exists R(u) > r such that
sup
∂M(u)
J ≤ J (0) = 0,
where M(u) := {tu+ v ∈ X| t ≥ 0, v ∈ X˜ and ‖tu+ v‖ ≤ R(u)}.
In the usual linking geometry one assumes (A3) and (A4) when P is a singleton [5,7,14,15,35].
In our case P joins the linking geometry with the following set
(2.1) N := {u ∈ P| J ′(u)(u) = 0 and J ′(u)(v) = 0 for any v ∈ X˜}.
If P = X \ X˜ , then N has been introduced by Pankov in [23] (see also [6, 31]). The following
condition is considered as well.
(A5) If u ∈ N then J (u) ≥ J (tu+ v) for t ≥ 0 and v ∈ X˜.
For any A ⊂ X, I ⊂ [0,+∞) such that 0 ∈ I, and h : A × I → X we collect the following
assumptions.
(h1) h is T -continuous (with respect to norm ‖ · ‖T );
(h2) h(u, 0) = u for all u ∈ A;
(h3) J (u) ≥ J (h(u, t)) for all (u, t) ∈ A× I;
(h4) each (u, t) ∈ A× I has an open neighborhood W in the product topology of (X,T ) and I
such that the set {v − h(v, s) : (v, s) ∈ W ∩ (A × I)} is contained in a finite-dimensional
subspace of X.
Theorem 2.1. Suppose that J ∈ C1(X,R) satisfies (A1)-(A4). Then there exists a Cerami se-
quence (un) at level c, i.e. J (un)→ c and (1 + ‖un‖)J ′(un)→ 0, where
c := inf
u∈P
inf
h∈Γ(u)
sup
u′∈M(u)
J (h(u′, 1)) ≥ d > 0,
Γ(u) := {h ∈ C(M(u) × [0, 1])| h satisfies (h1)− (h4)}.
Suppose that in addition (A5) holds. Then c ≤ infN J , and if c ≥ J (u) for some critical point
u ∈ P, then
c = inf
N
J = J (u).
Proof. Proof follows from the following Steps 1-4. In Steps 1-3 we employ similar arguments
to those given in [5, 14, 15, 34, 35]. Therefore we omit some details and provide the appropriate
references. For any s < t we denote J ts := J−1([s, t]) and J t := J −1((−∞, t]).
Step 1. We show that c ≥ d.
Ground states of a system of NLS equations 5
Take any u ∈ P and h ∈ Γ(u). Observe that the map H : M(u) × [0, 1] → Ru+ ⊕ X˜ given by the
formula
H(v, t) := (‖h(v, t)+‖ − r) u
+
‖u+‖ + h˜(v, t)
is admissible, i.e. (h1) and (h4) hold. Moreover H(v, t) = 0 if and only if h(v, t) ∈ X+ and
‖h(v, t)‖ = r. Since 0 /∈ H(∂M(u) × [0, 1]) then by the homotopy invariance and the existence
property of the degree provided in [14] we get
deg(H(·, 1),M(u)) = deg(H(·, 0),M(u)) = 1 6= 0.
Therefore H(v, 1) = 0 for some v ∈M(u), thus h(v, t) ∈ X+ and ‖h(v, t)‖ = r. Observe that
sup
u′∈M(u)
J (h(u′, 1)) ≥ J (h(v, 1)) ≥ d.
Hence c ≥ d.
Step 2. Suppose that there is no Cerami sequence at level c, i.e. there exists ε > 0 such that
(1 + ‖u‖)‖J ′(u)‖ ≥ ε for any u ∈ J c+εc−ε . Then there is a continuous and T -continuous η :
J c+ε × [0,∞) → X such that η|J c+ε×[0,2ε] satisfies (h1)-(h4) and
(2.2) η(J c+ε × {2ε}) ⊂ J c−ε.
Indeed, as in proof in [15][Theorem 2.1] and [34][Lemma 6.7] there is a T -locally-Lipschitz and
locally Lipschitz vector field V : N → X such that N is a T -open neighborhood of J c+ε and any
u ∈ N has T -open neighborhood Nu such that V (Nu) is contained in a finite-dimensional subspace
of X. Moreover for some constant C > 0
‖V (u)‖ ≤ C(1 + ‖u‖) for u ∈ N,
〈J ′(u), V (u)〉 ≥ 0 for u ∈ J c+ε,(2.3)
〈J ′(u), V (u)〉 > 1 for u ∈ J c+εc−ε .(2.4)
Hence there is a unique solution η : J c+ε × [0,∞) → X of the initial value problem
∂tη(u, t) = −V (η(u, t)), η(u, 0) = u ∈ J c+ε.
Observe that (2.3) implies (h3) and (2.4) implies that η(J c+ε×{2ε}) ⊂ J c−ε. Moreover η|J c+ε×[0,2ε]
satisfies (h1) and (h4) as in [14, 15, 35].
Step 3. Take any u ∈ P and h ∈ Γ(u) such that supu′∈M(u) J (h(u′, 1)) < c + ε. Observe that
g : M(u)× [0, 1] → X given by
g(u′, t) :=
{
h(u′, 2t) t ∈ [0, 1/2],
η(h(u′, 1), 2ε(2t − 1)) t ∈ [1/2, 1]
satisfies (h1)-(h4) and g ∈ Γ(u). In view of (2.2) we get
sup
u′∈M(u)
J (g(u′, 1)) ≤ c− ε
which contradicts the definition of c.
Step 4. Suppose that (A5) holds. If N = ∅, then infN J = ∞. Let N 6= ∅, take any u ∈ N and
observe that h : M(u)× [0, 1] → X such that h(u′, t) = u′ for u′ ∈M(u), satisfies (h1)-(h4). From
(A5) we get
c ≤ J (h(u′, t)) = J (u′) ≤ J (u).
Therefore c ≤ infN J . Moreover, if c ≥ J (u) and u ∈ P is a critical point, then u ∈ N and
c = infN J = J (u). 
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Observe that if X˜ = {0}, then (A1) and (A2) are trivially satisfied for J of class C1. Moreover
(A3) and (A4) coincide with the classical assumptions of the mountain pass geometry provided
that P is a singleton [30, 34]. If P contains the classical Nehari manifold
N := {u ∈ X \ {0}| J ′(u)(u) = 0},
then Theorem 2.1 becomes a variant of the Mountain Pass Theorem and the mountain pass level c
coincides with the ground state level provided that c is a critical value (cf. [34][Theorem 4.2]). As
opposed to the usual Nehari (or Nehari-Pankov) manifold approaches (e.g. [6,23,31,34]), in (A5) we
do not require that N consists of the unique maximum points of J on R+u⊕ X˜ for u ∈ X+ \ {0}.
Therefore we are able to consider a wider range of nonlinearities.
3. Variational setting
Since 0 /∈ σ(−∆+ Vi), then the spectral theory asserts that we may find continuous projections
P+i and P
−
i of H
1(RN ) onto X+i and X
−
i respectively such that H
1(RN ) = X+i ⊕ X−i for i =
1, 2...,K, see [26]. Moreover we introduce new inner products in H1(RN ) by the following formulas
〈u, v〉i :=
∫
RN
〈∇P+i (u),∇P+i (v)〉 + Vi(x)〈P+i (u), P+i (v)〉 dx
−
∫
RN
〈∇P−i (u),∇P−i (v)〉 + Vi(x)〈P−i (u), P−i (v)〉 dx
and norms given by
‖u‖i := (〈u, u〉i)1/2
for i = 1, 2, ...,K. Let
X+ := X+1 ×X+2 × ...×X+K
X˜ := X−1 ×X−2 × ...×X−K
and observe that any u ∈ X := H1(RN )K admits a unique decomposition u = u++ u˜, where u+ =
(P+1 (u1), P
+
2 (u2), ..., P
+
K (uK)) ∈ X+ and u˜ = (P−i (ui), P−2 (u2), ..., P−K (uK)) ∈ X˜. We introduce a
new norm in X given by
‖u‖2 =
K∑
i=1
(‖P+i (ui)‖2i + ‖P−i (ui)‖2i ) =
K∑
i=1
‖ui‖2i .
Then
J (u) = 1
2
K∑
i=1
∫
RN
|∇ui|2 + Vi(x)|ui|2 dx−
∫
RN
F (x, u) dx
=
1
2
K∑
i=1
(‖P+i (ui)‖2i − ‖P−i (ui)‖2i )−
∫
RN
F (x, u) dx =
1
2
K∑
i=1
‖P+i (ui)‖2i − I(u)
=
1
2
‖u+‖2 − I(u),
where
I(u) :=
1
2
K∑
i=1
‖P−i (ui)‖2i +
∫
RN
F (x, u) dx
=
1
2
‖u˜‖2 +
∫
RN
F (x, u) dx.
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Observe that for every ε > 0 there is Cε > 0 such that
(3.1) |F (x, u)| ≤ ε|u|2 + Cε|u|p for u ∈ RK ,
and J , I ∈ C1(X,R). Let
(3.2) P = {u ∈ X \ X˜| I ′(u)(u) > 0}
and note that
N = {u ∈ X \ X˜| J ′(u)(u) = 0 and J ′(u)(v) = 0 for any v ∈ X˜} ⊂ P.
Suppose that (F5) additionally holds. Then similarly as in [14,15,34,35] we check that conditions
(A1)-(A3) are satisfied. Moreover J has the linking geometry.
Lemma 3.1. Condition (A4) is satisfied provided that (F5) holds.
Proof. Suppose that u ∈ P and there are tn > 0 and vn ∈ X˜ such that J (tnu + vn) > 0 and
‖tnu + vn‖ → ∞ as n → ∞. Let wn = tnu+vn‖tnu+vn‖ and we may assume that wn ⇀ w in X and
wn(x)→ w(x) a.e. in RN for some w ∈ X. Since
0 < J (tnu+ vn) ≤ 1
2
‖tnu+‖2 − 1
2
‖tnu˜+ v‖2
then
1
2
<
t2n
‖tnu+ vn‖2 ‖u
+‖2 = ‖w+n ‖2 ≤ ‖wn‖2 = 1
and we may assume that w+ 6= 0. Hence w 6= 0 and |tnu(x) + vn(x)| = |wn(x)|‖tnu+ vn‖ → ∞ as
n→∞ and w(x) 6= 0. Then by Fatou’s lemma
0 <
J (tnu+ vn)
‖tnu+ vn‖2 ≤
1
2
−
∫
RN
F (x, tnu+ vn)
|tnu+ vn|2 |wn|
2 dx→ −∞ as t→∞
and we obtain a contradiction. 
Lemma 3.2. If (F4)-(F6) hold, u ∈ X, v ∈ X˜ and t ≥ 0 then
(3.3) J (u) ≥ J (tu+ v)− J ′(u)
(
t2 − 1
2
u+ tv
)
.
In particular, condition (A5) holds.
Proof. Let u ∈ X, v ∈ X˜ and t ≥ 0. Observe that
J (tu+ v)− J (u)− J ′(u)
(
t2 − 1
2
u+ tv
)
= I ′(u)
(
t2 − 1
2
u+ tv
)
+ I(u)− I(tu+ v)
= −1
2
‖v‖2 +
∫
RN
ϕ(t, x) dx
where
ϕ(t, x) := f(x, u)
( t2 − 1
2
u+ tv
)
+ F (x, u) − F (x, tu+ v).
We show that ϕ(t, x) ≤ 0 for t ≥ 0 and x ∈ RN . Suppose that u(x) 6= 0. Then by (F4) we have
ϕ(0, x) ≤ 0 and by (F5) we get ϕ(t, x) → −∞ as t→∞. Let t0 ≥ 0 be such that
ϕ(t0, x) = max
t≥0
ϕ(t, x).
We may assume that t0 > 0 and thus ∂tϕ(t0, x) = 0. Therefore
f(x, u)(t0u+ v) = f(x, t0u+ v)u
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and if f(x, u)(t0u+ v) = f(x, t0u+ v)u ≤ 0 then by (F4)
ϕ(t0, x) ≤ −t
2
0 − 1
2
f(x, u)u+ F (x, u)− F (x, t0u+ v) ≤ 0.
Otherwise (F6) implies that
ϕ(t0, x) ≤ f(x, u)
(t20 − 1
2
u+ t0v
)
+
(f(x, u)u)2 − (f(x, u)(t0u+ v))2
2f(x, u)u
= −(f(x, u)v)
2
2f(x, u)u
≤ 0.

Remark 3.3. (a) The inspection of proof of Lemma 3.2 shows that conditions (F4)-(F6) imply
that
(3.4) f(x, u)
(t2 − 1
2
u+ tv
)
+ F (x, u)− F (x, tu+ v) ≤ 0 for any u, v ∈ R, t ≥ 0 and a.e x ∈ RN .
On the other hand, (3.4) implies (F4) and (F6). Indeed, take v = 0, t = 0, and next take u = 0
in (3.4). Then we easily get (F4). Suppose that f(x, u) 6= 0. In order to see (F6), note that by
replacing v with −tu+ v in (3.4) and taking t = f(x,u)vf(x,u)u > 0 we get
f(x, u)
(
− t
2 + 1
2
u+ tv
)
+ F (x, u)− F (x, v) = (f(x, u)v)
2 − (f(x, u)u)2
2f(x, u)u
+ F (x, u)− F (x, v)
≤ 0.
In particular, if f(x, u)v = f(x, v)u > 0, then f(x, u) 6= 0 and by (F4), f(x, u)u > 0. Thus (F6)
is satisfied. Therefore the collection of assumptions (F1)-(F6) is equivalent with the following one:
(F1)-(F3), (F5) and (3.4).
(b) Observe that if F,G : RN × R satisfies (F1)-(F6) with f = ∂uF , g = ∂uG, then αF + βG
satisfies (F1)-(F6) for any α, β > 0. Indeed, let F and G satisfy (F1)-(F6). It is not clear whether
(F6) can be checked directly for αF +βG. However, in view of (a), (3.4) holds for F and G, hence
for αF + βG as well. Therefore αF + βG satisfies (F1)-(F6) for any α, β > 0. In particular, it is
easy to see that
(3.5) F (x, u) =
m∑
i=1
1
pi
|Γi(x)u|pi
satisfies (F1)-(F6), provided that 2 < p1 ≤ p2 ≤ · · · ≤ pm < 2∗, Γi(x) ∈ GL(K) for a.e. x ∈ RN ,
and Γi,Γ
−1
i ∈ L∞(RN ,RK×K).
(c) Observe that, taking t = 1 in (3.4) we see that F (x, ·) must be convex for a.e. x ∈ RN .
Lemma 3.4. If (F4)-(F6) hold, (un) is a Cerami sequence at level c > 0, then (un) is bounded.
Proof. Suppose that (un) is a Cerami sequence at level c > 0 such that ‖un‖ → ∞ as n→∞. Let
vn :=
un
‖un‖
. We may assume that vn ⇀ v in X and vn(x) → v(x) a.e. in RN . Moreover there is a
sequence (yn)n∈N ⊂ RN such that
(3.6) lim inf
n→∞
∫
B(yn,1)
|v+n |2 dx > 0.
Otherwise, in view of Lions lemma (see [34][Lemma 1.21]) we get that v+n → 0 in Lt(RN )K for
2 < t < 2∗. By (3.1) we obtain
∫
RN
F (x, sv+n ) dx→ 0 for any s > 0. Let us fix s > 0. Observe that
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J ′(un)(un)→ 0 and J ′(un)(u−n )→ 0 as n→∞. Then by (3.3) we get
(3.7) c = lim sup
n→∞
J (un) ≥ lim sup
n→∞
J (sv+n ) =
s2
2
lim sup
n→∞
‖v+n ‖2.
Note that
1
2
(‖u+n ‖2 − ‖u˜n‖2) ≥ J (un) ≥
c
2
> 0
for sufficiently large n. Hence
2‖u+n ‖2 ≥ ‖u+n ‖2 + ‖u˜n‖2 + c ≥ ‖un‖2
and, passing to a subsequence if necessary, C2 := infn∈N ‖v+n ‖2 > 0. Then by (3.7)
c ≥ s
2
2
C2
for any s ≥ 0 and the obtained contradiction shows that (3.6) holds. We may assume that (yn) ⊂
Z
N and
lim inf
n→∞
∫
B(yn,r)
|v+n |2 dx > 0
for some r > 1. Since J and N are invariant under translations of the form u 7→ u(· − k), k ∈ ZN ,
then we may assume that v+n → v+ in L2loc(RN )K and v+ 6= 0. Note that if v(x) 6= 0 then
|un(x)| = |vn(x)|‖un‖ → ∞ and by (F5)
F (x, un(x))
‖un‖2 =
F (x, un(x))
|un(x)|2 |vn(x)|
2 →∞
as n→∞. Therefore by Fatou’s lemma
J (un)
‖un‖2 =
1
2
(‖v+n ‖2 − ‖v˜n‖2)−
∫
RN
F (x, un(x))
‖un‖2 dx
→ −∞.
Thus we get a contradiction. 
Proof of Theorem 1.1. Observe that (F4) implies that P = X \ X˜. In view of Theorem 2.1 there
is a Cerami sequence (un) at level c > 0 and by Lemma 3.4, (un) is bounded. Then passing to a
subsequence we may assume that un ⇀ u in X and there is a sequence (yn) ⊂ RN such that
(3.8) lim inf
n→∞
∫
B(yn,1)
|u+n |2 dx > 0.
Otherwise, in view of Lions lemma, u+n → 0 in Lt(RN )K for 2 < t < 2∗. By (3.1) we obtain
‖u+n ‖2 = J ′(un)(u+n ) +
∫
RN
f(x, un)u
+
n dx→ 0
as n→∞. Hence
0 < c = lim
n→∞
J (un) ≤ lim
n→∞
1
2
‖u+n ‖2 = 0
and we get a contradiction. Therefore (3.8) holds and we may assume that there is a sequence
(yn) ⊂ ZN such that
(3.9) lim inf
n→∞
∫
B(yn,r)
|u+n |2 dx > 0
for some r > 1. Since ‖un(· + yn)‖ = ‖un‖, then there is u ∈ X such that, up to a subsequence,
un(· + yn) ⇀ u in X, un(x + yn) → u(x) a.e. on RN and u+n (· + yn) → u+ in L2loc(RN )K . By
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(3.9) we get u+ 6= 0 and then u 6= 0. Since J and N are invariant under translations of the form
u 7→ u(·+ y), y ∈ ZN , then J ′(u) = 0. Observe that by (F4)
1
2
f(x, un(x+ yn))un(x+ yn)− F (x, un(x+ yn)) ≥ 0.
Therefore, in view of Fatou’s lemma
c = lim
n→∞
J (un(·+ yn)) = lim
n→∞
(
J (un(·+ yn))− 1
2
J ′(un(·+ yn))un(·+ yn)
)
≥ J (u).
Since u ∈ P = X \ X˜, then by Theorem 2.1
c = inf
N
J = J (u).
In view of Theorem 4.2, u is continuous and decays exponentially. ✷
Proof of (1.5). Let u ∈ X+ \ {0}. Observe that the following map
R
+ × X˜ ∋ (t, u˜) 7→ −J (tu+ + u˜) ∈ R
is weakly lower semicontinuous and coercive. Thus there is t ≥ 0 and u˜ ∈ X˜ such that
J (tu+ + u˜) = sup
R+u⊕X˜
J .
Condition (A3) implies that t > 0 and thus tu+ + u˜ ∈ N . Moreover J (tu+ + u˜) ≥ infN J and
(3.10) inf
u∈X+\{0}
sup
R+u⊕X˜
J ≥ inf
N
J .
Since infN J is attained by a ground state, we get the equality in (3.10). ✷
4. Continuity and decay of solutions
We present the results of this section in a general setting. Consider the system of nonlinear
Schrödinger equations (1.1) under the following assumptions:
(V1) For any i = 1, 2, ...,K, Vi ∈ L∞loc(RN ), and there is V0 ∈ R such that
Vi(x) ≥ −V0 for any x ∈ RN and i = 1, 2, ...,K.
(A1) fi : R
N × RK → R is measurable, ZN -periodic in x ∈ RN and continuous in u ∈ RK for
a.e. x ∈ RN . Moreover there are a > 0 and 2 < p < 2∗ = 2N(N−2)+ such that
|fi(x, u)| ≤ a(1 + |u|p−2)|ui| for all u ∈ RK , x ∈ RN and i = 1, 2, ...,K.
Similarly as Pankov [24] in case K = 1, we say that u = (u1, u2, ..., uK) : R
N → RK is a weak
solution to system (1.1) if for any i = 1, 2, ...,K
ui ∈ Ei := {v ∈ H1(RN )| (Vi(x) + V0 + 1)v ∈ L2(RN )}
and ∫
RN
∇ui · ∇ϕ+ Vi(x)uiϕ− fi(x, u)ϕdx = 0 for any ϕ ∈ C∞0 (RN ).
Observe that conditions (V) and (F1)-(F3) imply (V1) and (A1), Ei = H
1(RN ) and weak
solutions coincide with the critical points of J .
Lemma 4.1. Suppose that (V1), (A1) hold and let u = (u1, u2, .., uK) : RN → RK be a weak
solution to (1.1). Then u is continuous and limx→∞ u(x) = 0.
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Proof. Let us assume that N ≥ 3. Arguing similarly as in the proof of [24][Lemma 1], for i =
1, 2, ...,K, ui ∈ Ei ⊂ L2∗(RN ), operator Hi = (−∆+Vi(x)+V0+1) is positive definite and satisfies
the assumptions of the Sobolev estimate theorem [27][Theorem B.2.1]. Since Vi(x)+V0+1 ∈ K locN ,
Vi(x) + V0 + 1 > 0 and 0 < inf σ(Hi), then due to [27][Theorem B.2.1], H
−1
i is bounded from
Ls(RN ) to Lq(RN ) provided that
1
s
− 1
q
<
2
N
and s ≤ q. Let u ∈ (Lr(RN ))K , where r ≥ 2∗,
A := {x ∈ RN | |u(x)| ≥ 1}.
Note that A has finite measure and
h0i (x) := χRN\A(x)((V0 + 1)ui(x) + fi(x, u(x))) ∈ L∞(RN )
h1i (x) := χA(x)((V0 + 1)ui(x) + fi(x, u(x))) ∈ Ls(RN ),
where s = rp−1 . Hence
ui = H
−1
i (h
0
i + h
1
i ) = H
−1
i (h
0
i ) +H
−1
i (h
1
i ) ∈ L∞(RN ) + Lq(RN )
for any i = 1, 2, ...,K. Observe that if 1s <
2
N , then we can take q =∞ and ui ∈ L∞(RN ), otherwise
q < r
1
(p − 1)− 2rN
and we can take any q = r 11−ε with 0 < ε < 2
∗ − p. Starting with r = 2∗ we continue the above
procedure and we obtain ui ∈ L∞(RN ) + Ls(RN ), where s = 2∗
(
1
1−ε
)l
for l ≥ 1. For sufficiently
large l, 1s <
2
N and we may take q = ∞. Thus ui ∈ L∞(RN ) for any i = 1, 2, ...,K. Now let us
define
(4.1) Wi(x) =
{
− fi(x,u(x))ui(x) , if ui(x) 6= 0,
0, if ui(x) = 0
for i = 1, 2, ...,K. Since ui ∈ L∞(RN ), then Wi ∈ L∞(RN ) and (−∆ + Vi +Wi)ui = 0. In view
of [27][Theorem C.1.1] we get the continuity of ui and by [27][Theorem C.3.1], ui(x)→ 0 as x→∞
for i = 1, 2, ...,K. If N = 1, then any function from H1(R) is continuous and decays at infinity. If
N = 2, then due to Sobolev embedding theorems we obtain that ui ∈ L∞(RN ), and similarly as
above we show that ui is continuous and decays at infinity. 
Now let us consider the following assumptions:
(V2) For any i = 1, 2, ...,K, the essential spectrum σess(−∆ + Vi) of the operator −∆ + Vi in
L2(RN ) does not contain the point 0.
(A2) For any i = 1, 2, ...,K
lim
|u|→0
ess sup
|fi(x, u)|
|ui| = 0.
If Vi ∈ L∞(RN ) is periodic, then by [26] we have
σess(−∆+ Vi) = σ(−∆+ Vi)
and (V) implies (V2) and (F3) implies (A2).
Theorem 4.2. Suppose that (V1), (V2), (A1), (A2) hold and u = (u1, u2, ..., uK) is a weak solution
to (1.1). Then u is continuous and there exist α > 0 and C > 0 such that
(4.2) |u(x)| ≤ C exp(−α|x|).
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Proof. Let us fix 1 ≤ i ≤ K. Consider Wi given by (4.1) and in view of Lemma 4.1 and (A2) we
get
lim
|x|→∞
ess sup Wi(x) = 0.
Since Wi ∈ L∞(RN ), then Wi is relatively compact with respect to −∆ (see section XIII.4 in [26]).
Thus Wi(−∆+1)−1 is a compact operator. Note that Vi is bounded from below and there is λ > 1
such that −λ /∈ σ(−∆+ Vi). Then (−∆+ Vi + λ)−1 is bounded and
(−∆+ Vi + λ)−1 = (−∆+ 1)−1 − (−∆+ 1)−1(Vi + λ− 1)(−∆+ Vi + λ)−1,
hence Wi(−∆+ Vi + λ)−1 is compact. Therefore Wi is relatively compact with respect to −∆+Vi
(see section XIII.4 in [26]) and
σess(−∆+ Vi) = σess(−∆+ Vi +Wi).
Since (−∆+ Vi +Wi)ui = 0, then 0 is an isolated eigenvalue of finite multiplicity of the operator
−∆+ Vi +Wi and in view of [27][Theorem C.3.4], the eigenfunction ui satisfies
|ui(x)| ≤ Ci exp(−α|x|)
for some α > 0 and Ci > 0. Thus (4.2) holds. 
Remark 4.3. In Theorem 4.2, if Σ = infi=1,2,...,K inf σess(−∆+Vi) > 0, then due to [27][Theorem
C.3.5] for any α <
√
2Σ there is C > 0 such that (4.2) holds.
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