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1. Introduction
This paper is concerned with the transitive algebra question and the invariant subspace problem relative to von Neumann
algebras [3,6]. Many theorems and open problems concerning the invariant subspace problem and the transitive algebra
question remain to be solved. The classical invariant subspace problem on a Hilbert space asks if every bounded operator
on a Hilbert space has a non-trivial invariant subspace. We denote by B(H) the algebra of all bounded linear operators on
a Hilbert space H. The invariant subspace problem can be restated as follows: for any operator T in B(H), is there a non-
trivial orthogonal projection P in B(H) which is invariant under T , that is, P T P = T P and P = 0, I? See the monograph
[10] for a general discussion of the invariant subspace problem, transitive algebra question and related topics. Throughout
this paper, “generate” will mean only “algebraically generate”, so that an algebra need not be a ∗-algebra.
The ﬁnite dimensional Hilbert space case immediately follows from the fact that every matrix in a ﬁnite dimensional
vector space is unitarily equivalent to an upper triangular matrix. The Jordan canonical form theorem for matrices can be
regarded as exhibiting matrices as direct sums of their restrictions to certain invariant subspaces. In a non-separable case,
the invariant subspace problem always has a positive answer since any non-zero vector spans a non-trivial closed invariant
subspace. However, the separable inﬁnite dimensional case is still open, although there are many partial positive answers
to it. Questions concerning the existence of invariant subspaces for certain operators provide many examples and theorems.
In particular, Lomonosov’s remarkable theorem on hyperinvariant subspaces has generated many results concerning invari-
ant subspaces of compact operators extending to the hyperinvariant case. Brown’s results on the existence of non-trivial
invariant subspaces for subnormal operators [2] and hyponormal operators with thick spectra have been much generalized
and have resulted in the development of many other results.
Concerning algebras whose invariant subspaces have invariant complementary subspaces, Kadison [8] raised the follow-
ing question which is well-known as the transitive algebra question: if a subalgebra (not necessarily ∗-subalgebra) B of B(H)
has no non-trivial common invariant subspace in H, is B strong-operator dense in B(H)? If H is ﬁnite dimensional, it follows
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ﬁnite dimensional case, the von Neumann’s double commutant theorem shows that every selfadjoint transitive algebra is
strong-operator dense in B(H). In fact, the invariant subspace problem asks if even a singly generated algebra acting on
a separable Hilbert space can be transitive. Let W (T ) be the strong-operator closed unital algebra generated by T and
let W ∗(T ) be the strong-operator closed unital algebra generated by T and T ∗ . Then W ∗(T ) is a von Neumann algebra
(a strong-operator closed selfadjoint subalgebra of B(H)). Concerning the single generation of all von Neumann algebras,
we can pose the following invariant subspace problem relative to a von Neumann algebra: Does every operator T in B(H)
have a non-trivial invariant projection in W ∗(T )? It is well known that von Neumann algebras are generated (linearly) by
their projections. If W ∗(T ) has a non-trivial center, then projections in the center commute with T and thus are invariant
under T . Therefore, we will limit our discussion to cases where the center of W ∗(T ) is trivial.
There have been many attempts to solve the invariant subspace problem relative to von Neumann algebras including
Arveson [1], Fang, Hadwin and Ravichandran [4], Haagerup and Schultz [6], Pearcy and Salinas [9], Radjavi and Rosen-
thal [10]. In particular, Haagerup and Schultz [6] recently showed that if M is a II1-factor and if for any operator T ∈ M,
its Brown’s spectral distribution measure is not concentrated in one point, then T has a non-trivial closed invariant sub-
space aﬃliated with M. That is, there is a projection P in M such that P = 0, I and P T P = T P . Recently, Fang, Hadwin
and Ravichandran [4] gave a positive answer to the transitive algebra question in cases where a transitive algebra containing
a ﬁnite W ∗-algebra is 2-fold transitive.
However, only partial solutions have been proposed on the transitive algebra question, so we will investigate whether,
for some operators T1, . . . , Tn in a II1-factor M, there is a non-trivial projection P ∈ M such that P Ti P = Ti P (1 i  n).
In this paper, we will focus on the transitive algebra question related to the invariant subspace problem relative to the free
group von Neumann algebra. This paper is organized in the following fashion. The second section contains main results of
this paper. In Section 2, we prove that the algebra generated by the set {λa1 + λa2 , λa3 + λa4 } and the commutant R(F∞)
of L(F∞) is strong-operator dense in B(H) where a1, a2, a3 and a4 are four of generators of F∞ . In the third section,
we explicitly construct the invariant subspace of some operator using a similar model as upper triangular matrix models
for circular free Poisson operators [3]. Furthermore, the relation between the transitive algebra question and the invariant
subspace problem relative to ﬁnite von Neumann algebras is discussed with some remarks and examples.
2. Transitive operator algebras
With regards to the transitive algebra question, Kadison suggested the idea that some selfadjoint maximal abelian sub-
algebra of B(H) and some elements not in the subalgebra might generate a non-trivial (strong-operator closed) transitive
algebra. Arveson proved in [1] that Kadison’s original idea does not work. That is, if A is a transitive subalgebra of B(H)
which contains a selfadjoint maximal abelian von Neumann algebra, then A is strong-operator dense in B(H). Inspired
by the invariant subspace problem aﬃliated with a von Neumann algebra [6], Fang, Hadwin and Ravichandran [4] studied
the transitive algebra A generated by some set of operators in a ﬁnite von Neumann algebra and its commutant. We also
consider a type II1 factor M and a transitive set of some operators in the commutant M′ (in [7], we have already used
a transitive set consisting of two unitaries to prove the strong-operator density of the algebra generated by the Thomp-
son group factor together with two unitaries). Then we investigate whether these two sets can provide some examples of
non-trivial transitive algebras. For example, if T in a factor M has no non-trivial invariant projection in M, then T and
the commutant M′ will generate a transitive algebra (even with a non-trivial commutant). In this section, we study the
transitivity in a factor of type II1.
Deﬁnition 2.1. We call a subset (or a subalgebra) X of a II1-factor M transitive with respect to M if X has no non-trivial
common invariant projections in M. In this case, we simply say that X is transitive in M.
We can consider algebras generated by special kinds of operators. If A is a transitive algebra generated by selfadjoint
operators, then A is a von Neumann algebra and must be equal to B(H). What then is the situation if A is generated by
isometries or normal operators? In spite of a great deal of interest in this question, transitive algebras other than B(H) have
not been discovered, yet. In this section we will investigate whether a transitive subset in a standard ﬁnite von Neumann
algebra M on L2(M, τ ) together with the commutant M′ generate a non-trivial strong-operator closed transitive algebra
in B(H).
Proposition 2.2. If X is a selfadjoint subset of a factor M with a trivial relative commutant, then X together with the commutant
M′ generates B(H) in the strong-operator topology.
Proof. The proof follows from the double commutant theorem of von Neumann. 
Let G be a discrete group with the identity e and let H be the Hilbert space l2(G) with the usual inner product. We
shall assume that G is countable, so that H is separable. For each g ∈ G , let λg denote the left translation of functions
in H by g−1. Then the map λ : g → λg is a faithful unitary representation of G on the Hilbert space H. Let L(G) be the
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algebra generated by {ρg : g ∈ G}. Then L(G)′ = R(G) and R(G)′ = L(G). The function χg that is 1 at g and 0 elsewhere
is a cyclic trace vector for L(G) (and R(G)). In general, L(G) and R(G) are ﬁnite von Neumann algebras with tracial state
τ (
∑
g αgλg) = αe . They are factors (of type II1) precisely when each conjugacy class in G (other than that of e) is inﬁnite.
In this case we say that G is an inﬁnite conjugacy class (i.c.c.) group.
Let F∞ be the free group with countably inﬁnitely generators a j ( j = 1,2, . . .). Throughout this section, we assume that
H is the Hilbert space l2(F∞) with the basis {χg : g ∈ F∞} unless speciﬁed otherwise. If X is an element in L(F∞) (or
R(F∞)), then there is an element x in l2(F∞) corresponding to it. Sometimes we write X as λx , the operator induced by the
left multiplication by x on l2(F∞) (or ρx , the right multiplication by x∗). In particular, if x = χg for some g ∈ F∞ , then we
will use λg instead of λχg and ρg instead of ρχg . As usual, we denote τ the unique trace on L(F∞), and τ ′ on R(F∞).
Now we consider two sums λa1 +λa2 and λa3 +λa4 of pairs of unitary generators in the free group von Neumann algebra
L(F∞) where a1, a2, a3 and a4 are four of the free generators of F∞ .
Theorem 2.3. Let R(F∞) and a j (1 j  4) be as above. The set {λa1 +λa2 , λa3 +λa4 } together with the commutant R(F∞) generates
B(H) as a von Neumann algebra.
Proof. We will ﬁrst show that the algebra generated by {λa1 + λa2 , λa3 + λa4 , R(F∞)} contains an operator of rank one. Let
T = 1
4
{
(λa1 + λa2)(ρa1 + ρa2) + (λa3 + λa4)(ρa3 + ρa4)
}
. (1)
Applying χe in the both sides, we obtain that
Tχe = 1
4
(4χe + χa1a−12 + χa2a−11 + χa3a−14 + χa4a−13 ), (2)
so that we compute the norm ‖Tχe‖ = (1+ 122 )
1
2 . Put Tχe = χe + ξ1 where
ξ1 = 1
4
(χa1a−12
+ χa2a−11 + χa3a−14 + χa4a−13 ). (3)
Clearly, any summand of T ξ1 is different from each other. Hence we get ‖T 2χe‖ = (1 + 122 + 123 )
1
2 . A tedious computation
shows that {‖Tnχe‖} is an increasing sequence of bounded positive numbers and that
lim
n→∞
∥∥Tnχe∥∥=
(
1+ 1
2
) 1
2
. (4)
Let ζ be the limit of Tnχe in H. To prove that the strong-operator closure of the algebra generated by {λa1 + λa2 ,
λa3 + λa4 , R(F∞)} is the whole algebra B(H), we will show that the strong-operator limit of Tn is bounded and that the
limit of Tnξ lies in the linear span of ζ for any unit vector ξ ∈ H. Let g be any element of F∞ of length k. If k is odd, then
Tnχg do not contains χe as a summand for every positive integer n. Hence we can see that the limit of the norm ‖Tnχg‖
tends to zero as n goes to ∞.
Suppose that k is even, that is, k = 2m. Let g be an element of F∞ of length k = 2m such that Tmχg contains χe as a
summand. For example, take g = a−m1 am2 . Then we have
lim
n→∞
∥∥Tnχh∥∥ lim
n→∞
∥∥Tnχg∥∥= 1
4m
(
1+ 1
2
) 1
2
(5)
where h is any element of length k. Let Tm be a subset of elements g in F∞ of length k = 2m such that Tmχg contains χe
as a summand. Then one can see that the order of Tm is 23m−1. Letting
ξm = 2− 3m−12
∑
g∈Tm
χg, (6)
we obtain that ξm is a unit vector. A direct computation shows that
lim
n→∞
∥∥Tnξm∥∥= 2−m+12
(
1+ 1
2
) 1
2
. (7)
Moreover, we know that this limit is the largest number among the limits of ‖Tnξ‖ where ξ is an l2-convex combination
of elements of length m. Here the l2-convex combination implies that the sum of squares of moduli of coeﬃcients is 1.
In general, we take any unit vector ξ ∈ H. Then we can write ξ = ∑g∈F∞ αgλg with ∑g∈F∞ |αg |2 = 1. Let S be the
support of ξ , that is, S = {g ∈ F∞: αg = 0, ξ = ∑αgλg}. Let Si be the subset of S such that every element of Si hask k
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∑
g1∈Si1 αg1λg1 +
∑
g2∈Si2 αg2λg2 + · · · . For suﬃciently large n, we
have that
∥∥Tnξ∥∥ ∥∥∥∥Tn
( ∑
g1∈Si1
αg1λg1
)∥∥∥∥+
∥∥∥∥Tn
( ∑
g2∈Si2
αg2λg2
)∥∥∥∥+ · · · (8)

∥∥Tnξi1∥∥+ ∥∥Tnξi2∥∥+ · · · (9)

∥∥Tnχe∥∥+ ∥∥Tnξ1∥∥+ ∥∥Tnξ2∥∥+ · · · . (10)
Taking the limit on both sides, we obtain
lim
n→∞
∥∥Tnξ∥∥ lim
n→∞
(∥∥Tnχe∥∥+ ∞∑
j=1
∥∥Tnξ j∥∥
)
(11)

(
1+ 1
2
) 1
2 1
1− 2− 12
. (12)
From the computation, we can see that limn→∞ Tnξ lies in the linear span of ζ , which implies that the strong limit T∞
of {Tn} is of rank one.
To complete the proof, we only have to show that the set {λa1 + λa2 , λa3 + λa4 , R(F∞)} is transitive in B(H) = B(l2(F∞))
since the transitive algebra containing a non-zero ﬁnite rank operator is strongly dense in B(H) [10]. Let ζ be the limit
of the sequence {Tnχe} as n goes to ∞. Take a sequence {ζn} in the group algebra CF∞ converging to ζ in the l2 sense.
We can also consider each ζn as an operator in R(F∞) acting on H by the right multiplication. Since there are invertible
operators strongly converging to each ζn , we may assume that each ζn is an invertible operator in R(F∞). Then we see that
for any vector ξ ∈ H, ζnT∞(ξ) tends to χe as n tends to ∞ where T∞ is the strong-operator limit of {Tn}. This means that
the set {λa1 + λa2 , λa3 + λa4 , R(F∞)} is transitive in B(H), which completes the proof. 
Remark 2.4. Replacing R(F∞) with R(F4) in Theorem 2.3, the same result also holds, that is, the algebra generated by
{λa1 + λa2 , λa3 + λa4 } and the commutant R(F4) is strong-operator dense in B(H) where ai ’s are generators of F4 and
H = l2(F4).
The following proposition is originated from the discussion with Professor L. Ge [5]. We would like to thank him for
permitting me to put it into this paper.
Proposition 2.5. (See [5].) Let a and b be two of free generators of F∞ and let H be the Hilbert space l2(F∞). Then the algebra
generated by {λa, λb} and the commutant R(F∞) is strong-operator dense in B(H).
Proof. If P ∈ L(F∞) is an invariant projection under λa and λb , that is, Pλa P = λa P and Pλb P = λb P , then P commutes
with λa and λb since
‖λa P − Pλa‖22 = τ
(
(λa P − Pλa)∗(λa P − Pλa)
)= 0, (13)
‖λb P − Pλb‖22 = τ
(
(λb P − Pλb)∗(λb P − Pλb)
)= 0. (14)
Since the operators λa and λb are free in L(F∞), they can’t have a common non-trivial invariant projection in L(F∞). This
implies that {λa, λb} is transitive in L(F∞). Moreover, since a and b are free elements in F∞ , the set {a jb j: j = 1,2, . . .}
forms a free subset in F∞ . Put
Tn = 1
n
n∑
j=1
λa jb jρa jb j . (15)
To prove that {λa, λb} together with R(F∞) generates B(H), we only have to show that Tn tends to the one dimensional
projection onto the unit vector χe because a strong-operator closed transitive algebra in B(H) containing a one dimensional
projection must be B(H) itself (see [10] for more information). Note that Tn is uniformly bounded for each n since λa jb jρa jb j
( j = 1, . . . ,n) is a unitary operator in B(H) and Tn is the convex combination of n unitary operators.
It is clear that Tnχe = χe for any n. Now we will show that Tn(χg) tends to zero when n tends to inﬁnity for every
g ∈ F∞ \ {e}. In this case,
Tnχg = 1
n
n∑
λa jb jρa jb jχg =
1
n
n∑
χa jb j gb− ja− j (16)j=1 j=1
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a jb j gb− ja− j = akbkgb−ka−k for j = k, (17)
albl gb−la−l = ahbh gb−ha−h for l = h, (18)
where 1 j,k, l,h n, then we have that
g = b− jak− jbk gb−ka j−kb j = b−lah−lbh gb−hal−hbl. (19)
This implies that the element g commutes with b− jak− jbk and b−lah−lbh . Since every subgroup of a free group is also a
free group, the centralizer of g is a free group. Hence the centralizer of g must be a cyclic group, denoted by Z(g). But
b− jak− jbk and b−lah−lbh are both contained in the inﬁnite cyclic group Z(g). Therefore, there are some non-zero integers
m,m′ such that(
b− jak− jbk
)m = (b−lah−lbh)m′ . (20)
This can happen if and only if j = l and k = h. Among these elements a jb j gb− ja− j ( j = 1, . . . ,n), there are at most two
elements equal to each other. Then we obtain
‖Tnχg‖2 =
∥∥∥∥∥1n
n∑
j=1
χa jb j gb− ja− j
∥∥∥∥∥
2
(21)
 (n − 2)
(
1
n
)2
+
(
2
n
)2
= n + 2
n2
, (22)
so that limn→∞ ‖Tnχg‖ = 0. Therefore, Tn tends strongly to the one dimensional orthogonal projection onto χe . This com-
pletes the proof. 
3. On the algebra generated by an operator and von Neumann algebra
Let (A, φ) be a non-commutative probability space where A is a unital algebra and φ is a unital linear functional,
and let (ai)i∈I be a family of random variables in (A, φ). Let C〈Xi: i ∈ I〉 be a non-commutative polynomial ring with
non-commuting variables Xi (i ∈ I). The joint distribution of (ai)i∈I is a linear functional μ :C〈Xi: i ∈ I〉 → C deﬁned by
μ( f (〈Xi: i ∈ I〉)) = φ( f (〈Xi: i ∈ I〉)) for all f ∈ C〈Xi: i ∈ I〉. Voiculescu introduced a non-commutative probability theory
whose basic objects inherit the asymptotic properties of families of random matrices. The basic idea in applications of
the free probability theory to von Neumann algebras is to model some elements, especially generators of a von Neumann
algebra, by large random matrices with entries from a classical probability space. He proved that the von Neumann algebra
generated by a free semicircular family (X j) j∈ J is isomorphic to L(F| J |) associated to a free group with | J | generators [11].
From Voiculescu’s free probability theory, we see that the joint distribution of a circular system can be approximated by the
joint distributions of corresponding systems of independent Gaussian random matrices.
Dykema and Haagerup [3] found that Voiculescu’s matrix model leads to upper triangular models for the circular opera-
tor and the DT-operator. Using upper triangular realizations of the circular free Poisson element, they prove that the circular
operator and each circular free Poisson operator which arise naturally in the free probability theory have a continuous fam-
ily of invariant subspaces relative to the von Neumann algebra which it generates. To do this, they introduced an invariant
subspace Hr (r  0) for an operator T ∈ B(H):
Hr(T ) =
{
ξ ∈ H ∣∣ limsup
k→∞
∥∥T kξ∥∥1/k  r}. (23)
If T has the upper triangular form satisfying the condition on the spectra as in Proposition 3.1 in [3], then the subspace Hr
is a non-trivial invariant subspace for T . We can get a similar result as in [3] if such a condition on the spectra can be
replaced by a norm condition.
Theorem 3.1. Let T =
( T11 T12 T13
0 T22 T23
0 0 T33
)
act on H = H1 ⊕ H2 ⊕ H3 . Suppose that T11 is invertible and that ‖T33‖ < ‖T−111 ‖−1 . Then
there is an invariant subspace K for T such that H1 ⊆ K ⊆ H1 ⊕ H2 .
Proof. We deﬁne an analogue of the subspace Hr(T ) by
K0 =
{
η ∈ H ∣∣ limsup∥∥(T ∗)nη∥∥ 1n  ‖T33‖}. (24)k→∞
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Taking limsup on both sides, we get ξ ∈ K0, which implies H3 ⊂ K0.
We take ξ ∈ H1 and η ∈ K0 and may assume that ‖ξ‖ = 1 if necessary after replacing ξ by ξ/‖ξ‖. Let  > 0 be such
that ‖T33‖ +  < ‖T−111 ‖−1 and let n be so large that ‖(T ∗)nη‖1/n  ‖T33‖ +  . Then we have that∣∣〈ξ,η〉∣∣= ∣∣〈Tn11T−n11 ξ,η〉∣∣ ∥∥T−n11 ξ∥∥∥∥(T ∗)nη∥∥ (26)

∥∥T−111 ∥∥n(‖T33‖ + )n (27)
 (‖T33‖ + )
n
‖T−111 ‖−n
, (28)
which goes to 0 as n → ∞. Furthermore, we see T ∗(K0) ⊂ K0 since
limsup
n→∞
∥∥(T ∗)n(T ∗η)∥∥ 1n = limsup
n→∞
∥∥(T ∗)n+1η∥∥ 1n+1 · n+1n  ‖T33‖. (29)
Since K0 is invariant under T ∗ , the orthogonal complement of K0 is a T -invariant subspace containing H1 and contained
in H1 ⊕ H2. 
In the second section we investigated the transitivity of the set consisting of sums of two unitary operators in a von
Neumann algebra. The motivation follows from the fact that any operator T in a von Neumann algebra M are expressed as
T = 4‖T‖
(
U + V − 1
2
I
)
(30)
where U and V are unitary operators in M. Hence the summation of two unitary operators and the identity operator
can give any operator (up to a multiple of constant) as wanted. However, the relations between two unitary operators can
be very complicated. If M is a ﬁnite von Neumann algebra, we can omit the term 12 I . The following proposition may be
well-known, but we will give a proof for reader’s convenience.
Proposition 3.2. If M is a ﬁnite von Neumann algebra, then any element T in M can be expressed by a sum of only two unitaries
in M.
Proof. We may assume that with ‖T‖  2 by dividing T by ‖T‖ if necessary. Let V |T | be the polar decomposition of T
where V is a partial isometry with a support projection V ∗V and a range projection V V ∗ . Since V ∗V and V V ∗ are equiva-
lent and M is a ﬁnite von Neumann algebra, I − V ∗V and I − V V ∗ are also equivalent. Thus there is a partial isometry V1
in M such that
V ∗1 V1 = I − V ∗V and V1V ∗1 = I − V V ∗. (31)
Since the image of |T | is contained in the image of V ∗V , we obtain V1|T | = 0. Furthermore, |T | can be expressed by a sum
of two unitaries: |T | = W+ + W− where
W+ = 1
2
|T | + i
√
I − 1
4
|T |2, (32)
W− = 1
2
|T | − i
√
I − 1
4
|T |2. (33)
Then we get the decomposition
T = V |T | = (V + V1)|T | = U (W+ + W−) = U1 + U2 (34)
where U = V + V1 is a unitary and U1 = UW+ , U2 = UW− . 
We denote by Aθ the C∗-algebra generated by two unitaries U and V with the irrational rotation relation UV = ωV U
where ω = e2π iθ and θ is irrational in [0,1]. If θ is an irrational number, then Aθ is called the irrational rotation C∗-algebra.
Let τ be the canonical tracial state on Aθ and let πτ be the GNS representation associated with the tracial state τ . We
denote by Wθ the weak closure of πτ (Aθ ). If θ is irrational, then Wθ is isomorphic to the hyperﬁnite II1-factor R.
Theorem 3.3. Let Bθ be the von Neumann subalgebra of Wθ generated by πτ (U + V ). Then Bθ = Wθ , so that Wθ is singly generated.
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and πτ (V ), respectively. We ﬁrst observe that
(U + V )(U∗ + V ∗)= 2I + ωU∗V + UV ∗, (35)(
U∗ + V ∗)(U + V ) = 2I + U∗V + ωUV ∗ (36)
belong to Bθ . Since I ∈ Bθ and 1 − ω = 0, it follows that U∗V is in Bθ . Therefore, we obtain that (U + V )U∗V =
U (I + U∗V )UV ∗ ∈ Bθ so that U (I + U∗V )(U∗V )n ∈ Bθ for all n ∈ N. Hence we can infer that
U
(
I + (−1)k(n)(U∗V )n) ∈ Bθ
where k(n) = 1 if n is odd and k(n) = −1 if n is even. Since (U∗V )n → 0 weakly as n tends to inﬁnity, it follows that
U ∈ Bθ . 
Remark 3.4. By Haagerup and Schultz’ result [6], U + V has a non-trivial invariant projection P ∈ R. However, PRP is the
hyperﬁnite II1-factor with a single generator P (U + V )P . Applying again the Haagerup’s result, P (U + V )P has a non-trivial
invariant projection Q ∈ PRP with Q = P . Furthermore, Q ∈ R is invariant under U + V , that is, Q satisﬁes Q (U + V )Q =
(U + V )Q . By continuing this process, we obtain that U + V has a family of inﬁnitely many non-trivial invariant projections
P in R.
In [7], we showed that the adjoint λ∗x0 is contained the strong-operator closure of the algebra (algebraically) generated
by λx0 and the commutant L(F )
′ where x0 is one of generators in the Thompson group F and L(F ) is the von Neumann
algebra associated with the left regular representation λ of F . Fang, Hadwin and Ravichandran [4] obtained a general result
containing our result.
Proposition 3.5. (See [4].) If M is a ﬁnite von Neumann algebra on a Hilbert space H and A is an algebra (A is not necessarily
transitive) containing M′ , then T ∗ is in the strong closure of A for any normal operator T ∈ M ∩A.
Example 3.6. From Proposition 3.5, we can easily see the following:
(1) λ∗a of λa is in the strong closure of the algebra generated by λa and the commutant L(F∞)′ where a is one of generators
of the free group F∞ on countably inﬁnite many generators.
(2) U∗ is in the strong closure of the algebra generated by U and the commutant of the hyperﬁnite II1-factor R where
U , V are generators of R with the irrational rotation relation.
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