We present a re-parameterization of vector autoregressive moving average (VARMA) models that allows estimation of parameters under the constraints of causality and invertibility. The parameter constraints associated with a causal invertible VARMA model are highly complex. Currently there are no procedures that can maintain the constraints in the estimated VARMA process, except in the special case of a vector autoregression (VAR), where some moment based causal estimators are available. Even in the VAR case, the available likelihood based estimators are not causal. The maximum likelihood estimator based on the full likelihood that does not condition on the initial observations by definition satisfies the causal invertible constraints but optimization of the likelihood under the complex constraints is an intractable problem. The commonly used Bayesian procedure for VAR often has posterior mass outside the causal set because the priors are not constrained to the causal set of parameters.
Introduction
This article develops a method for estimating the parameters of a general vector autoregressive moving average (VARMA) model under the constraint that the estimated process is causal and invertible. To our knowledge there are no existing procedures or software that maintain the restrictions of causality and invertibility in the estimation process (except in the special case of vector autoregression where Yule-Walker estimators are guaranteed to be stable). This paper fills that gap by producing a parameterization of the process that automatically maintains the constraints during estimation. The precise definition of causality and invertibility in the context of VARMA models is given later in Section 2. Based on the fact that VARMA models are ubiquitous in time series applications and that causality and invertibility are often imposed on the model (but not always enforced during the estimation process due to the complexity of the constraints) it seems important to be able to estimate VARMA processes under such constraints.
Vector autoregressive moving average models are the most common multivariate time series models [31] that find use in many fields, including macroeconomics, econometrics, dynamical systems and the physical sciences. The subclass of vector autoregressive (VAR) models are popular models that have been advocated especially in macroeconomic literature [46] as appropriate choices for multiple time series models. While the univariate autoregressive moving average (ARMA) models are very popular due to their interpretability, the multivariate version provides enormous flexibility in terms of understanding the lag-dependence structures in multiple time series data; they also provide better forecasts than univariate models in many cases. In many applications of VARMA processes, especially in dynamical system estimation, the underlying process is assumed to be stable. Here we use stability as a general term, but more precise definitions in the context of VARMA models will be given later. Stability in the estimated process is often desired but sometimes not achieved due to the lack of procedures that guarantee stability of estimated VARMA processes. Failing to impose stability in the estimated process can have adverse consequences, particularly when one is interested in understanding the long term behavior of the process, as is the case with long-horizon forecasting.
The subclass of autoregressive processes, due to their linear lag structure, allows parameter estimation via least squares, a great advantage over more general autoregressive moving average (ARMA) models. Linearity makes it possible to develop estimators that operate under the assumption that the process is stable, an advantage shared by the multivariate version as well. Within the frequentist paradigm, there are least squares based algorithms such as Yule-Walker, and Burg's algorithm that are guaranteed to estimate a stable process. The unconstrained maximum likelihood estimator (MLE) obtained from the full stationary likelihood that accounts for the contribution of the initial observations is also guaranteed to be in the stable region. It is known [17] that likelihood based estimators generally have better finite sample performance than moment based estimators provided the assumed likelihood is approximately correctly specified and the full likelihood, that includes the contribution of the initial observations, is considered. Due to nonlinearity introduced by the contribution of the initial observations to the likelihood equations, estimation using the full likelihood is considerably more challenging than those involving the conditional likelihood that condition on the initial observations. However, the conditional likelihood is not a stationary likelihood and hence estimators obtained based on the conditional likelihood, -either conditional maximum likelihood estimators which reduce to the ordinary least squares estimator for a Gaussian likelihood or Bayesian VAR estimators -fail to impose stability in the estimated process. While there are at least some procedures available in the VAR setting that allow stable estimation, there are none in the general VARMA case. The main reason is the extreme complexity of the VARMA likelihood and that of the constraints on the parameters under causality and invertibility.
There is a long literature of likelihood computation and optimization for the VARMA model, including univariate ARMA models. Before modern computing power, researchers often developed various approximations for the likelihood under which approximate MLE were obtained and their properties were studied; [50, 15, 48, 2, 39, 22, 20, 27, 42, 16, 33, 34, 35, 37] provide an EM type algortihm along with a state-space formulation that makes likelihood computation considerably faster and improves convergence. However, none of the procedures guarantee that the estimated VARMA process is causal and invertible.
Along with maximum likelihood estimation of VARMA models, much attention has also been devoted toward Bayesian autoregression (BVAR) and prior specification for such models. The popular choices for prior specification include those described in [30, 13, 24, 45] . These are generally priors on the coefficients of the regression equations in the VAR representation and they follow normal inverse chi-square/wishart type specifications. The supports of these prior distributions on the coefficients of the VAR models are generally the entire Euclidean space, and hence there is positive probability that the posterior estimates may lie outside the constraint set determined by causality and invertibility. Depending on the sample size and the dimension of the parameter space, significant posterior probability may exist for estimating processes that are not stationary. This is highly undesirable in applications where long-term behavior of the underlying stationary system is being estimated. Recent interest in Bayesian macroeconomics has spawned several research articles in BVAR; see [26] .
To avoid numerical complexities and instabilities of constrained optimization or constrained prior specification, one can re-parameterize the problem via transformation in a way such that the new parameters are unconstrained. It will be convenient to designate the term 'pre-parameters' to describe the re-parameterized parameters. The term 'pre' is used to convey the fact that inference is obtained on the original parameters (or simply 'parameters') based on the analysis of the preparameters. For example, in a Bayesian scheme the prior on the parameters are only those induced by the specified priors on the pre-parameters. Previous attempts of such pre-parameterization for univariate ARMA models include [51, 3, 32, 41] .
It is the contention of the authors that in complex constrained parameter problems, it is much easier to carry out inference under suitable parameter transformations. Transformation of parameters to quantities that are free or nearly free of constraints often allow feasible solutions to complicated constrained inference problems. There are numerous instances of such approaches in statistics. Parameter transformation has been successfully used in many complicated constrained estimation problems, such as estimation of covariance matrices under positive-definiteness constraints [29, 28, 40] , order-constrained parameters [14] and estimation of parameters under general polyhedral constraints [11] . In this article, we provide a parameterization of the VARMA process that naturally maintains the stability constraints. More generally, we would like to advocate the general principle of parameter transformation as a means of making inference under complicated parameter constraints.
Causal Invertible VARMA Process
In this section we review the VARMA models and motivate the need for reparameterization in estimation of stable VARMA models.
Background
Consider a mean zero stationary VARMA(p, q) process of dimension m, denoted by {X t }, where the autocovariance matrices are given by Γ(k) = E[X t X t−k ] for k ≥ 0. Let the autoregressive and moving average coefficient matrices be denoted by Φ 1 , · · · , Φ p and Θ 1 , . . . , Θ q , respectively. Thus, we have the process defined by the relation
for each t, where the innovations, {Z t }, are uncorrelated mean zero variables with covariance matrix Σ, B is the back-shift operator and for any complex number z ∈ C, Φ(z) and Θ(z) are polynomials defined as
2) with 1 m denoting the identity matrix of dimension m. The process is called a causal VARMA process if (2.1) has exactly one stationary solution of the form X t = Ψ(B)Z t where Ψ(z) = ∞ j=0 Ψ j z j , z ∈ C for a sequence of coefficient matrices {Ψ j , j ≥ 0}. Causality is a desirable property because it makes the process independent of future innovations, thereby making it possible to forecast ahead based on current and past observations. In terms of the polynomial Φ(z), the process is causal iff det(Φ(z)) = 0, for all z ∈ C such that |z| ≤ 1 ([5] Theorem 11.3.1). For what follows it will be convenient to characterize the causal process in terms of the associated polynomialΦ(z) defined as
Thus, a VARMA process defined by (2.1) is causal iff det(Φ(z)) = 0, for all z ∈ C such that |z| ≥ 1, i.e. all roots ofΦ(·) lie within the open unit disc D = {z ∈ C : |z| < 1}. Similarly, definẽ
The VARMA(p, q) is called invertible if, based on (2.1), the innovation process Z t can be given the representation Z t = Π(z)X t in terms of a stationary solution X t , where Π(z) = ∞ j=0 Π j z j , z ∈ C. Invertibility of the process is equivalent to the property that all roots ofΘ(z) lie within the unit disc. A VARMA(p, 0) process will be referred to as a VAR(p) process (vector autoregression of order p) and a VARMA(0, q) process will be referred to as a VMA(q) process (vector moving average of order q).
We will refer toΦ(z),Θ(z) and Σ as the parameters of the VARMA(p, q) process defined by (2.1). We will refer toΦ(z) as the autoregressive polynomial and toΘ(z) as the moving average polynomial associated with the VARMA representation (2.1) and when it is clear from the context we will interchangeably refer to the associated coefficient matrix sequence Φ = (Φ 1 , . . . , Φ p ) and Θ = (Θ 1 , . . . , Θ q ) as the parameters as well. Before describing the parameter space of a causal invertible VARMA process, we introduce some notations. Let ≥ L denote the Loewner partial ordering for positive semi-definite matrices, i.e. for m × m matrices A and B, A ≥ L B means that A − B is a positive semi-definite matrix and A ≥ L 0 means that A is positive semi-definite. The strict inequalities A > L B and A > L 0 would mean that A − B is positive definite and A is positive definite, respectively. Define
to be the set of all m × m symmetric positive definite matrices that constitute the interior of the convex cone, S m + , of m × m positive semi-definite matrices in S m , the set of m × m symmetric matrices. A matrix polynomial A(z) = z k − A 1 z k−1 − · · · − A k , will be called Schur-Stable if all roots of A(z) lie within the unit disc D. Such polynomials are common in the dynamical systems literature [4, 25] and the study of such polynomials is closely associated with the stability of dynamical systems. Let 
Thus, when it is clear from the context we will define a sequence of matrices A = [A 1 , . . . , A k ] to be Schur-Stable provided the associated polynomial is Schur-Stable. The innovation variance Σ lies in S m ++ . The autoregressive polynomialΦ(z) and moving average polynomialΘ(z) for a causal invertible VARMA(p, q) process will belong to S m p and S m q , respectively. Thus, the parameters (Φ, Θ, Σ) of an m-dimensional causal invertible VARMA(p, q) process belongs to the parameter space given by
(2.5)
Estimation and Need for Reparameterization
While modeling a multivariate time series using a (mean zero) VARMA(p, q) process, one often makes distributional assumptions on the innovation process Z t . Most often, the innovations are assumed to be Gaussian, i.e. Z t ∼ N (0, Σ). Based on this assumption, a likelihood for the parameters (Φ, Θ, Σ) can be written down and used for likelihood based inference. Under the assumption of stationarity, for any p ≥ 0, define
to be the covariance matrix of Vec[X t , X t−1 , · · · , X t−p ] where V ec is the operation of stacking the column vectors following the V ec. Thus, the jkth block of Γ p is an m × m matrix, given by
. Assuming that the innovations are normally distributed, a stationary likelihood for (Φ, Θ, Σ) based on a sample X = (X n , . . . , X 1 ) (written in the reverse order for notational consistency) is
where Γ n−1 is a function of (Φ, Θ, Σ). An available likelihood immediately facilitates estimation. Maximum likelihood estimators of (Φ, Θ, Σ) can be obtained by maximizing the likelihood in terms of the parameters or Bayesian posterior estimates can be obtained based on priors specified on the range of (Φ, Θ, Σ) Causality and invertibility are natural conditions that are often imposed on the process while using a VARMA(p, q) to model a multivariate time series. Thus, the likelihood (2.7) is often implicitly written with a causal invertible process in mind. In such a situation, it is natural to expect that the estimation procedure would honor the constraints imposed by the model and in particular the estimated VARMA(p, q) process will satisfy the conditions of causality and invertibility. Such estimators are obtained by maximizing the likelihood (2.7) over the parameter space P or by specifying a prior distribution over the same parameters space. Thus, in principle likelihood based estimation and inference of causal invertible VARMA processes can be carried out while maintaining the constraints imposed by causality and invertibility. The reality is however very far from this idealized situation. To our knowledge there exist no current estimation procedure or software package guaranteeing that the estimated VARMA process is causal and invertible.
The Schur-Stable space S m k is essentially described via the roots of the matrix polynomials. The roots are highly non-linear functions of the coefficients Φ and Θ, and often are implicitly defined. Thus, maximization of the likelihood (2.7) over the parameter space P is not a feasible proposition when optimization is done in terms of the coefficient matrices Φ and Θ. Overall, direct maximization of (2.7) under the constraints on the parameters seems to be a computationally intractable problem.
For Bayesian estimation that guarantees causal invertible estimates, one has to specify priors that are fully supported on P. Such a prior may not be readily available due to the complexity of the constraint set. The available option seems to be limited. The obvious, though not entirely satisfactory, choices for prior specification under constraints seem to be the following:
(I) One could specify a flat prior on P. Even though the roots associated with the polynomials in S m k are in bounded sets, it is not immediately clear if such specification provides a proper posterior for the coefficients. Moreover, as a Bayesian one would like more flexibility in prior specification.
(II) One could specify a prior over the ambient unrestricted parameter space, draw posterior samples using the unrestricted prior and then discard any sample that do not fall within the constraint set [19] . The advantage of this method is that the induced prior is fully supported on the constraint space and there are a lot more options for unrestricted priors, e.g. conjugate priors, so that posterior draws from the unrestricted posterior can be obtained relatively easily. But the major drawback of the procedure is computational efficiency. In terms of the unrestricted prior, if the measure of the constraint set is small relative to the support of the prior, most of the posterior draws may fall outside the constraint set and will be discarded, thereby making the posterior sampling extremely inefficient. This is almost certainly the case in the VARMA setting, specially if m, p and q are moderately large.
(III) To increase computational efficiency in the truncation method, instead of discarding the samples that fall outside the constrained set, one could project them back to the set, thereby making sure that posterior samples are accumulating at a fast rate; [21, 43] . A difficulty with this procedure is that if the constraint set is not convex the projection may not be uniquely defined. Regardless, this method accumulates posterior mass at the boundary of the constraint space which is not desirable. In smaller samples with a relatively small volume of the constraint space, it is possible that all of the posterior mass is accumulated on the boundary and the posterior estimates maybe inadmissible. There have been illustrations and discussions of scenarios where it is desirable to have priors with no mass on the boundary; [18, 10] . In the VARMA example, having mass on the boundary means that the prior is entertaining non-stationary models even though the true model is assumed to be a stationary causal model.
Thus, it appears that neither direct maximization of the likelihood nor direct prior specification are possible when the parameter space is P. We provide a solution to this problem. In particular, we build a flexible parameterization of the VARMA problem that makes it possible to carry out estimation under the restriction of causality and invertibility and overcomes most of the difficulties discussed earlier in the section regarding likelihood based inference for causal invertible VARMA processes.
First order vector autoregression
The vector autoregression of order one, VAR (1), is arguably the simplest model in terms of parameter estimation and inference in the class of VARMA(p, q) models. To fix ideas and to illustrate the pitfalls of the existing likelihood based methods, we start with the VAR(1) model. Moreover, the tools developed for the VAR(1) case will be directly applicable to the more general VARMA case discussed in the later sections.
Reparameterization of VAR(1)
Consider an m-dimensional VAR(1) process {X t }:
For the purpose of writing a likelihood we assume the innovations are normally distributed. The parameters of interest are the m × m coefficient matrix Φ 1 and the m × m covariance matrix Σ. The VAR(1) system is causal iff the roots ofΦ(z) = z − Φ 1 are all within the unit disk D or equivalently all eigenvalues, λ 1 (Φ 1 ), . . . , λ m (Φ 1 ), of the matrix Φ 1 are less than one in absolute value. Thus, for the VAR(1), with a slight abuse of notation, we define the parameter space associated with a causal polynomial to be
The space S m 1 forms a submanifold of R m×m and is complicated in nature. The space is defined via the eigenvalue restrictions. The eigenvalues are highly nonlinear functions of the elements of Φ 1 and often are not available in explicit form. Thus, the description of the parameter space is extremely complex, involving multiple nonlinear inequality constraints in terms of the m 2 elements of Φ 1 , where the constraints are implicitly stated; see [36] for details. This description is generally cumbersome to use in any optimization procedure; nor is it easily generalized to cases with p > 1.
The key quantity that motivates our reparameterization in the VAR (1) is the observation that (Γ(0), Σ, Φ 1 ) satisfy the discrete algebraic Riccati system,
It can be shown that any solution of the system for given positive-definite matrices Γ(0) ≥ L Σ > L 0 will be Schur-Stable. The equation is satisfied by the Yule-Walker solution in the VAR(1) process, Γ(1)Γ(0) −1 , which is known to be Schur-Stable. More generally, the result can be cast in terms of general transformations of symmetric matrices and their relationship to matrix stability. For any square matrix A ∈ R m×m and any symmetric matrix U ∈ S m define the transformation S(A, U ) :
For any fixed A ∈ R m×m , the A − Section of the transformation defined by S A (U ) = S(A, U ) is an automorphism on S m and is known as the Stein transformation. Thus, for the VAR(1) with stationary variance Γ(0) and innovation variance Σ, S(Φ 1 , Γ(0)) = Σ. The Stein transformation has been extensively studied in the dynamical systems literature in relation to stability of discrete dynamical systems. Stein (1952) showed that S(A, U ) ∈ S m ++ for some U ∈ S m ++ iff A ∈ S m 1 . Stein's result implies that one could characterize S m 1 in terms of matrices in S m ++ . For any M ∈ S m ++ , the pre-image A M (U ) = {A : S(A, U ) = M } is non-empty as long as U ≥ L M but it need not be a singleton set. In fact, for any M ∈ S m ++ the entire Schur-Stable class can be generated by the pre-images as U varies over the class of positive definite matrices, i.e.,
. This is immediate since given M ∈ S m ++ and A ∈ S m 1 , one can solve for U as
where ⊗ is the kronecker product. Since the pre-images are non-empty only when
For any fixed M ∈ S m ++ , the relation (3.4) allows us to parameterize the entire Schur-Stable class S m 1 in terms of elements of S m ++ . However, since the pre-images A M (U ) are not necessarily singletons, we need to introduce additional parameters that can characterize the pre-images uniquely. Before we state our result, we introduce further notation. Let for r ≤ m, ν r,m denote the Stiefel manifold of r × m semi-orthogonal matrices. In the special case when r equals m, the set is the orthogonal group O(m) of m × m orthogonal matrices. The special orthogonal group SO(m) is the set of matrices in O(m) with determinant equal to one. Then we have the following result that characterizes the set of Schur-Stable matrices.
is a full column rank square root of (U − M ) and U −1/2 is a square root of U −1 .
To see how Proposition 3.1 provides a characterization of S m 1 , we fix M ∈ S m ++ and define V := V (U ) = U − M for any U > L M (for the illustration we only consider the full rank case, i.e. U > L M but parametrization in the case of U ≥ L M will be immediate from the description.)
Then from Proposition 3.1, we obtain the alternative parametrization of A ∈ S m 1 in terms of (V, Q) where V is any positive definite matrix and Q is any orthogonal matrix. Note that the number of free parameters in this parameterization is More importantly, the transformation ϕ taking A to its pre-parameters (V (A), Q(A)) is a bijection between S m ++ × O(m) and S m 1 . Consider the map ϕ and its inverse ϑ (the mappings depend on the choice of M , but we will assume that M is fixed throughout and suppress the dependence for notational simplicity) defined as
The formulas for ϕ and ϑ are
Proposition 3.2. Let ϕ and ϑ be as defined in (3.7). Then ϕ • ϑ = id = ϑ • ϕ, so that the map is a bijection.
The advantages of having a parameterization of S m 1 in terms of (V, Q) is that we could maximize the likelihood defined over S m 1 in terms of (V, Q), or induce prior probability distributions over S m 1 through the transformation ϑ and probability distributions for V and Q. We show later in the general VARMA parameterization section how to optimize with respect to V and Q by using further transformations that reparameterize the positive definite matrix parameter V and the orthogonal matrix parameter Q in terms of unrestricted real numbers. We end this section by an illustration of the advantage of the parameterization ϕ in terms of prior specification and by contrasting the approach with common prior specification approaches that disregard the constraints of causality.
Advantages of constrained prior based on pre-parameterization
Consider a two-dimensional Gaussian VAR(1) process X t defined by (3.1) with m = 2, and parameters
we will take the roots of the process to be near the causal boundary, λ = 1 − n −1 to illustrate the effect of unrestricted prior specification. Let (X 1 , . . . , X 100 ) be a sample of size n = 100 from the process and let (2.7) be the associated likelihood. Let π(Φ, Σ) be a prior on the parameters. We will assume apriori V ec(Φ) ∼ N (Φ 0 , 1 2 ) and independently Σ ∼ IW (Σ 0 , 5 + κ) where IW denotes the probability density of the inverse-Wishart distribution. The parameterization with κ = 0.5 produces a reasonably flat prior on Σ with finite prior variance and also we center the prior for the coefficient at the true value. The class of prior belongs to the class of the standard normalinverse-Wishart (NIW) prior speification for Bayesian VAR which includes the popular Minnesota prior [30] as a speicial case. The Bayes estimator of Φ is then obtained by standard Bayesian computation using the prior and the likelihood (2.7). Letλ 1,U denote the largest eigenvalue (in absolute value) of the Bayes estimator of Φ obtained using the NIW type unrestricted prior. For the proposed Bayesian procedure with constrained priors, we induce priors on parameters via priors on the pre-parameters (V, Q, Σ). The exact formulation is given in the general VARMA section and thus we omit the details here. Letλ 1,C denote the largest eigenvalue (in absolute value) of the Bayes estimator of Φ obtained using the proposed method. Figure 1 shows the density histogram of the maximum eigenvalues,λ 1,U andλ 1,C based on 400 Monte Carlo replications. The density for the posterior obtained from the unconstrained prior has about 30% posterior mass outside the causal region while the proposed method is concentrated in the causal region. The left tails of distributions for the two estimators are reasonably close, but the unrestricted estimator has posteior eigenvalues with magnitude bigger than one. 
Parameterization of Causal Invertible VARMA(p, q)
As discussed in the previous section, causality and invertibility of a VARMA(p, q) process is related to Schur-Stability of the autoregressive and the moving average polynomials. Thus, to parameterize the VARMA(p, q) process in a manner that guarantees causality and invertibility, we first establish characterization of Schur-Stable polynomials in S m k . The characterization is obtained in terms of positive definite block Toeplitz matrices. the block Toeplitz operators provide a generalization to the Stein transformation used in the VAR(1) example.
Block Toeplitz parameterization
The following notation will be used hereafter. For t ≥ 1, define U t to be a symmetric block Toeplitz matrix defined as
where
For a block Toeplitz matrix U t of the form (4.1), we define the order of U t to be t. For t ≥ 1, we will use the following nested representations of U t in terms of U t−1 : The lower representation given by 2) and the upper representation given by
where ξ t = (U (1), · · · , U (t)) and κ t = (U (t) , · · · , U (1) ). We set ξ 0 and κ 0 equal to zero matrices. The Schur complements of U (0) in U t in the two representations (4.2) and (4.3) are, respectively,
and
We define C 0 = D 0 = U (0). Also let T m,k denote the set of symmetric block Toeplitz matrices with m-dimensional blocks and order k, i.e.
++ to be the subset of T m,k comprising the positive definite block Toeplitz matrices of order k and m-dimensional blocks.
k iff there exists a block Toeplitz positive definite matrix of the form
What Theorem 4.1 gives us is a way of parameterizing Schur-Stable polynomials via positive definite block Toeplitz matrices. However, positive definite block Toeplitz matrices are not necessarily easy to deal with. Representations of block Toeplitz matrices can be obtained in manner similar to those in [9, 12] but these parameterizations are not convenient for optimization or prior specification. Thus, we need further parameterization of T m,k ++ . The following theorem provides a characterization of elements of T m,k ++ that will allow us to parameterize T m,k ++ , and hence S m k in terms of simpler objects that lend themselves to optimization and prior specification more easily. 
Let C k = M be fixed and given. Let V t = C t−1 − C t for 1 ≤ t ≤ k. Following the proof of Theorem 4.2, we have
which has the solution
for some orthogonal matrix Q t . Here V 1/2 t and D
1/2
t−1 are symmetric square roots of V t and D t−1 , respectively. Then (4.6) defines the key recursion equation that allows us to solve U (t), t = 0, . . . , k, iteratively once the positive definite matrices M, V 1 , . . . , V k and the orthogonal matrices Q 1 , . . . , Q k have been specified. At the tth stage, all quantities on the right side of (4.6) are known and hence U (t) as well as U t can be computed. Subsequently ξ t , κ t and D t can be obtained from U t through (4.4) and (4.5) and then used in the (t + 1)th iteration.
Thus, to initialize the algorithm we can set U (0) = C 0 = k t=1 V t + M. The base case of (4.6) is
The full iteration starts with the t = 2 case.
Algorithm for computing
The following steps describe the algorithm for computing the block Toeplitz matrix U p and hence A, the coefficients of the Schur-Stable polynomial A(z) from the pre-parameters V 1 , . . . , V p , Q 1 , . . . , Q p :
and obtain U 2 from U (0), U (1), U (2).
5. Obtain κ 2 , ξ 2 , D 2 and iterate using (4.6).
6. Once U (0), U (1), . . . , U (p) and hence U p have been obtained compute A using the Yule-Walker
The fact that the parameterization A(z) ↔ (V 1 , . . . , V p , Q 1 , . . . , Q p ) is a bijective map from the Schur-Stable space to the space of positive definite matrices and orthogonal matrices can be established in a manner similar to that of Proposition 3.2. The algebra is straight-forward but tedious and is omitted.
Generalized Stein transformation
To draw analogy with the VAR(1) case, we define a generalization of Stein transformation on the set of positive definite block Toeplitz matrices. Fix a set of coefficient matrices A = [A 1 , . . . , A k ] ∈ R m×mk associated with a polynomial A(z) = z k − A 1 z k−1 − · · · − A k , and a symmetric matrix U ∈ S mk with U 11 as the upper left m × m block of U . Let
Define the Generalized Stein TransformationS k (A, U ) :
i.e.,S k (A, U ) = S(Ã, U ). Also define S k (A, U ) = U 11 − AU A to be the upper left m × m block ofS k (A, U ). The Generalized Stein Transformation reduces to the Stein transformation for the case k = 1. Analogous to [47] , one can characterize Schur-Stability of A(z) from properties of the transformation.
is Schur-Stable iff there exists a positive definite block Toeplitz matrix
++ . Remark 4.1. In general, for self-dual cones in finite dimensional Hilbert space with a Euclidean Jordan algebra, characterization of Stein-type operators can be done [44] . However, due to the special structure ofÃ a more refined result on positivity of the generalized transformation can be obtained. 
As in the VAR(1) case, for any fixed M ∈ S m ++ , consider the pre-image
The set is non-empty since for any M by Theorem 4.2 one could construct positive definite block Toeplitz matrix U k with C k = M and then by Theorem 4.1 any A of the form A = ξ k U −1 k−1 will be a member of the pre-image. Also, as before it seems natural to expect that
The result is established by noting that given A ∈ S m k , and M ∈ S m ++ , one can construct a causal VAR(k) model with A as the coefficients and M as the innovation variance and then U k−1 = Γ k−1 will satisfy the Generalized Stein Transformation. This reinforces the fact that the class of SchurStable polynomials can be parameterized by the class of positive definite block Toeplitz matrices which in turn is done with the help of Theorem 4.2.
Further reparametrization
From the general algorithm for constructing coefficients of Schur-Stable polynomials in terms of positive definite matrices and orthogonal matrices, we can define a pre-parameterization of the autoregressive and the moving average polynomials of a causal invertible VARMA(p, q) process as
, respectively. This, in addition to the innovation variance Σ provides the full pre-parameterization of the process. To obtain the preparameterization one has to fix the M matrix given in the algorithm. Without loss of generality,the matrix can be chosen to be M = 1 m and from our investigation it is clear that the estimators are not sensitive to the choice of M . We note in passing that our parameterization provides the autocovariance function sequence of the VARMA(p, q) directly, which is useful in applications such as forecasting and prediction.
The main objective of the parameterization is facilitating likelihood based estimation, e.g. maximum likelihood estimation or Bayesian estimation. To that end, the positive definiteness constraints and the orthogonality constraints still pose significant challenges. Thus, it is convenient to further parametrize the basic pre-parameters Σ, V 's and Q's in terms of essentially unrestricted real numbers.
First we consider the positive definite matrices. While the positive definite matrices Σ, V 1 , . . . , V p may be used directly for prior specification, they need not be the most suitable quantities for likelihood optimization. For further simplification one could use the forms described in [29, 28] or other forms of decomposition given in terms of eigenvalues and eigenvectors can be pursued. The standard parameterization of positive definite matrices in terms of their Cholesky decomposition given in [29] is particularly useful. For any positive definite matrix the Cholesky form decomposes the matrix in terms of a lower triangular matrix with ones along the diagonal and a diagonal matrix with positive entries along the diagonal. Thus for an m × m positive definite matrix, the representation provides m 2 real numbers as the entries of the lower triangular matrix and m positive real numbers as the diagonal entries, thereby keeping the total number of free parameters equal to that of the positive definite matrix, , but having the advantage that the parameters of the decomposition are essentially unrestricted. The specific form for an m × m positive definite matrix V is V = LDL where L and D are given by
This will henceforth be called the LDL decomposition. The quantities (l 2,1 , . . . , l m,m−1 ) and
real numbers that parameterize the entries of V . The orthogonal matrices Qs are neither suitable for optimization nor for prior specification. Any element in O(m) can be connected to one in SO(m) through a single householder reflection. Let E δ = 1 m − 2δe 1 e 1 , where δ ∈ {0, 1}, and e 1 = (1, 0, . . . , 0) . The matrices E 0 , E 1 denote two Householder reflections with E 0 = 1 m as the identity reflection. Then any element Q ∈ O(m) can be viewed as Q = E δ R, for some δ ∈ {0, 1} and some R ∈ SO(m). There are several possible parameterizations available for SO(m), and along with δ that provides full parameterization of O(m). To bring in more flexibility in numerical computation involving Q, it seems prudent to further decompose R in terms of simpler quantities. One obvious parameterization of SO(m) is in terms of Given's rotations (angles). However, for higher values of m the decomposition seems cumbersome.We use the Cayley representation of SO(m) in terms of skew-symmetric matrices along with Householder reflections to generate a parameterization of the entire O(m). The Cayley representation [6] says that for any matrix Q ∈ SO(m) there exists a skew-symmetric matrix S such that Q = (1 m − S)(1 m + S) −1 .
Then every orthogonal matrix Q in O(m) can be written as
for some skew-symmetric matrix S and some reflection E δ . The key advantage is that the distinct entries of S are unconstrained, i.e., can be any real numbers; this arrangement does not naturally arise from the Givens formulation. Here we could let the lower triangular elements of S range freely, setting the diagonal to zero and the upper triangular portion equal to the negative transpose of the lower trainagular part. Thus m 2 real numbers, as well as a discrete choice of δ, determines each Q.
Numerical computation
Even without the constraints of causality and invertibility, numerical computation and estimation for autoregressive moving average models with nonzero moving average components have traditionally been quite challenging. This difficulty in computation is due to the non-linearity of the model involving the moving average component. The parameterization described in the previous section provides a feasible way for carrying out likelihood based estimation for parameters of a causal invertible VARMA(p, q) process. Before proceeding we describe our convention for denoting the pre-parameters associated with the autoregressive part and the moving average parts, respectively.
The matrix valued pre-parameters associated with the autoregressive part will be denoted as (V 1 1 , . . . , V 1 p ) and (Q 1 1 , . . . , Q 1 p ) whereas those associated with the moving average part will be denoted as (V 2 1 , . . . , V 2 q ) and (Q 2 1 , . . . , Q 2 q ), respectively. The innovation variance will be denoted by Σ. The matrix M needed to start the parameterization of the Schur-stable polynomials will be taken as the identity matrix 1 m for both autoregressive and the moving average polynomials. The scalar valued parameters associated with LDL decomposition of the V matrices for the autoregressive part will be denoted as l 
Maximum likelihood
The standard optimization methods are either gradient based stepping algorithms or direct search algorithms. Gradient based methods for the VARMA model may have difficulty due to the non-linear nature of the likelihood. The direct search methods may fail due to the high number of parameters. As discussed in the introduction, there has been extensive work on VARMA estimation using maximum likelihood. Several procedures have been proposed in the literature none of which maintain the constraints of causality and invertibility. For maximum likelihood computation it will be convenient to use the LDL form for the positive definite part of the parameterization. Thus all parameters except the δ's e.g. Since 2 p+q will tend to be moderate in practice, a profile approach is recommended, i.e., compute maximizers for each value of δ and then take the best option.
To initialize the optimization algorithm one could choose arbitrary values of the pre-parameters. In optimization with a high number of parameters, the choice of initial values may be important. For a VAR(p) one could initialize at the pre-parameter values associated with the Yule-Walker solution. For a general VARMA model there are no moment based or ad-hoc crude estimators of the parameters that restrict estimation to the causal invertible space. One possibility is to use a truncated Wold representation of the white noise series to write a VAR representation
for a moderately large value of r, estimate Π 1 , . . . , Π r , Σ using a Yule-Walker solution and compute the residuals. Using the residuals from the long VAR representation, one could initialize the VARMA to be able to estimate the parameters using least squares. Such an approach is detailed in ( [31] , pp-474). Since there is no guarantee that the estimators will be stable, one needs to convert the regression estimator to a stable estimator before it can be used as an initial estimator in the maximum likelihood procedure. For VARMA (1, 1) ,in the case when either the VAR parameters or the VMA parameter has root outside the unit circle, one could simply shrink the estimator to have maximum eigenvalue less than one, equal to some prespecified value, e.g. 0.999. For a more general VARMA it is not clear how to shrink the eigenvalues to have roots within the unit circle.
Bayesian Prior Specification and Computation
While the parameterization helps in frequentist estimation of the VARMA model by making the likelihood maximization an essentially unconstrained optimization problem, it also facilitates Bayesian estimation of the models by allowing flexible specification of priors that are fully supported on the causal invertible space.
For the VAR model, Normal-Inverse Wishart (NIW) distributions are popular choices for priors on the coefficient matrices and the innovation variance. The Minnesota prior (Litterman 1980 ) also follows normal specifications for coefficients of individual equations in the VAR model. Prudent choice of the hyperparameters in these specifications can lead to better forecasting properties for the BVAR. However, none of the current prior choices restrict the prior, and thereby the posterior, to the causal invertible space. More specifically, as described in Section 3 , the posterior probability of estimating a model with unit root or roots outside the unit circle remain quite significant when the sample size is small. In the case of a general VARMA model, the problem of prior specification is more challenging. No obvious choice of prior exists and the performance of the NIW priors remains unclear.
The parrameterization given in this article restricts the prior to the causal invertible space for a general VARMA model. For prior specification one could directly use the pre-parameterization based on matrices or use those based on scalar pre-parameters. For the positive definite part of the matrix valued pre-parameterization there are several options with obvious prior choices being Wishart or Inverse-Wishart. For the orthogonal matrices belonging to SO(m) the choices are more limited. For prior specification on SO(m) one could specify the uniform prior which will be proper due to compactness of SO(m). Other direct prior specification on SO(m) include the Bingham-von Mises-Fisher (BMF) distribution [23] or those involving the Langevin density on SO(m) [8] . Other methods involving representation of SO(m) can also be used [7] . In addition one needs to specify a prior on δ. By using a reparameterization as δ = I(z < 0) one could specify a Gaussian prior on the latent quantity z. For the scalar representation, one could specify independent Gaussian priors on all the pre-parameters.
Bayesian computation under the described prior specification can be carried out easily using a Metropolis-hastings within Gibbs algorithms. There are no obvious simplification that can be incorporated in the standard implementation of a Markov chain Monte Carlo (MCMC) routine. The initialization of the chains can be done in a manner similar to that for the MLE computation. More description of the implementation along with an R code is available in the supplementary material.
Simulation
To evaluate the performance of estimators based on the proposed pre-parameterization we conducted a limited simulation. The models explored are vector autoregression models. In the VARMA setting there are no available causal invertible estimator that can be compared with the proposed estimator. We compare the performance of the proposed estimator with that of the Yule-Walker estimator in VAR(1) and VAR(2) in two dimensions, m = 2 and VAR(1) in three dimensions, m = 3. We summarize the performance of the estimators using the Monte Carlo root mean squared error based on N = 500 Monte Carlo replication of samples of size n = 100.
Two-dimensional VAR(1)
First we consider the simplest model in the VARMA(p, q) class, namely a first order two-dimensional vector autoregression:
where Z t iid ∼ N (0, 1 2 ). The parameter that we vary is the upper diagonal entry Φ 11 which is also one of the eigenvalues of Φ 1 under this parameterization. The values of Φ 11 are chosen from the set {−.95, −.95, −.9, −.8, −.6, −.4, −.2, 0, .2, .4, .6, .8, .9, .95, .99}. Maximum likelihood estimation is done using the optim function in R. The initial values of the pre-parameters are chosen to be those associated with the Yule-Walker estimator. We use box constraints with upper and lower bounds for the real parameters. The bounds are ±1e+30 for the l and s pre-parameters and ±1e+10 for the d parameters. We use a tighter bound for the d parameter to prevent the iterations from generating near singular values of the V matrix. For Bayesian estimation, N (0, 5) prior is specified for all the pre-parameters except δ which is assigned a Bernoulli(0.5) prior. The Bayesian updates are done with metropolis random walk for the real parameters and via independent sampling with a jump distribution of Bernoulli(0.5) for δ. The metropolis chains are of length 20,000 with a burn-in of 5000. Tables 1-2 report the values of √ nM SE, denoted by RMSE for the four entries of Φ where for any generic parameter η and its estimatorη obtained based on a sample of size n, the nM SE over N Monte Carlo replications is defined as
The values reported under the 'Asymptotic' column are the square-root of n times the asymptotic variance of the parameter. We also looked at the overall RMSE as a function of Φ 11 where the overall RMSE is defined as nN −1 N j=1 Φ − Φ 2 , and · is the Frobenius norm of a matrix. The overall RMSE is plotted as a function of Φ 11 in Figure 2 .
From the reported values we see that the likelihood based estimators are performing better than the Yule-Walker estimator, particularly when the largest root is close to unity. All three estimators are causal and have similar bias but the gain in efficiency for the MLE and the Bayes estimator is largely due to reduction in variance. The Yule-Walker estimator of Σ is particularly unstable (not reported here) for processes with roots close to the causal boundary. In terms of the overall RMSE, the likelihood based estimators are nearly twice as efficient as the Yule-Walker estimator when the largest root of the VAR coefficient is close to one.
Three-dimensional VAR(1)
The second setting we consider is a first order three dimensional vector autoregression process. Specifically, we consider the model
where the errors Z t are independent and identically distributed as N (0, 1 3 ). The different scenarios considered are Φ 31 ∈ {0.1, 1} and Φ 11 ∈ {−.99, −.95, −0.5, 0.4, 0.9, 0.99}. Maximum likelihood estimation is initialized at the Yule-Walker solution. For the MLE optimization box constraints are used on the pre-parameters and the values of the bounds are same as those in the VAR(1) case. We use N (0, 5) priors for the real valued pre-parameters and Bernoulli (0.5) prior for the reflection parameter δ. Since there are 15 parameters in the model, we only report the overall Monte carlo average of the estimation error for the coefficient matrix, given by N −1 N j=1 Φ (j) − Φ , where Φ (j) is the estimator of Φ based on the jth Monte Carlo replication. The overall RMSE is reported in Table 3 . The results show large efficiency gain for the MLE and the Bayes estimator compared to the Yule-Walker estimator, particularly for processes with roots near the boundary. 
Second order VAR
Next we consider a second order two dimensional vector autoregression process. Specifically, the model is X t,1 X t,2 = Φ 1,11 0 1 0.4 Bayesian computation is done using metropolis random walk for the real parameters and independent jumps for the reflection parameters. Due to large number of parameters we only report the Monte Carlo average of the overall estimation error for the autoregressive coefficient matrices
1 is the estimator of Φ 1 based on the jth Monte Carlo replication and Φ (j) 2 is that for Φ 2 . The likelihood based estimators continue to enjoy large efficiency gain over the moment-based estimators in the second order process. The advantage of the proposed parameterization is also seen in terms of gain in numerical stability of computation near the causal boundary.
Unemployment rate
For an empirical application we consider time series of unemployment proportions of the population, published by the Bureau of Labor Statistics at http://data.bls.gov/cgi-bin/surveymost?ln. The series we consider is a multivariate series of Unemployment Rate -White -LNS14000003, Unemployment Rate -Black or African American -LNS14000006, Unemployment Rate -Hispanic or Latino -LNS14000009. Unemployment rate is an important macroeconomic series and has been heavily analyzed. In a well-cited paper, [38] analyzed many macro-economic time series including unemployment rate and since then many analyses and discussions have ensued on stability of the unemployment time series. From an economic point of view the series is generally perceived to be stable, a desirable feature for the health of the economy. There are many subtle features in the unemployment rate series, including variations across different sub-groups such as race and gender or lead-lag relationship among the subgroups, that may be of interest. While there may be several exogenous variables that affect and could help in modeling the time series behavior of the series, here we concentrate on VAR models for the three dimensional unemployment rate series.
The series are all monthly series starting at January of 1974 and ending at December of 2013. Thus, the series length is n = 480 for each of the three series. While the mean level of the series may be of interest, here we concentrate on the deviations from the mean. The time series plot of the three series (with individual series mean subtracted from each series) is shown in Figure 3 . It is clear from the plot that the three series are correlated. The ACF and the PACF plots of the three series are shown in Figure 4 . The PACF of the demeaned series have significant correlations at lag 1 and 2, demonstrating that a VAR(2) model may be a reasonable fit. We fit a VAR(2) model using Yule-Walker, the proposed Bayesian and maximum likelihood estimators based on pre-parameters and also a standard BVAR based on NIW prior on the coefficients and the innovation variance. The MLE methodology is initialized at the Yule-Walker estimates, transformed in terms of the pre-parameters. The Bayesian estimation is done with priors N (0, 5) for the real pre-parameters and Bernoulli(0.5) on the reflection parameters. The NIW prior on the coefficients and the innovation variance is specified as independent N (0, 0.5) for the entries of the coefficient matrices and IW (1 3 , 5) for the innovation variance. The point estimates we obtain through the four fitting methods are: The roots of the determinantal equation of the associated VAR(2) polynomial,Φ(z) = z 2 − Φ 1 z − Φ 2 , allow us to check the stability of the estimates and we do find that all four methods estimate a model in the causal parameter space. Table 5 shows the magnitude of the roots (in decreasing order) of the determinantal equation for the four different fitting methods. As evident from Table 5 , there are several roots close to the boundary of the stationary parameter space. The unrestricted NIW prior yields a root that is very close to unity. This could be especially problematic for long-term forecasts. There are interesting economic implications of these fits since there seems to be a moderately strong lag-lead relationship between the White and the other two series. Such relationships could be helpful for prediction purposes.
Analysis based on a more recent subset of the data: To demonstrate the danger of applying methodologies that do not guarantee estimates to be causal, we examine the unemployment data from the subset January 2006 to January 2010. This series is considerably shorter and has considerably more unstable features due to the recession and the post-recession recovery. We compare Table 6 : Absolute value of the estimated roots (in decreasing order) of the determinantal equation for the Bayesian methods based on the constrained prior specified in terms of the pre-parameters and the unconstrained NIW prior specified directly on the original parameters. One of the estimated roots for the NIW prior is outside the causal region (in boldface).
Bayes Table 6 shows the magnitude of the roots (in decreasing order) of the determinantal equation associated with the two Bayesian estimates. The unrestricted NIW estimates a non-causal model, even though most of the prior mass is within the causal region. The largest root associated with the NIW prior is 1.003. Shorter-term forecasts, e.g. one-step ahead forecast, will tend to be close for the two estimated model because the models are relatively similar (in absolute term) with respect to the magnitude of the estimated parameters. However, the models are significantly different in terms of longer-term behavior. Thus, from a long-term policy making perspective of the two models, one may be preferred over the other. The non-causal model will allow the possible values of unemployment rate to wander substantially away from the mean level, as we demonstrate next.
The risk of maintaining the non-causal model as a long-term dynamic model for the unemployment series becomes apparent if we investigate the nature of the process implied by the two models. To do so, we generate pseudo data from the estimated models for the period January 2014 to December, 2023 ( for data generation. We generate 10,000 replicates and look at the extremes(minimum and maximum) of the 120 observations for each of the replicate. Figure 5 shows the distribution of the extremes for the two models. As evident from the figure, the non-causal model is more unstable. The non-causal model allows more unrealistic values, mainly because the sample paths tend to wander much further away from the mean level of the previous period.
Discussion
In this article we introduced a new parameterization of the causal invertible VARMA process that describes the entire class of causal invertible VARMA in terms of unrestricted real-valued parameters. It is apparent from the theoretical and empirical results that the proposed parameterization holds distinct advantages over anything currently available for estimating causal invertible VARMA processes. The parameterization can be applied to moment-based estimation as well. One could consider an objective function based on the closeness of the sample autocovariances and the theoretical autocovariances written in terms of the pre-parameters. Moreover, one may also consider objective functions in the spectral domain, such as the integrated Frobenius norm of the difference between the observed periodograms and the spectral matrix (written in terms of the pre-parameters). The advantage of the proposed parameterization is that any moments based estimators, obtained as minimizers of objective functions over the pre-parameter space, is guaranteed to be causal and invertible.
Beyond the obvious advantage of being able to estimate a causal invertible process, the proposed parameterization can potentially facilitate other aspects of VARMA modeling, such as reduced rank formulation [49, 1] . The reduced rank version of the proposed parameterization can be obtained by for the first order polynomial in a straight-forward manner. For higher order polynomials, the exact formulation needs to be investigated.
The proposed parameterization is as dense as the original VARMA parameterization. The total number of parameters is the same as that of the original m-dimensional VARMA(p, q) process, i.e. equal to (p + q)m 2 + m+1 2
. For moderate p, q, and m there could be a large number of parameters and as with most multi-dimensional problems with dense parameterization, care needs to be exercised in computation. Sparse reparameterization that maintain causality and invertibility of higher dimensional VARMA processes is a topic of future research.
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Appendix: Proofs
Proof of Proposition 3.1. The ' if' part follows immediately from substitution. For the converse note that (U − M ) 1/2 ((U − M ) 1/2 ) = (AU 1/2 )(AU 1/2 ) .
Therefore we can find Q 1 ∈ ν r,m such that (U − M ) 1/2 = AU 1/2 Q 1 . Hence the result.
To prove Proposition 3.2, we first prove a lemma. Letting U = V + M , it then follows that U = AU A 1 + M. Thus by Stein's result we must have A 1 ∈ S m 1 . Then by Lemma .1 we know that V must be a unique solution to A(V + M ) A = V . Applying ϕ we obtain ( V , Q), where
Noting that V also solves A( V +M ) A = V by algebraic verification, Lemma .1 tells us that V = V . Plugging this result back into the formula for Q yields
Therefore ϕ • ϑ = id as well.
Proof of Theorem 4. . Because U k is positive definite, so is C k . We then obtain stability ofÃ modifying the argument of Stein (1952) slightly to show that as long as C k is positive definite, the eigenvalues ofÃ are strictly smaller than one in absolute value. Let w * = (w * 1 , · · · , w * p ) be any left eigenvector ofÃ corresponding to an eigenvalue λ. First we show that w 1 = 0. From the structure ofÃ we have w * 1 A i−1 + w * i = λw * i−1 for 1 < i < k and w * 1 A k = λw * k . Thus, if w 1 is zero then the entire eigenvector is zero leading to a contradiction. Pre and post multiplying equation Here terms involving ξ 0 , κ 0 for the t = 1 case are assumed to be zero. The second term on the right side is a positive definite term because U k > 0, which implies that any principal diagonal block is positive definite and hence D t > L 0 for t ≤ k. Thus,
(.
Based on the assumption that U k > 0 we have C k > 0. Hence C 0 > C 1 > · · · > C k > 0. For the converse, let C 0 > C 1 > · · · > C k > 0 be defined as in (15) . Then C 0 = U (0) > 0 and C k = U (0) − ξ k U −1 k−1 ξ k > 0 which implies
is positive definite.
Proof of Theorem 4.3. If A(z) is Schur-Stable then we can construct a causal VAR(k) process {X t } with innovation variance as the identity matrix 1 m and A as the coefficient matrix. Then U k−1 ) = Γ k−1 is the required positive definite block Toeplitz matrix where Γ k is the variance V ar{X t , X t−1 , . . . , X t−k }. Each row shows the distribution of the maximum and the minimum of the pseudo unemployment rate values generated based on models (7.1) and (7.2). The rows correspond to blacks, whites and latinos, respectively.In each figure the darker histogram pertains to the causal model (7.2) while the lighter corresponds to the noncausal model (7.1). The overlapping area is also visible in the histograms.
