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Abstract
We consider subset-sum-distinct-sequences having the property that no subset sum is congruent
to amod q for any given integers a and q. We provide a classication of these sequences, in
order to determine which of the sequences have maximal reciprocal sums. A greedy sequence is
one which tries to maximize its reciprocal sum by making each successive term in the sequence
as small as possible. We describe the circumstances under which a greedy sequence does in
fact have maximal reciprocal sum. In classifying the greedy sequences, we resolve two of the
three conjectures made in J. Bae’s paper of 1998, An extremal problem for subset-sum-distinct
sequences with congruence conditions (Discrete Math. 189 (1998) 1–20).
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
This paper provides a complete classication of certain subset-sum-distinct sequences,
thereby verifying two of the three conjectures made in [1].
A subset-sum-distinct sequence (SSDS) is a (nite or innite) sequence of integers
such that no two subsets of the sequence have the same sum.
For example:
(i) {1; 2; 4; 8; : : : ; 2n; : : :} is a SSDS.
The set of subset sums of this SSDS is the set of all nonnegative integers.
∗ 1826 Kilian Blvd., St. Cloud, MN 56304, USA.
E-mail addresses: vonkor)@socrates.berkeley.edu, vonkor)@fas.harvard.edu (J. Von Kor)).
0012-365X/03/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/S0012-365X(02)00875-0
272 J. Von Kor$ /Discrete Mathematics 271 (2003) 271–282
(ii) {1; 3; 9; 27; : : : 3n; : : :} is a SSDS.
The set of subset sums of this SSDS is {0; 1; 3; 4; 9; 10; 12; 13; : : :}.
(iii) {11; 17; 20; 22; 23; 24} is a nite SSDS.
(iv) {1; 2; 6; 9; 13} is not a SSDS because 1+ 2+ 6= 9. Also because 2+ 13= 6+ 9.
The condition that a sequence have no two subset sums equal will be referred to as
the SSD condition, or just SSD.
It is easy to make a SSDS with very large terms that are far apart; but there is a limit
to how dense the sequence can become. For instance, if the rst three terms of some
SSDS are 1,2,4, then the next term must be at least 8. One measure of the density
of an innite sequence is the reciprocal sum of the sequence; that is, if
∑∞
i=0 1=si
converges and is small, then the terms of the sequence {s0; s1; s2; : : :} are sparse. ErdKos
conjectured (and Ryavec proved, see [2]) that no SSDS can have a reciprocal sum
larger than 2. That is, {1; 2; 4; : : :} has the largest possible reciprocal sum.
In [1], Jaegug Bae considers SSDSs which have the additional restriction that no
subset-sum can be congruent to amod q, for some chosen integers a and q. Such a
sequence is said to avoid amod q. For example, the SSDS {1; 2; 6; 10; 20; 40; 80; 160; : : :}
does not have any subset sums which are congruent to 5mod 30. (The subset sums are
{0; 1; 2; 3; 6; 7; 8; 9; 10; 11; 12; 13; 16; 17; : : :}.) So this sequence avoids 5mod 30.
We are interested in maximizing the reciprocal sum over SSDSs that avoid amod q,
for a given choice of a and q. A greedy algorithm often gives good results: The greedy
SSDS (which avoids amod q) is the unique innite sequence such that each term is as
small as possible, given the preceding terms. For instance, {1; 2; 6; 10; 20; 40; 80; 160; : : :}
is the greedy SSDS for 5mod 30, and {2; 3; 8; 16; 32; 64; 128; : : :} is the greedy sequence
for 1mod 8.
Notice that both of these greedy sequences eventually satisfy si =2ix for suLciently
large i. We will prove later that the greedy SSDS which avoids amod q will always
follow this pattern; that is, the terms will start doubling at some point in the sequence.
Bae divides the greedy sequences into three mutually exclusive classes (class 1, 2,
and 3). He does not prove that all sequences t into one of these classes; that proof is
the major result of this paper. Bae’s classication can be used to determine under what
circumstances the greedy sequence for amod q will also have the maximal reciprocal
sum. We assign a sequence to class 2 if the terms start to double at a divisor of q,
and we assign it to class 1 or 3 if the terms start to double at a multiple of q. More
specically, the three classes are dened as follows:
Let s = {s0; s1; s2; : : :} be the greedy SSDS for amod q.
If qAsi for all i, but sN+i = 2i−1d; (i¿ 0) for some N and for some d|q, then s is
assigned to class 2.
If for some N; qAsi; (06 i6N ), and sN+i = 2i−1uq; (i¿ 0), for some integer u,
then s is assigned to class 1 or 3. To determine which of the two classes the sequence
is assigned to, we use the following criteria:
Let U = {0; 1; 2; : : : ; uq− 1}.
Let SN be the set of all subset sums of {s0; s1; s2; : : : ; sN}.
Let V = {x∈U: a ∈ (SN + x)mod q}.
If V − V ⊆ SN − SN , then s is of class 1. Otherwise s is of class 3.
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Bae’s three conjectures are as follows:
(1) All greedy sequences are of class 1, 2, or 3.
(2) Let s be the greedy SSDS for amod q. Let 2m be the largest power of 2 such
that a¿ 2m. Let ‘= a+2m +1. Then s is of class 2 if and only if ‘|q, a = 2m+1 − 1,
and q = 2n‘ for all n¿ 0.
(3) Let s be the greedy SSDS for amod q. Then s is of class 3 if and only if m¿ 0,
a= 2m+1 − 1, and 2m · (2r+1 − 1)¡q¡ 2m · 2r+1 with r¿ 2.
(A note to avoid confusion: this notation di)ers slightly from Bae’s, and in partic-
ular the ‘ in conjecture (2) represents a di)erent quantity than Bae’s ‘ in his paper.
However, the two formulations are easily seen to be equivalent.)
We will prove conjectures (1) and (2). The nal section will brieOy describe how
this classication might be used to determine whether a greedy sequence also has
maximal reciprocal sum.
2. Classication of greedy sequences
Note: The case in which a= 2m+1 − 1, for some m, is a special case and is treated
separately near the end of this section.
In this paper, we use the following notation:





It is critical to our investigation to observe that the set Sn consists of patterns
of particular lengths that repeat themselves. For instance, if a = 5 and q = 30, then
Sn = {0; 1; 2; 3; 6; 7; 8; 9; 10; : : :}. In this case, the pattern {x; x+1; x+2; x+3; x+6; x+
7; x + 8; x + 9} is repeated for x = 0; 10; 20; 30; 40; 50; : : : : Such a pattern will be
referred to as a block.
The pattern given in this example would be called a 10-block, because it species
whether 10 particular integers (e.g. x : : : x + 9) are in Sn.
Alternatively, the sequence could be viewed as consisting of a repeating 4-block, of
the form {x; x+1; x+2; x+3}. The 4-block is repeated for x=0; 6; 10; 16; 20; 26; : : : :
A gap in a sequence Sn is a set of consecutive integers not in the sequence, such
that some integer in the sequence is larger than all of the integers in the gap.
Lemma 1. Assume k = 2m − 1. Let s be the greedy SSDS which avoids amod q.
Then each term of s is greater than the sum of the previous terms.
Proof. First, note that the sequence s must begin with: 1; 2; 4; : : : ; 2m−1; a+1. (Hence,
sm = a+ 1).
Then Sm = {0; 1; 2; 3; : : : 2m − 1; a + 1; a + 2; : : : ; a + 2m}. Sm starts with a block of
the rst 2m nonnegative integers. Then there is a gap of a− (2m − 1) = k + 1 integers
not in Sm, and then another block of 2m integers that are in Sm. We will let ‘ be the
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length of these three sections combined; that is, ‘ = 2m + (k + 1) + 2m = a+ 2m + 1,
and we will call this pattern an ‘-block.
Now, note that Sm+1 = Sm ∪ (Sm + sm+1), that is, Sm+1 consists of two disjoint
‘-blocks. Similarly, Sm+n = Sm+n−1 ∪ (Sm+n−1 + sm+n), and so Sm+n consists of 2n
disjoint ‘-blocks.
The proof of the lemma proceeds by induction in n, on the following three facts:
(The rst of which is the lemma we wish to prove.)
(i) sn ¿Sn−1.
(ii) Any gap in Sn must have size less than or equal to Sn−1.
(iii) For any N¿ n, if any member of SN+1 is located in a gap in SN , then that
gap must have size greater than Sn−1.
As the base case, we prove the three statements for n=m: (The proof for n¡m is
even easier, and it works in much the same way.)
(i) sn = a+ 1¿ 2m − 1 = Sn−1.
(ii) The only gap in the sequence Sn is of size a − 2m + 1 = k + 1, which is less
than or equal to Sn−1 = 2m − 1. This is because we have assumed that k ¡ 2m − 1,
therefore k + 16 2m − 1.
(iii) Sn−1 is a sequence of 2m consecutive integers, and Sn−1 = 2m − 1. For N¿ n,
all SN are composed of copies of Sn−1. And a sequence of 2m consecutive inte-
gers cannot have any element in a gap of size 2m − 1 without overlapping one
edge of the gap. If this happens, then two sums of s0 : : : sN+1 would be the same,
which would violate SSD. Therefore such a gap must have size greater than
2m − 1.
Now, for n¿m, we will assume that all three are true for 0; 1; : : : n, and prove for
n+ 1.
(i) By (ii), we know that no gap in Sn is larger than Sn−1, and by (iii), this implies
that no member of Sn+1 can t into any gap in Sn. Therefore sn+1 is greater than all
elements of Sn, so sn+1¿Sn.
(ii) Sn+1=Sn∪(Sn+sn+1). So there is only one new gap in Sn+1 that could possibly
be larger than the gaps in Sn. This is the gap between Sn and sn+1. (The rest of the
gaps are the same size as gaps in Sn, and are therefore small enough by induction
hypothesis (ii).) We must show that this new gap, which has size sn+1 − Sn − 1, is no
larger than Sn. That is, we must show that sn+16 2Sn + 1. So, suppose not; suppose
that sn+1¿ 2Sn + 1.
Then there can be no multiples of q in the gap; because if Sn ¡cq¡sn+1, then we
should have greedily set sn+1 = cq. To demonstrate this, we need only show that both
the SSD condition and the congruence condition would still hold if we set sn+1 = cq:
The SSD condition of the sequence would still hold, since cq is still larger than the sum
of all previous si. And we would still have no sums that are congruent to amod q,
since if no element of Sn is congruent to amod q, then no element of Sn + cq is
congruent to amod q, either.
So there are no multiples of q between Sn + 1 and sn+1 − 1, inclusive.
Therefore q is greater than the size of the gap, and by assumption, the gap is larger
than Sn. So q¿Sn. So we know that q is not in {0 : : : Sn} or in {Sn + 1 : : : sn+1 − 1}.
Therefore q¿ sn+1¿ 2Sn + 2.
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But in this case, we could have let sn+1 equal Sn +1 instead. As before, this would
not have contradicted the SSD requirement for the sequence, since we are adding a
term that is larger than the sum of all the previous terms. And it would not produce
any subsets that sum to amod q, since we would have Sn+1 = 2Sn + 1¡q¡q + a,
so that no subset sum could possibly equal cq + a for any c¿ 0. But also no new
sum can equal a, since a¡a+1= sm¡sn+1. Therefore we could have let sn+1 equal
Sn + 1. But sn+1¿Sn + 1, so the sequence is not greedy. This contradicts our original
assumption.
Therefore (ii) is true for n+ 1.
(iii) Suppose some integer x∈SN+1, N¿ n + 1, is located in a gap in SN which
has size at most Sn. Now, SN is composed of 2N−n disjoint copies of Sn, and SN+1
is composed of two disjoint copies of SN . So x∈ (Sn + c) for some integer c, where
(Sn+ c) ⊂ (SN+1\SN ). But since x is in a gap in SN of size at most Sn, the gap is not
large enough to contain a whole copy of Sn. Therefore Sn + c overlaps some Sn + c′
which is a subset of SN . (Overlaps in the sense that the maximum element of Sn + c
(or minimum element, but assume maximum WLOG), is between the minimum and
maximum elements of Sn + c′.) Let x′ be the maximum element of Sn + c. Then x′
is located in some gap in Sn + c′, and the gap has size at most Sn−1, because no gap
in Sn can have size greater than Sn−1 by induction hypothesis (ii). But Sn + c′ ⊂ SN ,
and by induction hypothesis (iii), x′ cannot be located in any gap in SN which has
size 6 Sn−1. This is a contradiction, so (iii) is true for n+ 1.
Lemma 2. If sn = uq for some integer u, then sn+1 = 2uq.
Proof. Certainly, sn+1 = 2uq would not violate the SSD condition or the amod q con-
dition. This is because Sn = Sn−1 + sn ¡ 2sn = 2uq, so 2uq is greater than the sum of
the previous elements, therefore SSD is not violated. Furthermore, 2uq is a multiple
of q, so it cannot create any sums congruent to amod q if there were none already.
Therefore sn+16 2uq, as s is a greedy sequence.
Now, suppose sn+1¡ 2uq, say sn+1=uq+r, r ¡uq. We will show that sn must equal
r, contradicting our assumption that sn = uq. If 1; 2 ∈Sn−1, and if r + 1 = 2, then
uq+ r+1 = uq+2, so sn+1 +1 = sn+2. This would violate the SSD requirement;
therefore r + 1 = 2. But this implies that setting sn = r would not violate SSD.
Also, setting sn = r would not violate the amod q requirement, because if ∈Sn−1,
then r +  ≡ amod q would imply uq+ r +  ≡ amod q, which would mean that sn+1
cannot be set to uq+ r. And this would contradict our assumption that sn+1 = uq+ r.
Therefore we can set sn = r. But if we could have set sn = r then we would have,
since s is a greedy sequence and r ¡uq. This is a contradiction, so sn+1 = 2uq.
Lemma 3. If sn = ud where d|q and a ∈ (Sn−1 mod d), and sn+1 is a multiple of d,
then sn+1 = 2ud.
Proof. The proof that sn+16 2ud is identical to the rst part of the proof of Lemma 2.
Then suppose that sn+1=ud+ r; r ¡ud. As in Lemma 2, we could set sn to r without
violating the SSD requirement. And setting sn to r would not create a sum of amod q
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because, by an argument identical to the previous lemma, it would not even create a
sum of amod d. So we have a contradiction as in Lemma 2; and sn+1 = 2ud.
If for a sequence s, there exists some n such that sn+i = 2i−1sn+1; i ¿ 0, and if n is
the smallest integer that will satisfy this requirement for this sequence, then we will
call {sn+1; sn+2; : : :} the doubling sequence of s.
Lemma 4. The greedy SSD sequence which avoids amod q contains a doubling se-
quence. Furthermore, if the 7rst term of the doubling sequence is sn+1, and if we let
sn+1 = ud, where d= gcd(sn+1; q), then a ∈ Smod d; that is, it is impossible to make
amod d as a subset sum.
Proof. Consider the sequence s modulo q. There are only nitely many residues mod q,
so there must be some values which are repeated innitely many times in s; mod q. Let
the set of all such numbers be {x1 : : : xn}. Then let xi=gcd(xi; q). We can produce any
multiple of xi as a subset sum, mod q, because we have an innite number of terms in
the sequence which are congruent to xi; mod q. And if we can make any multiple of Pxi
and Pxj, then we can make any multiple of gcd( Pxi; Pxj). So we can make any multiple of
gcd(q; x1; : : : ; xn). Call this last number D. We cannot produce amodD as a subset sum,
because otherwise we could add some multiple of D to get amod q. Furthermore, there
are only nitely many terms which are not multiples of D (since all xi are multiples of
D). Therefore at some term in the sequence, all remaining terms will be multiples of
D. By Lemma 3, that term will be part of a doubling sequence. Then suppose sn+1=ud
is the rst term in the doubling sequence, where d = gcd(sn+1; q). We can make any
multiple of udmod q, therefore we can make any multiple of dmod q. This is because
u is relatively prime to q=d, implying that u has an inverse mod (q=d), therefore there
exists some u−1, mod (q=d) so that u−1ud ≡ dmod q, and therefore for any N , we
have Nu−1ud ≡ Ndmod q. Because we can make any multiple of dmod q as a subset
sum, we cannot make amod d, since otherwise we could add some multiple of d to
get amod q. So the lemma is proved.
Lemma 5. Assume k = 2m − 1. Then for sm+r6 (q + a)=2, Sm+r consists of 2r con-
secutive ‘-blocks.
Proof. We know that Sm+r consists of 2r disjoint, nonoverlapping ‘-blocks. The small-
est we can possibly make sm+1; : : : sm+r will be sm+i = 2i−1‘. This will produce a
legal sequence, since Sm+r ¡ 2sm+r6 q + a, hence no subset sum can equal q + a.
(And it is clear that no two subset sums will be equal, since the ‘-blocks do not
overlap.) Therefore Sm+r will be a chain of ‘-blocks which start at 0; ‘; 2‘; 3‘; : : : ;
(2r − 1)‘, respectively.
Now, we use these lemmas to determine precisely when a sequence is of class 2.
Theorem 1. Let s be the greedy SSDS for amod q. Then s is of class 2 if and only
if ‘|q and q = 2n‘ for any n. (This is one of Bae’s conjectures.)
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Proof. Suppose the sequence is of class 2, and let d be the term in the sequence at
which doubling starts.
If d¿a+1, then d¿sm ⇒ d=sm+r for some r¿ 1. And d¡q, d|q⇒ d6 q=2⇒
d¡ (q+ a)=2. So by Lemma 5, d= 2r−1‘. Therefore ‘|d|q ⇒ ‘|q. Furthermore, q =
2n‘ because otherwise sm+n+1 = q, and this would imply that the sequence is of type 1
or 3.
If d = a + 1, then d = sm, and sm+1 = 2d. Now, Sm = d + 2m − 1, and a¿ 2m ⇒
d¿ 2m ⇒ 2d¿Sm + 1. But this means that sm+1 could be decreased by 1 and still
meet the SSD requirement. But we know that it cannot be decreased by 1, because s is
a greedy sequence. Therefore it must be the amod q requirement which prevents sm+1
from being decreased by 1. So there is some integer x which is one less than an element
of Sm+1\Sm and is congruent to amod q. But Sm+1\Sm=Sm+2d, and Sm is composed
of two blocks of 2m integers each. Therefore the number immediately before one of
these 2m-blocks must be congruent to amod q (thus preventing us from decreasing
sm+1). The two possibilities are that 2d− 1 ≡ amod q, or that 3d− 1 ≡ amod q. But
2d− 1¡q+ a, (since d6 q=2), and 2d− 1¿a because d¿a. So 2d− 1 cannot be
congruent to amod q. Therefore 3d − 1 ≡ amod q. Since 3d − 1¡ 2q + a, we must
have 3d− 1= q+ a;⇒ 3a+2= q+ a⇒ q=2(a+1)= 2d. But then sm+1 = q, which
contradicts the hypothesis of the theorem. So d = a+ 1.
And we cannot have d¡a + 1, because then a¿d. If a¿d, then let R be the
remainder when a is divided by d. Then a¿d ⇒ R¡a=26 2m. But we can make
0; 1; 2; 3; : : : 2m−1 − 1 as subset sums. So we can make R as a subset sum, and R ≡
amod d. But d; 2d; 4d; 8d; : : : are all terms of the sequence s. So we can make any
multiple of d as a subset-sum; therefore we can make amod q by adding the appropriate
multiple of d to R. This is a contradiction, so d¿ a+1. This proves one direction of
the theorem.
The other direction is proved as follows: if ‘|q, then any number of consecutive
‘-blocks will not intersect amod q. Therefore sm+r = 2r−1‘ for all r ¿ 0; so doubling
begins at ‘.
Next, we rule out the possibility of any sequence being of type 3, except in one
special case.
Theorem 2. Assume that k = 2m − 1. Then s is not of type 3.
Proof. It suLces to show that if s starts doubling at sN+1=uq, then V−V ⊆ SN −SN .
(See the introduction of this paper for the denition of V.) So we will assume that
sN+1 = uq.
First, we will prove that {0; 1; 2; : : : SN} ⊆ SN − SN . Suppose 06 v6 Sn for some
integer v, and suppose v ∈ SN −SN . Then SN +v does not intersect SN . But this means
that we could set sN+1 = v without violating the SSD requirement, although we may
violate the amod q requirement. However, we are about to prove that sN+1 = v would
necessarily violate the SSD requirement, which will be a contradiction.
We can use an argument similar to Lemma 1, but we must work under the assump-
tion that sN+1 need not satisfy the amod q requirement. We can still apply all three
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parts of the induction step of Lemma 1 until we prove the lemma for n=N . Then we
apply part (i) of the induction step (which does not assume anything about the amod q
requirement) to get the case n= N + 1, thereby deducing that sN+16 SN would have
to violate SSD. (Note: it is important that the argument in part (iii) of the induction
step does not depend on having sN satisfy the amod q requirement for any n or N .)
So we have a contradiction; therefore v∈SN − SN .
Next we will show that V does not contain any integers larger than SN . Suppose
v¿SN for some v∈V. Then setting sN+1=v would not violate SSD. But sN+1=uq¿v,
so setting sN+1=v must violate the amod q requirement. Therefore a∈ (SN +v)mod q,
so v ∈ V. Therefore no element of V−V can be larger than SN −0=SN . And SN −SN
contains all nonnegative integers that are less than or equal to SN . A similar argument
works for negative integers. So V − V ⊆ SN − SN , and we are done.
The next lemma will be used to demonstrate that the greedy SSDS which avoids
amod q is necessarily of type 1, 2, or 3. If a sequence were not of type 1, 2, or 3,
then by Lemma 4, it would have to start doubling at some ud, where d= gcd(ud; q);
u = 1; qA2rud for any r, and a is not a subset sum, mod d. In Theorem 3 we will
show that this is impossible.
We will say that any ‘-block starts at the integer which is the rst value in that
‘-block. Now, consider all of the ‘-blocks that make up Sn. They will start at sums of
{sm+1; : : : ; sn}. Let Rn be the set of all such sums mod q, i.e. Rn={0; sm+1; sm+2; sm+1+
sm+2; : : : ;
∑n
i=m+1 si}mod q.
Lemma 6. Assume that k = 2m − 1. Suppose that s is not of class 1 or 3. Then for
all n¿m,
Rn = {−gn‘; (−gn + 1)‘; : : : ;−‘; 0; ‘; : : : ; (hn − 1)‘; hn‘}
for some gn; hn. We shall call such a set ‘-consecutive with 0 mod q. (Or just
‘-consecutive.) As an example: the set {3‘; 0;−‘; ‘; 2‘} is ‘-consecutive, because it
can be written as {−‘; 0; ‘; 2‘; 3‘}.
Proof. Let d be dened as in the proof of Lemma 4. The reader may wish to review
the denitions of ‘ and k given at the very beginning of Section 2, along with the
denition of a k + 1-gap given at the beginning of Lemma 1.
First, we will show that there exists an integer M such that
(1) Rn is ‘-consecutive with 0 for all m6 n6M .
(2) RM contains a sequence {0; ‘; 2‘; : : : ; T‘} for some integer T , such that T‘6
d+ a¡ (T + 1)‘.
Part (1) is our base case for induction. Part (2) is necessary for step (iii) of the
induction (see below). Note that by denition of d, no element of SM can be congruent
to d+ amod q, so if any ‘-block in SM overlaps d+ amod q, then d+ amod q must
t into the k + 1-gap in the ‘-block.
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Now, it is easy to show that there exists such an M if for some integer r,
d + a¡ 2r‘6 q + a. This is because, similar to Lemma 5, we will have Sm+i =
2i‘ − 1 for 06 i6 r. So Sm+r is composed of 2r consecutive ‘-blocks, which ex-
tend at least to d + a; therefore in this case, M = m + r satises the given
requirement.
Then suppose that no integer r satises d+a¡ 2r‘6 q+a. Now, d|q and d¡q, so
d6 q=2. So we know that d+a=2¡ 2r‘6 q+a for some r, because d+a=26 (q+a)=2.
But this implies that d+ a=2¡ 2r‘6d+ a.
Now, Sm+r = 2r‘ − 1. Then d + a¿ 2r‘ implies q + 2a¿ 2r+1‘, therefore q +
a¿ 2r+1‘ − a, so that q+ a¿ (2r+1 − 1)‘ + 2m + 1. This last fact implies that if we
were to set sm+r+1 = 2r‘, then q + a would come after the rst of two 2m-blocks in
the last ‘-block of Sm+r+1. Therefore, either:
Case (1): We can set sm+r+1 = 2r‘, and we will have q + a ∈ Sm+r+1. In this
case we are done, because Sm+r+1 will be composed of 2r+1 consecutive ‘-blocks, so
M = m+ r + 1 satises the requirement. Otherwise,
Case (2): If we set sm+r+1 = 2r‘, q+ a would fall into the last 2m block of Sm+r+1,
so we cannot set sm+r+1=2r‘. In this case, we merely have to increase sm+r+1 until the
last 2m-block of Sm+r+1 starts at q+a+1, in which case Sm+r+1=q+a+2m=q+‘−1.
So assume the second case. Then we have Sm+r = 2r‘− 1, and Sm+r+1 = q+ ‘− 1,
and therefore the di)erence of these two is sm+r+1 = q+ (1− 2r)‘.
Note that Rm+r+1 is ‘-consecutive as desired, because Rm+r+1\Rm+r = {(1 − 2r)‘;
(2− 2r)‘; : : : ; 0}, so Rm+r+1 = {(1− 2r)‘; : : : ; (2r − 1)‘}.
Also, we must have r¿ 1, because r=0 would imply that sm+r+1=q+(1−20)‘=q, in
which case s is of class 1. Now, we can set sm+r+2=q+‘; we know this is legal because
Sm+1 consists of two consecutive ‘-blocks (since r¿ 1), so the last two ‘-blocks in
Sm+r+2 are consecutive, and they will start at 2q and 2q+ ‘, so they will not intersect
2q + a. Again, note that Rm+r+2 is ‘-consecutive as desired; so we need only show
that it satises part (2) of the requirement.
Now, sm+r+2 = q + ‘, so there will exist 2r consecutive ‘-blocks with the rst one
starting at q + ‘. The last one will end at q + (2r + 1)‘ − 1, which is greater than
q+ d+ a. So M = m+ r + 2 satises the given requirement.
So we are done with the base case; we know that M exists with the properties we
want. Now we will use induction to prove the lemma. Suppose Rn is ‘-consecutive,
n¿M . We will prove that Rn+1 is ‘-consecutive. There are three possible cases for
the value of sn+1:
(i) sn+1 = Sn + 1. Since Rn is ‘-consecutive, and all of the ‘-blocks we are adding
start at the end of the last ‘-block in Rn, we have Rn+1 is ‘-
consecutive.
If (i) is not the case, then sn+1¿Sn + 1. Now, there must be some reason that we
are not allowed to decrease sn+1 by one. And decreasing sn+1 by one would not violate
the SSD requirement, because sn+1 is larger than all the elements of Sn. Therefore,
decreasing sn+1 by one would violate the amod q requirement. This implies that for
some c, cq + a must be immediately at the end of a k + 1-gap in Rn+1\Rn or else
immediately before the beginning of some ‘-block of Rn+1\Rn. These two possibilities
will be cases (ii) and (iii), respectively.
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(ii) cq + a is at the end of a k + 1-gap. Then cq is precisely at the beginning
of an ‘-block in Rn+1\Rn, so this ‘-block starts at 0mod q. Therefore Rn+1\Rn is
‘-consecutive with 0, so Rn+1 is ‘-consecutive with 0.
(iii) cq + a is immediately before an ‘-block. Then list the elements of
Rn+1\Rnmod q : {−gn‘ + sn+1; (−gn + 1)‘ + sn+1; : : : ; hn‘ + sn+1}.
Then cq + a ≡ t‘ − 1 + sn+1 mod q for some −gn6 t6 hn. But if t ¿ − gn, then
there is an ‘-block starting at (t − 1)‘ + sn+1; mod q. Since the last integer in an
‘-block is a subset sum of s, we have that Sn+1 contains an integer congruent to
(t − 1)‘ + sn+1 + ‘ − 1 = t‘ − 1 + sn+1 ≡ cq + a ≡ a. But no element of Sn+1 can
be congruent to amod q, so this is impossible; therefore t = −gn. So −gn‘ + sn+1 ≡
a+ 1; mod q.
Now Rn+1 ⊃ Rn and ⊃ Rn+1\Rn. Also, Rn contains a sequence {0; ‘; 2‘; : : : ; T‘} for
some integer T such that (T + 1)‘¿d+ a¿T‘, because n¿M . Therefore Rn+1\Rn
contains a sequence {a+ 1; a+ 1 + ‘; a+ 1 + 2‘; : : : ; a+ 1 + T‘}, which also extends
beyond d+a. But none of the ‘-blocks in either Sn or Sn+1\Sn can intersect d+a, by
denition of d. So d + a ts into the k + 1-gap in an ‘-block of each sequence. But
this is impossible, since the k+1-gaps of the rst sequence are lled by the 2m-blocks
of the second sequence. Therefore this third case is impossible.
So we are done with the induction, and the lemma is proved.
Theorem 3. Any SSDS for which k = 2m − 1 is of type 1 or 2.
Proof. First of all, we know that such an SSDS cannot be of type 3. If it is also
not of type 1, then the rst term in the doubling sequence will be ud, where d =
gcd(ud; q); qA2rud for any r, and a is not a subset sum, mod d. Then some ‘-block
begins at ud, mod q. This ‘-block is in a set of ‘-blocks that are ‘-consecutive with
0, by Lemma 6. Therefore ud ≡ c‘mod q for some c.
First suppose the ‘-consecutive ‘-blocks that connect 0 and c‘ are 0; ‘; 2‘; : : : ; c‘.
Then none of them intersect amod d.
But if a series of consecutive ‘-blocks starting at {0; ‘; : : : ; ud}mod q does not inter-
sect amod d, then for any n, a series of ‘-blocks starting at {nud; nud+‘; : : : ; (n+1)ud}
also will not intersect amod d, because the two sequences are the same, mod d. There-
fore an innite sequence of consecutive ‘-blocks, with the rst block starting at 0,
will never intersect amod d. Thus, our greedy sequence will start doubling at ‘. This
implies that ud= ‘. And we must have d= ‘, because of the criterion that we cannot
make amod d; that is, in a series of consecutive ‘-blocks, the blocks of consecutive
integers are of length 2m+1¿‘=2, so we can make amod (‘=u) for u¿ 1.
The other possibility is that c¡ 0, and the ‘-consecutive sequence is {c‘;
(c + 1)‘; : : : ;−‘; 0}. The proof for this case is identical. Since d = ‘, the sequence
is of type 2 (starts doubling at d), so we are done.
Theorem 4. Any greedy sequence for which k = 2m − 1 is of type 1 or 3. (Hence,
combining this theorem with Theorem 3, we know that all greedy SSDSs which avoid
amod q are of type 1, 2, or 3. This is one of Bae’s conjectures.)
J. Von Kor$ /Discrete Mathematics 271 (2003) 271–282 281
Proof. (Note that this proof contains less details than the previous proofs; the reader
may wish to draw diagrams to understand what is going on.)
A sequence with k = 2m − 1 will follow a slightly di)erent pattern than a sequence
with k = 2m − 1. To begin with, we can (and often do) have sn+1¡Sn. That is to
say, the ‘-blocks overlap. So it is best to think of Sn in terms of 2m-blocks, since
2m-blocks cannot overlap. Sm−1 will be a block of 2m integers, as before; and Sm will
be an ‘-block; but now k + 1 = 2m, so the gap in the ‘-block is large enough for a
2m-block to t into.
Then we will consider three cases:
(1) sm+1 = 3 · 2m. This might happen if 3 · 2m6 q + a¡ 4 · 2m, but we know that
a= 2m+1 − 1, and we can subtract to obtain 2m + 16 q6 2 · 2m. Then q¿a implies
q=2m+1=a+1, so sm=q and the sequence is of type 1 or 3. The only other possibility
is that 5 · 2m6 q+ a¡ 6 · 2m, in which case sm+1 = q, and the sequence is of type 1
or 3.
In the other two cases, sm+1 = 3 · 2m. Let r be the smallest value, greater than or
equal to 2, for which sm+r = 2r · 2m. (And in fact, sm+r must be ¿ (2r + 2) · 2m. Let
j = (2r + 2) · 2m:)
Note that Sm+r−1 consists of a 2m-block followed by a 2m-gap, then (2r−2) consec-
utive 2m-blocks, then another 2m-gap, and nally another 2m-block. This pattern will
be called a j-block.
(2) q¿ j. Then we must have sm+r = q, so the sequence is of type 1 or 3.
(3) q¡ j. Then if r¿ 3, it is easy to show that the sequence is either of type 1
or of type 3, because the sequence of 2m · (2r − 2) consecutive integers in a j-block
is longer than q=2. This is because 2r−1¿ 4 and so q=2¡j=2 = 2m · (2r−1 + 1) = 2m ·
(2r−2r−1−2+3)¡ 2m · (2r−2). Hence if d = q, where d is dened as in Lemma 4,
then this sequence of consecutive integers will intersect some value which is equivalent
to amod d, because d6 q=2. But we know this is impossible, so the sequence must
be of type 1 or type 3.
On the other hand, suppose r=2. Then if d = q, we can use an argument similar to
Lemma 6. Note that ‘ = j=2, and j = 6 · 2m. To begin with, d = q=2, since q=3¡
(6 · 2m)=3 = 2 · 2m = 2m · (2r − 2), so that there is a block of consecutive inte-
gers longer than q=3. Then since d = q=2, we cannot make
amod (q=2).
So q=2 + a ∈ Sm+1, and q=2¡j=2 implies 4 · 2m6 q=2 + a¡ 5 · 2m. Each j-block
consists of two ‘-blocks. And for each group of j-blocks added to the sequence, ei-
ther the group begins immediately after the last j-block of the previous group (so
they are ‘-consecutive with 0) or some cq + a is at the end of a 2m-gap (again,
they are ‘-consecutive with 0) or some cq + a is immediately before the beginning
of a j-block. But the third case is impossible, because the j-block will then contain
{cq + 2a + 2; : : : ; cq + 2a + 2 · 2m + 1} = {cq + 4 · 2m; : : : ; 6 · 2m − 1}, which neces-
sarily intersects cq + q=2 + a. So all of the ‘-blocks are ‘-consecutive with 0, and
therefore the sequence is of type 1 or 3, as in Lemma 6. E.g. it begins doubling at
‘, so if it is not of type 1 or 3, then ud = ‘, implying d = ‘, so it is of type 2.
Then d must divide q, but 2d = j¿q, so d = ‘ = q, and the sequence is of type 1
or 3.
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3. Conclusion
We conclude this paper with a description of how this classication can be used to
determine whether a particular greedy sequence has the maximal reciprocal sum.
Theorem 5. Suppose s is a greedy sequence which avoids amod q, and is a sequence
of type 1. Let sN+1 = uq be the 7rst multiple of q in the sequence. If there exists
some sequence m which does have maximal reciprocal sum, such that mi = gi for
i = 1; 2; : : : ; N , then s has maximal reciprocal sum.
Theorem 6. Suppose s is of type 2. Then if there exists some sequence m which
does have maximal reciprocal sum, such that mi = gi for gi ¡q, then s has maximal
reciprocal sum.
Theorem 7. Suppose s is of type 3, so a=2m+1−1, and suppose that 2m ·(2r+1−1)¡
q¡ 2m · 2r+1 with r¿ 2. Then s does not have maximal reciprocal sum. (It is likely
that this additional condition on q is a necessary and su>cient condition for a se-
quence to be of type 3; this is Bae’s third conjecture.)
Bae proves all of these theorems in [1]. He also describes several examples and
methods for applying the above criteria; for instance, he shows that the greedy sequence
for a = 2, q = 15 has maximal reciprocal sum, while the greedy sequence for a = 3,
q=8 does not. The calculations involved in aLrming that a particular greedy sequence
has maximal reciprocal sum will generally require a computer.
Acknowledgements
This work was done under the supervision of Dr. Joseph A. Gallian at the University
of Minnesota, Duluth with nancial support from the National Science Foundation
(Grant DMS-92820179) and the National Science Agency (Grant 904-00-1-0026). The
author thanks Daniel Biss, Samit Dasgupta, Joseph Gallian, and David Moulton for
their encouragement and valuable suggestions.
References
[1] J. Bae, An extremal problem for subset-sum-distinct sequences with congruence conditions, Discrete
Math. 189 (1998) 1–20.
[2] J.S. Benkoski, P. ErdKos, On weird and pseudoperfect numbers, Math. Comput. 28 (1974) 617–623.
