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Abstract
We consider a non-homogeneous, viscous, incompressible asymmetric fluid in R3. We prove that there
exists a small time interval where the fluid variables converge uniformly as the viscosities tend to zero.
In the limit, we find a non-homogeneous, non-viscous, incompressible asymmetric fluid governed by an
Euler-like system.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we will study the equations for the motion of a non-homogeneous viscous in-
compressible asymmetric fluid. These equations will be considered in the set R3 × (0, T ), where
T > 0. Thus, let us denote by u, w, ρ and p the velocity field, the angular velocity of rotation
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equations are the following:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ρ
(
ut + (u · ∇)u
)+ ∇p = (μ + μr)u + 2μr curl w + ρf,
div u = 0,
ρ
(
wt + (u · ∇)w
)− (c0 + cd − ca)∇(div w) + 4μrw
= (ca + cd)w + 2μr curl u + ρg,
ρt + u · ∇ρ = 0.
(1)
These are complemented with the initial conditions{
ρ(x,0) = ρ0(x),
u(x,0) = u0, w(x,0) = w0, (2)
where the functions ρ0, u0 and w0 are given.
In (1), f and g are known density functions of external sources for the linear and the angular
momentum of particles, respectively. The positive constants μ, μr , c0, ca and cd characterize the
physical properties of the fluid. Thus, μ is the usual Newtonian viscosity; μr , c0, ca and cd are
additional viscosities related to the lack of symmetry of the stress tensor and, consequently, to the
fact that the internal rotation field w does not vanish. These constants must satisfy the inequality
c0 + cd > ca . The symbols ∇ , , div and curl denote the gradient, Laplacian, divergence and
rotational operators, respectively; ut , wt , and ρt stand for the time derivatives of u, w and ρ; the
ith components of (u · ∇)u and (u · ∇)w in Cartesian coordinates are respectively given by
[
(u · ∇)u]
i
=
n∑
j=1
uj
∂ui
∂xj
and
[
(u · ∇)w]
i
=
n∑
j=1
uj
∂wi
∂xj
.
For the derivation of Eq. (1) and a discussion on their physical meaning, see [4]. Observe that
this system includes as a particular case the classical Navier–Stokes equations, which have been
largely studied (see for instance the classical books by Ladyzhenskaya [10] and Temam [19] and
the references therein). It also includes as a reduced model the non-homogeneous Navier–Stokes
equations, that are less known; see [1,8,9,11–14,17,18]. Concerning the model considered in this
paper let us recall that, under certain assumptions, by using linearization and an almost fixed
point theorem, Lukaszewicz established in [15] the existence of weak solutions for short time
(see also [16]). Using the spectral semi-Galerkin method, Boldrini, Rojas-Medar and Fernández-
Cara proved in [2] the existence and uniqueness of a strong solution (local in time) in a bounded
domains in a Hilbertian approach. In another recent work [5], Durán and others have studied the
system (1)–(2) in unbounded domains.
To simplify the notation, let us introduce
μ := μ + μr, (3)
ν1 := ca + cd, (4)
ν2 := c0 + cd − ca. (5)
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W 2,1q
(
0, T ;R3)= {v ∈ Lq(0, T ;W 2,q(R3)): vt ∈ Lq(R3 × (0, T ))}.
We begin by recalling a result from [5] which concerns the existence and uniqueness of local
strong solution:
Theorem 1. Assume that the following hold:
(a) μ,μr, ν1, ν2 > 0,
(b) f,g ∈ Lq(R3) for some q > 3,
(c) u0,w0 ∈ W 2−2/q,q(R3) and div u0 = 0,
(d) ρ0 ∈ C0(R3), ∇ρ0 ∈ W 1,q (R3) and 0 < m ≡ infρ0  supρ0 ≡ M < +∞.
Then there exist T1 ∈ (0, T ] and a unique strong solution (ρ,∇p,u,w) of (1), (2) in [0, T1].
One has:
ρ ∈ C0(R3 × (0, T1)), ∇ρ ∈ W 1,q(R3 × (0, T1)), m ρ M,
∇p ∈ Lq(R3 × (0, T1)), u,w ∈ W 2,1q (0, T1;R3). (6)
Unfortunately, the existence time T1 depends on γ = (μ,μr, ν1, ν2); more precisely, we can
have T1 → 0 as γ → 0. Thus, the previous result is useless for our purpose.
When μ = ν1 = ν2 = 0, the system takes the following simpler form:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ρ
(
ut + (u · ∇)u
)+ ∇p = ρf,
div u = 0,
ρ
(
wt + (u · ∇)w
)= ρg,
ρt + u · ∇ρ = 0.
(7)
In this non-viscous case, we have the following existence and uniqueness result:
Theorem 2. Let us assume that
(a) μ = ν1 = ν2 = 0,
(b) f,g ∈ C0([0, T ];W 2,q(R3)) for some q > 3,
(c) u0,w0 ∈ W 2,q (R3) and div u0 = 0,
(d) ρ0 ∈ C0(R3), ∇ρ0 ∈ W 1,q (R3) and 0 < m ≡ infρ0  supρ0 ≡ M < +∞.
Then there exist T2 ∈ (0, T ] and exactly one regular solution (ρ0,∇p0,u0,w0) of (7), (2) in
[0, T2]. One has:
ρ0 ∈ C0(R3 × [0, T2]), ∇ρ ∈ C0([0, T2];W 1,q(R3)), m ρ M,
∇p0,u0,w0 ∈ C0([0, T2];W 2,q(R3)). (8)
This theorem is an easy consequence of the results in [7]. For completeness and in order
to clarify the role of the assumptions we have imposed, we will give a sketch of the proof in
Section 3.
Our main result in this paper is the following:
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(a) 0 < μ,μr, ν1, ν2  1, μ > μr , ν1 > ν2,
(b) f,g ∈ C0([0, T ];W 2,q(R3)) for some q > 3,
(c) u0,w0 ∈ W 2,q(R3) and div u0 = 0,
(d) ρ0 ∈ C0(R3), ∇ρ0 ∈ W 1,q (R3) and 0 < m ≡ infρ0  supρ0 ≡ M < +∞.
Then there exist T3 ∈ (0, T2] (independent of μ, μr , ν1 and ν2) and a unique strong solution
(ρ,∇p,u,w) of (1), (2) in [0, T3]. One has:
ρ ∈ C0(R3 × [0, T3]), ∇ρ ∈ C0([0, T3];W 1,q(R3)), m ρ M,
∇p,u,w ∈ C0([0, T3];W 2,q(R3)). (9)
Furthermore, if we set γ = (μ,μr, ν1, ν2) and we denote by (ργ ,∇pγ ,uγ ,wγ ) the associ-
ated solution, then the quantity
sup
t∈[0,T3]
[∥∥ργ − ρ0∥∥
W 1,q +
∥∥∇pγ − ∇p0∥∥
Lq
+ ∥∥uγ − u0∥∥
W 1,q +
∥∥wγ − w0∥∥
W 1,q
]
converges to zero as γ → 0 with μ > μr , ν1 > ν2.
Remark 1. A similar question has been considered previously in [6,7] by Itoh and Tani for the
variable density Navier–Stokes equations. In our case, the equations satisfied by u and curl u are
more complicated and it is much more difficult to pass to the limit in the terms belonging to them
as γ → 0. Of course, the analysis of the situation is still more difficult (and interesting) when the
problem is considered in an open set Ω × (0, T ), where Ω is a proper subdomain of R3. This is a
major problem even for the standard Navier–Stokes equations; for a recent review on the subject,
see [3].
Remark 2. The viscosities μ and μr are independent of ν1 and ν2. Thus, if we fix ν1 and ν2 with
ν1 > ν2 > 0 and we let μ,μr → 0 with μ > μr , we get a similar convergence result, where the
limit is the solution of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ρ
(
ut + (u · ∇)u
)+ ∇p = ρf,
div u = 0,
ρ
(
wt + (u · ∇)w
)− (c0 + cd − ca)∇(div w) = (ca + cd)w + ρg,
ρt + u · ∇ρ = 0,
together with (2). On the other hand, in Theorem 3 the right-hand sides and initial data in (1), (2)
can depend on γ . More precisely, it suffices to replace f, g, ρ0, u0 and w0 respectively by fγ , gγ ,
ρ
γ
0 , u
γ
0 and w
γ
0 , where
fγ → f and gγ → g in Lq(R3 × (0, T )),
and
ρ
γ
0 → ρ, uγ0 → u0 and wγ0 → w0 in W 1,q
(
R3
)
.
The plan of this paper is the following. First, we give in Section 2 some auxiliary lemmas,
needed for the proof of Theorem 3. In Section 3 we present a sketch of the proof of Theorem 2.
Finally, Section 5 is devoted to the proof of Theorem 3.
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2. Some auxiliary results
In this section, we recall two results from [7] that will be needed for the proof of Theo-
rem 3 (see Lemmas 2.2 and 3.1 in this reference). They provide estimates of ∇ρ and ∇p in
C0([0, T ];W 1,q (R3)).
Lemma 1. Assume that ρ0 satisfies the assumptions in Theorem 3. Assume also that u ∈
L1(0, T ;W 2,q(R3)) and div u ≡ 0. Then the Cauchy problem{
ρt + u · ∇ρ = 0,
ρ(x,0) = ρ0(x), (10)
possesses exactly one solution ρ satisfying
0 < m ρ(x, t)M < +∞
and
d
dt
‖∇ρ‖W 1,q  C‖u‖W 2,q‖∇ρ‖W 1,q . (11)
Let us set in the previous lemma ξ = ρ−1. It is then immediate that we also have
d
dt
‖∇ξ‖W 1,q  C‖u‖W 2,q‖∇ξ‖W 1,q . (12)
Lemma 2. Assume that ρ0 satisfies the assumptions in Theorem 3. Assume also that u ∈
C0([0, T ];W 2,q (R3)) and div u ≡ 0. Let ρ be the solution of (10) furnished by Lemma 1 and
assume that f ∈ C0([0, T ];W 2,q(R3)). Then the family of problems⎧⎪⎨
⎪⎩
∇ ·
(
1
ρ(t)
∇p
)
= ∇ · f(t) − (∇u(t) · ∇)u(t),
p ∈ H 1(R3), t ∈ [0, T ], (13)
possesses exactly one solution ∇p ∈ C0([0, T ];W 2,q (R3)) satisfying∥∥∇p(t)∥∥
W 1,q G
(∥∥ρ(t)∥∥
W 1,q
)(∥∥f(t)∥∥
W 2,q +
∥∥u(t)∥∥2
W 2,q
)
, (14)
where G : [0,+∞) 	→ [0,+∞) is a non-decreasing continuous function.
3. Sketch of the proof of Theorem 2
As mentioned above, the proof is a consequence of the results and arguments in [7]. The
main idea is to use the method of successive approximations to generate a sequence {u(k)} that
converges strongly in the space C0([0, T2];W 1,q(R3)) for some T2.
The fields u(k) are defined as follows:
• First, u(0) ≡ 0.
• Then, for each k  1, u(k) is obtained from u(k−1) as in [7]: We first solve the transport
equation
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ρ
(k)
t + u(k−1) · ∇ρ(k) = 0,
ρ(k)(x,0) = ρ0(x).
Then, we solve for each t ∈ (0, T ) the elliptic problem⎧⎪⎨
⎪⎩
∇ ·
(
1
ρ(k)
∇p(k)
)
= ∇ · f − ∇ · ((u(k−1) · ∇)u(k−1)),
p(k) ∈ H 1(R3).
Finally, we solve the non-scalar transport problem⎧⎨
⎩v
(k)
t +
(
u(k−1) · ∇)v(k) = − 1
ρ(k)
∇p(k) + f,
v(k)(x,0) = u0(x)
and we take u(k) = Pv(k) (the usual Leray–Hopf projection of v(k)).
Then, if T2 is small enough, the sequence {u(k)} converges. Indeed, first it is not difficult to
check that∥∥u(k)∥∥
C0([0,T2];W 1,q (R3))  C
for some C > 0 and some (sufficiently small) T2 > 0. This provides uniform bounds for ∇ρ(k),
∇p(k) and v(k) in appropriate spaces. Then, setting z(k) = u(k) −u(k−1), after some computations
we find that∥∥z(k)∥∥
C0([0,T2];W 1,q (R3))  C
T k−12
(k − 1)! .
But this implies that {u(k)} is a Cauchy sequence in C0([0, T2];W 1,q (R3)), since we can write
that ∥∥u(k+	) − u(k)∥∥
C0([0,T2];W 1,q (R3))

∥∥z(k+	)∥∥
C0([0,T2];W 1,q (R3)) + · · · +
∥∥z(k+1)∥∥
C0([0,T2];W 1,q (R3))
 C
T k2
k!
(
1 + · · · + T 	−12
)
< C
T k2
k!
1
1 − T2
for any k, 	 1.
From the strong convergence of u(k), we deduce at once that (ρk,∇pk,uk,vk) converges to
(ρ0,∇p0,u0,u0), where ρ0, ∇p0 and u0 solve the first, second and fourth equations in (7).
It is then immediate to find w0 from the third equation, i.e. by solving the linear problem{
w0t +
(
u0 · ∇)w0 = g,
w0(x,0) = w0(x).
This proves the existence of a (regular) solution of (7), (2) in [0, T2].
The fact that the solution is unique is a consequence of similar estimates. More precisely, let
us introduce the mapping u 	→ y where, for each u ∈ C0([0, T2];W 1,q (R3)), we have set y = Pv,
v is the unique solution of⎧⎨
⎩vt + (u · ∇)v = −
1
ρ
∇p + f,
v(x,0) = u0(x),
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⎪⎩
∇ ·
(
1
ρ
∇p
)
= ∇ · f − ∇ · ((u · ∇)u),
p ∈ H 1(R3),
and {
ρt + u · ∇ρ = 0,
ρ(x,0) = ρ0(x),
respectively.
It is shown in [7] that, whenever T2 is sufficiently small, the previous mapping is a contraction
in C0([0, T2];W 1,q(R3)). This proves uniqueness and ends the sketch of the proof.
Remark 3. We can also consider the system⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ρ
(
ut + (u · ∇)u
)+ ∇p = 2μr∇ × w + ρf,
div u = 0,
ρ
(
wt + (u · ∇)w
)− ν1w − ν2∇(∇ · w) = 2μr∇ × uρg,
ρt + u · ∇ρ = 0,
(15)
where μr > 0 and ν1, ν2  0. A slight modification of the previous arguments leads to the exis-
tence and uniqueness of a regular strong solution of (15), (2).
4. Proof of Theorem 3
Assume that the hypotheses of Theorem 3 hold. Then, from Theorem 1 we know that a unique
strong solution (ρ,∇p,u,w) of (1), (2) exists in some [0, T1]. We will prove that this solution is
in fact more regular in a possibly shorter interval.
More precisely, we will first prove that, for some T3 > 0 and C > 0 (both independent of μ,
μr , ν1 and ν2), one has
sup
t∈[0,T3]
[‖∇ρ‖W 1,q + ‖∇p‖W 1,q + ‖u‖W 2,q + ‖w‖W 2,q ] C. (16)
To this end, we will use the equations satisfied by ∇ × u and ∂jw for 1 j  3.
Then, setting σγ = ργ − ρ0, qγ = pγ − p0, vγ = uγ − u0 and yγ = wγ − w0, where
• γ = (μ,μr, ν1, ν2),
• (ργ ,∇pγ ,uγ ,wγ ) is the associated solution of (1), (2) and
• (ρ0,∇p0,u0,w0) is the solution of (7), (2) furnished by Theorem 2,
we will use (16) to deduce that
sup
t∈[0,T3]
[∥∥σγ ∥∥
W 1,q +
∥∥∇qγ ∥∥
Lq
+ ∥∥vγ ∥∥
W 1,q +
∥∥yγ ∥∥
W 1,q
]→ 0 (17)
as γ → 0 with μ > μr , ν1 > ν2.
Thus, let us write the first equation in (1) in the form
ut + (u · ∇)u + ξ∇p = μξu + 2μrξ curl w + f, (18)
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z = curl u, we get:
zt + (u · ∇)z − (z · ∇)u + ∇ξ × ∇p
= μξz + μ∇ξ × u + 2μrξ curl(curl w) + 2μr∇ξ × (curl w) + curl f. (19)
This can be written in the form
zt + L1z − L2z + Mp = μKz + μRu + μrS1w + μrS2w + curl f. (20)
Consequently,
1
q
d
dt
‖z‖q
W 1,q
=
∑
|α|=0,1
{
−
∫
R3
∂α(L1z) · ∂αz
∣∣∂αz∣∣q−2 dx
+
∫
R3
∂α(L2z) · ∂αz
∣∣∂αz∣∣q−2 dx − ∫
R3
∂α(Mp) · ∂αz∣∣∂αz∣∣q−2 dx
+
∫
R3
∂α(Kz) · ∂αz∣∣∂αz∣∣q−2 dx + ∫
R3
∂α(Ru) · ∂αz∣∣∂αz∣∣q−2 dx
+
∫
R3
∂α(S1w) · ∂αz
∣∣∂αz∣∣q−2 dx + ∫
R3
∂α(S2w) · ∂αz
∣∣∂αz∣∣q−2 dx
+
∫
R3
∂α(curl f) · ∂αz∣∣∂αz∣∣q−2 dx}
:=
8∑
j=1
Ij . (21)
The Ij can be bounded as follows. First,
|I1| C
∑
|α|=1
∫
R3
∣∣∂αu∣∣∣∣∂αz∣∣q dx  C( ∑
|α|=1
∥∥∂αu∥∥
W 1,q
)
‖z‖q
W 1,q
. (22)
Then
|I2| C
∑
|α|=0,1
∫
R3
|Du|∣∣∂αz∣∣q dx + ∑
|α|=1
∫
R3
∣∣∇(∂αu)∣∣∣∣∂αz∣∣q−1|z|dx
 C
( ∑
|α|=1
∥∥∂αu∥∥
W 1,q
)
‖z‖q
W 1,q
. (23)
We also have
|I3| C
∑
|α|=0,1
∫
R3
|∇ξ |∣∣∇∂αp∣∣∣∣∂αz∣∣q−1 dx + C ∑
|α|=0,1
∫
R3
∣∣∇(∂αξ)∣∣|∇p|∣∣∂αz∣∣q−1 dx
 C‖∇ξ‖W 1,q‖∇p‖W 1,q‖z‖q−1W 1,q . (24)
For the fourth term I4, the following holds:
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∫
R3
ξz · z|z|q−2 dx + μ
∑
|α|=1
∫
R3
ξ
(
∂αz
) · ∂αz∣∣∂αz∣∣q−2 dx
+ μ
∑
|α|=1
∫
R3
∂αξz · ∂αz∣∣∂αz∣∣q−2 dx
:= I4,0 + I4,1 + I4,2.
By integrating by parts, it is not difficult to see that
I4,0 − μ
M
∫
R3
|∇z|2|z|q−2 dx + C‖∇ξ‖W 1,q‖z‖qW 1,q
and
I4,1 − μ
M
∫
R3
∣∣∇(∂αz)∣∣2∣∣∂αz∣∣q−2 dx − ∑
|β|=1
∫
R3
∂βξ∂β
(
∂αz
) · ∂αz∣∣∂αz∣∣q−2 dx.
On the other hand, after several integrations by parts, we also find that
|I4,2| μ2M
∫
R3
∣∣∇(∂αz)∣∣2∣∣∂αz∣∣q−2 dx + C‖∇ξ‖2
W 1,q‖z‖qW 1,q
+
∑
|β|=1
∫
R3
∂βξ∂β
(
∂αz
) · ∂αz∣∣∂αz∣∣q−2 dx.
Therefore,
I4 − μ
M
∫
R3
∣∣∇(∂αz)∣∣2∣∣∂αz∣∣q−2 dx − μ
2M
∫
R3
∣∣∇(∂αz)∣∣2∣∣∂αz∣∣q−2 dx
+ Cμ(‖∇ξ‖W 1,q + ‖∇ξ‖2W 1,q )‖z‖qW 1,q . (25)
Let us now look at the fifth term I5. We have:
|I5| = μ
∣∣∣∣
∫
R3
∣∣(∇ξ × u) · z∣∣2|z|q−2 dx − ∫
R3
∣∣(∇ξ × u) · ∂α(∂αz)∣∣2∣∣∂αz∣∣q−2 dx
− (q − 2)
∫
R3
(∇ξ × u) · ∂αz(∂α(∂αz) · ∂αz)∣∣∂αz∣∣q−4 dx∣∣∣∣
 μ
12M
∫
R3
∣∣∇(∂αz)∣∣2∣∣∂αz∣∣q−2 dx + Cμ‖∇ξ‖W 1,q‖u‖Lq‖z‖q−1Lq
+ Cμ‖∇ξ‖2
W 1,q‖u‖2Lq‖z‖q−2Lq . (26)
In a similar way, we also get
|I6| μr12M
∫
R3
∣∣∇(∂αz)∣∣2∣∣∂αz∣∣q−2 dx + Cμr‖∇w‖W 1,q‖z‖q−1Lq + Cμr‖w‖2W 1,q‖z‖qW 1,q
(27)
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|I7| μr12M
∫
R3
∣∣∇(∂αz)∣∣2∣∣∂αz∣∣q−2 dx + Cμ‖∇ξ‖W 1,q‖∇w‖Lq‖z‖q−1Lq
+ Cμ‖∇ξ‖2
W 1,q‖∇w‖2Lq‖z‖q−2Lq . (28)
Finally,
|I8| ‖curl f‖W 1,q‖z‖q−1W 1,q . (29)
From (21) and (22)–(29), we obtain the following:
1
q
d
dt
‖z‖q
W 1,q
 C
(‖z‖2
W 1,q + ‖∇ξ‖W 1,q‖∇p‖W 1,q + μ‖∇ξ‖W 1,q‖z‖W 1,q
+ μ‖∇ξ‖2
W 1,q‖z‖W 1,q + μ‖∇ξ‖W 1,q + μ‖∇w‖W 1,q
+ μ‖∇w‖2
W 1,q‖z‖W 1,q + μ‖∇ξ‖W 1,q‖∇w‖Lq
+ μ‖∇ξ‖2
W 1,q‖z‖W 1,q
)‖z‖q−1
W 1,q
+ Cμr‖∇ξ‖2W 1,q‖∇w‖qLq . (30)
Now, assume that 1  j  3 and set e = ∂jw. The equation satisfied by w can be written in
the form
wt + (u · ∇)w = ν1ξw + ν2ξ∇(div w) − 4μrξw + 2μrξ curl u + g.
Consequently, e verifies
et + (u · ∇)e + (∂ju · ∇)w = ν1ξe + ν1∂j ξw + ν2ξ∇(div e) + ν2∂j ξ∇(div w)
− 4μrξe − 4μr∂j ξw + 2μrξ∂j z + 2μr∂j ξz + ∂jg.
Assuming that ν1 > ν2 and arguing as we did before, we find after some computations a
differential inequality for ‖e‖q
W 1,q
similar to (30). Doing the same for all j = 1,2,3 and adding
the resulting inequalities, we obtain the following:
1
q
d
dt
‖∇w‖q
W 1,q
C
(‖z‖W 1,q‖∇w‖W 1,q + (ν1 + ν2)(‖∇ξ‖W 1,q + ‖∇ξ‖2W 1,q )‖∇w‖W 1,q
+ μr
(
1 + ‖∇ξ‖W 1,q + ‖∇ξ‖2W 1,q
)‖∇w‖W 1,q
+ μr
(‖z‖W 1,q + ‖∇ξ‖W 1,q‖z‖W 1,q ))‖∇w‖q−1W 1,q
+ Cμr
(
1 + ‖∇ξ‖2
W 1,q
)‖z‖q
W 1,q
. (31)
In the sequel, we denote by G a generic non-decreasing continuous function G : [0,+∞) 	→
[0,+∞), independent of μ, μr , ν1 and ν2. In view of (30) and (31), we can write that
1
q
d
dt
(‖z‖q
W 1,q
+ ‖∇w‖q
W 1,q
)
G
(
1 + ‖∇ξ‖W 1,q + ‖∇p‖W 1,q + ‖z‖W 1,q + ‖∇w‖W 1,q
)
× (‖z‖q−1
W 1,q
+ ‖∇w‖q−1
W 1,q
)
,
whence
d
dt
(‖z‖W 1,q + ‖∇w‖W 1,q )G(1 + ‖∇ξ‖W 1,q + ‖∇p‖W 1,q + ‖z‖W 1,q + ‖∇w‖W 1,q ).
(32)
P. Braz e Silva et al. / J. Math. Anal. Appl. 332 (2007) 833–845 843Taking into account the estimates (14) and (12), noticing that ‖∇u‖W 1,q  C‖curl u‖W 1,q and
setting
ψ(t) := 1 + ‖∇ξ‖W 1,q + ‖z‖W 1,q + ‖∇w‖W 1,q ,
we also have from (32) the following:{
ψ˙(t)G
(
ψ(t)
)
,
ψ(0) = 1 + ‖∇ξ0‖W 1,q + ‖curl u0‖W 1,q + ‖∇w0‖W 1,q .
(33)
Hence, there exist T3 > 0 and C > 0 (independent of μ, μr , ν1 and ν2) such that
ψ(t) C ∀t ∈ [0, T3].
Using again (14), we deduce (16) from these estimates.
Let us now denote by (ργ ,pγ ,uγ ,wγ ) the solution of (1), (2) associated to γ = (μ,μr, ν1, ν2)
and let us introduce σγ = ργ − ρ0, qγ = pγ − p0, vγ = uγ − u0 and yγ = wγ − w0.
From (16) and the first and third equalities in (1) written for (ργ ,pγ ,uγ ,wγ ), we have that,
for any φ ∈D(R3) with Supp φ ⊂ BR and any Banach space W such that W 2,q (BR) is compactly
embedded in W , the functions φuγ and φwγ belong to a compact set of C0([0, T3];W).
Consequently, we can pass to the limit in every term of the equations in (1) as γ → 0 with
μ > μr and ν1 > ν2 and (σ γ , qγ ,vγ ,yγ ) → 0 at least in the distribution sense in R3 × (0, T3).
Let us see that (17) holds. First, note that (σ γ , qγ ,vγ ,yγ ) satisfies the following:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ργ
(
v
γ
t +
(
uγ · ∇)vγ )+ ∇qγ = μuγ + ργ (vγ · ∇)u0
+ σγ 1
ργ
∇p0 + 2μr curl wγ ,
div vγ = 0,
ργ
(
yγt +
(
uγ · ∇)yγ )= ν1wγ + ν2∇(div wγ )− 4μrwγ
− ργ (yγ · ∇)u0 + 2μr curl uγ ,
σ
γ
t + uγ · ∇σγ = −vγ · ∇ργ .
(34)
From the two first previous equations, we also have
∇ ·
(
1
ργ
∇qγ
)
= μ∇ξγ · uγ − (∇vγ · ∇)u0 + σγ ∇ · (ξ∇p0)
− ∇σγ · ξ∇p0 + 2μr∇ξγ ·
(
curl wγ
)
. (35)
Taking into account (16) and Lemma 2, we deduce at once from (35) that∥∥∇qγ ∥∥
W 1,q  C
(
μ + ∥∥vγ ∥∥
W 1,q +
∥∥σγ ∥∥
W 1,q
)
in [0, T3]. Notice that∥∥vγ ∥∥
W 1,q C
∥∥vγ ∥∥1/2
Lq
∥∥vγ ∥∥1/2
W 2,q
 C
∥∥vγ ∥∥1/2
Lq
. (36)
A similar inequality holds for ‖σγ ‖W 1,q . Consequently, we have∥∥∇qγ ∥∥
W 1,q  C
(
μ + ∥∥vγ ∥∥1/2
Lq
+ ∥∥σγ ∥∥1/2
Lq
)
. (37)
On the other hand, from the first equation in (34), it is clear that
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q
d
dt
∥∥vγ ∥∥q
Lq
=
∫
R3
(−ξγ ∇qγ + μξγuγ + · · ·) · vγ ∣∣vγ ∣∣q−2 dx
 C
(
μ + ∥∥σγ ∥∥
Lq
+ ∥∥∇qγ ∥∥
Lq
+ ∥∥vγ ∥∥
Lq
)∥∥vγ ∥∥q−1
Lq
. (38)
From the third equation, we find
1
q
d
dt
∥∥yγ ∥∥q
Lq
=
∫
R3
(
ν1ξ
γwγ + ν2ξγ ∇
(
div wγ
)+ · · ·) · wγ ∣∣wγ ∣∣q−2 dx
 C
(
ν1 + ν2 + μr +
∥∥yγ ∥∥
Lq
)∥∥yγ ∥∥q−1
Lq
(39)
and, also, from the fourth equation we see that
1
q
d
dt
∥∥σγ ∥∥q
Lq
 C
∥∥vγ ∥∥
Lq
∥∥σγ ∥∥q−1
Lq
. (40)
Therefore,
1
q
d
dt
(∥∥vγ ∥∥
Lq
+ ∥∥yγ ∥∥
Lq
+ ∥∥σγ ∥∥
Lq
)
 C
(
μ + ν1 + ν2 +
∥∥σγ ∥∥
Lq
+ ∥∥∇qγ ∥∥
Lq
+ ∥∥vγ ∥∥
Lq
+ ∥∥yγ ∥∥
Lq
)
. (41)
Combining (41) and (37), we deduce that
sup
t∈[0,T3]
[∥∥σγ ∥∥
Lq
+ ∥∥∇qγ ∥∥
Lq
+ ∥∥vγ ∥∥
Lq
+ ∥∥yγ ∥∥
Lq
]→ 0. (42)
Finally, taking into account (36) and similar interpolation inequalities for yγ and σγ , we
find (17).
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