ABSTRACT Fractional repetition codes are a class of distributed storage codes dedicated to optimize the node repair performance, i.e., they enable uncoded exact repairs with minimum bandwidth consumption. Recent studies extend the application of such codes to heterogeneous storage networks, where the resultant codes are referred to as general fractional repetition (GFR) codes. In this paper, we propose some new constructions of GFR codes based on the combinatorial structures including packings, coverings, and pairwise balanced designs. Due to the mathematical properties of employed designs, the proposed constructions support a larger set of code parameters compared with existing construction methods.
I. INTRODUCTION
Erasure codes have now emerged as a competitive technology for providing data redundancy in storage systems. In an erasure coded system, the data object is fragmented and encoded into coded packets such that the original data can be recovered from a subset of these coded packets by performing decoding operations. For example, an [n, k] maximum distance separable (MDS) code encodes a message into n storage nodes in such a manner that the entire message can be reconstructed by contacting any k nodes. In other words, an [n, k] MDS code based system can tolerate up to n − k node failures.
Although conventional erasure codes save the storage space while preserving the data reliability guarantees, they require a large consumption of network resources during node recovery. To repair a failed node of an MDS code, the system needs to retrieve the original data and then re-encode to obtain the lost packet, which results in a large overhead in terms of network traffic. Motivated by this, Dimakis et al. [1] proposed a new family of codes called regenerating codes, which are designed able to minimize the bandwidth consumption during the repair process. In an (n, k, d, α, β) regenerating code, an original data object of size M is encoded into nα coded packets, which are distributed across a system consisting of n storage nodes, each storing α packets. Any data collector can reconstruct the stored data by connecting to any k out of the n nodes. Upon failure of a storage node, the system can regenerate the lost packets by contacting any d surviving nodes and downloading β packets from each node. The total amount of network traffic consumed for repair is dβ. Moreover, the authors showed that there exists a tradeoff between the repair bandwidth and the amount of data stored per node. One extreme point on the tradeoff gives the minimum bandwidth required for node repair, which is equal to α (i.e., dβ = α). Codes achieving this point are referred to as minimum-bandwidth regenerating (MBR) codes.
In addition to repair bandwidth, the complexity on the repair process should also be taken into consideration. For traditional regenerating codes, the d contacted nodes and the replacement node need to perform a considerable number of computations. To lower the repair complexity, Rashmi et al. [2] introduced a simplified repair scheme called repair-by-transfer, where each surviving node contacted for repair transfers a portion of stored data to the replacement node without any extra operations.
The construction in [2] has motivated a new class of storage codes termed fractional repetition codes [3] . Data objects to be stored are first encoded by an outer MDS code, and then each coded packet is replicated a certain number of times. All the packets are distributed across the storage system according to the inner fractional repetition code. The two-layer data encoding scheme is further extended to heterogeneous storage networks, wherein each node stores a different number of packets. Such codes are called general fractional repetition (GFR) codes [4] .
A. GFR CODES
Consider a data object of size M . After a [θ, M ] MDS code, θ coded packets are output with indices 1, . . . , θ , respectively. Let [θ ] denote the set {1, . . . , θ } and W 1 , . . . , W n be subsets of [θ ] . A GFR code C is a collection of n sets W 1 , . . . , W n such that |W i | = α i for 1 ≤ i ≤ n, 1 satisfying the requirement that each element of [θ ] belongs to exactly ρ distinct sets in C. The parameter ρ is called the repetition degree of C.
FIGURE 1.
A GFR code with repetition degree ρ = 2 for a distributed storage system with n = 6 nodes. The points in the blocks give the indices of packets stored in the node, e.g., node N 1 contains 3 packets and N 5 stores 4 packets.
Consider now a heterogenous storage system with n nodes N 1 , . . . , N n , where node N i stores α i packets for 1 ≤ i ≤ n. The defined GFR code C can be employed in such a system by treating each set in C as a storage node, i.e., N i corresponds to W i and stores the packets indexed by the points in W i . Fig. 1 illustrates an explicit GFR code with ρ = 2 for a heterogenous storage system consisting of n = 6 nodes with capacities equal to 3 or 4. Note that any k = 4 nodes contain at least 9 distinct packets, implying that the GFR code can encode a data object of size M = 9 by applying an outer [10, 9] MDS code. In this case, the system can tolerate any two node failures. Moreover, since each packet has two duplicated copies stored in different nodes, the recovery of a failed node can be performed simply by downloading the remaining copy of each lost packet from a specific set of surviving nodes (i.e., the node recovery process is table-based). For example, suppose that node N 1 fails. Then the system can regenerate the lost packets by contacting three nodes N 4 , N 5 , and N 6 . El Rouayheb and Ramchandran [3] refer to such a repair model as uncoded repair.
Remark 1: Note that a GFR code C = {W 1 , . . . , W n } can be characterized by an n×θ incidence matrix = (ψ i,j ) defined as follows:
where 1 ≤ i ≤ n and 1 ≤ j ≤ θ . In this sense, each column of corresponds to a coded packet, and each row of represents a storage node. Hence, we obtain that the Hamming weight of each column of is equal to ρ, and the row corresponding to node W i has a weight of α i . For example, the incidence matrix of the GFR code shown in Fig. 1 
B. RELATED WORK
Various construction methods have been introduced recently aiming to explore more parameter values for fractional repetition codes and GFR codes. El Rouayheb and Ramchandran [3] presented constructions of fractional repetition codes by using regular graphs and Steiner systems. Subsequent constructions extend the existing parameters to larger sets, which are mainly based on randomized algorithm [5] , bipartite cage graphs [6] , incidence matrix [7] , transversal design [8] , resolvable designs and Kronecker product [9] . For GFR codes, Gupta et al. [10] proposed a partial regular graph based construction approach, where the resultant codes support single failure without losing the uncoded repair property. Zhu et al. [4] presented code constructions from group divisible design, which is applicable to the scenario of multiple node failures. Yu et al. [11] studied the code optimization problem by taking different node storage costs and communication costs into consideration. Moreover, GFR codes with flexible repetition degrees are investigated in [12] and [13] , where the authors presented constructions based on pairwise balanced designs [12] and sequence theory [13] . Contributions: In this paper, we introduce two construction frameworks of GFR codes, and propose explicit code constructions based on the combinatorial structures including packings, coverings, and pairwise balanced designs. The main benefits of the proposed constructions are two-fold. 1) We extend the parameters of existing code constructions to a larger set. 2) We can adjust the number of storage nodes and the node storage capacities during the construction process, which is attractive for practical dynamic storage systems [14] . Organization: The rest of this paper is organized as follows. Section II gives the necessary background of the combinatorial structures that will be adopted in our constructions. Section III elaborates on explicit code constructions. Finally, we conclude in Section IV.
II. PRELIMINARIES
A design is a pair (X , B), which satisfies the properties that X is a finite set of elements called points, and B is a collection (i.e., multiset) of nonempty subsets of X called blocks. If two blocks in a design contain the same set of points, then they are said to be repeated blocks. A design is called a simple design if it does not contain repeated blocks [15] . We shall focus on simple designs in this paper.
For each point x ∈ X , the replication number r x of x is the number of blocks in B that contain x, i.e.,
Let (X , B) be a design such that the cardinality of the point set X is v and each block in B has the same size of φ. Assume that t is a positive integer satisfying t ≤ φ. If every t-subset of points of X appears in at most λ blocks in B, then (X , B) is a t-(v, φ, λ) packing design (or packing). In addition, if every t-subset of points of X occurs in at least λ blocks in B, then (X , B) is a t-(v, φ, λ) covering design (or covering) [16] .
Example 1: Consider a point set X = {1, 2, . . . , 6}, and a block set B = {{1, 2, 3}, {1, 4, 5}, {2, 4, 6}, {3, 5, 6}}. We can observe that each pair of distinct points of X occurs in at most one set of B. Thus, (X , B) is a 2-(6, 3, 1) packing. Moreover, if B = {{1, 2, 4}, {1, 3, 6}, {1, 4, 5}, {2, 3, 5}, {2, 5, 6}, {3, 4, 6}}, then (X , B ) forms a 2-(6, 3, 1) covering.
Let S be a set of positive integers and let λ be a positive integer. A (v, S, λ) pairwise balanced design (abbreviated as (v, S, λ)-PBD) is a design (X , B) such that (1) (2) , shown at the bottom of this page, if B ∈ B, then |B| ∈ S, and (3) every pair of distinct points of X occurs in exactly λ blocks of B. A (v, {s}, λ)-PBD is called a balanced incomplete block design, denoted by (v, s, λ)-BIBD. By definition, a (v, s, λ)-BIBD can be regarded as a 2-(v, s, λ) packing and also a 2-(v, s, λ) covering. In particular, a BIBD is called symmetric if the number of points in X equals to the number of blocks in B, i.e., |X | = v = |B|.
Example 2: Assume that X = {1, 2, . . . , 7}, and B = {{1, 2, 4}, {1, 3, 7}, {1, 5, 6}, {2, 3, 5}, {2, 6, 7}, {3, 4, 6}, {4, 5, 7}}. We note that each pair of points of X occurs in precisely one block in B, and |X | = |B| = 7. Therefore, (X , B) constitutes a symmetric (7, 3, 1)-BIBD.
Remark 2:
We refer interested readers to [15] and [16] for exact parameters and explicit constructions of the related designs.
III. TWO DESIGN FRAMEWORKS OF GFR CODES
This section presents two design frameworks of GFR codes. We elaborate on the proposed frameworks by considering code constructions based on combinatorial designs.
A. TRANSPOSED FRAMEWORK
From a mathematical perspective, we note that a GFR code can be considered as a collection of point sets such that each point belongs to the same number of sets and the cardinalities of different sets need not be the same. If we reverse the roles of the points and sets, then we shall obtain a new set of point sets wherein each point set contains the same number of points and the points may occur in different number of sets. Motivated by this, we introduce a code construction framework that operates on a collection of point sets with the same cardinality. We shall illustrate the rationale of this framework by providing explicit code constructions based on packings and coverings.
Assume that (X , B) is a t-(v, ψ, λ) packing or covering with replication numbers r 1 , . . . , r v and blocks B 1 , . . . , B |B| . Then, a GFR code C = {W 1 , . . . , W v } with repetition degree ρ = ψ can be obtained by taking
Furthermore, the capacities of the v storage nodes are given by r 1 , . . . , r v , respectively.
Since every block in a t-(v, ψ, λ) packing (or covering) has the same size ψ, we have that each point occurs in ψ distinct sets of C, i.e., each coded packet has a repetition degree of ψ. The heterogeneity of node storage capacities follows from the fact that the replication numbers of the points in packings and coverings can be different. 2 Example 3: We first consider a 2-(11, 3, 1) packing with the following blocks: {1, 2, 3}, {1, 4, 5}, {1, 6, 7}, {1, 8, 11}, {1, 9, 10}, {2, 6, 8}, {2, 7, 9}, {2, 10, 11}, {3, 6, 9}, {3, 7, 11}, {3, 8, 10}, {4, 7, 8}, {4, 6, 10}, {4, 9, 11}, {5, 6, 11}, {5, 8, 9}, {5, 7, 10}.
Note that each point has a replication number of 4 or 5. Based on the construction above, we can generate a GFR code C with 2 If every point has the same replication number (e.g., the points in a BIBD), the resultant code is a fractional repetition code [3] . 
repetition degree 3 as follows: Moreover, we can compute that any collection of k = 7 nodes contain at least 16 distinct packets. Hence, we can first employ a [17, 16] MDS code to encode a data file of size M = 16, and then distribute the coded packets (including the replicas) across n = 11 nodes according to the constructed GFR code C.
Remark 3: Recall that for a t-(v, ψ, λ) packing (X , B), any t-subset of points of X occurs in at most λ distinct blocks in B. If we remove some blocks from B, then the remaining blocks still form a packing since the requirements defining a packing remain unchanged. In the literature, determining the maximum number of blocks in any t-(v, ψ, λ) packing has been a major concern, and existing results can be found in [16] .
We can use the property of t-(v, ψ, λ) packings to construct different GFR codes. In the proposed construction, the block size of a t-(v, ψ, λ) packing gives the packet repetition degree, and the point replication numbers determine the node storage capacities. In this case, if we shall remove several blocks from the t-(v, ψ, λ) packing, we can generate a new GFR code with the same repetition degree, yet some of the node capacities will be different from the original code. 3 Example 3 (Continued): For example, if we remove the first block {1, 2, 3}, we can obtain the following GFR code C : C = {{1, 2, 3, 4}, {5, 6, 7}, {8, 9, 10}, {1, 11, 12, 13}, {1, 14, 15, 16}, {2, 5, 8, 12, 14}, {2, 6, 9, 11, 16}, {3, 5, 10, 11, 15}, {4, 6, 8, 13, 15}, {4, 7, 10, 12, 16}, {3, 7, 9, 13, 14}}.
In C , there are two storage nodes of capacity 3, three nodes of capacity 4, and six nodes of capacity 5. It can be verified that any k = 7 nodes cover at least 15 distinct packets. Thus we can employ C to encode a data object of size M = 15. Moreover, by removing the last two blocks {5, 8, 9} and {5, 7, 10}, then we obtain C : C = {{1, 2, 3, 4, 5}, {1, 6, 7, 8}, {1, 9, 10, 11}, {2, 12, 13, 14}, {2, 15}, {3, 6, 9, 13, 15}, {3, 7, 10, 12}, {4, 6, 11, 12}, {5, 7, 9, 14}, {5, 8, 11, 13}, {4, 8, 10, 14, 15}}.
Similarly, we can compute that any k = 7 nodes cover at least 14 distinct packets, which implies that C can be used to store a data object of size M = 14.
In the examples above, the repair of a failed node requires contacting a set of helper nodes with size equal to the capacity of the failed storage node (since any pair of nodes has at most one packet in common). However, the number of nodes needed for repair, called repair locality, should also be considered in practical storage systems [17] - [24] . Based on the code design framework, we can generate GFR codes with small node repair locality if we utilize some proper packings or coverings.
Example 4: Consider now the 2-(9, 4, 1) covering with the following blocks: It can be verified that each failed node can be exactly repaired by at most two surviving nodes. The reduction in node repair locality follows from the fact that in the covering above, some pairs of points occur in more than one block. Hence, a storage node in the constructed GFR code has a repair locality smaller than the node capacity.
Remark 4: Notice that in a t-(v, ψ, λ) covering (X , B), any t-subset of points from X appears in at least λ blocks in B. If we insert some new blocks into B, the new set of blocks form a covering. Indeed, determining the minimum number of blocks in any t-(v, ψ, λ) covering is a challenging task, and existing results can be found in [16] .
Example 4 (Continued): By adding a new block {1, 3, 5, 7}, we can obtain the following GFR code C : C = {{1, 2, 3, 9}, {1, 2, 4, 5}, {1, 6, 7, 9}, {1, 4, 8}, {2, 6, 8, 9}, {2, 4, 7}, {3, 5, 7, 8, 9}, {3, 4, 5, 6}, {3, 5, 6, 7, 8}}. Essentially, the design framework is based on a collection of point sets of equal size. The set size gives the packet repetition degree of constructed GFR codes, while the point replication numbers suggest the node capacities in the system. We refer to the code design framework as the transposed framework. Due to the property of packings and coverings, the number of nodes in the designed GFR codes can be varied in a simple manner. This feature is attractive for practical dynamic storage systems, in which the system parameters can change over time [14] .
B. MATRIX-ORIENTED FRAMEWORK
Recall that the incidence matrix of a GFR code is a zeroone matrix satisfying the conditions that each column has the same weight, and the weights of the rows can be different. From this perspective, designing GFR codes is equivalent to constructing (zero-one) matrices that meet the above requirements. Heading towards this direction, we present methods for building such matrices by using pairwise balanced designs and coverings.
Let (X , B) be a (v, S, λ)-PBD with blocks B 1 , . . . , B |B| . Denote all the 2-subsets of X by T 1 , T 2 , . . . , T ( Proof: By definition, we have that each row of M 2 corresponds to a block of B, and each column of M 2 corresponds to a certain 2-subset of X . According to the property of PBDs, each pair of points of X occurs in exactly λ blocks of B. Thus, M 2 has a constant column sum of λ. Moreover, the row sums of M 2 are given by
, which imply the node storage capacities of constructed GFR code.
Example 5: Consider a (7, {3, 5}, 2)-PBD with the following blocks:
{1, 2, 4}, {2, 3, 5}, {3, 4, 6}, {1, 2, 3, 6, 7}, {1, 5, 6}, {1, 3, 4, 5, 7}, {2, 4, 5, 6, 7}. We can obtain the 7×21 zero-one matrix M 2 as shown in (2), which can be applied to construct a GFR code with repetition degree 2. The corresponding system contains 7 storage nodes, among which four nodes have a capacity of 3 and three nodes have a capacity of 10.
The construction above is built on PBDs with λ > 1, which is a well-established branch in design theory. For example, the following result gives an infinite family of PBDs.
Lemma 2 ( [15, Th. 8.21] 
For example, the (7, {3, 5}, 2)-PBD can be derived from the symmetric (7, 3, 1)-BIBD (X , B) in Example 2. The blocks in the PBD are obtained by taking the union of B 1 and B 2 , where B 1 = {B ∈ B : 7 ∈ B} and
Note that a finite projective plane of order q is a symmetric (q 2 + q + 1, q + 1, 1)-design, where q ≥ 2 and q is a power of prime. Hence, we can obtain a (q 2 + q + 1, {q 2 + 1, q + 1}, q)-PBD, and also a GFR code C of repetition degree q. Moreover, the storage nodes in C have a capacity of
Remark 5: Zhu et al. [12] considered code constructions based on PBDs. By taking the blocks in a PBD as the storage nodes, each packet in the resulting codes are not guaranteed to be stored in the same number of nodes. However, the packets in our construction have the same repetition degree of λ. Thus, the designed code is a GFR code. , and the node capacities of the corresponding heterogenous storage system are determined by the column weights of M r . In this case, the node capacities are greater than or equal to λ for r = t, and if r < t, the node capacities are guaranteed to be greater than λ. By taking r = 2, we obtain the 21 × 12 zero-one matrix M T 2 in (3). Based on M T 2 , we can construct a GFR code of repetition degree 6 for a heterogeneous distributed system with 21 nodes, among which fourteen nodes have a capacity VOLUME 5, 2017 of 3, five nodes have a capacity of 4, and two nodes have a capacity of 5.
Remark 6: We can also insert some new blocks into a given t-(v, φ, λ) covering, which results in new M T r and GFR codes. Indeed, this operation is equivalent to appending new columns of weight φ r to M T r . In this case, some of the storage nodes will contain more packets.
IV. CONCLUSION
In this paper, we consider general fractional repetition codes and introduce new constructions of GFR codes. Based on two simple observations, we propose two code design frameworks and illustrate the mechanism of these frameworks by providing explicit code constructions from combinatorial designs. Future work would include exploring new constructions of GFR codes and studying the property of constructed codes. 
