Introduction
Low temperature scanning electron microscopy (LTSEM) is a high-resolution technique for determining the spatial variation of properties in a sample at low temperatures (Huebener, 1988) . A highly focused electron beam is scanned across the surface of the sample while a response signal is recorded simultaneously. The spatially dependent response provides information about sample properties such as chemical microstructure or surface inhomogeneity. One of the most useful applications of LTSEM is the characterization of superconducting films. The critical current of a superconducting microbridge is the maximum dc electric current it can carry without resistance. The absorption of the electron beam results in a temperature field that decreases the critical current of the microbridge. If a bias current is maintained in the microbridge that exceeds the reduced critical current, a voltage signal is measured along the microbridge.
In the past, LTSEM was applied to superconducting films in a qualitative manner. There is a need for a quantitative prediction of the critical current reduction resulting from the electron-beam absorption. Thermal analysis provides the theory to interpret LTSEM results quantitatively and determines the spatial extent of the temperature field that governs the resolution of LTSEM. The thermal interaction between superconducting devices, such as Josephson junctions, and semiconducting devices dictates a packing limit for the design of hybrid electronic circuitry (Flik and Hijikata, 1990) . The experimental technique of LTSEM can be coupled with thermal analysis to investigate this limit. In the case of electron-beam pulses shorter than the time required to achieve thermal equilibrium, the comparison of thermal analysis with experimental data can assess the possibility of a nonequilibrium voltage response. applied this method to the case of laser-pulse absorption in high-temperature superconducting films. Skocpol et al. (1974) studied the effect of Joule heating on current-voltage curves along a superconducting microbridge using a one-dimensional thermal model. Clem and Huebener (1980) determined the temperature field in a low-temperature superconducting microbridge resulting from the absorption of an LTSEM electron beam considering the finite width of the microbridge. Pavlicek et al. (1984) investigated the effect of Contributed by the Heat Transfer Division and presented at the 3rd ASME/ JSME Joint Thermal Engineering Conference, Reno, Nevada, March 17-22, 1991 . Manuscript received by the Heat Transfer Division January 3, 1991; revision received June 30, 1991. Keywords: Conduction, Cryogenics, Radiation Interactions.
modulating the beam power on the spatial resolution of the LTSEM technique using a one-dimensional thermal model. Flik and Tien (1990b) applied the criterion of Intrinsic Thermal Stability (Flik and Tien, 1990a) to the LTSEM experimental data of Stoehr et al. (1978) assuming an approximate pointsymmetric temperature field.
This study predicts the temperature field and the reduced critical current in a superconducting microbridge resulting from electron-beam absorption. All of the aforementioned studies assumed a temperature-independent film thermal conductivity and a linear dependence of the heat flux from the film into the substrate on the film temperature. This work is the first thermal analysis of the absorption of an electron beam in a superconducting microbridge to investigate the importance of the variable thermal conductivity of the film, the nonlinear dependence of the heat flux between the film and substrate on the film temperature, and the influence of the beam-focus location. The theory of Intrinsic Thermal Stability is modified to account for the nonuniform distribution of the critical current in the microbridge cross section due to magnetic self-field effects. The critical current predictions are compared to experimental data of Stoehr et al. (1978) for a superconducting lead microbridge at 4.2 K on a sapphire substrate. Oatley (1972) and Wells (1974) gave summaries of the theory for the absorption of an electron beam in matter. Gross and Koyanagi (1985) showed that the spatial structure of the perturbation state of a lead superconducting film resulting from the absorption of an electron beam can be determined using the heat conduction equation. This section develops the distribution of heating power in the film used to model the absorption of the electron beam.
Electron-Beam Heat Source
In electron-stopping theory applied to planar films, the electron fractional transmission ?j(z) is the fraction of electrons incident on the surface of the film that pass through the plane parallel to the film surface at a depth z into the film. The electron mean energy E m (z) is the average energy of electrons transmitted through this plane. The electron mean range z e is the depth into the film at which the quantity E m (z) is reduced to a value negligible compared to the electron initial energy, E 0 . The mean energy, mean range, and fractional transmission of electrons with initial energies E 0 from 5 to 20 keV were measured by Thomas (1964a, 1964b) for aluminum, copper, silver, and gold films. The product of mass density and electron mean range, pz e , varies slowly with atomic number Z for constant E 0 (Oatley, 1972) . In the present analysis, the mean range of electrons in lead (Z= 82) is determined using the correlation provided by Cosslett and Thomas (1964b) for gold films (Z=79):
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(1) where E 0 is in keV and pz e is in kg m~2. This correlation is assumed to be accurate for the initial energies of E 0 = 2, 3, 5, 10, 20, and 30 keV used by Stoehr et al. (1978) . Their microbridges were 1.1 pm in thickness. Using 11,340 kg m -3 for the density of lead, Eq. (1) yields electron mean ranges less than the film thickness for each value of E Q except 30 keV, for which the electron mean range is 1.6 /xm. For electron initial energies E 0 between 2 and 20 keV, the entire electron beam energy is absorbed within the film.
In the case of electrons with 30 keV initial energy, a portion of the electron-beam power is deposited in the substrate. The ratio of the electron-beam power absorbed within the substrate P s to the total electron-beam power P for a film of thickness d is
(2) Cosslett and Thomas (1964a) , where E 0 is in keV, and pz is in kg m~2. Cosslett and Thomas (1964b) showed that the electron mean energy at a depth z into the film
W2 -Using these relations with z = d=\.\ /im and z e = 1.6 /im for 30 keV electrons and evaluating Eq. (2) yields P s = 0.05 P. This fraction is neglected in the present analysis, allowing the use of a heat source entirely contairied in the film to model the absorption of the electronbeam energy in the experiments of Stoehr et al. (1978) .
The experiments of Stoehr et al. (1978) involved electron mean ranges that varied from 0.03 /mi to 1.6 /xm when calculated using Eq. (1). This indicates that the spatial extent of the heated volume was highly dependent on E 0 . These experiments and later work (Stoehr and Huebener, 1979) showed that the variation of E 0 has a negligible effect on the critical current. This suggests that the points in the microbridge with a temperature dependent on E 0 were confined to a region with dimensions small compared to the microbridge width. This is confirmed in the present analysis by the comparison of temperature profiles in the microbridge determined using heat sources of varying size. In each case the maximum electron beam power in the experiments of Stoehr et al. (1978) , P=3 mW, is uniformly distributed in a cylinder bounded by the top and bottom surfaces of the film. Cylinders with radii equal to the mean ranges of 2 keV and 30 keV electrons in lead are used for comparison. The variation by more than 2 percent in temperature between the two analyses is confined to a radius around the beam focus of 1.6 /xm. This dimension is small compared to the microbridge width of 100 /xm in the experiments of Stoehr et al. (1978) . In the present analysis, the beam power is assumed to be deposited uniformly in the film within a cylinder of radius 0.87 /xm, which is the mean range of 20 keV electrons. Depending on the value of E 0 , the actual film temperature within a radius of 1.6 /xm of the beam focus in the experiments of Stoehr et al. (1978) may have differed significantly from the temperature predicted in the present analysis. This error is not important for the calculation of the critical current because for all but the lowest beam powers it occurs at temperatures greater than the critical temperature of lead, T c =1.2 K, the superconducting transition temperature. Regions of the film with temperature greater than 7.2 K do not contribute to the critical current of the film.
Film-Substrate Thermal Boundary Resistance
At low temperatures, the major obstacle to the flow of heat out of the film is the thermal boundary resistance between the film and substrate. Anderson (1981) reviewed the previous work on the low-temperature solid-solid thermal boundary resistance problem. Little (1959) developed the acoustic mismatch theory to predict the finite temperature drop measured at the interface of two solids at low temperatures. Acoustic mismatch theory predicts the rate of phonon transmission between two solids that have isotropic speeds of sound and share a smooth interface at which displacement and stress are continuous. Each solid is modeled as a Debye gas with phonons characteristic of a distinct temperature incident on the interface. If the temperature of each solid is much lower than its Debye temperature, Little (1959) found that the phonon heat flux q" is l"=K(T*-Tl) (3) where T and T 0 are the temperatures of the two solids and K is a constant calculated from the velocities of longitudinal and transverse phonons in both solids and their mass densities (Anderson, 1981) . Cheeke et al. (1976) tabulated parameters required for the calculation of K for most interfaces. Acoustic mismatch theory is appropriate for the case of a metal film on a dielectric substrate because phonon transmission is the dominant mode of heat transfer. The value of K used in the present analysis for the lead-sapphire interface, K = 73 W m~2K~4, was calculated by Cheeke et al. (1973) using a value of the Poisson ratio of 0.33 in both materials. Although Swartz and Pohl (1989) calculated K= 133 W m" 2 K" 4 for a lead-sapphire interface using the actual Poisson ratios of the materials, the heat flux calculated using /c = 73 W m~2K~4 is in better agreement with the experimental data of Cheeke et al. (1973) for lead films on sapphire.
The acoustic mismatch theory assumes that the interface between the two solids is smooth. This assumption is incorrect if the average phonon wavelength is comparable to or smaller than the characteristic dimension of roughness at the interface (Majumdar, 1991) . At low temperatures the average phonon wavelength is of the order of hpc/k B T, where c is the speed of sound, h P is Planck's constant, and k B is the Boltzmann constant. This expression yields an average wavelength in lead at 4.2 K which is less than 3 percent of the thickness of the vapordeposited films used by Stoehr et al. (1978) , indicating that diffuse transmission might have affected the boundary resistance. The diffuse mismatch theory (Swartz and Pohl, 1989) predicts only a 6 percent increase in the thermal boundary resistance for lead-sapphire interfaces due to diffuse transmission compared to the value predicted by the acoustic mismatch theory. The effect of diffuse transmission on the accuracy of the acoustic mismatch theory is neglected in the present analysis. Figure 1 illustrates the absorption of an electron beam in a thin-film microbridge of thickness d, 0.1 to 2 jim, and width 2w, 10 to 500 inn, which has been deposited on a dielectric substrate. The bottom of the substrate is in contact with flowing liquid helium or nitrogen at the temperature T Q , and the top and the edges of the microbridge are exposed to a vacuum (Huebener, 1984) . The electrons enter the microbridge at the focus of the electron beam that is 10 nm in diameter.
Thermal Model and Numerical Analysis
In the temperature range of the present analysis, 4.2 to 20 K, the thermal conductivity of the film material, lead, is highly dependent on temperature. Thermal conduction in metals is dominated by the motion of electrons and is limited by the scattering of electrons on defects and phonons. The rate of scattering of an electron on defects is independent of temperature and the rate of scattering of an electron on phonons increases with temperature. The thermal conductivity of a metallic superconductor such as lead is reduced in the superconducting state because superconducting electrons do not transport entropy. The thermal conductivity of superconducting lead is approximated by the following two polynomial functions fitted to experimental data given by Powell et al. (1966) : where Tis in K and k is in W m~~' K" 1 . If the mean free path of electrons in a metal film is of the order of or larger than the film thickness, the effective thermal conductivity along the film is less than that of a bulk sample. In a normal metal, the electron mean free path A is related to the thermal conductivity by (Kittel, 1986 ) A = 'ikmv e /(ir 1 k B nT), where v e is the Fermi velocity of the electrons, m is the electron rest mass, and n is the electron number density. At 7.2 K, the properties of lead are £ = 412 W m -1 K -1 , y e = 0.50xl0 6 m s" 1 , and «=1.3xl0 29 m -3 , yielding A = 0.32 ttm, which is of the order of the film thickness, 1.1 (iin. For A<d, the effective conductivity along the film is approximately (Flik and Tien, 1990c) Ar eff =(l -2A/(3TTC?)) k, yielding £ eff = 0.94 k for the 1.1 /xm film with A = 0.32 /xm. This size effect is neglected in the present analysis because of its small estimated magnitude.
The scanning speed of an electron beam is typically 0.1 m s" 1 (Huebener, 1984) . Steady thermal analysis in the frame of reference of the moving electron beam has been shown to be appropriate for the experiments of Stoehr et al. (1978) by Flik and Tien (1990b) due to the large thermal diffusivity of lead at 4.2 K, 0.19 m 2 s _1 , and the small scanning velocity. This approach is confirmed by consideration of the thermal relaxation time of 2 its measured in pulsed electron beam experiments by Stoehr et al. (1978) . The scanning beam traveled 0.2 /im in this time, which is small compared to the film thickness, d= 1.1 ftm, the smallest dimension of the microbridge.
The top and sides of the microbridge are insulated by vacuum space and a radiation shield, yielding adiabatic boundary conditions at these surfaces. The energy from the electron beam travels through the film, across the film-substrate interface, through the substrate, and across the substrate-bath interface before it is absorbed by the flowing liquid helium. The thermal boundary resistance at the substrate-bath interface is neglected. Because of the nonlinear film-substrate boundary resistance and the variable thermal conductivity of both sapphire and lead at low temperatures, the relative importance of the remaining thermal resistances is highly dependent on temperature.
The substrate is modeled as isothermal at the bath temperature because of its low thermal resistance relative to the leadsapphire boundary resistance. The error incurred by this assumption for a film temperature T is estimated by solving the steady, constant conductivity, two-dimensional heat equation in the substrate using separation of variables. The substrate is 1 mm thick (Stoehr et al., 1978) and 10 mm wide. The top of the slab is adiabatic except for the portion covered by the film, where the heat flux is approximated using Eq. (3) with T as the film temperature and T 0 as the bath temperature. The edges and bottom of the substrate are at the bath temperature. Using the minimum conductivity of sapphire between 4.2 K and 20 K, the largest temperature difference between the top and bottom surfaces of the substrate is found to be less than 10 percent of the total temperature difference between the film and the bath for film temperatures less than 20 K. For larger film temperatures the neglect of the thermal resistance of the substrate results in a significant underprediction of the film temperature.
Using Eq. (3), the temperature-dependent conductance h between the film and substrate is h = K Using this expression for h and Eqs. (4) and (5) for k, the Biot number Bi = hd/k for conduction normal to the film is less than 0.01 for film temperatures less than 21 K. Therefore, temperature gradients in the film in the z direction are neglected, resulting in a two-dimensional analysis of heat conduction in the film. The two-dimensional energy equations in the film are 
where r e is the radius of a cylinder of uniform power absorption in the film centered around the line normal to the film surface through the point (x = xj, y = 0), which is set at the mean range of 20 keV electrons in lead, r e = 0.81 /im. The boundary conditions are dT dx = 0 for x = -w and x = w
and J 1 -7*o for y-h oo and y-* -°°.
(9) The governing equations are solved numerically using the central difference technique described by Patankar (1980) . The energy balance is verified globally in the microbridge and locally at each grid element by independent computational routines. The repeatability of the solution for different initial temperature distributions is verified. For the case of very narrow microbridges the numerical solution matches an independently computed solution of the one-dimensional heat transfer problem. If the film-substrate heat flux given by Eq. (3) is linearized to q" =4KT^{T-T 0 ), the computed solution for very wide microbridges approaches the point-symmetric closed-form solution of Flik and Tien (1990b) ,
T(r) = T 0 + 2-wkd
where r is the distance from the beam focus and K 0 is the modified Bessel function of the second kind of order zero.
Microbridge Critical Current
The critical current of a microbridge decreases with increasing temperature and is reduced to zero at the critical temperature of the superconductor, T c . Flik and Tien (1990a) computed the critical current of a microbridge in the presence of a temperature field. If J c is the local critical current density at a point in the microbridge resulting from the temperature T at that point, the critical current of a cross section is
where dA is an area element in the bridge cross section A normal to the direction of current flow. The critical current of the entire bridge is the minimum of the critical currents of all cross sections. Flik and Tien (1990b) determined the critical current of the microbridge by assuming a uniform distribution of critical current density in an isothermal bridge. This approach neglects the complex interaction of geometry and magnetic field in planar superconducting microbridges, which results in a nonuniform distribution of critical current density (Edwards and Newhouse, 1962) . The present work considers the nonuniform distribution of critical current. The dependence of J c on temperature for a type-I superconducting film like lead deposited on a cylinder is (Newhouse, 1964 )
where J C (T 0 ) is the critical density of the film when it is isothermal at To. Although Eq. (12) predicts the temperature dependence of the uniform critical current density of a film deposited on a'microbridge, it is assumed in the present analysis to predict the temperature dependence of the local critical current density of a planar microbridge in terms of the local value of J C (T 0 ). The variation of J C (T 0 ) with x in a planar microbridge is determined using the relation of Newhouse (1964) for the supercurrent density J(x) at a position x in the cross section of an isothermal microbridge,
where I is the bias current and w is the half-width of the microbridge. Equation (12) is valid for films of thickness much larger than London penetration depth. The London penetration depth characterizes the exponential decay of magnetic field strength from the edge of a superconductor into its interior in the case of an externally applied magnetic field. Equation (13) is valid for microbridges that are much wider than they are thick, yet have thickness much larger than London penetration depth. These criteria are satisfied by the lead microbridges used by Stoehr et al. (1978) , which had a width 2w of 100 /xm, a thickness d of 1.1 pm, and a London penetration depth of 0.051 urn.
In the present analysis, the local critical current density at a point in the film is assumed to depend only on the A: coordinate and the temperature at that point, J c = J c (T,x) . Equation (13), with la substituted for I and J c (T 0 ,x) substituted for J c (x) , is assumed to give the distribution of local critical current density in the bridge when it is isothermal at temperature T 0 . The critical current 1^ of the unirradiated microbridge, which was isothermal at the bath temperature, was measured to be 7^ = 0.869 A by Stoehr et al. (1978) . Equation (12), with J c (T 0 ,x) substituted for J C (T 0 ) and J c (T,x) substituted for J C (T), is assumed to determine the local critical current density in the microbridge as a function of the local temperature T and the local critical current density at that point at the bath temperature. The effects of geometry and temperature on the local critical current density are assumed to be independent. ical current as a function of the power of the electron beam, which scanned the entire width of the microbridge. The present analysis shows that for different beam powers the maximum reduction of the microbridge critical current occurred at different locations of the beam focus. Equation (14) predicts the critical current in cross section y resulting from the absorption of a beam of power P at the beam focus location Xj. To predict the experimental results obtained using a scanning beam, it is necessary to determine the critical current in the cross section y = 0 for all beam focus locations at each beam power. The minimum value of I c for all beam focus locations at each beam power predicts the critical current measured by Stoehr et al. (1978) Equations (11), (12), and (13) are combined with the temperature-field solution from the thermal analysis, T (P,X/i',x,y) , to compute the critical current in each cross section of the microbridge. The critical current of cross section y during the absorption of an electron beam of power P, which is focused on the microbridge at the coordinates (x = x f , y = 0), is given by
Equation (14) assumes that, in the presence of the electron beam, the current in the film redistributes itself such that it makes the best use of the available current density distribution, which is different from that given by Eq. (13) due to the temperature field. A voltage along the bridge appears only if the bridge current exceeds I c given by Eq. (14) for some y. The temperature along lines of constant x peaks at the cross section directly under the beam focus, y = 0. This cross section limits the critical current of the entire bridge. For given bridge dimensions and film and substrate materials, the overall microbridge critical current I c depends on the beam power P and beam focus location X/. Stoehr et al. (1978) measured the crit-
Results and Discussion
The microbridge cross section whose critical current is most reduced by the electron beam is located at y = 0. Since temperature differences in the z direction in the film are neglected, temperature profiles in this cross section are presented in Figs. 2-4 with respect to the x coordinate only. Figure 2 compares temperature profiles obtained in the present analysis to those obtained using the theory of Flik and Tien (1990b) , which was derived for a microbridge of infinite width with a temperatureindependent thermal conductivity. In addition, the heat flux between the film and substrate was linearized to the form
The thermal conductivity of lead at 4.2 K, 330 W m" 1 K" 1 , and a heat absorption cylinder of radius 0.87 fim are used in evaluating the closed-form solution. The critical temperature of lead, T c = 7.2 K, is shown in Fig. 2 to indicate the importance of the error in temperature of the closed-form solution for the calculation of the critical current.
Since the closed-form solution applies to microbridges of infinite width it underpredicts the temperature field in a microbridge of finite width. The importance of this effect increases with an increase in the ratio of the film thermal healing length, (kd/h) W2 , to the distance from the beam focus to the nearest microbridge edge. Using 330 W m _1 K -1 for k and 2.1 x 10 4 W m KT 1 for h yields a linearized thermal healing length of 130 ^m, which is larger than the microbridge half-width of 50 /xm. The linearization of Eq. (3) given by Eq. (16) The good performance of the closed-form solution results from two compensating assumptions, whose relative importance is shown in Fig. 3 . The solid curves indicate the exact solution of the present analysis. The other curves indicate solutions of the present analysis either for bridges of infinite width or for microbridges with linearized heat flux. Both assumptions are justified at the beam power of 1 mW. At 3 mW the linearization is the worst simplification, resulting in an error in temperature of more than 50 percent at x = 4.3 jim. The error due to the heat flux linearization increases more rapidly with beam power than the error due to the infinite microbridge width assumption. ' The effect of neglecting the temperature dependence of the thermal conductivity of lead is also investigated. If the thermal conductivity of lead is assumed to be constant at its value at 4.2 K, 330 W m~' K -', the temperature is underpredicted near the beam focus. This is because the film thermal conductivity given by Eqs. (4) and (5) the portion of the film with temperature above the critical temperature T c are highly dependent on the beam focus location. While the maximum temperature increases as the beam focus location approaches the adiabatic edge of the microbridge, the width of the portion of the film above the critical temperature reaches a maximum for a beam focus location in the interior of the microbridge. The beam focus location has a strong influence on the microbridge critical current because the critical current density distribution in the bridge cross section given by Eq. (13) peaks at the bridge edges. Figure 5 compares the present solution for the critical current as a function of the beam power to the closed-form solution of Flik and Tien (1990b) and to the experimental data of Stoehr et al. (1978) . The closed-form solution of Flik and Tien (1990b) was calculated using a thermal conductivity of lead of 86.6 W m" 1 K -1 . The theory of Flik and Tien (1990b) is in agreement with the experimental data. This is due in part to the competing effects of the assumptions of linearized film-substrate heat flux and infinite microbridge width. This theory cannot be expected to predict other data as well, in particular for the cases of very narrow films and large values of {T-T 0 )/T 0 . Stoehr et al. (1978) varied both the electron beam voltage and the electron beam current to control the beam power. The electron initial energy E 0 , which increases linearly with the beam voltage, is of negligible importance to the measured critical current. For low beam powers, a beam focused near the edge of the microbridge (Xf= 49 fim) has the greatest effect on the critical current, the density of which is assumed to be greatest near the microbridge edges. In contrast, an electron beam focused at the center of the microbridge (x/=0 /^m) requires less power to make the entire width of the microbridge normal than a beam focused at the edge. The electron beam is scanned across the entire width of the microbridge, and each beam focus location determines at some beam power the microbridge critical current. The solid curve for the scanning beam is the minimum envelope of curves relating critical current to beam power for all beam focus locations. Figure 6 shows this minimum envelope for three values of the microbridge width 2w. The ordinate of this graph is the ratio of the ' microbridge critical current to the critical current of the unirradiated microbridge, I c /Ico-The normalized critical current increases for a given beam power with increasing microbridge width. The beam power at which the critical current in the microbridge is reduced to zero increases with increasing microbridge width. Figure 7 shows temperature profiles in planes parallel to the flow of current and normal to the film surface. For each beam focus location Xj the temperature profile is given for the plane parallel to the flow of electric current that contains the line x=X/, z = 0. The arrows show for each beam focus location the value of y at which the temperature is equal to the critical temperature. This figure indicates that the longitudinal extent of the normally resistive region in the microbridge increases as the beam focus approaches the microbridge edge. This helps to explain the shape of the voltage response obtained by Stoehr et al. (1978) due to scanning the electron beam across the microbridge width at constant power with a constant bias current in the microbridge. The greater longitudinal extent of the normal region, along with the maxima in the critical current density distribution at the microbridge edges, resulted in the peaks in voltage response when the beam was focused near the microbridge edges.
Concluding Remarks
If the characteristic dimension of the film volume directly heated by the electron beam is much smaller than the width of the microbridge, the variation of the distribution of heating intensity within that volume has little effect on the microbridge critical current. Thermal analysis of a microbridge of width of the order of or smaller than its linearized thermal healing length,{kd/h) in , must consider the finite microbridge width. A linearization of the heat flux from the film to the substrate is appropriate if the temperature Tin the film satisfies (7"-r 0 )/ro« 1, where T 0 is the substrate temperature. The error due to this linearization increases rapidly with the power of the electron beam.
The voltage response in a superconducting microbridge is determined by the beam power and focus location and the bias current in the microbridge. The present thermal analysis becomes appropriate for investigation of the voltage response if Joule heating is incorporated into the energy balance and the potential for normal-zone thermal propagation is considered. Prediction of the voltage response requires experimental data for the resistivity in the microbridge as a function of its temperature and bias current.
The theory in the present analysis for the prediction of critical currents in low-temperature superconducting microbridges is an idealization of the complex interaction of electrical current, magnetic field, and temperature with the microbridge geometry. A theory for the case of epitaxial high-temperature superconducting microbridges must consider the anisotropy of those materials and the effects of flux creep and grain boundaries. There is a need for simple, yet accurate models that describe the behavior of supercurrent in specific geometries with temperature fields. The agreement of the predicted critical current with experimental data in the present work shows that the method of Intrinsic Thermal Stability has promise for the prediction of the critical current of high-temperature superconductors in the presence of thermal disturbances.
