Exponentiated distribution has been used in reliability and survival analysis especially when the data is censored. In this paper, we derive Bayesian estimation of the shape parameter, reliability function and failure rate function in the exponentiated distribution family based on Type-II right censored data. We here consider conjugate prior and noninformative prior and corresponding posterior distributions are obtained. As an illustration, the mean square errors of the estimates are computed. Comparisons are made between these estimators using Monte Carlo simulation study.
Introduction
For a random variable with probability density function u(x) and cumulative distribution function U(x), its exponentiated distribution has the probability density function(pdf), and cumulative distribution function(cdf), given respectively, by f (x; λ) = λU(x) λ−1 u(x) (1.1) and 2) where λ > 0 is shape parameter of interest. For the special case λ = 1, this is the original one. For reliability and survival analysis, a half logistic distribution or a half triangle distribution can be considered. These have been used extensively in reliability and survival analysis particularly when the data is censored. For the half logistic distribution and the half triangle distribution,
respectively, where σ is a scale parameter. Inferences for the half logistic distribution were discussed by several authors. Balakrishnan and Puthenpura (1986) introduced the best linear unbiased estimators of location and scale parameters of the half logistic distribution through linear functions of order statistics. Balakrishnan and Wong (1991) obtained approximate maximum likelihood estimates(AMLEs) for the location and scale parameters of the half logistic distribution with Type-II right censored sample. Recently, Kang et al. (2008) derived the AMLEs and maximum likelihood estimator of the scale parameter in a half logistic distribution based on progressively Type-II censored samples. A triangle distribution was applied to a kernel function in non-parametric density estimation. Johnson (1997) studied the possibility of using the more intuitively obvious triangular distribution as a proxy for the beta distribution. Some properties of the triangular distribution was studied by Balakrishnan and Nevzorov (2003) . From (1.1) and (1.2), the reliability and failure rate function of exponentiated distribution family (EDF) are obtained, respectively, by
respectively. In Bayesian estimation, we consider two types of loss functions. The first is the squared error loss function (quadratic loss) which is symmetrical, and associates equal importance to the losses due to overestimation and underestimation of equal magnitude. But in life testing and reliability problems, the nature of losses are not always symmetric. For example, if an overestimate is usually much more serious than an underestimate, the use of a symmetrical loss function might be inappropriate. As a useful alternative to the squared error loss function, the second is the linex (linear-exponential) loss function which is asymmetric. It was introduced by Varian (1975) became popular due to Zellner (1986) . The linex loss function may be expressed a l(∆) ∝ exp(c∆) − c∆ − 1, c 0, where ∆ =θ − θ. The sign and magnitude of the shape parameter c reflects the direction and degree of asymmetry, respectively. When c is positive, the overestimation is more serious than underestimation and the situation is reverse when c is negative. If c tends to zero, the linex loss function tends to squared error loss function. By Zellner (1986), the Bayes estimator of θ, denoted byθ l under the linex loss function is given byθ l = −1(1/c) log
exists and is finite.
Maximum Likelihood Estimation
First, we derive the maximum likelihood estimator of the shape parameter and reliability function under the Type-II right censoring, where the test terminates as soon as the r th item fails (r < n). Let x 1 , . . . , x r denote the observed failure times for first r components from an exponentiated distribution having a pdf f (x; λ) and x (1) , . . . , x (r) denote corresponding order statistics of the random sample x 1 , . . . , x r . Then, the likelihood function of r failure items is given by
