We present the mixed Galerkin discretization of distributed parameter port-Hamiltonian systems. On the prototypical example of hyperbolic systems of two conservation laws in arbitrary spatial dimension, we derive the main contributions: (i) A weak formulation of the underlying geometric (Stokes-Dirac) structure with a segmented boundary according to the causality of the boundary ports. (ii) The geometric approximation of the Stokes-Dirac structure by a finite-dimensional Dirac structure is realized using a mixed Galerkin approach and power-preserving projections, which define minimal discrete power variables. (iii) With a consistent approximation of the Hamiltonian, we obtain finite-dimensional port-Hamiltonian state space models. By the degrees of freedom in the power-preserving projections, the resulting family of structure-preserving schemes allows for tradeoffs between centered approximations and upwinding. We illustrate the method on the example of Whitney finite elements on a 2D simplicial triangulation and compare the spectral approximation in 1D with a related approach.
Introduction
The port-Hamiltonian (PH) approach for the modeling, interconnection and control of multi-physics systems underwent an enormous evolution during the past two decades. In this article, we concentrate on distributed parameter PH systems as initially presented in [1] , and refer the reader to the books [2] , [3] and [4] for a more general overview on theory and applications. The salient feature of a PH system is its representation in terms of (i) a linear geometric interconnection structure -a Stokes-Dirac structure -that describes the power flows inside the system and over its boundary and (ii) an energy functional (or more generally potentials) from which the constitutive or closure relations are derived, and which determines the nature of the system. Completely different systems -linear/nonlinear or hyperbolic/parabolic [5] can share the same interconnection structure. PH systems are by definition open systems, they interact with their environment through energy flow over boundary ports. The in-and outputs in the sense of systems' theory and control are defined via a duality product whose value equals the exchanged power at the port. The definition of boundary port variables plays a crucial role in showing that a PH system is a well-posed boundary control systems [6] . The definition of distributed power variables as in-and outputs is discussed in [7] .
The simulation and control by numerical methods, of complex (complex geometries, nonlinearities, interdomain couplings) distributed parameter PH systems, requires a spatial discretization, which shall retain the underlying geometric properties related to power continuity. According to the separation of the interconnection structure from the constitutive equations, a geometric or structure-preserving discretization consists of two steps:
• Finite-dimensional approximation of the underlying Stokes-Dirac structure. The duality between the power variables (their duality product has the interpretation of a power) must be mapped onto the finite-dimensional approximation. This requires a mixed approach with different approximation spaces for each group of dual power variables (called flows and efforts). The subspace of the approximated, discrete (in space) power variables on which the preserved power-continuity holds, defines a Dirac structure as a finite-dimensional counterpart of the Stokes-Dirac structure.
• Consistent discretization of the constitutive equations in the previously chosen approximation spaces, which gives rise to the definition of a discrete Hamiltonian.
A geometric or structure-preserving discretization is, hence, a compatible discretization as defined in [8] : "Compatible discretizations transform partial differential equations to discrete algebraic problems that mimic fundamental properties of the continuum equations." For PH systems, such a fundamental property is the power balance defined by the Dirac structure with respect to which the PH system is defined. The open character of PH systems requires special attention to the treatment of the boundary port variables, in particular the boundary inputs which are imposed as boundary conditions. The simplicial discretization [9] , [10] of PH systems based on discrete exterior calculus (see e. g. [11] ) can be considered a direct discrete formulation of the conservation laws, which, in conjunction with the consistent approximation of the closure equations, is such a compatible discretization. [12] addresses a generalized distribution of boundary inputs on dual meshes, a revised interpretation of the resulting state space models, and the consistent numerical approximation of nonlinear closure equations. Recently, the very related discretization on staggered grids has been reported using finite volumes [13] and finite differences [14] .
The first approach for a structure-preserving discretization of PH systems in the spirit of mixed finite elements has been proposed in [15] , see [16] for its application to a diffusive process. There, the Stokes-Dirac structure is, however, discretized in strong form which produces restrictive compatibility conditions. In the 1D pseudo-spectral method [17] , the degeneracy of the discrete duality product is rectified by the definition of reduced effort variables (see also the recent paper [18] for the application to plasma dynamics described by a parabolic PDE). In [19] , the Stokes-Dirac structure is reformulated, changing the role of state and co-state variable for one conservation law. The discrete power-variables are immediately connected with a non-degenerate duality pairing, at the price of a metric-dependent interconnection structure.
The weak formulation as the basis for Galerkin numerical approximations, including the different varieties of the finite element method (see [20] , to cite only one textbook), has been only rarely used for modeling and discretization of PH systems: In [19] , one of the two conservation laws is written in weak form. [21] presents the PH model of the reactive 1D Navier-Stokes equations in weak form. In [22] , a piezo patch on a flexible beam, with a discontinuous spatial distribution, is included in the PH model and its structure preserving discretization via the weak form.
In this article, we present the geometric discretization of distributed parameter PH systems based on the weak formulation of the underlying Stokes-Dirac structure. Doing so, some limitations and restrictions of current approaches for PH systems can be overcome.
• The formulation is valid for systems on spatial domains with arbitrary dimension.
• PH systems with non-canonical system operators (containing e. g. higher order derivatives) can be discretized, as well as systems with dissipation and/or diffusion.
• In terms of finite elements, approximation spaces with higher polynomial degree can be used.
• Due to the weak imposition of boundary conditions, the boundary inputs appear directly in the weak form of the Stokes-Dirac structure.
• The power-preserving projections for the discrete power variables (which generalize the reduction of the discrete effort space in [17] ) offer design degrees of freedom for the resulting PH approximate models. These design parameters can be used to adapt the discretization to the physical nature of the system (e. g. to account for the ratio between convection and diffusion) and to improve the approximation quality.
We consider as the prototypical example of distributed parameter PH systems, an open system of two hyperbolic conservation laws in canonical form, as presented in [1] . We use the language of differential forms, see e. g. [23] , which highlights the geometric nature of each variable and allows for a unifying representation independent from the dimension of the spatial domain.
An important reason for expressing the spatial discretization of PH systems based on the weak form is to make the link with modern geometric discretization methods. Bossavit's work in computational electromagnetism, [24] , [25] and Tonti's cell method [26] keep track of the geometric nature of the system variables which allows for a direct interpretation of the discrete variables in terms of integral system quantities. This integral point of view is also adopted in discrete exterior calculus [11] . Finite element exterior calculus [27] gives a theoretical frame to describe functional spaces of differential forms and their compatible approximations, which includes the construction of higher order approximation bases that generalize the famous Whitney forms [28] , see also [29] . We refer also to the recent article [30] which proposes conforming polynomial approximation bases, in which the conservation laws are exactly satisfied, and which gives an excellent introduction to the geometric discretization. Impressing examples for the use of geometric discretization methods can be found in weather prediction [31] or in the simulation of large-scale fluid flows [32] , where the conservation of potential vorticity plays an important role. Another important aspect of using the weak form as basis for structure-preserving discretization is to make the link with well-known numerical methods and to pave the way for a simulation of PH systems with existing numerical tools like FreeFEM++ [33] or GetDP [34] .
The paper is structured as follows. In Section 2, we give a quick introduction to functional spaces of differential forms and we review the definition of distributed parameter PH systems based on the underlying Stokes-Dirac structure. Following the definition of boundary ports with alternating causality, we propose the weak form of the Stokes-Dirac structure. Section 3 deals with the mixed Galerkin approximation of this Stokes-Dirac structure. Due to the different geometric nature of the power variables and their approximation spaces, the discrete power balance involves degenerate duality pairings. We define minimal discrete power variables (pairs of bond variables) with non-degenerate duality products by power-preserving projections. The so-defined subspace of the bond space is a Dirac structure which admits different representations. The input-output representation, together with the finite-dimensional approximation of the Hamiltonian, leads to the desired PH approximate models in state space form. Section 4 illustrates the approach using Whitney finite elements on a 2D simplicial grid. We highlight the interpretation of the finite-dimensional state and power variables in terms of integral quantities on the grid and illustrate how the approximation quality can be tuned by the projection parameters with a 2D simulation study. We compare the 1D spectral approximation with the method of [15] . Certain parameter choices can be interpreted in terms of upwinding, which is particularly favorable for hyperbolic systems. Section 6 closes the paper with a summary and an outlook to ongoing and future work.
Weak form for port-Hamiltonian systems of conservation laws 2.1 Differential forms and functional spaces
To make the remainder of the paper self-contained, we give a compact introduction to the calculus with differential forms and their functional spaces. For further reading we refer to [23] , [35] and the paper [27] with its numerous references. The calculus with differential forms, or exterior differential calculus is widely used in the simulation of Maxwell's equations [25] , to give one example. Discrete exterior calculus [11] extends the formalism to discrete geometric objects defined on oriented meshes, and finite element exterior calculus [27] sets the framework for numerical approximation using finite element spaces of differential forms [36] .
Smooth differential forms
We represent distributed parameter PH systems in the language of differential forms, see e. g. [23] for a comprehensive introduction to smooth differential forms, i. e. differential forms with sufficiently differentiable (in the classical sense) coefficient functions. Let Ω be an open, bounded and connected ndimensional spatial domain with Lipschitz boundary ∂Ω and denote Λ k (Ω) the space of smooth differential k-forms on Ω. For a smooth n−1-form ω ∈ Λ n−1 (Ω), the continuous extension to the boundary is denoted tr ω ∈ Λ n−1 (∂Ω). The symbol tr stems from the trace map, which defines the extension to the boundary for Lebesgue integrable functions (see further below). The exterior derivative d : Λ k (Ω) → Λ k+1 (Ω) represents, depending on the degree k, the different differential operators from vector calculus. The wedge product ∧ : Λ k (Ω) × Λ l (Ω) → Λ k+l (Ω) is a skew-symmetric exterior product of differential forms. We will make frequent use of the following three formulas 1 for λ ∈ Λ k (Ω), µ ∈ Λ l (Ω), and ω ∈ Λ n−1 (Ω):
A natural pairing or duality product between two differential forms λ ∈ Λ k (Ω) and µ ∈ Λ n−k (Ω) on Ω is given by
Accordingly for ∂Ω, see [1] , Eq. (5). The generalized Stokes' theorem (3), together with the product rule (2) and the short notation (4), gives the integration-by-parts formula for smooth differential forms
Lebesgue and Sobolev spaces of differential forms
We recall some important definitions and facts, which ensure that the formulas from the previous subsection make also sense on functional spaces of differential forms with weaker smoothness conditions. Section 4 of [27] gives a quick and concise introduction into calculus with differential forms whose coefficient functions belong to Lebesgue spaces L p (Ω) and Sobolev spaces, in particular H m (Ω) = W m,2 (Ω). The space L 2 Λ k (Ω) of differential forms with square integrable coefficient functions is equipped with the inner product 2
where α i , β i ∈ L 2 (Ω), i = 1, . . . , n are the component functions of α, β ∈ L 2 Λ k (Ω). The weak exterior derivative dλ of λ ∈ Λ k (Ω) can be defined via the integration-by-parts formula (5), with smooth differential forms µ that vanish on the boundary (due to their compact support in Ω):
We do not introduce a new symbol, as we will understand d in the weak sense in the rest of the paper. The Sobolev spaces H m Λ k (Ω) contain the differential forms on Ω with L 2 weak derivatives up to order m. The corresponding inner product for m = 1 is defined as
As we deal with boundary control systems, we are particularly interested in the extension of certain differential forms to the boundary. Fortunately, the trace theorem from classical functional analysis 3 extends to differential forms as discussed in Section 4 of [27] . We will make heavy use of the implication
Where convenient for compactness, we use the common abusive notation ∂Ω ω = ∂Ω tr ω for the extension of ω ∈ H m Λ n−1 (Ω), m ≥ 1 to the boundary.
The degrees of the differential forms satisfy p + q = n + 1 and r = pq + 1, which ensures the formal skew-symmetry 5 of the matrix-valued differential operator J for arbitrary dimension n, see [1] . On the other hand, the extensions of the efforts to the boundary define the boundary port variables
Note that here, we repeat the case of [1] with a single causality. The term causality describes which of the boundary port variables is imposed as an input boundary condition in the sense of automatic control. Moreover, the definition of boundary flows and efforts is not unique (see [6] for a complete characterization). As shown in [1] , the pairs of flow and effort variables that satisfy (10), (11) , define a linear subspace of the bond space 6 F × E,
on which the power balance equation
holds. In addition, this subspace is maximally isotropic with respect to the symmetrized duality pairing which is represented by the left hand terms of (13) . For details on this linear subspace called a Stokes-Dirac structure, we refer to [1] . It essentially generalizes the notion of a Dirac structure to the distributed parameter case by exploiting Stokes' theorem.
A Dirac structure, whose definition and characterization are summarized below, can be considered as "the geometrical notion formalizing general power-conserving interconnections" [1] . 
A Dirac structure is a linear subspace D ⊂ V × V * which is maximally isotropic under ·, · . 4 Or systems of two conservation laws with canonical interdomain coupling. 5 A formal differential operator J is defined without boundary conditions (see e. g. [39] , Sect. III.3). Formal skewsymmetry is verified by e, J e = − J e, e under zero boundary conditions, where ·, · is the inner product on the appropriate functional space. 6 As a reference to bond graph modeling of dynamical systems [40] , see also [2] , Chapter 1.
Equivalently, a Dirac structure can be characterized as the subspace D ⊂ V × V * which equals its orthogonal complement with respect to ·, · : D = D ⊥ , see [1] , Def. 2.1. D is isotropic under ·, · , if (f 1 , e 1 ), (f 2 , e 2 ) = 0 for all (f 1 , e 1 ), (f 2 , e 2 ) ∈ D, from which D ⊂ D ⊥ follows. If, in addition, for every (f 1 , e 1 ) ∈ D there exists no (f 3 , e 3 ) / ∈ D such that (f 1 , e 1 ), (f 3 , e 3 ) = 0, then D is maximally isotropic, and also D ⊥ ⊂ D is true, which implies D = D ⊥ . The isotropy condition implies that
If V and V * are spaces of conjugated power variables this is indeed a power balance equation. For more details and the different representations of finite-dimensional Dirac structures (in the PH context), we refer to [42] , [1] . For Dirac structures defined on Hilbert spaces, and their composition, see e. g. Chapter 5 of [43] and [44] .
Canonical PH systems of two conservation laws
To define a port-Hamiltonian distributed parameter system, the Stokes-Dirac structure is completed by dynamic equations that introduce evolution with respect to time, and constitutive relations which define the nature of the resulting dynamic system of PDEs. We focus on PH systems based on the canonical differential operator J as indicated in (10) . Moreover, we derive the constitutive equations for the effort variables from a single energy (Hamiltonian) functional. This results in a hyperbolic system of conservation laws in PH form.
The flows induce the time evolution of the distributed state variables
with corresponding initial conditions:
The closure or constitutive equations relate the state and co-state (or co-energy or effort) variables according to
where the right hand side contains the variational derivatives of the Hamiltonian or energy functional
with the Hamiltonian density n−form H. The variational derivatives are those differential n − p-form δ p H and n − q-form δ q H that satisfy 8
a distributed parameter port-Hamiltonian system on the n-dimensional spatial manifold Ω.
Imposing the port variables f ∂ and/or e ∂ on a subset of ∂Ω as control input (and understanding the port variables on the remaining boundary as observation or output), makes the system representation (20) a boundary control system in the sense of [45] . For 1D linear PH systems with a generalized skewsymmetric system operator, [6] gives conditions on the assignment of boundary in-and outputs for the system operator to generate a contraction semigroup. The latter is instrumental to show well-posedness of a linear PH system, see [3] . Essentially, at most half the number of boundary port variables can be imposed as control inputs for a well-posed PH system in 1D.
Taking δp =ṗ, δq =q as variations in (19) , and omitting the higher order terms, the time derivative of the energy functional (18) readṡ
Replacingṗ,q according to (20) , using the integration-by-parts formula (5) and the definition of boundary port variables, yieldsḢ
Equating the right hand sides of the last two equations gives the power balance equation
which is a purely structural property, as it follows directly from (13) and the definitions of distributed and boundary flows and efforts.
Remark 1. Defining the flux functions
it is evident that (20) represents a hyperbolic system of two conservation laws. Note that we explicitly defined boundary port variables whose pairing describes a power flow over the system boundary. We, therefore, deal with open systems of conservation laws.
Remark 2. For the same Stokes-Dirac structure, PDE systems of different nature are obtained when flows and efforts are defined based on different dynamics and closure equations. For a quadratic Hamiltonian density H in p and q, the resulting hyperbolic PH system is linear, otherwise nonlinear. The linear case is treated e. g. in [3] , where H is bounded and non-negative, and H serves as the energy norm on the corresponding Hilbert space. For different definitions of flows and efforts, in particular if both efforts are not derived from the same functional, the resulting PDE system becomes parabolic, see e. g. [5] , which allows to represent diffusive phenomena with the same Stokes-Dirac structure, see e. g. the heat conduction example in [2] , Section 4.2.2, or [46] .
Examples
For illustration, we give two examples for systems of two conservation laws that share the same Stokes-Dirac structure and can be written as PH distributed parameter systems. In the second example, we highlight the relations of the representations in terms of vector calculus and differential forms.
Example 1 (1D transmission line). The simplest 1D example of a system of two conservation laws is an electric transmission line (the "Telegrapher's equations") with the spatial coordinate z ∈ Ω = [0, L], see e. g. [15] . With p(z) = ψ(z) ∈ Λ 1 (Ω), the magnetic flux density one-form, q(z) ∈ Λ 1 (Ω), the electric charge density one-form, l(z)dz, c(z)dz ∈ Λ 1 (Ω) the distributed inductance and capacitance per length (l(z) and c(z) are smooth functions and dz the basis one-form), the Hamiltonian density one-form is
The Hodge star operator * : Λ k (Ω) → Λ n−k (Ω) renders in the 1D case a one-form a zero-form and vice versa 9 . The variational derivatives of the Hamiltonian H = L 0 H are the current and the voltage along the line,
The Hodge star induces an inner product on the space of differential forms on a manifold Ω by (α, β) := α| * β Ω = β| * α Ω = (β, α), α, β ∈ Λ k (Ω), see Section 8.4 of [23] or Section 3.6 of [37] . The inner product is not necessarily the standard L 2 norm, but may be equipped with another metric, see e. g. the energy norm fo linear PH systems [3] . The Hodge star is, hence, metric dependent. A given inner product space induces a corresponding Hodge star.
Example 2 (2D shallow water equations). The shallow water equations describe the two-dimensional flow of an inviscid fluid with relatively low depth ("shallow"), which permits the averaging of the horizontal components of the velocity field and the omission of the vertical velocity component. The two equations that describe the conservation of mass and momentum over an infinitesimal, fixed surface element 10 (we consider the fluid in a non-rotating system) can be written in the vector calculus notation, with spatial coordinates z = x y T , see e. g. [47] ,
where h denotes the water level over the bed, z b is the elevation of the bed profile, u = [u v] T the 2-dimensional velocity field, hu = F the discharge vector and g the gravitational acceleration. u · u and uu denote respectively the scalar and the tensor (dyadic) product of two vectors, respectively. With some rules of tensor calculus 11 , and replacing the continuity equation, the momentum equation can be reformulated in terms of u:
denotes the potential vorticity 12 , and F ⊥ = [hv − hu] T . The term qF ⊥ represents the acceleration of the fluid due to the rotation of the flow. It stems from the rotational part of the transport term in the momentum equation. The total energy (per unit mass) is
To rewrite the equations in terms of differential forms (in a covariant formulation), we use the relations, see e. g. [51] , 13
Taking into account that * * λ = (−1) k(n−k) λ for a k-form λ, we obtain
where * h ∈ Λ 2 (Ω) and u ∈ Λ 1 (Ω) are the 2-form and 1-form associated with the water depth and the flow velocity (p = 2, q = 1). p dyn = 1 2 u · u + gh + gz b ∈ Λ 0 (Ω) is the hydrodynamic pressure function (0-form) and * F ∈ Λ 1 (Ω) is the 1-form associated to the discharge per unit width. Indeed the vector on the right can be expressed in terms of the variational derivatives p dyn = δ * h H and −( * F ) = δ u H of the Hamiltonian H = Ω H density 2-form 14 
. If the rotational term qF ⊥ can be neglected 15 , (29) has the canonical structure (20) .
Remark 3. In this paper, we concentrate on canonical systems of two conservation laws in arbitrary spatial dimension. Beyond this basic class of PH systems (which however covers different linear and nonlinear physical phenomena), there exists a growing number of PH models for different physical phenomena, see e. g. [53] for the modeling of the plasma in a fusion reactor, [21] for the reactive Navier-Stokes flow or [54] for irreversible thermodynamic systems to mention only a few interesting examples. In [55] , a PH formulation of the compressible Euler equations in terms of density, weighted vorticity and dilatation is presented. The PH representation is not unique. An important approach for mechanical systems is based on a jet bundle formulation [56] .
Boundary ports with alternating causality
The choice of boundary port variables to define a Stokes-Dirac structure (an infinite-dimensional PH system) is not unique, see [6] for the 1D case. On parts of the boundary, e q may define the control input, while this role may be assigned to e p on the rest of it. The only constraint on the definition of pairs of boundary port variables is that their product accounts for the power flow over the whole boundary as in (22) . In order to represent a larger class of boundary control problems for systems of two conservation laws, the following proposition generalizes the definition of the Stokes-Dirac structure to the case with multiple pairs of in-and outputs on ∂Ω with different causalities. Proposition 1. Given the n-dimensional open and connected domain Ω with Lipschitz boundary ∂Ω. Consider a partition of ∂Ω with subsets Γ i ⊂ ∂Ω, i = 1, . . . , n Γ , andΓ j ⊂ ∂Ω, j = 1, . . . ,n Γ , with orientation according to ∂Ω. Let
j=1Γ j = ∂Ω and the intersections Γ i ∩Γ j be sets of measure zero. Define the boundary flow and effort forms
as extensions of the effort forms to the corresponding subsets of ∂Ω.
The subspace D ⊂ F × E, on which (10) holds and the boundary ports are defined by (30) , is a Dirac structure.
Proof. First observe that with the choice of boundary ports, and by construction of the subsets Γ i and Γ j , the boundary power flow can be expressed as
The proof that the above subspace is a Dirac structure, consists of decomposing Ω and exploiting the compositionality property, see Remark 2.2 of [1] , of the Stokes-Dirac structure on each subset. For a graphical illustration, see Fig. 1 .
1.
Decompose Ω in a set of n-dimensional submanifolds Ω k andΩ l , with the same orientation as ∂Ω on ∂Ω k ∩ ∂Ω and ∂Ω l ∩ ∂Ω. On each subset, a Stokes-Dirac structure is defined, with alternating causality (but unique on each subset). Then k ∂Ω k ∩ ∂Ω = i Γ i , l ∂Ω l ∩ ∂Ω = jΓ j and Γ i ∩ ∂Ω kl = ∅, Γ j ∩ ∂Ω lk = ∅ for all i, j, k, l. ∂Ω kl = −∂Ω lk denotes the common part of the boundary of Ω k andΩ l , respectively, where the minus sign underscores the inverse orientation by construction.
Define on each common boundary
Then, the terms e kl k |f kl k ∂Ω kl and f lk l |ê lk l ∂Ω lk in the overall power balance equation cancel each other out due to the reverse integration direction. The interconnection is hence power-preserving, and the composition of the separate Stokes-Dirac structures is, due to their compositionality property, itself a Stokes-Dirac structure.
Remark 4. In the above proposition, boundary efforts and flows are defined as pure restrictions of either of the distributed efforts to the corresponding subsets Γ i ,Γ j of the boundary. It is, however, also possible to define images of the previous ones under a transformation that preserves the inner product (isometry), e. g. scattering variables [6] .
Convention 1. In terms of control, we consider the boundary efforts u q i := e Γ i , i = 1, . . . n Γ and u p j :=ê Γ j , j = 1, . . . ,n Γ , as boundary input variables, while the boundary flows y p i := f Γ i , y q j :=f Γ j are the (power conjugated) boundary outputs. 
Weak form of the Stokes-Dirac structure for two conservation laws
The first motivation to study the approximation of distributed parameter PH systems based on their weak form is the fact that most of the common numerical methods in engineering, including commercial tools, are based on a Galerkin-type finite-dimensional approximation of the PDEs in weak form 17 . Also in the context of existing works on linear PH distributed parameter systems in one spatial dimension, this perspective is natural. The statements on well-posedness and stability based on the theory of C 0 semigroups rely on the mild solution of the abstract (operator) differential equation. These solutions, however, corresponds to the weak solutions, as known from the theory of PDEs, see [3] , page 127: "In fact, the concept of a mild solution is the same as the concept of a weak solution used in the study of partial differential equations." A third point, which motivates to discretize PH distributed parameter systems based on their weak form, is the close relation of discrete exterior calculus (i. e. the mathematical formalism for integral modeling of conservation laws), which has been used in [10] for PH systems: "Note that the process of integration to suppress discontinuity is, in spirit, equivalent to the idea of weak form used in the Finite Element method" [11] . Finally, also in the work of Bossavit on the mixed geometric discretization for computational electromagnetism [24] , [25] , the quality of a weak formulation is addressed "How weak is the weak solution in finite element methods" [61] .
The weak form of the Stokes-Dirac structure of Prop. 1 is obtained by a duality pairing (which involves the exterior product and integration) on Ω with test forms of appropriate degrees which do not vanish on the boundary 18 . The latter allows for a weak imposition of the input boundary conditions u q i = e Γ i , i = 1, . . . , n Γ and u p j =ê Γ j , j = 1, . . . ,n Γ .
Definition 3. The weak form of the Stokes-Dirac structure of Prop. 1 is given by the subspace D ⊂ F ×E with F and E as in (31)
holds and the boundary ports are defined by (30) .
Applying integration by parts according to (5) , we obtain the weak form of the Stokes-Dirac structure with weak treatment of the boundary port variables.
Proposition 2.
The weak form of the Stokes-Dirac structure in Prop. 1 with weak treatment of the 17 We use the weak form and not the variational form. The reason is that we focus on the geometric structure of the equations and do not mention the associated variational problem. We refer to [57] and [58] for the link of the variational problem in Lagrangian mechanics in finite and infinite dimension with a Dirac structure. Note that this link is less obvious e. g. for non-Hamiltonian fluids, which are described by a non-canonical structure, see e. g. [59] , [60] . 18 In the weak formulation of boundary value problems, mostly test functions with compact support inside Ω are chosen such that boundary conditions have to be imposed directly on the solution. This is however not mandatory. By test functions which are non-zero on ∂Ω, boundary conditions can be imposed in a weak fashion, cf. [20] , Section 14.3.1, p. 483. boundary port variables is given by the subset D ⊂ F × E, F and E as in (31) 
holds for all test forms v p ∈ H 1 Λ n−p (Ω) and v q ∈ H 1 Λ n−q (Ω).
Proof. Eq. (34) follows from (33) via integration by parts and the identities
The latter are due to the definition (30) of boundary port variables and the definition of the subsets Γ i , Γ j which cover ∂Ω and whose intersections have zero measure.
Remark 5. The latter representation of the Stokes-Dirac structure -if considered on a single control volume -is suitable for discontinuous Galerkin schemes, see e. g. [62] , where the boundary terms are replaced by suitable numerical fluxes.
Using the effort forms as test forms, v p = e p , v q = e q , and adding both equations of (34), we obtain after some reformulations and exploiting (32),
or, with the definition of boundary port variables,
which corresponds to the initially derived power continuity equation (13) .
We have arrived at a weak representation of the Stokes-Dirac structure of Prop. 1 which suits to establish discretized mixed Galerkin models of PH systems of two conservation laws.
Mixed Galerkin approximation with boundary port variables
In this section, we introduce the mixed Galerkin approximation of the weak form of the Stokes-Dirac structure for a system of two conservation laws. Mixed or duality methods have been introduced to include constraints like the divergence-freedom of flows or to take account for the precise approximation of additional physical variables in the numerical approximation, see [63] as a classical reference for mixed finite elements. The duality of the power variables in the Stokes-Dirac structure imposes the use of a mixed approximation.
The boundary inputs are weakly imposed as boundary conditions, and appear immediately in the finitedimensional system of equations for the Galerkin degrees of freedom. Boundary outputs are constructed via the discrete power balance. This point of view, which leads to state space model in input-output form, distinguishes the structure-preserving discretization of PH systems from the classical approaches to numerical approximation of PDEs.
For the compactness of notation, we omit to explicitly write out the trace operator on the subsets of the boundary, i. e. v p |e q Γi := tr v p |tr e q Γi etc. in the sequel. We start with the representation
i. e. (34) without the explicit denomination of the boundary port variables. For a mixed Galerkin approximation of the Stokes-Dirac structure, we
• use different (dual or mixed) bases to approximate the spaces of flow and effort forms
• and, from these bases, we choose the appropriate ones to approximate the test forms (Galerkin method).
Taking the test forms from the effort bases is the most obvious choice for the approximation of the Stokes-Dirac structure, as the resulting (discrete) duality pairings have an immediate interpretation in terms of power, see Eq. (36).
Approximation problem and compatibility condition
The flow differential forms will be approximated by linear combinations of the basis forms of the subspaces
The subspaces for the effort and test forms are, accordingly,
From the trace theorem for H 1 spaces (as discussed in Subsection 2.1.2), we know that the extension of the latter spaces to the boundary is L 2 . The subscript h > 0 denotes the discretization parameter 19 and we assume an appropriate choice of approximation spaces, i. e. for a given functional space V and its approximation V h (see [20] , Section 5.
mixed Galerkin approximation problem is as follows: Find approximate flow and effort forms
19 Which corresponds to the spatial extent of finite elements or the inverse of the polynomial approximation order. and
where ·|· denotes the standard inner product on R n as in Def. 1, such that
The discrete flow and effort vectors
contain the approximation coefficients, and the vectors (we omit the argument z in the sequel)
contain the approximation basis forms. The flow variables are understood as time derivatives of the distributed states with negative sign, see (16) . Thus, they are approximated in the same spatial bases,
and p = [p 1 , . . . , p Np ] T , and q = [q 1 , . . . , q Nq ] T ,
denote the discrete state vectors.
The mixed Galerkin approximation (43) of (38) is exact for flow and effort forms in the approximation spaces (39), (40) (in these subspaces, the residual error vanishes), if the following compatibility conditions hold:
In contrast to [15] (Assumptions 3 and 7), this compatibility of forms is understood in the weak sense. This means, more precisely -consider the original weak formulation (33) and the definition of the weak exterior derivative -that for all test forms with compact support inside Ω
Approximation of the Stokes-Dirac structure
We approximate the weak formulation (38) of the Stokes-Dirac structure by substituting the flows and effort forms with their finite-dimensional approximations (41), (42) . By choosing the test forms from the effort bases,
the finite-dimensional inner products in the approximation will retain the interpretation in terms of power. We obtain (the exterior derivative applies element-wise to a vector of differential forms)
Evaluating the integrals over the products of basis forms, the system of equations can be written
with the coefficient matrices
The equations of (52) have to hold for arbitrary v p ∈ R Mp , v q ∈ R Mq , which yields the equations for the discrete flow and effort vectors
By skew-symmetry of the wedge product, see Eq. (1), it is straightforward to show that
i. e. L µ p = (L µ q ) T andL ν p = (L ν q ) T . By defining
we can show the following.
Proof. By the definition (56) and the corresponding parts of (53), the elements of L p , L q are duality products over the effort basis forms on the complete boundary ∂Ω. Thus, we have that
Using skew-symmetry of the wedge product (1) and the integration-by-parts formula for differential forms (5), the right hand side can be rewritten as
which completes the proof.
Definition 4.
The quadratic forms over the discrete effort vectors with the corresponding matrices L p , L µ p ,L ν p and L q , L µ q ,L ν q describe the approximate power transferred over the boundary ∂Ω or its parts. We refer to these matrices as boundary power matrices.
The boundary power matrices L p = L T q , will have reduced rank. The reason is that basis forms for interior effort degrees of freedom will be, in general, zero on the boundary. This is true e. g. for finite elements, see Section 4, and also for the 1D geometric pseudo-spectral collocation method [17] .
Discrete boundary port variables
To define the pairs of discrete boundary port variables that will be assigned either the role of boundary controls or the role of outputs on the boundary subsets, we characterize mappings on the spaces of discrete efforts variables.
Definition 5. The vectors of discrete boundary port variables
, associated with the boundary subdomains Γ µ ⊂ ∂Ω, µ = 1, . . . , n Γ ,Γ ν ⊂ ∂Ω, ν = 1, . . . ,n Γ , satisfy e q |L µ q e p =: e b,µ |f b,µ
i. e. their duality products (which are standard Euclidean scalar products on the finite-dimensional bond space) match the discrete expression of the power transfered over Γ µ andΓ ν , respectively.
We decompose the boundary power matrices for each boundary subdomain in matrix products
The boundary trace matrices 21 
that lie on the boundary and are assigned the roles of input variables. We call S µ p,0 ∈ R M µ b ×Mp ,Ŝ ν q,0 ∈ RM ν b ×Mq the collocated boundary output matrices. They define the boundary flow variables
which, together with the discrete efforts (62), satisfy exactly the discrete power balance (60) on the different portions of the boundary 22 . Because of e ∂,µ |f ∂,µ Γµ = (−1) p e q |e p Γµ ≈ (−1) p e q |ϕ q e p |ϕ p Γµ = e q |L µ q e p = e b,µ |f b,µ
20 Discrete boundary variables have index b, in contrast to index ∂ for the original distributed quantities. 21 This denomination refers to the trace theorem for the extension of a H m function to the boundary. 22 The subscript 0 indicates that these discrete output variables will be re-defined when we derive a PH state space model based on a (non-degenerate) Dirac structure. the definition of discrete boundary port variables is consistent with the distributed definition (37) . Summation over the individual boundary power matrices according to (56) , yields a matrix equation that expresses the boundary power balance,
where
The overall vectors of discrete boundary port variables comprise the contributions of each boundary subset with corresponding causalities 23 ,
with
Power balance on the discrete bond space
The vectors of discrete flows and efforts f p/q , e p/q that satisfy (54), together with the discrete boundary ports of different causality, define a subset of the bond space
On this subspace, a discrete power balance holds that approximates the continuous one (37) .
Proposition 3. The subspace
with the boundary port variables defined by (62) and (63) satisfies the isotropy condition D ⊂ D ⊥ with respect to the bilinear form ·, · M that results from symmetrization of the duality product
Proof. The proposition generalizes Prop. 18 in [17] and follows the same lines. We write out the symmetrized bilinear form, replacing (54):
Exploiting the matrix equalities (57) and (65), we obtain − e p 1 |L p e q 2 − e q 1 |L q e p 2 + e q 1 |L q e p 2 + e p 1 |L p e q 2 = 0,
which proves isotropy of D with respect to ·, · M .
The discrete power continuity equation, which represents the counterpart of (37) in the approximation subspaces, finally reads
The subspace (70) is, however, not a Dirac structure, as the duality product ·|· M defined in (71) is degenerate in general. Its value can be zero for nonzero discrete flows and/or efforts that lie in the kernel of M p , M q , or their transposes. This motivates the introduction of power-preserving projections on the bond space in Subsection 3.2.
Discrete conservation laws
Assume the matrices in the second terms of (54) can be factorized as
the set of linear equations that relates discrete flow and effort degrees of freedom assumes the form
This is a direct discrete representation of the two conservation laws with d p ∈ R Np×Mq and d q ∈ R Nq×Mp discrete derivative matrices that replace the exterior derivative in the distributed parameter setting. For a mixed FE approximation based on Whitney forms of lowest polynomial degree, see e. g. [25] , the representation (76) is obtained by integrating only over the respective discrete, oriented geometric objects (volumes, faces or edges) on the discretization mesh instead of the whole domain Ω. The matrices d p and d q are then the transposed incidence matrices 24 , which relate the geometric objects on the mesh. For some more comments on the direct discrete representation of conservation laws, see Section 4.
Power-preserving projections and conjugated output maps
To construct a Dirac structure with discrete bond space, which is based on non-degenerate duality pairings (which will replace e p |M p f p and e q |M q f q in the discrete power balance (74)), we will determine powerpreserving projections e p = P ep e p ,ẽ q = P eq e q andf p = P f p f p ,
such thatÑ p := dimẽ p = dimf p ≤ rank(M p ) andÑ q := dimẽ q = dimf q ≤ rank(M q ).
We refer to the vectorsf p ,ẽ p ∈ RÑ p ,f q ,ẽ q ∈ RÑ q as projected discrete flows and efforts, as they can be interpreted as projections on subspaces of the original discrete bond spaces.
Example 3.
In the 1D case, p = q = 1, using Whitney finite elements or the pseudo-spectral method [17] , we have, N = N p = N q and M = M p = M q with M = N + 1. Fixingf p = f p ,f q = f q and P ep = M T p , P eq = M T q , the new effortsẽ p ,ẽ q are projections of e p , e q in direction of the kernel of M T p and M T q , respectively.
The following definition summarizes the core property of power-preserving projections. Definition 6. The discrete flow and effort projections (77) are power-preserving if they satisfy a discrete power balance
with the given boundary inputs e b ,ê b according to (62) and possibly modified boundary outputs
Remark 6. If the projections satisfy P T ep P f p = M p and P T eq P f q = M q , the "interior" part of the power balance (74) is exactly represented by the new flows and efforts, and (79) holds with the original, collocated outputs f b 0 ,f b 0 . If, however,Ñ q < rank(M q ) and/orÑ p < rank(M p ), a part of the power, originally described by e p |M p f p + e q |M q f q , must be "swapped" to the boundary terms of (79) via the redefinition of the outputs. This way, the power-balance is maintained globally, and conservativeness of the finite-dimensional approximation is guaranteed.
To characterize the power-preserving projections and modified output maps that guarantee power continuity (79), we replace the definitions of projections, in-and outputs, and substitute f p , f q according to the discrete representation (76) of the conservation laws. The new power variables are now expressed in terms of the original discrete efforts,
Equation (79) must hold for arbitrary e p , e q , and we obtain the following matrix condition.
Proposition 4. The effort and flow projections and output maps are power-preserving, if they satisfy the matrix equation
The power-preserving projections and output maps are not unique. Different parametrization of the matrices yield different finite-dimensional Dirac structures that approximate the original Stokes-Dirac structure of Proposition 1. Together with a consistent approximation of the constitutive equations, we can obtain PH approximate models with different numerical properties. A favorable parametrization will depend on the nature of the system (e. g. if the closure equations make the system hyperbolic or parabolic), the distribution and type of boundary inputs, and the application case. In any case, the power-preserving projections generate a minimal space of power variables on which an approximate Dirac structure is defined.
Remark 7. Equation (82) relates the "discrete differentiation matrices" d p , d q and the "discrete trace matrices" T q ,T p , paired with S p ,Ŝ q . This is an apparent reference to Stokes' theorem (3), which is instrumental in deriving this discrete representation of power continuity (see also Eq. (43) in [17] ).
In Section 4, we will illustrate the power-preserving projections on the example of Whitney approximation forms on a rectangular simplicial mesh in 2D. The degrees of freedom in the projections will allow for a trade-off between centered schemes and upwinding in the discretized PH models.
Dirac structure on the minimal bond space
The power-preserving projections and output maps that satisfy (82) define a Dirac structure. We verify that (81) is an image representations of this Dirac structure on the minimal discrete bond space. If the effort maps are invertible, an unconstrained input-output representation exists.
Proposition 5 (Image representation). Consider the discrete flow and effort vectorsf andē as indicated in (81). (f ,ē) is an element of the bond spacē
LetÑ p +Ñ q +M b + M b = M p + M q and the projection and output matrices satisfy the matrix condition (82). If
is a Dirac structure.
Proof. According to the definition of the image representation of a Dirac structure (see e. g. [42] , Section 4.4.1) the dimensions off andē must be less 25 or equal dim(e), which is ensured byÑ
The condition rank([F E]) = M p + M q is satisfied by (84), from which rank(F) = M p + M q follows. Moreover, the skew-symmetry condition EF T + FE T = 0 must hold. EF T + FE T according to (81) gives
which equals zero by the characterization of power-preserving projections and output maps (82). Input-output representation) . Under the conditions of Prop. 5, the Dirac structure admits an unconstrained input-output representation
Corollary 1 (
Proof. The (skew-)symmetry conditions can be summarized as
By invertibility of the matrices in (84),
Substituting these relations in (89) and multiplying with P T epT T p from the left and P eq T q from the right, yields the left hand side of (82). The right hand side being zero, this proves (skew-)symmetry of the matrices (88) of the input-output representation.
The proposition is a generalization of Prop. 20 in [17] for the 1D case and the pseudo-spectral method. Note that the rank condition (84) on the effort and flow and boundary maps is sufficient (not necessary) for the subspace (85) to be a Dirac structure. The fact that both matrices in (84) are assumed square and invertible, guarantees the input-output representation in the corollary.
Finite-dimensional port-Hamiltonian model
To build from the input-output representation of the Dirac structure, a finite-dimensional port-Hamiltonian model for a canonical system of two conservation laws, we replace the projected discrete flow variables by time derivatives of discrete states 26
Then, the projected efforts need to be replaced by the partial derivatives of a suitable discrete Hamiltoniañ The discrete Hamiltonian must be defined in such a way that the discrete effort variables represent a consistent approximation of their continuous counterpart. We present the discretization of the constitutive equations in more detail in the FE example of Section 4.
With the state, input and output vectors
the resulting state space modelẋ
has PH form and the discrete energy satisfies the balance equatioṅ
which is the finite-dimensional counterpart of (22) . The PH form allows to easily interconnect the finitedimensional model of the system of two conservation laws with other subsystems in a power-preserving way, which is the basis for energy-based control design by interconnection see e. g. [65] .
Example: Whitney forms on a 2D rectangular grid
To illustrate the steps to obtain an approximate PH state space model with desired boundary inputs by geometric discretization, we consider a 2-dimensional rectangular domain Ω = (0, L x ) × (0, L y ) ⊂ R 2 , with boundary ∂Ω, covered by a regular, oriented simplicial triangulation T h , as sketched in Fig. 3 . The approximation bases for flows and efforts (39) , (40) are composed of Whitney forms [28] of lowest polynomial degree, which can be constructed based on the barycentric node weights [66] . The degrees of freedom are directly associated to the nodes, directed edges and faces of the mesh. The well-known geometric discretization of Maxwell's equations [25] is based on Whitney forms, and the resulting finitedimensional models feature the (co-)incidence matrices of the underlying discretization meshes [67] . They can be considered a direct representation of the physical laws on the discrete balance regions of the triangulation. In contrast to [67] , [26] , where the conservation laws are evaluated on dual or staggered grids, we start with a single mesh. Nevertheless, in our approach, the projections of the original degrees of freedom allow the interpretation of the projected flows and efforts in terms of topological duality.
Example 4 (Whitney forms over a 2D simplex). Consider the triangle f 1 = {(x, y) | x, y ≥ 0, 0 ≤ x+y ≤ h}, with vertices n 1 = (0, 0), n 2 = (h, 0), n 3 = (0, h), which are connected by the directed edges e 1 , e 2 and e 3 as shown in Fig. 2 . The node, edge and face forms are constructed according to [66] :
The 0-, 1-and 2-forms verify w ni (n j ) = δ ij , ei w ej = δ ij (δ ij the Kronecker-Delta) and f1 w f1 = 1. 
Mesh, matrices and dimensions
Using Whitney basis forms, the degrees of freedom in the mixed Galerkin approach are associated to integrals of distributed quantities on the k-simplices of the mesh. The dimensions of the (initial) discrete flow and effort vectors equal the numbers of corresponding nodes, edges and faces on the grid. The same holds for the discrete efforts on the boundary, which are designated in-or outputs and are localized at the corresponding boundary nodes and edges, see Table 1 . Table 1 : Dimensions of discrete flow and efforts spaces on the rectangular N × M simplicial grid. 
The mixed Galerkin approximation of the Stokes-Dirac structure yields a set of matrices with different sizes and ranks, see Table 2 . The construction of power-preserving projections and conjugated output matrices that satisfy the matrix equation (82), is based on rank considerations of the involved matrix products.
Power-preserving projections, in-and outputs
We describe the different matrices that define the discrete power variables on the projected bond space.
Input trace matrices and effort projections
Identifying the elements of the input vector u = (u p ) T (u q ) T T = (ê b ) T (e b ) T T with effort degrees of freedom on the boundary nodes and edges corresponds to a consistent imposition of the effort boundary conditions in the finite-dimensional model. To arrive at the input-output representation (87), the matrices
should be square and invertible. Choosing Π p and Π q as permutation matrices, each projected effort/boundary effort is assigned to an interior/boundary simplex. The property Π −1 p/q = Π T p/q makes the matrices of the state space model, which result from a right multiplication with Π −1 p/q , see Eq. (90), particularly simple. Figure 4 : Illustration of 2-simplices and weights that contribute to the definition of the discrete flowf p i , which can be considered as topologically dual to the discrete effortẽ p i .
Flow and state projections
For the considered rectangular simplicial grid, we propose the following constructions for P f p and P f q . We omit the derivations, and illustrate the results graphically.
Each elementf p i , i = 1, . . . ,Ñ p , off p = P f pp is related to a 2-chain (a weighted formal sum of 2simplices), located around the node associated toẽ p i . The node and the weighted 2-chain can be considered as topologically dual objects. The weights of the 2-simplices around a node are illustrated in Fig. 4 . The index I refers to the lower right, II to the upper left triangles that form the rectangular mesh, and the weights 27 α ν , β ν , γ ν , ν ∈ {I, II}, satisfy α ν + β ν + γ ν = 1. This convex combination of weights ensures thatÑ
where p is an error due to the weighted simplices around boundary input nodes that do not contribute to the definition of discrete states.
Remark 8. By the topological duality between the elements off p andẽ p as illustrated in Fig. 4 , it is easy to imagine that the error p , which tends to zero with grid refinement, can be related to well-known effects from the discretization with staggered grids, like ghost values, see e. g. [12] for a discussion from the PH point of view.
A related interpretation holds for the different elements of the projected flow vectorf q = P f q f q . As shown in Fig. 5 , each element off q can be considered dual to a discrete effortẽ q i on a horizontal, vertical or diagonal edge (drawn in red).f p i is constructed as a linear combination of the elements off q on adjacent edges. The weights can be clustered, which corresponds to a decomposition off q i into a rotational part and components along and across the effort edge. Only the latter part (drawn in blue) contributes to the discrete constitutive equations as discussed further below.
Conjugated discrete outputs
Like the projected flows and efforts, the discrete power-conjugated outputs f b = S p e p andf b =Ŝ q e q are constructed as weighted sums of the discrete efforts in the vicinity of the corresponding boundary input, see Fig. 6 . f b i is defined by a convex sum of node efforts. Note thatf b i is composed of a "rotation" part and a convex sum associated to the direct neighboring edges.
Remark 9. The reconstruction of the rotational components ofq from the given quantities can be used to discretize the vorticity term in the shallow water equation (29) . If the projection and (input) trace matrices form permutation matrices (99), the feedthrough matrices in the PH state space model according to (87) become D q =Ŝ q T T q and D p = S pT T p . By construction of f b andf b , see Fig. 6 , these matrices have only non-zero elements at the interfaces between two boundary regions Γ i andΓ j with different causality. This feedthrough is physical as it only stems from the definition of neighboring in-and outputs, and can be completely avoided by setting the boundary inputs zero at these interfaces. For 1D systems, where the two parts of the boundary are not connected, no feedthrough term occurs at all.
The absence of an undesired direct feedthrough (undesired at least for the numerical approximation of hyperbolic systems) distinguishes our method from the structure-preserving discretization according to [15] , where the feedthrough stems from projecting the cell boundary efforts to define discrete effort variables. 
Discrete constitutive equations for the 2D wave equation
To obtain a consistent numerical approximation of the system of conservation laws, the discrete states p,q and the above-defined effortsẽ p ,ẽ q must be related via discrete constitutive relations that are consistent with the continuous ones. We consider the case of linear constitutive equations e p = δ p H = * p, e q = δ q H = − * q.
that are derived from the simple quadratic Hamiltonian
The resulting distributed parameter PH system is a representation of the 2D wave equation with normalized coefficients. The discrete constitutive equations will be expressed bỹ
with positive definite, diagonal matrices Q p , Q q . The discrete statesp andq are constructed (asf p and f q ) as linear combinations of integral conserved quantities on the 2-and 1-simplices of the discretization grid. The faces, based on whichf p i is constructed, surround the node to whichẽ p i is associated. A similar geometric duality 28 can be observed for theẽ p i -edges (red) and the neighboring edges that constitutẽ f p i (perpendicular component in blue). One can even imaginep,q localized on a (virtual) dual grid, whose localization and shift with respect to the original (primal) grid is parameterized by the projection parameters α I/II and β I/II .
For the consistent discretization of the time-invariant constitutive equations, we consider a steady state. In this case, the elements ofẽ p must represent "average" values of p on the weighted balance areas 29 for thep i . Accordingly, the elements ofẽ q must reflect the integral flux of the vector field 30 q across the corresponding horizontal, vertical or diagonal edges. Only the parts ofq i which are associated to the edges perpendicular to theẽ q i -edge, contribute to this flux. For both states, this reasoning yields diagonal matrices Q p , Q q that replace the Hodge star in (101) and represent diagonal discrete Hodge operators [68] .
Simulation study
We consider the linear wave equation with Hamiltonian density (102) on a square domain Ω = (0, 20) × (0, 20) to illustrate the effects of different projection parameters. We impose the boundary conditions
by the input trace matricesT p = 1 0 . . . 0 ,
where I 1 b ∈ R M b ×Nq is the matrix composed of unit row vectors associated to boundary edges. The inputs to the simulation model according to Eq. (93) arê e b (t) = u(t), e b (t) = 0.
(106) Table 3 . The red line displays a circle with radius t sim − T /2 = 14, as a reference for the maximum of the wavefront 31 at time t sim , based on the exact solution. The parameter sets in Table  3 represent different weightings of the 2-simplices in the propagation direction to computef p i , see Fig. 4 . For parameter set #1, information of the numerical solution is not only propagated with the wave velocity and not only in the direction of propagation. On the contrary, for parameter set #4, which corresponds to an upwinding parametrization as discussed in Subsection 4.5, the numerical wave propagates nicely, without (or at least with much less) undesired diffusion/dispersion. Note also the deviation of the shape of the wave front from a quarter circle for parameter set #2, which is due to the non-isotropic mesh and the unfavorable combination of weights α I/II , β I/II .
Spectral approximation
For a short analysis of the spectral approximation properties, we consider the 1D wave equation on a domain Ω = (0, 1), which is characterized by the degree p = 1 (instead of p = 2) of the first conserved quantity differential form. With the quadratic Hamiltonian as in (102), the sign of the second constitutive equation e q = * q changes. The exponent in the canonical differential operator now becomes r = pq+1 = 2.
We compare the results of our method with those obtained with the approach in [15] , where projecting 31 Note that the plots in Fig. 7 represent the discrete, projected effortsẽ p i in the nodes of the mesh. An appropriate localization of the values ofp would be the weighted barycenters of the areas according to Fig. 4 . This would advance the plotted wavefront in the propagation direction.
the efforts at the terminals of each discretization interval using a parameter 32 α yields non-degenerate power pairings and a PH model in state space form. The strong compatibility conditions, which restrict the parameter value to α = 1 2 in the case of lowest order Whitney forms, can be relaxed by a weak formulation of the problem. In contrast to our method, the state space models according to [15] feature a direct feedthrough. 33 We consider the spectrum of the canonical differential operator of the Stokes-Dirac structure under homogeneous Dirichlet boundary conditions on the efforts (Neumann-Dirichlet conditions for the PDE in second order form). The exact eigenvalues are ± 2k−1 2 πi, k = 1, 2, 3, . . ., see [69] . As the structurepreserving discretization is conservative, also the approximate eigenvalues have zero real parts. We display in Table 4 the imaginary parts for different values of the flow projection parameter α. Table 5 shows the corresponding values for the structure-preserving discretization according to [15] with different effort projection parameters α .
First note that the direct feedthrough of the state space models according to [15] , together with the over-estimation of the highest eigenvalues for α → 0.5, fits to the good results the method achieves for the discretization of parabolic systems [16] , where the instantaneous propagation of information must be approximated. On the other hand, our method produces neither a feedthrough in the state space model, nor an over-estimation of the eigenfrequencies, which fits better to the numerical approximation of hyperbolic problems.
We make an interesting observation for moderate deviations from the case α = α = 0, which corresponds to the direct discrete or finite volume model on regularly staggered grids, and where the numerical fluxes are computed in a centered manner on the corresponding grid. For the cases α = −1/6 in Table 4 and α = 1/6 in Table 5 , an improvement of the overall spectral approximation is achieved. These parameter values can be interpreted as a shift of control volumes and dual control volume boundaries in the finite volume picture. This sort of upwinding, which is advantageous for the approximation of hyperbolic systems, needs to be further examined and related to recent work on upwinding in finite elements for differential forms [70] . 
Conclusions
We introduced the weak form of the Stokes-Dirac structure with a segmented boundary, on which the causality of the port variables (the assignment as system in-or output) alternates. This Stokes-Dirac structure is the underlying geometric structure to represent power continuity in a port-Hamiltonian distributed parameter system. On the example of a system of two conservation laws with canonical interdomain coupling, we described the mixed Galerkin discretization of the Stokes-Dirac structure in a general way. To obtain finite-dimensional approximate models in PH form with the prescribed boundary inputs -as basis for the interconnection of multi-physics models, control design and simulation -we proposed power-preserving projections. These maps allow to define non-degenerate duality pairings, leading to finite-dimensional approximate Dirac structures on the minimal discrete bond space. The Dirac structures admit several representations, one of them being an explicit input-output-representation. Port-Hamiltonian state space models are obtained, if in addition the energy and the constitutive equations are approximated consistently. On the example of Whitney finite elements we demonstrated the discretization procedure and gave interpretations of the resulting discretization schemes.
The proposed method is, to the best of our knowledge, the first method which allows for a structurepreserving discretization of PH distributed parameter systems in more than one spatial dimension with a systematic treatment of different boundary inputs and the possibility to tune the discretized models between centered schemes and upwinding. The proposed family of approximation Dirac structures avoids a direct feedthrough in the state space model and the over-estimation of higher frequencies in the approximate spectrum, which is the case for the method presented in [15] , where the efforts instead of the flow degrees of freedom are projected. The weak form of the Stokes-Dirac structure is the key feature that allows to include additional effects such as dissipation or diffusion or, more generally, to tackle the discretization of PH systems with general and higher order interconnection operators and distributed inputs.
An important difference of our work to related works like [10] , [19] , [30] , where either dual grids are used a priori or at least one conservation law contains the Hodge star or the co-differential, is that our initial discretization is based on a metric independent formulation of the conservation laws. We approximate all differential forms in the same conforming subspaces depending on their degree (i. e. on the same mesh in FE), which has the advantage that boundary variables are defined directly on ∂Ω, without having to cope with an eventual grid shift. To obtain an explicit state space model, however, we needno free lunch -the power-preserving projections. These, in turn, give us degrees of freedom to tune the resulting numerical method and adapt it to the nature of the considered problem, e. g. to account for diffusive effects in a hyperbolic system. Current and future work concerns the application of the method to the PH representation of the heat equation, which shares the same Stokes-Dirac structure, the analysis of system-theoretic properties of the discretized models in view of control design and the interface to existing finite-element and simulation software. Moreover, we intend to include the discretization of the nonlinear constitutive relations for the 2D shallow water equations in our open models and clarify the links with recent work on geometric mixed finite elements like [31] , [32] , where in-and outputs are not explicitly taken into account, and upwinding in differential forms as presented in [70] .
