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Abstract. We present an explicit formula for the transition matrix C from the type Cn
degeneration of the Koornwinder polynomials P(1r)(x | a,−a, c,−c | q, t) with one column
diagrams, to the type Cn monomial symmetric polynomials m(1r)(x). The entries of the
matrix C enjoy a set of three term recursion relations, which can be regarded as a (a, c, t)-
deformation of the one for the Catalan triangle or ballot numbers. Some transition matrices
are studied associated with the type (Cn, Cn) Macdonald polynomials P
(Cn,Cn)
(1r) (x | b; q, t) =
P(1r)
(
x | b1/2,−b1/2, q1/2b1/2,−q1/2b1/2 | q, t). It is also shown that the q-ballot numbers ap-
pear as the Kostka polynomials, namely in the transition matrix from the Schur polynomials
P
(Cn,Cn)
(1r) (x | q; q, q) to the Hall–Littlewood polynomials P (Cn,Cn)(1r) (x | t; 0, t).
Key words: Koornwinder polynomial; Catalan number
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1 Introduction
The aim of this article is to investigate the transition matrix C, which describes the expansion
of the type Cn degeneration of the Koornwinder polynomials [10] P(1r)(x | a,−a, c,−c | q, t) with
one column diagrams, in terms of the type Cn monomial symmetric polynomials m(1r)(x). As
for our convention of notation, see Section 3. On this course, we found that certain deformations
appear, associated with the Catalan triangle or ballot numbers, and binomial coefficients. We
refer the readers to [21] concerning the Catalan triangle numbers, and [1, 6] for the q-Catalan
and q-ballot numbers. For simplicity, write P
(Cn)
(1r) = P(1r)(x | a,−a, c,−c | q, t).
Theorem 1.1. Let n ∈ Z>0. Let P(n) and m(n) be the infinite column vectors
P(n) = t
(
P
(Cn)
(1n) , . . . , P
(Cn)
(1) , P
(Cn)
∅ , 0, 0, 0, . . .
)
,
m(n) = t
(
m(1n), . . . ,m(1),m∅, 0, 0, 0, . . .
)
.
There exist a unique infinite transition matrix C = (C)i,j∈Z≥0 satisfying the conditions
C is upper triangular, namely i > j implies Cij = 0, (1.1a)
C is even, namely i+ j is odd implies Cij = 0, (1.1b)
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Cij are rational functions in a, c and t which do not depend on n
and we have P(n) = Cm(n) for all n ≥ 1 (stability). (1.1c)
This transition matrix C is uniquely characterized by the (a, c, t)-deformed Catalan triangle type
three term recursion relations
C0,0 = 1, Ci−1,i−1 = Ci,i, i = 1, 2, 3, . . . , (1.2a)
f(t)C1,j−1 = C0,j , j = 2, 4, 6, . . . , (1.2b)
Ci−1,j−1 + f
(
ti+1
)Ci+1,j−1 = Ci,j , i+ j even, 0 < i < j, (1.2c)
where we have used the notation
f(s) =
(1− 1/s)(1− t2/sa2c2)(1 + t/sa2)(1 + t/sc2)(
1− t/s2a2c2)(1− t3/s2a2c2) . (1.3)
A proof of this is presented in Section 2.5. The solution to the three term recursion relations
(1.2a), (1.2b) and (1.2c) for Ci,j given in terms of the function f(s) is presented in Proposition 7.3.
Consider the Macdonald polynomials of types (Cn, Cn) and (Dn, Dn) [14, 20, 22]
P
(Cn,Cn)
(1r) (x | b; q, t) = P(1r)
(
x | b1/2,−b1/2, q1/2b1/2,−q1/2b1/2 | q, t),
P
(Dn,Dn)
(1r) (x | q, t) = P(1r)
(
x | 1,−1, q1/2,−q1/2 | q, t).
Corollary 1.2. When b = t = q, the Macdonald polynomials of type (Cn, Cn) become the Schur
polynomials sλ(x) = s
(Cn)
λ (x) of type Cn. In this case we have f
(
ti+1
)
= 1 for i ≥ 0, indicating
that the recursion relations (1.2a)–(1.2c) reduces to the ones for the ordinary Catalan triangle
(or ballot) numbers. Therefore it holds that
s
(Cn)
(1r) (x) = P
(Cn,Cn)
(1r) (x | q; q, q) =
b r
2
c∑
k=0
n− r + 1
n− r + k + 1
(
n− r + 2k
k
)
m(1r−2k)(x), (1.4)
where
(
m
j
)
= m(m−1)···(m−j+1)j! denotes the ordinary binomial coefficient.
Corollary 1.3. When b = 1 and t = q, the Macdonald polynomials of type (Cn, Cn) become the
Schur polynomials sλ(x) = s
(Dn)
λ (x) of type Dn. (See Remark 1.4 below.) In this case we have
f(t) = 2 and f
(
ti+1
)
= 1 for i > 0, and the recursion relations (1.2a)–(1.2c) reduces to the ones
for (the half of) the ordinary Pascal triangle. We have
s
(Dn)
(1r) (x) = P
(Dn,Dn)
(1r) (x | q, q) =
b r
2
c∑
k=0
(
n− r + 2k
k
)
m(1r−2k)(x). (1.5)
Remark 1.4. To be precise, when `(λ) = n, the polynomial P
(Cn,Cn)
λ (x | 1; q, t) (or mλ) has to
be further decomposed in terms of the type Dn Macdonald (or monomial) polynomials [20, 22],
since the Weyl group is smaller than the one for Cn. Such a decomposition is easy but takes
some space for a separate treatment. Therefore throughout in this paper, we do not go into the
actual details, leaving this to the interested reader.
The first few terms of (1.4) and (1.5) read
s
(Cn)
(1n)
s
(Cn)
(1n−1)
s
(Cn)
(1n−2)
s
(Cn)
(1n−3)
...

=

1 1 2 5 14 · · ·
1 2 5 14 42
1 3 9 28 · · ·
1 4 14 48
. . .
. . .
. . .


m(1n)
m(1n−1)
m(1n−2)
m(1n−3)
...
 ,
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s
(Dn)
(1n)
s
(Dn)
(1n−1)
s
(Dn)
(1n−2)
s
(Dn)
(1n−3)
...

=

1 2 6 20 70 · · ·
1 3 10 35 126
1 4 15 56 · · ·
1 5 21 84
. . .
. . .
. . .


m(1n)
m(1n−1)
m(1n−2)
m(1n−3)
...
 .
As an application of our results obtained in this paper, we calculate the transition matrix
from the Schur polynomials to the Hall–Littlewood polynomials, namely the Kostka polynomials,
associated with one column diagrams.
Definition 1.5. Let K
(Cn)
(1r)(1r−2j)(t) and K
(Dn)
(1r)(1r−2j)(t) be the transition coefficients defined by
s
(Cn)
(1r) (x) =
b r
2
c∑
j=0
K
(Cn)
(1r)(1r−2j)(t)P
(Cn,Cn)
(1r−2j) (x | t; 0, t),
s
(Dn)
(1r) (x) =
b r
2
c∑
j=0
K
(Dn)
(1r)(1r−2j)(t)P
(Dn,Dn)
(1r−2j) (x | 0, t).
Theorem 1.6. The K
(Cn)
(1r)(1r−2j)(t) and K
(Dn)
(1r)(1r−2j)(t) are polynomials in t with nonnegative
integral coefficients. We have
K
(Cn)
(1r)(1r−2j)(t) = t
2j [n− r + 1]t2
[n− r + j + 1]t2
[
n− r + 2j
j
]
t2
=
[
n− r + 2j
j
]
t2
−
[
n− r + 2j
j − 1
]
t2
,
K
(Dn)
(1r)(1r−2j)(t) = t
j 1 + t
n−r
1 + tn−r+2j
[
n− r + 2j
j
]
t2
= tn−r+j
[
n− r + 2j − 1
j − 1
]
t2
+ tj
[
n− r + 2j − 1
j
]
t2
.
Here we have used the notation for the q-integer [n]q, the q-factorial [n]q! and the q-binomial
coefficient
[
m
j
]
q
as
[n]q =
1− qn
1− q , [n]q! = [1]q[2]q · · · [n]q,
[
m
j
]
q
=
j∏
k=1
[m− k + 1]q
[k]q
=
[m]q!
[j]q![m− j]q! .
As for our proof of this, see Section 8.3.
Remark 1.7. Note that the K(Cn)(t)’s are essentially given by the t2-deformed ballot num-
bers [1] (the case n = r corresponds to the t2-deformation of the Catalan numbers [6]), and the
K(Cn)(t)’s by a version of the t-deformed binomial numbers.
First few entries of K(Cn)(t) read
1 t2 t4 + t8 t6 + t10 + t12 + t14 + t18
1 t2 + t4
t4 + t6 + t8
+t10 + t12
· · ·
1 t2 + t4 + t6
t4 + t6 + 2t8 + t10
+2t12 + t14 + t16
1 t2 + t4 + t6 + t8 · · ·
. . .
. . .

,
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and for K(Dn)(t) we have
1 2t 2t2 + 2t4 + 2t6 · · ·
1 t+ t2 + t3
t2 + t3 + t4 + t5 + 2t6
+t7 + t8 + t9 + t10
1 t+ 2t3 + t5 · · ·
1 t+ t3 + t4 + t5 + t7
. . .
. . .

.
The present article is organized as follows. In Section 2, several transition formulas obtained
in this paper are summarized for the convenience of reading. Then we present a proof of our
main result Theorem 1.1. In Sections 3 and 4, we use Mimachi’s kernel function identity to have
a description of the Koornwinder polynomials and the Macdonald polynomials of type (Cn, Cn)
with one column diagrams. Sections 5 and 6 form the core of the technical part of this article.
In Section 5, Bressoud’s matrix inversion is applied to invert the formula for the Macdonald
polynomials of type (Cn, Cn) with one column diagrams. In Section 6, the four term relations
for B(s, j) and B˜(s, j) are derived. In Section 7 is given the basic properties for the transition
matrix C. In Section 8, we study some degenerate cases, including the calculation of the Kostka
polynomials. Some conjectures are presented in Section 9, concerning the asymptotically free
type eigenfunctions for type Cn when b = t. It is quite conceivable that Theorem 1.1 admits
an elliptic generalization in terms of the BCn abelian functions [18, 19], but we have not yet
attempted to formulate such a generalization.
Throughout the paper, we use the standard notation (see [7])
(z; q)∞ =
∞∏
k=0
(
1− qkz), (z; q)k = (z; q)∞
(qkz; q)∞
, k ∈ Z,
(a1, a2, . . . , ar; q)k = (a1; q)k(a2; q)k · · · (ar; q)k, k ∈ Z,
r+1φr
[
a1, a2, . . . , ar+1
b1, . . . , br
; q, z
]
=
∞∑
n=0
(a1, a2, . . . , ar+1; q)n
(q, b1, b2, . . . , br; q)n
zn,
r+1Wr(a1; a4, a5, . . . , ar+1; q, z) = r+1φr
[
a1, qa
1/2
1 ,−qa1/21 , a4, . . . , ar+1
a
1/2
1 ,−a1/21 , qa1/a4, . . . , qa1/ar+1
; q, z
]
.
2 Collection of transition formulas and proof of Theorem 1.1
In this section, we collect several transformation formulas which we need to establish Theo-
rem 1.1, giving brief explanations about our ideas and methods for their derivations.
2.1 Koornwinder polynomials P(1r)(x | a, b, c, d | q, t)
with one column diagrams
In [5], we studied some explicit formulas for the Koornwinder polynomials [10] with one-row
diagrams. The results were interpreted as certain summations over the sets of tableaux of
types Cn and Dn. While using the same technique as in [5], but replacing the Cauchy type
kernel function by Mimachi’s dual-Cauchy type one (as to the kernel functions, see [9, 15]),
we can study an explicit formula for the Koornwinder polynomials with one column diagrams.
Mimachi’s kernel function [15] intertwines the action of the Koornwinder operator of type BCn
to the one for BC1 (namely for the Askey–Wilson operator) which in turn acts on the Askey–
Wilson eigenfunction. To perform explicit calculations based on this idea, as in the one-row
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diagram case, we need the fourfold summation formula for the Askey–Wilson eigenfunction [8].
The details will be given in Sections 3 and 4.
Specializing the parameters of the Koornwinder polynomials, we obtain the Macdonald poly-
nomials of types Cn and Dn with one column diagram. In these particular limits, the fourfold
summation (for the Askey–Wilson eigenfunction) reduces to a twofold one. In this way, we
have explicit expressions for the Macdonald polynomials of types Cn and Dn with one column
diagrams.
Let n ∈ Z>0 and x = (x1, . . . , xn) be a sequence of variables. Let P(1r)(x | a, b, c, d | q, t) be
the Koornwinder polynomial with one column diagram (1r), r ∈ Z≥0. (See Section 3, as to our
notation.)
Definition 2.1. Define the symmetric Laurent polynomial Er(x)’s by expanding the generating
function E(x | y) as
E(x | y) =
n∏
i=1
(1− yxi)(1− y/xi) =
∑
r≥0
(−1)rEr(x)yr.
Note that we have E2n−r(x) = Er(x) for 0 ≤ r ≤ n and Er(x) = 0 for r > 2n.
Theorem 2.2. We have the following fourfold summation formula for the BCn Koornwinder
polynomial P(1r)(x | a, b, c, d | q, t) with one column diagram
P(1r)(x | a, b, c, d | q, t) =
∑
k,l,i,j≥0
(−1)i+jEr−2k−2l−i−j(x)ĉ ′e
(
k, l; tn−r+1+i+j
)
ĉo
(
i, j; tn−r+1
)
,
where
ĉ ′e(k, l; s) =
(
tc2/a2; t2
)
k
(
sc2t; t2
)
k
(
s2c4/t2; t2
)
k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
(
1/c2; t
)
l
(s/t; t)2k+l
(t; t)l
(
sc2; t
)
2k+l
1− st2k+2l−1
1− st−1 a
2kc2l,
ĉo(i, j; s) =
(−a/b; t)i(scd/t; t)i
(t; t)i(−sac/t; t)i
(s; t)i+j(−sac/t; t)i+j
(
s2a2c2/t3; t
)
i+j
(s2abcd/t2; t)i+j(sac/t3/2; t)i+j
(−sac/t3/2; t)
i+j
× (−c/d; t)j(sab/t; t)j
(t; t)j(−sac/t; t)j b
idj .
Corollary 2.3. Degenerating Koornwinder’s parameters as (a, b, c, d)→ (a,−a, c,−c) we have
P(1r)(x | a,−a, c,−c | q, t) =
∑
k,l≥0
2k+2l≤r
Er−2k−2l(x)
(
1/c2; t
)
l
(s/t; t)2k+l
(t; t)l
(
sc2; t
)
2k+l
1− st2k+2l−1
1− st−1 c
2l
×
(
tc2/a2; t2
)
k
(
sc2t; t2
)
k
(
s2c4/t2; t2
)
k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
a2k, (2.1)
where s = tn−r+1.
The following formula (2.2) can be derived from (2.1) by applying the Bressoud matrix
inversion technique [4, 12]. See Section 5, for details.
Theorem 2.4. We have
Er(x) =
∑
k,l≥0
2k+2l≤r
P(1r−2l−2k)(x | a,−a, c,−c | q, t)
(
c2; t
)
l
(t; t)l
(
stl; t
)
l+2k(
stl−1c2; t
)
l+2k
×
(
a2/tc2; t2
)
k(
t2; t2
)
k
(
s2t4l−2c4; t2
)
k(
s2t4lc4; t2
)
k
(
s2t4l+2k−2c4; t2
)
k(
s2t4l+2k−3a2c2; t2
)
k
(
tc2
)k
, (2.2)
where s = tn−r+1.
This is proved in (5.4b) of Theorem 5.5.
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2.2 The coefficients B(s, j) and B˜(s, j)
By using the q-analogue of Bailey’s transformation [7, p. 99, equation (3.10.14)], one can rewrite
the twofold summations in (2.1) and (2.2) as sums having certain 4φ3 series as their coefficients.
Definition 2.5. Let B(s, j) and B˜(s, j) be the rational functions in s defined by
B(s, j) = (−1)js−j
(
s2/t2; t2
)
j(
t2; t2
)
j
1− s2t4j−2
1− s2t−2 4φ3
[−sa2,−sc2, s2t2j−2, t−2j
−s,−st, s2a2c2/t ; t
2, t2
]
,
B˜(s, j) =
(
stj−1
)−j (t2js2; t2)j(
t2; t2
)
j
4φ3
[−t−2j+2/sa2,−t−2j+2/sc2, t−2j+2/s2, t−2j
−t−2j+1/s,−t−2j+2/s, t−4j+5/s2a2c2 ; t
2, t2
]
.
Theorem 2.6. The formulas (2.1) and (2.2) can be recast as (see Theorem 5.7)
P(1r)(x | a,−a, c,−c | q, t) =
b r
2
c∑
j=0
B
(
tn−r+1, j
)
Er−2j(x), (2.3a)
Er(x) =
b r
2
c∑
j=0
B˜
(
tn−r+1, j
)
P(1r−2j)(x | a,−a, c,−c | q, t). (2.3b)
Definition 2.7. Let f(s) be the function defined in (1.3). For ease of notation, define
F (s, l) = f
(
s/tl
)
=
(
1− tl/s)(1− tl+2/sa2c2)(1 + tl+1/sa2)(1 + tl+1/sc2)(
1− t2l+1/s2a2c2)(1− t2l+3/s2a2c2) .
We summarize the basic properties for the functions B(s, i)’s and B˜(s, i)’s. See Theorem 6.1
and Proposition 6.2.
Theorem 2.8. We have the four term relations
B(s, i) + F (s,−1)B(st2, i− 1) = B(st, i) +B(st, i− 1),
B˜(s, i) + F (s, 2− 2i)B˜(s, i− 1) = B˜(st−1, i)+ B˜(st, i− 1),
and the inversion relations
i∑
k=0
B(s, k)B˜
(
st2k, i− k) = δi,0, i∑
k=0
B˜(s, k)B
(
st2k, i− k) = δi,0.
2.3 Transition matrix from Er(x)
to the BCn interpolation polynomial Er(x; a|t)
Let 〈z;w〉 = z + z−1 − w − w−1.
Definition 2.9 ([9, equation (5.1)]). Set
Er(x; a | t) =
∑
1≤i1<···<ir≤n
〈
xi1 ; t
i1−1a
〉〈
xi2 ; t
i2−2a
〉 · · · 〈xir ; tir−ra〉.
These Laurent polynomials Er(x; a | t), r = 0, 1, . . . , n, are essentially the BCn interpolation
polynomials of Okounkov [17] attached to single columns (1r).
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Theorem 2.10 ([9, Theorem 5.1]). Let s = tn−r+1. We have
P(1r)(x | a, b, c, d | q, t) =
r∑
l=0
(s, sab/t, sac/t, sad/t; t)l
tl(l−1)/2(as/t)l
(
t, s2abcd/t2; t
)
l
Er−l(x; a|t).
Theorem 2.11. We have
Er(x; a|t) =
r∑
l=0
(−1)l (s, sab/t, sac/t, sad/t; t)l
(as/t)l
(
t, tl−3s2abcd; t
)
l
P(1r−l)(x|a, b, c, d|q, t).
A proof of this is given by using Krattenthaler’s matrix inversion as follows. An infinite-
dimensional matrix (fij)i,j∈Z≥0 is said to be lower-triangular if fij = 0 unless i ≥ j. Two
infinite-dimensional lower-triangular matrices (fij)i,j∈Z≥0 and (gij)i,j∈Z≥0 are said to be mutually
inverse if
∑
i≥j≥k
fijgjk = δi,k.
Theorem 2.12 ([11]). Let N (x, y; q) be the infinite lower-triangle matrix with entries
Ni,j(x, y; q) = yi−j (x/y; q)i−j
(q; q)i−j
1(
xqi+j ; q
)
i−j
(
yq2j+1; q
)
i−j
,
Then N (x, y; q) and N (y, x; q) are mutually inverse.
If two infinite matrices (fij) and (gij) are mutually inverse, then the conjugated ones (fijdi/dj)
and (gijdi/dj) are also mutually inverse for any sequence (dr) with nonzero entries.
Definition 2.13. Let u = (u1, u2, u3, u4). Set
g(u, v)r = v
−r(u1t−r; t)r(u2; t)r(u3; t)r(u4; t)r.
Note that we have
g(u, v)r/g(u, v)r−i = v−i
(
u1t
−r; t
)
i
(
u2t
r−i; t
)
i
(
u3t
r−i; t
)
i
(
u4t
r−i; t
)
i
.
Let N˜ (u, v, x, y; t) be the conjugation of the matrix N (x, yv; t) by the sequence (g(u, v)r) with
entries given by
N˜r,r−i(u, v, x, y; t) = Nr,r−i(x, yv; t)× g(u, v)r/g(u, v)r−i
= yi
(x/yv; t)i
(t; t)i
(
u1t
−r; t
)
i
(
u2t
r−i; t
)
i
(
u3t
r−i; t
)
i
(
u4t
r−i; t
)
i(
xt2r−i; t
)
i
(
yvt2r−2i+1; t
)
i
.
Proof of Theorem 2.11. It follows Krattenthaler’s matrix inversion and
N˜r,r−l
(
tn−1, t−n+1/ab, t−n+1/ac, t−n+1/ad, t−2n+2/a2bcd, a/t, 0; t
)
=
(s, sab/t, sac/t, sad/t; t)l
tl(l−1)/2(as/t)l
(
t, s2abcd/t2; t
)
l
,
N˜r,r−l
(
tn−1, t−n+1/ab, t−n+1/ac, t−n+1/ad, t−2n+2/a2bcd, 0, a/t; t
)
= (−1)l (s, sab/t, sac/t, sad/t; t)l
(as/t)l
(
t, tl−3s2abcd; t
)
l
. 
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Theorem 2.14. We have
Er(x; a|t) =
r∑
m=0
(−1)me(tn−r+1,m)Er−m(x),
where
e(s,m) = (t/as)m
(s; t)m
(−sa2t−m; t2)
m
(t; t)m
× 4φ3
[
t−m, t−m+1,−t−m+1/s,−t−m+2/s
−t−m+2/a2s,−t−ma2s, t−2m+4/s2 ; t
2, t2
]
. (2.4)
Proof. For simplicity of display, we write
b(s, i) := (−1)is−i
(
s2; t2
)
i
(t2; t2)i
1− s2t4i−2
1− s2t2i−2 , (2.5)
4φ3(s, i, k) :=
(−sa2,−sc2, s2t2i−2, t−2i; t2)
k(
t2,−s,−st, s2a2c2t−1; t2)
k
. (2.6)
Then we have B(s, i) = b(s, i)
i∑
k=0
4φ3(s, i, k). From Theorems 2.6 and 2.9 written for the case
b = −a and d = −c, we have
Er(x; a | t) =
r∑
l=0
(−1)l
(
s,−sa2/t, sac/t,−sac/t; t)
l
(as/t)l
(
t, tl−3s2a2c2; t
)
l
b r−l
2
c∑
j=0
B
(
stl, j
)
Er−l−2j(x)
=
r∑
m=0
(−1)me(s,m)Er−m(x),
where
e(s,m) =
bm
2
c∑
j=0
(
s,−sa2/t, sac/t,−sac/t; t)
m−2j
(as/t)m−2j
(
t, tm−2j−3s2a2c2; t
)
m−2j
B
(
stm−2j , j
)
.
Changing the order of the summation, we have
e(s,m) =
bm
2
c∑
j=0
(
s,−sa2/t, sac/t,−sac/t; t)
m−2j
(as/t)m−2j
(
t, tm−2j−3s2a2c2; t
)
m−2j
b
(
stm−2j , j
) j∑
k=0
4φ3
(
stm−2j , j, k
)
=
bm
2
c∑
i=0
bm−2i
2
c∑
k=0
(
s,−sa2/t, sac/t,−sac/t; t)
m−2i−2k
(as/t)m−2i−2k
(
t, tm−2i−2k−3s2a2c2; t
)
m−2i−2k
× b(stm−2i−2k, i+ k)4φ3(stm−2i−2k, i+ k, k). (2.7)
Simplifying the expression, we have
bm−2i
2
c∑
k=0
(
s,−sa2/t, sac/t,−sac/t; t)
m−2i−2k
(as/t)m−2i−2k
(
t, tm−2i−2k−3s2a2c2; t
)
m−2i−2k
× b(stm−2i−2k, i+ k)4φ3(stm−2i−2k, i+ k, k)
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=
(
s,−sa2/t, sac/t,−sac/t; t)
m−2i
(as/t)m−2i
(
t, tm−2i−3s2a2c2; t
)
m−2i
b
(
stm−2i, i
)
(2.8)
× 6W5
(
t−2m+4i+3/s2a2c2;−t−m+2i+2/sc2, t−m+2i, t−m+2i+1; t2,−tm−2i+2/a2s).
By using [7, p. 42, equation (2.4.2)], we have the factorized expression for this 6W5-series as(
s2a2c2tm−2i−3; t
)
m−2i(
s2a2c2/t2; t2
)
m−2i
(−sa2t−m+2i; t2)
m−2i(−sa2/t; t)
m−2i
. (2.9)
Then simplifying the factors again, we have (2.4) from (2.7), (2.8) and (2.9). 
2.4 The coefficients C(s, j) and Catalan triangle three term relations
We have (in Lemma 3.3 below) the expansion of Er(x) in terms of the monomial symmetric
polynomials as
Er(x) =
b r
2
c∑
j=0
(
n− r + 2j
j
)
m(1r−2j)(x), (2.10)
where
(
m
j
)
denotes the ordinary binomial coefficient. In view of this, we are naturally led to the
following definition.
Definition 2.15. Let s = tm+1 for m ∈ C and C(s, j) be the function of s defined by
C(s, j) :=
j∑
i=0
B(s, i)
(
m+ 2j
j − i
)
.
Theorem 2.16. The Koornwinder polynomial P(1r)(x | a,−a, c,−c | q, t) is expanded in terms of
the monomial symmetric polynomials as
P(1r)(x | a,−a, c,−c | q, t) =
b r
2
c∑
j=0
C
(
tn−r+1, j
)
m(1r−2j)(x).
Proof. It follows from (2.3a) and (2.10). 
Theorem 2.17. We have the three term relation (see Proposition 7.1)
C(s, j) + F (s,−1)C(st2, j − 1) = C(st, j), (2.11)
and the specialization formula for s = 1, i.e., for m = −1 (see Proposition 7.2)
C(1, j) = δj,0. (2.12)
Definition 2.18. Define the infinite upper triangular matrix C = (Cij)i,j∈Z≥0 by setting for
r, i ≥ 0
Cr,r+2i = C
(
tr+1, i
)
, Cr,r+2i+1 = 0.
Theorem 2.19. The Cij’s satisfy the recursion relations in Theorem 1.1
C0,0 = 1, Ci−1,i−1 = Ci,i, i = 1, 2, 3, . . . , (2.13a)
F (1,−1)C1,j−1 = C0,j , j = 2, 4, 6, . . . , (2.13b)
Ci−1,j−1 + F
(
ti,−1)Ci+1,j−1 = Ci,j , i+ j even, 0 < i < j. (2.13c)
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Proof. We have C0,0 = 1. When i+ j is even and 0 ≤ i ≤ j, we have Cij = C
(
ti+1, (j − i)/2).
Therefore from (2.11) we have
Ci−1,j−1 + F
(
ti,−1)Ci+1,j−1 = C(ti, (j − i)/2)+ F (ti,−1)C(ti+2, (j − i)/2− 1)
= C
(
ti+1, (j − i)/2) = Cij , (2.14)
giving the three term recursion relation (2.13c) for 0 < i < j in (2.14). When 0 < i = j, noting
that Ci+1,i−1 = 0 from the upper triangularity, we have (2.13a). When i = 0 and j ∈ 2Z>0, we
have from (2.12) that C−1,j−1 = C(1, (j − 2)/2) = 0, hence (2.13b) holds. 
2.5 Proof of the main theorem
Now we are ready to present a proof of our main theorem.
Proof of Theorem 1.1. The transition matrix C is even and upper triangular. In view of
Theorem 2.16 and C
(
tn−r+1, j
)
= Cn−r,n−r+2j , we have for any n > 0 and 0 ≤ r ≤ n
P(1r)(x | a,−a, c,−c | q, t) =
b r
2
c∑
j=0
Cn−r,n−r+2jm(1r−2j)(x),
indicating the stabilized transition formula (1.1c). The three term recursion relation (1.2a),
(1.2b) and (1.2c) are shown in Theorem 2.17. 
3 Koornwinder’s q-difference operator,
Koornwinder polynomials and Mimachi’s kernel function
We briefly recall some basic properties concerning the Koornwinder polynomials [10] and the
Mimachi’s kernel function identity [15].
3.1 Koornwinder’s operator and Mimachi’s kernel function
Let a, b, c, d, q, t be complex parameters. We assume that |q| < 1. Set α = (abcd/q)1/2 for
simplicity. Let x = (x1, . . . , xn) be a sequence of independent indeterminates. The Weyl group
of type BCn is denoted by Wn(' Zn2oSn). Let C
[
x±1 , x
±
2 , . . . , x
±
n
]Wn be the ring of Wn-invariant
Laurent polynomials in x. For a partition λ = (λ1, λ2, . . . , λn) of length n, i.e., λi ∈ Z≥0 and
λ1 ≥ · · · ≥ λn, we denote by mλ = mλ(x) the monomial symmetric polynomial being defined as
the orbit sums of monomials
mλ =
1
| Stab(λ)|
∑
µ∈Wn·λ
∏
i
xµii ,
where Stab(λ) = {s ∈Wn | sλ = λ}.
Koornwinder’s q-difference operator Dx = Dx(a, b, c, d | q, t) [10] reads
Dx =
n∑
i=1
(1− axi)(1− bxi)(1− cxi)(1− dxi)
αtn−1
(
1− x2i
)(
1− qx2i
) ∏
j 6=i
(1− txixj)(1− txi/xj)
(1− xixj)(1− xi/xj)
(
T+1q,xi − 1
)
+
n∑
i=1
(1− a/xi)(1− b/xi)(1− c/xi)(1− d/xi)
αtn−1
(
1− 1/x2i
)(
1− q/x2i
) ∏
j 6=i
(1− txj/xi)(1− t/xixj)
(1− xj/xi)(1− 1/xixj)
(
T−1q,xi − 1
)
,
where we have used the notation T±1q,x f(x1, . . . , xi, . . . , xn) = f
(
x1, . . . , q
±1xi, . . . , xn
)
.
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The Koornwinder polynomial Pλ(x) = Pλ(x | a, b, c, d | q, t) ∈ C
[
x±11 , . . . , x
±1
n
]Wn is uniquely
characterized by the conditions
(a) Pλ(x) = mλ(x) + lower order terms w.r.t. the dominance ordering,
(b) DxPλ = dλPλ.
The eigenvalue dλ is explicitly written as
dλ =
n∑
j=1
〈
abcdq−1t2n−2jqλj
〉〈
qλj
〉
=
n∑
j=1
〈
αtn−jqλj ;αtn−j
〉
,
where we used the notations 〈x〉 = x1/2 − x−1/2 and 〈x; y〉 = 〈xy〉〈x/y〉 = x+ x−1 − y − y−1 for
simplicity of display.
Definition 3.1. Define the involution ∗˜ of the parameters by
a˜ = a, b˜ = b, c˜ = c, d˜ = d, q˜ = t, t˜ = q.
We write D˜x = Dx(a, b, c, d | t, q) and P˜λ(x) = Pλ(x | a, b, c, d | t, q) for short.
Theorem 3.2 ([15, Lemma 3.2]). Let n and m be positive integers, and let x = (x1, . . . , xn),
y = (y1, . . . , ym) be two sets of independent indeterminates. Mimachi’s kernel function
Ψ(x; y) = (y1y2 · · · ym)−n
n∏
i=1
m∏
j=1
(1− yjxi)(1− yj/xi),
enjoys the kernel function identity
〈t〉DxΨ(x; y) + 〈q〉D˜yΨ(x; y) =
〈
tn
〉〈
qm
〉〈
abcdtn−1qm−1
〉
Ψ(x; y).
When we apply Mimachi’s kernel function, the following lemmas will be used. Recall that
the generating function E(x|y) is introduced in Definition 2.1
E(x | y) =
n∏
i=1
(1− yxi)(1− y/xi) =
∑
r≥0
(−1)rEr(x)yr.
Lemma 3.3. We have
Er(x) =
b r
2
c∑
k=0
(
n− r + 2k
k
)
m(1r−2k)(x),
where
(
m
j
)
denotes the ordinary binomial coefficient.
Proof. For an integer s satisfying 0 ≤ s ≤ n, we can find that the coefficient of the monomial
x1x2 · · ·xs in E(x | y) =
n∏
i=1
(
1− (xi + 1/xi)y + y2
)
is (−1)sys(1 + y2)n−s. Hence we have
E(x | y) =
n∑
s=0
n−s∑
k=0
m(1s)(x)(−1)sys+2k
(
n− s
k
)
=
n∑
r=0
(−1)ryr
b r
2
c∑
k=0
(
n− r + 2k
k
)
m(1r−2k)(x). 
Lemma 3.4. Let λ = (λ1, . . . , λm) be a partition satisfying the condition λ1 ≤ n. We have
m∏
i=1
Eλi(x) = mλ′(x) + lower order terms. (3.1)
Proof. Note that for any partitions λ and µ, we have mλmµ = mλ+µ + lower order terms. By
using Lemma 3.3, we have Er(x) = m(1r) + lower order terms. Hence we have (3.1). 
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3.2 Asymptotically free eigenfunction f(x; s) for Dx
and reproduction formula
Let λ = (λ1, . . . , λn) ∈ Cn and s = (s1, . . . , sn) be a sequence of complex parameters as si =
t−n+iq−λi , i = 1, . . . , n. We use the shorthand notations xλ =
∏
i x
λi
i and x
−λ =
∏
i x
−λi
i . Let
f(x; s) ∈ x−λC[[x1/x2, . . . , xn−1/xn, xn]] be the infinite series satisfying the conditions
f(x; s) = x−λ
∑
β∈Q+
cβ(s)x
β, c0(s) = 1,
Dxf(x; s) =
n∑
i=1
〈
αs−1i ;αt
n−i〉f(x; s),
where Q+ denotes the positive cone of the root lattice of type BCn. To be more explicit,
corresponding to the simple roots α1 = ε1 − ε2, α2 = ε2 − ε2, . . . , αn−1 = εn−1 − εn, αn = εn, we
have xα1 = x1/x2, . . . , x
αn−1 = xn−1/xn, xαn = xn. Assuming the genericity of the eigenvalue,
one can show that f(x; s) is determined uniquely.
Definition 3.5. The adjoint D∗x of Dx is defined to be
D∗x =
n∑
i=1
(
T−1q,xi − 1
)(1− axi)(1− bxi)(1− cxi)(1− dxi)
αtn−1
(
1− x2i
)(
1− qx2i
) ∏
j 6=i
(1− txixj)(1− txi/xj)
(1− xixj)(1− xi/xj)
+
n∑
i=1
(
T+1q,xi − 1
)(1− a/xi)(1− b/xi)(1− c/xi)(1− d/xi)
αtn−1
(
1− 1/x2i
)(
1− q/x2i
) ∏
j 6=i
(1− txj/xi)(1− t/xixj)
(1− xj/xi)(1− 1/xixj) .
Definition 3.6. Denote by V (x) the Weyl denominator of type Cn
V (x) =
n∏
k=1
x−n+k−1k
n∏
i=1
(
1− x2i
) ∏
1≤i<j≤n
(1− xixj)(1− xi/xj).
Definition 3.7. Define the involution ∗ of the parameters by
a = q/a, b = q/b, c = q/c, d = q/d, q = q, t = q/t.
Write for simplicity the composition of the two involutions ∗˜ and ∗ as ∗̂ = ∗˜. Note that ∗̂ is not
an involution but has order 6
â = t/a, b̂ = t/b, ĉ = t/c, d̂ = t/d, q̂ = t, t̂ = t/q.
Proposition 3.8 ([8, Proposition 6.2]). We have
V (x)−1D∗xV (x)−Dx =
n∑
j=1
〈
αt¯n−j ;αtn−j
〉
.
Theorem 3.9. Let n ≥ m be positive integers, and x = (x1, . . . , xn), y = (y1, . . . , ym) be se-
quences of independent indeterminates. Let λ = (λ1, λ2, . . .) be a partition satisfying `(λ) ≤ m
and λ1 ≤ n. Set
si = t̂
−m+i q̂ −λm+1−i+m+1−i+n, 1 ≤ i ≤ m. (3.2)
Let f̂(y; s) be the formal series in y uniquely characterized by ĉ0(s) = 1 and
f̂(y; s) =
m∏
i=1
y
−λm+1−i+m+1−i+n
i
∑
β∈Q+
ĉβ(s)y
β,
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D̂yf̂(y; s) =
m∑
i=1
〈
α̂s−1i ; α̂t̂
m−i〉f̂(y; s).
Then we have
Pλ′(x | a, b, c, d | q, t) = (−1)|λ|
[
Ψ(x; y)V (y)f̂(y; s)
]
1,y
, (3.3)
where the notation [· · · ]1,y denotes the constant term in y, and λ′ is the conjugate diagram of λ.
Proof. Firstly, we show that the product Ψ(x; y)V (y)f̂(y; s) has a non-vanishing constant term
in y. Write
m∏
i=1
(
1− y2i
) · ∏
1≤i<j≤m
(1− yiyj)(1− yi/yj) ·
∑
β∈Q+
ĉβ(s)y
β =
∑
β∈Q+
ĉ ′β(s)y
β,
for short. Noting that we have `(λ′) ≤ n from the assumption λ1 ≤ n, we have
[
Ψ(x; y)V (y)f̂(y; s)
]
1,y
=
 m∏
i=1
y
−λm+1−i
i
m∏
i=1
E(x | yi) ·
∑
β∈Q+
ĉ ′β(s)y
β

1,y
= (−1)|λ|
∑
β=
∑
kiαi∈Q+
(−1)
∑
ki ĉ ′β(s)Eλm−k1(x)
m∏
i=2
Eλm+1−i+ki−1−ki(x)
= (−1)|λ|mλ′(x) + lower order terms 6= 0.
In the last step, we have used Lemma 3.4.
Next, we can show that the constant term satisfies the eigenvalue equation as(
Dx − 〈t
n〉〈qm〉〈abcdtn−1qm−1〉
〈t〉
)[
Ψ(x; y)V (y)f̂(y; s)
]
1,y
=
[(
−〈q〉〈t〉 D˜yΨ(x; y)
)
V (y)f̂(y; s)
]
1,y
= −〈q〉〈t〉
[
Ψ(x; y)
(D˜∗yV (y)f̂(y; s))]1,y
= −〈q〉〈t〉
[
Ψ(x; y)V (y)
((
D̂y +
m∑
i=1
〈α̂t̂m−i; α˜t˜m−i〉
)
f̂(y; s)
)]
1,y
= −〈q〉〈t〉
(
m∑
i=1
〈α̂s−1i ; α̂t̂m−i〉+ 〈α̂t̂m−i; α˜t˜m−i〉
)[
Ψ(x; y)V (y)f̂(y; s)
]
1,y
= −〈q〉〈t〉
(
m∑
i=1
〈α̂s−1i ; α˜t˜m−i〉
)[
Ψ(x; y)V (y)f̂(y; s)
]
1,y
.
Here we have used Theorem 3.2, Proposition 3.8, and the property 〈x; y〉+ 〈y; z〉 = 〈x; z〉.
To check that the eigenvalue is the desired one, we prepare some lemmas.
Lemma 3.10. The eigenvalue of the Koornwinder polynomial Pλ′(x) can be recast as
m∑
l=1
λl∑
i=λl+1+1
〈
αtn−iql;αtn−i
〉
=
m∑
l=1
1
〈t〉
〈
ql
〉〈
tλl−λl+1
〉〈
α2qlt2n−1−λl−λl+1
〉
=
〈qm〉
〈t〉
(
αqm/2t−1/2+n + α−1q−m/2t1/2−n
)
− 〈q〉〈t〉
m∑
l=1
(
αql−1/2t−1/2+n−λl + α−1q−l+1/2t1/2−n+λl
)
.
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Lemma 3.11. We have
1
〈t〉
〈
tn
〉〈
qm
〉〈
abcdtn−1qm−1
〉
+
m∑
l=1
〈q〉
〈t〉
(
αq1/2+m−lt−1/2 + α−1q−1/2−m+lt1/2
)
=
〈qm〉
〈t〉
(
αqm/2t−1/2+n + α−1q−m/2t1/2−n
)
.
Using Lemmas 3.10 and 3.11, and by noting α˜ = αq1/2t−1/2, α̂ = α−1q−1/2t3/2 and (3.2), we
can show that
1
〈t〉
〈
tn
〉〈
qm
〉〈
abcdtn−1qm−1
〉− 〈q〉〈t〉
m∑
i=1
〈
α̂s−1i ; α˜t˜
m−i〉
=
m∑
l=1
λl∑
i=λl+1+1
〈
αtn−iql;αtn−i
〉
+
〈q〉
〈t〉
m∑
l=1
(
αql−1/2t−1/2+n−λl + α−1q−l+1/2t1/2−n+λl
)
−
m∑
l=1
〈q〉
〈t〉
(
αq1/2+m−lt−1/2 + α−1q−1/2−m+lt1/2
)− 〈q〉〈t〉
m∑
i=1
〈
α̂s−1i ; α˜t˜
m−i〉
=
m∑
l=1
λl∑
i=λl+1+1
〈
αtn−iql;αtn−i
〉
.
Therefore we have[
Ψ(x; y)V (y)f̂(y; s)
]
1,y
= (−1)|λ|mλ′(x) + lower order terms,
Dx
[
Ψ(x; y)V (y)f̂(y; s)
]
1,y
=
m∑
i=1
〈
αtn−iqλ
′
i ;αtn−i
〉[
Ψ(x; y)V (y)f̂(y; s)
]
1,y
,
thereby proving Pλ′(x | a, b, c, d | q, t) = (−1)|λ|
[
Ψ(x; y)V (y)f̂(y; s)
]
1,y
. 
3.3 Macdonald polynomials of types (Cn, Cn), (Cn, Bn) and (Dn, Dn)
We consider some degenerations of the Koornwinder polynomials to the Macdonald polynomials.
As for the details, we refer the readers to [10, 13, 22].
Setting the parameters as (a, b, c, d; q, t)→ (b1/2,−b1/2, q1/2b1/2,−q1/2b1/2; q, t) in the Koorn-
winder polynomial Pλ(x), we obtain the Macdonald polynomials of type (Cn, Cn)
P
(Cn,Cn)
λ (x | b; q, t) = Pλ
(
x | b1/2,−b1/2, q1/2b1/2,−q1/2b1/2 | q, t).
We obtain the Macdonald polynomials of type (Cn, Bn) as
P
(Cn,Bn)
λ (x | b; q, t) = Pλ
(
x | b1/2,−b1/2, q1/2,−q1/2 | q, t),
and the Macdonald polynomials of type (Dn, Dn) as
P
(Dn,Dn)
λ (x | q, t) = Pλ
(
x | 1,−1, q1/2,−q1/2 | q, t).
Note that P
(Dn,Dn)
λ (x | q, t) = P (Cn,Cn)λ (x | 1; q, t) = P (Cn,Bn)λ (x | 1; q, t).
Note that setting the parameters as (a, b, c, d; q, t)→ (a,−a, c,−c; q, t) and the application of
the twist ∗̂ on (a,−a, c,−c; q, t) gives
(t/a,−t/a, c/t,−c/t; t, t/q). (3.4)
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4 Koornwinder polynomial with one column diagram
When we apply Theorem 3.9 to the simplest case m = 1, namely when we plug the BC1
asymptotically free eigenfunction f̂(y; s) into the formula (3.3), we have the Koornwinder polyno-
mials P(1r)(x) with one column diagrams. Note that in m = 1 case, f̂(y; s) does not have the
parameter t. To execute the explicit calculation based on this, we need to recall the fourfold
series expansion of the Askey–Wilson polynomials [8].
Let D denote the Askey–Wilson q-difference operator [2]
D =
(1− ax)(1− bx)(1− cx)(1− dx)(
1− x2)(1− qx2) (T+1q,x − 1)
+
(1− a/x)(1− b/x)(1− c/x)(1− d/x)(
1− 1/x2)(1− q/x2) (T−1q,x − 1).
Let s ∈ C be a parameter. Introduce λ satisfying s = q−λ. Then we have Tq,xx−λ = sx−λ. Let
f(x; s) = f(x; s | a, b, c, d | q) be a formal series in x
f(x; s) = x−λ
∑
n≥0
cnx
n, c0 6= 0,
satisfying the q-difference equation
Df(x; s) =
(
s+
abcd
qs
− 1− abcd
q
)
f(x; s). (4.1)
With the normalization c0 = 1, (4.1) determines the coefficients cn = cn(s | a, b, c, d | q) uniquely
as rational functions in a, b, c, d, q and s. We call f(x; s) = f(x; s | a, b, c, d | q) the asymptotically
free eigenfunction associated with the Askey–Wilson operator D.
Definition 4.1 ([8, Definition 3.1]). Set
Φ(x; s | a, b, c, d | q) =
∑
k,l,m,n≥0
ce
(
k, l; qm+ns | a, c | q)co(m,n; s | a, b, c, d | q)x2k+2l+m+n,
where
ce(k, l; s) =
(
qa2/c2; q2
)
k
(
q3s/c2; q2
)
k
(
q2s2/c4; q2
)
k(
q2; q2)k(qs/c2; q2
)
k
(
q3s2/a2c2; q2
)
k
(
q2/a2
)k
×
(
c2/q; q
)
l
(s; q)2k+l
(q; q)l
(
q2s/c2; q
)
2k+l
(
q2/c2
)l
,
co(m,n; s) =
(−b/a; q)m(qs/cd; q)m
(q; q)m(−qs/ac; q)m
× (s; q)m+n(−qs/ac; q)m+n
(
qs2/a2c2; q
)
m+n(
q2s2/abcd; q
)
m+n
(
q1/2s/ac; q
)
m+n
(−q1/2s/ac; q)
m+n
(q/b)m
× (−d/c; q)n(qs/ab; q)n
(q; q)n(−qs/ac; q)n (q/d)
n.
Theorem 4.2 ([8, Theorem 1.2, Proposition 4.3]). The asymptotically free eigenfunction f(x; s)
associated with the Askey–Wilson operator D is expressed as the following fourfold summation
f(x; s) = x−λΦ(x; s | a, b, c, d | q).
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Lemma 4.3 ([8, Lemma 5.1]). We have(
1− x2) ∑
k,l≥0
ce(k, l; s)x
2k+2l =
∑
k,l≥0
c′e(k, l; s | a, c | q)x2k+2l,
where
c′e(k, l; s | a, c | q) =
(
qa2/c2; q2
)
k
(
q3s/c2; q2
)
k
(
q2s2/c4; q2
)
k(
q2; q2
)
k
(
qs/c2; q2
)
k
(
q3s2/a2c2; q2
)
k
(
q2/a2
)k
×
(
c2/q2; q
)
l
(s/q; q)2k+l
(q; q)l
(
q2s/c2; q
)
2k+l
1− q2k+2l−1s
1− q−1s
(
q2/c2
)l
. (4.2)
4.1 Koornwinder polynomial with one column diagram P(1r)(x | a, b, c, d | q, t)
We move on to the proof of Theorem 2.2. Recall that n is a positive integer, x = (x1, . . . , xn)
is a sequence of variables, and P(1r)(x | a, b, c, d | q, t) denotes the Koornwinder polynomial with
one column diagram (1r).
Proof of Theorem 2.2. We consider the following special case of Theorem 3.9 above
x = (x1, . . . , xn), n ∈ Z>0, y = (y1), m = 1,
Ψ(x; y) = y−n
n∏
i=1
(1− yxi)(1− y/xi) = y−n
∑
r≥0
(−1)rEr(x)yr,
λ = (r), r ∈ Z≥0 and r ≤ n, s = (s1) = tn−r+1, V (y) = y−1
(
1− y2),
f̂(y; s) = y−r+1+nΦ̂(y; s) = y−r+1+n
∑
k,l,i,j≥0
ĉe
(
k, l; ti+js
)
ĉo(i, j; s)y
2k+2l+i+j ,
where
ĉe(k, l; s) = ce(k, l; s | t/a, t/c | t), ĉo(i, j; s) = co(i, j; s | t/a, t/b, t/c, t/d | t).
Then calculating the constant term in y, we have
[
Ψ(x; y)V (y)f̂(y; s)
]
1,y
=
∑
r≥0
(−1)rEr(x)y−n+r
 y−1(1− y2)
×
y−r+1+n ∑
k,l,i,j≥0
ĉe
(
k, l; ti+js
)
ĉo(i, j; s)y
2k+2l+i+j

1,y
= (−1)r
∑
k,l,i,j≥0
(−1)−i−jEr−2k−2l−i−j(x)ĉ ′e(k, l; tn−r+1+i+j)ĉo
(
i, j; tn−r+1
)
= (−1)rP(1r)(x|a, b, c, d|q, t), (4.3)
where ĉ ′e(k, l; s) = c′e(k, l; s | t/a, t/c | t) (see (4.2) above). This proves Theorem 2.2. 
4.2 Koornwinder polynomial P(1r)(x | a,−a, c,−c | q, t)
with one column diagram
In view of (3.4), we need Φ(x; s | a, b, c, d | q) written for the parameters
(t/a,−t/a, t/c,−t/c; t, t/q).
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Note that in this case we have the simplification of the coefficient as ĉo(m,n; s) = δm,0δn,0.
Hence we have a twofold summation formula for the Φ(x; s). By Lemma 4.3, we have(
1− y2)Φ̂(y; s) = (1− y2)Φ(y; s | t/a,−t/a, t/c,−t/c | t) (4.4)
=
∑
k,l≥0
(
tc2/a2; t2
)
k
(
stc2; t2
)
k
(
s2c4/t2; t2
)
k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
(
1/c2; t
)
l
(s/t; t)2k+l
(t; t)l
(
sc2; t
)
2k+l
1− st2k+2l−1
1− st−1 a
2kc2ly2k+2l.
Write s = tn−r+1 for simplicity. Plugging (4.4) in (4.3), we have
P(1r)(x | a,−a, c,−c | q, t) =
∑
0≤2k+2l≤r
Er−2k−2l(x)
(
1/c2; t
)
l
(s/t; t)2k+l
(t; t)l
(
sc2; t
)
2k+l
1− st2k+2l−1
1− st−1 c
2l
×
(
tc2/a2; t2
)
k
(
stc2; t2
)
k
(
s2c4/t2; t2
)
k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
a2k. (4.5)
This proves the formula in Corollary 2.3.
5 Transition matrices B(s), B˜(s)
and Bressoud’s matrix inversion
5.1 Bressoud’s matrix inversion
Theorem 5.1 ([4, p. 1, Theorem], [12, p. 5, Corollary]). Let M(u, v;x, y; q) be the infinite even
lower-triangle matrix with nonzero entries given by
Mr,r−2i(u, v;x, y; q) = yivi (x/y; q)i
(q; q)i
(
uqr−2i; q
)
2i
(uxqr−i; q)i
(
uyqr−2i+1; q
)
i
, (5.1)
for r, i ∈ Z≥0, i ≤ [ r2 ]. The we have
M(u, v;x, y; q)M(u, v; y, z; q) =M(u, v;x, z; q). (5.2)
In particular, M(u, v;x, y; q) and M(u, v; y, x; q) are mutually inverse.
Definition 5.2. Set
dr =
(
t2v1/2; t
)
r(
u1/2; t
)
r
(
u1/4/v3/4
)r
.
Let M˜(u, v;x, y; t) denotes the conjugation of the matrixM(u, v;x, y; t2) by the (dr) with entries
M˜r,r−2i(u, v;x, y; t) =Mr,r−2i
(
u, v;x, y; t2
)
dr/dr−2i
=
(
x/y; t2
)
i(
t2; t2
)
i
(
v1/2tr−2i+2; t
)
2i(
u1/2tr−2i; t
)
2i
(
ut2r−4i; t2
)
2i(
uxt2r−2i; t2
)
i
(
uyt2r−4i+2; t2
)
i
(
yu1/2/v1/2
)i
.
5.2 Transition matrices B(s) and B˜(s)
Definition 5.3. Let B(s) and B˜(s) be even lower triangular matrices defined by
B(s) = M˜(t2/s2c4, 1/s2t4; c2/ta2, 1/t2; t)M(1/s, t; 1/c2, 1; t),
B˜(s) =M(1/s, t; 1, 1/c2; t)M˜(t2/s2c4, 1/s2t4; 1/t2, c2/ta2; t).
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Proposition 5.4. The B(s) and B˜(s) are mutually inverse.
Proof. This follows from Bressoud’s matrix inversion (5.2). 
Theorem 5.5. We have
P(1r)(x | a,−a, c,−c | q, t) =
b r
2
c∑
k=0
Br,r−2k(tn)Er−2k(x), (5.3a)
Er(x) =
b r
2
c∑
k=0
B˜r,r−2k(tn)P(1r−2k)(x | a,−a, c,−c | q, t). (5.3b)
Writing the coefficients explicitly, these read
P(1r)(x | a,−a, c,−c | q, t) =
b r
2
c∑
k=0
b r−2k
2
c∑
l=0
Er−2k−2l(x)
(
1/c2; t
)
l
(
st2k−1; t
)
l
(
st2k; t
)
2l
(t; t)l
(
sc2t2k; t
)
l
(
st2k−1; t
)
2l
c2l
×
(
tc2/a2; t2
)
k
(
stc2; t2
)
k
(
s2c4/t2; t2
)
k
(s; t)2k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
(
sc2; t
)
2k
a2k, (5.4a)
Er(x) =
b r
2
c∑
l=0
b r−2l
2
c∑
k=0
P(1r−2l−2k)(x | a,−a, c,−c | q, t)
(
c2; t
)
l
(t; t)l
(
stl; t
)
l+2k(
stl−1c2; t
)
l+2k
×
(
a2/tc2; t2
)
k(
t2; t2
)
k
(
s2t4l−2c4; t2
)
k(
s2t4lc4; t2
)
k
(
s2t4l+2k−2c4; t2
)
k(
s2t4l+2k−3a2c2; t2
)
k
(
tc2
)k
, (5.4b)
where s = tn−r+1. In particular form (5.4b), we have Theorem 2.4.
Proof. Clearly, (4.5) and (5.4a) are the same. We show that (5.4a) and (5.3a) are the same.
By (5.1) and s = tn−r+1, we have(
1/c2; t
)
l
(
st2k−1; t
)
l
(
st2k; t
)
2l
(t; t)l
(
sc2t2k; t
)
l
(
st2k−1; t
)
2l
c2l =
(
1/c2; t
)
l
(t; t)l
(
s−1t−2k−2l+1; t
)
2l(
s−1t−2k−l+1/c2; t
)
l
(
s−1t−2k−2l+2; t
)
l
tl
=Mr−2k,r−2k−2l
(
t−n, t, 1/c2, 1; t
)
,
and (
tc2/a2; t2
)
k
(
stc2; t2
)
k
(
s2c4/t2; t2
)
k
(s; t)2k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
(
sc2; t
)
2k
a2k
=
(
tc2/a2; t2
)
k(
t2; t2
)
k
(
s−1t−2k+1; t
)
2k(
s−1t−2k+2/c2; t
)
2k
(
s−2t−4k+4/c4; t2
)
2k(
s−2t−2k+3/a2c2; t2
)
k
(
s−2t−4k+4/c4; t2
)
k
(
t/c2
)k
= M˜r,r−2k
(
t−2n+2/c4, t−2n−4, c2/ta2, 1/t2; t
)
.
As for (5.3b) and (5.4b), we have
M˜r,r−2k−2l
(
t−2n+2/c4, t−2n−4, 1/t2, c2/ta2; t
)Mr−2k,r−2k−2l(t−n, t, 1, 1/c2; t)
=
(
a2/tc2; t2
)
k(
t2; t2
)
k
(
s−1t−2l−2k+1; t
)
2k(
s−1t−2l−2k+2/c2; t
)
2k
(
s−2t−4l−4k+4/c4; t2
)
2k(
s−2t−4l−2k+2/c4; t2
)
k
(
s−2t−4l−4k+5/c2a2; t2
)
k
× (t2/a2)k (c2; t)l
(t; t)l
(
s−1t−2l+1; t
)
l(
s−1t−2l+2/c2; t
)
l
(
t/c2
)l
=
(
c2; t
)
l
(t; t)l
(
stl; t
)
l+2k(
stl−1c2; t
)
l+2k
(
a2/tc2; t2
)
k(
t2; t2
)
k
(
s2t4l−2c4; t2
)
k(
s2t4lc4; t2
)
k
(
s2t4l+2k−2c4; t2
)
k(
s2t4l+2k−3a2c2; t2
)
k
(
tc2
)k
. 
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5.3 Entries of B(s) and B˜(s) in terms of 4φ3 series
Recall that we have defined B(s, j) and B˜(s, j) in Definition 2.5 as
B(s, j) = (−1)js−j
(
s2/t2; t2
)
j(
t2; t2
)
j
1− s2t4j−2
1− s2t−2 4φ3
[−sa2,−sc2, s2t2j−2, t−2j
−s,−st, s2a2c2/t ; t
2, t2
]
,
B˜(s, j) = (stj−1)−j
(
t2js2; t2
)
j(
t2; t2
)
j
4φ3
[−t−2j+2/sa2,−t−2j+2/sc2, t−2j+2/s2, t−2j
−t−2j+1/s,−t−2j+2/s, t−4j+5/s2a2c2 ; t
2, t2
]
.
Proposition 5.6. We have
B(s, j) = (−1)jtjs−j
(
s2/t2; t2
)
j(
t2; t2
)
j
1− st2j−1
1− st−1 4φ3
[−sa2/t,−sc2/t, s2t2j−2, t−2j
−s,−s/t, s2a2c2/t ; t
2, t2
]
,(5.5a)
B˜(s, j) = tj
(
stj−1
)−j (s2t2j ; t2)j(
t2; t2
)
j
1 + st−1
1 + st2j−1
× 4φ3
[−t−2j+3/sa2,−t−2j+3/sc2, t−2j+2/s2, t−2j
−t−2j+2/s,−t−2j+3/s, t−4j+5/s2a2c2 ; t
2, t2
]
. (5.5b)
Proof. This follows from the Sears transformation [7, p. 49, equation (2.10.4)]. 
Theorem 5.7. We have
Br,r−2i(s) = B
(
st−r+1, i
)
, (5.6a)
B˜r,r−2i(s) = B˜
(
st−r+1, i
)
. (5.6b)
Proof. Recall that the bibasic hypergeometric series Φ (see [7, p. 99, equation (3.9.1)]) is defined
by
Φ
[
a1, . . . , ar+1 : c1, . . . , cs
b1, . . . , br : d1, . . . , ds
; q, p; z
]
=
∞∑
n=0
(a1, . . . , ar+1; q)n
(q, b1, . . . , br; q)n
(c1, . . . , cs; p)n
(d1, . . . , ds; p)n
zn.
We use the q-analogue of Bailey’s transformation [7, p. 99, equation (3.10.14)]:
Φ
[
a2, at2,−at2, b2, c2 : −at/w, t−i
a,−a, a2t2/b2, a2t2/c2 : w,−ati+1 ; t
2, t ;
awti+1
b2c2
]
=
(−at, at2/w,w/at; t)i
(−t, at/w,w; t)i 5φ4
[
at, at2, a2t2/b2c2, a2t2/w2, t−2i
a2t2/b2, a2t2/c2, at2−i/w, at3−i/w
; t2, t2
]
. (5.7)
When a = c2, (5.7) becomes
Φ
[
a2,−at2, b2 : −at/w, t−i
−a, a2t2/b2 : w,−ati+1 ; t
2, t;
wti+1
b2
]
=
(−at, at2/w,w/at; t)i
(−t, at/w,w; t)i 4φ3
[
at, at2/b2, a2t2/w2, t−2i
a2t2/b2, at2−i/w, at3−i/w
; t2, t2
]
. (5.8)
Replacing the parameters in (5.8) as(
a,w, b2
)→ (−sc2/t, c2t−i+1, tc2/a2),
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we can prove (5.6a) as
Br,r−2i
(
str−1
)
=
i∑
k=0
(
1/c2; t
)
i−k
(t; t)i−k
(
st2k−1; t
)
i−k(
sc2t2k; t
)
i−k
(
st2k; t
)
2i−2k(
st2k−1; t
)
2i−2k
c2i−2k
×
(
tc2/a2; t2
)
k
(
stc2; t2
)
k
(
s2c4/t2; t2
)
k
(s; t)2k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
(
sc2; t
)
2k
a2k
=
(
1/c2; t
)
i
(t; t)i
(s/t; t)i(
sc2; t
)
i
(s; t)2i
(s/t; t)2i
c2i
×
i∑
k=0
(
t−i; t
)
k(
c2t−i+1; t
)
k
(
sti−1; t
)
k(
sc2ti; t
)
k
(
tc2/a2; t2
)
k
(
stc2; t2
)
k
(
s2c4/t2; t2
)
k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
a2ktk
=
(
1/c2; t
)
i
(t; t)i
(s/t; t)i(
sc2; t
)
i
(s; t)2i
(s/t; t)2i
c2iΦ
[
tc2/a2, sc2t, s2c4/t2 : sti−1, t−i
sc2/t, s2a2c2/t : c2t−i+1, sc2ti
; t2, t; a2t
]
=
(
1/c2; t
)
i
(t; t)i
(s/t; t)i(
sc2; t
)
i
(s; t)2i
(s/t; t)2i
c2i
× (−1/sc2)i (sc2,−s/t; t)i(−s; t)2i(
1/c2,−t; t)
i
(−s/t; t)2i 4
φ3
[−sa2,−sc2, s2t2i−2, t−2i
−s,−st, s2a2c2/t ; t
2, t2
]
= B(s, i).
When at = c2, (5.7) becomes
Φ
[
a2, at2,−at2, b2 : −at/w, t−i
a,−a, a2t2/b2 : w,−ati+1 ; t
2, t;
wti
b2
]
=
(−at, at2/w,w/at; t)i
(−t, at/w,w; t)i 4φ3
[
at2, at/b2, a2t2/w2, t−2i
a2t2/b2, at2−i/w, at3−i/w
; t2, t2
]
. (5.9)
Replacing the parameters in (5.9) as
(
a,w, b2
)→ (−t−2i+1/sc2, t−i+1/c2, a2/tc2),
we can prove (5.6b) as
B˜r,r−2i
(
str−1
)
=
i∑
k=0
(
c2, t−2i+2k+1/s; t
)
i−k(
t, t−2i+2k+2/sc2; t
)
i−k
(
t/c2
)i−k (a2/tc2; t2)k(
t2; t2
)
k
(
t−2i+1/s; t
)
2k(
t−2i+2/sc2; t
)
2k
×
(
t−4i+4/s2c4; t2
)
2k(
t−4i+2k+2/s2c4; t2
)
k
(
t−4i+5/s2a2c2; t2
)
k
(
t2/a2
)k
=
(
c2, t−2i+1/s; t
)
i(
t, t−2i+2/sc2; t
)
i
(
t/c2
)i
× Φ
[
a2/tc2, t−4i+2/s2c4, t−2i+3/sc2,−t−2i+3/sc2 : t−i+1/s, t−i
t−4i+5/s2a2c2, t−2i+1/sc2,−t−2i+1/sc2 : t−i+2/sc2, t−i+1/c2 ; t
2, t; t2/a2
]
=
(−s/t, s; t)2i(
t2, s2; t2
)
i
(t/s)it−i(i−1)4φ3
[−t−2i+3/sc2,−t−2i+3/sa2, t−2i+2/s2, t−2i
t−4i+5/s2a2c2,−t−2i+2/s,−t−2i+3/s ; t
2, t2
]
= B˜(s, i). 
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6 Four term relations for B(s, i) and B˜(s, i)
6.1 Four term relations
Recall that we have defined f(s) in (1.3) and have introduced the notation F (s, l) in (2.7) as
F (s, l) = f
(
s/tl
)
=
(
1− tl/s)(1− tl+2/sa2c2)(1 + tl+1/sa2)(1 + tl+1/sc2)(
1− t2l+1/s2a2c2)(1− t2l+3/s2a2c2) .
Theorem 6.1. We have
B(s, i) + F (s,−1)B(st2, i− 1) = B(st, i) +B(st, i− 1), (6.1a)
B˜(s, i) + F (s, 2− 2i)B˜(s, i− 1) = B˜(st−1, i)+ B˜(st, i− 1). (6.1b)
Proof. Recall the shorthand notation (2.5), (2.6), and B(s, i) = b(s, i)
i∑
k=0
4φ3(s, i, k). For (6.1a),
we need to show
i∑
k=0
4φ3(s, i, k) + F (s,−1)b(st
2, i− 1)
b(s, i)
i−1∑
k=0
4φ3
(
st2, i− 1, k)
=
b(st, i)
b(s, i)
i∑
k=0
4φ3(st, i, k) +
b(st, i− 1)
b(s, i)
i−1∑
k=0
4φ3(st, i− 1, k). (6.2)
Firstly, we have
l.h.s. of (6.2) = 1 +
i∑
k=1
(
4φ3(s, i, k) + F (s,−1)b(s, i− 1)
b(s, i)
4φ3
(
st2, i− 1, k − 1))
= 1 +
i∑
k=1
(−sa2,−sc2, st2, s2t2i−2, t−2i; t2)
k(
t2, s,−s,−st, s2a2c2t; t2)
k
t2k
= 5φ4
[−sa2,−sc2, st2, s2t2i−2, t−2i
s,−s,−st, s2a2c2t ; t
2, t2
]
. (6.3)
Nextly, by setting
4φ3(s, i, k) :=
(
t−2i, s2t2i−2,−sc2/t,−sa2/t; t2)
k(
t2, s2a2c2/t,−s,−s/t; t2)
k
t2k,
we can write
i∑
k=0
4φ3(s, i, k) =
1 + s−1t
1 + s−1t−2i+1
t−i
i∑
k=0
4φ3(s, i, k).
Hence we have
r.h.s. of (6.2) =
i∑
k=0
(
b(st, i)
b(s, i)
1 + s−1
1 + s−1t−2i
t−i 4φ3(st, i, k)
+
b(st, i− 1)
b(s, i)
1 + s−1
1 + s−1t−2i+2
t−i+1 4φ3(st, i− 1, k)
)
=
i∑
k=0
(−sa2,−sc2, st2, s2t2i−2, t−2i; t2)
k(
t2, s,−s,−st, s2a2c2t; t2)
k
t2k
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= 5φ4
[−sa2,−sc2, st2, s2t2i−2, t−2i
s,−s,−st, s2a2c2t ; t
2, t2
]
= l.h.s. of (6.3).
Now we turn to (6.1b). Set
b˜(s, i) :=
(−st−1, s; t)
2i(
t2, s2; t2
)
i
(
s−1t
)i
t−i(i−1), (6.4a)
4φ˜3(s, i, k) :=
(−s−1t−2i+3/c2,−s−1t−2i+3/a2, s−2t−2i+2, t−2i; t2)
i(
s−2t−4i+5/a2c2,−s−1t−2i+2,−s−1t−2i+3; t2)
i
t2k, (6.4b)
4φ˜3(s, i, k) :=
(
t−2i, s−2t−2i+2,−s−1t−2i+2/a2,−s−1t−2i+2/a2; t2)
k(
s−2t−4i+5/a2c2,−s−1t−2i+2,−s−1t−2i+1; t2)
k
t2k, (6.4c)
for simplicity. Then we can write
B˜(s, i) = b˜(s, i)
i∑
k=0
4φ˜3(s, i, k),
i∑
k=0
4φ˜3(s, i, k) =
1 + s−1t−2i+1
1 + s−1t
ti
i∑
k=0
4φ˜3(s, i, k).
We shall show
i∑
k=0
4φ˜3(s, i, k) + F (s, 2− 2i) b˜(s, i− 1)
b˜(s, i)
i−1∑
k=0
4φ˜3(s, i− 1, k)
=
b˜(st−1, i)
b˜(s, i)
i∑
k=0
4φ˜3
(
st−1, i, k
)
+
b˜(st, i− 1)
b˜(s, i)
i−1∑
k=0
4φ˜3(st, i− 1, k). (6.5)
We have
l.h.s. of (6.5) = 1 +
i∑
k=1
(
4φ˜3(s, i, k) + F (s, 2− 2i) b˜(s, i− 1)
b˜(s, i)
4φ˜3(s, i− 1, k − 1)
)
= 1 +
i∑
k=1
(
t−2i, s−2t−2i+2,−s−1t−2i+3/a2,−s−1t−2i+3/c2, s−1t−2i+3; t2)
k(
t2, s−2t−4i+7/a2c2,−s−1t−2i+3,−s−1t−2i+2, s−1t−2i+1; t2)
k
t2k
= 5φ4
[
t−2i, s−2t−2i+2,−s−1t−2i+3/a2,−s−1t−2i+3/c2, s−1t−2i+3
s−2t−4i+7/a2c2,−s−1t−2i+3,−s−1t−2i+2, s−1t−2i+1 ; t
2, t2
]
.(6.6)
On the other hand, we have
r.h.s. of (6.5) =
i∑
k=0
(
b˜(st−1, i)
b˜(s, i)
1 + s−1t−2i+2
1 + s−1t2
ti 4φ˜3
(
st−1, i, k
)
+
b˜(st, i− 1)
b˜(s, i)
1 + s−1t−2i+2
1 + s−1
ti−1 4φ˜3(st, i− 1, k)
)
=
i∑
k=1
(
t−2i, s−2t−2i+2,−s−1t−2i+3/a2,−s−1t−2i+3/c2, s−1t−2i+3; t2)
k(
t2, s−2t−4i+7/a2c2,−s−1t−2i+3,−s−1t−2i+2, s−1t−2i+1; t2)
k
t2k
= 5φ4
[
t−2i, s−2t−2i+2,−s−1t−2i+3/a2,−s−1t−2i+3/c2, s−1t−2i+3
s−2t−4i+7/a2c2,−s−1t−2i+3,−s−1t−2i+2, s−1t−2i+1 ; t
2, t2
]
= r.h.s. of (6.6). 
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6.2 Another proof of Theorem 5.4
As an application of the four term relations B(s, i) and B˜(s, i), we present another proof of
Theorem 5.4, providing an amusing complementary argument based on the Bressoud matrix
inversion.
Proposition 6.2. The four terms relations in Theorem 6.1 imply that
i∑
k=0
B(s, k)B˜
(
st2k, i− k) = δi,0, i∑
k=0
B˜(s, k)B
(
st2k, i− k) = δi,0,
hence, that the matrices B(s) and B˜(s) are mutually inverse.
Proof. Set
l.h.s.(s, i) :=
i∑
k=0
B(s, k)B˜
(
st2k, i− k),
for simplicity.
First we show that for i ≥ 0 we have the difference equation
l.h.s.(s, i)− l.h.s.(s/t, i) = 0. (6.7)
We prove this by induction. The case i = 0 is clearly correct. Suppose that it is valid for
i− 1. Then we have
l.h.s.(s, i)− l.h.s.(s/t, i) =
i∑
k=0
B(s, k)
(
B˜
(
st2k−1, i− k)
− F (s, 2− 2i)B˜(st2k, i− k − 1)+ B˜(st2k+1, i− k − 1))
−
i∑
k=0
(
B(s, k)− F (s, 0)B(st, k − 1) +B(s, k − 1))B˜(st2k−1, i− k)
= −F (s, 2− 2i) l.h.s.(s, i− 1) + F (s, 0) l.h.s.(st, i− 1) = 0.
By definition l.h.s.(s, i) is a rational function in s, and it satisfies the difference equation (6.7).
Therefore, l.h.s.(s, i) must be a constant. We have l.h.s.(s, 0) = 1. Then we can check that for
i > 0 l.h.s.(1, i) = 0 (hence l.h.s.(s, i) = 0) by using the following lemma as
l.h.s.(s, i) =
i∑
k=0
B(1, k)B˜
(
t2k, i− k) = B(1, 0)B˜(1, i)−B(1, 1). 
Lemma 6.3. We have
B(1, j) =

1, j = 0,
−1, j = 1,
0, j > 1,
(6.8)
B˜(1, i)− B˜(t2, i− 1) = 0, i > 1. (6.9)
Proof. The (6.8) follows from the definition of B(s, i). By noting
b˜(s, i)4φ˜3(s, i, k)− b˜
(
st2, i− 1)4φ˜3(st2, i− 1, k) = s−it−i(i−1) (t2i+2s2; t2)i(
t2; t2
)
i
1− s
1− st2i
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×
(−t−2i+2/sa2; t2)
k(−t−2i/s; t2)
k
(−t−2i+2/sc2; t2)
k(−t−2i+1/s; t2)
k
(
t−2i/s2; t2
)
k(
t−4i+5/s2a2c2; t2
)
k
(
t−2i; t2
)
k(
t2; t2
)
k
t2k,
where we used the notation (6.4a) and (6.4b), we have (6.9) from the identity
B˜(s, i)− B˜(st2, i− 1) = s−it−i(i−1) (t2i+2s2; t2)i(
t2; t2
)
i
1− s
1− st2i
× 4φ3
[−t−2i+2/sa2,−t−2i+2/sc2, t−2i/s2, t−2i
−t−2i/s,−t−2i+1/s, t−4i+5/s2a2c2 ; t
2, t2
]
. 
7 Transition matrix C and (a, c, t)-deformation
of Catalan triangle three term recursion relations
7.1 Coefficient C(s, j)
Recall that in Definition 2.15, we have defined the function C(s, j) as
C(s, j) :=
j∑
i=0
B(s, i)
(
m+ 2j
j − i
)
. (7.1)
Then (5.3a), (5.6a), and (7.1) imply (Theorem 2.16)
P(1r)(x | a,−a, c,−c | q, t) =
b r
2
c∑
k=0
C
(
tn−r+1, k
)
m(1r−2k)(x).
7.2 Deformed Catalan triangle recursion relations
Proposition 7.1. We have the three term relation
C(s, j) + F (s,−1)C(st2, j − 1) = C(st, j). (7.2)
Proof. We have
C(s, j) + F (s,−1)C(st2, j − 1)
=
j∑
i=0
B(s, i)
(
m+ 2j
j − i
)
+
j−1∑
i=0
F (s,−1)B(st2, i)( m+ 2j
j − 1− i
)
=
(
m+ 2j
j
)
+
j∑
i=1
(B(st, i) +B(st, i− 1))
(
m+ 2j
j − i
)
=
(
m+ 2j
j
)
+
(
m+ 2j
j − 1
)
+B(st, j) +
j−1∑
i=1
B(st, i)
((
m+ 2j
j − i
)
+
(
m+ 2j
j − i− 1
))
=
j∑
i=0
B(st, i)
(
m+ 1 + 2j
j − i
)
= C(st, j). 
Proposition 7.2. We have
C(1, j) = δj,0.
Hence the three term relation (7.2) for s = 1 reads
F (1,−1)C(t2, j − 1) = C(t, j).
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Proof. We have C(1, 0) = 1. From Lemma 6.3, we have for j > 0
C(1, j) = B(1, 0)
(−1 + 2j
j
)
+B(1, 1)
(−1 + 2j
j − 1
)
=
(−1 + 2j
j
)
−
(−1 + 2j
j − 1
)
= 0. 
7.3 Solution to the deformed Catalan triangle recursion relations
Theorem 7.3. We have C(tr+1, 0) = 1 for r ∈ Z≥0, and for i ∈ Z>0, r ∈ Z≥0 we have
C
(
tr+1, i
)
=
∑
(d1,...,di)∈P[r,i]
F
(
tr+1, d1
)
F
(
tr+1, d2
) · · ·F (tr+1, di), (7.3)
where P[r, i] denotes the finite set defined by
P[r, i] = {(d1, d2, . . . , di) ∈ Zi | 0 ≤ d1 ≤ r, dk − 1 ≤ dk+1 ≤ r for 1 ≤ k < i}.
We prepare some lemmas.
Lemma 7.4. For r ∈ Z≥0, we have
C
(
tr+1, i+ 1
)
=
r∑
k=0
F
(
tk,−1)C(tk+2, i).
Proof. The case r = 0 holds since C(t, i + 1) = F (1,−1)C(t2, i). Then we can show the
induction step as
C
(
tr+2, i+ 1
)
= C
(
tr+1, i+ 1
)
+ F
(
tr+1,−1)C(tr+3, i)
=
r∑
k=0
F
(
tk,−1)C(tk+2, i)+ F (tr+1,−1)C(tr+3, i) = r+1∑
k=0
F
(
tk,−1)C(tk+2, i). 
Lemma 7.5. We have
P[r, i+ 1] = {(d, d1, d2, . . . , di) ∈ Zi |
0 ≤ d1 ≤ r, (d1 − d+ 1, . . . , di − d+ 1) ∈ P[r − d+ 1, i+ 1]
}
.
Proof of Proposition 7.3. We prove (7.3) by induction on i. It holds for i = 0, since we have
C
[
tr+1, 0
]
= 1, r ∈ Z≥0. The induction step is shown as follows. Lemmas 7.4 and 7.5 and the
induction hypothesis give us
C
(
tr+1, i+ 1
)
=
r∑
k=0
F
(
tk,−1)C(tk+2, i) = r∑
d=0
F
(
tr+1, d
)
C
(
tr−d+2, i
)
=
r∑
d=0
F
(
tr+1, d
) ∑
(d1,...,di)∈P[r−d+1,i]
F
(
tr+1, d1
)
F
(
tr+1, d2
) · · ·F (tr+1, di)
=
∑
(d,d1,...,di)∈P[r,i+1]
F
(
tr+1, d
)
F
(
tr+1, d1
)
F
(
tr+1, d2
) · · ·F (tr+1, di). 
8 Some degenerations of Macdonald polynomials of types Cn
and Dn with one column diagrams and Kostka polynomials
This section is devoted to the study of several degenerations of our formulas for the Macdonald
polynomial P
(Cn,Cn)
(1r) (x | b; q, t) (see Section 3.3).
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8.1 Some degenerations of B(s, j) and B˜(s, j)
8.1.1 (Cn, Cn) case
Proposition 8.1. When a = t1/2, c = q1/2t1/2 in the equations (5.5a) and (5.5b), we have
B(s, j) =
(
1/qt; t2
)
j
(
s2/t2, t2
)
j(
t2; t2
)
j
(
s2qt; t2
)
j
1− s2t4j−2
1− s2t−2 (qt)
j ,
B˜(s, j) =
(
qt; t2
)
j
(
s2t2j , t2
)
j(
t2; t2
)
j
(
s2qt2j−1; t2
)
j
.
Proof. Setting a = t1/2, c = q1/2t1/2, we have by the Saalschu¨tz summation formula [7, p. 17,
equation (1.7.2)] that
B(s, j) = (−1)js−j
(
s2/t2; t2
)
j(
t2; t2
)
j
1− s2t4j−2
1− s2t−2 3φ2
[−sqt, s2t2j−2, t−2j
−s, s2qt ; t
2, t2
]
= (−1)js−j
(
s2/t2; t2
)
j(
t2; t2
)
j
1− s2t4j−2
1− s2t−2
(
1/qt; t2
)
j
(−t−2j+2/s; t2)
j(−s; t2)
j
(
t−2j+2/s2qt; t2
)
j
=
(
1/qt; t2
)
j
(
s2/t2, t2
)
j(
t2; t2
)
j
(
s2qt; t2
)
j
1− s2t4j−2
1− s2t−2 (qt)
j
and
B˜(s, j) =
(
stj−1
)−j (t2js2; t2)j(
t2; t2
)
j
3φ2
[−t−2j+1/sq, t−2j+2/s2, t−2j
−t−2j+2/s, t−4j+3/s2q ; t
2, t2
]
=
(
stj−1
)−j (t2js2; t2)j(
t2; t2
)
j
(
qt; t2
)
j
(−s; t2)
j(−t−2j+2/s; t2)
j
(
s2qt2j−1; t2
)
j
=
(
qt; t2
)
j
(
s2t2j , t2
)
j(
t2; t2
)
j
(
s2qt2j−1; t2
)
j
. 
Corollary 8.2. When a = q1/2, c = q, t = q, we have
B(s, j) =

1, j = 0,
−1, j = 1,
0, j > 1,
B˜(s, j) = 1, j ≥ 0.
Corollary 8.3. Let m ∈ C. We have
lim
q→0
B
(
tm+1, j
)∣∣
a=t1/2, c=q1/2t1/2
= (−1)jtj(j−1) [m+ 2j]t2
[m]t2
[
m+ j − 1
j
]
t2
,
lim
q→0
B˜
(
tm+1, j
)∣∣
a=t1/2, c=q1/2t1/2
=
[
m+ 2j
j
]
t2
.
8.1.2 (Dn, Dn) case
Proposition 8.4. If a = 1, c = q1/2, we have
B(s, j) =
(
t/q; t2
)
j
(
s2/t2, t2
)
j(
t2; t2
)
j
(
s2q/t; t2
)
j
1− st2j−1
1− s/t q
j ,
B˜(s, j) =
(
q/t; t2
)
j
(
s2t2j , t2
)
j(
t2; t2
)
j
(
s2qt2j−3; t2
)
j
1 + s/t
1 + st2j−1
tj .
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Proof. When a = 1, c = q1/2, we have
B(s, j) = (−1)js−j
(
s2/t2; t2
)
j(
t2; t2
)
j
1− s2t4j−2
1− s2t−2 3φ2
[−sq, s2t2j−2, t−2j
−st, s2q/t ; t
2, t2
]
= (−1)js−j
(
s2/t2; t2
)
j(
t2; t2
)
j
1− s2t4j−2
1− s2t−2
(
t/q, t2
)
j
(−t−2j+3/s; t2)
j(−st; t2)
j
(
t−2j+3/s2q; t2
)
j
=
(
t/q; t2
)
j
(
s2/t2, t2
)
j(
t2; t2
)
j
(
s2q/t; t2
)
j
1− st2j−1
1− s/t q
j ,
and
B˜(s, j) = tj
(
stj−1
)−j (s2t2j ; t2)j(
t2; t2
)
j
1 + st−1
1 + st2j−1 3
φ2
[−t−2j+3/sq, t−2j+2/s2, t−2j
−t−2j+2/s, t−4j+5/s2q ; t
2, t2
]
= tj
(
stj−1
)−j (s2t2j ; t2)j(
t2; t2
)
j
1 + st−1
1 + st2j−1
(
q/t; t2
)
j
(−s; t2)
j
(−t−2j+2/s; t2)j
(
s2qt2j−3; t2
)
j
=
(
q/t; t2
)
j
(
s2t2j , t2
)
j(
t2; t2
)
j
(
s2qt2j−3; t2
)
j
1 + s/t
1 + st2j−1
tj . 
Corollary 8.5. When a = 1, c = q1/2, t = q, we have
B(s, j) = δj,0, B˜(s, j) = δj,0.
Corollary 8.6. Let m ∈ C. We have
lim
q→0
B
(
tm+1, j
)∣∣
a=1,c=q1/2
= (−1)jtj2 [m+ 2j]t
[m]t
[
m+ j − 1
j
]
t2
,
lim
q→0
B˜
(
tm+1, j
)∣∣
a=1,c=q1/2
= tj
1 + tm
1 + tm+2j
[
m+ 2j
j
]
t2
.
8.2 Explicit formulas for P
(Cn,Cn)
(1r) (x | t; q, t) and P (Dn,Dn)(1r) (x | q, t)
Using the formulas obtained in the previous subsection, we give some explicit transition formulas
for the polynomials P
(Cn,Cn)
(1r) (x | t; q, t) and P
(Dn,Dn)
(1r) (x | q, t) = P
(Cn,Cn)
(1r) (x | 1; q, t).
Theorem 8.7. We have
P
(Cn,Cn)
(1r) (x | t; q, t) =
b r
2
c∑
j=0
(
1/qt; t2
)
j
(
t2n−2r, t2
)
j(
t2; t2
)
j
(
qt2n−2r+3; t2
)
j
1− t2n−2r+4j
1− t2n−2r (qt)
jEr−2j(x),
Er(x) =
b r
2
c∑
j=0
(
qt; t2
)
j
(
t2n−2r+2j+2, t2
)
j(
t2; t2
)
j
(
qt2n−2r+2j+1; t2
)
j
P
(Cn,Cn)
(1r−2j) (x | t; q, t),
P
(Dn,Dn)
(1r) (x | q, t) =
b r
2
c∑
j=0
(
t/q; t2
)
j
(
t2n−2r, t2
)
j(
t2; t2
)
j
(
qt2n−2r+1; t2
)
j
1− tn−r+2j
1− tn−r q
jEr−2j(x),
Er(x) =
b r
2
c∑
j=0
(
q/t; t2
)
j
(
t2n−2r+2j+2, t2
)
j(
t2; t2
)
j
(
qt2n−2r+2j−1; t2
)
j
1 + tn−r
1 + tn−r+2j
tjP
(Dn,Dn)
(1r−2j) (x | q, t).
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Corollary 8.8. Setting t = q, we have the formula for the Schur polynomials s
(Cn)
(1r) (x) =
P
(Cn,Cn)
(1r) (x | q; q, q) and s
(Dn)
(1r) (x) = P
(Dn,Dn)
(1r) (x | q, q):
s
(Cn)
(1r) (x) = Er(x)− Er−2(x), Er(x) =
b r
2
c∑
j=0
s
(Cn)
(1r−2k)(x), s
(Dn)
(1r) (x) = Er(x).
Hence, from Lemma 3.3, we have
s
(Cn)
(1r) (x) =
b r
2
c∑
j=0
((
n− r + 2j
j
)
−
(
n− r + 2j
j − 1
))
m(1r−2j)(x)
=
b r
2
c∑
j=0
n− r + 1
n− r + j + 1
(
n− r + 2j
j
)
m(1r−2j)(x),
s
(Dn)
(1r) (x) =
b r
2
c∑
j=0
(
n− r + 2j
j
)
m(1r−2j)(x).
8.3 Hall–Littlewood polynomials P
(Cn,Cn)
(1r) (x | t; 0, t), P (Dn,Dn)(1r) (x | 0, t)
and Kostka polynomials
Using the transition formulas we have established, we can study the Kostka polynomials associ-
ated with one column diagrams for types Cn and Dn. Setting b = t, q = 0 for (Cn, Cn) (or b = 1,
q = 0 for (Dn, Dn)) in P
(Cn,Cn)
(1r) (x | b; q, t), we have the type Cn (or type Dn) Hall–Littlewood
polynomials with one column diagrams.
Theorem 8.9. We have
P
(Cn,Cn)
(1r) (x | t; 0, t) =
b r
2
c∑
j=0
(−1)jtj(j−1) [n− r + 2j]t2
[n− r]t2
[
n− r + j − 1
j
]
t2
Er−2j(x),
Er(x) =
b r
2
c∑
j=0
[
n− r + 2j
j
]
t2
P
(Cn,Cn)
(1r−2j) (x | t; 0, t),
P
(Dn,Dn)
(1r) (x | 0, t) =
b r
2
c∑
j=0
(−1)jtj2 [n− r + 2j]t
[n− r]t
[
n− r + j − 1
j
]
t2
Er−2j(x),
Er(x) =
b r
2
c∑
j=0
tj
1 + tn−r
1 + tn−r+2j
[
n− r + 2j
j
]
t2
P
(Dn,Dn)
(1r−2j) (x | 0, t).
Then, applying the formulas for the Schur polynomials in Corollary 8.8, we can calculate
the Kostka polynomials (i.e., the transition coefficients from the Schur polynomials to the Hall–
Littlewood polynomials) of types Cn and Dn associated with one column diagrams as follows.
Theorem 8.10. We have
s
(Cn)
(1r) (x) =
b r
2
c∑
j=0
t2j
[n− r + 1]t2
[n− r + j + 1]t2
[
n− r + 2j
j
]
t2
P
(Cn,Cn)
(1r−2j) (x | t; 0, t)
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=
b r
2
c∑
j=0
([
n− r + 2j
j
]
t2
−
[
n− r + 2j
j − 1
]
t2
)
P
(Cn,Cn)
(1r−2j) (x | t; 0, t), (8.1a)
s
(Dn)
(1r) (x) =
b r
2
c∑
j=0
tj
1 + tn−r
1 + tn−r+2j
[
n− r + 2j
j
]
t2
P
(Dn,Dn)
(1r−2j) (x | 0, t)
=
b r
2
c∑
j=0
(
tn−r+j
[
n− r + 2j − 1
j − 1
]
t2
+ tj
[
n− r + 2j − 1
j
]
t2
)
P
(Dn,Dn)
(1r−2j) (x | 0, t).(8.1b)
Hence we have Theorem 2.5.
Remark 8.11. The expansion coefficient of (8.1a) (times t−2j) is identified with the q-ballot
(when m = 0, q-Catalan) number [1, 6]
q−j
([
m+ 2j
j
]
q
−
[
m+ 2j
j − 1
]
q
)
=
[m+ 1]q
[m+ j + 1]q
[
m+ 2j
j
]
q
,
by the replacement m → n − r, q → t2. The case m = 0 gives us the q-Catalan number.
It is known that the q-Catalan or q-ballot number is a polynomial in q with positive integral
coefficients (see [1, 6]).
The expansion coefficient of (8.1b) is identified with the following version of the q-binomial
number
qj
1 + qm−2j
1 + qm
[
m
j
]
q2
= qm−j
[
m− 1
j − 1
]
q2
+ qj
[
m− 1
j
]
q2
,
by the replacement m→ n− r+2j, q → t. Note that this is also a polynomial in q with positive
integral coefficients.
9 Some conjectures about Macdonald polynomials of type Cn
9.1 Asymptotically free eigenfunctions for the Macdonald operator
of type An−1
First we recall some facts about the asymptotically free eigenfunctions for the case An−1. Let
n ∈ Z>0, and q, t ∈ C be generic parameters. Let x = (x1, . . . , nn) be a sequence of independent
indeterminates. Macdonald’s difference operator of type An−1 is defined by
D(An−1) =
n∑
i=1
∏
j 6=i
txi − xj
xi − xj Tq,xi .
For a partition λ with `(λ) ≤ n, the Macdonald symmetric polynomial Pλ(x; q, t) ∈ C[x1, . . .,
xn]
Sn exists uniquely characterized by the conditions:
Pλ = mλ +
∑
µ<λ
uλµmµ, D
(An−1)Pλ =
n∑
i=1
qλitn−i · Pλ.
Let s1, s2, . . . , sn ∈ C be complex variables. Let M(n) be the set of strict upper triangular
matrices with entries in Z≥0, namely for θ(n) =
(
θ
(n)
ij
)
i,j∈Z≥0 ∈ M
(n) i ≥ j implies θ(n)ij = 0.
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Definition 9.1. For n ≥ 1, define recursively the rational functions cn(θ(n); s1, . . . , sn; q, t) ∈
Q(q, t, s1, . . . , sn) by c1(−; s1; q, t) = 1, and
cn
(
θ(n); s1, . . . , sn; q, t
)
= cn−1
(
θ(n−1); q−θ1,ns1, . . . , q−θn−1,nsn−1; q, t
)
×
∏
1≤i≤j≤n−1
(tsj+1/si; q)θi,n
(qsj+1/si; q)θi,n
(
q−θj,nqsj/tsi; q
)
θi,n(
q−θj,nsj/si; q
)
θi,n
.
Definition 9.2. Set
ϕ(An−1)(s |x) =
∑
θ(n)∈M(n)
cn
(
θ(n); s1, . . . , sn; q, t
) ∏
1≤i<j≤n
(
xj
xi
)θij
.
Theorem 9.3 ([3, 16]). Write si = t
n−1qλi, 1 ≤ i ≤ n for simplicity. We have
D(An−1)xλϕ(An−1)(s |x) = (s1 + · · ·+ sn)xλϕ(An−1)(s |x).
When λ is a partition with `(λ) ≤ n, we have
xλϕ(An−1)(s |x) = Pλ(x).
Remark 9.4 (branching formulas). We have the decomposition of the series ϕ(An−1) in terms
of the ϕ(An−2) series as
ϕ(An−1)(s1 . . . , sn |x1 . . . , xn)
=
∑
θ1n,...,θn−1,n≥0
ϕ(An−2)
(
q−θ1ns1, . . . , q−θn−1,nsn−1 |x1, . . . , xn−1
)
×
∏
1≤i≤j≤n−1
(tsj+1/si; q)θi,n
(qsj+1/si; q)θi,n
(
q−θj,nqsj/tsi; q
)
θi,n(
q−θj,nsj/si; q
)
θi,n
·
n−1∏
i=1
(
xn
xi
)θin
.
9.2 Asymptotically free eigenfunction of type Cn
Let n ∈ Z>0. Let x = (x1, . . . , xn) and (s1, . . . , sn) be a pair of variables. Let D(Cn)x =
Dx
(−t1/2, t1/2−q1/2t1/2, q1/2t1/2 | q, t) be the BCn Koornwinder operator degenerated to the Cn
case.
Definition 9.5. Set
si = t
n−i+1qλi , 1 ≤ i ≤ n.
We define the asymptotically free eigenfunction xλϕ(Cn)(s |x) of type Cn by
ϕ(Cn)(s |x) = ϕ(Cn)(s1, . . . , sn |x1, . . . , xn)
=
∑
k1,...,kn≥0
ck1,...,kn(s1, . . . , sn; q, t)
(
x2
x1
)k1
· · ·
(
xn
xn−1
)kn−1 ( 1
x2n
)kn
,
D(Cn)x xλϕ(Cn)(s |x) = ε(Cn)(s)xλϕ(Cn)(s |x),
ε(Cn)(s) =
n∑
i=1
(
si + s
−1
i − ti − t−i
)
.
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9.3 C2 case
Definition 9.6. Let x1, x2, s1, s2 be variables. Set
ψ(C2)(s1, s2 |x1, x2)
=
∑
θ12,µ12,ρ1,ρ2≥0
c(C2)(θ12, µ12, ρ1, ρ2; s1, s2; q, t)
(
x2
x1
)θ12 ( 1
x1x2
)µ12 ( 1
x21
)ρ1 ( 1
x22
)ρ2
,
where
c(C2)(θ12, µ12, ρ1, ρ2; s1, s2; q, t) =
(t)θ12
(q)θ12
(ts2/s1)θ12
(qs2/s1)θ12
(q/t)θ12
(t)µ12
(q)µ12
(t/s1s2)µ12
(q/s1s2)µ12
(q/t)µ12
× (t/s2)µ12
(q/s2)µ12
(
q−θ12q/ts2
)
µ12(
q−θ12/s2
)
µ12
(t/s1)µ12
(q/s1)µ12
(
qθ12q/s1
)
µ12(
qθ12t/s1
)
µ12
× (t)ρ1
(q)ρ1
(
qθ12+µ12t2/s1
)
ρ1(
qθ12+µ12qt/s1
)
ρ1
(q/t)ρ1
(t)ρ2
(q)ρ2
(
q−θ12+µ12t/s2
)
ρ2(
q−θ12+µ12q/s2
)
ρ2
(q/t)ρ2 .
Conjecture 9.7. We have ψ(C2)(s1, s2 |x1, x2) = ϕ(C2)(s1, s2 |x1, x2). Namely, setting s1 =
t2qλ1, s2 = tq
λ2, xλ = xλ11 x
λ2
2 , we have
D(C2)x xλψ(C2)(s |x) = ε(C2)(s)xλψ(C2)(s |x),
ε(C2)(s) = s1 + s2 + s
−1
2 + s
−1
1 − t2 − t− t−1 − t−2.
When λ = (λ1, λ2) is a partition, we have
xλψ(C2)(s |x) = P (C2)λ (x | t; q, t).
9.4 C3 case with rectangular diagrams
We can study the decomposition of the C3 Macdonald polynomials P
(C3)
λ (x | t; q, t) in terms of
the C2 Macdonald polynomials. It seems that such a decomposition becomes rather simple when
we consider the case of a rectangular diagram consisting of three equal rows λ = (λ3, λ3, λ3),
Definition 9.8. Let λ3 ∈ C and set
s1 = t
2s3, s2 = ts3, s3 = tq
λ3 . (9.1)
Define
ψ(C3),rect(s3 |x1, x2, x3) =
∑
µ13,ρ1≥0
(t)µ13
(q)µ13
(
1/s23
)
µ13(
q/ts23
)
µ13
(q/t)µ13
(t/s3)µ13
(q/s3)µ13
(q/ts3)µ13
(1/s3)µ13
× (t)ρ1
(q)ρ1
(
qµ13t/s3
)
ρ1(
qµ13q/s3
)
ρ1
(q/t)ρ1
(
1
x1x3
)µ13 ( 1
x21
)ρ1
ϕ(C2)
(
ts3, q
−µ13s3 |x2, x3
)
.
Conjecture 9.9. We have ψ(C3),rect(s3 |x1, x2, x3) = ϕ(C3)
(
t2s3, ts3, s3 |x1, x2, x3
)
. Namely,
setting xλ = (x1x2x3)
λ3, we have
D(C3)x xλϕ(C3),rect(s3 |x1, x2, x3) = ε(C3)(s)xλϕ(C3),rect(s3 |x1, x2, x3),
ε(C3)(s) = s1 + s2 + s3 + s
−1
3 + s
−1
2 + s
−1
1 − t3 − t2 − t− t−1 − t−2 − t−3,
where s1, s2, s3 are as given in (9.1). When λ3 is a nonnegative integer, we have
xλϕ(C3),rect(s3 |x1, x2, x3) = P (C3)(λ3,λ3,λ3)(x | t; q, t).
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9.5 Folding of A2n−1 eigenfunctions and decomposition
with respect to Cn eigenfunctions
Definition 9.10. Let n ∈ Z>0. Let x = (x1, . . . , xn) and
s = (s1, . . . , sn), si = t
n−i+1qλi , 1 ≤ i ≤ n,
be a pair of variables. Define the folded series ϕ˜(A2n−1)(s |x) = ϕ˜(A2n−1)(s1, . . . , sn |x1, . . . , xn)
by
ϕ˜(A2n−1)(s |x) = ϕ(A2n−1)(tn−1s1, . . . , tn−1sn, tn−1, tn−2, . . . , t, 1 |x1, . . . , xn, x−1n , . . . , x−11 ).
Proposition 9.11. When n = 1, we have
ϕ˜(A1)(s |x) = ϕ(A1)(s1, 1 |x1, x−11 ) = ∑
θ≥0
(t; q)θ
(q; q)θ
(ts1; q)θ
(qs1; q)θ
(q/t)θx2θ1 .
Hence we have ϕ˜(A1)(s |x) = ϕ(C1)(s1 |x1).
We calculated the decomposition of the folded eigenfunctions ϕ˜(A2n−1)(s |x) with respect to
the Cn series ϕ
(Cn)(s |x) for the cases n = 2 and 3 using Mathematica.
Conjecture 9.12. We have
ϕ˜(A3)(s1, s2 |x1, x2) =
∑
µ12≥0
e2(s1, s2;µ12)
(
1
x1x2
)µ12
ϕ(C2)
(
q−µ12s1, q−µ12s2 |x1, x2
)
,
where
e2(s1, s2;µ12) =
(t/s1)µ12
(q/s1)µ12
(t/s2)µ12
(q/s2)µ12
(t)µ12
(q)µ12
(
qµ12q/ts1s2
)
µ12(
qµ12/s1s2
)
µ12
(q/t)µ12 .
Conjecture 9.13. We have
ϕ˜(A5)(s1, s2, s3 |x1, x2, x3) =
∑
µ12,µ13,µ23≥0
e3(s1, s2, s3;µ12, µ13, µ23)
(
1
x1x2
)µ12
×
(
1
x1x3
)µ13 ( 1
x2x3
)µ23
ϕ(C3)
(
q−µ12−µ13s1, q−µ12−µ23s2, q−µ13−µ23s3 |x1, x2, x3
)
,
where
e3(s1, s2, s3;µ12, µ13, µ23) =
(t/s1)µ12+µ13
(q/s1)µ12+µ13
(t/s2)µ12+µ23
(q/s2)µ12+µ23
(t/s3)µ13+µ23
(q/s3)µ13+µ23
× (t)µ12
(q)µ12
(
qµ12+µ13+µ23q/ts1s2
)
µ12(
qµ12+µ13+µ23/s1s2
)
µ12
(q/t)µ12
× (ts3/s1)µ12
(qs3/s1)µ12
(
q−µ23qs3/ts1
)
µ12(
q−µ23s3/s1
)
µ12
(ts3/s2)µ12
(qs3/s2)µ12
(
q−µ13qs3/ts2
)
µ12(
q−µ13s3/s2
)
µ12
× (t)µ13
(q)µ13
(
qµ12+µ13+µ23q/ts1s3
)
µ13(
qµ12+µ13+µ23/s1s3
)
µ13
(q/t)µ13
(ts2/s1)µ13
(qs2/s1)µ13
(
q−µ23qs2/ts1
)
µ13(
q−µ23s2/s1
)
µ13
× (t)µ23
(q)µ23
(
qµ12+µ13+µ23q/ts2s3
)
µ23(
qµ12+µ13+µ23/s2s3
)
µ23
(q/t)µ23 .
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