We develop an explicit model for the interfacial energy in crystals that emphasizes the geometric origin of the cusps in the energy profile. We start by formulating a general class of interatomic energies that are reference-configuration-free but explicitly incorporate the lattice geometry of the ground state. In particular, away from the interface the energy is minimized by a perfect lattice. We build these attributes into the energy by locally matching, as best as possible, a perfect lattice to the atomic positions and then quantifying the local energy in terms of the inevitable remaining mismatch, hence the term latticematching used to describe the resulting interatomic energy. Based on this general energy, we formulate a simpler rigid-lattice model in which the atomic positions on both sides of the interface coincide with perfect, but misoriented, lattices. In addition, we restrict the lattice-matching operation to a binary choice between the perfect lattices on both sides of the interface. Finally, we prove an − L bound 2 on the interatomic energy and use that bound as a basis for comparison with experiment. We specifically consider symmetric tilt grain boundaries (STGB), symmetric twist grain boundaries (STwGB) and asymmetric twist grain boundaries (ATwGB) in face-centered cubic (FCC) and body-centered cubic (BCC) crystals. Two or more materials are considered for each choice of crystal structure and boundary class, with the choice of materials conditioned by the availability of molecular dynamics data. Despite the approximations made, we find very good overall agreement between the predicted interfacial energy structure and that calculated by molecular dynamics. In particular, the positions of the cusps are predicted well, and therefore, although surface reconstruction and faceting are not included in the model, the dominant orientations of the facets are correctly predicted by our geometrical model.
a b s t r a c t
We develop an explicit model for the interfacial energy in crystals that emphasizes the geometric origin of the cusps in the energy profile. We start by formulating a general class of interatomic energies that are reference-configuration-free but explicitly incorporate the lattice geometry of the ground state. In particular, away from the interface the energy is minimized by a perfect lattice. We build these attributes into the energy by locally matching, as best as possible, a perfect lattice to the atomic positions and then quantifying the local energy in terms of the inevitable remaining mismatch, hence the term latticematching used to describe the resulting interatomic energy. Based on this general energy, we formulate a simpler rigid-lattice model in which the atomic positions on both sides of the interface coincide with perfect, but misoriented, lattices. In addition, we restrict the lattice-matching operation to a binary choice between the perfect lattices on both sides of the interface. Finally, we prove an − L bound 2 on the interatomic energy and use that bound as a basis for comparison with experiment. We specifically consider symmetric tilt grain boundaries (STGB), symmetric twist grain boundaries (STwGB) and asymmetric twist grain boundaries (ATwGB) in face-centered cubic (FCC) and body-centered cubic (BCC) crystals. Two or more materials are considered for each choice of crystal structure and boundary class, with the choice of materials conditioned by the availability of molecular dynamics data. Despite the approximations made, we find very good overall agreement between the predicted interfacial energy structure and that calculated by molecular dynamics. In particular, the positions of the cusps are predicted well, and therefore, although surface reconstruction and faceting are not included in the model, the dominant orientations of the facets are correctly predicted by our geometrical model. & 2016 Elsevier Ltd. All rights reserved.
Introduction
Interfaces have long been known to be key players in the mechanics of mesoscopic phenomena. Recrystallization (Doherty et al., 1997) , microstructure formation in solidification (Watanabe and Tsurekawa, 1999) , and microstructure evolution (Demirel et al., 2003) are all examples of phenomena that are significantly influenced by interfacial mechanics. A motivating example of interface-dominated behavior is the manufacture of nanolayered composites by severe plastic deformation, in which it has been shown that at high layer density, layer evolution is dominated by interface mechanics (Zheng et al., 2013; Beyerlein et al., 2014) . Because of the many instances in which interfaces play a significant role, the understanding and prediction of interfacial behavior has elicited considerable interest. However, interfaces stand out among material defects for their variety and complexity, and attempts to characterize them remain ongoing, with approaches ranging from ab-initio quantum-based methods to heuristic geometrical constructions.
The space of interface configurations is large, which hinders efforts to identify one unifying characteristic to which the energy of all interfaces can be linked. Consequently, it becomes necessary to distinguish between-and create models fordifferent interface types. Interfaces between identical crystal lattices are referred to as homophase or grain boundaries (GBs). The simplest non-trivial grain boundaries are twin boundaries, which require no displacement of individual atoms in either lattice to maintain registry at the boundary. Twin boundaries have the highest degree of order possible in an interface and have relatively low energy. Many types of high-order boundaries are not twin boundaries, but have a high degree of order and locally minimize the energy. Energy minimizing configurations in the space of interface energy orientations form energy cusps near their location in configuration space (Herring, 1954 (Herring, , 1951 Gjostein and Rhines, 1959) . Though the interfaces themselves are well-understood, a current challenge is to determine the locations of the cusps, and hence the stability of interfaces in configuration space. The remainder of interface types are low-order boundaries due to the large rotation required to obtain them from the nearest high-order boundary, and quantifying their energy can present a challenge for loworder models.
The experimental measurement of the energy of grain boundaries entails considerable difficulty and there remains a paucity of observational data for validating models of interface energy. Therefore, it is common to resort to atomistic simulations in lieu of experimental data. Density functional theory (DFT) has been used to examine the properties of some grain boundaries and interfaces (Wright and Atlas, 1994; Hartford, 2000) . However, the evaluation of general grain boundaries requires consideration of large material samples and is currently prohibitively expensive by DFT. Currently the de facto method for garnering grain boundary energy data is molecular dynamics (MD). The typical computational approach is to create two lattices of atoms, bring them together, apply periodic boundary conditions (or other boundary conditions, c.f. Gehlen et al., 1972) , and relax to static equilibration. Further, with MD, the interface can be locally relaxed or reconstructed to obtain even lower energy structures at the cusp locations (Kang et al., 2012a) . All MD simulations require the use of an empirical interatomic potential. The most commonly used potential in interface calculations is the Embedded Atom Model (EAM) potential (Daw and Baskes, 1984) . The literature is rich with MD data on a large subset of the five-dimensional configuration space of interfaces. Data for FCC-FCC (Wolf, 1989a (Wolf, , 1990a Schmidt et al., 1998; Wolf et al., 1992; Merkle and Wolf, 1992; Tschopp and McDowell, 2007a,b) , BCC-BCC (Wolf, 1990c (Wolf, , 1989b (Wolf, , 1991 , HCP-HCP (Wand and Beyerlein, 2012a, b) , and FCC-BCC (Kang et al., 2012b) provide solid benchmarks for model verification.
Considerable effort has also been devoted to devising analytical models of interfacial energy. Theories based on dislocation mechanics can be traced back to the original insights of Taylor (1934) , whose treatment of dislocation surfaces led to the celebrated work of Read and Shockley (1950) . They considered a generic low-angle tilt boundary between two cubic lattices, and used geometry to determine the corresponding dislocation density. By an appeal to the linear-elastic solution for the stress field of an infinite rows of dislocations, they obtained the classic equation for tilt interface energy as a function of tilt angle,
The model has been shown to work well for low angle tilt, and Wolf demonstrated that the model can be adapted to large-angle tilt boundaries to some degree (Wolf, 1989c) , although this relationship is generally recognized as strictly empirical (Sutton and Balluffi, 1995) . Read and Shockley's contemporary, J.H. van der Merwe, elucidated the elastic field of symmetric tilt grain boundaries using a periodic interplanar potential (van der Merwe, 1950 (van der Merwe, , 1963 Schoeck, 1994) . In a similar vein, R. Bullough extended the established theory of Peierls-Nabarro (Schoeck, 1994) for edge dislocations to symmetric tilt boundaries by treating them as arrays of evenly spaced edge dislocations (Bullough et al., 1979) . General representations of interfaces as arrays of dislocations were derived by Frank (1950) and Bilby (1954) , which can be used to determine networks of geometrically necessary dislocations at dislocation boundaries (Winther et al., 2015) . Recent work by van Beers et al. was recently published that uses the Frank-Bilby formalism to connect the atomistic description to a continuum model (van Beers et al., 2015) . Despite the insight provided by linear-elastic dislocation models, their ability to predict the cusp structure of interfacial energy for general interfaces is limited owing to the continuum treatment of the crystals.
Another line of inquiry derives from the empirical observation that interfacial energy is largely determined by crystallography. For instance, most face-centered cubic crystals exhibit similar GB anisotropy up to a multiplicative constant (Holm et al., 2010) . Several models have been proposed that connect the energy of an interface to a geometrically-determined quantity. Perhaps no geometric object is more commonly encountered in interface theory than the coincident site lattice (CSL). The ratio of the area of the CSL unit cell to the area of the lattice unit cell gives the so-called Σ value of the interface. Because low Σ values correspond, in general, to low energy grain boundaries, the CSL has been proposed as a model for GB energy (Brandon et al., 1964; Brandon, 1966) . However the validity of such models has been questioned (Goodhew and Smith, 1980) and, to date, there is no general consensus regarding their reliability for general grain boundaries (Randle, 2001) . The structural unit model provides an alternative geometric approach (Bishop and Chalmers, 1968, 1971; Weins et al., 1969 Weins et al., , 1970 Weins, 1971) . The structural unit model is a heuristic method that attempts to characterize interfaces by determining the requisite structures needed for-or resulting from-compatibility between the crystals. The model is helpful in understanding the geometry of unstructured interfaces, but it does not provide a means for predicting GB energy. A similar construction is the O-lattice of Bollmann, which provides a geometrical measure of the number of coincident points, or O-points, in two interpenetrating lattices. From this measure, the degree of registry and, ostensibly, the dislocation content of the interface may be inferred (Bollmann, 1970) . By using geometric constructions of these types and assuming the existence of ordered networks of interfacial dislocations, it is possible to use anisotropic elasticity theory to compute the resultant energy as well as the full stress field (Vattré and Demkowicz, 2013 ). However we are not aware of any procedure for predicting the location of energy cusps for arbitrary interfaces by means of these methods.
Another vein of research has been to model the energy of arbitrarily oriented grain boundaries by using physical models for large-angle grain boundaries and matching the results to known cusp locations. One such approach is to treat the defects at large-angle grain boundaries as disclinations. This methodology was introduced by Li (1972) and extended by Shih and Li (1975) , Nazarov et al. (2000) , and recently by Fressengeas et al. (2014) . An additional approach based on the concept of "grofs" was recently introduced by Bulatov et al. to model large-angle grain boundaries between known cusps (Bulatov et al., 2014) . Models of this variety are able to capture a wide range of grain boundary behavior, but require a priori knowledge of the energy cusp locations.
The purpose of the present work is the development of a model capable of quickly characterizing the structure of the interfacial energy for arbitrary interfacial geometries, especially the location of the energy cusps. In order to elucidate this connection, we start by developing a general representation of the energy of an assembly of atoms suitable for configurations which are only partially crystalline. Our interatomic energy is reference-configuration-free, in order not to privilege one special orientation of the crystal lattice and to deal seamlessly with small and large-angle grain boundaries. At the same time, it is important that the interatomic energy explicitly incorporates the properties of the ground state. In particular, away from the interface the energy should be minimized by a perfect lattice. We build these attributes into the energy by locally matching, as best as possible, a perfect lattice to the atomic positions and then quantifying the local energy in terms of the inevitable remaining mismatch, hence the term lattice-matching used to describe the resulting interatomic energy. We first formulate the interatomic energy for the case in which the ground state is sure to correspond to one single crystal class and then show how it can be generalized to include multiple crystal phases. This extension enables the study of interfaces between different variants of a material, such as those resulting from solid-solid phase transitions, and of interfaces between dissimilar crystals. Our interatomic energy is inspired by the work of Luckhaus and Mugnai (2010) , see also Luckhaus and Wohlgemuth (2014) . However, our energy is different from that of Luckhaus and Mugnai (2010) in that it is completely discrete and does not include a continuum elastic energy.
In order to facilitate the analysis of interfacial energy, we formulate a simpler rigid-lattice model in which the atomic positions on both sides of the interface coincide with perfect, but misoriented, lattices. In this rigid-lattice model, the positions of the atoms in the vicinity of the interface are not relaxed to their equilibrium positions. In addition, we restrict the lattice-matching operation to a binary choice between the perfect lattices on both sides of the interface. Finally, we prove an − L bound 2 on the interatomic energy and use that bound as a basis for comparison with experiment. We specifically consider homophase interfaces, or grain boundaries, i.e., interfaces at which the abutting lattices differ by a rotation. We consider the following three types of interfaces: symmetric tilt grain boundaries (STGB), symmetric twist grain boundaries (STwGB) and asymmetric twist grain boundaries (ATwGB). We consider materials whose lattice structure falls into one of three classes: face-centered cubic (FCC), body-centered cubic (BCC) and hexagonal close-packed (HCP). Two or more materials are considered for each choice of crystal structure and boundary class, with the choice of materials conditioned by the availability of molecular dynamics data. Despite the approximations made, we find very good overall agreement between the predicted interfacial energy structure and that predicted by molecular dynamics. In particular, the positions of the cusps are predicted correctly.
Theory
The specific aim of the present work is to characterize the excess free energy of infinite planar interfaces separating two semi-infinite crystals. The essence of the approach is to model the interface using an atomistic method, with the motivation that registry across an interface appears to correlate to low-energy interfaces. The key result is an integral formulation of the total energetic cost of deformation of a lattice from one configuration to another across the interface.
A primary feature of the end result is a highly reduced order model with only macroscopic degrees of freedom. A number of simplifications and approximations must be made. The primary simplification is that we do not account for atomisticlevel phenomena such as the formation of misfit dislocations/eigenstrains or local/sub-lattice atomistic relaxations (c.f. Johnson, 1972) . The driving factor in our energy anisotropy functional is, ultimately, the lattice matching on either side of the interface. The implication of this assumption is that other interfacial mechanisms are driven by geometric atomic registry.
Our key idea is that the interface is the boundary between two different crystal structures (possibly, two different orientations of the same lattice). Each of them is "in the bulk" energy-minimizing, but close to the interface the energy will be higher (Section 2.1). In order to treat the two sides symmetrically, we refrain from choosing a reference configuration, and use sets of points (the atomic positions) as the basic variables. The energy of the inteface arises from the fact that the atoms close to it have neighbors in the "wrong" positions. Therefore the additional energy arises from the displacement of the neighbors with respect to the "ideal" positions in the perfect lattice (see Section 2.2). We first use a localization function to select the range of interaction λ, and then write the energy as a sum of the "cost" of deforming each local configuration to the one that would appear in a perfect lattice, as done in (7) below. Physically this means that the energy density around a point  ∈ z 3 depends on the positions of all atoms located at distance less than λ from z, and vanishes if these positions lie on the perfect lattice, as illustrated in Fig. 2 . Of course, in the process one needs to optimize over all possible isometric translations of the lattice, which all have the same energy, resulting in the minimization over translations τ and rotations R in (7). In Section 2.3 we include temperature by replacing the sharp atomic positions by "clouds" with a temperaturedependent length scale, whose profile is given by the function ψ β , and simplify the numerical evaluation of the model by replacing it by an L 2 bound (Section 2.4).
The development of this section proceeds as follows. We begin by establishing, for reference, the notions of total energy and excess free energy. We then introduce the concept of "lattice-matching" as a means of determining the total energetic cost of deforming a lattice from its closest perfect configuration, making precise the notion of a "reference lattice" in the context of energy minimization. Subsequently, we introduce the notion of thermalization as a means of obtaining an easily computable bound of the grain boundary energy. The result of the subsection on thermalization is an expression for the model in its most general form; this form is specialized and reduced in the following section to enable computation.
Formal definition of excess free energy
We begin by considering two clusters of atoms, labeled b and w ("black" and "white"), possibly of different species, interacting through a general interatomic energy. Without approximation, the resulting total energy can be formally written as some function
of the black and white atomic coordinates at equilibrium, respectively. When considering infinite systems, direct evaluation of
results in infinite energies in general. However the interfacial energy, or excess energy density per unit area of interface, may be expected to be well defined.
To begin, we review the formulation of general surface energy in a continuum setting. We note that care must be taken in determining the correct derivation and form of surface energy (Marichev, 2011) , and we begin with an integral formulation for the total free energy of a general incoherent interface as defined using the Gibbs dividing surface framework (c.f. Dingreville et al., 2014) .
w are the intensive (per unit volume) free-energy densities in b and w, respectively, and γ is the interfacial excess free energy. We isolate the above expression for γ in the following way. The free energy expressions E E , b w evaluated far from the interface are expressed as Table 1 Nomenclature.
Notation Description
Local cost of mapping a deformed lattice (χ) to its reference lattice
Cost of mapping x to y γ Interfacial energy per unit area Collection of reference lattice coordinates ϕ Mapping between lattice configurations
Effective density function for atoms in configuration X at temperature β θ( ) x Localization function on a length scale λ ψ ( ) β x Thermalization mollifier for reciprocal temperature β
Sets of atomic coordinates
Domain of consideration

A k
The family of k-tuples of points on  3 #a The number of elements of the set a
where N , is the cohesive energy per atom at a distance sufficiently far from the interface so as to not be affected by it. (We note that the notion of "sufficiently far" varies from material to material; in general we consider metallic interfaces where the interfacial length scale is on the order of several lattice spacings.) Additionally we express the averaged excess energy as
Then we obtain an expression for the interfacial energy by rearranging and taking the limit (cf. Gibbs et al., 1928; Sutton and Balluffi, 1995; Arya and Carter, 2004; Jiang and Carter, 2005 )
is the total energy at equilibrium, E , are the corresponding numbers of atoms in each subsystem, respectively. Provided that the limits are well-defined, and that the equilibrium configuration of the atoms away from the interface corresponds to two perfectalbeit misoriented-lattices, Eq. (4) returns the interfacial energy per unit area of an infinite planar interface. The aim of the remainder of the paper is to characterize γ explicitly as a function of the interface geometry.
A lattice-matching interatomic energy
In this section we present a general model for the energy of a set of atoms which does not appeal to a reference configuration. In the next sections we shall present a simpler expression, derived in a mathematically precise way as an upper bound of interfacial energy. While we adopt standard conventions wherever possible, specific nomenclature is occasionally necessary. In addition to their definitions throughout the text, conventions and symbols are enumerated in Table 1 .
We begin by formulating a representation of the interatomic energy of an arbitrary ensemble of atoms
3 that builds in explicitly the property that the ground state of a countable set of atoms be a prespecified crystal lattice. The proposed interatomic energy applies directly to atoms in arbitrary positions and does not make use of a specific reference configuration or neighboring relations. At the same time, the model energy explicitly assumes that the ground state is locally crystalline, in the sense that, locally, the energy density is minimized if the atomic positions coincide, up to a rigid-body motion, with the positions specified by a reference lattice . For example, for a bcc crystal
and similarly for other crystal classes. Consequently, the result of the lattice-matched energy ostensibly includes contributions from relaxation mechanisms such as misfit dislocations or sub-lattice relaxation. This construction is useful not only for quantifying the deformation energy, but also for making precise the notion of a reference lattice.
We start by quantifying the difference between two configurations  ⊂ X Y , 3 of atoms via a measure of the cost incurred in deforming one onto the other. To make this measure independent of the labeling of the atoms we minimize over all possible bijective maps φ → X Y :
, which correspond to all possible relabellings of atoms. We consider general multibody interactions, and write a generic transportation cost as a cluster expansion. For
be the family of sets of k points in  3 , or k-clusters, and let
measures the cost of transporting the singleton { } , and so on. We assume C k to be symmetric and invariant under isometries, in the sense that (
and for any affine isometry   → I:
Locality is enforced through a localization function
This localization function is positive in a neighborhood of the origin larger than the lattice spacing and vanishes outside of a ball whose radius λ is larger than the lattice spacing.
Here and subsequently, given ∈ a A k and a function
, ,
. The local cost of deformation in the neighborhood of a point  ∈ z 3 is given by summing the cost of all clusters up to order K, with the result,
Both X and Y are assumed to be countable. The map φ only needs to be defined in a neighborhood of z defined by the support of the localization function θ. Indeed, the condition "φ bijective" can be replaced by "φ injective on ∩ ( )
We note that, by virtue of its definition, the cost function C is symmetric, i. e., (
, , . The localization operation is devised so as to include all atoms whose position in either the X or the Y configuration is close to z. In particular, the localization operation permits consideration of interstitial atoms and vacancies, cf. Fig. 1 .
We now identify the local energy density as the cost of local deformation to the perfect lattice. However, in order to take into account the possible orientations and translations of the lattice, in computing the local energy density we minimize over all isometries, cf. Fig. 2 , with the result
3 Fig. 1 . The cost functional measures the energetic cost of deforming an imperfect lattice (e.g. a lattice with an interstitial atom-white) to a perfect lattice (gray). Note that atoms can be "gained" or "lost" (e.g. in the figure, the interstitial atom is lost) as a consequence of locality. The creation of an interstitial can be seen as the process of "bringing in" an atom from infinity. This optimization may be regarded as local lattice-matching, in the sense of identifying the perfect lattice that best fits locally the atomic positions. If there are multiple possible lattices, labeled by an index ∈ i I, we additionally minimize over the choice of lattice, with the result
Finally, we integrate the local energy density over a domain  Ω ⊂ 3 , to obtain the total energy
We remark that for χ = , it follows that ( )= e z , 0 for all z and, correspondingly,
, which ensures that the perfect lattice is indeed the ground state of the energy. We stress that at this stage the model is very general and includes the possibility of surface reconstruction, faceting, and much else. In particular, the same approach could be used to study a localized inclusion (a small grain contained in a single crystal) or also a small particle (a small grain, or polycrystal, surrounded by vacuum). The practical implementation, however, is computationally demanding, and it is also not clear how to efficiently parametrize the cost functions C k with few parameters.
Thermalization and L 2 bound
We proceed to extend the preceding model energy so as to take temperature into account. Consideration of temperature is important as the energy and morphology of interfaces is known to be temperature dependent (Hsieh and Balluffi, 1989) . Thermalization has the additional mathematical consequence of enabling the approximation of the energy by an easy-tocompute − L bound 
bijective . 10
Within this simplified framework, for temperatures below the melting point, we account for temperature simply by smoothing the positions of the atoms. As long as the time-averaged thermal fluctuations may be assumed to be independent, we determine the smoothing function using the Max-Ent formalism (Jaynes, 1957a,b; Kulkarni, 2007) .
We begin by interpreting the infimum over all bijective maps φ as the transport problem, C c 3 be a mollifier with width depending on temperature. We then set
is the effective density of the set of atoms X at point z,  ( )
, and replace the local energy cost of deformation C by
where Π 1 and Π 2 denote the marginals. The thermalized local energy density χ
then follows as the least cost of deforming the atomic positions into a perfect lattice, as in (7), and, finally, the total thermalized energy
by integration of the local energy density over the domain Ω.
For an efficient evaluation of the thermalized local cost of deformation β C it is useful to rewrite it as an integral over  3 rather than   × 3 3 . From a technical viewpoint, we remark that for ( ) = g t t 2 we can identify β C as having the mathematical form of a 2-Wasserstein distance which behaves, for small deviations, like the squared − H 1 norm (Villani, 2003, Th. 7.26 ). In general, the 2-Wasserstein distance is bounded by the L 1 norm (Villani, 2003, Prop. 7 .10) and, therefore, by the L 2 norm.
However, these abstract results do not have the optimal scaling in the present regime. Further, the general results do not treat the case of a symmetric localization that is important for us, and are therefore not used. We instead prove (see Appendix A) a specific bound via the localized squared L 2 norm, adapting those general ideas to the present context but without using the concept of Wasserstein distance or − H 1 . The bound from Lemma 1 in Appendix A shows that such a reduction of the dimensionality of the integration domain is indeed possible. Specifically, suppose that the mollified density is uniformly bounded from above and below,
for all , 13
X 3 and the same for ρ β Y . These bounds hold, e.g., if the support of ψ β is larger than the lattice spacing. Then, the 2-Wasserstein distance is bounded by the squared L 2 distance. This bound still holds true for the weighted distance under use, which includes the localization function θ. Assuming that θ is monotonically decreasing in the radial direction, we have (cf. Lemma
and, therefore, the local energy density admits the bound
with the corresponding bound on the total energy obtained by integration over Ω.
The simple bound (15) provides the basis for the comparison between theory and experiment presented in Section 3.
Interfacial energy
We proceed to specialize the general energy for a flat interface of unit normal ν ∈ S 2 between two copies of a lattice with different orientation. We denote by b , w the two copies of the lattice, which are given by 3 . In comparisons with experiment, we specifically consider a rigid lattice model, i.e., we neglect the local relaxation of the atoms in the vicinity of the interface. Under this simplifying assumption, the atomic configuration is then given by
0 a n d : 0 , 18 , above the interface, and the other one below it, with a sharp, flat interface. In particular, at this stage surface reconstruction and faceting are excluded from the kinematics. We note that the rigid lattice approximation supplies an upper bound on the local energy density. In order to simplify the energy further, we assume that the local rotation and translation at a point  ∈ z 3 is the one of the reference lattice around z. This means that, for This approximate local energy density has a simple interpretation, cf. Fig. 3 . Thus, suppose that  ∈ z b 3 , the case  ∈ z w 3 following mutatis mutandi, and suppose that ν λ | · | > z , i.e., the distance of z to the interface is greater than the radius of interaction. Then, z sees atoms that are all on the same side of the interface, hence on b , and the corresponding local energy density vanishes. Thus, as a function of z, the local energy density is restricted to a layer of thickness λ 2 around the plane Σ of the interface. Suppose, contrariwise, that  ∈ z b 3 , and ν λ | · | < z , i.e., the distance of z to the interface is less than the radius of interaction. In this case, the atoms within λ ( ) B z, on the same side of the interface are on b , whereas the reminder of the atoms on the opposite side of the interface are on w . The local energy density is then given by the cost of mapping the  w 3 -atoms to those on b .
A further simplification-and more explicit expressions-of the energy result from the use of the L 2 upper bound (15) as an approximation to the local energy. Thus, for  ∈ z b 3 , inserting the definition of ρ β into (15) gives
x p y p p z dp , . 22
Since χ coincides with b on  b 3 , we equivalently have
Since  ∈ z b 3 , and θ and ψ β have compact support, the integral localizes to a strip around the interface. Again, as in the case of the rigid-lattice approximation, we note that the particular choice of local rotations and translations just described results in an upper bound of the energy.
In summary, the approximate interfacial energy per unit area that results from a rigid lattice approximation and the hard-wiring of the local rotations and translations according to position relative to the interface is
Here Ω ν L, is a cube of side L centered in the origin with one face normal to ν. We note, in particular, that all integrals can be localized to a finite layer around the interface, as the integrand vanishes elsewhere. The above result is an analytic expression for computing an upper bound on the grain boundary energy in its most general form. We reiterate that many phenomena are consequently excluded from the above result; specifically, microscopic mechanisms for relaxation as a result of misfit (c.f. Dingreville et al., 2014; Romanov and Wagner, 2001) are not accounted for explicitly. This is in accordance with the model as one that finds the upper bound of the grain boundary energy; we expect accounting for microscopic relaxation mechanisms to reduce the energy. In the direct application of this model to homophase boundaries, we assume that energy of microscopic relaxation is negligible compared to the energy of perfect lattice mismatch.
Results for homophase boundaries
In the previous section we developed a general expression for computing interface energy. In this section we reduce and specialize the expression, resulting in a compact formula for energy that is amenable to direct computation.
The space of general interface orientations is conventionally thought of as a five-dimensional space, three degrees of freedom corresponding to the misorientation between the crystals and the remaining two degrees of freedom corresponding to the unit normal. This space is too unwieldy for general exploration. Consequently, we restrict the scope of verification and validation to a subset of well-understood interface classes, with the expectation that consistent behavior for these interface classes is an indicator of the predictive nature of the model. The choice of these interface classes is entirely driven by the availability of verification and validation data. Specifically, due to the paucity of direct experimental data available for validation, we mainly focus on model verification through extensive comparisons with molecular dynamics simulations.
In this paper, we consider homophase interfaces or GBs, that is, interfaces for which both crystals are identical up to a rotational transformation. We consider the following three types of interfaces: symmetric tilt grain boundaries (STGB), symmetric twist grain boundaries (STwGB) and asymmetric twist grain boundaries (ATwGB). Additionally, we consider materials whose lattice structure falls into one of three classes: face-centered cubic (FCC), body-centered cubic (BCC) and hexagonal close-packed (HCP). Two or more materials are considered for each choice of crystal structure and boundary class, with the choice of materials driven by the availability of MD data.
Evaluation of the energy
All comparisons with experiment are based on the upper-bound approximation (24). In order to simplify the calculations, we expand the square in the bound (15), as well as in all subsequently derived expressions thereof, as -product structure of the covariance conveniently lends itself to an efficient evaluation of the in-plane integral using Fourier series. Likewise, the areal density limit of → + ∞ L is also conveniently performed in Fourier space through an Abel regularization of the energy sum (Stein and Weiss, 1971) . In calculations, L ranges between 10 and 20 lattice spacings. We note that many high-angle boundaries have much greater repeating units, and the repeating unit incommensurate boundaries are infinite. However in practice we see that the choice of L is in general irrelevant for boundaries with large repeating units as their energy is already very high.
The transverse integral in the normal direction may be restricted to
, , with λ being the range of interaction or, equivalently, the radius of the support of the localization function θ. This integral can be performed by Gaussian quadrature.
In calculations, we use the simplest possible Gaussian-quadrature rule consisting of one single point. This choice effectively restricts the three-dimensional integral over Ω ν L, to a two-dimensional integral over Σ. When considering the relaxation of the material it must be considered that the effects of relaxation may be present for a considerable distance in the transverse direction. However, as this treatment considers idealized lattices with no relaxation, a reduced integral suffices. We also note that the formulation does not preclude the use of a reduced integration scheme; nevertheless for this application such an extension is unnecessary.
We choose the thermalization mollifier to be a Gaussian function of the form Table 2 Material parameter values used in all GB tests. σ α / is the nondimensional temperature (dependent on the temperature, the atomic embedding energy, and the lattice constant) and c is a linear scaling constant. Values are currently determined by curve fitting.
Cu (FCC)
Au ( which may be regarded as a mean-field approximation of the Gibbs canonical distribution (cf., e.g., Kulkarni, 2007) . Finally, the shift between the abutting lattices is fixed simply by making them have one common atom. These choices and approximations render the evaluation of the energy essentially explicit. The length parameter σ β ω = ( ) m 1/ /2 2 and the energy constant c in the bound (24) are the sole free parameters of the model and are determined by fitting to the experimental data. The MD data chosen for comparison in this work is taken from a series of papers by Wolf (Wolf, 1989a (Wolf, ,b, 1990a (Wolf, ,b,c, 1991 Schmidt et al., 1998; Wolf et al., 1992; Merkle and Wolf, 1992; Tschopp and McDowell, 2007a,b) , which provide comprehensive data from a wide range of interface configurations using a consistent methodology. The results of the fitting are tabulated in Table 2 , with s being normalized by the lattice parameter a.
Grain boundary geometry
Three types of grain boundary geometries are considered in this section. Symmetric tilt grain boundaries, cf. Fig. 4a , are obtained by rotating two halves of a uniform crystal symmetrically with respect to a prescribed interface. Thus all STGBs are defined by (i) the crystallographic direction (in Miller indices) corresponding to the tilt axis that remains constant, (ii) the total tilt angle between the two crystals about the tilt axis, and (iii) the direction corresponding to the initial normal axis to the homogeneous interface. Because STGBs are by definition symmetric about the constant interface plane, the tilt axes must lie within a symmetry plane of the crystal (Sutton and Balluffi, 1995); as such the class of STGBs is limited to a selection of tilt axes. For cubic materials the STGB tilt axes are 〈 〉 〈 〉 〈 〉 100 , 110 , 111 , and 〈 〉 112 , and we have found a wide selection of MD data for these STGBs (Wolf, 1989a (Wolf, ,b, 1990a (Wolf, ,b,c, 1991 . Symmetric twist grain boundaries, cf. Fig. 4c , are obtained by an antisymmetric rotation of upper and lower halves of the crystal about a common axis (the "twist axis") that is normal to the initial interface plane. The twist axis and twist angle are sufficient to characterize any STwGB grain boundary. As with STGBs, the class of STwGBs are restricted to those associated with twist axes for which the corresponding normal is a symmetry plane of the material. Asymmetric twist grain boundaries are defined similar to STwGBs, but without the restriction of a common twist axis between the materials (thereby eliminating any restrictions on the symmetry of the interface). Classes of ATwGBs are specified using the two crystallographic directions corresponding to the normal vectors of the top and bottom crystals.
FCC symmetric tilt grain boundaries
The first set considered are the FCC symmetric tilt grain boundaries. We have computed the grain boundary energy using the covariance model (the hashed line), and observed a close match of the model to both MD and experimental results. The results of the comparison for the [100], [110] , [111] and [112] boundaries are presented in Figs. 5 and 6. In Fig. 5 we compare and fit the model results to MD results from Wolf (1990a) for gold, using an embedded atom method (EAM) potential, and copper, using both EAM and Lennard-Jones (LJ) potentials. In Fig. 6 , we compare the model results for the [100] and [110] tilt boundaries with experimental data. We observe that the model is in good overall agreement with these measurements.
For the [100] tilt boundaries, the cusp corresponding to the {110} boundary is observed at θ =°90 . For the [110] tilt boundaries, we observe the cusps corresponding to the {111} and {113} boundaries at θ =°70.6 and θ =°129.4 , respectively. For the [111] tilt boundaries, other than the cusp corresponding to the homogeneous case at θ =°0 , we do not observe any significant energy cusps. For the [112] tilt boundaries, we observe a deep cusp corresponding to the {113} boundary. The location of all of the deep energy cusps for θ > 0 predicted by the MD data are matched exactly, to varying accuracy, by the model.
We observe a discrepancy between the model and the MD data at the {100} homogeneous case (〈 〉 100 at θ =°0 ) and the {110} homogeneous case (〈 〉 110 , 〈 〉 111 , 〈 〉 112 STGB at θ =°0 ). Although the location of the cusps corresponding to the homogeneous case is correct, we observe that the model overpredicts the energy. Addressing this issue requires additional considerations of relaxation which can be captured by MD. This issue will be discussed subsequently.
BCC symmetric tilt grain boundaries
The next set of boundaries considered are the symmetric tilt grain boundaries for BCC crystals, with the same configurations and θ ranges as for FCC STGBs. We compare the results of the model with MD results from Wolf (1990c) for α-Iron (Ferrite) using a Johnson potential, and Molybdenum using a Finnis-Sinclair type potential. The model results are plotted in Fig. 7 . We observe close agreement between the predictions of the model and with the MD results.
For the [100] tilt, we observe strong energy cusps at θ =°°0 , 90 , corresponding to the {100} and {110} STGBs. A weak cusp is also present at θ =°37 corresponding to the {310} STGB. For [110] tilt, we observe strong energy cusps at θ =°°0, 109 , 180 , corresponding to the {110},{112},{100} boundaries. We note that the cusp at θ =°51 corresponding to the {332} STGB is only barely noticeable in the model, whereas it is a significant cusp in the MD data. On the other hand, the model predicts a cusp at θ =°70 corresponding to the {111} STGB that is not present in the MD data. We refer the reader to alternative MD simulations (e.g. Shibuta et al., 2008) of the same boundaries that also do not predict the {332} cusp. For the [111] tilt boundaries we observe deep cusps at θ =°0 and θ =°90 , corresponding to the {100} and {110} STGBs. A minor cusp is observed at θ =°38 corresponding to the {231} STGBs.
As with the FCC STGBs, we observe that the magnitude of the cusps-in particular, the cusps corresponding to homogeneous cases-do not appear to agree with the MD data. Likely sources of these discrepancies-and possible remedies thereof-are discussed in Section 4. MD results from Wolf (1990c) . Annotations on the top indicate the boundary plane for the top crystal at cusp locations. Fig. 8 . FCC TwGB prediction of the covariance model for copper and gold, compared with MD results using EAM (for gold) and LJ (for copper). MD results for symmetric twist from Wolf (1989a) , asymmetric twist from Wolf (1990b) . Fig. 9 . BCC STwGB. MD data from Wolf (1989b Wolf ( , 1991 .
FCC twist grain boundaries
The next set of boundaries considered are the FCC twist grain boundaries. There are two types of these boundaries: asymmetric twist (ATwGB) and symmetric twist (STwGB). The STwGBs are created by beginning with a homogeneous crystal, defining a twist axis, and rotating the top and bottom crystals symmetrically about it. ATwGBs are a more general class of boundaries, and are defined by the two grain boundary planes of the top and bottom crystals.
The results for the STwGBs are, in general, as expected, with deep cusps corresponding to the homogeneous cases at θ =°0, 90 and θ =°0, 60 . Results are compared to MD work by Wolf (1990b) in the first two plots in Fig. 8 . However we see a greater difference for the STwGBs than any other of the FCC tests; the {111} STwGB showing a particularly high value above the MD results. It appears that the results differ only by a multiplicative constant and we note that the model results could easily be re-scaled for a better fit. However, as the same set of material parameters are used for all GB calculations, it would not be possible to adjust E 0 without significantly altering the fit to other data. We suggest as possible explanations that (i) the MD results attain a relaxation state that is inaccessible by the model, or (ii) variations in MD results due to use of different interatomic potentials.
Notably, the results for the asymmetric twist boundaries are more accurate. The results are again compared to MD work by Wolf (1990b) in the last four plots in Fig. 8 . We notice almost exact agreement for the (115)(111) and (221)(001) boundaries, and a fairly close estimate of the energy for the (114)(011) and (557)(113) boundaries. In addition, we note that the cusp location is predicted exactly as well. The cusp magnitude for some of the cases, particularly (114)(011) and (221) (001), differ significantly.
BCC twist grain boundaries
The final set of grain boundaries investigated were BCC STwGB and ATwGB configurations. The selection of the investigated boundaries were driven by the available MD data.
The results for the model for STwGB boundaries are compared against MD data from Wolf (1989b Wolf ( , 1991 in Fig. 9 . For the {001} STwGB we notice close agreement with the MD data, matching the minor cusps at θ =°°37 , 53 . The results for {011} are surprisingly similar to the MD results, differing only by a multiplicative factor. For the {031}, {111} and {112} boundaries, the MD data is somewhat chaotic and we do not observe a significant trend in the data or the presence of cusps. Further, we notice that the symmetry present in these lattices does not appear to be present in the MD data. Finally we note that, as with previous examples, the absolute values of many of the deep energy cusps differ from that predicted by the model.
Finally, the results for BCC ATwGBs are presented with MD data from Wolf (1991) in Fig. 10 . For the (114)(011) we notice an exceedingly close match, with all of the cusps and magnitudes almost identical. For the other families of ATwGBs we notice a somewhat chaotic tendency in the MD data without many distinguishing features. One exception is the data for Fe in the (221)(001) configuration-we observe apparent cusps at ∼°37 and ∼°53 that is not captured by the data. However, the cusps are clearly not present in the Mo case, an apparent example of material dependence in the behavior of the energy landscape.
Results summary
We find that we obtain reasonable qualitative agreement between the model and the molecular dynamics data. In particular, the precise location of all significant energy cusps are recovered. Additionally the model recovers the general shape of the energy function with reasonable fidelity. Table 3 itemizes each test case along with its RMS error and list of predicted cusp locations. In general we observe recovery by the model of the MD data with less than 25% error, and most results ranging from 10% to 20%. Significant outliers include, e.g. FCC (111)(111) twist and BCC (011)(011), causing a very high RMS error percentage as a result of the linear scaling difference between the model and MD data. Nevertheless we find the average error to be acceptable given the consistency of scaling parameters across all of the data sets.
Concluding remarks
We have developed a new class of lattice matching interatomic energies that build into their definition information about the stable phases of the crystal in a reference-free manner. In essence, lattice matching interatomic energies accord a cost to transporting local clusters of atoms to a locally matched perfect-lattice configuration. They also lend themselves to analysis and, in particular, to estimation by functional-analytical means. We use one such estimate to simplify and streamline the evaluation of interfacial energies, which is rendered essentially analytical. Despite the small number of free parameters in the model (two) and despite the approximations adopted in calculations, the model predicts cusp locations, captures trends in the energy, and approximates large-angle boundary energy data. Because all results are obtained using consistent material parameters and no a priori information regarding cusp location or magnitude, we find these findings to provide validation of the predictive ability of the model over a wide range of grain boundary geometries. These encouraging results suggest multiple avenues for further research. Out of all possible interface orientations, only a small subset has been explored. Other orientations, such as asymmetric tilt grain boundaries, other crystal structures, such as hexagonal close-packed, and multiphase/multi-material boundaries, such as FCC-BCC Kurdjumov-Sachs interfaces are well-within the scope of the model. The model has also immediate applications to the study of mesoscopic phenomena, such as recrystallization, solidification, severe plastic deformation, and others. The integration of the model into multi-scale mesoscopic models of plasticity and its implementation into large-scale computational frameworks raises additional challenges and opportunities.
We close by acknowledging some shortcomings of the model. Some of the discrepancies with MD data may undoubtedly be attributed to uncertainty in the MD empirical potentials, resulting in large discrepancies among MD sets themselves (Wolf, 1991) . However the drastic simplification of grain boundaries to a 5 degree-of-freedom description necessitates a number of simplifications. To sufficiently reduce the order of the model, the degrees of freedom necessary for modeling complex relaxation configurations at a grain boundary or interface are not considered; each deformed lattice is matched to its reference lattice. An additional approximation that is made in the model is the assumption that the interface is planar; in reality, many interfaces relax their energy through the development of faceted microstructures (Hsieh and Balluffi, 1989) . Faceting constructions taking the present interfacial model as input thus suggest themselves as a means of further relaxing the interfacial energy and, in the process, closing some of the gaps between the unrelaxed model and the data. However, this extension of the theory is beyond the scope of the present paper and will be pursued in a separate publication (Runnels et al., 2015) . We remark that the positions of the cusps determine the preferred orientations of the facets. Since the current model is very accurate in the prediction of the cusps, we expect that the resulting facet structures will also be accurately predicted. Finally, the model accounts for lattice thermalization; however the assumption is made that thermal fluctuations are decoupled. It isexpected that this may be a cause of error especially for high temperatures.
Proof. For n ¼1, using ω = ( ) R 0, we see that φ can be implicitly defined by 
