Es wird die Gleichung dlv (e(x) (Vu + 1(x))) = 0 im RN iintersucht, wobei e E J.,,(RN) und 1 € L2 (RN, ) vorgegebene glatte Funktionen sind. Die Gleichung entartet auf der glatten ((x) 01, y K0T00 e(x) Be)eT ce6n H}f HROTO5$I creneHb dist (x, F). 11o1ye1m1 ciegyioiqne pesyJibTami: 1. Cyu.ecTnoBaHHe II eHhIcTBeHHocm (o auHTHuHofi nocTonHHo) pewenwn 
i. Introduction. Formulation of the problem
The subject matter of the present paper is the linear partial differential equation div [e(x) (Vu + 1(x))] = 0 (1) in the whole Euclidean space RN of indepedent variables'). The datao andf = (/ -, IN) are C functions2) in R N with the following properties: 
RN RN
I) Scalar product and norm denoted by z . x and lyl. 9 In the sequel functions and function spaces are real.
Equation (1) arises if we consider a system of electrons (imaginating as stationary continuous cloud around the nucleus) under the influence of an external magnetic field. in this case, e is the charge density of the electrons and the vector function f is determedined by the magnetic field. Induction processes lead to a stationary motion of the electronic cloud with the velocity v = Vu +1 and the current density j = e(Vu +1). This motion may be used for the calculation of some effects in NMR (nuclear magnetic resonance). For details see SOmSIEDEL [9] , SALZER [8] .
Note some specialities of Equation (1).
The density function may have zeros. in this points the equation degenerates: it is elliptic only for g > 0. We suppose that
is an (N -1) -dimensional (4) manifold of the class C°°, the so called knode surface. F may be unbounded or disconnected, e.g. two parallel planes. By the continuity of o, F is a closed set of Lebesgue measure zero and divides 1V in a finite or denumerable number of disjoint domains:
Remark 1.2:
As the physical interpretation shows we shall not look to the properties of u but to those of the gradient. This concerns for exaniple the behavior of the solution near the knode surface or the question of uniqueness. Remark 1.3: We have no boundary conditions or conditions in the infinity and shall make the only restriction of finite energy:
After these remarks we can formulate the Primary problem: Find a function u E C2(9) with finite energy and satisfying Eq. (1) in Q.
(5) Here and later we assume tacitly that the data are C°°-smooth and satisfy (2), (3), (4) . Note that Eq. (1) must be satisfied only in the points of positive density.. We shall see that even in this large class we have a unique solution.
Later we shall need some assumptions about the behavior of 0 near the knode surface. The most restrictive but in always all concrete examples fulfilled is the following one:
The density function has the form (x) = (x) with an arbitrary snwoth function p and I7 (x) -$= 0 on T. (6) This includes the behavior of e like d2(x) = di8t2(x, F). More 
Summary of results: It will be shown that the primary problem always has a solution and that this solution is unique up to additive constants. The proof use a variational method in a Sobolev space with weight. The behavior of the solution near I' will be described. The main subject will be a numerical (difference) method in a sufficiently large domain for solving the variational equation. We will show the correctness of replacing RN by the domain and the convergence of the discrete solutions in the energetic norm.
The present paper concludes essentially the results of the dissertation of the author [1] . The most proofs have been simplified, some facts are new. We shall give only a brief review of the proofs and of the important ideas.
Statement of main results and ideas

The basic function space
A function u is said to have finite energy if it is locally square integrable in 9 (not necessarily in RN) and its distribunal gradient (in 9!) belongs to L2(Q, ü): fjl7ul 2 tj jdx<c. (9) Contrary to the usual weighted Sobolev spaces, in our definition we have essentially only a restriction on the gradient, not on the function (cf. the spaces in DENY in H.
RN
The proof is a well known Hubert space technique.
Conversely, by usual regularity arguments in any subdomain Q' CE Q we find that every weak solution is a solution of the primary problem. Consequently, the problems (5) and (10) In particular, all solutions have the same gradient and therefore determine the same current density j = e( Vu + f) . Note that we have found a unique solution without any boundary or contact conditions on P and without special conditions in the infinity. All restrictions on the solution are concluded in the finiteness of the energy (9).
Regularity
Under more special restrictions on L o we may describe the current density near F. (1) holds in the sense of distributions over Rw.
Theorem 2.5 (Regularity): If L o satisfies (6) and it is a solution of the primary problem then = e(Vu + f) is in H' locally in RN with a zero trace on P. $) Equation
In particular, this gives a "natural" (= automatically satisfied) contact condition on F: j n = 0 (n -normal vector to I'). In other words: there is no current across the knode surface.
The Problem in a bounded domain
The next intention is to solve the variational equation (10) This means particulary that the knode surface is not tangential to any side of Q and does not cross any corner of Q. We shall now describe the so called discrete problem the solution of which will approximate the Q-solution of our problem. For this reason we shall construct a partition h of the parallelepiped Q in h-cells (= special small parallelepipedes) and a space of h-/unction-classes. These will be step functions (constant on every h-cell) assumed identified if they have the same discrete gradient. In this space we will find the solution of the discrete problem, the Q5-801ution. Roughly speaking, we get the discrete problem if we replace in the Q-problem all functions by its di.gcretisat ions. It follow the precise definitions. We get a partition h if we divide Q parallel to its surfaces in a finite number of open parallelepipeds. The only restriction is a "regularity" condition: the quotient of the largest and the smallest lenght is majorated by a absolute constant:
The number
we call the fineness of the partition. Only in this cases we will write Z < Z' or Z > Z' in dependence of its position (Z or on the left). To any h-cells Z1 <Z2 neighbouring in the i-th direction we attach an ih-cell Zn "glueing up two halls" of the h-cells (Fig. 1) and define the i-th discrete derivative of an h-function Uh as a step function of differential quotients:
outside of the ih-cells. 
Finally, denote by /ij, and pil, the discretisations of the data: step functions with constant values /1 (z) and e(z) on an ih-cell with the centre z and vanishing outside of the ih-cells. 
Then the discrete problem rewrites to
where the inner sum is taken over all h-cells with Z < Zp in the i-th direction (of. 
Density property (Proposition 2.2)
We shall approximate an arbitrary it € H step by step: first by abounded function, then by a function vanishing for large l x i, then by a function vanishing near rand finally by a smooth function.
Step 1: For sufficiently large k> 0 set
We have Uk € H since u is absolutely continuous on straight lines in a well known sense, see e.g. KUFNER, ,Joui, Fuàix [3, Theorem 5.6.3]. 1 1U -UkliIl ->0 follows easily from the integrability of Q.
In the next steps it would be sufficient to approximate u by finite energy functions u,, having the desired property and satisfying
Indeed, such a sequence contains a weakly convergent subsequence {u'} (with the limit u by (i)). Applying Mazur's theorem (cf. Y0sIDA [12, Chapter VI., Theorem 2]) we find some convex combinations of the u,,, tending to u in the norm of H.
Step 2: Suppose u bounded and set u(x) = s (l x i) u(x) with a piecewise linear function e equal 1 for lxi <n and equal 0 for jxj > n + I. Then (i) is obvious and (ii) follows immediately from the boundedness of u and from the integrability of e. Clearly, (1) holds again. In deriving (ii) note that Vu,,(x) is zero "near I" and equals Vu "away from F". This gives
Jl,l1
F.
2/n
^ C'n2ft2dt + JJU112 :5,-C".
1/n
We have denoted F,, = {x E supp u I 1/n d(x) 2/7tj and have applied the behavior (8) near F n supp u.
Step 4: Suppose u bounded with the support in C CE Q. Then u belongs to HI(G) and we can it mollify in the classical way I 
Imbedding property (Proposition 2.3)
U8ing a finite covering of r I' by small parallelepipeds we may restrict us to the following situation:
C is a paral!elpiped (Fig. 3) .
The main tool is the classical Hardy inequality which states, roughly speaking, an estimate of a function by its derivative in an La-norm with weights: If e(r) and a(r) are nonnegative measurable weights on (0, T) with the property
then we have for all measurable / with
For the proof cf. Muc1NHourr [6] . Clearly, the pairs
a(r) = r' log 2(a/r), e(r) = r (x = 1) satisfy the weight condition with C = (c -1) 2 resp. = a 1. Now for fixed V and q' ^> ô let consider u on a strip orthogonal to I' (Fig. 3) and apply Hardy's inequality to
1(t) = -(, t), F(t) = u(, T) -u(y, t) .5)
We get I I u(Th t) -u(, t )1 2 a(t) di 15^ C'f I Vu( , t) 2 (t) dt
and after some simple estimate and integration first over T E (ô, a) then over the desired estimate is proved I 
Regularity (Proposition 2.5)
The main idea is the following one: We rewrite Equation (1) in the form
and deduce the "good" regularity of ipu from the "weak" regularity of the right hand side by the aid of a well known regularity result for elliptic equations.
Fix an arbitrary bounded domain C R'.
Step 1 (Regularity "a priori"): By an approximation argument we show that wa and V2u € ll'(G).
Indeed, since u has finite energy we can find u € C-(R) such that tpV 'u,, -ipl7u in L2(G) (Proposition 2.2) and u -> u in L2(G) (Proposition 2.3). This gives ?Uin H I (G) and (22) is proved. Step 2 (Regularity "a posteriori"): (22) shows that equation (21) 
Together with the imbedding result of Proposition 2.3 the relations (22) and (23) imply
V 2ajt9ju € L2(G) and therefore the desired result 'p2 Vu € H'(G).
Step 3 (Zero trace): It remains to approximate 'p2b1u in HI (G) by smooth functions vanishing in some neighbourhood of V. We may use the sequence ,p231u with u(x) = (x) . u (x) where , q,, is the cut-off-function from 3.2., Step 3. For example we have
as n -oo because the last three summands are integrable over G (Step 2) I 3.5, Replacing of RN by a bounded domain (Theorem 2.6) Let (it,,) be an arbitrary sequence of Q,,-solutions such that the radius of the largest ball tends to infinity. We shall extract a subsequence with I, , = fI Vu-Vu,,I2edx->0.
This, of course, proves the theorem.
Choosing ç = u in the variational equation (10) and q = u, Op = u,, in the Q,,-problem (12) In the following proof we will use some geometrically obvious fact's the proof of which may be found in BERNDT [1] . For example: Q \ F has only a finite number of components and two neighbouring h-cells can't have, points of I' on the common side, in a fixed component of Q \ F every two h-cells are conneoted by a chain of h-cells touching "side by side" (for sufficiently fine partitions). Finally, the values of 0 in a cell can be uniformly estimated by its values "in the middle of this cell": If Z is the union of two neighbouring h-cells and K the convex hull of the kernels then we have the
with a constant independent of the partition.
Proof of the stability: [Phi! = 1 is obvious by the definition. il rhii const. will follow by some simple estimates (apply (14), (24)) from the equality (cf. Q Q Clearly, it would be sufficient to construct v locally, in an arbitrary domain G Q \ I' and to prove the equality for supp q G. We start from an analogous discrete relation:
Here q,, denotes the discretisation of q' defined in (18) and q' is "alniost"..equal to q: on the left part of any ih-cell it is to be defined as the mean value of 99 over the value of q' over the right kernel and vice versa. The desired result follows by tending to the limit h -k 0. For the proof let fix a stripe S = P0 u P1 u u P of parallelepipeds "from, one side of Q to the other", for convenience in the first direction. Denote . ,
This is proved if we can show that every subsequence consists another subsequence on which
Now, note that the last relation holds if the term is absent (Convergence I; the subsequence may be choosed so that we have convergence a.e.). Hence, by the dominated convergence theorem, it holds also in the present form if we can show (x) -1 (x E Q \ F) and (
C.
(28) (x) e(x) The first relation follows from the continuity of . The second relation is satisfied only for x "away from I", e.g. for dist (x, F) IhI/2. Therefore we divide the left integral (26) in an essential part over = {all ih-cells with a distance to 1 This follows from a theorem of Gersgorin (cf. PA.aooI [7] ), which asserts that all eigenvalues are localized in the union of m circles with the centres aii and the radii ri = f l aiij.
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In our case we have a,, = r• > 0. Hence, all these circles belong to the half plane Rez0l
