Introduction
This paper is devoted to the inverse problems of the identification of coefficients in the pseudoparabolic equation
with the differential operators L 1 and L 2 of even order with respect to spacial variables. Such equations arises in the models of the heat transfer, filtration in the fissured media, quasistationary processes in the crystalline semiconductor (see more detailed review in [10, 11] ). The study of inverse problems for pseudoparabolic equations goes back to 1980s. The first result [9] refers to the inverse problems of determining a source function f in (0.1) with linear operators L 1 and L 2 of the second order, L 1 = L 2 . We should mention also the results in [4, 8] concerning with coefficient inverse problems for linear equation (0.1). In [8] , the uniqueness theorem is obtained and an algorithm of determining a constant a in the second order term is constructed. In [4] , the solvability is established for two inverse problems of recovering the unknown coefficients in terms u (the lowest term of L 2 u) and u t of (0.1).
In [7] , the inverse problem of finding the coefficient k depending on time in the equation 2) with integral data on the boundary is examined. Here M is a second order linear differential operator in the space variables. Sufficient solvability and uniqueness conditions for a solution to the problem of identification of the coefficient k(t) are established.
In the present article we establish solvability and uniqueness of solutions to the inverse problem of finding an unknown coefficient k = k(t) in the nonlinear equation (0.2) with the use of an additional information on the boundary (see (1.1)-(1.4)).
Statement of the problem and preliminary results
Let Ω be a bounded domain in R n with a boundary ∂Ω ∈ C 2 , T is an arbitrary real number and Q T = Ω × (0, T ) a cylinder in R n+1 with the lateral boundary S T = ∂Ω × (0, T ). The points of Ω are denoted by x, the points of [0, T ] by t, and the points of Q T by (t, x). Below we use the following notation: ∥ · ∥ and (·, ·) are the norm and the inner product of L 2 (Ω); ∥ · ∥ j and ⟨ ·, · ⟩ j are the norm of W j 2 (Ω) and the duality relation betweenW
is a scalar function and I is the identity operator. We consider the following inverse problem. For a given constant η and functions f (t, x), β(t, x), U 0 (x), ω(t, x), φ 1 (t), φ 2 (t) find the pair of functions (u(t, x), k(t)) satisfying the equation 3) and the condition of overdetermination
and n is the unit outward normal vector to ∂Ω.
If ω(t, x) ≡ 1 and φ 1 ≡ 0, then the integral condition of overdetermination (1.4) means, for instance, the total discharge of a liquid through the surface of the ground.
We assume that the following conditions are fulfilled. I. M is an operator of elliptic type, that is, there exist positive constants m 1 and m 2 such that for any v ∈W 1 2 (Ω)
. . , n, and m(x) are bounded in Ω and the operator M is selfadjoint, that is m ij (x) = m ji (x) for i, j = 1, 2, . . . , n.
III. The function ψ(ρ) is an injection of (−∞, +∞) onto itself. The injection is continuous and monotone, i. e.
(ψ(
. We denote by a(t, x), and b(t, x) the solutions of the problems 8) and introduce the additional notation:
The existence and uniqueness of the solution to the problems (1.7) and
are ensured by the Lemma 1.1 [6] . The trace u| t=0 = u 0 belongs to L p (Ω) and ψ(u 0 ) ∈ W Proof. 1) Let us define the functionψ = ψ(u) − ψ(a) and rewrite the problem (1.1)-(1.3) in terms ofψ.
[
In the hypotheses of the theorem the nonlinear operatorM mapping 
. In view of (1.11) and (1.12), the integration of (1.1) with respect to t from 0 to τ , 0 < τ T and the multiplication of the result byψ(u) in terms of the duality betweenW 1 2 (Ω) and W
−1
2 (Ω) gives:
where a 0 (x) = a(0, x). Estimating the right term of (1.13) with the help of the Cauchy inequality, (1.5), (1.6) and applying the Gronwall lemma, one can obtain the inequality 
Furthermore, integrating (1.1) with respect to t from 0 to τ , 0 < τ T and multiplying by M ψ(u) in terms of the inner product of L 2 (Ω) we reach the equality
In view of (1.16), (1.17) estimating the right term of this relation with the help of the Cauchy inequality and applying the Gronwall lemma to the resulting relation gives:
From (1.14), (1.18) and the inequality [5, Chapter 2]
, where the constant χ depends on n, m 1 , mesΩ, we obtain the estimate
Lemma 1.2. Let the assumptions I-III are fulfilled and the hypotheses of Lemma 1.1 providing the existence of the solution
Then the following assertions are valid.
Proof. 1) We multiply (1.1) by the function exp
and transfer the first summand to the right side of the obtained relation. Renaming t as θ and integrating this relation with respect to θ from 0 to t, 0 < t T and integrating by parts with respect to θ in the term contained u t we are led to the equality
Let us consider the iterative scheme:
Let v i and v be the solutions of the equations
We subtract (1.21) from (1.22) at the iteration i and multiply the difference by v i − v in terms of the inner product of L 2 (Ω). By (1.6), after integration by parts with respect to space variables and estimation of the right term in the resulting relation one can prove that
2) Let now the hypotheses of the second assertion hold. By the assertion 2) of Lemma 1.
The existence and uniqueness of the solution to the inverse problem
From hereafter we suppose that the following condition on ψ(ρ) is fulfilled. IV. The function ψ(ρ) is continuously differentiable on (−∞, +∞). Moreover, ψ ′ (ρ) ψ 0 > 0 where ψ 0 is a constant and for every σ > 0 there exists a constant L(σ) > 0 such that for all
By the solution of the inverse problem (1.1)-(1.4) we mean the pair of functions {u, k} which belongs to the class 
2 (∂Ω)); (ii) f 0 almost everywhere in Q T and U 0 0 for almost all x ∈ Ω; β and ω are nonnegative almost everywhere on S T ;
(iii) there is a number α > 0 such that
3)
where Φ 0 > 0 is a constant, Proof. We reduce the problem (1.1)-(1.4) to an equivalent inverse problem with a nonlinear operator equation for k(t). To this end, we multiply (1.1) by the solution b of the problem (1.8) in terms of the inner product in L 2 (Ω) and integrate by parts with respect to x at the second and third summands. By (1.4), this yields
whence in view of the fact that ∫
we obtain the equation
Let a function δ(t) be positive and continuous on [0, T ]. We define the cut-off function
for every z(t) ∈ L ∞ (0, T ) and consider the following iterative scheme:
10)
By Lemma 1.2 and the assumption IV, the solution u i satisfies (2.7) and 
δ(t).
Let us now integrate (2.10) with respect to t from 0 to τ , 0 < τ T , and multiply the result by
Integrating by parts in the second and third summands we obtain
Further, we multiply (2.14) by k i δ (τ ) and integrate by τ from 0 to θ, 0 < θ < T . Integrating by parts with respect to τ in the last term we are led to the equality ∫ θ
Estimating the right part of (2.15) with the use of (1.5) and the Gronwall lemma yields
where C 3 = ∥a 0 − U 0 ∥ + 2θ max t∈[0,T ] ∥F ∥. By (1.5), (1.6), (2.14) and (2.16),
We now multiply (2.10) by (ψ i u ) t in terms of the inner product in L 2 (Ω) and integrate by parts in the second and third summands of the resulting equation. This yields
) .
By estimating the right side of this equality with regard to (1.5), (2.17) and the assumption V, we obtain
. We are now in a position to reach an estimate for k i (t). By (2.9), (2.12) and (2.18),
In view of (2.5) the last expression is nonnegative when
On the other hand, by (2.6), there is t 1 , 0 < t 1 T , such that for 0 t < t 1
In particular, t 1 can be chosen so that the inequality
holds on [0, t 1 ] where 0 < q < 1 is a constant which will be defined below. Then in view of (2.5), (2.6)
Really, in view of (2.5) and (2.19) the inequality (u) . Integrating (2.10) with respect to t from 0 to τ , 0 < τ t * , and multiplying by M ψ(u i ) in terms of the inner product in L 2 (Ω) we are led to the equation
Multiplying this equality by k i−1 , integrating with respect to τ from 0 to θ and estimating the right term of the result with (1.16) we obtain
where the constant
Furthermore, rearranging the second term from the left side to the right one in (2.23) and estimating with (2.22) and (2.24), we arrive at the estimate
where u y is a solution of the problem (1.1)-(1.3) with k(t) = y(t). In accordance with Lemma 1.1 the problem ( In the hypotheses of the theorem A is a contraction operator on Y (t * ). Indeed, let y 1 (t), y 2 (t) ∈ Y (t * ) and u y1 , u y2 be the solutions of the problem (1.1)-(1.3) with k = y 1 and k = y 2 , respectively. The solutions u yj , j = 1, 2, satisfy (2.16)-(2.18) with y j (t) instead of k i δ . From (2.17) and assumption V it follows that
Let us consider the difference of the equations (1.1) for {u y1 , y 1 } and {u y2 , y 2 }.
where w y ≡ ψ(u y1 )−ψ(u y2 ). By integrating this equality with respect to t from 0 to τ , 0 < τ t * , taking the inner product of the resultant relation by w y in L 2 (Ω) and integrating by parts with respect to x, we obtain
Let us multiply this relation by y 1 (τ ) and integrate with respect to τ from 0 to θ, 0 < θ t * . By estimating the right side of the resultant equation with regard to (2.16) and (2.27), we are led to the inequality
where the constant C 6 > 0 depends on η, m 2 , t * , C 5 and max 0 τ t * δ ′′ (τ ) We now rearrange the last term of the left side to the right side of (2.29) and estimate the right side of the obtained equality with (2.27) and (2.30). By the assumption IV, we have
Furthermore, we take the inner product of (2.28) by (w y ) t in L 2 (Ω), integrate by parts with respect to x and rewrite the resultant equality as follows:
Estimating the right side of (2.32) with regard to the fact that, by (2.1), (2.13), (2.18) and (2.31), the assumption IV and the embedding theorem,
we are led to the relation
where κ is the constant from the inequality of embedding W
On the other hand, according to the definition of the operator A
By (2.2), (2.7), (2.21) and (2.33), one can show that 
which implies by (2.36) that the sequence k i converges in sense of the norm of 
