Abstract. A systematic overview of localization operators using a time-frequency approach is given. Sufficient and necessary regularity results for localization operators with symbols and windows living in various function spaces (such as L p or modulation spaces) are discussed. Finally, an exact and an asymptotic product formulae are presented.
Introduction
Localization operators arise from pure and applied mathematics in connection with various areas of research. Depending on the field of application, these operators are known under the names of Wick, anti-Wick or Toeplitz operators, as well as wave packets, Gabor or short time Fourier transform multipliers. There is a host of articles on the subject written by mathematicians, physicists and engineers; we refer, for instance, to [2, 9, 10, 11, 12, 16, 24, 26, 30, 34] .
In Section 2 we introduce localization operators by means of time-frequency analysis. Next, we recall the Weyl operators and their connection with localization operators. In Section 3, firstly, we introduce the spaces where windows and symbols live in, secondly, we present the regularity results known so far. Different time-frequency methods and techniques contribute to get such results. We sketch the ones used for sufficient regularity conditions. Our main interest focuses on the interplay between the roughness of the symbol and the time-frequency concentration of the window functions that build up the localization operator. Namely, depending on the function spaces where the symbol and windows lie, we derive regularity conditions for the corresponding operator. We shall start considering symbols in L p -spaces, with 1 ≤ p ≤ ∞, we go to potential Sobolev spaces and we end up with the the so-called modulation spaces. For symbols in L p -spaces, we recall results contained in [34] and we show how to get them by means of shorter proofs [4] . However, sometimes in the applications one needs rougher symbols, even tempered distributions rather than functions. Hence, the subsequent step is to consider potential Sobolev spaces W p s , with s < 0. To cover the whole space of tempered distributions S we require other spaces. For instance, we need to have bounded measures as symbols to recapture Gabor multipliers [16] ; therefore it is natural to choose modulation spaces as both symbol and windows spaces for getting localization operator regularity results. Moreover, the regularity results obtained show that the appropriate Banach spaces of tempered distributions for windows and symbols are precisely the modulation spaces. Furthermore, the optimality of the last spaces' choice is made clear by the necessary regularity conditions shown at the end of the section. In Section 4 we deal with the problem of the product of two localizations operators. We provide two different answers, namely, both an exact [13] and an asymptotic formula [5, 8] , depending on the framework one wants to work with.
Throughout the paper, we shall use the notation A < ∼ B to indicate A ≤ cB for a suitable constant c > 0, independent of the parameters A and B may depend on; whereas A B means A ≤ cB and B ≤ kA, for suitable c, k > 0.
Time-frequency analysis of localization operators
Their first introduction as anti-Wick operators is due to Berezin, in 1971. As a physicist, he introduced them by means of a quantization rule a → A a , from a symbol a, defined on a phase space, to an operator A a , acting on a suitable Hilbert space. The symbol a is called anti-Wick symbol, while the corresponding operator A a is referred to as the anti-Wick operator associated to the symbol a (let us notice that other authors talk about Wick quantization rather than anti-Wick, see, e.g., [1, 26] ).
It is worthwhile pointing out that the "canonical" coherent states occur implicitly in the definition of A a . Coherent states are L 2 -functions labelled by phase space points. Here the associated phase space is the time-frequency plane R 2d . Therefore, in order to construct a family of coherent states, one starts by choosing a vector ϕ in L 2 (R d ). The associated coherent states are then generated from ϕ by time-frequency plane translations. Namely, for every point (x, ω) ∈ R 2d , the coherent state ϕ (x,ω) is defined by
where M ω is the frequency shift operator given by M ω ϕ(t) = e 2πit f (t) and T x stands for the time shift operator defined by T x f (t) = f (t − x). The classical choice for ϕ in the anti-Wick construction is given by the Gaussian function
2 . The resulting coherent states ϕ (x,ω) are often called canonical coherent states in the physics literature or Gabor wave functions in the engineering literature. They are the building blocks of anti-Wick operators, in a sense that we shall explain later. These operators turn out to be useful not only in physics but also for the theory of PDE's. In this setting smooth and regular anti-Wick symbols have been used (e.g., belonging to Hörmander or Shubin classes). For a deeper understanding of this classical framework, we refer to [7] , included in this volume. Here we pay attention to the need of describing and extracting features of a given function, the so-called "signal", according to engineering terminology.
The terminology localization operators appears for the first time in 1988, in a paper by Daubechies [10] . She introduced these operators to localize a signal both in time and frequency. Her primary motivations were applications in optics and signal analysis rather than PDE's. For instance, localization operators could be used to filter out noise from given (noisy) signals. Since then, they have been extensively investigated as an important mathematical tool in the applications mentioned above [11, 16, 27, 33, 34] . Therefore, let us come deeper into this subject. We shall make use of time-frequency representations, a method commonly used by engineers to represent and study features of a signal.
The localization operators can be defined by means of one of the most important and widely used time-frequency representation: the short-time Fourier transform, using once again the terminology of signal analysis. Why do we need a joint time-frequency information about a signal? A simple example gives the answer to our question. For a given square integrable signal f , its Fourier transformf , the "spectrum" of f , is not sufficient to describe the physical phenomenon because it records which frequencies are present in the signal f , without saying anything about "when" those frequencies exist. The need to know how the spectral content is changing in time, that is, to understand what a time-varying spectrum is, has led to develop physical and mathematical ideas. Time-varying spectra are common in ordinary life. The pitch, which is the common word for frequencies of human speech, changes as we speak and produces the richness of sounds in our language. The short time Fourier transform is the most widely used method for studying a non-stationary signal, like human speech. The concept behind it is simple and powerful. Suppose we listen to a piece of music that lasts an hour and suppose that it begins with violins and it ends with drums. If we Fourier analyze the whole hour byf , we see peaks at the frequencies corresponding to the violins and the drums. This will tell us that there were violins and drums but will not give us any indication of when the violins and drums were played. The most straightforward way to overcome this lack of information is to break up the time interval into small segments (e.g., minutes) and Fourier analyze each interval resolutions. This is done by considering a suitable window function ϕ, localized in a neighborhood of the origin (the initial time), and making it sliding along the time interval: the time-frequency information about the signal f in a neighborhood of the instant x is obtained by Fourier-analyzing the product of f with the window ϕ shifted at x (see Figure 1) . This is the reason why we talk about short time Fourier transform. The short- where the last equality expresses the L 2 -inner product between the signal f and the coherent states of ϕ, but it can also regarded as a duality on a suitable pair of dual spaces B × B, extending the inner product on L 2 (R 2d ). Therefore, once we fix a non-zero analysis window ϕ 1 ∈ L 2 (R d ), the shorttime Fourier transformV ϕ 1 f represents the time-frequency analysis of the signal f . If we want to come back to the original signal f , we consider a suitable synthesis window
, such that the L 2 -product of the windows ϕ 1 and ϕ 2 is not zero. The following reconstruction formula then holds:
The equality is to be understood in a L 2 -sense, but it can have different meanings depending on the window spaces.
In applications, it is often desirable to consider only certain times and frequencies of a signal f , or to single out certain regions in the time-frequency distribution of f (one can consider, for instance, the problem of filtering out the noise of a signal). For this purpose, we fix a non-zero analysis window ϕ 1 , we analyze f by means of V ϕ1 f and then we multiply the time-frequency representation V ϕ1 f by a suitable weight function a defined on the time-frequency plane. Finally, we reconstruct the signal f starting from a(x, ω)V ϕ 1 f (x, ω), the modified time-frequency representation of f . What we get is a modified version of the original signal f , namely
where the meaning of the previous integrals depends on the spaces where we have chosen the symbol a and the windows ϕ 1 and ϕ 2 . Informally, we have just defined the time-frequency localization operator A ϕ1,ϕ2 a , associated with the symbol a and with ϕ 1 and ϕ 2 as analysis and synthesis windows, respectively.
To prove regularity results for localization operators, it is often useful the weak definition of the previous integral, that is
The last equality shows that the action of a localization operator can be interpreted as the action of its symbol on the pointwise product of two short-time Fourier transforms. The localization operator can be seen as a generalization of the anti-Wick construction, that is recaptured for ϕ
2 /2 . The previous definition also extends Daubechies' one, in which the analysis and synthesis windows coincide. The time-frequency construction of a localization operator naturally suggests to replace the study of the linear anti-Wick quantization mapping by the investigation of the multilinear mapping
The result we get is a host of sufficient regularity conditions. Among the methods we use to achieve the previous goal, there is the connection between anti-Wick operator and Weyl calculus. To introduce Weyl operators, we use again a time frequency approach. Indeed we give a weak definition by means of another important time-frequency representation, the cross-Wigner distribution, defined as
where f, g are suitable functions, chosen such as the previous integral makes sense. Given a symbol σ on the phase space R 2d , the Weyl operator L σ is defined as
The mapping
is another quantization rule, and it is called Weyl quantization or Weyl transform [18, 32] . A localization operator can always be written as a Weyl operator. Namely, if W (ϕ 2 , ϕ 1 ) is the cross-Wigner distribution of ϕ 2 , ϕ 1 , and L σ is the Weyl transform with Weyl symbol σ, then we have (see [4, 18] )
Regularity results
In order to provide our result, we explicitly recall the definition of the function spaces we will work with. Secondly, we present sufficient regularity results and finally we show the (almost) optimality of the results obtained giving necessary conditions.
Function spaces
is the space of essentially bounded measurable functions with the norm f ∞ = ess sup x∈R d |f (x)|. In the next section we shall also make use of the weighted FL p -spaces. First, given a positive and continuous weight function
These spaces are Banach spaces equipped with the norm
We now recall the definition of potential Sobolev spaces. Let s ∈ R, the Bessel kernel is defined by
Then the potential Sobolev spaces are given by
= g p (see [3, 29] ). The spaces that provide a measure of the phase space distribution of symbols and windows, are the so-called modulation spaces. For their basic properties we refer, for instance, to [20, and the original literature quoted there.
Firstly, let us introduce the weight functions we shall deal with. Let v be a continuous, positive, even, submultiplicative weight function on R 2d (in short, a submultiplicative weight), i.e.,
. We shall mostly use the previous weights when working with modulation spaces, even though we define them for general weights.
Namely, let g ∈ S(R d ) be a fixed non-zero window, m a non-negative, even weight function on R 2d of polynomial growth, and [20, Thm. 11.3.7] ). In particular, we will use the polynomial weights defined by
where z = (x, ω) ∈ R 2d and s ∈ R. Among the modulation spaces one can recognize well-known function spaces (see [4, 22, 28] 
(v) Feichtinger's algebra:
. For comparison we list the following embeddings between potential and modulation spaces [6] . 
Sufficient conditions
To present our result, we need to recall the definition of Schatten-von Neumann classes. Consider a compact operator A ∈ B(X), where X is a separable Hilbert space and B(X) is the space of bounded linear operators on X. For p ∈ [1, ∞), the Schatten-von Neumann class is defined as
where s k (A) are the singular values of A, i.e., the eigenvalues of the operator √ A * A. In particular, S 2 is the space of Hilbert-Schmidt operators, and S 1 is the space of trace class operators. For consistency, we define the class S ∞ := B(X).
Here we consider the Hilbert space X = L 2 (R d ). We write E (R 2d ) for the subspace of tempered distributions of compact support on R 2d . The sufficient regularity conditions known so far can be easily summarized by means of the following table.
Results Symbol
Windows Operator
The result (i) is well known and first appeared in [34] ; here we sketch a different and shorter proof of it. More details are contained in [4] .
Sp ≤ a p ϕ 1 2 ϕ 2 2 . Proof. We prove the result for trace class p = 1 and the boundedness for p = ∞ and then interpolate between these endpoints.
(a) p = 1. For z = (x, ω) ∈ R 2d , we consider the rank one operator
Its trace class norm is
and the mapping z → Q z is continuous from R 2d to S 1 . Therefore the vector-valued integral defining A
is well-defined in S 1 (see, e.g., [25] ). The generalized triangle inequality now yields
In this case we use the weak definition (3) of A ϕ 1 ,ϕ 2 a and estimate directly
In the last equality we used the isometry property of the short-time Fourier transform [20, Chp.3] , given by
It follows that A
is bounded on L 2 (R d ) and (11) holds for p = ∞. The result follows now by complex interpolation.
The results (ii) − (vi) were proved by a different method. Namely, thanks to relation (6), finding sufficient regularity conditions for localization operators can be translated into seeking conditions for Weyl operators. In this last framework, there are many papers and results on the topic. The most recent and general ones involve modulation spaces (see [6, 21] ) and can be summarized as follows.
Relation (6) , that is
Therefore, if we want to use Theorem 3.3, we need to understand convolution relations between modulation spaces and properties of the Wigner distribution. This is made clear by the following two propositions, proved in [6] . Let us notice that the first result shows a convolution relation for modulation spaces in the style of Young's theorem. 
Next, the modulation space norm of a cross-Wigner distribution is controlled by means of the modulation space norms of the corresponding windows.
, and
Based on the tools developed so far, it is now straightforward to prove the sufficient regularity conditions for localization operators contained in the following theorem (for details we refer to [6] ).
q ≤ ∞, and the operator norm satisfies the uniform estimate
Using the embedding result of Lemma 3.1 and the embedding M 1 vs → M p vs , with 1 ≤ p ≤ ∞ (see e.g., [20] ), we derive the result (ii):
Let us end up this subsection saying few words about tempered distributions of compact support E (R 2d ). It is well-known that every a ∈ E (R 2d ) can be represented as
for compactly supported continuous functions f α on R 2d [31, p. 263, Cor. 2]. For convenience and in contrast to the standard definition, we will call the integer n in (15) the order of a ∈ E . If we compute the short-time Fourier transform of a tempered distribution of order n, we get the estimate (see [6, Prop. 3.6 
and, consequently, a ∈ M
is a trace class operator.
Necessary conditions
In this section we show that the sufficient conditions obtained in Theorem 3.6 (for p = ∞ and p = 2) are essentially optimal. This investigation requires a different approach. The starting point is a local regularity property of the short-time Fourier transform, written in terms of Wiener amalgam spaces [14, 15, 17, 19] . Here we do not intend to come into this matter. Moreover, the proof of the necessary conditions is achieved by heavily working with short-time Fourier transform properties and it requires a broad background on the topic. Therefore, we limit ourselves to present the result, referring the reader to [6] , for all the proofs and details. 
Let us end up this section by giving an application of localization operators with rough symbols. Namely, symbols that are tempered distributions enable us to work with bounded measures of the form a = k∈Z 2d a k δ k , where (a k ) ∈ ∞ (the space of bounded sequences) and δ k is the Dirac measure centered at the point k. If we substitute the previous measure to the function a in the definition (2) of a localization operator, we recapture the discrete Gabor multiplier [16] , with a considerable improvement of the regularity results known so far.
Composition formula
Given two localization operators, we aim at computing their product. It would be useful to express it in terms of localization operators. In the sequel we present two different product formulae. The former is an exact formula, i.e., the composition result is a localization operator as well. However, the formula holds only for Gaussian windows. The latter works for every pair of localization operators; in this case, the result is written as a sum of localization operators, plus a remainder term, in the Weyl form.
Exact product
We reformulate the result of [13] according to the notation of [18, 20] . Furthermore, we provide regularity estimates in dependence of the function spaces the symbols of the factors belong to.
From then onward we consider the window functions
In this case, the Wigner distribution of the Gaussian ϕ is a Gaussian as well:
2 , z ∈ R 2d . If we compute the Weyl symbol σ of the operator A ϕ,ϕ a , by means of relation (6) 
2 )(ζ), z, ζ ∈ R 2d . In order to express the product in the localization form, firstly, we rewrite the factors in a Weyl form and then we use the product formula for Weyl operators [18, Chp. 3.2] . Namely, the composition of the Weyl operators L σ and L τ , with symbols σ and τ belonging to suitable function spaces, is a Weyl operator L µ , with symbol µ = σ τ , the twisted multiplication of the symbols σ and τ :
where the brackets [·, ·] express the symplectic form on R 2d , i.e.,
Secondly, we come back to localization operators by means of relation (6) . Given the Weyl symbols σ, τ ∈ S(R 2d ), we are interested in the Fourier transform of the twisted multiplication σ τ , that is
where the twisted product is given by (18) 
For any f, g ∈ S(R 2d ), we define the product by
then the product of localization operators is given by the following result.
Proof. It is a straightforward consequence of relations (18) and (19 
Hence, we haveμ
whereĉ is given by relation (20) .
Next, we want to obtain estimates related to the product .
Lemma 4.2. Let f, g ∈ S(R 2d
) and h = f g. Then, for every constant δ > 0, we have
Our point of view is signal analysis rather than PDE. In this context, we deal with rougher symbols and windows, even tempered distributions rather than functions are allowed; the symbol classes do not enjoy the property of increasing regularity with the derivative order , typical of the classical case. Hence, the Weyl remainder symbol might be less regular than the localization symbols contained in the sum. It is clear that a different approach is required. The interest is focused on norm estimates for the operators. Since it is hopeless to find a more regular symbol for the remainder when rough symbols are considered, it is fundamental to understand when the localization operators and the Weyl remainder are bounded on suitable Banach spaces. Furthermore, for some applications (e.g., the characterization given by (24) ), the Weyl term compactness is needed.
This approach allows to measure how much a localization operator affects the time-frequency concentration of a signal. As usual, the spaces that give timefrequency measures are the modulation spaces. How do we translate the classical product formula [1, 7, 8] in this context? How much can we extend it to hold for rough symbols and windows? How can pointwise symbol multiplication be made when it comes to tempered distributions?
The starting point is the product formula for localization operators contained in [8] . We translate the Shubin calculus into a corresponding one for symbols in modulation spaces. Let us sketch the main results obtained in [5] .
Let N ∈ N be fixed and ϕ i , i = 1, . . . , 4, be non-zero windows in S(R d ) (even rougher windows are allowed, with smoothness depending on the integer N ). If we consider any rough symbol a ∈ s≥0 M Namely, the product is expressed in terms of a sum of localization operators having the first window Φ α made of the factor windows ϕ 1 , ϕ 3 , ϕ 4 and depending on the derivative order (for the detailed expression we refer to [5, 8] Also operator norm estimates, involving the time-frequency distribution of symbols and windows can be easily provided. Here we end up recalling an important application of formula (23) . Indeed, formula (23) (24) represents a generalization of the classical result for Shubin-Sobolev spaces [28] , recaptured in the framework of modulation spaces by means of (9) .
