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AUTOMORPHISM GROUPS OF STEINER TRIPLE SYSTEMS
JEAN DOYEN AND WILLIAM M. KANTOR
Abstract. If V is a Steiner triple system then there is an integer NV such
that, for u ≥ NV and u ≡ 1 or 3 (mod 6), there is a Steiner triple system U
on u points having V as an AutU -invariant subsystem on which AutU induces
AutV and AutU ∼= AutV .
1. Introduction
Mendelsohn [Me] proved that any finite group G is isomorphic to the automor-
phism group of some Steiner triple system. He used modifications of the Steiner
triple system of points and lines of a projective space PG(n, 2), and hence his sys-
tems had 2n+1−1 points for some n. The same restriction on the number of points
appears in a similar theorem in [Ka]. This leads to the natural question: what
restrictions are there on the number of points of a Steiner triple system U such
that AutU ∼= G? Since G has to be able to act on U , the size of U cannot be too
small:
Theorem 1.1. If G is a finite group then there is an integer MG such that, for
u ≥MG and u ≡ 1 or 3 (mod 6), there is a Steiner triple system U on u points for
which AutU ∼= G.
It is known that MG = 15 when G = 1 [LR]. Our arguments cannot deal with
such small Steiner triple systems.
The preceding theorem is an immediate consequence of [Me] and a more general
result:
Theorem 1.2. If V⋆ is a Steiner triple system then there is an integer NV⋆ such
that, for u ≥ NV⋆ and u ≡ 1 or 3 (mod 6), there is a Steiner triple system U on
u points having V⋆ as an AutU -invariant subsystem on which AutU induces AutV⋆
and AutU ∼= AutV⋆.
Cameron [Ca] considered a similar question. He proved that, if V is a Steiner
triple system of order v, and if u > 6v2 with u ≡ 1 or 3 (mod 6), then there is a
Steiner triple system U of order u in which V can be embedded in such a way that
every automorphism of V can be extended to U . His proof and ours use a familiar
and wonderful old construction of Moore [Mo] that combines three Steiner triple
systems to produce a fourth.
The proof of Theorem 1.2 first enlarges V⋆, without changing its automorphism
group, as part of a process to obtain a Steiner triple system U having a rich geometry
of PG(k, 2) subsystems for various k. This process involves Proposition 2.5 (using
[Ka]) and Lemma 2.3(ii), and leads to our key tool: Proposition 3.5.
The ugly, tedious bookkeeping parts of the proof (in Sections 3.4 and 3.5) ensure
that we obtain all large u. Section 3.5 contains poor bounds for both NV⋆ and the
number of nonisomorphic U .
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Results such as Theorem 1.1 are usually based on the action of G having many
regular point-orbits. This is very much not the situation for Theorem 1.2: the size
of every point-orbit of our AutU is 1 or the size of a point-orbit of AutV⋆ on V⋆.
There is also a result in [Ca] concerning a partial Steiner triple system V (a set
of points, together with some triples of points, such that any two points are in at
most one triple), and a partial Steiner triple system U having V as a subsystem (so
the points of V are among the points of U and the triples of V are precisely those
triples of U that are contained in V ). It is shown that there is a function g such
that, if V is a partial Steiner triple system of order v, and if u > g(v) with u ≡ 1
or 3 (mod 6), then there is a Steiner triple system U of order u of which V is a
subsystem such that every automorphism of V can be extended to U . In Section 4
we will use Theorem 1.2 to prove the following result (along with corollaries):
Theorem 1.3. If V is a partial Steiner triple system then there is an integer N ′V
such that, for u ≥ N ′V and u ≡ 1 or 3 (mod 6), there is a Steiner triple system
U on u points having V as an AutU -invariant subsystem on which AutU induces
AutV and AutU ∼= AutV .
2. Background
2.1. Moore’s XY V . We will use a 125 year old construction due to Moore [Mo,
p. 276]1. (This description is in many sources, such as [LW, p. 235] and [Ca].)
Let X ⊂ Y and V be three STSs, and label Y − X in any way with a cyclic
group A. Then U := X ∪ (V ×A) is (the set of points of) an STS, with triples
(M1) those of X ,
(M2) (v, a1), (v, a2) and
{
x if a1, a2, x is a triple in Y , ai ∈ Y −X , x ∈ X
(v, a3) if a1, a2, a3 is a triple in Y , ai ∈ Y −X ,
and
(M3) (v1, a1), (v2, a2), (v3, a3) if v1, v2, v3 is a triple in V and a1a2a3 = 1.
2.2. Enlarging Y . The STSs X and Y in the preceding section have unknown
structure. While this does not matter for X , we will enlarge Y in two ways in order
to give it significant geometric structure (Lemmas 2.2(ii) and 2.3(ii)).
Given an STS Y there is standard construction for an STS 2Y + 1 on 2|Y |+ 1
points labeled Y ∪Y1∪∗, using a bijection y 7→ y1 of Y → Y1 and triples of the form
abc in Y ∗aa1 etc. a1b1c etc.
(We always use |Y | to denote the number of points in an STS Y .) Here |2Y +1| ≡ 3
(mod 4) and Y is a subsystem of 2Y +1. If Y is a hyperplane of a projective space
P = PG(n, 2) then P ∼= 2Y + 1.
Definition 2.1. An STS is PG(2, 2)-pointed with respect to a point p if any two
triples containing p generate a PG(2, 2) subsystem.
An STS with more than seven points is PG(3, 2)-2-pointed with respect to two
points if any four points including these two generate a PG(k, 2) subsystem for
k = 2 or 3.
An STS is PG(2, 2)-paired if any two points are in at least two PG(2, 2)-subsystems.
This is the key geometric property needed in the proof of Proposition 3.5(i).
1Moore used it to produce two nonisomorphic STSs of any admissible order > 13. Unfortu-
nately, his method for proving nonisomorphism [Mo, pp. 279-281] has a significant gap.
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Lemma 2.2. (i) 2Y + 1 is PG(2, 2)-pointed with respect to ∗.
(ii) Each STS Y1 is a subsystem of an STS that is PG(3, 2)-2-pointed (with
respect to some pair of points) and has size 4|Y1|+ 3 ≡ 7 (mod 8).
Proof. (i) Two triples ∗aa1, ∗bb1 on ∗ generate a PG(2, 2) subsystem with triples
abc ∗aa1, ∗bb1, ∗cc1 a1b1c, a1bc1, ab1c1.
(ii) Use the STS 2(2Y1 + 1) + 1. 
The standard direct product A×B of STSs A and B is the STS for which
A×B is the set of points and whose triples have the form {(a, b1), (a, b2), (a, b3)},
{(a1, b), (a2, b), (a3, b)} or {(a1, b1), (a2, b2), (a3, b3)} for a ∈ A, b ∈ B, and ordered
triples (a1, a2, a3) from A and (b1, b2, b3) from B.
Lemma 2.3. Let Y1 be a PG(3, 2)-2-pointed STS with |Y1| ≡ 7 (mod 8). If k ≥ 4
and Y := Y1×PG(k − 1, 2), then
(i) |Y | ≡ 1 (mod 8), and
(ii) Y1 and Y are both PG(2, 2)-paired.
Proof. (i) |Y | = (2k − 1)|Y1| ≡ −7 (mod 8).
(ii) For Y1 this is clear from PG(3, 2)-2-pointedness (the points are in a PG(3, 2)
subsystem). For Y , if the two points are (y1, a1) and (y2, a2) then there are at least
two PG(2, 2) subsystems B of Y1 containing y1, y2 and at least three planes A of
PG(k − 1, 2) containing a1, a2.
If y1 6= y2 and a1 6= a2 there is an isomorphism φ :B → A sending yi 7→ ai, i =
1, 2. Then {(y, yφ) | y ∈ B} ⊂ B×A is a PG(2, 2) subsystem of Y containing the
given points.
If y1 = y2 then y1×A is a PG(2, 2) subsystem. If a1 = a2 then B×a1 is a
PG(2, 2) subsystem. 
2.3. Enlarging V⋆. The STS V⋆ also has unknown structure, so we will enlarge it
to STSs having significant geometric structure.
Remark 2.4. By [Ka, Theorem 1.1 and Sec. 7(1a,b)], if n ≥ 6 then there is an
STS D such that
(i) AutD = 1,
(ii) D has 16n − 1 points,
(iii) Every point of D is in a PG(n− 1, 2) subsystem of D, and
(iv) D is generated by its PG(3, 2) subsystems, and the graph whose vertices
are these subsystems, with two joined when they meet, is connected.
Choose n ≥ 6 so that 2n − 1 > |V⋆| ≥ 2n−6. Then the image of any map from
PG(n− 1, 2) into V⋆ sending each collinear triple to a triple or a point must have
size 1. (Otherwise, restrict to a plane mapping onto a triple in order to obtain a
contradiction: the preimages of the points of the triple would have to be pairwise
disjoint and cover the plane.)
The next result is our only use of PG(n− 1, 2) subsystems.
Proposition 2.5. (i) Every point of V⋆×D is in a PG(3, 2) subsystem of V⋆×D,
(ii) If d ∈ D then V⋆×d is isomorphic to V⋆, and
(iii) V⋆×d is an Aut(V⋆×D)-invariant subsystem of V⋆×D on which Aut(V⋆×D)
induces Aut(V⋆×d) and Aut(V⋆×D) ∼= Aut(V⋆×d).
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Proof. For (i), if v ∈ V⋆ then v×D is isomorphic to D, so use Remark 2.4(iii).
Statement (ii) is obvious. For (iii) we need to determine Aut(V⋆×D).
Each PG(n − 1, 2) subsystem in V⋆×D is a set of ordered pairs that projects
onto subsystems of V⋆ and D, and hence induces a map from PG(n − 1, 2) to V⋆
sending each collinear triple to a point or triple. As noted above, the image of that
map is a point. Thus, each PG(n−1, 2) subsystem in V⋆×D lies in some subsystem
v×D, v ∈ V⋆. Since no two subsystems v×D meet, they are uniquely determined
as the connected components of the graph for V⋆×D in Remark 2.4(iv).
The set of these v×D forms an STS V ′
⋆
∼= V⋆ in an obvious manner, and
Aut(V⋆×D) acts on V
′
⋆
. Each g ∈ AutV⋆ induces an automorphism of V⋆×D
via (v, d)g = (vg, d) for v ∈ V⋆, d ∈ D; it also induces an automorphism of V ′⋆ .
If h ∈ Aut(V⋆×D), let g ∈ AutV⋆ ≤ Aut(V⋆×D) induce the same automorphism
as h on V ′
⋆
. Then hg−1 induces 1 on V ′
⋆
. It follows that hg−1 fixes every subsys-
tem v×D, induces an automorphism of each such subsystem, and hence is 1 by
Remark 2.4(i). Thus, Aut(V⋆×D) behaves as required. 
Corollary 2.6. There are STSs Vi, i = 1, 2, having V⋆ as an AutVi-invariant sub-
system on which it induces AutV⋆ and such that AutVi ∼= AutV⋆ and {|V1|, |V2|} ≡
{±3} or {±9} (mod 24). Moreover, |V1| ≤ 224|V⋆|5 and |V1| < |V2| < 2144|V⋆|25.
Proof. Obtain V2 := V1×D
′ from V1 via Proposition 2.5 (using D
′ arising from
an integer m such that 2m − 1 > |V1| ≥ 2m−6). By Remark 2.4(ii), |V1| = (16n −
1)|V⋆| ≡ 15|V⋆| (mod 24) and |V2| ≡ 15|V1| ≡ −15|V⋆| (mod 24). Thus, {|V1|, |V2|} ≡
{±9|V⋆|} (mod 24), while all odd multiples of 3 are ≡ ±3 or ±9 (mod 24).
Finally, |V1| = |V⋆||D| = |V⋆|(16n − 1) ≤ |V⋆|((26|V⋆|)4 − 1) < 224|V⋆|5; and
similarly |V2| < 2
24|V1|
5 < 2144|V⋆|
25. 
3. Proof of Theorem 1.2
3.1. Preliminaries and notation. We use Section 2.1 to construct our STS U .
We begin with notation and properties of the STSs used in the construction.
(P1) (a) We replace V⋆ by an STS V := V1 or V2 such that |V | ≡ 0 (mod 3).
(See Corollary 2.6; it will be determined in Section 3.4 whether V = V1
or V2 for a specific target u. Neither V1 nor V2 is uniquely determined:
they depend on choices for n and m in that corollary that are made
just once.)
(b) Each point of V is in a PG(3, 2) subsystem of V (Proposition 2.5(i)).
(P2) For any admissible integers x, y0 with y0 ≥ 2x+ 1, [DW] provides an STS
Y0 of size y0 containing a subsystem X of size x.
(P3) We replace Y0 by one of two possible STSs Y having Y0 as a subsystem (it
will be determined in Section 3.4 which STS is used for a specific target u).
Each Y has size |Y | ≡ ±1 (mod 8) (other possibilities mod 8 are ignored);
we will use the sign to determine an additional integer K.
(a) Case |Y | ≡ −1 (mod 8):
(1) K := 1, and
(2) Y is the STS produced in Lemma 2.2(ii).
(b) Case |Y | ≡ 1 (mod 8):
(1) k > 3 is an odd integer such that K := 2k − 1 ≡ 7 (mod 24)
is relatively prime to |Vi| − 1 for i = 1, 2 (cf. Remark 3.12; K
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is not uniquely determined but we make a single choice for K
depending only on |V1| and |V2|), and
(2) Y is the STS in Lemma 2.3.
(c) Thus, y := |Y | = (4|Y0|+ 3)K ≥ (8x+ 7)K by (P2).
(d) We assume that y − x > 6|V2| ≥ 6|V |.
(e) Any two points of Y are in at least two PG(2, 2) subsystems (Lemma
2.3(ii)).
(P4) Let A := Y −X and U := X ∪ (V × A) be as in Section 2.1. As noted in
[Ca, p. 469], each g ∈ AutV acts as an automorphism of U via
g = 1 on X and (p, q)g = (pg, q) for p ∈ V, q ∈ A.
(P5) The cyclic group A has even order; let −1 denote its involution. For a ∈ A
let −a := (−1)a.
(P6) Let A6 := {a ∈ A | a6 = 1}. The symbol ω always stands for an element of
A satisfying ω3 = 1.
(P7) Labeling Y −X. The structure of Y −X as a cyclic group and as part of
an STS have nothing to do with one another (observed in [Mo, p. 279]).
(a) Let y
•
be a generator of A, so that yα
•
/∈ y
•
A6 whenever 1 6= α ∈ AutA.
(b) Choose a triple lying in Y −X and label its points 1,−1, y
•
.
(c) If A has an element ω of order 3 then choose two further triples in
Y −X containing y
•
and label them ω,−ω, y
•
and ω2,−ω2, y
•
. Such
choices are possible since (|Y | − |X |)/2 ≥ |X |+ 3.
3.2. Location of PG(2, 2) subsystems. We need structural properties of the STS
U in Section 2.1. For v ∈ V let Yv := X∪(v×A). By (M2) this is a subsystem of U
isomorphic to Y (via the isomorphism x 7→ x, y 7→ (v, y) for x ∈ X, y ∈ A = Y −X).
There are PG(2, 2) subsystems generating V ×1, and ones generating Yv ∼= Y for
each v ∈ V (by (P1(b)) and (P3(e))). Another possible type of PG(2, 2) subsystem
uses a triple v1, v2, v3 in V (cf. (P5)):
(3.1)
points: x, (vi, ai), (vi,−ai) for i = 1, 2, 3,
for x ∈ X, ai ∈ A, a1a2a3 = 1 and triples ai,−ai, x in Y
triples: (vi, ai), (vi,−ai), x for i = 1, 2, 3, and
(v1, ǫ1a1), (v2, ǫ2a2), (v3, ǫ3a3) whenever ǫi = ±1 and ǫ1ǫ2ǫ3 = 1.
Definition 3.2. Let S be a subsystem of V and f : S → A6 (cf. (P6)) a map
such that f(v1)f(v2)f(v3) = 1 whenever v1, v2, v3 is a triple in S. Then VS,f :=
{(v, f(v)) | v ∈ S} is a subsystem of U , and VS,1 = S × 1 ∼= VS,f via (v, 1) 7→
(v, f(v)), using (M3): these subsystems are just variations on V × 1.
The subsystems Yv and VS,f are the basic tools in our proof, and
(3.3) |Yv ∩ VS,f | ≤ 1 for all v and all S, f .
Lemma 3.4. Each PG(2, 2) subsystem of U either is of type (3.1), lies in some
Yv, or has the form VS,f for a PG(2, 2) subsystem S of V .
Proof. If a PG(2, 2) subsystem has the form {(vi, yi) | 1 ≤ i ≤ 7} with distinct vi,
then the vi form an STS S. By (M3) we may assume that the triples in S are
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(v1, a1), (v2, a2), (v3, a3) so a1a2a3 = 1
(v1, a1), (v4, a4), (v5, a5) so a1a4a5 = 1
(v1, a1), (v6, a6), (v7, a7) so a1a6a7 = 1
(v3, a3), (v5, a5), (v7, a7) so a3a5a7 = 1
(v3, a3), (v4, a4), (v6, a6) so a3a4a6 = 1
(v2, a2), (v4, a4), (v7, a7) so a2a4a7 = 1
(v2, a2), (v5, a5), (v6, a6) so a2a5a6 = 1.
Then (
∏
i ai)
3 = 1 and a31a2a3a4a5a6a7 = 1. It follows that
∏
i ai = ω with ω
3 = 1
and a21 = ω
2, so each a6i = 1. Then W = VS,f with f(vi) := ai ∈ A6.
If a PG(2, 2) subsystem contains a triple (v, a1), (v, a2), (v, a3) but does not lie
in Yv, then it also contains a point (v2, b2) with v2 6= v. By (M3), the triples joining
(v2, b2) to the previous ones contain further points (v3, b3), (v3, c3) and (v3, d3) with
v3 6= v, and hence another triple (v, a1), (v3, c3), (v3, d3), which contradicts (M3).
Assume that our PG(2, 2) subsystem is not in any Yv. Then the only other
possible type of PG(2, 2) subsystem is determined by three triples through some
x ∈ X , with triples
(v1, a1), (v2, a2), (v3, a3) so a1a2a3 = 1
x, (v1, a1), (v1, b1) so a1, b1, x is a triple in Y
x, (v2, a2), (v2, b2) so a2, b2, x is a triple in Y
x, (v3, a3), (v3, b3) so a3, b3, x is a triple in Y
(v1, a1), (v2, b2), (v3, b3) so a1b2b3 = 1
(v1, b1), (v2, b2), (v3, a3) so b1b2a3 = 1
(v1, b1), (v2, a2), (v3, b3) so b1a2b3 = 1.
The last three equations imply that a1a2a3b
2
1b
2
2b
2
3 = 1, so 1 = (b1b2b3)
2 = (b1a
−1
1 )
2
and hence b1 = ±a1 (cf. (P5)). Since x, (v1, a1), (v1, b1) is a triple we must have
b1 = −a1, so we are in (3.1). 
For Moore [Mo, Sec. 10], the types of PG(2, 2) subsystems of U were isomor-
phism invariants of his STS construction. He did not go into the detail involved in
(3.1) or a map f :S → A6.
The next result is crucial. It is based on (P1(b)) and (P3(e)), together with
(3.3).
Proposition 3.5. Let W be a subsystem of U .
(i) If W ∼= Y then W has the form Yv.
(ii) If W ∼= V and W meets each subsystem in (i) in at most one point, then
W has the form VV,f .
Proof. (i) Let (v1, a1) ∈W −X . Assume that W 6⊆ Yv1 .
Let (v2, a2) ∈W with v1 6= v2. By (P3(e)), there are at least two PG(2, 2) sub-
systems containing (v1, a1) and (v2, a2). Each such subsystem has type (3.1) or VS,f
by Lemma 3.4. In the former case, the subsystem has a triple x, (v1, a1), (v1,−a1)
with x ∈ X , where (in view of (M2)) x is uniquely determined by being in a triple
with a1 and −a1. Thus, there is at most one subsystem of type (3.1) containing
(v1, a1) and (v2, a2), so at least one of the PG(2, 2) subsystems containing (v1, a1)
and (v2, a2) has type VS,f . In particular, a1 ∈ A6. Thus, W ⊆ X ∪ (V ×A6). Then
|Y | = |W | ≤ |X |+ 6|V |, contradicting (P3(d)).
(ii) Since |W ∩Yv| ≤ 1 for each y, |W ∩X | ≤ 1 and each v ∈ V occurs in at most
one pair (v, a) ∈W ∩ (V ×A). A subsystem (3.1) uses points (v1, a1) and (v1,−a1),
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and hence cannot occur. By Lemma 3.4 each PG(2, 2) subsystem of W has the
form VS,f with f :S → A6. By (P1(b)), each point of W is in such a subsystem, so
thatW ⊆ V ×A6. Since |W | = |V |, it follows thatW = {(v, f ′(v)) | v ∈ V } = VV,f ′
for a map f ′ :V → A6. 
3.3. The occurrence of AutA.
Proposition 3.6. AutU ∼= AutV .
Proof. By Proposition 3.5 and (P3(d)), any h ∈ AutU sends V × 1 to some VV,f ⊆
V ×A6 and permutes the subsystems Yv of size |Y |. In view of (M3), by restriction
to the first component in V × A, h induces an isomorphism V → V ; by (P4), this
is also induced by some g ∈ AutV ≤ AutU . Replace h by hg−1 so that h induces
the identity on V . Then (v, 1)h = (v, f(v)) for all v ∈ V . We claim that h = 1.
Since h permutes the subsystems Yv, from (v, 1), (v, 1)
h ∈ Yv it follows that
h fixes each Yv. Let (v, a)
h = (v, fv(a)) where a, fv(a) ∈ A. Then (v, fv(1)) =
(v, 1)h = (v, f(v)). Let bv := fv(1) = f(v) ∈ A6.
Fix a triple v1, v2, v3 of V . Whenever a1a2a3 = 1, ai ∈ A, we obtain a
triple (v1, a1), (v2, a2), (v3, a3) and hence also a triple (v1, fv1(a1)), (v2, fv2(a2)),
(v3, fv3(a3)), so fv1(a1)fv2(a2)fv3(a3) = 1. Then
fv1(a1)fv2(a2)fv3(a
−1
1 a
−1
2 ) = 1
for all a1, a2 ∈ A. Let a1 = 1 and deduce that fv2(a2) = b
−1
v1
fv3(a
−1
2 )
−1; while
a2 = 1 yields fv1(a1) = b
−1
v2
fv3(a
−1
1 )
−1. Then
bv3fv3(a1a2) = fv3(a1)fv3(a2),
so that fv3(a1) = bv3a
α
1 with α ∈ AutA. Moreover, fv2(a2) = b
−1
v1
fv3(a
−1
2 )
−1 = bv2a
α
2 :
we have the same automorphism α for all v ∈ V .
Thus, h acts on V × (Y −X) by (v, a)h = (v, bvaα), where bv = f(v) = ±ωi with
0 ≤ i < 3. Apply this to a triple (v, 1), (v,−1), (v, y
•
) (cf. (P7(b))), obtaining a
triple bv,−bv, bvyα• that is ω
i,−ωi, bvyα• . By (P7), bvy
α
•
= y
•
generates A, so that
α = 1 and bv = 1. Thus, h ∈ AutU fixes every point in V × (Y −X), and hence
every point in X by (M2), as claimed. 
3.4. Arithmetic progressions. Let x := |X |, y := |Y |, v := |V | and u := |U | =
x+ v(y − x).
Lemma 3.7. Every sufficiently large u ≡ 1 or 3 (mod 6) can be realized by some
choice for x, y and v.
Proof. We use V = V1 or V2 (cf. (P1)). We defined K in (P3(a1, b1)). For integers
a > t ≥ 0 such that a ≥ 8K|V2|, let
• x := δ + 24r + 24Kt ≡ δ (mod 24), where 0 ≤ r < K and δ is a residue
mod 24 such that δ ≡ 1 or 3 (mod 6), and
• y := K[−1 + 8 · 24Ka+ 24t] ≡ ±1 (mod 8), so that
• y − x = −K − δ − 24r + 8 · 24K2a.
Remark 3.8. Before getting into arithmetic we stop to note that these numbers x
and y correspond to STSs X and Y required in (P2,P3). If y ≡ −1 (mod 8) use
Y = 2(2Y0+1)+1 as in Lemma 2.2(ii). If y ≡ 1 (mod 8) use Y = Y1×PG(k − 1, 2)
as in Lemma 2.3. As required in (P3(c,d)), we have y ≥ (8x+ 7)K and y − x > 6v
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(since a ≥ 8Kv ≥ 8(166 − 1) by Section 2.3). Thus, there is a pair X,Y0 in (P2)
producing the desired Y .
It remains to prove that, for every sufficiently large u ≡ 1 or 3 (mod 6), there
are choices for δ, r,K, t, v and a, subject to the restrictions stated above, such that
(3.9) u = x+ v(y − x) = ∆+ 8 · 24K2va+ 24Kt ≡ ∆ (mod 24K),
where
(3.10) ∆ := δ(1 − v)− vK + 24r(1− v).
Fix δ, r, K, v = |V1| or |V2|, and hence ∆.
Given a ≥ 8Kv, first choose y − x as above. As in [Ca, p. 469], by choosing
x = δ + 24r + 24Kt for t = 0, . . . , a− 1, from (3.9) we realize the orders
∆+ 8 · 24K2va, . . . , ∆+ 8 · 24K2va+ 24K(a− 1).
For y − x = −K − δ − 24r + 8 · 24K(a+ 1), we realize
∆+ 8 · 24K2v(a+ 1), . . . , ∆+ 8 · 24K2v(a+ 1) + 24Ka.
In order not to leave any gaps, we require that these intervals abut or overlap. This
occurs as long as ∆+8 · 24K2va+24Ka ≥ ∆+8 · 24K2v(a+1); that is, a ≥ 8Kv.
So for each choice of δ, K, r and v, and hence each ∆, we can achieve
(3.11) all orders u ≡ ∆ (mod 24K) from ∆+ 8 · 24K2|V2| · 8K|V2| onwards.
We need to determine the values taken by ∆ (mod 24K)
Fix K and v. In view of the choice of k and K in (P3(b)), (24(v − 1),K) = 1.
As r runs through all K residues mod K so does the term 24r(1 − v) in (3.10).
As δ runs through all residues 1, 3, 7, 9, 13, 15, 19, 21 (mod 24) that are ≡ 1 or 3
(mod 6), the term δ(1 − v) − vK = (v − 1)(−δ −K) − K in (3.10) runs through
at most 4 residues (mod 24) since v − 1 is even. Thus, it suffices to show that
(v − 1)(−δ−K)−K takes the values 3, 7, 15, 19 (mod 24) if K = 1 and 1, 9, 13, 21
(mod 24) if K 6= 1.
We use Corollary 2.6: {|V1|, |V2|} ≡ {±3} or {±9} (mod 24), so it suffices to
consider only the cases v ≡ 3 or −9 (mod 24), where (3 − 1)(−δ − K) − K ≡
(−9− 1)(−δ −K)−K (mod 24) since δ and K are odd.
If K = 1 then (v − 1)(−δ −K)−K ≡ 19, 15, 7, 3 (mod 24) for δ = 1, 3, 7, 9.
If K = 2k−1 ≡ 7 (mod 24) (cf. (P3(b))), then (v−1)(−δ−K)−K ≡ 1, 21, 13, 9
(mod 24) for δ = 1, 3, 7, 9, as stated above. 
3.5. Bounds and remarks.
Remark 3.12. Choosing k in (P3b) when y ≡ 1 (mod 8). First obtain V1, V2
in Corollary 2.6. Consider the primes pi dividing (|V1|−1)(|V2|−1). For pi > 2, let
si denote the order of 2 (mod pi). If (k,
∏
i si) = 1 then (K, pi) | (2
k−1, 2si−1) = 1
for all i. Choose k to be a prime between 2168|V⋆|30 and 2169|V⋆|30 (using Bertrand’s
Postulate). Then
∏
i si <
∏
i pi < |V1||V2| < 2
24|V⋆|5 · 2144|V⋆|25 < k ≤ 2169|V⋆|30
(by Corollary 2.6). It follows that (k, si) = 1 and (K, pi) = 1 for all i, and K =
2k − 1 < 22
169|V⋆|
30
.
Remark 3.13. By (3.11), NV⋆ = O(K
3|V2|2) in Theorem 1.2, where |V2| =
O(|V⋆|25). Moreover, NV⋆ depends only on |V⋆|, not on V⋆. Similarly, MG depends
only on |G| in Theorem 1.1.
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Remark 3.14. In Theorem 1.2 there are more than [u/(2145|V⋆|25)]! pairwise non-
isomorphic STSs U . All of the work for a proof is already in the preceding sections:
leave X and Y unchanged, let σ 6= 1 be any permutation of Y −X that is the iden-
tity on {y
•
}∪A6, and turn X∪(V⋆×A) into an STS Uσ as in Section 2.1, replacing
(M3) by
(M3′) (v1, a
σ
1 ), (v2, a
σ
2 ), (v3, a
σ
3 ) if v1, v2, v3 is a triple in V⋆ and a1a2a3 = 1.
With almost no change, our previous arguments show that there is no isomorphism
U → Uσ, so Uσ 6∼= Uσ′ for permutations σ 6= σ′. Thus, by (3.9) and Corollary 2.6,
there are at least (|Y −X | − 7)! > [u/(2|V2|)]! > [u/(2
145|V⋆|
25)]! nonisomorphic U .
Remark 3.15. Lemma 2.3 suggests a possible way to improve the preceding bounds:
(i) For what orders is there a PG(2, 2)-paired STS ?
(ii) A related question: for what orders is there an STS any two points of which
are in a PG(2, 2)-subsystem?
If Y, Z are PG(2, 2)-paired STSs then so are Y×Z and 2Y +1. For Y×Z see the
proof of Lemma 2.3(ii). For 2Y + 1, if A is a PG(2, 2) subsystem of Y containing
a given triple then 〈A, ∗〉 ∼= 2A+ 1 ∼= PG(3, 2).
For another type of example, fix a PG(2, 2)-paired STS S on 2k+1 points. Let
W be a 2-(v, k, 1)-design. Let U := {∞} ∪ ({1, 2} ×W ). For each block B of W
equip {∞}∪ ({1, 2}×B) with a copy of S, using {∞}∪ ({1, 2}×{b}) as a triple for
each b ∈ B. Then U is a PG(2, 2)-paired STS on 2w + 1 points.
This and variations seem only to produce examples of order ≡ 3 or −1 (mod 8).
What is needed are constructions producing orders≡ 5 or 1 (mod 8) (as in Lemma 2.3
but without an annoying factor such as K = |PG(k − 1, 2)|).
4. Partial Steiner triple systems
4.1. Proof of Theorem 1.3. By Theorem 1.2, it suffices to construct one STS U
having V as an AutU -invariant subsystem on which AutU induces AutV and for
which AutU ∼= AutV .
We will call a PSTS (partial Steiner triple system) C cyclic if the graph with
the triples of C as vertices, joined when they meet, is a cycle. Then C has an even
number of points, and each point is in 1 or 2 triples.
We will attach cyclic PSTSs to the given PSTS V having n ≥ 1 points. Let C1
and C2 be two cyclic PSTSs such that
(i) |Ci| = 2n+ 2i+ 2 for i = 1, 2,
(ii) C1 ∩ C2 is a point z,
(iii) z is in two triples of C1 and two triples of C2, and
(iv) z, z′i, zi is a triple of Ci, where z
′
i lies in two triples of Ci, for i = 1, 2.
Define a PSTS Q(z) having C1∪C2∪{z′} as its set of 4n+10 points for a point z′ /∈
C1∪C2, and whose triples are those of C1 or C2 together with one additional triple
z′1, z
′, z′2. These conditions determine Q(z) up to isomorphism, and AutQ(z) = 1.
For each point x of V , attach Q(x) to V so that V ∩Q(x) = x and the n PSTSs
Q(x) are pairwise disjoint. This produces a new PSTS V ′ having n′ points, where
n′ = n|Q(x)| = 4n2 + 10n ≥ 14. We claim that
(4.1) AutV ′ ∼= AutV.
Indeed, AutV is isomorphic to a subgroup of AutV ′ since all Q(x) are isomorphic.
Moreover, since |Ci| > n for i = 1, 2, any subsystem of V
′ isomorphic to Ci is
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contained in some Q(x); so any subsystem of V ′ isomorphic to Q(z) is some Q(x).
Thus, V ′ determines the points of V . Removing all points in Q(x)− x from V ′, for
all x ∈ V , leaves V . Then any element of AutV ′ induces an element of AutV, and
this yields a homomorphism from AutV ′ onto AutV. Its kernel fixes every point x
in V , and hence is 1 since AutQ(x) = 1. This proves (4.1).
As in [Ca], we construct the projective space P over GF (2) whose points are all
nonempty subsets of V ′, the triples of P being all triples of subsets of V ′ whose sym-
metric difference is empty. Any permutation of the points of V ′ extends uniquely
to an automorphism of P.
Again as in [Ca], we construct from the STS P and the PSTS V ′ an STS U as
follows: for each triple a, b, c of V ′, we replace the triples
(4.2) ab, ac, bc and a, b, ab and a, c, ac and b, c, bc
of P by the new triples
(4.3) a, b, c and a, ab, ac and b, ab, bc and c, ac, bc
(by abuse of notation, we write a and ab for {a} and {a, b}, respectively). This
produces a new STS U , because the new triples cover exactly the same pairs of
points as the old ones. Note that
(4.4) Each point ab, ac, bc is in exactly two triples of U that are not triples of P ,
and that AutV ′ induces a subgroup of AutU.
We will see that P can be recovered from U.
Proposition 4.5. AutU ∼= AutV ′ ∼= AutV.
Proof. Consider distinct points x, y of U . We will use U to determine their line
〈x, y〉 in P . For all but at most one point p of U − {x, y} there are distinct triples
p, x, x1 and p, y, y1 and x1, y1, z and p, q, z of U , producing a 7-set U(p, x, y) =
{p, x, y, x1, y1, z, q} of U .
There are at least 2n
′−2 − 1 − n′ −
(
n′
2
)
planes of P containing x and y but
containing no point of P that is a subset of V ′ of size 1 or 2 (we have yet to determine
this set of points using U instead of P ). If p is one of at least 4(2n
′−2−1−n′−
(
n′
2
)
) >
3
4
|U | points in the union of these planes but not in 〈x, y〉, then
(i) U(p, x, y) is a 7-set closed under joins by triples of U not containing at least
two of the points x, y, z,
(ii) each set U(p, x, y) occurs for at most four points p, and
(iii) distinct sets U(p, x, y) have intersection {x, y, z}.
(The remaining points p of U may or may not produce sets U(p, x, y) satisfying (i).)
Any other set of more that 3
4
|U | points satisfying (i)-(iii) has more than 3
4
|U |+
3
4
|U | − |U | = 1
2
(2n
′
− 1) ≥ 213 − 1 points in common with the preceding set, and
hence by (ii) produces the same set {x, y, z} via (iii). Thus, we have obtained the
line {x, y, z} = 〈x, y〉 of P using properties of U . Moreover, every line of P arises
this way, so we have reconstructed P from U .
Let X denote the set of triples of U that are not triples of P (these are the triples
in (4.3), and hence contain points such as a ∈ V ′ or ab). Let x ∈ U .
(1) If x is in more than two triples in X then x ∈ V ′ by (4.4).
(2) If x is in two triples of X such that the two other points of one of these
triples behave as in (1), then x ∈ V ′ by (4.3).
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Each point of V ′ behaves as in (1) or (2).
Thus U uniquely determines V ′, so AutU induces a subgroup of AutV ′. Since
AutV ′ induces a subgroup of AutU, by (4.1) we have AutU ∼= AutV ′ ∼= AutV, and
we are done. 
4.2. Corollaries. We note two consequences of Theorem 1.3.
Corollary 4.6. Given Steiner triple systems V and W, there is an integer NV,W
such that, for u ≥ NV,W and u ≡ 1 or 3 (mod 6), there is a Steiner triple system
U on u points having a subsystem W ′ ∼= W and an AutU -invariant subsystem V
with W ′ ∩ V = ∅ on which AutU induces AutV and AutU ∼= AutV .
Proof. We will need a version of the PSTS Q(z) defined at the start of Section 4.1.
For a positive integer r, let Qr(z) = Cr,1∪Cr,2∪{z′} behave as in (ii)-(iv), where this
time Cr,i, i = 1, 2, is a cyclic PSTS with |Cr,i| = 2r + 2i+ 2. Then AutQr(z) = 1.
Let x1, . . . , xn be the points of W . Attach the PSTS Qkn(xk) to xk, using
pairwise disjoint PSTSs. This produces a PSTS W ′ ⊃W having AutW ′ = 1.
If necessary, repeat in order to have |W ′| > |V |. Use Theorem 1.3 to find an
STS Ŵ ⊃ W ′ such that AutŴ = 1; we may assume that Ŵ ∩ V = ∅. Apply
Theorem 1.3 to the PSTS Ŵ ∪˙V , and note that Aut(Ŵ ∪˙V ) ∼= AutV since Ŵ and
V are the maximal STSs inside Ŵ ∪˙V . 
Corollary 4.7. If V1 is a subsystem of a Steiner triple system V 6= V1, then there
is an integer N ′V,V1 such that, for u ≥ N
′
V,V1
and u ≡ 1 or 3 (mod 6), there is a
Steiner triple system U on u points having V and V1 as AutU -invariant subsystems
such that AutU is isomorphic to the set-stabilizer of V1 in AutV and acts on V as
that stabilizer.
Proof. Let z be a new point, and let x 7→ x′ be a bijection from V1 to a set V ′1 disjoint
from V ∪ {z}. Form a PSTS W ⊃ V by attaching, to each x ∈ V1, a new triple
x, x′, z. Each g in the set-stabilizer (AutV )V1 = {g ∈ AutV | g sends V1 to itself}
acts as an automorphism of W via zg = z and (x′)g = (xg)′ for x ∈ V1.
The set V1 is uniquely determined as the set of points w of W lying in a triple
with |V | + 2 points (including w); V is uniquely determined as the set of points
of W lying in a triple with |V | points, |V | − |V1| of which also have that property.
Then AutW induces (AutV )V1 on V and cannot be larger than (AutV )V1 . Now
apply Theorem 1.3 to W . 
Note that AutV1 need not be a subgroup of AutV .
Acknowledgement. The research of the second author was supported in part by a
grant from the Simons Foundation.
References
[Ca] P. J. Cameron, Embedding partial Steiner triple systems so that their automorphisms ex-
tend. J. Combin. Des. 13 (2005) 466–470.
[DW] J. Doyen and R. M. Wilson, Embeddings of Steiner triple systems. Disc. Math. 5 (1973) 229–
239.
[Ka] W. M. Kantor, Automorphism groups of designs with λ = 1. arXiv:1805.12091
[LR] C. C. Lindner and A. Rosa, On the existence of automorphism free Steiner triple systems.
J. Algebra 34 (1975) 430–443.
[LW] J. H. van Lint and R. M. Wilson, A course in combinatorics (2nd ed.). Cambridge University
Press, Cambridge 2001.
12 JEAN DOYEN AND WILLIAM M. KANTOR
[Me] E. Mendelsohn, On the groups of automorphisms of Steiner triple and quadruple systems.
JCT(A) 25 (1978) 97–104.
[Mo] E. H. Moore, Concerning triple systems. Math. Ann. 43 (1893) 271–285.
Universite´ Libre de Bruxelles, Bruxelles 1050, Belgium
E-mail address: jdoyen@ulb.ac.be
U. of Oregon, Eugene, OR 97403 and Northeastern U., Boston, MA 02115
E-mail address: kantor@uoregon.edu
