Abstract. In this paper we prove the uniqueness of the orthogonality measure for special subsequences of Hermite polynomials.
Introduction and formulation of the result
The aim of this paper is to prove the uniqueness of the orthogonality measure for special subsequences of Hermite polynomials. All results formulated in this paper can be presented in both deterministic and probabilistic language.
Let (Wt, t > 0) be a Wiener process and H n (x) be an Hermite polynomial (HP) of degree n defined by formula (1.1) H n (x) = (-1)« exp (y) ^ exp ( -^), n = 0,1,...
In this paper we consider (HP) defined by (1.1), because the form is more useful for our calculations and it is often used in the probability theory. Most authors define (HP) by formula ( 
1.1')
H n (t) = (-1)" exp (i 2 ) ^ exp (-t 2 ) , n = 0,1,...
By the definition of (HP) and formulas given in [5] and [6] we have another form of (HP)
Hermite polynomials in the class of orthogonal polynomials are subject of many papers. They have fundamental importance in the probability theory. It is very well known that {«••«MBs)' **} In the present paper we prove the uniqueness of the orthogonality measure for special subsequences of Hermite polynomials. As we know (see [4] ), the function is the unique weight for Hermite polynomials, for which \ H n (x) H m (x) f(x)dx = VzirnlSnm, R where S nm = 1 for n=m.
Of course /i is the orthogonality measure when J H n (x) H m (x) dfi = 0 for n ^ m. R The main problem of this paper is to show that this equality characterizes orthogonality weight for (HP) subsequences. The above condition is not sufficient. We have to add an assumption about the form of 3p moments. We need to know the form of: It is worth pointing out that the basic idea considered in this paper can be formulated without using the probability language. From now on, f 2p (x) denotes the function given by formula (
Then n is the measure with density f{x).
We can formulate the above theorem in the probabilistic language. The only difference is based on taking advantage of the mean value.
Let X be a random value with density (1.3). Then 
Then fj, is the measure with density f(x).
In the first example we show that orthogonality conditions for subsequences do not uniquely determine the weight function. We have to add some assumptions connected with moments.
The opposite theorem to the above is proved by Plucinska. She shows in [3] that if f(x) is given by (1.3) then EH n (X) H n+ (2 P +i) w {X) = 0.
Proof of Theorem 1
Suppose we have an (HP) of degree n. We are going to prove the following lemmas, which show us some properties of (HP) used in the main proof. It is clear that we can calculate coefficients ai,a 2 ,.. • ,a2 P if we know the form of moments. Of course our moments are represented by linear combinations of those coefficients. Note that we can really use moments given by equation (1.4) in our calculations. Let us first prove that formula We must only show that the moment problem considered by Hamburger and Carleman (see for example Shirayew) has the unique solution. Showing that (1.4) is the unique orthogonality measure for our special subsequences of Hermite polynomials is equivalent to moment problem.
We shall consider two cases:
(ii) n = 2m + 1 (odd).
In both of them the proof is by induction.
Case for even n.
Let us assume that n=2m. The main idea of the proof is to take the following subsequences of (HP) 
which means that for z=l our implication is true.
2(2p+l) 2r
2) Assuming that all moments, including EX , are determined and represented by (1.4), we have (2-3)
and we can make inductional step. In virtue of (
for n < m fe=o and ¿=1 j=l Thus the linear combination of the function f(x) is not unique orthogonality weight for subsequences of (HP). We can see that the sixth moment calculated from the assumption EHO(X)H 6 (X) = 0
is different from the one we obtained from the moments' definition.
We can obtain a lot of such examples talcing another values of coefficients in (3.1) satisfying given conditions.
Example 2
In the second example we are going to show that the assumption about (j) is very important.
Let us consider the same density function as we did in the first example. Suppose that In this case, we can see that we cannot omit the assumption about (j). If we assume that we know only 2p moments, then f(x) will not be a unique weight for (HP).
