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6  S p is rzeczy
1W P R O W A D Z E N IE
B iocybernetyka je s t  m ło d ą  i stosu nk ow o m ało  znaną ( l ) d ziedziną nauki, ukierunkow aną  
na poszukiw anie m ożliw ości tak iego  op isan ia  struktury i funkcji w ybranych sy stem ó w  
biologicznych, aby m ożliw e b y ło  ich w ykorzystanie d la  potrzeb technik i.
D o  p rotop lastów  b iocybern etyk i należy Leonardo d a  V inci, który w sw oich  licznych  
projektach i konstrukcjach św iad om ie naw iązyw ał do strukturalnych i funkcjonalnych  
zależności obserw ow anych  w organizm ach zw ierząt i ludzi (1505). W ym ien ić też trzeba  
N orberta W ienera , k tóry  od  1942 roku w spóln ie z b iologiem  A rturem  R osen b lueth em  
rozważał an a log ie , ja k ie  zachod zą  pom iędzy  procesam i w żyw ych organizm ach  i w sy ste ­
mach technicznych , czego  efek tem  b y ła  w ydana w 1949 roku książka C y b e r n e t y k a  -  czy l i  
s terowanie  i kom un ik a c ja  w  zw ier zęc iu  i m aszyn ie .  M ożna pokusić się o  tw ierdzen ie, że 
był to  p oczątek  b iocyb ern etyk i, zaś inne o d łam y cybernetyk i p ow sta ły  późn iej. W skazuje  
na to  zn am ien n y c y ta t z tego  h istorycznego dzieła:
„ ( . .  . ¡n aukow cy  uświado mil i  sobie,  że prob lem y komunikacji ,  s t er ow ania  i m e ­
chaniki  s t a t y s t y c z n e j  s ta no w ią  zasadniczo jedną  całośc, niezależnie  od tego czy  
do tyczą  m a s z y n y  czy i s to ty  żywej .
( . . . )  Z dec yd o w a l iś m y  się na d a ć  całej  dz iedz inie teori i  s t erowania  w  maszyn ach  
i  zw ierzę tach  nazwę  cybernetyki ,  którą u tw orzy l i śm y  od greckiego: nvP cp ucT ca ,  
czyli  s ternik .  ”
C y ta t ten  je s t  wart p rzy toczen ia  z dw u pow odów . Po p ierw sze, w ty m  w ła śn ie  zda­
niu b lisko czterdzieści la t  tem u  p o  raz p ierw szy u ży to  słow a  „cybernetyka” . D ziś, gd y  
określenie to  je s t  tak p ow szechn ie używ ane (i nadużyw ane), w arto czasem  pow rócić do  
źródeł i p rzyp om n ieć, z czego się  to  w szystko w zięło . Po drugie, w sp osób  całkow icie oczy­
w isty p rzy toczon y  c y ta t p otw ierdza op in ię, że W iener był p r i m o  vo to  b iocyb ern etyk iem , 
a dopiero p o tem  sw oją  naukę u ogóln ił w kierunku w ielu  dzisiejszych  zastosow ań.
( ) Od niedawna zainteresowanie biocybernetyką radykalnie się w Polsce zwiększyło. Powstało Między­
narodowe Centrum  Biocybernetyki z siedzibą w Warszawie, działa Instytut Biocybernetyki i Inży­
nierii Biomedycznej, istnieje Komitet Biocybernetyki Polskiej Akademii Nauk oraz prowadzone są 
przygotowania do uruchomienia studiów z zakresu biocybernetyki i inżynierii biomedycznej w kilku 
wybranych wyższych uczelniach.
8 1. W prow adzenie
B iocyb ern etyk a  s ta w ia  sob ie ja k o  cel u dostępnien ie w yników  badań i obserw acji b io ­
logicznych  tech n ik om , konstruującym  nowe urządzenia służące celom  cyb ern etyczn ym , 
a  w ięc u rząd zen ia  przeznaczone d o  s t e r o w a n ia , a  także do przekazywania ,  p r z e t w a r z a ­
nia i g rom adzen ia  in f o rm a c j i .  Związek b iocybernetyk i z biologią je s t  oczyw isty . W szy st­
kie rozw ażan ia  b iocyb ern etyczn e op arte są  na m ateriale dostarczonym  przez em piryczn e  
b ad an ia  b io log iczne . B iocyb ern etyk a  n ie je s t  jednak  w yłączn ie d łużn iczką b io log ii, lecz 
w p ew n ym  sto p n iu  także przyczyn ia  się do rozwoju badań przyrodniczych. Z darza się  
b ow iem  n iek iedy, że b iocyberen tyczn e u jęcia  i teoretyczne dyw agacje p rzyczyn iają  się do  
p ostęp u  w b io log ii -  bądź to  dostarczając form alnego „szkieletu” , pozw alającego u sy­
stem a ty zo w a ć  obserw acje, bądź inspirując kolejne b adan ia w kierunkach w noszących  (co  
w yn ika  z b iocyb ern etyczn ych  an aliz) najwięcej istotnej inform acji. Zawsze jedn ak  b io ­
cyb ernetyk a  -  tak  rozum ian a, jak  w tej książce -  sto i na z e w n ą tr z  b io logii, w praw dzie  
zw iązana  z n ią  dziesiątk am i pow iązań , lecz niezależna.
P o d staw ow a teza  książki m ów i, że w yniki badań b iocybernetycznych  m o g ą  od gryw ać  
bardzo is to tn ą  rolę w rozwoju elek tronik i, autom atyk i i inform atyki. O siągn ięc ia  b io logii 
trzeb a  jedn ak  -  z punktu  w idzen ia  potrzeb techniki -  przeselekcjonow ać i o d p ow ied n io  
przetw orzyć. W ła śn ie  b iocybern etyk a  stan ow ić p ow inna ów  łącznik  p om ięd zy  b io log ią  
a techniką. P otrzeb a  p od ob n ego  łączn ika  w ynika z fak tu , że istn ieje zn am ien n a  różnica  
język ów  p om ięd zy  technikam i i b io logiam i, p olegająca zarów no n a  odm iennej term in o lo ­
g ii, ja k  i n a  od m ien n y m  sp osob ie  w ykorzystyw ania  zgrom adzonych w iadom ości.
M etod ą  u d o stęp n ien ia  technice osiągn ięć b iologii m oże być m iędzy inn ym i model o ­
wanie  cybernetyc zne.  M odel je s t  zaw sze s fo rm al i zo w anym  (a  w ięc ła tw y m  do precyzyjnej 
an a lizy  przez inżyn iera) i bardzo konkretnym  op isem  określonego system u  lub  procesu . 
N a  p o d sta w ie  m od elu , d ostęp n ego  d o  rozm aitych badań i sym ulacyjnych  ek sp erym en tów , 
m ożna prow adzić śc is łe  rozum ow anie, które ow ocow ać m oże udan ą  konstrukcją system u  
tech n iczn ego  w zorow anego n a  b io logicznym  oryginale. C o w ięcej, m od el jak o  d zia ła jąca  
im ita cja  określonego sy stem u  b iologicznego, m oże być bezpośredn io  zaangażow any do  
w yk on yw ania  pożadanej czynności w technice, stając się  p rototypem  poszukiw anego urzą­
dzen ia . W  ten sp osób  m od el ucha m oże u łatw ić au tom atyczn e rozpoznaw anie m ow y, zaś  
m od el sy stem u  sterow an ia  m ięśn i d łon i m oże być w ykorzystany przy sterow aniu  ch w yta ­
kiem  rob ota . B udow a m od eli sy stem ó w  biologicznych je s t  w ięc ze wszech m iar celow ym  
kierunkiem  rozwoju badań b iocybern etyczn ych . W  kolejnych rozdziałach  sk up im y uw agę  
na sp osob ie  b ud ow y takich  m odeli -  g łów n ie  zw iązanych z m odelow aniem  sy stem u  ner­
w ow ego i je g o  e lem en tów .
2M O D ELO W A N IE  C Y B E R N E T Y C Z N E  
S Y ST E M Ó W  BIO LO G ICZN Y CH
2.1. P o d s ta w o w e  z a s a d y  i u ż y w a n a  n o ta c ja
W szystk ie  om aw ian e w  tej książce m odele system ów  biologicznych prezentow ane są  jak o  
abstrakcyjne od w z o r o w a n ia , przekształcające pew ne zbiory sygnałów  wejśc io wych  w zb io­
ry od pow iedn ich  s y g n a łó w  wyj śc iow ych .  T akie ujęcie różni s ię  od  pow szechnie przyjm o­
wanej konw encji p o d a w a n ia  op isów  m odelow anych sy stem ó w  w form ie konkretnych  rów­
nań lub  tra n sm ita n cji. N ie znaczy  to , że op isy  konkretne są  tu  p om ijan e czy zu p ełn ie  
zan ied byw ane. P rzeciw nie, ta m  gdzie to  je s t  m ożliw e i celow e -  p odan o  konkretne p o­
sta c ie  w zorów , szczegó łow e dane liczbow e i d okładne form uły ob liczen iow e, go tow e do  
tego , by w b u dow ać je  w kom puterow y program  sym ulacyjny. Jest to  jedn ak  traktow ane  
jak o  u zup e łn ien ie , d od atek  -  nie zaś zasadnicza treść. T akie rozłożen ie akcentów  m a  
sw oje u zasad n ien ie , p oniew aż rozw ażane tu  m odele mogą m ieć  różną f o r m ę  real izacyjną.  
W  zw iązku  z ty m  w prow adzim y pew ne konw encje n otacyjne, obowiązujące od tej  chwi li  
w  całe j  książce.
P o d sta w o w y m  p ojęciem  je s t  zbiór .  N azw y zbiorów , w prow adzane w m iarę potrzeb y  
i ob jaśn ian e w m iejscu  w prow adzenia  są  u trzym yw ane w niezm iennej p ostaci w całej 
książce. S ym b o le  zbiorów  o  u sta lonym  znaczen iu , używ anych we w szystkich  rozdziałach  
książki, są  d u żym i literam i o  wyróżniającej się w tekście sty lizacji. D od atk ow o używ ane są  
pew ne zb iory, od p ow iad ające pojęciom  bardzo ogó lnym , tak im  jak  m od el, rzeczyw istość  
itp . Zbiory te , d la  ich w yróżn ien ia , oznaczono dużym i literam i go tyck im i .  W  przypadku  
w yp ow iad an ia  sąd ów  d otyczących  notacji w prow adzono d odatkow o trzy p om ocn icze  s y m ­
bole abs trakcyjnych  zbiorów  ozn aczane dużym i literam i greckimi  0 , $  i które n ie w iążą  
się  z żad n ym i konkretnym i ob iek tam i b io logicznym i i m ogą  być traktow ane ja k o  zam ien ­
niki dowolnego konkretnego zbioru.
W ażn ą  cech ą każdego zbioru je s t  jeg o  m oc  (liczba  e lem en tów ). D o  zapisu  m ocy  zbioru  
u żyw any je s t  sy m b o l # ,  p isany wraz z nazw ą od pow iedn iego  zbioru (n a  przyk ład  # £ i ) .  
E le m e n ty  zb iorów  zap isyw an e są  k u r s y w ą , przy czym  m ogą  to  być ob iek ty  skalarne lub  
w ektorow e, a  tak że m o g ą  on e być rozw ażane jak o  u sta lon e w artości lub ja k o  funkcje je d ­
nej lub k ilku  zm ienn ych . P rzyk ład ow o T je s t  zb iorem  chwil czasow ych , zależnie jedn ak  
od tego , czy  rozw ażane są  procesy c iąg łe, czy też badany je s t  m odel dyskretny, T  je s t
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m ocy  con tin uu m  ( # T  =  £ )  lub je s t  to  zbiór przeliczalny (m ocy  alef  z e r o , #  T =  No) O -  
K onkretne w yróżn ione elem en ty  zbioru są  denotow ane przez d od an ie  u d o łu  sym b olu  
e lem en tu  określonego indeksu (num eru lub litery). Na ogól takie konkretne sy m b o le  ele­
m entów  zachow ują  sw oje znaczen ie w całej książce, na przykład to €  T  je s t  zaw sze  
m om en tem  generacji im pulsu nerw ow ego.
O d tej regu ły  istn ieje, w prow adzony celow o, następujący w yjątek . D efin iuje się  zbiór 
p a ra m e t r ó w  w ystępu jących  w rozm aitych  wzorach, oznaczony sym b olem  C . E lem en ty  
należące do tego  zbioru ozn aczane są  sym b olam i c \ } C2, . . c*_ 1, c*. A by jedn ak  nie 
w prow adzać bardzo dużych w artości num erów k , a  także by n ie u trudniać orientacji 
we w zorach poprzez ciągn ięcie  oznaczeń  c z w ielocyfrow ym i indeksam i -  w prow adzono  
zasad ę, że param etry  c £  C są  num erow ane kolejno w obrębie fragm entu tek stu  sta n o ­
w iącego  d om k n iętą  m erytoryczn ie ca łość (rozdziału  lub p odrozd zia łu , za leżn ie od  liczby  
w prow adzanych  w zorów ). N a to m ia st w kolejnym  rozdziale lub p odrozdzia le num erację  
param etrów  rozp oczyn a  się od  now a, co oczyw iście  n ie oznacza, że c, we w zorze z jed n eg o  
rozdziału  m a  jak iko lw iek  zw iązek  z c,- w ystępującym  w innnym  rozdziale. N ie prowadzi 
to  do n ie jed n ozn aczn ości, gd yż ozn aczen ia  param etrów  i w spółczynn ików  c są  z natury  
lokalne i doraźne.
W  razie potrzeb y w prow adzane są  dodatkow e identyfikatory używ anych sygn a łów  
lub param etrów  w p ostaci d odatkow ych  wskaźników dopisyw anych  u góry od pow iedn ich  
sy m b o li. A by sy m b o le  te  n ie by ły  om yłk ow o interpretow ane jak o  w yk ładn ik i p o tęg , są  one  
zw yk le  zap isyw an e w p ostaci naw iasow ej, jak  na przykład w sym b olu  sy g n a łu  ham ow ania  
p resyn ap tyczn ego  w neuronie x \ h\  R ozpatrując sym b ol x  6  X (w  ty m  w ypadku je s t  to  
ogó ln ie  sy g n a ł nerw ow y) m ożna  w prow adzić w yróżnienie pew nego konkretnego sy g n a łu  
poprzez d od an ie  ty ld y  x  . W  ten sp osób  na przykład od różn ia  się  sy g n a ł w y j ś c io w y  z 
neuronu od  sy g n a łó w  doprow adzających inform acje z zew nątrz. S tosow any je s t  tak że  
sy m b o l kreski nad ozn aczen iem  jak iegoś sy g n a łu , na przykład x , co  ozn acza  uśredn ienie  
od p o w ied n ieg o  sy g n a łu .
O pisyw an e m od ele są  traktow ane jak o  odwzorowania  p rzekształcające elem en ty  je d ­
nego zbioru w e lem en ty  drugiego zbioru. O dw zorow ania te zaw sze ozn aczane są  sy m b o ­
lem  <p z od p ow ied n im i indeksam i u d o łu . D efiniuje się je , podając dw a zbiory: w ejściow y  
i w yjściow y. W  zap isie  ogó ln ym  w ygląd a  to  następująco:
<p : O => f i,
co  interpretow ać należy  w ten sp osób , że elem en tom  E E O przyporządkow ane są  za  
p o m o cą  od w zorow an ia  <p e lem en ty  u> £  f i.
O dw zorow ania  m o g ą  być sk ła d a ne , w w yniku czego  tw orzy się now e odw zorow anie. 
S ym b olem  sk ła d a n ia  odw zorow ań je s t  <g>, a jeg o  znaczen ie określić m ożna  następująco: 
N iech b ęd ą  dane od w zorow ania  y>w : f i  =» 0  oraz ip-= : 0  => 'P. W ów czas od w zorow a­
n ie b ęd ące z łożen iem  =  y?u, ®  bezpośrednio przyporządkow uje elem en tom  w G fi  
e lem en ty  V* €  'P- F orm uła typu 0 n , gdzie 0  i f i  są  zb ioram i, ozn acza  zaw sze funkcję 
argum entu  przyjm ującego w artości ze zbioru f i ,  o  w artościach funkcji dostarczanych  ze
(! ) Niekiedy T jest zbiorem skończonym ( # T  = T*. gdzie 7* jest czasowym horyzontem modelowania).
zbioru 0 .  Z apis 0 x Q  ozn acza  iloczyn  kartezjański zb iorów , zaś K -k rotny iloczyn  kar- 
tezjański zbioru Q ozn aczany je s t  jak o  Q K .
D o  kom pletu  inform acji na tem a t notacji dodajm y, że n iekiedy p osłu g iw ać się bę­
d ziem y tran sform atą  L ap lace’a  defin iow aną jako:
00
2.1 . P od staw ow e zasad y  i używ an a notacja  11
P ( s )  =  £ { p ( i)>  =  J u W e - '  dt ,
-co
gdzie p ( t )  €  je s t  sy g n a łem  zależnym  od czasu t  €  T, a P ( s )  €  Cc je s t  jeg o  
tr a n sfo r m a tą (2), oraz t r a n s m i ta n c ja m i  operator owym i  oznaczanym i ja k o  G  z o d p ow ied ­
nim i indeksam i:
G ( s )  ~  Pw*( s )
gdzie o czy w iśc ie  P we(s )  =  C { p we( t ) }  oraz Pwy( s )  =  £ {p u .y (0 } -
2.2. M o d e lo w a n ie  ja k o  w ie lo e ta p o w y  p ro ces
Proces budow y m odelu  9JT p ew nego system u  biologicznego 93 zdefin iujem y form alnie  
jako od w zorow anie <p<m prow adzące od  abstrakcyjn ie rozum ianej rzeczyw istości do 
konkretnego m od elu  971:
<p<m : W => 9JZ.
W  konkretnych  warunkach, realizując odw zorow anie (pon dokonujem y czterech , niżej 
dokładniej scharakteryzow anych  odw zorowań:
<P<m =  <8> <P<b m  <S> <P<m3 <S> ¥>tot-
Isto ta  tych  odzw ozrow ań sprow adza się do zabiegów  ogranic za jących , k tórych sk u t­
kiem  je s t  n iead ek w atn ość m odelu  w  stosunku  do system u  93. W ynika z tego  ogran i­
czona u żyteczn ość zb u dow anego m odelu  9JI.
W ybierając o b iek t m od elow an ia  93 dokonujem y pierw szego i p odstaw ow ego  ogran i­
czenia, gd yż z -  c iągłej w swojej naturze -  rzeczyw istości 1K, w yd zielam y interesujący  
nas obiekt  93, w staw iając p om ięd zy  tenże ob iek t a p ozosta łe  elem en ty  rzeczyw istości -  
nazyw ane u m ow n ie o to czen iem  O  -  granice, których w isto c ie  nie m a. O m aw iany zab ieg  
m oże być sy m b o liczn ie  zap isany także jak o  odw zorow anie <?<&<%'■
: 9* => 93,
przy czym  zak ład ać b ędziem y, że 9$ fi  O  =  0 oraz że 93 U O  =  iH (rys. 2 .1 ).
K olejny czynn ik , w ażący na dokładności m od elu , w iąże się z fak tem , że mode lowaniu  
nie j e s t  p oddaw any  r zec zy wis ty  obiekt  93, lecz w istocie nasza wiedza o n im ,  ozn aczana
(2) ^  jest zbiorem liczb rzeczywistych, a  C zbiorem liczb zespolonych.
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Rys. 2.1. W ydzielenie ^<*93 obiektu modelowania 93 z ciągłej rzeczywistości 91 stanowi pierwszy 
krok modelowania i jest pierwszym źródłem niedoskonałości modelu 9JI
dalej W .  W y stęp u je  w ięc kolejne odw zorow anie, dzielące budow any m odel 9J? od  rzeczy­
w istości *H. O dw zorow anie to  oznaczym y
: ®  =>■ sn .
W’ied za  2U je s t  sta le  w zbogacana, zatem  m ożna  ją  w yrazić ja k o  chw ilow y stan  d y ­
n am iczn ie  zm ien iającego  się  zasobu  w iadom ości. O znaczając przez 3  zasób  inform acji 
o  rozw ażanym  ob iekcie b io logicznym  93 m ożem y to  w yrazić wzorem :
=  3 t .
M im o, że w iedza  W  je s t  sta le  u zu pełn ian ia , to  w stosunku  do rzeczyw istego  ob iektu  
93, z je g o  p oten cja ln ie  n ieskończoną liczbą różnych w łasności i aspektów  ( # j f - + o o )  za­
wsze b ędzie n iep e łn a  (rys. 2 .2 ).
r ---------------1
W
L.......... i
Rys. 2.2. Przedmiotem modelowania pozostaje wiedza 21} o modelowanym obiekcie 93, a nie on 
sam; jest to drugie ważne źródło ograniczeń i niedoskonałości modelu 9Jl
C el 3  b ud ow y m odelu  9JT w p ływ a na dobór faktów  C 2U, uw zględnianych  w 
stru k tu rze m od elu , oraz takich  Q 227. które zostają  p om in ięte  lub których o d d z ia ­
ły w a n ie  op isyw an e je s t  w sp osób  uproszczony, zagregow any lub uśredniony. W  praktyce  
zw yk le  <  #2272- O znaczm y to  selekcyjne d zia łan ie zbioru celów  ja k o  kolejne o d w zo ­
row anie defin iując je  w następujący  sposób:
■ 2JJ => 2 0 !,
gd zie p odzb iór C 2U był ju ż  określony. O becność odw zorow ania <pyj3 ozn acza  m iędzy  
in n ym i, że ten  sam  ob iekt b €  93, m odelow any d la  różnych celów  31 €  3, 32 € 3, ....
2.2. M odelow anie ja k o  w ieloetap ow y proces 1 3
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Rys. 2.3. Cel m odelow ania 3  je s t „filtrem ” , przy użyciu którego z całości wiedzy 2B o obiekcie 
33 w ydobyw ana je s t d ro b n a  część 2Ui, będąca potem  podstaw ą do m odelow ania <fion
U  G 3, m oże d ostarczać w yraźnie różniących się m odeli m! €  9J?. m 2 6  97?, • . . ,  €  97?
(m i ^  m 2 ^  • • •  ^  m *) (rys. 2 .3 ).
O sta tn i d ysku tow an y tu sk ład n ik , ograniczający w iarogodność m odelow ania , w iąże  
się z używ anym i narzędziam i T . Rozróżnić m ożna narzędzia dw ojakiego rodzaju, tak jak  
w procesie konstrukcji m od elu , który zdefiniujem y następująco:
(pion : 23)i => 97?;
w yodrębnić m ożn a  d w a etapy: m odelow anie m atem atyczn e
y g ”  : 2 3 ,  =* O T , .
oraz sy m u la cja  kom puterow a
: %  => 97?a.
sw-
lf=  = t1
Rys. 2.4. N a ostateczny  k sz ta łt m odelu 97? m ają wpływ -  obok wiedzy 2U o m odelowanym  
obiekcie 93 -  także  cele m odelow ania 3 i narzędzia modelowania %
P otrzebne są  w ięc dw ojakiego rodzaju narzędzia form alne 1 /  C T  i inform atyczne  
C X , konieczne do budow y m atem atycznych  zrębów m odelu  97?  ^ C 97? i do jeg o  
konkretyzacji w form ie m odelu  sym u lacyjn ego  971, C 97? (rys. 2 .4 ).
2.3. T ec h n ik a  m o d e lo w a n ia
Budowę m odelu  97? określonego system u  93 zaczynam y od konstrukcji op isu  m a tem a ­
tycznego 97?/. P od staw ow ą rolę od gryw ają  przy ty m  sygnały  © , wśród których w yróżnić  
m ożna sy g n a ły  S we i <5wy zapew niające więź v?0<B pom iędzy „od ciętym ” na w stęp ie  
m odelow ania ob iek tem  93 a jeg o  otoczen iem  O . K ażdy ob iek t b iologiczny 93 m oże być 
opisany w kategoriach re lacj i :
<p : & we => 6u ,y .
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Przed p rzystąp ien iem  do budow y m odelu  porządkuje się  d ostęp n ą  w iedzę 2U na 
te m a t m od elow an ego  ob iektu  93 w form ie katalogu typow ych  koincydencji w ejście-w yj- 
śc ie  S we x  C 3  , a w trakcie konstrukcji m odelu  <pon poszukuje się  takich  form uł 
i zależności m atem atyczn ych  971/, które zdolne są  te zarejestrow ane za leżności w iernie  
od tw arzać. D o realizacji tak iego  opisu  m atem atyczn ego  konieczne je st w prow adzenie do  
m odelu  p a r a m e t r ó w  c €  C. W artości param etrów  nie są  na ogół znane w m om encie kon­
stru ow an ia  m od elu  9J? i jed n y m  z w ażniejszych zadań tw órcy m odelu  971/ je s t  zw ykle  
u sta len ie  tych  w artości na drodze analizy  obserw acji 3  rzeczyw istego  system u  93. D o­
bór param etrów  m odelu  nazyw any byw a identyfikacją  i je s t  przedstaw iany w p ostaci 
odw zorow ania:
tpid : 3  => C  C  7Z,
prow adzącego ze zbioru 3  inform acji o  m odelow anym  obiekcie b €  93 d o  zbioru pa­
ram etrów  C n ależącego d o  zbioru liczb rzeczyw istych 71, co  od p ow iad a  przyp isyw aniu  
p oszczegó ln ym  param terom  konkretnych wartości liczbow ych.
O bok param etrów  c £  C w prow adza się  do m odelu  zm ienne s tanu  6  & s , które  
reprezen tują  w ew nę t r zn ą  dyn amikę modelu  97?/; jeśli sy g n a ły  w yjściow e <Swy za leżą  nie  
ty lk o  od  sy g n a łu  w ejściow ego $we £  ©u,c nadchodzącego w danym  m om en cie, lecz od  
sy tu acji ja k a  m ia ła  m iejsce jak iś czas A t  €  T w cześniej, to  w ówczas w m odelu  97?, ten  
efek t „p am ięci” od w zorow yw an y je s t  przez wprow adzenie odpow iednich  zm iennych  stan u .
L iczba w prow adzanych zm iennych stanu  # 6 ,  je s t  param etrem  decyd u jącym  o  z ło ­
żoności m odelu  97?/. W  przypadku ob iektów  technicznych zm ienn ym  stanu  s ,  £  ©,, o d ­
p ow iadają  od d zie ln e , znajdujące się w obiekcie m agazyny: energii, m asy  lub dow olnych  
innych zasob ów . W  m odelach  m atem atyczn ych  9J?/ zm ienn e stanu w iążą  się  z rzędem  
rów nań różniczkow ych. D la  au tom atyk a  liczba zm iennych stanu  od p ow iad a  liczb ie pa­
ram etrów , k tóre trzeba określić w pew nym  usta lonym  m om encie to €  T , aby na ich 
p o d sta w ie  b y ło  m ożliw e określenie zachow ania obiektu  93 w dowolnej chw ili czasowej 
t >  to.  7i punktu  w id zen ia  b io loga  . . .
W ła śn ie  tu je s t  problem . Żywy organizm  w ydaje się  charakteryzow ać p oten cja ln ie  
nieskończona  liczba zm iennych  sta n u . K ażdy elem en t organizm u m a zdolność nabyw ania  
now ych cech i n ie d a  się zaew idencjonow ać tak iego  zestaw u danych s 5, które p ozw olą  prze­
w idzieć zachow anie ob iektu  przez dow olnie d ługi czas (V/. >  to)- W prow adzone zm ienn e  
stan u  s ,  €  © ,  są  h eu rystyczn ą  próbą d opasow ania zjawisk V  w m odelu  9JI do obserw acji 
3  rzeczy w isteg o  ob iek tu  93 (rys. 2 .5 ).
Zaprogram owanie  gotow ego  (w  sen sie  równań m atem atyczn ych ) m odelu  97?/ d la  w y­
branego kom putera, reprezentow ane dalej jak o  odw zorowanie:
<pP : 97?/ => 97?,,
p ozw ala  p rzystąp ić do prób sym ulacji <pe • W  pierwszej kolejności dokonuje się  ek sp e­
rym entów  w eryfikacyjnych . Polegają  one na urucham ianiu m odelu  z tak im i para­
m etram i c €  C i przy tak im  przebiegu kontrolowanych sygn ałów  (g łow n ie  w ejściow ych  
8 we (E & w t), które od p ow iad ają  łączn ie znanym  sy tu acjom  tv £  $27 i zachow aniom  i 6  3  
m od elow an ego  system u  93. O czekuje się przy ty m , że w yniki m odelow ania D £  V  od w zo ­
row yw ać b ęd ą  w ów czas znane form y zachow ania i £  3  m odelow anego o b iek tu . Porów nu­
ją c  sy g n a ły  (g łow n ie  w yjściow e S „ ,y ) ob liczon e w czasie sym ulacyjnych  badań m odelu
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Rys. 2.5. Podstaw ow e elem enty modelu 9J?: sygnały wejściowe S(u',£ G &we, sygnały wyjściowe 
sj-y €  ©u.y, zm ienne s tan u  9 , 6  6 ,  oraz param etry  c €  C
z w artościam i tych sy g n a łó w , znanym i z obserwacji rzeczyw istego system u  -  m ożna  
podejm ow ać decyzję o d n o śn ie  w iarogodności i popraw ności funkcjonow ania m odelu  . 
Dopiero gd y  u p ew n im y się , że m odel d zia ła  popraw nie, m ożna m yśleć o  jeg o  praktycznym  
w ykorzystaniu  (rys. 2 .6 ).
Rys. 2.6. Zbudow any m odel może mieć trojakiego rodzaju zastosowania: jako źródło  inspiracji, 
jako narzędzie dydaktyczne, a  także może być źródłem  konkretnych korzyści praktycznych
M ożna p odjąć ek sp erym en ty  eksploracyjne <P'q \  urucham iając m od el w warunkach  
®u;e, w których brak obserw acji 3  realnego system u  i zbierając za  je g o  p o m o cą  w ia­
dom ości o  p rzyp u szcza ln ym  zachow aniu  rzeczyw istego system u  $3 -  d la  celów  prognozy, 
diagnozy, sterow an ia  lub an alizy  b ieżącego funkcjonow ania obiektu  <B. Im dłużej m odel 
w ten sp osób  d a  się  w ykorzystyw ać, tym  w iększe zaufanie m ożna m ieć d o  uzysk i­
wanych w yn ików  £ ). N ieuchronnie jednak  nadchodzi m om ent, kiedy ponow nie m odel 
• rzeczyw istość przestają  sob ie od pow iad ać, a badacz -  zaczyna od  p oczątk u , by po  
wielu trudach zbudow ać kolejny m odel 9J?.
3U K ŁA D  N ER W O W Y  JA K O  SYSTEM 
C Y B E R N E T Y C Z N Y
3 .1 . P ro c e s y  in fo rm a c y jn e  w ży w y m  o rg an iz m ie
O b iek tem  badań  cyb ernetycznych  są  procesy in form ac y jne , to  znaczy tak ie , w których  
p un k tem  w yjśc ia  i rezu lta tem  je s t  określona inform acja i G 3. M ożna to  zap isać form alnie  
ja k o  odw zorow anie:
<Pi : 3  =» 3 .
B iocyb ern etyk a  zajm uje się podzbiorem  odw zorow ań <p\b  ^ C (pi, gd yż bada ty lko  procesy  
in form acyjn e zachodzące w  żywych organizmach.  P rzedm iotem  badań są  też struktury  
sy stem ó w  b iologicznych  93 zaangażow anych w te  procesy oraz ich m od ele 97?. G eneralny  
op is żyw ego  organ izm u (rys. 3 .1 ) z punktu w idzen ia  b iocybernetyka p o lega  na zdefin io­
w aniu odw zorow ania:
<p0 : B J  = s > V T .
T ozn acza  zbiór chw il czasow ych , za tem  z zapisu  wynika, że w prow adzane za leżn o­
ści m ają  charakter d ynam iczny. N a to m ia st B oznacza zbiór bodźców  odbieranych  przez 
receptory, a V je s t  zb iorem  w spółrzędnych  określających p o łożen ie  c ia ła , za tem  V T jest  
og ó ln y m  zap isem  w ykonyw anych  ruchów.
Rys. 3.1. Ogólna prezentacja procesów informacyjnych w żywym organizmie możliwa jest za 
pośrednictwem odwzorowania v>0, przetwarzającego bodźce zmysłowe b G B na formy zachowania
kg  v
O dw zorow anie (pQ ujm uje ca łościow o procesy inform acyjne w żyw ym  organizm ie. 
W ym ien im y kolejno (rys. 3 .2 ) procesy p i , k tórym i interesuje się b iocybernetyk:
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-  p ozysk iw an ie  danych  6 €  B o otaczającym  św iecie (percepcja) i w ew nętrznym  
stan ie organ izm u (p rop riocepcja) <pp\
-  przetw arzanie tych  danych <ppw i w ydobyw anie z nich użytecznej inform acji <psp;
-  w ytw arzan ie  sy n tety czn eg o , p rzydatnego w procesach podejm ow an ia  decyzji i s te­
row ania, modelu otoczenia  i wnę tr za  organizmu  w p ostaci odpow iedn ich  sy g n a łó w  ner­
wowych (X T) ę  w m ózgu;
-  grom adzen ie inform acji w pam ięci <ppa oraz ich w ydobyw anie <ppp w m iarę potrzeb  
rodzonych przez konkretne sy tu a cje  o €  O;
-  sterow an ie  <psn i regulacja <pa} rozpatryw ane jak o  w ysy łan ie  inform acji z organizm u  
na zew nątrz <pz .
’
(X T )<?
S^ pa *Ppp Va
'‘ 'Psp
b p n <r>Pw <Psn V------
Rys. 3.2. Całościowy obraz procesów inform acyjnych <pi, toczących się w żywym organizm ie
P rzed m iotem  badań są  także s t ru m ien ie  informac yjne  docierające do organizm u B T , 
kom unikujące ze so b ą  p oszczegó lne jeg o  narządy i komórki X T , w reszcie em itow an e na  
zew nątrz V T .
3.2. C e c h y  c h a ra k te ry s ty c z n e  i funkc je  g łó w n y ch  sy s te m ó w  
in fo rm a c y jn y c h  o rg a n iz m u
W sy stem ie  in form acyjn ym  <pi żyw ego organizm u 93 w yróżnić m ożn a  część n e rw o w ą  91 
i hormonalną  f).  P ow iązan ia  m iędzy tym i system am i m odelow ać m ożna  ogó ln ie  ja k o  
odw zorow ania oraz ip<ne- O bok tych dwu system ów  funkcje inform acyjne w orga­
n izm ie p e łn i także sy stem  im munolog ic zny  3 (rys. 3 .3 ). S y s t e m  n er w o w y  01 charaktery­
zuje się  u sta lo n y m i d rogam i p rzesy łan ia  inform acji, w yznaczonym i przez b iegnące nerw y  
i w łók na  nerw ow e. K ażdem u przenoszącem u inform ację im pulsow i nerw ow em u x  €  X 
przypisać m o żn a  jed n ozn aczn ie  źródło  w p ostaci ustalonej kom órki nerwowej lub  
receptora <pkr, a  tak że konkretnego odbiorcę  biegnącej inform acji: in n ą  kom órkę nerw ow ą  
<Pkr s ieci <pk3 lub e lem en t w ykonaw czy -  m ięsień  <pms a lbo  gruczoł (pgr. P oszukując ana­
logii tech n iczn ej, najłatw iej porów nać sy stem  nerw ow y 01 z s iec ią  kom puterow ą T ^ ,  
p rzystosow aną d o  tak  zw anego rozproszonego przetw arzania. Procesy inform acyjne y?,-
1 8  3. U kład  nerw owy jak o  sy stem  cyb ern etyczn y
9? 3
3
Rys. 3.3. Pow iązania między głównymi system am i inform acyjnym i, w ystępującym i w żywym 
organizm ie; zaznaczono związki pom iędzy system em  nerwowym 91 i horm onalnym  9), a  także 
względną izolację system u im m unologicznego 3
to c z ą  się  w w ie lu  m ie jscach , ro zp ro szo n e  s ą  ta k ż e  zasoby  pam ięc iow e <ppp i e le m e n ty  ko­
m u n ik ac ji z o to c z e n ie m  (pn i <pant a  k o m u n ik ac ja  zach o d z i szy b k o  i z a  p o ś re d n ic tw e m  
p o łą c z e ń  e lem e n tó w  sieci w sp o só b  ściśle  ad resow any .
O d m ie n n y  c h a ra k te r  m a  układ hormonalny S). Je g o  d z ia ła n ie  o p ie ra  się n a  u w a ln ia ­
n iu  ze sp e c ja ln y c h  g ru czo łó w  d o  k rw io o b ieg u  h o rm o n ó w  i) zd o ln y ch  d o  o d d z ia ły w a n ia  
n a  fu n k c jo n o w an ie  ró żn y ch  k o m ó rek  i tk an ek . U w oln iony  h o rm o n  d o c ie ra  d o  wszys tkich  
k o m ó rek  c ia ła . S y g n a łe m  fi €  S  n io sący m  in fo rm ac ję  w sy s te m ie  h o rm o n a ln y m  f )  je s t  
s tę ż e n ie  h o rm o n u  si, €  S , g d z ie  S je s t  o zn aczen iem  zb io ru  k o n ce n trac ji o k re ś lo n y ch  s u b ­
s ta n c j i .  In fo rm ac ja  hormonalna  nie ma więc us talonego nada wc y ani  ustalonego odbiorcy  
n a  p o z io m ie  p o jed y n cz y ch  k o m ó rek . J e d n a k  in fo rm a c ja  h o rm o n a ln a  w y k o rz y s ty w a n a  je s t  
je d y n ie  p rzez  niektóre  k o m ó rk i w y p o sażo n e  w recep to ry , p o zw a la jące  im  reag o w ać  n a  
p o jaw ien ie  się  h o rm o n u . P o sz u k u ją c  an a lo g ii tech n iczn e j d la  sy s te m u  h o rm o n a ln e g b , m u ­
s im y  s ięg ać  d o  m o d e lu  rad io fo n ii (ry s . 3 .4 ).
®^o O o
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Rys. 3.4. K om unikacja w system ie nerwowym 9? (lewa część rysunku) o p a rta  je s t na konkretnym  
nadaw cy N  i odbiocy O  przesyłanych inform acji. W system ie horm onalnym  S) (p raw a część 
rysunku) inform acja rozsyłana je s t przez gruczoł H  do wszystkich komórek, lecz odbiorcam i są 
jedynie te  z nich (oznaczone O ), których ak tu a ln a  inform acja dotyczy
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S y s t e m  infor mac j i  im munologi czne j  3  m a  za  zadanie w ykryw anie i n iszczen ie ob ­
cych kom órek i su b stan cji. S ystem  ten dysponuje kom órkam i identyfikującym i obce  
m akrom olekuły (n p .p o ch o d zen ia  w irusow ego), istn ieje w n im  sieć łączności przeka­
zująca inform acje o  w ykryciu  ob cego  antygenu i m obilizująca  centra od pornościow e  
wreszcie istn ie je  p am ięć w której zap isyw ane są  poznaw ane w zorce antygenow e,
dzięki czem u zw alczan ie  infekcji, na które organizm  ju ż  był narażony przebiega w  przy­
szłości spraw niej i efek tyw n iej. S am o zw alczanie od byw a się  na dwu drogach: fago cy to zy  
lub poprzez o d p ow ied ź hum oralną
O czyw iśc ie  przedstaw iony obraz system u  im m unologicznego jako:
3 = <g> Z{t) <8> 3(c) ® 3(p) <8> 3(/) <8> 0(/l)
jest skrajnie uproszczony, gd yż w yeksponow ano -  zgod n ie z charakterem  książki -  jed y n ie  
inform acyjne asp ek ty  funkcjonow ania tego  system u , pom ijając inne, n iesłych an ie  ważne  
szczegóły je g o  d zia ła n ia . Z agadn ien ia  te  nie należą  jednak  do b iocybernetyk i.
3.3. S t r u k t u r a  s y s te m u  nerw ow ego
System  nerw ow y 01 zaw iera trzy p odsystem y:
-  ośrodkow y (cen tra ln y) sy stem  nerw owy 9 t0;
-  obw odow y (p eryferyjny) system  nerwowy 9 ip;
-  au ton om iczn y  (w eg eta ty w n y ) sy stem  nerwowy 91,*,.
Rys. 3.5. O gólna s tru k tu ra  system u nerwowego 91: centralny (ośrodkowy) system  nerwowy 9 t0, 
peryferyjny (obwodow y) system  nerwowy 9 oraz autonom iczny (w egetatyw ny) system  ner­
wowy 9Tu,; -  pow iązanie system u ośrodkowego z wegetatyw nym , -  pow iązanie sy­
stemu peryferyjnego z w egetatyw nym  i -  powiązanie system u ośrodkowego z peryferyjnym
Te trzy p o d sy stem y  są  oczyw iśc ie  ściśle  ze sobą pow iązane (rys. 3 .5 ). P ow iązan ia  te 
sym bolizują od w zorow ania  y z  od pow iedn im i indeksam i, na przykład je s t  sy m ­
bolicznym  zap isem  p ow iązan ia  istn iejącego pom iędzy centralnym  sy stem em  nerw ow ym  
a system em  w eg eta ty w n y m  (rys. 3 .6 ). Najbardziej oczyw iste  an atom iczn ie  i funkcjonalnie  
jest odw zorow anie gd yż sy stem  obw odow y 9tp tw orzą w łók na  kom órek należących
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Rys. 3.6. P rzykład  anatom ii pow iązania W idoczna na rysunku s tru k tu ra  odpow iada po­
czątkow em u odcinkowi nerw u rdzeniowego, który rozpoczyna się korzeniami: grzbietow ym  i 
brzusznym , w ychodzącym i z rdzenia kręgowego (będącego elem entem  ośrodkowego układu  ner­
wowego 9 t0), a  następnie daje (m iędzy innym i) odgałęzienia do pnia sym patycznego (będącego 
elem entem  układu  w egetatyw nego 91«,^
do sy stem u  centra lnego  9 i0. W  isto c ie  sy stem  nerw ow y 9t stan ow i więc in tegra ln ą  ca łość, 
lecz w łasn ości i funkcje je g o  sk ładn ików  9 t0 , 9 tp i 9 tw są  na ty le  w yraźnie rozdzielone, że 
uzasad n ion e je s t  ich od d zie ln e rozw ażanie.
C entralny  sy stem  nerw ow y 9 l0 obejm uje m ózg  9 ? ^  (rys. 3 .7 ) i rdzeń kręgowy  9?S,r) 
(rys. 3 .8 ). Zaw iera on  skupiska p rzetwarzających  inform ację kom órek i m asę w łókien  
i w yp u stek  nerw ow ych w yspecjalizow anych  w przekazywaniu  sygn a łów  X p om ięd zy  ko­
m órkam i. S ieć p o łączeń  tw orzy substancję  białą,  w odróżnieniu  od  subs tanc j i  s z a r e j , na 
k tórą  sk ła d a ją  się  przetw arzające inform ację komórki <pkn-
Sub stan cje: b ia ła  i szara są  w ośrodkow ym  sy stem ie  nerw ow ym  9 t0 rozm ieszczone  
w form ie w yraźn ie rozgraniczonych skupisk , przy czym  w m ózgow iu 9 l0 (a  zw łaszcza  
w półk u lach  m ózgow ych  oraz w m óżdżku) obow iązuje zasada, że su b stan cja  szara znaj­
duje się  na pow ierzchni, tw orząc w arstw ow o zbudow aną korę, n a tom iast w p ozosta łej 
części ośrod k ow ego system u  nerw ow ego 9 ? ^  (rdzeniu kręgow ym , rdzeniu przedłużonym  
i częściow o w pniu m ó zg u ) ob ow iązu je od w rotn e ułożenie: szara su b stan cja  zajm uje w nę­
trze od p ow ied n ich  struktur, zaś su b stan cja  b ia ła  pokryw a pow ierzchnię (por. rys. 3 .8 ). 
D alej m ożn a  stw ierd zić, że czynności sterujące zlokalizow ane są  w przedniej części m ó­
zgow ia  i rdzenia , zaś czynności percepcyjne -  w tylnej.
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Rys. 3.7. Ogólny rysunek mózgu człowieka, rozciętego wzdłuż płaszczyzny sym etrii c iała i oglą­
danego od strony  rozcięcia. W idok z drugiej strony nie ujaw nia tylu szczegółów, gdyż m asyw ne 
półkule zasłan ia ją  wszystkie w ew nętrzne s tru k tu ry
korzonek
Rys. 3.8. Przekrój poprzeczny rdzenia kręgowego ujaw nia skupisko komórek (substancji sza- 
rej)  w postaci charakterystycznego „m otylka” . W rogach przednich zlokalizowane są  komórki 
sterujące ruchem , a  w rogach tylnych komórki czuciowe. W idoczne są  także korzonki brzuszne 
1 grzbietowe, będące początkow ym i odcinkam i nerwów rdzeniowych
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W  ośrodkow ym  sy stem ie  nerw ow ym  istn ieje n iem al d oskon ała  sy m etr ia  -  funkcje 
lewej Olo ■ i prawej 9 $ ^  p o łow y  ośrodkow ego system u  nerw ow ego są  w w iększości 
identyczn e, je d y n ie  obszar ich d zia ła n ia  je s t  rozgraniczony i obejm uje ty lko  połow ę ciała , 
przy czym  ob ow iązu je  sch em a t skrzyżow any : prawą  częścią  c ia ła  V (p) zaw iaduje część  
ośrodkow ego sy stem u  nerw ow ego 9 1 ^  p o łożon a  na lewo  od  p łaszczyzny  sy m etr ii -  i na 
od w rót.
ruch
wzrok
Rys. 3.9. Lokalizacja na zew nętrznej (u góry) i wewnętrznej (u dołu) powierzchni kory mózgowej 
obszarów  zw iązanych z różnymi form am i percepcji: dotykowej, wzrokowej, słuchowej i węcho­
wej; podwójnie zakreskow ane -  obszary kory związane ze sterow aniem  ruchem , zaprezentow ane 
dokładniej n a  kolejnym rysunku
L okalizacja  poszczególnych  funkcji i dzia łań  w ośrodkow ym  sy stem ie  nerw o­
w y m  je s t  p rosta  i precyzyjna jed y n ie  d la  czynności fizjologicznie prostych i filogen etycz­
n ie w czesnych . Ł atw o n a  przykład  zlokalizow ać elem enty zaangażow ane w przenoszenie  
i przetw arzanie bodźców  zm ysłow ych  y?/* (rys. 3 .9 ). Szczególnie ła tw a  i precyzyjna je st
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lokalizacja interesujących  obszarów  funkcjonalnych w rdzeniu kręgow ym  9 1 ^ ;  je g o  prze­
krój (rys. 3 .8 ) u jaw nia u łożen ie isto ty  szarej w charakterystyczny k sz ta łt „m otylka” , 
którego przednie rogi są  sied lisk iem  komórek sterujących  rucham i m ięśn i szk ieletow ych  
<p9Wl a  rogi ty ln e  m ieszczą  kom órki analizujące bodźce czuciow e (pn (n a  przyk ład  czucie  
b ólu , d o ty k u , ucisku , tem peratury , a także propriocepcja stop n ia  n ap ięc ia  m ięśn i i p o ło ­
żenia  staw ów  (pp ), zaś centralna  część zaw iera komórki kojarzące bodźce i pośredniczące  
w form ow aniu odruchów  <psp.
T ak ie  d ok ład n e m apow anie zaw odzi jednak  w odniesien iu  do funkcji bardziej z łożo ­
nych (n a  przyk ład  <pwp). W praw dzie w podręcznikach neurologii znaleźć m ożna  „m apy” , 
na których ozn aczon o  lokalizację w korze m ózgowej obszarów  w yższych  czynności p sy­
chicznych, są  to  jedn ak  próby dość kontrowersyjne. W ydaje się  p on ad to , że przynajm niej 
niektóre z w yższych  czynn ości psychicznych tpwp n ie m ają w ogóle precyzyjnej lokaliza­
cji, i s ą  w łasn ościam i m ózgu  jak o  ca łości. W  szczególności w ydaje się ob ecn ie  pew ne, 
że nie m a  takiej precyzyjnej lokalizacji pam ięć (odw zorow ania  <ppa i ^pp)> której naturę  
i w łasn ości szczegó ln ie  trudno analizow ać w kategoriach b iocybernetycznych .
Rys. 3.10. Obwodowy system  nerwowy 0 lp jako  sieć połączeń ośrodkowego system u nerwowego 
z receptoram i <ć r , proprioceptoram i tpp, gruczołam i <pgr i m ięśniam i oraz fragm entów  
ośrodkowego system u nerwowego
O bw odow y sy stem  nerw ow y je s t  w yłączn ie  system em  kom unikacyjnym , przesy­
łającym  inform acje (X T )/? od  receptorów  <pp i od  proprioceptorów  <psp do ośrodkow ego  
system u gd zie  s ą  przetw arzane i analizow ane <psp, a także p rzesy łającym  w ypra­
cow ane w ośrod k ow ym  sy stem ie  01 sy g n a ły  sterujące (X T)M d o  odbiorn ików  rozkazów  
mięśni  (pms lub gru czo łó w  <pgr (rys. 3 .1 0 ). D rogi, k tórym i przesyłan e są  inform acje, sk ła ­
d ają się  z w iązek  w łók ien  nerw ow ych, które nazyw ane są  n er w a m i .  W szy stk ie  nerwy  
biorą swój początek  w nerw ach  rdzeniowych  lub nerwach czaszkowych.
Z godnie z nazw ą nerw y czaszkow e w ychod zą z m ózgow ia a rdzeniow e -  z rdze­
n ia  kręgow ego 9 1 ^ .  W szy stk ie  nerwy są  parzys t e  i opuszczają ośrodkow y u k ład  nerw ow y  
sy m etry czn ie  p o  ob ydw u  stronach  c ia ła . W yróżniam y 31 par nerwów opuszczających  
rdzeń kręgow y, przy czym  w yd ziela  się  segm en ty  szyjne (8 pierw szych par nerw ów ), pier­
siow e (12  p ar), lędźw iow e (5  par) i krzyżow e (5 kolejnych par). O braz p oczątkow ego  
od cink a nerw u rdzeniow ego przedstaw iono na rysunku 3.6.
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Rys. 3.11. S chem at pokazujący m iejsca wyjścia nerwów czaszkowych. Kolejne nerwy, oznaczone 
n a  rysunku (zgodnie z m edyczną tradycją) kolejnymi liczbami rzym skim i, m ają następujące 
nazw y i znaczenie: I -  węchowy, II -  wzrokowy, III -  okoruchowy,  IV -  bloczkowy ( także 
poruszający okiem ), V -  trójdzielny  (czucie w obrębie całej głowy), VI -  odwodzący  (jeszcze 
jeden  poruszający okiem ), VII - twarzowy  (ruchy mimiczne tw arzy), V III -  statyczno-słuchowy,  
IX -  językowogardłowy,  X -  błędny (narządy  w ew nętrzne), XI -  dodatkowy  (ruchy całej głowy), 
XII -  pod językowy
S tru k tu ra  nerwów czaszkow ych  od b iega  znacznie od  tej regularności. J est ich 12 par 
(rys. 3 .11 ); część z nich zw iązana  je s t  z dzia łan iem  dużych system ów  percepcyjnych  cz ło ­
wieka: w zrokiem  (II), s łu ch em  (V III), pow onieniem  (I), zm ysłem  sm aku (IX ), a  także  
z czuciem  w zakresie całej g łow y  (V ); inne o b słu gu ją  ruchy całej g ło w y  (X I), tw arzy  
(V II), języ k a  (X II), a zw łaszcza  oka (III, IV i V I). N iektóre z nerwów czaszkow ych m ają
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także zw iązek z u k ład em  au ton om iczn ym , op isyw any odw zorow ow aniem  K lasycz­
nym przyk ładem  je s t  tu  nerw b łędny (X ) . Przeb ieg nerwów bywa prosty, a lb o  tw orzą  
one sp lo ty .  P oza  sp lo ta m i nerw y nie kom unikują się  pom iędzy sobą, n a to m ia st w trak­
cie sw ojego przebiegu rozgałęziają  się drzew iasto , docierając d o  w szystk ich  receptorów  
i elem entów  w ykonaw czych.
A u ton om iczn y  sy stem  nerw owy y \ w je s t , zarów no z an atom icznego , jak  i z fizjolo­
gicznego punktu  w id zen ia  najm niej w dzięcznym  ob iektem  badań. S ystem  ten , p odzie lony  
na część s y m p a ty c zn ą  i pa rasym pa tyczną  91*?  ^ charakteryzuje się  bardzo d użym  roz­
proszeniem  (rys. 3 .1 2 ). O środki nerw owe sym p atyczn e i parasym p atyczne w sp ó łistn ieją  
i w spółpracują z ośrod k ow ym  system em  nerw ow ym  w którym  zlokalizow ane są  w aż­
niejsze ośrodki  s y s t e m u  a u to n o m iczn eg o , oraz z system em  ob w od ow ym  k tórego nerw y  
prowadzą obok  w łók ien  ruchowych i czuciow ych także aksony kom órek sym p atycznych  
i parasym patycznych  -  szczegó ln ie  w zakresie nerwów czaszkow ych oraz początkow ych  
odcinków nerw ów rdzeniow ych  (por. rys. 3 .6 ).
Rys. 3.12. U kład nerwowy wegetatyw ny 91^ dzieli się na część współczulną i przyw spółczulną; 
ich zadania w regulacji funkcjonow ania narządów  wewnętrznych są  zawsze przeciw staw ne i wspo­
magane przez system  horm onalny
P om im o istn ien ia  w ym ien ion ych  zw iązków  i tP ^ ° \  sy stem  au ton om iczn y  m a
na tyle w yraźn ie i konkretn ie w yd zielon e zadan ia  i struktury, że bez w ątp ien ia  uzasad­
nione je s t  je g o  od d zie ln e  om aw ian ie. C zynnościow o układ au ton om iczn y 91^ p ełn i funkcję  
regulatora ipa procesów  w egetatyw nych  y>nu), toczących  się  w narządach w ew nętrznych, 
decydujących o  funkcjonow aniu  ca łego  c ia ła , a nie kontrolowanych n a  ogó ł z poziom u  
św iadom ości. W  ty m  zakresie w sp ó łd z ia ła  on z system em  horm onalnym  S). S tru k tu raln ie  
s)s te m  ten n ie tw orzy w yraźnie w ydzielonych  ośrodków , podobnych do m ózgu lub rdze- 
nia kręgow ego, ch ociaż skupiska substancji szarej w ystępują  w nim  również i od gryw ają
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is to tn ą  rolę w koordynacji i synchronizacji pracy ośrodków  sym p atyczn ych  i p arasym ­
patycznych  w obręb ie ca łeg o  c ia ła . Używ ając term inologii zaczerpniętej ze w spółczesnej 
in form atyki m ożn a  pow iedzieć, że au ton om iczn y układ nerwowy realizuje ideę p r z e t w a ­
rzania  roz pros zo ne go , przy czym  stop ień  rozproszenia je s t  bez p orów nania  w yższy, niż 
w jak im k olw iek  ob ecn ie  istn iejącym  sy stem ie  kom puterow ym .
4K O M Ó R K A  NERW OW A I J E J  M ODELE
4.1. U w ag i ogó lne
Poprawnie d zia ła jący  m odel kom órki nerwowej (zwanej także skrótow o neu ronem)  je s t  
p odstaw ow ym  i n ieodzow n ym  elem en tem  przy m odelow aniu w szystkich  sy stem ó w  b iocy- 
bernetycznych, p oniew aż procesy pozysk iw ania , przesyłan ia, przetw arzania i w ykorzysty­
wania inform acji przebiegają g łów n ie  w strukturach zbudow anych z kom órek nerw ow ych  
(rys. 4 .1 ). Z tego  w zględu  m odel neuronu uznać trzeba za  szczególn ie ważny.
frys. 4.1. M ikrofotografia komórki nerwowej (za zezwoleniem prof. Rem igiusza Tarneckiego)
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W arto podkreślić , że m odelow anie elem entów  system u  nerw ow ego s ta ło  się  o sta tn io  
m od n e. W yd aw an e są  na ten tem at liczne artyku ły naukowe, stu d ia  i rozprawy. W ięk ­
szość z n ich , dostęp n ych  w m om encie p isan ia  tej książki, cy tow an a je s t  w załączonej 
na końcu bib liografii. P rob lem y m odelow ania sieci nerw owych obecn e są  na w szystk ich  
liczących  się  konferencjach naukow ych pośw ięconych inform atyce, teorii sy stem ó w  lub  
prob lem om  sterow ania; organ izow ane są  także m iędzynarodow e konferencje pośw ięcone  
w y łą czn ie  p rob lem atyce m odeli sieci nerw ow ych. W  1987 roku p o w sta ło  m iędzynarodow e  
tow arzystw o In te rna t ion a l  Neura l  Ne iw ork  Socie ty  a  od  styczn ia  1988 w ydaw any je s t  pod  
ausp icjam i tego  tow arzystw a dw um iesięcznik  naukowy zatytu łow an y Neura l  Networks .
f i
-C = H >
B s n +C = J - ^
Rys. 4.2. Jeden z wielu opisywanych w literatu rze, bardzo prostych elektronicznych modeli komó­
rek nerwowych (opracow any przez L. D. H arm ona w latach sześćdziesiątych, będący podstaw ą 
modeli stosow anych do dziś)
Rys. 4.3. Schem at blokowy węzła używanego do modelowania komórki nerwowej w realizacjach 
sieci neuropodobnych opartych  n a  technologii układów scalonych o wielkiej skali integracji
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Jak w ynika z p rzytoczon ych  inform acji, pod koniec la t osiem d ziesią tych  n astąp ił 
ogrom ny w zrost za in teresow an ia  m odelow aniem  komórki nerwowej i m od elam i sieci ner­
wowych. Fakt ten m a  sw oje uzasadnienie: sieci nerw owe i ich m od ele (rys. 4 .2 ) m o g ą  
służyć do realizacji a lgorytm ów  opartych  n a  zu p ełn ie  now ych przesłankach, z których  
najw ażniejszą je s t  p e łn a  rów noległość i rozproszenie procesu przetw arzania. W zrastające  
zainteresow anie m eto d a m i przetw arzania inform acji za  p om ocą  sieci neuropodobnych  w y­
nika także z faktu  w ytw orzen ia  w p ostaci specjalizow anych układów  scalonych  stosu nk ow o  
wiernych a jed n o cześn ie  tan ich  m odeli komórek nerw owych (rys. 4 .3 ). T y tu łe m  przykładu  
warto w skazać na prace zaw arte w m ateriałach  konferencji Advanced Research in V L S I , 
która o d b y ła  się  w 1987 roku w uniw ersytecie S tanforda. T rzeba d odać, że u k ład y  tego  
typu są  ju ż  dziś d ostęp n e handlow o; na przykład firm a T exas Instru m en ts u ru ch om iła  
w 1986 produkcję uk ład ów  m odelujących  komórki nerwowe pod nazw ą O d y sse y .  D ostępn e  
są także bardzo dobre program y sym u lujące pracę sieci, na przykład N e ura lW o rk s  firm y 
NeuralW are oraz sp ecja lizow ane m aszyny, na przykład S igma II Neurocom pu ter  W o r ­
kstation.
4.2. M o d e l  m a te m a ty c z n y
Budowa kom órki nerwowej p ozostaje p oza  zakresem  tej książki, gd yż m od elow an ie op iera  
się na w łasnościach  czynn ościow ych , a nie na m orfologii. P on adto  m im o identycznych  
zasad funkcjonow ania, k sz ta łty  i w ym iary różnych neuronów różnią się  tak znaczn ie, że  
dla zw artości op isu  nie b ędziem y im  pośw ięcali uwagi (ry s .4 .4 ). Przed p od an iem  jednak  
m odelu d zia ła n ia  kom órki nerw owej, w arto odnieść się także do jej budow y i k szta łtu .
Rys. 4.4. K om órki nerwowe m ogą znacznie różnić się kształtem , naw et jeśli sąsiadu ją  ze sobą w 
tkance nerwowej i w ykonują zbliżone funkcje (za zezwoleniem prof. Rem igiusza Tarneckiego)
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Jak każda inna kom órka, także neuron posiada ciało  z e lem en tam i typ ow ego  w yp o­
sażen ia  cy to lo g iczn eg o . D la  u niknięcia  w ieloznaczności n iektórych stw ierd zeń , p ojaw ia­
jących  się  przy stosow an iu  określen ia ciało komórki  b ędziem y dalej używ ać określen ia  
s o m a ,  w ygod n iejszego  niż proponow any niekiedy syn on im  per ikarion.  Z som y neuronu  
w yrastają  liczn e w yp u stk i, p ełn iące zasadn iczą rolę w kom unikacji z inn ym i kom órkam i. 
W yróżn ia  się  dw ojak iego  rodzaju w ypustki: bardzo liczne cieńsze i g ęsto  rozkrzew ione  
d en d r y t y  i grubszy, rozw idlający się  dopiero na końcu akson  (rys. 4 .5 ) . K om órki nerw owe  
są  o d ży w ia n e  i p od trzym yw an e m echaniczn ie przez tow arzyszące im  kom órki g lejow e, bę­
d ące e lem en tm i p om ocn iczym i w strukturze tkanki nerwowej -  skądinąd  zresztą  znaczn ie  
liczn iejszym i niż neurony (rys. 4 .6 ).
P o p rzytoczon ych  uw agach m orfologicznych przejdźm y do m odelow ania  funkcji. M o­
del kom órki nerwowej m ożem y przedstaw ić jak o  odw zorow anie:
Vkn : \ N => X,
w skazujące na rolę kom órki nerwowej ja k o  układu transform ującego p ew ne sy g n a ły  wej­
ściow e w o d p o w ied n ie  sy g n a ły  w yjściow e.
M od elu jąc kom órkę nerw ow ą w sp osób  n ieco dokładniejszy, choć nadal bardzo ogó lny  
m ożna stw ierd zić , że realizuje on a  odw zorow anie (por. także rys. 4 .7):
^ n : ( A " + ‘ x X " ) T = > X T .
O zn aczen ia  u ży te  w ty m  w zorze są  następujące: X je st zb iorem  sy g n a łó w  nerw ow ych, 
n a to m ia st sy m b o l A reprezentuje zbiór param etrów  kom órki. S truktura zap isu  m odelu
Rys. 4.5. M ikrofotografia komórki nerwowej uwidacznia je j podstawowe elem enty: som ę, gruby 
akson i liczne cieńsze rozgałęziające się dendryty. O stro  zakończony przedm iot obok komórki 
je s t e lek trodą, za pom ocą której odbierano sygnały komórki (za zezwoleniem prof. Rem igiusza 
Tarneckiego)
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Rys. 4.6. Neurony nie wypełniają mózgu gęsto, przeciwnie, tkwią wśród liczniejszych od siebie 
komórek glejowych J a k  rodzynki w cieście” -  zgodnie z powiedzeniem jednego z pionierów 
neurofizjologii, R. Cayala (za zezwoleniem prof. Remigiusza Tarneckiego)
Rys. 4.7. Model komórki nerwowej uwzględniać musi fakt, że ma ona N  wejść i jedno wyjście. Na 
wejściach i na wyjściu pojawiają się sygnały x 6 X, a własności komórki, determinujące sposób  
przetwarzania tych sygnałów zadawane są za pośrednictwem parametrów a 6  A
neuronu sugeruje, że kom órka rozpatryw ana je s t  ja k o  system  dynam iczn y -  zarów no  
w sensie czasow ej zm ienności wejściow ych i w yjściow ych sygn ałów  x  6  X , ja k  i pod  
względem  zm ian  param etrów  a  €  A. Neuron rozpatryw ny je s t  ja k o  u k ład  o  N w ejściach  
i jednym  w yjściu .
S ygnały  w ejściow e doprow adzane są  do kom órki (rys. 4 .8 ) za  pośrednictw em  syn aps, 
zaś sygnał w yjściow y od prow adzany je s t  za  p om ocą  aksonu i jego  licznych od ga łęz ień , 
zwanych kolateralam i. K olaterale docierają d o  som y i dendrytów  innych kom órek nerwo-
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końcow e
Rys. 4.8. Schematyczny obraz komórki nerwowej, pokazujący jej zasadnicze elementy. Pokazano 
jedno połączenie komórki (synapsę) z aksonem innego neuronu; w rzeczywistości na komórkach 
nerwowych naliczyć można tysiące synaps
Rys. 4.9. Uproszczony schem at synapsy, będącej miejscem przekazywania impulsów nerwowych 
pomiędzy aksonem jednej a ciałem drugiej komórki w sieci
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Rys. 4.10. Rzeczywiste sygnały nerwowe, zarejestrowane podczas równoczesnego obserwowania 
aktywności wielu komórek nerwowych sieci (za zezwoleniem prof. Remigiusza Tarneckiego)
Rys. 4.11. Zarejestrowany mikroelektrodowo kształt impulsu nerwowego w ciele komórki (u góry) 
1 w aksonie (w środku). Dolny wykres pokazuje impuls elektrycznego stymulatora, za pomocą 
którego pobudzono komórkę (za zezwoleniem prof. Remigiusza Tarneckiego)
wych, tw orząc kolejne syn ap sy  (rys. 4 .9 ). W łaściw ości sygnałów  nerw ow ych (rys. 4 .1 0 ), 
torych zbiór ozn aczon o  przez X, b ęd ą  dalej dyskutow ane, tu jed y n ie  od n otu jem y fakt, 
ze są  to  im pulsy elek tryczn e (rys. 4 .1 1 ), polegające na szybkiej zm ien ie p oten cja łu  elek ­
trycznego b łon y U  6  U , gd zie U je s t  zbiorem  w artości napięć na b łon ie (rys. 4 .1 2 ), zatem :
X C U T .
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Rys. 4.12. W czasie eksperym entów  neurofizjologicznych elek troda bada potencjał komórki punk­
towo, ja k  to  widać po prawej s tron ic fotografii. Zapisywane im pulsy są  obrazem  szybkiej depola­
ryzacji błony, pow stającej w rozważanym  punkcie (za zezwoleniem prof. Rem igiusza Tarneckiego)
Rys. 4.13. W yniki sym ulacji kom puterowej uproszczonego m odelu komórki nerwowej, której 
sygnał wyjściowy trak tow any  je s t jako  cyfrowy X =  {0, l} . Pod wpływem zm iennego pobudzenia 
z recep to ra  Ur  (w ykres u góry rysunku) pow stają im pulsy (o kształcie prostokątnym  u dołu 
rysunku) sym bolizujące wyjście z komórki
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Rys. 4.14. Uzyskane z m odelu kom puterowego przebiegi sygnału nerwowego (górny wykres) oraz 
sygnałów po tencja łu  postsynaptycznego i krzywej refracji (u dołu)
Forma im pulsów  X  €  X m oże być przyjm ow ana dow olnie (rys. 4 .1 3 ), jedn ak  najw ar­
tościow sze m od ele  uzyskuje się  odw zorow ując w szystk ie cechy sygn a łu  nerw ow ego, łączn ie  
z kształtem  im p u lsu  i szczeg ó ła m i je g o  form y czasowej (rys. 4 .1 4 ). M ożna tu  o d w o ła ć  się  
do jednego ze znanych  w zorów , op isujących  aproksym ację czasow ego przebiegu sy g n a łu  
nerwowego, od tw arzan ego  n a  p od staw ie  rzeczyw istych  sygn ałów  rejestrow anych m ikroe- 
lektrodam i z w n ętrza  kom órek żyw ego m ózgu (rys. 4 .15):
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Rys. 4.15. Przebieg sygnału  nerwowego zarejstrow any w rzeczywistym neuronie (za zezwoleniem 
prof. Rem igiusza Tarneckiego)
Rys. 4.16. O braz funkcji w ykładniczych, z których buduje się przy sym ulacji formę czasową 
im pulsu nerwowego
\ 3 x =  u ( t )  =  c ie " C3(ł" to) -  c i e - (ca+c3)(‘“ f0> -  c4e - C5(‘“ <o) +  c4e " e‘ (‘" to).
W  p roponow anym  w zorze t £  T  ozn acza  aktualny (zm ien n y) czas, t 0 je s t  ustalonym  
m om en tem  czasu , od p ow iad ającym  chw ili początkow ej w ygnerow ania im pulsu  (oznacze­
nie to  b ęd zie  jeszcze  dalej w ykorzystyw ane, zaś wartość t 0 u sta lan a  je s t  w trakcie sym u ­
lacji przez p o zo sta łe  bloki m o d elu ), zaś w spółczynn ik i C1,C2, . . . , C 6 (V* €  [1 ,6 ], c, G C) 
są  u sta la n e  n a  e ta p ie  identyfikacji k szta łtu  im pulsu . D ecydujący  w p ływ  na p ostać funkcji 
u ( t )  m ają  dw a pierw sze sk ład n ik i sum y, poniew aż c\  >  c4 . P ozosta łe  sk ład n ik i od pow ie­
d zia lne są  za  -  kolejno -  w iększe (w  stosunku do krzywej w yk ładn iczej) narastan ie czoła 
im p ulsu  i o d p o w ied n ie  form ow anie jego  opadającej części (por. rys. 4 .1 6 ).
P on iew aż m od ele  kom órek nerw owych tw orzy się, aby n astęp n ie łączyć j e  w sieci, 
przeto celow e je s t  w prow adzenie symbolu graficznego m odelu  komórki nerw ow ej, który 
m ógłb y  być używ any przy szk icow niu  struktury m odeli sieci. P roponow any tu  sym bol
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Rys. 4.17. Sym bol używ any do oznaczania komórek nerwowych i ich modeli <pkn we wszystkich 
dalszych rozw ażaniach i schem atach
ma k szta łt p od an y  n a  rysunku 4 .17 . S ygn ały  wejściowe ar,- £  X docierają do wejść u m ie­
szczonych na p o d sta w ie  trójkąta, sym bolizującego komórkę nerw ową. W ejścia te op isane  
są w artościam i w a g  syn ap tyczn ych  aj €  A ( i  =  1, 2 ,  . . . ,  N ) .  W yjście  neuronu, o d p ow ia ­
dające a n atom iczn ie  aksonow i w iodącem u sygn a ł ar €  X , reprezentow ane je s t  graficznie  
w postaci lin ii w ychod zącej z w ierzchołka trójkąta, przy czym  w ierzchołek ten  op isan y  je st  
dodatkowo w a rto śc ią  w sp ółczyn n ik a  ajv+i €  A } nazyw anego progiem  kom órki. P oza w y­
m ienionym i za p isa m i u  p o d sta w y  i u w ierzchołka, w n ętrze trójkąta je s t  n a  o g ó ł p u ste , lecz  
może także zaw ierać dodatkow e inform acje na tem a t komórki: identyfikator rozw ażanego  
neuronu (na  przyk ład  je g o  num er w ynikający z przyjętych zasad indeksacji neuronów  
w sieci) lub charak terystyk ę jeg o  funkcji (n a  przykład sym b ol M cC ullocha określający  
realizowaną przez neuron funkcję logiczną).
4.3. M o d e l  cy fro w y
Załóżmy, że X =  { 0 , 1 } .  U zasadn ien ie d la  tak iego  za łożen ia  w ynika z fak tu , że k szta łt  
wszystkich im ulsów  nerw owych je s t  taki sam  -  n iezależnie od  tego , jak ą  inform ację dany  
im puls przekazuje. S ą  przy ty m  konkretne b io logiczne dow ody, że w pew nych  granicach, 
zm iana am p litud y , czasu  trw ania  lub kszta łtu  im pulsu nie odgryw a żadnej roli. Przy prze­
syłaniu  i przetw arzaniu  inform acji liczy się ty lko  obecność lub brak im p u lsu , co  m ożna  
właśnie form alnie zap isać ja k o  binarne w artości 0 lub 1. W  dodatku  na początku  naszych  
rozważań ignorow ać b ęd ziem y czynnik  czasu , to  znaczy badaniom  p od lega  w y łączn ie  s tan  
ustalony  kom órek i s ieci, bez w nikania w procesy przejściowe zachodzące po p odan iu  do
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kom órki sy g n a łó w  w ejściow ych a przed u stalen iem  się  na wyjściu  sy g n a łu  w yjściowego. 
U żyw ając term in olog ii technicznej -  przy takich założeniach  neuron traktow any je s t  jako  
sw o isty  układ ko m b ina c y jny .  O dw zorow anie <pkn reprezentuje funkcję log iczn ą  N  zm ien­
nych lub (u żyw ając innej term in olog ii) N -argu m en tow ą form ułę algebry B o o le ’a . Jest to  
ob iek t dobrze znany: funkcje logiczne stan ow ią  p odstaw ę konstrukcji inform atycznych  - 
zarów no sp rzętu  jak  i n iektórych  typ ów  oprogram ow ania. C o w ięcej, tw órcy sy stem ó w  cy­
frowych i projektanci uk ład ów  scalonych  p osłu gu ją  się a lgebrą B o o le ’a jak o  zasadn iczym  
narzędziem  teoretyczn ym . Przypom nijm y, że obok d w uelem entow ego zbioru operandów  
w algebrze tej w yk orzystuje się  charakterystyczne operatory: al t e rna ty wy  V, koniunkcji  
A, negacj i  s u m y  modulo dwa  0 ,  a  tak że inne (np . im plikacji => i rów now ażności = )  
Jak stw ierd zon o , naw et tak skrajnie ograniczony m odel komórki nerwowej je s t  ob iek tem  
in teresu jącym  z tech n iczn ego  punktu w idzen ia  i przydatnym  w realizacji w ielu  ważnych  
przedsięw zięć. M odel ten , chociaż uproszczony, nie je s t  banalny, z tego  pow od u , że od 
p ow iad a  fu nkc j i  logicznej  wielu zmiennych.  Isto tn ie , odw zorow anie <ptn od w ołu je  się  do 
N  argu m entów , przy czym  w arto zdać sob ie spraw ę, że w rzeczyw istej kom órce nerwo  
wej N  je s t  rzędu 103 . T rudności projektow e pow odują, że w technice operuje się  zwykle  
funkcjam i k ilk u argu m en tow ym i, zaś m iarą w zrostu stop n ia  kom plikacji przy przechodze­
niu  do funktorów  o  coraz większej liczb ie argum entów  je s t  znany m a tem atyczn y  fakt 
że liczba różnych N - a r g u m e n t o w y c h  funkcj i  B o o le ’a wyraża się wzor em  2 2 i zawrotnie  
szybko rośnie  ze w z ro s te m  N  ( l ).
R ozw ażany tu  m od el logiczny <pkn m a jed y n ie  najbardziej podstaw ow e cechy komórki 
nerw ow ej. J eg o  m a tem a ty czn ą  form ułę m ożna  zap isać przyjm ując konkretne ozn aczen ia  
Niech b ęd ą  d ane sy g n a ły  w ejściow e x \ ,  X2 , . . . ,  x n  (Vi €  [1, iV] *,■ €  X)  oraz niech będzie 
u sta lon y  sy g n a ł w yjściow y i  €  X. Niech b ęd ą  także zadane param etry a i , a 2, . . . , a . \  
zw ane dalej w a g a m i  s y n a p t y c z n y m i  (Vi 6  [1, JV] a, €  A ), a  także niech b ędzie znany  
param etr ajv+ \ , zw any prog iem .  W ów czas form ułę op isu jącą  funkcjonow anie kom órki <pkr. 
m ożem y przedstaw ić następująco:
N
1» gdy £  (¡¡ii >  a N + l ,
i= i
x  =
N
0 , gdy £  a¡Xi <  a N + i . 
»•=1
P od an y  wzór op isu je funkcjonow anie komórki nerwowej <pkn w iernie i d ok ład n ie  (przy  
uw zględn ien iu  p rzytoczonych  za ło żeń ). M odel ten je s t  punktem  w yjśc ia  przy konstruo  
w aniu w szystk ich  bardziej złożonych  m odeli 0X1/, zatem  jeg o  d ok ład na  d yskusja  je st  
u zasad n ion a . P o n d to  w iększość praktycznie użytecznych m odeli 9JI kom órek <ptn i sie<i 
nerw ow ych <psp op iera  się  n a  tym  m odelu .
( J ) Przykładow o ju ż  d la  N  =  10 liczba ta  jest rzędu 2 -10308, zaś przy N  =  100 ilość możliwych funkcji 
wyraża się liczbą m ającą 1029 cyfr. Przypom nijm y iż rzeczywiste komórki nerwowe m iewają po 
kilka tysięcy wejść.
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E lem enty  przytoczonej form uły modelu cyfrowego  w ym agają kom entarza. N a  po­
czątek om ów im y w sp ó łczyn n ik i w agow e a, ( i  G [1»W])* ^  obecność w m odelu  w ynika  
z faktu, że sy g n a ły  wejściow e, docierające do poszczególnych  wejść neuronu, m ają  zróż­
nicowany w p ływ  n a  je g o  d zia łan ie . Jest to  konsekw encją zasad funcjonow ania syn ap s  
nerwowych. Ich fizjo logia  je s t  zagad n ien iem  bardzo obszernym , którego streszczan ie  nie  
jest tu  ani m ożliw e, ani celow e. Jednak  w celu w yjaśn ien ia  znaczen ia  p rzytoczon ych  w m a­
tem atycznym  m od elu  OJlj param etrów  a  G A trzeba podkreślić, że zasad a  przekazyw ania  
im pulsu nerw ow ego x  G X od  jednej do drugiej komórki ipkn op iera  się  na w ydzielan iu  
przez kolbki s y n a p t y c z n e , p od  w p ływ em  nadchodzących do syn apsy  bodźców , specja lnych  
substancji chem icznych  S  G S , zw anych neu romediaioramt  (patrz rys. 4 .1 8 ). S u b stan cje  te  
oddziałując na b ło n ę  kom órki tp^k p ow od ują  zm ianę jej p otencja łu  elek tryczn ego  E  €  U, 
przy czym  zm ia n a  ta  je s t  oczyw iśc ie  tym  siln iejsza , im więcej neurom ediatora  S  €  S 
pojawi się na b łon ie.
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Rys. 4.18. Schem at synapsy: widoczne są  błony presynaptyczna i postsynap tyczna oraz pę­
cherzyki zaw ierające neurom ediator, uwalniany do szczeliny synaptycznej przez nadchodzące 
aksonem im pulsy. Im więcej uwolnionego m ediatora, t>m silniejszy je s t wpływ danej synapsy na 
rozważaną komórkę
T ym czasem  kolbki sy n a p ty czn e  różnią się: jed n e pod w pływ em  nadchodzącego  im ­
pulsu nerw ow ego x  £  X uw alniają  duże ilości neurom ediatora 5  G $  -  inne m niej. R óżnice  
te są uchw ytne naw et w m ikroskopie elek tronow ym , gdyż w iążą  się z w ielkością  syn ap s  
> z liczbą oraz rozm iaram i pęcherzyków  syn aptyczn ych , grom adzących w ytw arzany przez 
komórkę n eu rom ediator w pobliżu  b łon y  syn aptyczn ej. W  ten sp osób  tak i sam  im puls  
* 6  X docierający d o  w ejścia  kom órki za  pośrednictw em  jednej syn ap sy  m oże sp o w o d o ­
wać znacznie siln iejsze  jej p ob u d zen ie , niż w przypadku innego w ejścia. M iarą sto p n ia  
pobudzenia kom órki je s t  przy tym  b ezp ośredn io  stop ień  depolaryzacji jej b łon y E  G U , 
zależny od  sum arycznej ilości neurom ediatora  S  G S w ydzielonego we w szystk ich  sy ­
napsach (stąd  su m a  w rozw ażanym  wzorze i term in sumow anie  p rzes t r zenne  używ any  
w neurofizjologii -  rys. 4 .1 9 ).
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wejście
syg n a ły  
z innych wejść
w yjście
Rys. 4.19. Schem at neuronu obejm uje sum ato r, reprezentujący łączne oddziaływ anie neurome- 
diatorów  ze w szystkich synaps. Z pewnym przybliżeniem  m ożna powiedzieć, że to  sumowanie  
przestrzenne  odpow iada sum arycznej ilości neurom ediatora, wydzielonej przez w szystkie syna­
psy
Jak w yn ika z p rzytoczon ych  uwag, w ejściom  komórki przypisać m ożna  w sp ó łczy n ­
niki liczbow e a €  A , będące m iarą  ilości neurom ediatora 5  €  $  w yd zielan ego  jednorazow o  
na poszczególnych  syn ap sach , a dokładniej w zględnego sto p n ia  p obudzen ia  E  G U ko­
m órki, w ynikającego z tej porcji neurom ediatora. W  rezu ltacie w m odelu  m atem atyczn ym  
<pkn od p ow ied n ie  sy g n a ły  w ejściow e €  X m uszą być m nożone przez te  w spółczynn ik i 
w agow e a , €  A , by we w łaściw y  i popraw ny sp osób  uw zględnić ich w p ływ .
W agi sy n a p ty czn e są  liczb am i rzeczyw istym i (a , G 71) i mogą p r z y j m o w a ć  wartości  
zarów no  dodatnie ,  j a k  i u je m ne .  W ynika to  z faktu , że z różnych kolbek syn aptyczn ych  
uw alniane są  różne rodzaje neurom ediatorów  S. M ożna tu w ym ien ić acetylocholinę,  ad­
renal inę,  n oradrena l inę , G A B A  ( kwas g a m m abuty lom as lowy) ,  dopa minę  i w iele  innych. 
Jedne z nich prow adzą do depolaryzacji kom órki, to  znaczy o d d z ia łu ją  p obu d zająco  -  
i o  tych b y ła  w y łą czn ie  m ow a. Inne n atom iast są  od pow iedzia ln e za  h iperpolaryzację  
kom órki, co  prow adzi do utrudnien ia  jej pobudzen ia  przez inne sygn a ły . T ak ie u trudnie­
n ie n azyw a  się  h a m o w a n i e m , a  od pow iedn ie syn ap sy  znane są  jak o  s y n a p s y  h a m u j ą c e j  
D zia łan ie  sy n a p sy  ham ującej m ożn a  zinterpretow ać przyjm ując w łaśn ie  u jem ną wartość  
od p o w ied n ieg o  w sp ółczyn n ik a  w agow ego a (E A (k tórego wartość b ezw zględ na  też m oże  
zm ien iać się , za leżn ie od  ilości tego  „przeszkadzającego” n eurom ediatora S  €  S  uw alnia­
nego przez konkretną sy n a p sę).
W  w yniku  docieran ia  im pulsów  w ejściowych i  6  X do poszczególnych  sy n a p s ko­
m órki oraz w w yniku  op isan ego  uw alniania różnych neurom ediatorów  5  €  S p ow staje  
p ew ne g lob a ln e  p ob u d zen ie  kom órki E  €  U , w yrażające się określonym  sto p n iem  d ep o­
laryzacji b łon y  kom órkowej <pi,k. Jeśli to  zaburzenie rów nowagi elek trycznej, s ta b ilizo ­
wanej m eta b o liczn ie , je s t  w sum ie n iew ielk ie (patrz rys. 4 .2 0 ), ew en tualn ie je ś li b ilans  
pobudzeń  i ham ow ań daje w ynik ujem ny (czyli łączn ie b łon a  u lega h iperpolaryzacji -  
patrz rys. 4 .2 1 ) -  n astęp u je szybk i sam orzutny pow rót do stanu  p oczątkow ego, a na  
w yjściu  kom órki n ie je s t  d ostrzegalny żaden isto tn y  efekt. M ów im y w ów czas, że p ob u ­
dzen ie b y ło  m niejsze od  progu. S y tu acja  ta  odzw iercied lona je s t  w om aw ian ym  tu  wzorze 
w d o ln ym  w ariancie określan ia  w artości i .  N atom iast gdy sp ełn ion y  je s t  drugi warunek  
5Z ,_ i a»*i >  (i k + i (p atrz rys. 4 .2 2 ), w ów czas sy tu acja  u lega radykalnej zm ianie: sygn a ł 
na w yjściu  kom órki g w a łto w n ie , law inow o narasta  i form uje się typ ow y charakterystyczny
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Rys. 4.20. P rzy podprogow ym  (m niejszym  od wartości a ^ + j )  zdepolaryzow aniu błony komórki 
nerwowej m a miejsce k ró tk o trw a ły  proces przejściowy (dłuższy przy większym stopniu  depola­
ryzacji -  krzyw a 2, niż przy m niejszym  -  krzywa 1), po którym  potencjał błony w raca do stanu  
wyjściowego (linia p rzeryw ana o zn acza  poziom progowej depolaryzacji)
Rys. 4.21. P rzy h iperpo laryzacji komórki potencjał szybko wraca do równowagi, bez względu 
na to, czy m am y do  czynienia z dużym  (krzywa 2), czy z m ałym  (krzyw a 1) sygnałem . W arto 
zauważyć, że zjawisko to  je s t niezależne od progu pobudzenia komórki a/sr+i (lin ia przeryw ana 
oznacza poziom progowej depolaryzacji)
w k szta łcie im p uls nerw ow y, który następnie je s t  przesyłany aksonem  d o  innych kom ó­
rek. Postać im pulsu  je s t  n iezależna od  sto p n ia  przekroczenia progu -  za  każdym  razem  
im puls w y g lą d a  tak sa m o  (rys. 4 .2 3 ). Fakt ten znany je s t  w fizjolgii pod nazw ą zasad y  
wszys tko albo nic,  zaś w naszych rozważaniach stanow i uzasadnien ie u życia  w m odelu  
sygnałów  przyjm ujących  um ow ne w artości 0 lub 1.
W p rzytoczon ych  rozw ażaniach zasadn iczą rolę odgryw a pojęcie progu , ozn aczanego  
we wzorze przez a ^ + \ .  Próg ten, wraz z w agam i syn ap tyczn ym i, stan ow i czynnik  d eter­
m inujący d z ia ła n ie  kom órki (por. rys. 4 .20  i 4 .2 2 ), w zw iązku z czym  w  podręcznikach  
logiki m atem atyczn ej m ów i się niekiedy o  logice progowej ,  zaś w m onografiach p ośw ięco-
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Rys. 4.22. Przy silnej (większej od progu «iV+1) depolaryzacji komórki następuje jakościowa zmiana 
przebiegów: zamiast maleć potencjał komórki rośnie gwałtownie aż do wartości dodatnich (impuls 
czynnościowy), a następnie równic szybko maleje, przyjmując nawet okresowo wartości niższe od 
spoczynkowych (hiperpolaryzacja następcza)
nych sy stem o m  cyfrow ym  rozw ażane układy scalone n azyw ane byw ają e l e m e n t a m i  pro­
g o w y m i .  Z anim  jedn ak  p odd am y te układy dokładniejszej analizie , w arto dokonać kilku 
je szcze  sp ostrzeżeń  n a  te m a t p ojęcia  i w artości progu. W artość progu w rozważanym  
tu  m od elu  je s t  p aram etrem  sta ty czn y m , co od p ow iad a  stop n iow i szczegó łow ości prezen­
tow anych  rozw ażań. W  kolejnym  podrozdziale, doskonaląc m odel neuronu, rozważone 
sk utk i szybk ich  zm ian  progu pobudzen ia , co w'iąże się ze zjaw iskam i refrakcji  -  w zględ­
nej i b ezw zlędnej.
T utaj n a to m ia st w arto zw rócić uw agę n a  próg a /v+ i jak o  param etr umożliwiający  
zm ian ę g lobaln ych  w łaściw ości kom órki nerwowej f k n  (lub  całej grupy takich  komórek) 
W  od różn ien iu  od  w ag a ,,  zw iąznych z konkretnym i w ejściam i z,-, a w ięc i z określonymi 
sy g n a ła m i w ejściow ym i, próg je s t  param etrem  kontekstowo n ie z a l e ż n y m , co  daje
duże m ożliw ości w p ły w a n ia  n a  generalne w łaściw ości m odelow anej sieci nerwowej <psp za 
p o m o cą  pojedynczych  zm ian  w sp ółczyn n ik a a ^ + i -  Ż artobliw ie m ożna  w sp om n ieć, że to 
nie b iocyb ern etycy  ani n ie neurofizjologow ie odkryli m ożliw ość celow ego w p ły w a n ia  na 
g lob a ln e  w łasn ości system u  nerw ow ego za  p om ocą  odpow ienich  zm ian progu wszystkich  
kom órek. P rzem ożny w p ływ  n a  progi neuronów m a bow iem  C 2H5O H , czyli alkohol.
Z p o m o cą  m odeli neuronów  op isan ego typu m ożna bez trudu uzysk iw ać odwzorwania  
V>kn b ęd ące odpow iedn ikam i rozm aitych konkretnych funkcji logicznych . Przykładowo 
zak ład ając, że
Oi =  a 2 =  03 =  • • • =  (iw =  a;v+ i =  1 
o trzym u jem y od w zorw anie <ptn odpow iadające funkcji logicznej al terna tywy:
x  =  < p k n ( x  l , * 2 , * 3 , . . . , * A r )  =  V X 2 V X 3  V • • • V X N .
Rys. 4.23. W yniki sym ulacji kom puterow ej, pokazujące, że k sz ta łt im pulsu czynnościowego nie zm ienia się przy zm ianie param etrów  
decydujących o jego pow stan iu . G órny rysunek pokazuje ograniczony wpływ początkow ego po tencja łu  błony, a dolny -  wpływ zm iennej 
w artości pobudzenia. D obrano  ta k  szeroki zakres zm ienności, że doprow adzono naw et do zaniku im pulsacji, a  ch a rak te r przebiegów nie ^
zm ienia się w sposób zauw ażalny. M ała „strom ość” przedstaw ianych  przebiegów, w stosunku do  wcześniej prezentow anych rysunków , w
wynika z „rozciągnięcia” skali czasu
4.3. M
odel 
cyfrow
y
N a rea lizow aną przez neuron funkcję m ają przem ożny w pływ  przyjęte w artości para­
m etrów  kom órki. P rzyk ład ow o w ystarczy zm ienić w artość progu w p rzytoczon ym  przy­
k ład zie  z a ^ + 1 =  1 na a /v+ i =  N ,  aby realizow ana funkcja logiczna zm ien iła  się rady­
kalnie, sta jąc  się k o n iu n k c ją  (por. rys. 4 .24):
i  =  V k n ( x i , x 2, ar3 , . . . ,  x w )  =  x x A x 2 A x 3 A • • • A x N .
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Rys. 4.24. Za pomocą komórki nerwowej z odpowiednio dobranymi parametrami można realizo­
wać zależność x  =  f ( x  i ,  . . . , z ^ )  zgodną z dowolną funkcją logiczną. Po lewej stronie pokazano 
komórkę realizującą alternatywę  trzech sygnałów wejściowych, a po prawej tę samą komórkę 
realizującą (po zmianie progu) koniunkcją
W  p od ob n y  sp osób  m ożna  uzyskać i inne funkcje logiczne, przy czym  d la  niektórych  
z nich zn aczn ie  łatw iej je s t  w yrazić zasadę ich d zia łan ia  w kategoriach op isow ych , niż 
form alnym  w zorem  m a tem a ty czn y m . P rzykładow o zak ładając a ^ + i =  3, o trzym u je się 
funkcję lo g iczn ą  dającą  się  w yrazić op isow o jak o  p r z y n a jm n ie j  3  spośród s y g n a łó w  w ej­
śc io w ych  są  je d y n k ą  -  zaś zap isan ie form ułą logiki m atem atycznej takiego sam ego  faktu  
je s t  bardzo uciążliw e. Jeszcze bardziej d ob itn ie w idać to  przy założeniu a ^ + 1 =  Ar/2  
kiedy to  funkcja m oże być określona elem entarnym  pojęciow o term inem  w iększość ,  a  zapis 
m atem a ty czn y  je s t  (przy użyciu  w y łączn ie  opertorów  logicznych) n iew iarygodnie skom ­
plikowany.
Z m ieniając n ie ty lk o  próg kom órki, ale także jej w spółczynn ik i wagowe m ożem y bar­
d zo  e la sty czn ie  k szta łto w a ć zachow anie m odelu  i sw ob odn ie dobierać realizow aną przez 
kom órkę funkcję log iczną. N a rysunkach 4 .25 , 4 .26  i 4 .27  przytoczono kilka interesujących  
p rzyk ładów . R ozw ażając przedstaw ione schem aty, stosunkow o łatw o je st w ykazać zalety  
realizacji uk ład ów  logicznych za  p om ocą  rozpatryw anych tu  cyfrowych m od eli komórki 
nerw ow ej. P ierw szą  rzucającą się w oczy za letą  takiej realizacji może być oszczędność  
elem en tów . M ożna pokazać układy, których realizacja przy użyciu  obecnie stosow anych  
p o d zesp o łó w  cyfrow ych w ym aga  zaangażow ania kilkuset tradycyjnych funktorów  log icz­
nych (operatorów  koniunkcji, a ltern atyw y i negacji), ew entualn ie jeszcze w iększej liczby  
używ anych  w elek tron ice sca lonych  bram ek N A N D .  N atom iast te  same funkcje m ożliw e  
są  do uzyskania  za  p o m o cą  pojedynczej komórki nerwowej lub najwyżej kilku o d p o w ied ­
n io  p o łączon ych  kom órek.
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Rys. 4.25. Pojedyncza kom órka o odpow iednio dobranych param etrach  może realizować funkcję 
wymagającą użycia kilku tradycyjnych funktorów  logicznych. Pokazano komórkę i równoważny 
jej schemat logiczny, złożony z funktorów  N O T i AND
ys. 4.26. Zyski z zastosow ania komórki nerwowej jako  zam iennika tradycyjnych funktorów  
°g»cznych s ta ją  się szczególnie widoczne przy funkcjach wielu zmiennych. Pokazano realizację 
unkcji sześciu zm iennych za pom ocą pojedynczej komórki (praw a część rysunku) i sieci logicznej 
(lewa część rysunku)
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Rys. 4.27. Z naczną oszczędność liczby użytych elementów notuje się także wtedy, gdy do  budowy 
sieci trzeb a  użyć kilku neuronów. Pokazana u góry dw uneuronow a s tru tu ra  je s t funkcjonalnie 
rów now ażna prezentow anej u dołu sieci
T a  d ysproporcja  p om ięd zy  m ożliw ościam i funkcjonalnym i neuronu i typ ow ych  ukła­
dów  elek tronicznych  je s t  szczegó ln ie w yraźnie w idoczna przy rozpatryw aniu  komórek  
o  w ielu  w ejściach (d u że w artości N ) , gd yż taka pojedyncza kom órka realizuje zawsze 
p ew n ą funkcję lo g iczn ą  N  zm iennych , p odczas gdy w ykonanie takiej sam ej funkcji m eto­
dam i tech n iczn ym i w y m a g a  (przy dużym  N )  angażow ania bardzo w ielu  u k ładów  scalo­
nych (przy budow ie tradycyjn ego  au tom atu  kom binacyjnego) lub stosow an ia  sp ecja lizo­
w anych uk ład ów  o  w ielkiej skali integracji (n a  przykład program owalnych m atryc PLA  
lub uk ład ów  typu  look up table  z p am ięciam i typu P R O M ).
N a ty m  jed n ak  za lety  elem en tów  neuropodobnych się nie kończą. W arto zauw ażyć, 
że z m ia n a  funkcj i  rea l izowanej  p r z e z  e lement  dokonywana j e s t  za pomocą z m i a n y  war­
tośc i  jego  w spó łc zyn ników  (w ag  synaptycznych  poszczególnych  wejść oraz progu ),a  więc 
niepo równanie  ła tw ie j  i wygodniej ,  niż  analogiczne z m i a n y  w  sys tem ach  budowanych z tra­
dycyjny ch  fu nk to rów .  A by zm odyfikow ać funkcję log iczną realizow aną trad ycyjn ym i m e­
to d a m i, za  p o m o cą  funktorów  A N D ,  O R , N O T , N O R , N A N D  i podobnych  -  trzeba  
dokonyw ać w sy stem ie  p rzełączeń , zm ieniać je g o  strukturę. T ym czasem  jed n a  i ta  sam a
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komórka nerw owa m oże realizow ać w iele różnych funkcji, a w ybór jednej z tych funkcji 
dokonywany je s t  przez zm ian ę w spółczynn ików , bez jakichkolw iek  przełączeń czy k ło­
potliwych zm ian  konfiguracji. Rysunek 4 .28  ilustruje te  zalety  na przyk ładzie kom órki 
o dwóch zaledw ie w ejściach , jednak  praw dziw ie u żyteczny sta je s ię  ten m echanizm  przy 
wykorzystaniu m od eli neuronów  obejm ujących setk i wejść.
Rys. 4.28. Pokazana kom órka realizuje różne funkcje dwu zm iennych -  w zależności od wartości 
parametru, jak im  je s t próg a ^ + i :  d la  a ^ +1 =  1 funkcja je s t a lternatyw ą x \  V Z 2 ; gdy aw +i =  2, 
wtedy x przyjm uje tak ie wartości ja k  argum ent x i ,  zaś dla a ^ + i  =  3 je s t koniunkcją A x 2
Z faktem  om ów ionej omnipotencja lności  log icznego m odelu  kom órki nerwowej w iążą  
się także pew ne, k lasyczn e ju ż  dzisiaj, problem y notacyjnej natury. O m ów im y je  nieco  
dokładniej, od w ołu jąc się  d o  prezentow anych na rysunkach sch em atów .
Dla t radycy jnych  funktorów  logicznych w ypracow ano ca ły  system  sp ecja listyczn ej 
notacji operatorów  logicznych . S ą  więc przew idziane (a  naw et uregulow ane stosow n ym i 
normami) od m ien n e sy m b o le  graficzne d la  układów  elektronicznych realizujących p o­
szczególne funkcje logiczne: a lternatyw ę, koniunkcję, negację, N O R , N A N D  itp . S ym b ole  
te różnią się k szta łtem  i patrząc na sch em at w iększego system u  m ożem y bez trudu u sta ­
lić, jaką funkcję p e łn i w niej tak i lub inny elem en t. T ym czasem  d la  kom órki nerwowej 
ustaliliśmy j edną  sy m b o liczn ą  reprezentację graficzną i nie bardzo w iadom o, ja k  oznaczać  
funkcje poszczególnych  kom órek.
Problem ten rozw ażany był jeszcze  w latach  czterdziestych  przez M cC ullochaj, który  
zaproponował, by funkcje logiczne p ełn ion e przez neurony zap isyw ać za  p o m o cą  d o d a t­
kowego sch em atu , w rysow yw an ego w ew nątrz sym b olu  neuronu. Schem aty  te  budow ane  
były w następujący sp osób . W ychodzi się z tzw .,d iagram u  V ena d la  dw u zbiorów  X \
i X 2\
Pochodzenie tego  sym b olu  je s t  proste: oznaczając rozw ażane zb iory prostokątam i 
• 4-29), m ożem y od p ow ied n i d iagram  Vena traktow ać jak o  sch em atyczn y  sp osób  za-
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rejestrow ania  centralnej części tego  rysunku. Przyjm ijm y, że zbiór X \  od p o w ia d a  sygn a­
łow i w ejściow em u z i  =  1, zaś d op ełn ien ie  tego  zbioru od p ow iad a  sygn a łow i x \  =  0. 
P o d o b n ą  konw encję w prow adzim y d la  zbioru X 2 i sygn a łu  x 2 . Teraz d la  konkretnych  
operacji logicznych buduje się od pow iedn i sym b ol zaznaczając na centralnym  krzyżyku  
kropkam i p ozycje od pow iad ające kom binacjom  sygn ałów  w ejściow ych, d la  których roz­
w ażan a  funkcja przyjm uje w artość 1.
Rys. 4.29. D iagram y Vena, stanow iące podstaw ę sym boliki M cCullocha, op arte  są  na koncepcji 
odw zorow ania zbiorów  jako  pewnych figur geom etrycznych (tu ta j -  prostokątów )
P rzyk ład ow o koniunkcja x \  A x 2 zaznaczona je st (por. przytoczony d iagram ) jak o  
zaś a ltern atyw a  x \  V x 2 =  x \  V x 2V Xi A x 2 oznaczona j e s t ^ 4 .  S tosu jąc p od ob n e zasady 
m ożna przy od rob in ie  uwagi stw ierdzić, że kolejne funkcje logiczne m ogą m ieć podobne  
reprezentacje, n a  przykład  negacji logicznej od p ow iad a  sym bol )><£, im plikacja x \  => 
x 2 reprezentow ana je s t  przez )x^ >, zaś su m ie m od u lo  dw a x i 0 x 2 przypisać m ożn a  schem at 
^ 4  (por. ta b e la  4.1) .
C hcąc zazn aczyć, że p ew n a u sta lon a  komórka nerw owa realizuje taką, a  n ie inną 
funkcję log iczn ą  -  w rysow ujem y w w olny obszar wew nątrz sym b olizu jącego  ją  trójkąta 
sto so w n y  sy m b o l M cC ullocha (por. rys. 4 .3 0 ). Taki sposób  zapisu daje m ożliw ość odw zo­
row ania każdej czynn ości przypisanej kom órce nerwowej bez konieczności naruszania  
u sta lo n eg o  jed n o liteg o  sym b olu  graficznego kom órki. Z alety tak iego  od w zorow ania  funk­
cji kom órki na ty m  się  jedn ak  bynajm niej nie kończą. S ym b ole M cC ullocha pozwalają  
bow iem  od w zorow ać z m ie n n o ś ć  funkcji realizowanej przez neuron w zależności od  war­
tości je g o  param etrów .
T y tu łe m  przyk ładu  rozw ażm y zachow anie w zm iankow anego ju ż  (rys.4 .2 8 ) prostego 
m od elu  kom órki nerw ow ej, d la  której N  =  2 , =  2 oraz a 2 =  1. Jest o czy w iste , że
d z ia ła n ie  takiej kom órki zależy od  tego , jak ą  wartość przypiszem y progow i a ,v + i =  «3 
Jeśli 03 =  0 , to  x  =  1 (sy g n a ł na w yjściu  w ynosi 1 n iezależnie od  sy g n a łó w  wejścio­
w ych ), co  o d p o w ia d a  sym b olow i M cC ullocha o  postaciowo. Zwiększając próg pobudzenia  
do w artości 03 =  1, o trzym u jem y x =  x \  V x 2 (do  p obudzen ia  kom órki w ystarczy  któ­
rykolw iek z sy g n a łó w  w ejściow ych, jednak  bez sygn a łu  w ejściow ego kom órka n ie działa)-
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T a b e la  4 .1 .  P ełn a  ta b e la  dw uargum entow ych  funkcji logicznych
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Funkcja W zór K om entarz D iagram
A  B
00 01 10 11
S ta ła  1 1 A V B V A A B V A A B & 1 1 1 1
N A N D A A B A W B W A A B °^ e 1 1 1 0
Im plikacja A —> B A V B y A A B ¥ 1 1 0 1
Negacja A B W A A B * 1 1 0 0
Im plikacja B - >  A A W B W A A B * 1 0 1 1
N egacja B B A W A A B * 1 0 1 0
R ów now ażność A  =  B A a B v A a B % 1 0 0 1
NOR A V  B A A B X 1 0 0 0
A ltern atyw a A V  B A V B V A A B 1 0 1 1 1
Nierów now ażność A  =  B A A B V A A B °x° 0 1 1 0
P ow tórzenie B B B y  A A B * 0 1 0 1
N egacja im plikacji A A B A A B X 1 0 1 0 0
P ow tórzenie A A A \ / A A B * 0 0 1 1
N eagcja im plikacji A A B A A B •X 0 0 1 0
K oniunkcja A A B A A B * 0 0 0 1
S ta ła  0 0 — X 0 0 0 0
Rys. 4.30. P rzyk łady  funkcji logicznych, realizowanych przez określone komórki nerwowe, ozna­
czonych sym bolam i M cCullocha
O dpow iedni sym b ol M cC ullocha m a  postać: (w arto go  porów nać z poprzedn im !).
Dalsze zw iększen ie w artości progu do <13 =  2 pow oduje, że x  =  x\  (ty lk o  sy g n a ł p o d a ­
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w any n a  p ierw sze w ejście je s t  zdolny pobudzić komórkę -  sam  lub razem  z sy g n a łem  x 2)} 
co za p o m o cą  sym b olu  M cC u lloch a oznaczone je s t  jako<X- i w reszcie zw iększen ie progu 
d o w artości 03 =  3 pow oduje, ze x  =  x \  A x 2 (gd yż w tym  przypadku konieczne jest 
w sp ó łw y stęp o w a n ie  sy g n a łó w  n a  obydw u wejściach neuronu, aby pojaw ił się sy g n a ł na 
je g o  w yjśc iu ). S y m b o l M cC ullocha redukuje się w tym  przypadku do p ostaci X -  Dal­
sze zw iększan ie progu je s t  bezcelow e, gd yż neuron p ozostan ie g łuchy  na w szelk ie m oż­
liw e kom binacje sy g n a łó w  w ejściow ych, co  oznacza (p rzytaczany  d la  k om p letu ) sym bol 
M cC u lloch a o  p ostaci X  •
O pisan e zm ian y  zachow ania  kom órki nerwowej w zależności od  w artości param e­
tru (k tó ry m  w przyk ładzie był próg d zia łan ia , lecz którym  m oże być także dowolny 
inny param etr a ,)  -  m ożliw e są  do zilustrow ania  za  p om ocą  jed n ego  sym b olu  M cC ullo­
cha. W ystarczy  ty lk o  w m iejsce kropek, figurujących w typ ow ym  sym b olu  M cC ullocha, 
w pisać liczby, oznaczające w artości progu pobudzenia , n iezbędnego do uzyskania  funk­
cji reprezentow anej za  p o m o cą  kropki w danej pozycji. P rzyjm uje się  przy ty m , że jeśli 
p ew n a p o zy cja  m oże być za p e łn io n a  d la  p ew nego a 3 =  a , to  je s t  rów nież za p e łn io n a  dla 
w szystk ich  a 3 <  a.  W  rozw ażanym  przykładzie taki „uogólniony sym b ol M cC u llo ch a ’ 
m a  postać: 2) ^ 1. S posób  je g o  użycia  wraz z przyjm ow anym  d otych czas sy m b o lem  neu­
ronu ilustru je rysunek 4 .3 1 . P odany przykład w ykazuje, jak  bardzo u żyteczn ą  konwencją  
n o ta cy jn ą  je s t  w prow adzony tu  sym b ol M cC ullocha.
1 =  0
ÖN+ 1 =  1 0X 0
1 =  2
<*N+1 =  3 *
Rys. 4.31. Sym bole M cCullocha pozw alają wygodnie oznaczyć zmiany funkcji realizowanej przez 
neuron w zależności od zm ian param etrów  (w rozważanym przypadku -  progu pobudzenia)
S ym b olu  tego  m ożna  zresztą  używ ać także bez kontekstu zw iązanego  z kom órkam i 
nerw ow ym i i ich graficznym i ozn aczen iam i. P rzykładow o (p ozostając przy funkcjach dw u- 
argu m entow ych ) m ożna  używ ać rozw ażane sym b ole jak o  zw yk łe  op eratory dw uargum en- 
tow e (in fiksow e) d o  sk rócen ia  zap isów  złożonych  funkcji logicznych, jak  we wzorach:
%  X2 = Xi Ai2 V-«Xi A-*X2,
X i «X (*2 x 3 ) = n  A-<-»2:3 V-ix2).
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O kreślona je s t  także ca ła  a lgebra d zia ła n ia  na sym bolach  M cC ullocha. P rzyk ład ow o  
można stw ierd zić, że praw dziw e są  następujące tożsam ości:
x ° X “X  =  x .
X X X  =  X ,
x ° X X  =  X ,
X «X X  =  X ,
¥ X X  =  X
P rzydatność om ów ionych  przekształceń  w analizie prostych sieci zbudow anych  z neu­
ronów logicznych  p otw ierdzić  m oże następujący  prosty przykład. Niech będzie dana sieć  
zbudowana z trzech neuronów  o  strukturze podanej na rysunku 4 .32 . W  sieci tej, jak  
oznaczono n a  rysunku, p oszczegó lne neurony realizują następujące funkcje (ob ok  w zo­
rów p odan o  o d p o w ied n ie  sy m b o le  M cC ullocha):
£3 = X\ V ->£i A ~>X2
Xą -  x 2 ><0
i  -  ->x3 A —*xą ^
Rys. 4.32. P rzyk ład  sieci realizującej ustaloną funkcję logiczną niezależnie od zm ian param etrów  
(objaśnienia w tekście)
Funkcję całej struk tu ry  m ożna  określić stosu jąc p od staw ien ia  w p odanych  w zorach  
lub dokonując an alizy  p rzedstaw ionego sch em atu . Z am iast tego  m ożna  jedn ak  przepro­
w adzić od p o w ied n ią  operację bezpośredn io  na sym bolach  M cC ullocha:
*  x x =
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Jak w id ać, rozw ażana sieć realizuje koniunkcję w ejściow ych sy g n a łó w . Z aleta  za­
stosow an ego  p od ejścia  sta n ie  się  bardziej ew id en tn a, jeśli zaczn iem y analizow ać skutki 
zm ian  param etrów  w rozważanej sieci.
W yob raźm y sob ie , że na skutek  p od an ia  określonego leku ob n iżon o  (w  ty m  sa­
m ym  sto p n iu ) progi p obu d zen ia  we w szystkich  rozważanych kom órkach. Niech w ięc teraz 
pierw sza kom órka m a  próg 03 =  —2 (poprzedn io  w yn osił —1), druga m a  a 4 =  0 (poprzed­
n io  +  1), a trzec ia  03 =  - 1  (pop rzedn io  0 ). Łatwo stw ierdzić, jak  zm ien ią  się  funkcje 
poszczegó lnych  neuronów : p ierw szy b ędzie teraz reprezentow ał funkcję drugi 
a  trzeci S tosu jąc algebrę sym b oli M cC ullocha m ożna  określić, ja k ą  funkję realizuje 
sieć:
W yn ik  je s t  zastanaw iający  i wart w ysiłku , jak i w łożon o  w jeg o  uzyskanie: o to  oka­
zuje się , że m im o zm ian  param etrów  sieć jak o  ca łość  n ie zm ien iła  realizow anej funkcji! 
T aka w łasn ość zw ana je s t  logiczną s tabi lnością.  W yjaśn ia  on a , jak  to  się  dzieje, że m im o  
is tn ien ia  w ielu  czynników  w pływ ających  n a  m odyfikacje param etrów  i funkcjonow ania p o­
szczególnych  kom órek nerw ow ych (by w spom nieć ty lko  przykładow o o  zm ianach  progu 
p ob u d zed n ia  pod w p ływ em  alkoholu ) -  sieć nerw owa ja k o  ca łość m oże d zia łać  w sposób  
n iezm ienny.
R ozw ażan a  tu  sieć w ykazuje w łasność logicznej stab iln ości także w szerszym  za­
kresie zm ian  param etrów . D okonując kolejnego obniżen ia  w artości progów pobudzenia  
w szystk ich  kom órek (d o  w artości w ynoszących od pow iedn io  —3, —2 i —1) stw ierdzam y, 
że funkcje poszczególnych  neuronów  u legają kolejnej zm ianie (m ożem y je  ob ecn ie  wyrazić 
sy m b o la m i oraz ¿ g °), ale funkcja ca łe  sieci nadal postaje n iezm ienna:
S ym b o le  M cC u lloch a istn ie ją  d la  w szystkich  funkcji logicznych , chociaż d la  funkcji 
więcej n iż dw u argu m entów  ich form a graficzna n ieco się  kom plikuje (por. rys. 4 .3 3 ). 
N a p od staw ow y k szta łt krzyża n ak ład an e są  d odatkow o okręgi lub elipsy, aby uzsykać 
reprezentacje d la  kolejnych dalszych  zm iennych .
Rys. 4.33. K oncepcja sym boli M cCullocha dla funkcji trzech (po lewej) i czterech (po prawej) 
zm iennych. Zm ienne (i odpow iadające im zbiory) oznaczono skrótowo jako A, B, C  i D, gdyż 
zapisy z i ,  1 2 , . . .  są  tu  niewygodne
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N asuw a się p y ta n ie , czy każdą  funkcję logiczną N  zm iennych d a  się  odw zorow ać  
w postaci kom órki nerwowej o  od pow iedn io  dobranych param etach a i , a 2, . . .  ,a ^ ,a j v + i?  
Elementy progow e, co  m ożna także udow odnić m atem atyczn ie, sta n o w ią  zbiór funkcjonal­
nie pełny. Innym i słow y , m ożliw e je s t  zbudow anie każdego układu cyfrow ego (na  przykład  
komputera) z sam ych  ty lko  m odeli komórek nerw ow ych. Jednak p ostaw ion e na w stęp ie  
pytanie je s t  bardziej w yrafinow ane. C hodzi w n im  o  to , czy m ożliw e je s t  zrealizow anie  
dowolnej funkcji logicznej N  zm iennych  za p om ocą  jedne? komorki nerwowej? O dpow iedź  
jest negatywna.  N iestety , istn ie ją  funkcje, do budow y których trzeba użyć dw u lub więcej 
modeli kom órek, co  je s t  bardzo isto tn ym  m ankam entem . N ie chodzi tu  o  oszczędność  
elem entów. K onieczność stosow an ia  większej liczby komórek w iąże się  z k oniecznością  
określenia sp osob u  ich p o łączen ia  w sieć w ytw arzającą łączn ie w ym agan ą funkcję, a to  
jest dużym  prob lem em , gd yż n ie są  znane praw dziw ie efektywne  m etod y  projektow ania  
sieci nerw owych o pożądanych  w łaściw ościach.
Rys. 4.34. In te rp re tac ja  s tan u  wejść określonej komórki nerwowej jako  punktu  w przestrzeni 
N-  wy m iarowej. Dla komórki o trzech wejściach, na których pojawiają się sygnały o wartościach 
x\ =  a, z? =  6 oraz Z3 =  c, pokazano punk t w przetrzeni, którem u ta  sy tu ac ja  odpow iada
Łatw o pokazać, że za  p o m o cą  jednej komórki nerwowej o N  wejściach n ie  da się  zrea­
lizować dowolne j  funkcji N  zm iennych . T ryw ialny przykład otrzym uje się  d la  N  =  2 przy  
przyjęciu ja k o  realizow anej funkcji su m y m od u lo  dw a (x i © £ 2)- Żadne m anew ry w arto­
ściam i w sp ółczyn n ik ów  w ag syn aptyczn ych  i progiem  komórki nie p ozw olą  na uzyskanie  
tej funkcji za  p o m o cą  jed n eg o  neuronu. W yobraźm y sob ie , że poszczególne sy g n a ły  w ej­
ściowe kom órki o d k ła d a n e  są  na oddzielnych  osiach w prow adzonego w ty m  celu układu  
w spółrzędnych (rys. 4 .3 4 ). W  ten sposób  kom órce o  N  w ejściach od p ow iad a  sześcian  
w AT-wymiarowej przestrzen i. D ok ładn iej, ważne są  tylko wierzchołki  tego  sześcian u , p o­
nieważ
v* e [ \ , N ]  ( X i e { 0 , 1})
1 p oszczegó lne w sp ółrzędn e w rozważanej przestrzeni m ogą przyjm ow ać w y łączn ie  war­
tości 0 i 1 (rys. 4 .3 5 ).
W  każdym  z tych w ierzchołków  wartość rozważanej funkcji x  m oże także przybierać  
w yłącznie w artości 0 lub 1. K luczow a d la  d z ia ła n ia  kom órki nerwowej su m a  sygn a łów  
w ejściow ych m nożonych  przez od pow iedn ie w spółczynn ik i wagowe, po jej przyrów naniu
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Rys. 4.35. Cyfrowem u modelowi komórki nerwowej odpow iadają wierzchołki AT-wymiarowego 
sześcianu w przestrzeni wejść
d o w artości progu:
N
Y  a»x i =  a AF+l 
*=1
je s t  w tej interpretacji rów naniem  p łaszczyzny, której orientacja  za leżna je s t  od  w sp ó ł­
czynników  determ inujących  zachow anie kom órki (rys. 4 .3 6 ). P łaszczyzn a  ta  m usi być 
tak u staw ion a , by w szystk ie  w ierzchołki, d la  których x  =  1 zn a lazły  się p o  tej stron ie  
płaszczyzny, d la  której sp e łn io n a  je s t  nierówność:
N
Y  a*x i ^  qn+i-
*=i
Rys. 4.36. Rów nanie „logicznego” m odelu komórki nerwowej odpow iada podziałow i przestrzeni 
(na  rysunku -  płaszczyzny) sygnałów  wejściowych na podobszary odpow iadające wartości wyj­
ścia i  =  1 o raz x  =  0
R ysunek  4 .37  p om aga  zrozum ieć, d laczego  n iem ożliw a je s t  w tej sy tu acji realizacja  
za  p o m o cą  kom órki nerwowej funkcji x\  0  x 2. Funkcja ta  przyjm uje w artość x  =  1 d la
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punktów ( £ 1, 2:2) =  ( 1 ,0 )  i ( * 1, £ 2) =  (0 ,1 ) .  W  tryw ialny sposób  w idać, że n ie istn ieje  
pojedyncza p łaszczyzn a  (b ęd ąca  d la  Ar =  2 lin ią  p rostą), od dzie la jąca  te  punkty od  
( x i ,x 2) =  (0 , 0 ) oraz (xi,x2) =  ( 1, 1), gdzie i  =  0 .
Xn
"?
1
1
1
1
1
1
1
1
*1
Rys. 4.37. Przykłady interpretacji geometrycznej kilku funkcji logicznych niemożliwych (przypa­
dek a) lub trudnych (b, c, d)  do realizacji za pomocą pojedynczej komórki nerwowej. Trudności 
w przypadkach b, c i d wynikają z konieczności stosowania ujemnych wartości progu (wątpliwa 
interpretacja biologiczna)
P rzytoczon a  in terpretacja  geom etryczn a  pozw ala  z rozum ieć , d laczego  pew ne funkcje  
dadzą się  zrealizow ać za p o m o cą  pojedynczego neuronu, a inne nie. N a to m ia st m etod a  
ta  je st m a ło  sk u teczn a  d la  detekcj i  funkcji m ożliw ych do realizacji, poniew aż trudne je s t  
nawet w yobrażen ie sob ie  p o łożen ia  p łaszczyzny p odziałow ej ju ż  d la  Ar =  3 , a  zu p ełn ie  
niem ożliw e je s t  to  d la  Ar >  3. P otrzebne są więc m etod y  bardziej form alne, a  konkretnie  
-  a lgorytm iczne.
P ojaw ia się  za tem  problem  -  trudny i skom plikow any -  zbudow ania a lgorytm u  p o­
zw alającego na rozstrzygnięcie czy określona, konkretna funkcja log iczna je s t  progowa  ( 2). 
Dla funkcji o  n iew ielk iej liczb ie argum entów  ( N  <  7) problem  progow ości sprow adzić  
można do ła tw iejszego  zagad n ien ia  d w usu m o w a ln o śc i . D w usum ow alność m oże być sto ­
sunkowo ła tw o  i efek tyw n ie  (w  sensie algorytm u kom puterow ego) w ykryw ana i u sta lan a , 
ale jed y n ie  d la  m ałych  N  praw dziw e je s t  tw ierdzenie, że funkcja logiczna, d la  której u sta ­
lono w łasn ość  dw u su m ow aln ości je s t  także progow a. W  d odatku  naw et p o  p ozy ty w n y m  
rozstrzygnięciu  problem u relizow alności (progow ości lub dw usum ow alności) określonej
( ) Pojęcie progowości wprowadzono w logice do określenia tych funkcji logicznych, k tóre dadzą się 
zrealizować za  pom ocą pojedynczego elem entu sumująco-progowego, czyli funkcji realizowalnych za 
pom ocą pojedynczego neuronu.
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funkcji logicznej -  p ozostaje  nadal bardzo pow ażny problem , j a k  dobrać  w artości param e­
trów  kom órki (w sp ó łczyn n ik i w agow e i próg), aby w łaśn ie  takie, jak  p otrzeba, d ziałan ie  
ca łeg o  m od elu  zagw arantow ać i zap ew nić. O dpow iednie a lgorytm y są  znane i dobrze zde­
fin iow ane, ch ociaż są  napraw dę trudne i skom plikow ane -  szczegó ln ie d la  dużych wartości 
param etru  N .  W  dalszej części tej książki nie będziem y jednak  rozszerzali dyskusji, czy 
ok reślon a  funkcja log iczn a  je s t , czy nie je s t  progowa. Z am iast tego  p ostaw im y i spróbu­
je m y  rozstrzygnąć ciekaw sze zagadnienie: co zrobić , aby za  p om ocą  jednej kom órki (być 
m oże w yposażonej w jak ieś dodatkow e w łasn ości) uzyskać m ożliw ość realizacji dowolnej  
funkcji logicznej.
Rys. 4.38. Uproszczony schem at budowy synapsy ham owania presynaptycznego
O kazało  się , że m in im alnym  u zupełn ien iem  koncepcji neuronu, gw arantującym  rea- 
lizow alność dow olnej funkcji logicznej za p om ocą  j ed n e j  komórki -  je s t  h a m o w a n ie  pre-  
s yn a p tyc z n e .  Idea ham ow ania presynaptycznego je s t  prosta: zak łada  się, że na liniach  
doprow adzających  sy g n a ły  do wejść rozważanej komórki nerwowej m ogą w ystęp ow ać d o­
datkow e syn ap sy , p ełn iące  rolę sw oistych  wyłą czn ików  (rys. 4 .3 8 ). R oważm y jed n o  wejście 
z tego  rodzaju sy n a p są  (rys. 4 .3 9 ). S ygnał x , dociera do w ejścia o  w adze a, wtedy  i tylko 
w t e d y , gd y  sy g n a ł x ^  p odaw any d o  odpow iedniej syn apsy  ham ow ania presynaptycznego  
w ynosi zero (co  ozn acza  brak im pulsu  w tym  torze). Jeśli sygn ał =  1, to  n iezależ­
n ie od  w ielkości w agi a , sygn a ł x , n ie m a  w pływ u na su m ę pobudzeń  kom órki. S ygnał 
x \ h) d z ia ła  w ięc ja k  sw o isty  w yłą c z n ik , nie dopuszczając odpow iednich  sk ład ow ych  x,* do  
u dzia łu  w k szta łtow an iu  globalnej sum y pobudzeń.
W arto zau w ażyć, że z punktu w idzen ia  analizy  d zia łan ia  sieci zbudow anej z m odeli 
kom órek nerw ow ych, dopu szczen ie m echanizm u ham ow ania p resyn ap tycznego w prow a­
dza isto tn e  u tru d n ien ie, gdyż je s t  to  m echanizm  par  excellence n ielin iow y. N atom iast 
zap is wzoru m od elu jącego  zachow anie komórki m oże być stosunkow o prosto  uzu pełn ion y  
o  e lem en ty  od p ow iad ające ham ow aniu  presynaptycznem u.
gdy £  a , ( l  -  x jA)) >  a jv + i,
i= i
gdy £  « ¿ 0  -  <  ° n + i -
i= i
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Rys. 4.39. K om órka w yposażona w synapsę ham ow ania presynaptycznego m a isto tn ie  bogatsze 
(w porównaniu z neuronem  klasycznym ) możliwości funkcjonalne (objaśnienia w tekście)
Warto zau w ażyć, że p rostotę zapisu  zm odyfikow anego wzoru u d a ło  się zap ew nić jed y n ie  
dlatego, że x \ h  ^ G { 0 , 1}.
Neuron uw zględn iający  ham ow ania presynaptyczne je s t  isto tn ie  b o g a tszy m  w m oż­
liwości e lem en tem  log iczn ym , w porów naniu  z neuronem  klasycznym.  W ystarczy  zauw a­
żyć, że e lem en t tak i przy N  w ejściach w ym aga (teoretyczn ie) 2 N  sygn a łów  w ejściow ych. 
Takie rozszerzen ie zachodzi jednak  ty lko  w teorii. W  praktyce zazw yczaj syn ap sy  h am o­
wania p resyn ap tyczn ego  znajdują zastosow anie jed y n ie  d la  bardzo n iew ielu  spośród  N  
wejść neuronu (d la  w iększości i m ożna  w ięc przyjąć =  0 ) , zaś te  n ie liczne wejścia, 
które jedn ak  h am ow an ia  p resyn ap tycznego w ym agają, sterow ane są  przez określone inne 
zwyczajne  sy g n a ły  w ejściow e ( to  znaczy =  X j ) .
Rys. 4.40. Funkcja sum a m odulo dw a może być zrealizowana przez komórkę w yposażoną w 
m echanizm  ham ow ania presynaptycznego
D ow ód , że ham ow anie presynaptyczne usuw a całkow icie trudności zw iązane z progo-  
wością  i d w usu m ow aln ośc ią  je s t  d ługi i skom plikowany. Ł atw o n atom iast stw ierd zić, że
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Rys. 4.41. P rzykład realizacji funkcji trzech zmiennych za pom ocą neuronu z ham owaniam i 
p resynaptycznym i
Rys. 4.42. P rzyk ład  zm ienności funkcji realizowanych przez komórki z ham owaniem  presynap- 
tycznym  w zależności od w artości progu pobudzenia
is to tn ie  w prow adzenie teg o  now ego m echanizm u pozw ala  zrealizow ać w jednej kom órce 
nerwowej te  konkretne funkcje, które uprzednio nie daw ały się u staw ić za  p o m o cą  zm ian  
w artości w ag i progu. N a przykład  funkcję su m a m od u lo  dw a (x i  0  £ 2) m ożna  uzyskać  
n atych m iast w kom órce nerwowej (z ham ow aniam i presynaptycznym i!) o  param etrach  
jV =  2, a i  =  a 2 =  03  =  1 oraz x \ h  ^ =  x 2 > * 2 ^ =  * i  (por. rys. 4 .4 0 ). W arto się na  
tym  p rzyk ładzie skupić, a  tak że przeanalizow ać inne przypadki zastosow an ia  h am ow a­
n ia  p resyn ap tyczn ego , p rzytoczon e na rys. 4.41 (d la  ustalonej w artości progu kom órki) 
oraz 4 .4 2  (d la  w ykazan ia  w p ływ u  zm ienn ego progu). D o opisu  funkcjonow ania komórek  
w yp osażon ych  w ten  now y m echanizm  bardzo przydatne okażą się sy m b o le  M cC ullocha.
4.4 . M o d e l  c iąg ły
P u n k tem  w yjśc ia  w rozw ażanym  tu kolejnym  (d osk onalszym ) m odelu  neuronu je s t  za­
łożen ie , że X =  [ 0 ,1]T . Zakres rozw ażanego przedziału  nie m a zn aczen ia  -  szczegó ln ie
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wartość 1 ja k o  górna gran ica  sy g n a łu  x  €  X je s t  u m ow na i ozn acza  ty lk o  ty le , że do  
rzeczywistych w artości zastosow ano od pow iedn ie skalow anie. T o co  je s t  is to tn e  i nowe 
w przyjętym  za ło żen iu , to  stw ierd zen ie, że sy g n a ły  na wejściu i na w yjściu  kom órki ner­
wowej m ogą  być rozpatryw ane ja k o  w ielkości zm ieniające się w czasie  i to  w d odatku  
-  zm ieniające się  w sp osób  ciągły.  O dpow iada to  konw encji, że inform acje w kom órce  
nerwowej kodow ane są  za  p o m o cą  czę s to t l iwośc i  im pulsów .
Jest to  za ło żen ie  rozsądne. W  istocie  w ydaje się  m a ło  p araw dopodobne, by tak u lo tn e  
i łatwe d o  za k łó cen ia  zjaw isko, jak  pojedynczy im puls, m ogło  w d ecyd u jący  sp osób  wa­
żyć na przekazyw aniu  i przetw arzaniu inform acji nerw owych o  zn aczen iu  p ierw szoplan o­
wym z punktu  w id zen ia  przeżycia  osobnika. In tu icyjn ie p raw dopodobniejsze są  form uło­
wane przez naurofizjologów  su gestie , że inform ację przenosi melodia  ca łej serii im pulsów  
(rys. 4 .4 3 ).
Rys. 4.43. Przykładowy zapis badań neurofizjologicznych prowadzonych na zespole komórek 
nerwowych wskazuje na rolę serii  impulsów, a nie pojedynczych sygnałów (wyniki publikowane 
za zezwoleniem prof. Remigiusza Tarneckiego)
Intu icja  n ie je s t  jed n ak  decydującym  argu m entem  przy rozw ażan iach  naukow ych  
i d la tego  -  chcąc p osłu g iw ać się sy g n a ła m i c iąg łym i na wejściu i w y jśc iu  m odelu  neu­
ronu -  m u sim y u zasad n ić  sensow ność tak iego  za łożen ia . D okonam y te g o , w ykazując, że 
stopień p ob u d zen ia  neuronu przez w ejściow e sy g n a ły  rzeczyw iście m o ż e  być uznany za
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proporcjonalny do często tliw ośc i im pulsacji docierającej do synapsy. P on ad to  wykażemy 
że stop ień  p ob u d zen ia  neuronu (zaniedbyw any w dotychczasow ych rozw ażaniach zgodni* 
z zasad ą  wszys tko  albo nic)  w p ły w a  na częstotliw ość im pulsów  w ystępujących  w aksonie 
Jeśli w ięc  u d a  się  u zasad n ić , że zarów no na wejściu kom órki, jak  i n a  jej w yjściu  decy­
d ujący  w p ły w  n a  sy g n a ły  i ich efekty  m a często tliw ość im pulsów  -  to  w ów czas możliwi 
b ęd zie  przyjęcie m odelu  o ciągłych  sygn ałach  w ejściowych i w yjściow ych .
Przed p odjęciem  rozw ażań szczegółow ych  jeszcze jed n a  uwaga: P o  uzasadnieniu  
że je s t  to  d ozw olon e, b ęd ziem y stosow ali konwencję X =  [ 0 ,1]T . Jednak w trakcie uza­
sad nian ia  m usim y p osłu g iw ać się sta rą  zasadą, g łoszącą , że X =  { 0 ,1 } ,  p od ob n ie  jak 
to  m ia ło  m iejsce w logicznym  m odelu  om aw ianym  w poprzednim  punkcie. Uniknierm  
w ten sp osób  b łędu  rozum ow ania p olegającego na m ieszaniu założeń  z d ow odzonym i te­
zam i, a  p o n a d to  zn aczn ie  u ła tw im y ca ły  w yw ód . Zaczniem y od sy tu acji panującej na 
wejściu  neuronu. U sta liliśm y  ju ż  uprzednio, że przekazyw anie sygn a łów  od  jed n eg o  neu­
ronu d o  dru giego  od b yw a się za  pośrednictw em  odpow iednich  n eurom ediatorów  uwalnia­
nych d o  szczelin y  syn aptyczn ej (por. rys. 4 .1 7 ). Szczelina ta  ogran iczana je s t  przez dwie 
błony. B ło n a  kończąca kolbkę syn ap tyczn ą , przez którą z komórki nadaw czej wydzie­
lany je s t  n eu rom ediator ilekroć przez synapsę przesyłany je st sy g n a ł n azyw a się  błon\ 
p res y n a p tyc z n ą .  N a to m ia st b ło n a  kom órki odbierającej sygn a ł nazw ana je s t  błoną post- 
s yn ap tyczn ą .  N eurom ed iator od d zia łu je  na specjalne receptory zlokalizow ane w błonie 
p o stsy n a p ty czn ej i prowadzi d o  depolaryzacji lub hiperoplaryzacji tej b łony.
P o sp ełn ien iu  swojej roli neurom ediator 5  €  S je s t  szybko (a le  n ie natychm iastow o) 
usuw any ze szczelin y  syn ap tyczn ej. M echanizm  tego  usuw ania je s t  w ieloraki. C zęść neuro- 
m ed ia tora  je s t  w ch łan ian a  z pow rotem  do kolbki syn aptyczn ej, część ucieka p oza  obszar 
syn ap sy  i być m oże o d d z ia łu je  n a  otaczające neuron komórki g lejow e, zaś część ulega 
rozkładow i w sam ej szczelin ie , gd zie są  w tym  celu w ydzielane sp ecja ln e enzym y.
P rzy to czo n y  op is stan ow i krótkie podsum ow anie w iedzy na tem a t procesów  tow arzy­
szących  przekazyw aniu  inform acji przez synapsy. Teraz trzeba te  procesy przeanalizować 
nieco d ok ład n iej, an agażu jąc o p is  m atem atyczny. Zaczniem y jak zw ykle od  op isu  stosu n ­
kowo o g ó ln eg o , konkretyzując go  i rozbudow ując w m iarę potrzeb . W prow adzim y odw zo­
row anie ifisy m od elu jące pracę synapsy. Z godnie z dotychczasow ym i uw agam i odw zoro­
w anie to  m a  postać:
<pay : X => U T.
W arto zau w ażyć, że naw et ten ogólny, w stępny zapis akcentuje fak t, że w n astępstw ie  
zarejestrow ania  sy g n a łu  nerw ow ego X w syn ap sie  pojaw ia się  pew ien  proces dynam iczny, 
g d yż p oten cja ł b łon y  p ostsynap tyczn ej zm ien ia  się w czasie w charakterystyczny sposób. 
O piszm y bliżej to  zjaw isko.
E lektryczny efek t o d d z ia ły w a n ia  w ejściow ego im pulsu na polaryzację b łon y  p ostsy ­
naptycznej określa  się zw ykle ja k o  p otencja ł postsynaptyczny. Jeśli w w yniku  drażnienia  
sy n a p sy  d och odzi d o  depolaryzacji b łon y -  m am y do czynien ia  z p o b u d z e n i o w y m  p o t e n ­
c j a ł e m  p o s t s y n a p t y c z n y m , ozn aczanym  zw ykle jak o  U e p s p • Jeśli dochodzi do h iperpola- 
ryzacji b łon y  -  m ów im y zw ykle o  h a m u l c o w y m  p o t e n c j a l e  p o s t s y n a p t y c z n y m  oznacznym  
U i p s p -
Jak w yn ika  z rysunku 4 .4 4 , p oten cja ły  p ostsynap tyczn e pojaw iają się z opóźn ien iem  
w stosu n k u  d o  im pulsu  nerw ow ego docierającego do synapsy, a także trw ają d łużej niż
Rys. 4.44. Obraz przebiegu impulsu nerwowego doprowadzonego do synapsy oraz powstającego w błonie komórki odbierającej bodziec po­
tencjału postsynaptycznego (u dołu). Wykres pochodzi z komputerowej symulacji potencjałów postsynaptycznych (pobudzającego Ue p s p  
i hamującego U i p s p  - w dolnej części rysunku), powstających w wyniku doprowadzenia do modelu synapsy <pay symulowanego impulsu ^  
nerwowego z  €  X m
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ten  im p uls. N ic  dziw nego: neurom ediator musi m ieć czas aby najpierw d rogą dyfuzji do­
trzeć d o  receptorów  b łony, a n astęp n ie nie m oże zostać unicestw iony w m gnien iu  oka 
w ięc trw a w szczelin ie , pow odując przedłużające się drażnienie błony. W  m odelach  ma­
tem atyczn ych  neuronu ob ydw a te zjaw iska najłatw iej i najw ygodniej m ożna  op isać za 
p o m o cą  transm itancji operatorow ej G sy odpow iadającej odw zorow aniu  <p3y. W ypisując 
tę  tra n sm ita n cję , trzeba brać pod uw agę, że syn ap sa  syn ap sie  nierów na. B y ła  ju ż  o  tym 
m ow a, że z każdą sy n a p są  w iązać trzeba określony w spółczynn ik  w agow y, w dotychczaso­
w ych rozw ażaniach ozn aczany przez a ,. W spółczynnik  ten oczyw iście  m usi wejść w skład 
transm itacji G 3y ja k o  sw oisty  współczynnik  wzmocnien ia .  T ran sm itan cja  ta  jedn ak  za­
w iera tak że param etry  określające jej dynam ikę: op óźn ien ie , s ta łe  czasow e i współczynnik  
określający efek t różniczkow ania sy g n a łu . N ie m a pow odu sądzić, że p aram etry te  są  iden­
tyczn e w różnych syn apsach . P rzeciw nie, m ożna  przypuszczać, że op óźn ien ie je s t  zależne 
od rozm iarów  szczelin y , a  tem p o  usuw ania neurom ediatora je st różne d la  m ediatorów  od­
pow ied zia lnych  za zjaw iska pobu d zan ia  i ham ow ania, gd yż są  to  inne su bstacje. Tak więc 
nie m ożn a  m ów ić o  jednej transm itancji d la  każdej syn apsy , lecz raczej o transm itancji 
danej, konkretnej i - te j  syn apsy . Fakt ten uw zględniam y p isząc w szędzie dalej G j y . Po­
d obn e indeksy przyp iszem y w szystk im  w ym agającym  tego  param etrom . Transm itancja  
sy n a p sy  m oże być w yrażona wzorem :
Q (i) _  Q, e x p (—c(1l) s ) ( l  + c (2ł)g)
' y s ( c ^ s  + 1  )(<£*« +  1)
U żyte  w transm itancji d y  ( s )  param etry m ają następującą  interpretację: param etr 
c[^  €  C reprezentuje o p óźn ien ie  syn ap tyczn e, w spółczynnik i c ^  i c j są  s ta ły m i czaso­
w y m i, a param etr (n ie  zaw sze uw zględniany) od pow iedzia ln y  je s t  za  różniczkowanie  
w ejściow ego sy g n a łu . Z ależnie od  znaku param etru a, m ożna uzyskać przebieg Ue p s p {1) 
lub U i p s p ( t ) .
Jed n ą  z konsekw encji, ja k ie  m ożna  w ydedukow ać na p od staw ie  p ostaci transm itancji 
i charakteru uzyskiw anych przy jej pom ocy sygn ałów  U £ p s p ( t )  lub U j p s p ( t ) ,  
je s t  stw ierd zen ie , że przy d osta teczn ie  szybko następujących po sob ie im pulsach  x  6  X 
p oszczegó ln e przebiegi Ue p s p (J-) lub U j p s p { t )  będą interferow ały, n akładając się  na 
sieb ie  (rys. 4 .4 5 ). W  reu ltacie w ielkość sum arycznej depolaryzacji lub hiperpolaryzacji 
błon y za leży  n ie ty lk o  od  wagi syn ap sy  a ,, lecz także od  częs to t l iwości  z ja k ą  podaw ane  
są  na w ejście im pulsy. E fekt ten znany je s t  i op isyw any w literaturze ja k o  sumow anie  
czasow e.  N azw a w ynika z chęci p rzeciw staw ien ia  tego  efektu  om ów ionem u w cześniej su­
m ow aniu  przestrzennem u (polegającem u na integracji w pojedynczej kom órce sygn ałów  
z w ielu  sy n a p s). P od czas su m ow an ia  czasow ego dodają  się  do sieb ie (chociaż o czy w i­
śc ie  ty lko  w p ew n ym  sto p n iu ) kolejno  podaw ane do l e j  s a m e j  synapsy  im p ulsy  nerwowe 
(rys. 4 .4 6 ).
Próg p ob u d zen ia  we w szystk ich  poprzednich rozw ażaniach uw ażany był za  s ta ły  
i n iezm ienny. T ym cza sem  zm ien ia  się on -  i to  bardzo radykalnie. P oprzednio rozw ażany  
m odel logiczny  m ia ł tę  w łasn ość , że ilekroć zachodził warunek:
N
^ a , X j  >  a jv + i,
i'=i
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Rys. 4.45. Seria im pulsów podanych do synapsy pow oduje kum ulowanie efektów w błonie postsy- 
naptycznej. Łatw o zauważyć, że pojedynczy im puls w ytw arza potencjał U e p s p  wyraźnie niższy 
od progu pobudzenia ojv+1 , natom iast superpozycja trzech takich im pulsów daje łączny poten­
cjał nad progowy
tyle razy p rzyjm ow ana b y ła  na wyjściu  w artość i  =  1. M odel ten nie uw zględn ia ł czyn ­
nika czasu . Z nane są  w praw dzie m odyfikacje tego  m odelu  w prow adzające czas, są  to  
jednak zaw sze m od ele synchron iczne, w prow adzające dyskretną skalę czasu i op óźn ien ie  
pom iędzy sy g n a łem  w ejściow ym  i w yjściow ym .
D la k om p letn ości rozw ażań pokażm y, ja k  się  taki m odel buduje. O to  w prow adza się  
ustalony kw ant czasu A t  £  T i zam ien ia  się  sy g n a ły  x ( t )  £  X T na sy g n a ły  X ( K )  £  X Ar 
(gdzie .A/’ je s t  zb iorem  liczb  naturalnych, a t =  K A t ) .  W ówczas logiczny  m od el neuronu (w  
podstaw owej wersji, bez ham ow ań p resynaptycznych) m oże być zap isany w następującej 
postaci:
X ( K  +  1) =
N
i .  gdy £  a i x i >  qn + i ,
i= i
No, gdy £  d i X i  <  ajv+i.
i= i
W prow adzona d yskretn a  sk a la  czasu je s t  jednak  sztu czn a  i jej zastosow anie m a  na celu  
zbliżenie m odelu  kom órki do elem en tów  cyfrow ych w ykorzystyw anych w technice . T y m ­
czasem  rzeczyw istość b io log iczn a  je s t  in n a  -  zn aczn ie b ogatsza  i n ieporów nanie bardziej 
interesująca. O tóż neuron w naturalny sp osób  reguluje sw oją im pulsację za  p o m o cą  o d ­
pow iednich zm ian  progu p obudzen ia  Próg ten m a  pew ną u sta lon ą  w artość jed y n ie
w warunkach, k iedy neuron n ie je s t  pobudzony. O znaczm y tę spoczynkową w a r to ś ć  progu  
przez  a w + 1 . Jeśli w pew nej chw ili t 0 £  T  sum aryczne pobudzenie neuronu przekroczy ten  
próg
N
^ a , r , ( / 0) >  a /v + i,
i'=l
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Rys. 4.46. P rzykładow e wyniki sym ulacji kom puterowej procesów zachodzących w synapsach 
przy różnych częstotliwościach wejściowych impulsów (górny rząd rysunków) i przy różnych 
param etrach  m odelow anej synapsy (kolejne rzędy dolnych wykresów)
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to oczyw iście w ygenerow any zo sta n ie  im puls nerwowy. R ów nocześn ie jed n a k  z w ygen e­
rowaniem im p ulsu  uruchom iony zostan ie  inny proces, zw any refrakcją (rys. 4 .4 7 ) . Zasad­
niczym przejaw em  tego  procesu  je s t  gw a łto w n a  zm ian a  progu a , \ + \ .  O tó ż  w  chw ili / 0 
następuje n ieogran iczony w zrost progu (a ^ + i => o o ), czego praktycznym  w yrazem  je s t  
fakt, że b ezp ośredn io  p o  w ygenerow aniu  im pulsu neuron nie je s t  w sta n ie  w ygenerow ać  
następnego -  n ieza leżn ie od  s iły  pobudzen ia . Stan taki u trzym uje się  przez pew ien  czas  
£i tr €  T . O kres od  to d o  to +  A t r nazyw any je s t  okresem refrakcji  bezwzg lęd nej . W  tym  
czasie nie m ożn a  w y w o ła ć  n astęp n ego  im pulsu.
Rys. 4.47. Przebieg  poim pulsow ych zm ian progu pobudzenia komórki a ^ + i .  Po wygenerowaniu 
impulsu w chwili to przez okres A t r próg m a w artość nieskończoną, po czym  z wolna m aleje do 
wartości spoczynkow ej w okresie refrakcji względnej A tw. Niekiedy obserw uje się także okres 
wzmożonej pobudliw ości, spowodowanej przejściowym obniżeniem  progu poniżej w artości spo­
czynkowej w okresie A tp
P o okresie refrakcji bezw zględnej n astępuje okres, w którym  w artość progu ajv+1 
powoli zm ierza d o  w artości spoczynkow ej a ^ + \ .  W  czasie kiedy ajv+i => a ^ + i  (lecz  
stale Gjy+i >  a /y + i)  neuron m ożn a  p obudzić, lecz d la  jeg o  p obudzen ia  potrzebne j e s t  
silniejsze w ym u sz e n ie .  T en  okres nazw iem y okresem refrakcji względnej .  D la  u sta len ia  
uwagi przyjm ijm y, że okres ten  w ynosi A t w 6  T , przy czym  w rzeczyw istości A t w A i r . 
Jak w sp om n ian o , w ty m  okresie m ożliw e je s t  w ygenerow anie kolejnego im pulsu , lecz m oże  
to n astąp ić  ty m  szyb ciej, im  siln iej pobu d zim y kom órkę. R ozw ażm y to  dokładniej.
Zjaw iska, ja k ie  zach od zą  w kom órce po w ygenerow aniu im pulsu  w chwili t 0 w y g o d ­
nie je s t  op isać  w prow adzając odw zorow anie <pzp obrazujące poim pulsow e zm iany progu  
(rys. 4 .4 8 ). O dw zorow anie to  uzależn ia  param etr (próg a /v + i) od  im pulsów  generow anych  
przez neuron i od  czasu:
<p2p : T  x  X => A .
K onkretna p ostać tego  odzw orow ania  m oże być m iędzy innym i taka:
a N+ 1»
a N + 1  — a
00,
je ś li Vt / ] .v (t) =  0 ,
’ je ś li 3 / 0 tr < t - t 0 < t w  a  x  ( t )  =  1,
je śli 3 / 0 0 < t  — / o < / r a  .x ( t )  =  I .
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Rys. 4.48. Przebieg poim pulsow ych zm ian wartości progu przyjm owany w m odelach kom pute­
rowych kom órek nerwowych używanych w AGH. Ze względu na zasadnicze znaczenie w in te r­
p re tacji w szystkich wyników m odelowania, wykres ten je s t wyjątkowo sta ran n ie  kalibrowany
P rzy to czo n y  wzór m a  charakter arbitralny , gdyż m ożna w skazać w iele  inn ych  w y ­
rażeń m atem atyczn ych  (rys. 4 .4 9 ), rów nie dobrze op isujących rozw ażane tu  zjaw iska.
D la  w y g o d y  dalszych  rozw ażań w prow adzim y p om ocn iczy  term in łączne pobudzen ie  
kom órk i  i ozn aczen ie  E  £  U T . C elow ość w prow adzenia tego  p om ocn iczego  sy m b o lu  w y ­
n ika z fak tu  pew nej n ieporęczności operow ania w yrażeniem  a** i t k tórym  b ęd ziem y  
się  p o słu g iw a ć przy d a lszym  om aw ianiu  m odelu  neuronu.
W arto zauw ażyć, że m ając określone łączne pobudzenie komórki:
N
E  =  ^ a tx , >  a N + lł
»=i
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Rys. 4.49. Zależność w artości progu od szybkości na rastan ia  potencjału  postsynaptycznego
m ożem y u sta lić  n a  p o d sta w ie  poim pulsow ych  zm ian progu czas T , po ja k im  n astąp i w yge­
nerowanie kolejnego im pulsu . W  tym  celu przyjm ijm y to =  0 i przyrów najm y (w staw iając  
za t n iew iad om ą T )  w yrażenie określające przebieg progu w okresie refrakcji w zględnej 
do su m aryczn ego  p obu d zen ia  E , poniew aż w arunkiem  w ygenerow ania kolejnego im pulsu  
jest
r  . c5
E  — <2jV+l + T - t r
Po elem en tarn ych  przekszta łcen iach  otrzym uje się zależność:
T  =  *r +
E  -  a N+1 ’
która ozn acza , że okres im pulsacji komórki T  je st odw rotn ie proporcjonalny do na d ­
wyżki  p ob u d zen ia  E  nad sp oczyn k ow ym  progiem  a jv + if a więc rozw ażana często tliw ość  
im pulsów , będ ąca o d w ro tn o śc ią  okresu T , je st dobrą m iarą s iły  pobudzenia .
W yprow adzony w sp osób  elem entarny wzór określający okres T  p ozw ala  na d ostrze­
żenie n ad sp od ziew an ie  w ielu  praw idłow ości. W arto zauw ażyć, że okres T  nie m oże być 
m niejszy n iż czas refrakcji bezw zględnej t r . W ynika z tego , że często tliw ość im pulsacji, 
uznaw ana od  tej chw ili za  m iarę sygn a łu  w yjściow ego kom órki, nie m oże przekroczyć war­
tości 1 / t ri  co  u p ow ażn ia ło  nas do w prow adzenia na początku  tego  punktu górnej gran icy  
wartości pojaw iających  się sygn a łów . Fakt, że w artość tę  um ow nie określono jak o  1 n ie m a  
tu isto tn eg o  zn aczen ia . Jak o  ciekaw ostkę m ożna  dodać inform ację, że w rzeczyw istości ów  
lim it często tliw o śc i przypada na p oziom ie ok o ło  1 kHz, gdyż okres refrakcji bezw zględnej 
trwa o k o ło  1 m ilisekudy. W arto porów nać tę  w artość z granicznym i często tliw ośc iam i 
pracy w sp ółczesnych  elem en tów  elektronicznych.
P rzyjm u jąc, że sy g n a ł w yjściow y z komórki x  je s t  od w rotn ością  okresu T , uzysku­
jem y n astęp u jące w yrażen ie, w iążące sygn a ł w yjściow y z pobudzeniem  komórki:
E  — ¿jv+i
T  C5 +  t r ( E  ¿jV+i)
W yrażen ie  to  b ędzie dalej aproksym ow ane funkcją  odcinkowol intową  d la  w ygod y  
konstrukcji m od elu , w arto jednak  zauw ażyć dw ie charakterystyczne cechy tego  prze­
biegu: próg n ieczu łości zw iązany z param etrem  ajv+ 1 oraz fakt n asycan ia  się przebiegu
n a poziom ie l / i r . Z atem  w arunkiem  norm alizacji w artości sy g n łó w  x  w przedziale [0,1] 
je s t  przyjęcie za jed n o stk ę  sygn a łu  x  w artości l / t r .
P rzytoczon e fakty  pozw alają  dom knąć w yw ód , uzasadniający m ożliw ość i celowość 
operow ania  c ią g łą  reprezentacją sygnałów  nerw owych x  €  X , poniew aż ob ecn ie  wykazano, 
że na w yjściu  kom órki w łaśn ie  częstotliw ość im pulsów  praw idłow o od w zorow uje s iłę  wy­
padkow ego je j p ob u d zen ia  (rys. 4 .50  i 4 .5 1 ), a wcześniej uzasad nion o, że w synapsach 
o w ielkości łą czn eg o  pobudzen ia  lub ham ow ania decyduje też często tliw ość impulsów 
w pow iązaniu  z m ech anizm em  sum ow ania czasowego.
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Rys. 4.50. Przebieg kom puterow ej symulacji komórki nerwowej wskazuje, że zm iany pobudzenia 
(u góry, linia ciągła) w raz z dynam icznym i zmianami progu (u góry, linia przeryw ana) determ i- 
*ują częstotliwość impulsów wyjściowych neuronu (u dołu)
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Rys. 4.51. P rzykład  kom puterow ej sym ulacji kom órki, wskazujący zarów no na rolę sum ow ania 
czasowego (początkow y odcinek przebiegu), ja k  i n a  efekty refrakcji. S tru k tu ra  w ykresu iden­
tyczna z p rzy ję tą  n a  rysunku 4.50
R ozw ażany m od el ciągły  (rys. 4 .5 2 ), oparty  je st na za łożen iu , że X =  [0 ,1 ]T . M o­
del je st d ynam iczny, gd yż  ch w ilow a często tliw ość im pulsacji zm m ien ia  s ię  zarów n o n a  
w szystkich w ejściach , ja k  i n a  w yjściu  kom órki (rys. 4 .5 3 ). T w orzony m o d el m a  z za ło że ­
nia stosunkow o w iernie od w zorow yw ać w szystk ie  podstaw ow e cechy kom órk i nerw ow ej, 
zatem  trzeba w n im  uw zględ n ić zan ied byw ane do tej pory zjaw iska zm ia n  p aram etrów . 
W szczególności w iele  uw agi p ośw ięcić  n a leży  zm ianie w ag (rys. 4 .5 4 ). W sp ó łczy n n ik i 
a,- (t <  N )  m o g ą  zm ien iać s ię  z trzech  pow odów . P ierw szy ju ż  zn am y: ch o d zi o h am ow a-
P SP
Rys. 4.52. O gólna s tru k tu ra  m odelu ciągłego
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Rys. 4.53. Jed n a  z możliwych s tru k tu r  generatora impulsów czynnościowych uwzględniającego 
zjawisko refrakcji (z badań  modelowych d r Z. M ikruta)
Rys. 4.54. Ogólny schem at różnorodnych zależności i wpływów determ inujących wagi a, komórki 
nerwowej
nie p resyn ap tyczn e , które w yw ołu je radykalną zm ianę w agi, aż do ca łk ow itego  w yłączen ia  
d anego w ejścia kom órki, co m ożna intepretow ać jak o  a, =  0. Drugi pow ód w ynika z faktu, 
że obserw acje fizjologiczne ujaw niają  w iele wew nętrznych sprzężeń zw rotnych  w neuronie. 
Ich d zia łan ie  i h ip o te ty czn a  struktura  są  dalej przedm iotem  dokładniejszej analizy, jednak  
ju ż  w tej chw ili m ożn a  stw ierdzić, że w aga syn ap sy  u lega zm ian ie  w zw iązku  z g lo b a l­
nym  p obu d zen iem  kom órki, a także zależy od  częstotliw ości drażnienia. W reszcie trzecia  
p rzyczyn a  zm iany w ag syn aptyczn ych  zw iązana je st ze zjaw iskam i obejm ującym i d łuższe  
okresy i w yrażającym i p lastyczn ość i adaptacyjn ość tkanki nerwowej. D łu gotrw ałe  przesy­
ła n ie  im pulsów  przez określoną syn apsę prowadzić m oże do system a ty czn eg o  zw iększania
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jej wagi (zjaw isko to  n azyw an e je s t  t o r o w a n ie m )  lub do jej zm niejszan ia  (tak  zw ane blo­
kowanie).  W  zależności od  zm ian y  w ag synaptycznych  funkcjonują też zjaw iska uczenia  
i trwałej p a m i ę c i , w ystęp u jące w tkance nerwowej.
Na p o d sta w ie  sform ułow anych  założeń  m ożliw e je s t  ob ecn ie zap rop on ow an ie m a ­
tem atycznego m od elu  neuronu w wersji cią g łe j .  Niech będą dane, zm ienn e w czasie , 
sygnały w ejściow e w p ostaci chw ilow ych częstotliw ości im pulsów  n a  p oszczegó lnych  w ej­
ściach x i(ż ) ,  ^ 2(0»  • • •» ( V* €  [1, N],  Xi £  X =  [0, l ] T) oraz niech b ęd zie  u sta lony,
również d yn am iczn ie  zm ienny, sy g n a ł w yjściow y ¿(ż) 6  X T . N iech b ęd ą  także zad an e  
parametry: zależne od  czasu  (chociaż w znacznie wolniejszej skali n iż  w ejściow e sy g n a ły )  
wagi syn ap tyc zne a i ( t ) ,  a 2 ( t ) , . . . ,  a ^ ( t )  (Vi £  [1, jV ],at(<) £  A T), i próg a ^ + i ( t ) -  Z m ien n e  
wartości w szystk ich  e lem en tów  sk ładających  się na globalne pobudzenie E  p ow od u ją , że 
pobudzenie to  m u sim y tak że rozpatryw ać ja k o  funkcję czasu:
N
1=1
P osługując się p rzy toczon ym i za łożen iam i i uwzględniając p o sta ć  E ( t )  m o żn a  przed­
stawić n astęp u jącą  form u łę op isu jącą  funkcjonow anie komórki:
0 , gdy E ( t )  <  a jV+i( t ) ,
c 6[£ (* )  -  a N+ i ( t ) ] ,  gdy a v + i ( t )  <  E ( t )  <  a N + i ( t )  - f  — ,
1
1> gdy E ( t ) >  a N + 1{ t )  +  — .
ce
P rzytoczony  w zór zak ład a , że  n ie lin iow a zależność pom iędzy p ob u d zen iem  neuronu  
E(t)  a jeg o  w yjściem  i ( t )  m a  charakter odcinkow oliniow y, ze w sp ółczyn n ik iem  w zm ocn ie­
nia w zakresie liniow ej części charakterystyk i w ynoszącym  cq (rys. 4 .5 5 ) .  T ak ie  przybliżę-
i(i) =
Rys. 4.55. N ajprostsza, odcinkowoliniowa charak terystyka statyczna m odelu kom órki nerwowej
nie m a jednak  w ady: na s tykach  przyjętych trzech odcinków  aproksym ujących  w y m a g a n ą  
charakterystykę p ojaw iła  się  n ieciąg łość  pochodnej, bardzo u ciążliw a we w szelkich a n a li­
zach teoretyczn ych , a  tak że szk od liw a  przy num erycznej sym ulacji. W  celu  je j u n ik n ięcia  
niektórzy au torzy  w prow adzają inne wzory, na przykład:
*(<) =  C io [ l  +  t h C n ( 2? ( i )  -  ÓAT+1 -  C12)].
Przebieg tej ch arak terystyk i p od an o  n a  rysunku 4.56.
O pisyw any m od el m a  tak że i tę  w łaściw ość, że w spółczynnik i wag a,- są  zależne od  
różnych param etrów  i w zw iązku  z ty m  są funkcjam i czasu a , £  A T . P on iew aż czynników
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Rys. 4.56. Przebieg nieco dokładniejszej aproksym acji charakterystyki komórki
w p ływ ających  n a  drożność syn ap sy  w yk ryto  i op isano bardzo w iele, przeto w celu ogran i­
czen ia  rozbudow y m odelu  m usim y przyjąć, że skupim y uwagę n a  kilku za led w ie najw aż­
n iejszych  m echanizm ach . Z ałóżm y w ięc, że w m odelu odw zorow yw ać b ęd ziem y zm iany  
w agi sy n a p sy  w yw ołan e o d d zia ły w a n iem  sygn a łu  x \ h  ^ syn ap sy  ham ow ania presyn ap tycz-  
nego (o zn a czy m y  je  A a |^ ) ,  dalej uw aględnim y zm iany wagi zw iązane z ca łk ow itym  po­
budzeniem  neuronu (stosu jąc  oznaczen ie A a j ^ ) ,  wprowadzim y popraw ki w ynikające ze 
zjaw isk n ielin iow ej zależności w agi od  częstotliw ości drażnienia (a  więc od  przyjm ow anej 
tu  s iły  b o d źca  co uw zględnim y w oznaczeniu  A a ^ )  oraz, na koniec, w zbogacim y  
m od el o  m ożliw ość ad ap tacji i uczenia  się, wprowadzając popraw ki do w spółczyn n ik ów  
w agow ych w p ostaci A a ja\  Ł ącznie w om aw ianym  m odelu pojaw ią się  w ięc w sp ółczyn n ik i 
w agow e b ędące su m ą  spoczynkow ej w artości a,- oraz w ym ienionych poprawek:
a,(<) =  5, +  AoSł ) (i) +  A a[B)(<) +  +  A a[a)(<)-
Zasady  o b licza n ia  poszczególnych  wym ienionych poprawek zo sta n ą  teraz kolejno  
om ów ion e i przedyskutow ane.
Rys. 4.57. U kład przestrzenny synapsy ham ow ania presynaptycznego (B) na tle głównej synapsy 
(A ) um ieszczonej na dendrycie (D) komórki nerwowej (C) z aksonem  (E)
C zyn n ik iem , k tórego  znaczen ie je s t  ju ż  znane z wcześniejszych rozw ażań, s ą  zm ian y  
w agi sy n a p sy  zw iązane z od d zia ływ an iem  hamowania presynaptycznego  (rys. 4 .5 7 ). Do- 
tyczasow e ujęcie m ia ło  jednak  bardzo krańcowy charakter: obecność sy g n a łu  h am ow ania  
p resyn ap tyczn ego  w y w o ły w a ła  ca łk ow ite w yłączen ie synapsy (A a j^ (ż )  =  —a, sign  a ,) ,  
co w św ietle  obecnych  założeń  je s t  zab iegiem  zb yt radykalnym. Z badań E cclesa  w ynika,
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je  zależność m ięd zy  w ielk ością  im pulsacji presynaptycznej * ^ ( i )  €  [ 0 ,1]T a  popraw ką  
A a ^ ( t )  w yraża  się  zw iązk iem  o  charakterze w ykładniczym :
A  <Ąh\ t )  =  —a ,[ l  — e x p (—Ci4* ifc))] sign a,-.
Należy podkreślić , że przytoczon e ujęcie je s t  uproszczone. P ełn y  m od el w ym aga  
wprowadzenia d od atk ow o  inform acji o  ak tu aln ym  stopniu  sp olaryzow an ia  b ło n y  i a m ­
plitudzie im p ulsu  w ejściow ego, docierającego do synapsy (rys. 4 .5 8 ), jedn ak  d la  potrzeb  
modelowania ca ły ch  kom órek (a  tym  bardziej ich sieci) przytoczona u proszczona  form a  
wzoru defin iującego A a ^ ( i )  je st absolu tn ie w ystarczająca. D la  uzyskania  p ełn eg o  h a­
mowania p resyn ap tyczn ego  przy x \ h  ^ => 1 w ystarczy przyjąć c 14 >  4. O braz w p ływ u  
hamowania p resyn ap tyczn ego  n a  przebiegi w m odelu  pokazuje rysunek 4 .59 .
W ielkość p oten cja łów  p ostsyn ap tyczn ych  zależna jest od  s tanu polar yz ac j i  b łony  
post synap tycznej . W yn ik i przeprow adzonych badań wskazują, że za leżn ość ta  m a  cha­
rakter lin iow y rys. 4 .6 0 ), przy czym  w sp ółczyn n ik  proporcjonalności je s t  zaw sze ujem ny  
(wzrost polaryzacji zm n iejsza  p o ten cja ły  pobudzające, a zw iększa -  jeśli idzie  o bez­
względną w artość -  p o ten cja ły  ham ujące). S am a postać wzoru określającego A a - ^  je s t
Rys. 4.58. Model zm ian wagi synapsy a,- w zależności od sygnału ham owania presynaptycznego 
z, m ożna rozw ażać na dwóch poziom ach szczegółowości: u góry rysunku pokazano szerzej 
dyskutowany w tekście m odel w ykładniczy, natom iast u dołu bogatszy w szczegóły, lecz uciążliwy 
w zastosowaniach m odel d r. Majewskiego
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Rys. 4.59. P rzykładow y wynik sym ulacji kom puterowej wpływu synapsy ham ow ania presynap- 
tycznego n a  funkcjonow anie m odelu kom órki nerwowej. Sygnał podany do synapsy ham ow ania 
presynaptycznego (górny przebieg) pow oduje praktycznie całkowite wyłączenie im pulsacji ko­
m órki (u do łu , g ru b a  linia), pom im o u trzym ującego  się stale  niezmiennego pobudzenia komórki 
(u dołu , cienka linia)
Rys. 4.60. Zm iany potencjałów  p ostsynap tycznych  Ue p s p  i U i p s p  w zależności od spoczynkowej 
polaryzacji błony E
za tem  banalna:
A a (i E \ t )  =  - c l 5 E ( t ) .
S top ień  depolaryzacji b łon y  w y r a ża n y  je s t  d la  wszys tkich  syn ap s przez w ypadków )
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sygnał p ob u d zen ia  kom órki E ( t ) ,  co w prow adza globalne wewnę tr zne sprzężen ie  zw rotne  
(por. rys. 4 .6 1 ), w iążące w ejścia kom órki z jej stanem  (rys.4 .62, 4 .63 , 4 .64 , 4 .6 5  i 4 .6 6 ).
Różni au torzy  m ierzyli za leżności w spółczynnika wagi a, od cz ęs to t l iwoś c i  w e j śc io ­
wej impulsacj i  D ok ładn iej -  op isyw ano wartości am plitudy p oten cja łów  p ostsyn ap -
sygn a ły
Rys. 4.61. Podstaw ow y m odel zm ian wagi synapsy a, w zależności od globalnego pobudzenia
komórki E
Rys. 4.62. W ynik  sym ulacji kom puterow ej obrazującej proces korekty wagi synaptycznej w za­
leżności od sygnału  łącznego pobudzenia (u góry) oraz m anifestowanie się tego sprzężenia zw ro t­
nego n a  wyjściu kom órki (u do łu  rysunku)
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Rys. 4.63. U stalenie w artości spoczynkowego potencjału  błony postsynaptycznej nastręcza  wiele 
trudności. W  podanej n a  rysunku konfiguracji potencjał postsynaptyczny wejścia B zależy od 
sygnałów  n a  wejściach C  i D, natom iast nie zależy od A
Rys. 4.64. M odel dynam iczny uk ładu  z rysunku 4.63
Rys. 4.65. P rzyk ład  dwu synaps: pobudzającej z sygnałem  %\ i ham ującej z sygnałem  X2 - Zależnie 
od długości odcinków d en d ry tu  l\ i /2  oraz od szybkości propagacji potencjałów  postsynaptycz- 
nych w d en d ry tach  v i, tfe i t>3 możliwe są  różne przebiegi po tencja łu  za rozgałęzieniem
tycznych  E P S P  i I P S P  (rys. 4 .6 7 ), zaś wielkość wagi (w zm ocn ien ia  sy n a p sy ) m ożna  
w ydedukow ać b iorąc p od  uw agę form ę transm itancji syn apsy  G s y . N a p od staw ie  tych  
danych m ożliw e je s t  zaproponow anie m odelu  (rys. 4 .6 8 ), w którym  popraw ka A a ix\ t )  
w yrażon a  je s t  za  p o m o cą  form uły w ykładniczej:
A  ajr ) ( 0  =  c i6 ex p [c i7 * ,(0 ]>
czas, m s ‘ cza s , m s czas, m s
czas, m s czas, m s cza s, ms
Rys. 4.66. Symulacja przebiegów w układzie z  rys. 4.65. Przesunięcie względem siebie impulsów z obu synaps 
daje odmienne przebiegi składowych wypadkowych potencjałów postsynaptycznych. Linia cienka od­
powiada synapsie pobudzającej, a linia gruba synapsie hamującej. Linią przerywaną oznaczono przebieg 
wypadkowego potencjału postsynaptycznego w dcndrycie
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Rys. 4.67. Przebieg zależności /W /*(linia przerywana) i /•-'/>.S'/> (linia ciągła) od częstotliwości/ wejściowych 
impulsów ,v
Rys. 4.68. S tru k tu ra  bloku regulacji wagi synapsy a, w zależności od częstotliwości wejściowych 
im pulsów. Początkow e bloki w torze regulacyjnym  służą do ustalan ia  częstotliwości /  =  \ / i ,  i 
do  jej bieżącego uśrednian ia  d la  dowolnego wejściowego sygnału x,
przy czym  d la  uzysk an ia  p ożąd anego przebiegu funkcji trzeba wybrać m a łą  w artość pa­
ram etru ci?  (rys. 4 .6 9 ).
C echą tkanki nerw ow ej, podkreślaną zgod n ie we w szystkich podręcznikach, je s t  jej 
p las tycznoś ć .  O kreślenie to  rozum ieć należy w ten sposób , że w łasności tkanki zm ieniają  
się  pod w p ływ em  przekazyw anych i przetw arzanych przez n ią  sygn a łów , w w yniku  czego  
ten sam  preparat na początku  dośw iadczen ia  reaguje inaczej na podaw ane bodźce, niż 
na końcu. U w aża się , że elem en tem  kom órki odpow iedzia ln ym  g łów n ie  (choć m oże nie 
w yłączn ie) za  zjaw iska p lastyczn ości -  są  synapsy. W  rozw ażanym  tu m odelu  odpow iedn i 
sk ład n ik  wagi sy n ap sy  ozn aczono przez A a -a\ i ) .  Na pozór je st to  taka sam a korekta  
w sp ó łczyn n ik a  w agow ego, jak  w szystk ie inne d o  tej pory, w istoc ie  jednak  je s t  to  czynnik  
pod w ie lom a w zględam i w yjątkow y. O m ów im y w skrócie tę  w yjątkow ość, gd yż w arto jej 
p ośw ięcić  n ieco  uw agi.
U przednio rozw ażane zm ian y  wagi A a , cechow ał na ogół n iew ielk i w p ływ  na koń­
cow ą w artość wagi a , (Aa,- sta n o w ił kilka do k ilkunastu  procent w artości a,-; pew nym  
w yjątk iem  b y ła  w artość A a | * m ogąca osiągać 100% -  lecz w yłączn ie w kierunku zm niej­
sza n ia  w agi). T ym czasem  om aw ian y tu  sk ładn ik  A a ja *(<) m oże zm ieniać w agę syn ap sy  
zarów no w kierunku jej zw iększania  (zajw isko to  w fizjologii znane je s t  p od  nazw ą to­
rowania) i, ja k  i w kierunku jej zm niejszan ia  ( blokowanie) .  W dodatku  zakres zm ian  je s t
praktyczn ie n ieogran iczony i A a [a)(ż) m oże osiągać wartości w yrażające się  ja k o  tysiące  
procent a, .
4 .4 . Model c ią g ły 7 9
>
a
oHO
‘i?
5
1 0,0
S’>
u'
oŁ.o
czas, m s
czas, m s
Rys. 4.69. W ynik  sym ulacji kom puterow ej obrazującej sygnały korekcyjne generow ane w m odelu 
pod wpływem zm iennej częstości sygnału . K olejno od góry pokazano wykres im pulsacji n a  wej­
ściach kom órki, sygnał wyjściowy neuronu oraz sygnały w pętlach korekty wagi -  odpow iednio 
dla synapsy pobudzającej i ham ującej
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K olejny pow ód d o  tego , aby uw ażać czynnik Aa,-a^(ż) za  w yjątkow y, w yn ika z czasu  
je g o  o d d z ia ły w a n ia . O ile poprzednio om aw iane korekty zachod ziły  szybko (praktycznie  
n a ty ch m ia st p o  za istn ien iu  czynn ika m odyfikującego w agę), o  ty le  A a (a^(i) k sz ta łtu je  się 
w oln o, lecz p ozosta je  przez pew ien  czas po ustan iu  bodźca wy w z w alającego, a w wielu  
w ypadkach zm ia n a  A a - ° \ i )  p ozostaje w praktyce na sta łe  ja k o  trw ały  ślad  pam ięciow y.
A n a to m iczn ie  w cześniej rozw ażane korekty n ie p ozostaw ia ły  żadnego śla d u , n ato­
m ia st A a \ a\ t )  m a  swój w yraz w p ostaci zauw ażalnego w m ikroskopie elek tronow ym  p o­
w ięk szen ia  rozm iarów  kolbki syn aptyczn ej lub zw iększen ia liczby i w ielkości pęcherzyków  
syn ap tyczn ych  zaw ierających neurom ediator.
W szy stk ie  w ym ien ion e argum enty przem aw iają za  ty m , aby rozw ażyć m echanizm y  
zw iązane z k szta łto w a n iem  korekty A a ^ ( i )  z m aksym alną uw agą. Zaraz n a  początku  
trzeba stw ierd zić , że czynn ik iem  bezpośredn io  w yw ołującym  zm ianę w agi A a ^ ( / ^  je st  
sy g n a ł w chodzący d o  tej syn ap sy  Jednak w odróżnieniu  od  sy tu acji, ja k a  p anow ała  
przy om aw ian iu  korekty A a -x)(ż), w tym  przypadku chodzi o  d ługokresow e o d d zia ływ an ie  
sy g n a łu  X{.  T rzeba w ięc uśrednić, przefiltrow ać od pow iedn io  sygn a ł x , ( i ) ,  aby uzyskać  
p otrzebny czynn ik  ić,-(ź)- N ajprostszym  członem  filtrującym  m oże być układ  d ynam iczny  
pierw szego rzędu, k tórego  tran sm itan cja  operatorow a G j  m a  postać:
G , ( s )  =  -  c-1? - . .
1 -f SC19
W ła sn o śc i p rzek szta łcen ia  reprezentow anego przez w prow adzoną tran sm itan cję  za­
leżą  w zasad n iczym  stop n iu  od  param etru C19, będącego s ta łą  czasow ą. W  pew nym  upro­
szczen iu  m ożn a  przyjąć, że s ta ła  ta  określa  przedział czasu, w obrębie k tórego uśredniany  
je s t  sy g n a ł £,-(<). T ran sm itan cja  G j ( s )  w ykorzystyw ana je s t  w ten sp osób , że p rzekszta łca  
on a  sy g n a ł Xi ( t )  na x ,( t )  zgod n ie  z zasadą, której w dziedzin ie operatorow ej od p ow iad a  
równość:
Xi{s)  =  G j ( s ) x i ( s ) .
W  d zied zin ie  czasu  tej prostej zależności od p ow iad a  n iestety  rów nanie różniczkow e, 
co  zac iem n ia  obraz i u trudnia  zrozum ien ie isto ty  zachodzących procesów , za tem  p oprze­
sta n iem y  także i tu  n a  przedstaw ien iu  zapisu operatorow ego.
A by uśredniony sygn a ł z , ( i )  m ógł uczestn iczyć w budow ie korekty w agi A a [a^(<), 
konieczna je s t  d odatkow o ob ecn ość specjalnego sygan łu  k  £  K T . S ygnał ten w fizjologii 
nazyw an y je s t  rozlanym  pobu d zen iem  lub rozlanym  h am ow aniem  (za leżn ie od  tego  czy  
k  =  + 1 ,  czy też k  =  - 1 ) .  Z punktu  w idzenia zrozum ien ia  przebiegu zm ian  A a ^ ( ż )  
interpretow anych  ja k o  proces uczenia  się, korzystne je s t  traktow anie w artości, których  
zb iorem  je s t  K, ja k o  sy g n a łó w  nagrbdy i kary. W  celu w yrażen ia  odpow iedn ich  faktów  
w sp osób  ilościow y przyjm iem y, że K je s t  zbiorem  trójelem en tow ym  (K =  { —1 , 0 ,+ l J ,  
gd zie  w artość —1 traktow ana je s t  jak o  kara, 4-1 to  nagroda, zaś 0 ozn acza  brak oceny. 
W arto zw rócić uw agę, że sy g n a ł k  €  K nie je s t  indeksow any num erem  sy n ap sy  i.  Nie
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Rys. 4.70. S tru k tu ra  pętli regulacji wagi synapsy w wyniku procesu uczenia pod wpływem  
sygnału rozlanego pobudzenia K
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Rys. 4.71. S ym ulacja  kom puterow a zjaw iska torow ania zachodzącego w synapsie  kom órki ner­
wowej wyposażonej w możliwość uczenia się. Początkow a d ługo trw ała  seria im pulsów  presynap- 
tycznych (u góry) pow oduje system atyczne narastan ie  po tencja łu  postsynap tycznego  (u d o łu ), 
co jest szczególnie w idoczne po d łuższym  czasie sym ulacji (na rysunku pom inięto  w yniki z okresu 
od 40 do 470 ms eksperym entu). Z m iana m a ch a rak ter trw ały, co widać po w yłączeniu  sygnałów  
wejściowych w okresie od 500 do 820 m s i ponow nym  ich załączeniu (po praw ej s tro n ie  rysunku)
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Rys. 4.72. Zjawiska uczenia podczas sym ulacji pracy komórki wyposażonej w możliwość poda­
w ania sygnału  nagrody i kary
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jest to przeoczenie -  sy g n a ł nagrody a lbo  kary dociera rów nocześn ie d o  w szy stk ich  sy ­
naps neuronu, a d ok ład n iej -  d o  w szystk ich  syn aps wszys tkich  n eu ron ów , tw orzących  
pewien podzbiór funkcjonalny m odelow anej sieci. Podzbiór taki m ożn a  określić jak o  o g ó ł  
tych komórek, które p rzyczyn iły  się d o  zd ob ycia  nagrody lub sp ow od ow ały  w ym ierzen ie  
kary. Do zagadnień  tych p ow rócim y przy okazji om aw iania zjaw isk u czen ia  s ię  w sieciach  
neuronowych w następnych  rozdziałach .
Mając zdefin iow ane sy g n a ły  x,-(t) oraz k ( i ) ,  m ożem y przystąp ić do ok reślan ia  w zoru  
definiującego A a -a*(i). D ecyd ujące zn aczen ie  m a przy tym  i loczyn  w ym ien ion ych  sy g n a ­
łów, któremu (d la  w y g o d y  dalszych  zap isów ) nadam y chwilowe ozn aczen ie
k i ( t )  =  k ( t ) x i ( t ) .
Oznaczenie k{ ( l )  je s t  p o trzeb ne, aby ła tw o zap isać fakt, że w p ływ  w zm iank ow an ego  ilo ­
czynu k ( t ) x i ( t )  na o p isy w a n ą  zm ian ę wagi A o -a)(t) je s t  pow olny i p rzeb iega  z  d o d a tk o ­
wym uśrednianiem  sy g n a łu , p odob n ym  do tego , d la  op isan ia  k tórego w prow adzono trans- 
mitancję G j ( s ) .  Jednak tran sm itan cję  m ożn a  stosow ać do opisów  lin iow ych , a  m n ożen ie  
to ew identnie n ie lin iow a op eracja  -  stąd  p otrzeb a  zastosow ania  ch w ilow ego  p o d sta w ien ia .
W prow adźm y w ięc kolejną tran sm itan cję  G'a zdefiniow aną w sp osób  n astęp u jący:
G .M  =  i  C204- SC2l
Transm itancja ta  p rzek szta łca  p om ocn iczy  sy g n a ł ki (s )  ju ż  na w y m a g a n ą  zm ian ę w agi 
A a ^ ( s )  zgod n ie  ze zn a n ą  za leżnością:
A  a[a\ s )  =  G a (s )k i ( s ) .
S am ą zm ian ę wagi A a -a)( i )  o tr zy m a  się  po dokonaniu od w rotn ej transform acji La- 
place’a . W  sk ła d  budow anego m od elu  (rys. 4 .70) m oże dodatkow o w chodzić p rzek sz ta łt­
nik n ielin iow y N L, uw zględn iający n ie lin iow ość zależności A a ^ ( ź )  od  w ejściow ych  sy ­
gnałów . M odel ten  p o zw a la  sym u low ać zarów no zm iany p lastyczn e (rys. 4 .7 1 ) jak  i upro­
szczone form y uczenia (rys. 4 .7 2 ).
4.5. M o d e le  p ro c e só w  za c h o d z ąc y c h  
n a  b ło n ie  k o m ó rk i  nerw ow ej
W przytaczanych  rozw ażaniach w ielok rotn ie od w oływ an o się do p rocesów  k szta łtu ją cy ch  
potencjały  elek tryczn e b łon y  kom órki nerw owej. Procesy te  w sta n ie  sp oczyn k u  s ta b ili­
zują daleki o d  stanu  rów now agi elektrycznej (lecz zrów now ażony term o d y n a m iczn ie) sta n  
polaryzacji b łon y  kom órkow ej, zaś w s ta n ie  pobudzen ia  p ow od ują  p ow staw an ie  im p ulsu  
(rys. 4 .7 3 ).
S ta n  sp oczyn k ow ej p olaryzacji b łon y w yw ołany je s t  różn icą  koncentracji jonów r p o ­
m iędzy w n ętrzem  kom órki a p ły n em  m iędzykom órkow ym . W p row ad źm y zbiór w artości
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Rys. 4.73. Uzyskany z sym ulacji kom puterowej przebieg im pulsu nerwowego
odpow iednich  koncentracji (stężeń ) S . Poszukiw ana zależność d la  stan u  u sta lon ego  m a  
więc p ostać  odw zorow ania:
<Pbk : S  => U.
Ze względu n a  jego  w ażność we w szystkich rozw ażaniach dotyczących  kom órki ner­
wowej, odw zorow anie y?** p ostaram y się nieco dokładniej przedstaw ić. W  ty m  celu m u­
sim y nieco bliżej poznać w łasności chem iczne p łyn u  m iędzykom órkow ego i cy top lazm y  
komórki nerwowej.
Poszczególne stężen ia  s  €  S rozróżniać b ędziem y p isząc u dołu  litery s  indeks o d p o ­
w iadający sym bolow i chem icznem u stosow nej su b stan cji, zaś u góry (jako w skaźnik , a  nie  
jako w ykładnik) p isane b ąd ą  sym b ole  w  dla koncentracji w ew nątrzkom órkow ych i z  d la  
stężeń  zewnątrzkom órkow ych. W  przypadku m odelow ego układu z jed n y m  u sta lon ym  
jon em  /i odw zorow anie ipbk m oże być w yrażone prostym  rów naniem  N ernsta:
=  <Pbk(s l , s^)  =  c0 \ n - ^ t
gd zie «p £  U je s t  ob liczonym  p o ten cja łem  w ynikającym  z różnicy koncentracji su b sta n ­
cji /i, s j  i s j  €  S są  stężen iam i substancji n  od pow iedn io  w ew nątrz i n a  zew nątrz, 
w reszcie s ta ła  co €  C m oże być ob liczona na podstaw ie znajom ości sta łej gazow ej R,  
sta łej Faradaya F ,  tem p eratu ry  T  (oznaczen ia  R ,  F ,  T  m ają  charakter chw ilow y) oraz 
w artościow ości chem icznej N^:
R T  
C o ~  N „ F '
P rzedstaw iony wzór N e r n s t a , często  cytow any w literaturze pośw ięconej m od elow a­
niu komórek nerwowych je s t  w istoc ie  nadm iernie uproszczony. By dokładniej przedstaw ić  
odw zorow anie w rzeczyw istej kom órce, trzeba uw zględnić fakt, że n a  jej p o ten cja ł 
m a w pływ  wiele substancji.
Spośród licznych an ionów  i kationów  w ystępujących  w komórkach i w ich o to czen iu , 
n a s ta ń  elektryczny b ło n y  kom órkowej m ają  w p ływ  g łów n ie p otas K + , só d  N a + , w m n ie j­
s z y m  stopniu  chlor C P  oraz jo n y  organ iczne O r” . W  przypadku kom órek m ięśn iow ych  
(także odznaczających  się  s iln ą  ak ty w n o ścią  elektryczną, czego w yrazem  je s t  m ięd zy  in ­
nymi sygnał EKG lub E M G ) dodatkow o trzeba rozważać w pływ  jo n ó w  w a p n ia  C a 2 + , 
odgrywających bardzo is to tn ą  rolę w procesie zap oczątk ow ania  im p u lsu  i w y zw o len ia  
skurczu.
Na rów now agę e lek tryczn ą  b ło n y  m ają  zasadniczy w p ływ  -  ob ok  rozw ażanych  do  
tej pory stężeń  określonych  jo n ó w  -  także przepuszczalności b łon y d la  tych  jo n ó w . P rze­
puszczalności te , k tórych  zbiór ogó ln ie  zw iążem y z oznaczen iem  G , rozpatryw ać tak że  
można jak o  przew odności e lek tryczn e, gd yż przenikanie naładow anych  jo n ó w  przez b ło n ę  
równoważne je s t  p rzep ływ ow i poprzez b łon ę prądu elektrycznego. B iorąc p o d  uw agę fakt 
zróżnicowanej p rzepuszczalności b łon y  i uw zględniając przynajm niej w y m ien io n e , naj­
ważniejsze jo n y  m ożna  n ap isać skorygow ane rów nanie określające w artość  u s t a l o n e g o  p o ­
tencjału b łon ow ego U :
1! w ~z - z  «w \ _  i 5KSK +  0Nas Na +  i?Cls ci
U  -  <fbk » 5 K > % a >  5 Na> S C\  > S C \ )  — c 0 m  —  .
0K $ k  +  9 NaS£,a +  ^CIScj
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Podany w zór je s t  m od yfik acją  znanej form uły H odgkina, w której p rzy jęto  o zn a cze­
nie </k > ^Nai PCI €  G  d la  u s t a l o n y c h  (dalej rozpatryw ane b ęd ą  zm ien n e) w sp ó łczyn n ik ów  
przepuszczalności b łon y  d la  jon ów  -  od p ow ied n io  -  potasu , so d u  i ch loru . P on iew aż  
P k  >  P N a 9 c \ ,  p rzeto  w sta n a ch  zb liżonych  do rów nowagi d ecyd u jący  w p ły w  n a  
własności e lek tryczn e b ło n y  m ają  jo n y  p otasu; uzasadnia to  poniekąd sto so w a n e często  
uproszczone u jęcie zjaw isk elek tryczn ych  n a  b łon ie  U  jako u p o p isyw an ych  p rzy to czo n y m  
wcześniej rów naniem  N ern sta  przy p od staw ien iu  [i — K + . O zn aczm y tak  w yzn aczon y  p o ­
tencjał b łon y przez u k  i zap iszm y:
$z
u k  =  <pbk(sx, sj<) =  co ln
S K
Do dalszych  rozw ażań w prow adzim y jeszcze  dwa analogiczne ozn aczen ia: d la  sod u  
liNfa oraz zbiorczo d la  w szystk ich  p o zo sta ły ch  jon ów  (C l- , 0 r ~ ,  C a 2+ itp .)  W  ty m  o s ta t ­
nim przypadku zastosu jem y p o d sta w ien ie  fi =  /. W artości uk  , UNa oraz ti/ b ęd ą  w yk o­
rzystane przy rozbudow ie m od elu  o dodatkow e elem enty -  najp ierw  d yn am iczn e, a  p o tem  
przestrzenne. Jak w sp om in an o , stan  usta lonej polaryzacji b łony n ie  n iesie  żad n ych  infor­
macji. Z punktu  w id zen ia  m od elow an ia  funkcji inform acyjnych kom órki w ażne są  za tem  
s i a n y  d y n a m i c z n e  zachod zące n a  b łon ie  kom órkowej pod w p ływ em  zach w ian ia  je j e lek ­
trycznej rów now agi.
M etod ą  w ytrącen ia  b łon y  kom órkowej z określonego stan u  p o laryzacji je s t  p rzy ło ­
żenie do niej zew n ętrzn ego  sy g n a łu  w p o sta c i prądu o pew nej g ęsto śc i pow ierzchniow ej 
im przepływ ającego sk rośn ie przez b łon ę. Źródłem  tak iego  prądu m oże b yć (w  w arun­
kach d ośw iadcza lnych) e lek tro d a  (rys. 4 .7 4 ) , jednak procesy b io ch em iczn e  zachod zące
Rys. 4.74. M ikrofotografia komórki nerwowej i elektrody, używanej do pobudzania elektrycznego 
błony i rejestrow ania je j potencjałów  (za zezwoleniem prof. Remigiusza Tarneckiego )
w syn apsach  są  także -  w o sta teczn y m  efekcie -  źródłem  prądu depolaryżującego  lub  
hip erpolaryzu jącego  b łon ę. W prow adźm y sym b ol I na ozn aczen ie zbioru w artości prą­
dów  p rzepływ ających  przez b łon ę lub p łynących  styczn ie do niej (co uw zględnim y da lej), 
za tem  tm €  I.
O becn ie w prow adzony sygn a ł U  zaczn iem y rozważać jak o  funkcję czasu U( t )  €  U T , 
a od w zorow anie <£>&* (już nie oznaczane <£&*) m a charakter zależny od  zew n ętrznego  (n a  
o g ó ł zm ien n ego  w czasie) sy g n a łu  im( 0  6  lT , a nie tylko od  param etrów  s 6  $ . Tak więc  
m ożem y zapisać:
<pblc : l T x  S u = > U T .
Zw raca uw agę w idoczny naw et w tym  ogólnym  ujęciu uw ikłany charakter p oszu ­
kiw anej za leżn ości. Jej konkretna postać je s t  znana jak o  r ó w n a n i e  H o d g k i n a - H u z l e y a ,  
stan ow iące p od staw ę w szystkich  dalszych  rozw ażań. Punktem  w yjścia  do sform ułow ania  
tego  rów nania je s t  stw orzen ie schem atu  zastęp czego  dow olnego punktu b łon y w p ostaci 
rów n oleg łego  p o łączen ia  pojem ności (kondensatora) oraz kilku źródeł s iły  e lek tro m o to ­
rycznej wraz z szeregow ym i przew odnościam i (patrz rys. 4 .7 5 ).
R ozpatrując dow olny punkt b łony i traktując go  jak  dwójnik elek tryczny zaw iera­
ją c y  p ojem ność e lek tryczn ą  (przyjm ujem y, że jej w artość C  (E C ), źród ła  s iły  elek tro­
m otorycznej uk , «Na i ui £  U oraz przew odności </k. 0Na > <7/ G G  m ożem y d la  prądu  
w ym u szającego tm( i )  €  lT zap isać równanie:
*m (0  =  C ^ ~  +  g K ( U  -  l tK ) +  0N a(^  -  «Na) +  9 l { U  “  «/)•
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Rys. 4.75. S chem at zastępczy pojedynczego punktu  błony pobudliwej
Cała is to ta  d alszych  rozw ażań op arta  je s t  na stw ierdzeniu, że p aram etry g n  i <7Na 
zależą od p o ten cja łu  U  €  U  oraz od  czasu t  6  T . W arto zwrócić uw agę, że d la  stan u  
ustalonego gi<{U, t )  => § k  oraz g ^ A( U . t )  => g ^ n. Zależności g K (U t t )  i <7N a ( i / ,t )  zadane  
są w sposób n ie lin iow y poprzez trzy param etry pom ocnicze Ar, M  oraz / / ,  b ęd ące tak że  
funkcjami potencjału U oraz  czasu t:
9k ( U )  =  c t N \ U , t ) ,
g M U )  =  02M 3 ( U , t ) H ( U , t ) ,
gdzie określane em piryczn ie s ta łe  ci  i c 2 z w ystarczającą dla tych rozw ażań d ok ład nośc ią  
mogą być trak tow an e ja k o  w prow adzone w yżej spoczynkow e (w ystęp ujące w stan ie u sta ­
lonym) w artości param etrów  g K i g Funkcje N t M  oraz H  (d la  uproszczen ia  zapisu  
będziemy tu  i dalej p om ija li ich argum enty) określa układ trzech równań różniczkow ych:
d N
—  =  c3( 1 -  N ) ~ cąN ,
^  =  c5( l  -  M )  -  c6M ,
^  =  0 ,(1  -  H )  -  cs H,
0 param etrach c3 , . . . ,  cg zależnych  od  p oten cja łu  U.  Zależność tę  w pracach H odgk ina
1 Huxleya określono w form ie sześciu  em piryczn ie wyznaczonych n ielin iow ych  tożsam ości:
0 ,01 (10  - U )  
e( io -c / ) / io  _
c5 =  0 , 1 2 5 e - ^ 80,
0 ,1 (2 5  - U )  
e(25-lO/10 -  1 '
c3 =
C7 =
04 =  4 e - ^ 18,
C6 =  0 ,0 7 e - " /20, 
Cs =
1
e ( 3 0 - t / ) / 1 0 _  X
P ostać p rzytoczon ych  równań je s t  dość skom plikowana, ale ich za le tą  je s t  dobra  
zgodność ob liczanych  z nich przebiegów  im pulsów  nerwowych U ( t )  z obserw ow anym i 
w rzeczyw istości. W  szczegó ln ości z rów nań tych m ożna ob liczyć i z in terpretow ać m a te­
m atycznie znany fak t, że w zależności od w ielkości b odźca  (w  rozw ażanym  przypadku  
wyrażającego s ię  zew n ętrzn ym  w ym u szen iem  prądow ym  tm ) m ożliw e je s t  p ojaw ien ie  się
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a lb o  ty lk o  sła b y ch  i pow olnych oscy lacji p oten cja łu , a lbo  też m ożliw e je s t  wygenerowanie 
typ ow ego  im p ulsu  -  k tórego k szta łt je s t  zaw sze taki sa m , n iezależn ie od  tego, jak  doszło  
do jeg o  w ygenerow an ia . P rzyczyn a  tego  zjawiska leży w fakcie, że d la  m ałych  wartości za­
burzeń p oten cja łu  U  przew odności g są  praktycznie s ta łe , n a tom iast d la  dużych zaburzeń  
p ojaw ia  s ię  efek t sp rzężen ia  m ięd zy  w artością  p oten cja łu  a przew odnościam i. O brazuje 
to  rysunek 4 .7 6  d la  m ałych  zaburzeń, a rysunek 4 .77  d la  stan u  dużego zaburzenia.
Rys. 4.76. Sym ulacja kom puterow a równań H odgkina-H uxleya pozw ala prześledzić zależności 
pojaw iające się pom iędzy potencja łem  błony U a  przewodnościam i g (po lewej stro n ie  rysunku) 
oraz p rądam i jonow ym i (po prawej stronie). P rzedstaw iona sy tu ac ja  dotyczy m ałego zakłócenia 
równowagi po tencja łu  U , p rzeto  przewodności g są  praktycznie niezm ienne
Skom plikow any m od el zachow ania się pojedynczego punktu b łon y prow adzi n ieu­
chronnie d o  złożon ych  i uciążliw ych  ob liczen iow o m odeli w iększych struktur b łonow ych  
(n a  przyk ład  aksonu lub całej kom órki). P oszukiw ano więc s ta le  m ożliw ości uproszczen ia  
teg o  m od elu . N ajbardziej zn an ym  uproszczonym  m odelem  b łon y kom órki nerw owej je st  
m od el B onh oeffera-V an  der P ola . W prow adził g o  w 1961 roku R. F itzH ugh , k tóry  op iera­
ją c  się  na w cześn iejszych  (1 953) pracach B onhoeffera zastosow ał transform ację L ienarda  
do zn an ego  rów nania  Van der P ola , o trzym ując układ równań o  postaci:
1 d V  V s
z  =  79 ! T - w - ( v - T > '
d W
c$—  +  c lQW  =  e n  -  V.
O zn aczen ia  V ,  W , Z  m ają charakter lokalny, n a tom iast param etry c,- p o w in n y  sp e ł­
n iać n astęp u jące zależności:
0  <  c i o  <  1 ,  c i o  <  C g ,
które w arunkują zgod n e z b io logiczną rzeczyw istością  zachow anie się m odelu  B V P . C h a­
rakter typ ow ych  rozw iązań rów nania  B V P  na p łaszczyźnie fazow ej, w y zn a cza n ej przez 
zm ienn e V  i W  pokazany je s t  na rysunku 4 .78 . Związek m iędzy rów anan iam i m od elu  
B V P  a m o d elem  b łon y  pobudliw ej H odgk in a-H uxleya  sta je s ię  oczyw isty , je ś li  d okona  
się  n astęp u jących  przyporządkow ań:
Z  =  i m  ) V  =  U  -  36Af, W  =  0 ,5 ( N  -  H ) ,
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Rys. 4.77. Wyniki symulacji układu przy dużym zaburzeniu równowagi elektrycznej U.  W idoczne 
są skutki sprzężenia zwrotnego potencjału U i przewodności g, co zauważa się także w przebiegu 
prądów jonowych (po prawej stronie)
gdzie i mt U ,  M , N  oraz H  są  e lem en tam i w prow adzonym i podczas o m a w ia n ia  rów nania  
Ho dgk in a -H  u x ley  a.
O pisane rów n an ia  odw zorujące punktow e zachow anie się p o ten cja łó w  pobudliw ej 
błony kom órki nerw ow ej, sta n o w ić  m ogą  zadow alający m odel sy tu acji d ośw iadcza lnej, 
charakteryzującej s ię  ty m , że w u sta lon ym  punkcie komórki w k łuw ana je s t  e lek trod a , za  
pom ocą której od b ieran e s ą  określone p oten cja ły  U  €  U T , a także w ytw arzan y  je s t  prąd  
skrośny im €  l T , w ym u szający  pobudzenie błony. R ów nania te  jednak  zd ecyd ow an ie  n ie  
wystarczają, je ś li  celem  d zia ła n ia  je s t  m odel neuronu. Najbardziej n a tu ra ln ą  d rogą u o g ó l­
nień jest przyjęcie p o  m od elu  p un k tow ym  -  m odelu  z jedn ym  w ym iarem  p rzestrzen nym , 
to znaczy m o d elu  lin iow ego. N aw iązując do cyto logii kom órki nerwowej m o d el tak i m o żn a  
utożsam iać z m o d elem  aksonu , w  którym  im p u ls nerwowy w yw ołan y  w jed n y m  punkcie  
błony, m oże się  sw ob od n ie  przem ieszczać w zdłu ż w łókna (tab . 4 .2 ).
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Rys. 4.76. W yniki kom puterow ego rozw iązania równań BVP (na płaszczyźnie fazowej)
T a b e la  4 .2 .  W łasn ośc i w łók ien  nerwowych
G rupa Średnica w łókna, [ im Szybkość przew odzenia, m /s C zynność
A a 1 2 - 2 0 70 -  120 ruch
A/? 5 - 1 2 3 0 - 7 0 dotyk
a t 3 - 6 1 5 - 3 0 m ięśn ie
AS 2 - 5 1 2 - 3 0 ból
B 1 - 3 3 - 1 5 trzew ia
C s 0 , 3 - 1 , 3 0 , 7 -  1,3 trzew ia
Cdr 0,4  -  12 0 , 5 - 2,0 odruchy
P od staw ow y m echanizm  tak iego  przem ieszczania  zw iązany je s t  z pojaw ien iem  się  
-  ob ok  prądu skrośnego im , k tórego rola b y ła  już przedyskutow ana -  także prądu po­
w ierzchniow ego ipt p łyn ącego  w zdłuż aksonu. Prąd ten m oże być interpretow any jak o  
p rzep ływ  jon ów  p om ięd zy  zdepolaryzow anym  odcink iem  aksonu (w obrębie k tórego ist­
n ieją  w arunki d o  form ow ania się  im pulsu  czynnościow ego) a sąsiednim i rejonam i, które 
w w yn iku  tego  u legają  depolaryzacji (rys. 4 .79).
R ozw ażać b ęd ziem y akson n ie zm ielin izow any (3), k tórego ca ła  pow ierzchnia u czest­
n iczyć m oże w procesie tw orzenia i propagacji im pulsów . Na p ow staw anie i rozchodzenie  
się  tych  im pulsów  m ają  w p ływ  dw a prądy: poznany ju ż  prąd skrośny im oraz now o wpro-
(3 ) Rolę osłonki mielinowej omówiono dalej.
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k ierunek propagacji sygnału  
 > .
+ +  +  +  +  +  +  - f - f  +  +  - -  - -  - -  +  +  +  + - f  +
akson
Rys. 4.79. S chem at zjaw isk elektrycznych zachodzących w niezmielinizowanym włóknie nerw o­
wym. Znakami +  i — zaznaczono sym bolicznie ładunki elektryczne; zakreskow any fragm ent 
włókna odpow iada obszarow i refrakcji; tm oraz :p oznaczają prądy: skrośny i powierzchniowy
wadzony prąd  p o w ie r z ch n io w y  ip . Prąd pow ierzchniow y, p łynący w zdłu ż m od elow an ego  
aksonu ip  €  lTxL m a  ch arakter  j o n o w y  i -  ja k  w ynika z zapisu -  rozw ażany je s t  ja k o  
funkcja dw u zm ien n ych . O znaczenie L , jak zaw sze w tej książce sym b olizu je  zbiór w y ­
miarów gem etryczn ych  części c ia ła  (L  C 7£+ ), zatem  w dalszych rozw ażan iach  / €  L  
denotować b ęd zie  określony w ym iar przestrzenny komórki (w  tu  rozw ażanym  przypadku  
rozciągnięty w zdłu ż d łu g o śc i w łók n a  ak sonu ), zaś pozosta łe  sym b ole b y ły  ju ż  objaśn iane. 
Pomiędzy rozw ażan ym  uprzednio prądem  im (także obecnie rozw ażanym  w  sp osób  prze­
strzenny t'm 6  lT x L ) a  prądem  ip zachodzi zależność:
d i
Prąd ip m o żn a  z kolei pow iązać z napięciem  U , przy czym  trzeba u w zględ n ić fak t, że 
U jest teraz, p o d o b n ie  ja k  ip oraz zm , funkcją dwu  zm iennych: U  €  U T x L . W prow adzając  
dwa nowe param etry: op orn ość (p rzeliczon ą n a  jednostkę d ługości ak sonu ) aksonop lazm y  
C12 i oporność środ ow isk a (p ły n u  m iędzykom órkow ego) C13 m ożem y zap isać zw iązek p o­
między prądem  ip oraz p o ten cja łem  U  w postaci:
w  iC l2 +  C13 Ol
K olejny krok p o leg a  n a  p o łączen iu  obydw u podanych w zorów , to  zn aczy  na w ye­
liminowaniu z rozw ażań prądu ip . P aram etr C13 m ożna w tych  rozw ażaniach p om inąć, 
ponieważ C13 <C c i2. O trzym u jem y wówczas:
„  t ) .  _ L * U V Ą
Param etr c i 2 zależy od  dwu czynników : oporności w łaściwej ak son op lazm y e i2 i śred ­
nicy aksonu /a €  L . P ozw ala  to  przepisać w yrażenie przyjęte d la  im w dogodniejszej 
postaci:
■ a ł\ k .d2 E M .
d i 2 '
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W staw iając to  w yrażen ie do wzoru H odgkina-H uxleya otrzym uje się rów nanie aksonu  
w postaci:
+  gK(U(l, t ) - u K) +  SNa( i / ( / ,  t) -  UN. )  -  g,(U(l, < ) - « , ) ■
C12 o l z dt
J est to  bardzo u żyteczn y wzór. P ozw ala  on  w ydedukow ać, że prędkość rozprzestrze­
n ian ia  się  im p ulsu  nerw ow ego we w łóknie nerw owym  zależy od  średnicy la . J est to  zgodne  
z d anym i n eu rofizjologicznym i, co  m ożna  spraw dzić w tab eli 4 .2 .
T rzeba d od ać, że istn ie ją  w łók na  nerwowe, w których im puls wędruje szyb ciej niż to  
op isan o . O tóż w sy stem ie  nerw ow ym  znaczna część w łók ien  p od lega  tak zwanej miel iniza-  
c j i , czy li zostaje  p ok ryta  izo lacyjną  warstw ą. W łaśn ie od  koloru m ieliny  p och odzi nazw a  
biała subs tancja  w iązan a  z tym i częściam i system u  nerw ow ego, w których koncentrują  
się  w łók na . T akie i zo lowane  w łók no  m oże przewodzić im pulsy  na zasad zie przew odnic­
tw a  elek tryczn ego , ja k  zw y k ły  kabel. Przew odzenie sygn ałów  w zm ielin izow anym  aksonie  
zw iązan e je s t  jedn ak  z siln ym  tłu m ien iem  im pulsów . W ynika to  z fak tu , że oporność  
aksonop lazm y je s t  bardzo d uża, zaś izolacyjne w łasności m ieliny w yjątkow o słab e .
przew ężenie R anviera
Rys. 4.81. S tru k tu ra  m ikroskopow a przewężenia Ranviera. W idać, że w strefie kon tak tu  błona 
aksonu, w innych miejscach izolowana mieliną, m a kontakt z płynem  m iędzykom órkowym  i może 
generować im pulsy czynnościowe
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Akson je s t  w ięc tak k iepsk im  kablem , że im puls nerwowy zostaje w n im  całkow icie  
stłumiony ju ż  p o  p rzebyciu  kilku m ilim etrów . Jednak przew odzony sy g n a ł je s t  o d tw a ­
rzany w tzw. przew ężeniach R an viera  (rys. 4 .8 0 ). Są to  m iejsca , w których p ow łok a  
mielinowa nie o s ła n ia  w łó k n a  (rys. 4 .8 1 ). W  przewężeniach R anviera m oże  d och od zić  do  
generacji im pulsów  nerw ow ych -  zgod n ie  z om ów ionym i już zasad am i -  je ś li  ty lk o  po­
budzenie b łon y  w tych  p un k tach  b ędzie d o sta teczn ie  duże (p on adp rogow e). P rzew ężen ia  
Ranviera rozm ieszczone są  regularn ie na całej d ługości zm ielin izow anego aksonu, przy  
czym odstępy p om ięd zy  n im i (w y n o szą ce  ok oło  1 m m ) są  tak d obrane, że p ow stający  
w jednym z przew ężeń im p u ls p o  stłu m ien iu  w w yniku przew odzenia  g o  d o  n astęp n ego  
przewężenia je s t  jeszcze  d o sta teczn e silny, by zdepolaryzow ać n a g ą  b ło n ę  w przew ęże­
niu w sposób nadprogow y, a w ięc w stop n iu  w ystarczającym  do w ygenrow ania  im p ulsu  
(rys. 4 .82). T aki ty p  p rzesy ła n ia  sy g n a łu  zw any je st czasem  p r z e w o d n ic t w e m  s k o k o w y m , 
gdyż im puls przebyw a drogę od  przew ężenia do przew ężenia skokam i. Jednak w przew ę­
żeniach, gd zie zachodzi proces regenracji, w zm acn ian ia  i form ow ania im p ulsu  -  n astęp u je  
istotne sp ow oln ien ie sy g n a łu .
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Z ? -V/Z/Z7ZZ&  ^ 77777/7777 V 7 //7 /7 /Z y y /.//////&
R
Rys. 4.82. W zm ielinizowanym  aksonie im puls je s t przewodzony (z silnym  tłum ieniem ) pom ię­
dzy przewężeniami R anviera (R ), natom iast w sam ych przewężeniach je s t odtw arzany w swej 
pierwotnej wysokości (por. wykres u góry rysunku)
Za p om ocą  w prow adzonego wzoru m ożna także stw ierdzić, że  p o ten cja ły  elek tryczne, 
które m ają zb y t m a łą  w artość, by m o g ły  w yw ołać pow stan ie im p u lsu  czynn ościow ego, 
są podczas rozch odzen ia  się  w e w łók n ie  siln ie  tłu m ione. Jest t o  w ażne sp ostrzeżen ie , 
gdyż op isuje on o  zachow anie s ię  p o ten cja łów  postsynaptycznych  docierających  d o  c ia ła  
komórki za  p ośred n ictw em  dendrytów .
D ok ładn e rów nanie aksonu m a  skom plikow aną budowę, co u tru d n ia  je g o  stosow an ie . 
Możliwe je s t  jed n ak  przeprow adzenie przekształceń  podobnych d o  op isan ych  w m od elu  
BVP (rys. 4 .8 3 ). N agu m o, k tóry  d okonał tego  jak o  pierwszy, zastosow ał podstaw ien ie:
7 - r  ^Z  ~  CU  0/2
i otrzym ał u k ład  równań:
d W
c9 — + c l 0 W  =  c u  -  V,
m ożliw y  do w ykorzystania zarów n o w przybliżonych ob liczen iach , jak  i w elek tronicznym  
m odelow aniu  aksonu (rys. 4 .8 4 ) .
Przechodząc od przypadku lin iow ego do rozw iązyw ania równań H od gk in a-H u xleya  
na pow ierzchni błony m odelow anej kom órki, m usim y w celu uporządkow ania dalszych  
rozw ażań przyjąć jak iś k sz ta łt  tej pow ierzchni, a dokładniej jak iś sp osób  jej p aram etry­
zacji. Szeroko znane są  prace op isu jące zachow anie się n ieskończenie rozległej, płaskiej 
b łon y -  stosunkow o łatw ej do m atem atyczn ego  op isu  i m odelow ania, lecz bardzo od leg łej 
od  jak iejkolw iek  realności b io log icznej. Poniew aż w spom niane op isy  są  uboższe od przed­
sta w ia n eg o  tu  oryginalnego m o d elu , przeto n ie będziem y tych k lasycznych ujęć szerzej 
d ysku tow ać.
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Rys. 4.83. Elektroniczny model pojedynczego punktu  błony komórkowej wg Nagum o. P rzy budo­
wie m odelu, opartego na form alizm ie BVP (po lewej) wykorzystano nieliniową charak terystyką 
d iody tunelow ej (po prawej)
Rys. 4.84. Połączenie w długi łańcuch elementów opisanych na poprzednim  rysunku daje moż­
liwość stw orzenia elektronicznego m odelu aksonu
M odel opracow any przez dr J. M ajewskiego, rozw ażany je s t  na pow ierzchni, o p isy ­
wanej we w spółrzędnych  przestrzennych prostokątnych { /1, /2, I3 (/. €  L) } ,  lub -  co  je st  
zn aczn ie w ygod n iejsze - sferycznych (r , 0, <t>, r  €  L , 0 G H , <t> €  H ) ( 4) Pow ierzchnia ta,
(4) Sym bol H  zastosowano do oznaczenia współrzędnych kątowych.
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Rys. 4.85. Formy powierzchni imitującej w badaniach propagacji potencjałów czynnościowych  
kształt neuronu
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op isana jako r  =  r0 =  con st w układzie w spółrzędnych zdefin iow anym  następująco:
m a w ygląd  przypom inający kszta łty  komórek, o czym  m ożna  się przekonać, oglądając jej 
rysunek uzyskany za  pom ocą kom putera (rys. 4.85 z lewej strony).
Na takich i podobnych powierzchniach (rys. 4 .85  z prawej) rozw iązyw ać m ożna rów- 
nanie H odgk in a-H uxleya  m etod ą  siatek , postępując podobnie, jak  w przypadku  uprzed­
n io  rozważanego rów nania w łókna, z tą  tylko różnicą, że w szystk ie is to tn e  elem enty są 
w tym  przypadku funkcjam i trzech z m ien nych : czasu i dwu w spółrzędnych  kątowych, 
a  prąd pow ierzchniow y ip je st w dodatku w iekością wektorow ą, gd yż trzeb a  w nim  wy­
różniać sk ładow e w zdłuż obydw u rozważanych w spółrzędnych przestrzennnych  0 i <p:
zaś ich w spółzależności m uszą być odpow iednio -  w stosunku do w yżej dyskutowanych
U .  W  celu skrócenia zapisów, w których obecność pochodnych cząstkow ych  bardzo roz­
budow uje wzory, zastosu jem y operatory różniczkowe przyjęte w w ektorow ej teorii pola. 
K onkretnie, w ykorzystany zostanie gradient oraz dywergencja. Przy o b licza n iu  związku 
^między skalarnym  rozkładem  potencjału  U a w ektorow ym  przep ływ em  prądu ip> a 
łtępnie związki m iędzy w ektorow ym  prądem  ip a skalarnym  prądem  i m , potrzebna 
Izie dodatkow o funkcja przewodności cytop lazm y <7C, przy czym  zależn ie o d  celów  mo- 
ow ania m ożna założyć, że gc =  const (pc €  G ) lub m ożna przyjąć za leżn ość gc od 
półrzędnych 0 oraz ó  (gc €  G HxH). Po przyjęciu przytoczonych za łożeń  m o żn a  teraz 
zystąpić do budow y m odelu. A  oto  stosow ne wzory:
Całkow ity prąd skrośny błony komórkowej uzyskuje się  po dodaniu  do wyznaczonego  
>rądu im dodatkow ego prądu w ym uszającego iw pochodzącego od  drażn iących  elektrod 
ub syn aps. O czyw iście w celu zachow ania b ogatego zbioru m ożliw ych w ym u szeń  trzeba 
za łożyć , że €  lTxHxH . W ówczas:
+  9u*[U(t,0 ,<j>) -  wNa] + g\[U(tJ,<t>) -  u f],
zaś p o  dokonaniu  w szystkich  przekształceń i przy uw zględnieniu faktu , że g c za leży  od 
w spółrzędnych  6 i 0 , otrzym uje się  zależność, będącą podstaw ą m od elow an ia . Przy jej
ł\ =  r s i n O  cos <j>
/2 =  r s in fl s in ^ ,
T x H x H o r a z  i / e U TxHxH,
wzorów -  uogóln ione. Zacznijm y od związku prądu pow ierzchniow ego ip z potencjałem
*p (M ,< ¿)  =  - ^ c g r a d C / ^ M ) ,
=  —div ip ( t ,S ,  <f)) =  div [gc grad U ( t , 6 , 0 )] .
+  d iv  [ffc grad £ / ( ( ,» ,9 )] =  +  3 K[ f / ( f , 0 , -  u K) +
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cza s, m s  ( 0  =  90°, <§> — 80°)
Rys. 4.86. Przebiegi wyników m odelow ania procesu rozchodzenia się im pulsu nerwowego po 
powierzchni sym ulow anej kom órki. Pokazano przebiegi czasowe potencja łu  w kilku w ybranych 
punktach błony. M ożna obserwować, jak  im puls zanikający w jednym  miejscu je s t od tw arzany  
w innym, co m akroskopow o opisuje się jako jego propagację
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Rys. 4.87. O pisyw aną na poprzednim  rysunku propagację impulsu można wygodniej obserwować 
pokazując p rzestrzen n y  rozkład potencjału w kolejnych momentach czasu. Kolejne wykresy (od 
góry do dołu w trzech kolum nach) dają  obraz podobny do kolejnych kadrów filmu rysunkowego. 
W idać ja k  im puls zainicjowany w jednym  punkcie błony przemieszcza się od tego punk tu  wzdłuż 
obserwowanej linii geodezyjnej na powierzchni komórki
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Rys. 4.88. Podobna ja k  n a  poprzednim  rysunku seria wykresów pozw ala śledzić symulowany 
przez kom puter proces narodzin  im pulsu  w synapsie i jego propagacji n a  powierzchni błony
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Rys. 4.89. Pobudzenie zastosow ane w prezentowanym  eksperym encie sym ulacyjnym  je s t pod- 
progowe. W idać, ja k  początkow y skok potencjału  E P S P  stopniowo wygasa na błonie
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Rys. 4.90. W yniki sym ulacji tró j punktow ego pobudzenia neuronu (n a  przyk ład  przez trzy , z 
różną s iłą  pobudzone, sąsiadujące synapsy). W idać interferencję fal po tencja łu  n a  błonie ko­
mórkowej
102 4. K om órka nerwowa i jej m odele
7 =  1,009 7 = 4 ,0 3 0  7 = 6 ,7 8 7
7 = 1 ,5 5 4  7 = 4 ,5 0 9  7 = 7 ,1 3 8
| U ,u  ¿*1 u,U  I U,U iAVI,U
7 = 2 ,0 6 2  7 = 4 ,9 8 6  7 = 7 ,4 1 7
7 = 2 ,5 5 6  7 = 5 ,4 5 6  7 = 7 ,6 9 4
izo lin ia  0 =  90°
Rys. 4.91. Przy rozchodzeniu się kilku impulsów po powierzchni jednej komórki dochodzi do ich 
wzajemnego w ygaszania w momecie zetknięcia. Rysunek pokazuje kolejne fazy kom puterowej 
sym ulacji tego procesu
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rozkład potencjału N  — 0 rozkład potencjału N  = 3
Rys. 4.92. P rzestrzenny obraz pow staw ania i interferencji potencjałów  elektrycznych w pięciu 
punk tach  błony neuronu. Dla uzyskania tego obrazu kom puter sym ulujący funkcjonow anie ko­
m órki m usiał rozwiązać układ ponad 2000 równań różniczkowych w blisko 15 milionach punk­
tów. Trw ało to  n a  najszybszej z dostępnych maszyn blisko godzinę, n a to m iast w rzeczywistym  
neuronie sym ulowany proces trw a  ułam ek sekundy
zap isie  p om in iem y argum enty  ( t,0,<f>) w szystkich  w ystępujących  w niej funkcji:
■ . 9 ę \ d U .  & U  1 M A
t w *  \ 0 0  tg  O )  0 0  9e d e 2 s in 2 6 9c e<t>2 /
=  +  g K N \ U  -  u K) +  9 K * M 3 H ( V  -  u N. )  +  J i(V  -  «:)•
P od an e rów ananie wraz z różniczkow ym i zależnościam i określającym i M } N  i H  są  
p o d sta w ą  d o  m od elow an ia  zjawisk w ystępujących  na b łon ie  komórkowej przy w ykorzy­
sta n iu  d u żego  kom putera  C D C  C yber. W ybrane w yniki sym ulacji pokazano na rysunkach  
4 .8 6 , 4 .87 , 4 .8 8 , 4 .8 9 , 4 .90 , 4.91 i 4 .92 .
W arto zau w ażyć, że przy cyfrow ym  rozw iązyw aniu  podanych równań zachodzi p o ­
trzeb a  dyskretyzacji czasu t  i w spółrzędnych  przestrzennych 6 oraz <f>. Krok dyskretyzacji 
czasow ej A t oraz krok dyskretyzacji przestrzennej A 0 =  A 4> u sta lon o  na p o d sta w ie  na­
stępu jących  zależności:
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A <$> <  2 m in < m in
“  8.4
9c{0,<f>) 9c(0,<t>)
I I ’ +  t s i L ź l .
I d<t> I I  d<t> ^  t g# •-
C(A<^)2
A t  K  m ax  [(A<5*)2 W ( t ,  0, <f>) +  gc( 0 , ¿ )(1  +  ’
gd zie p om ocn iczo  u ży to  oznaczenia:
w  ( 1 , 0 , 0) =  gKN Ą(t ,0 ,  * )  +  ŚN e,  6, <t>) +  g,.
Przebiegi U ( t ,  0 , 4>) o trzym yw an e z m odelu  są  zadow alająco zgodne z w ynikam i u zy­
sk iw anym i w warunkach ek sperym entu  b iologicznego. Możl iwe  je s t  w ięc uzyskanie m o­
delu kom órki nerwowej poprzez analizę i op is procesów fizycznych zaobserw ow anych  na  
jej b łon ie , jedn ak  teg o  rodzaju m od ele cechuje ogrom ny koszt. S ym u lacja  kilku sekund  
zachow ania  tak iego  m odelu  w ym aga ca łych  godzin  ob liczeń  -  i to  przy użyciu  najw ięk­
szych  dostępnych  kom puterów . J est w ięc oczyw iste , że tak ie  m odele n ie nadają  się  do  
sym ulacji s iec i, w których  n iek iedy trzeba odw zorow ać setki lub naw et tysiące  kom órek. 
N a to m ia st m od ele  tego  typ u  m o g ą  być n iezw ykle użyteczn e przy weryfikacji pracy innych  
m od eli.
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5.1. W p ro w a d z e n ie
M odel kom órki nerw owej rozw ażano ja k o  odw zorow anie:
•Pku ■ (AJV+1 X X") =>• X.
P o słu g u ją c  się  p o d o b n ą  sym b olik ą  m ożna  funkcję sp ełn ia n ą  przez s ieć  neuronową  (*) 
u to żsa m ia ć  z odw zorow aniem :
<psp : ( f \N + l ) K  x  X L => X M .
R ozw ażan a  sieć zaw iera K  ^ -w ejśc io w y ch  neuronów i m a  (jako ca łość) L  wejść i M  
w yjść. P rob lem  m od elow an ia  sieci neuronowej <p3p je s t  jednak  trudniejszy, niż zagad ­
n ien ie m od elow an ia  kom órki <pkn • Już sa m a  liczba param etrów , które trzeba u sta lić  y?,<f 
i od w zorow ać w m od elu  je s t  zastraszająco duża. Przy K  komórkach i N  +  \ para­
m etrach  (progach  i w agach syn aptyczn ych ) ustalanych  w jednej kom órce otrzym u je się  
K ( N  +  1) w artości w sp ółczyn n ik ów  koniecznych do u sta len ia  i w prow adzenia  do m odelu
m ,  o .
Jeszcze  pow ażn iejszym  prob lem em  je s t  usta len ie <pu struktury połączeń  kom órek  
ipkn tw orzących  sieć  ip3p. L iczba m ożliw ych  konfiguracji K s sieci neuronow ych, zb u do­
w anych z K  e lem en tów  m oże być ob liczon a za  p om ocą  tw ierdzenia P olya, traktującego  
o  liczb ie grafów  spójnych  o  K  w ęzłach , lub z prostszego wzoru von Foerstera:
(*) D okładniej rozw ażaną sieć m ożna nazwać jedynie neuropodobną, gdyż elementy z których je s t zbu­
dow ana nie są neuronam i, ale nazwa sieć neuronowa tak  się przyjęła w literaturze, że korygowanie 
jej w tej książce wydaje się bezcelowe.
(2 ) Przykładow o m ożna podać , że przy liczbie synaps N  =  103 n a  pojedynczej komórce i liczbie kom ó­
rek w mózgu człowieka K  =  1010 szacowana liczba param etrów  jest nie m niejsza niż 1013.
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d ającego jed n ak  oszacow anie z nadm iarem . N iezależn ie od  sposobu  szacow ania , wzrost 
liczby K s ze w zrostem  liczby rozw ażanych komórek je st zaw rotny. Już d la  K  =  20 war­
tość  AC, o s ią g a  p oziom  10 96, je ś li p osługiw ać się oszacow aniem  P olya  i K.s =  10121 z 
o szacow an ia  von Foerstera (3 ).
Jak w id ać, sen sow n e m odelow anie (pm m oże d otyczyć jed y n ie  sieci ipsp o  n iezbyt 
wielkiej liczb ie e lem en tów  <pkn lub sieci o  regularnej budow ie. Na przykład d la  sieci jed ­
norodnych  rozm iar K  nie m a  zn aczen ia , gd yż podając param etry a  €  A  i sch em at 
p ołączeń  d la  jedn ej kom órki <pkn determ inujem y w ten sposób  param etry i struk tu rę całej 
sieci (psp . S truktury  tpW  m o g ą  (w ogran iczonym  stop n iu ) odw zorow yw ać funkcjonalne  
i m orfo logiczne praw id łow ości w ykryte przez neurofizjologów  w sy stem ie  nerw ow ym  
człow ieka lub (częśc iej) zw ierząt. P rzykładow o na rysunku 5.1 pokazano strukturę sieci 
<p3p m odelu jącej prosty odruch warunkowy.
Rys. 5.1. Struktura prostej sieci neuropodobnej, modelującej klasyczny, opisywany w każdej 
książce z zakresu fizjologii i psychologii, odruch warunkowy. Zasada działania sieci wynika bez­
pośrednio z rysunku. Początkowo tylko bodziec bezwarunkowy bt, może wywołać reakcję z , jeśli 
jednak bodziec warunkowy bw pojawi się chociaż raz wraz z bodźcem bezwarunkowym ¿6, to 
pobudzony zostanie neuron pamięciowy i jego sygnał p, krążący od tej pory stale w zamkniętej 
pętli, będzie umożliwiał pobudzenie neuronu wykonawczego także przez sam bodziec warunkowy
M ożliw e są  jedn ak  (i są  budow ane n a  św iecie) sieci o znacznie w iększych rozm ia­
rach i b ogatszych  funkcjach, zw ane neurokom puteram i. Od p ołow y la t 80-tych  n otu je się  
praw dziw y w yścig , k tórego uczestn ikam i są  obok laboratoriów  badaw czych także firmy 
produkujące u k ład y  elek troniczne. O siągnięciam i liczącym i się w tym  w yścigu  są: liczba
(3 ) Inne, znane z szybkiego wzrostu, funkcje przyjm ują mniejsze wartości, n a  przykład K  ! d la  K  =  20 
je s t rzędu  1018, a  K h  d la  K  =  20 wynosi około 1026.
T a b e la  5 .1 .  W ażn iejsze neurokom putery i ich twórcy
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neuronów  u m ieszczonych  w sieci, liczba połączeń i szybkość d zia łan ia . D la  zw artości opisu  
zestaw ion o  w form ie tab elaryczn ej (tab . 5 .1 ) w ażniejsze dane kilku sieci neuronow ych (4).
B iorąc p od  uw agę w ym ien ion e osiągn ięcia , a także rolę, jak ą  na ca ły m  św iecie  przy­
w iązuje się  do zagad n ień  sieci neuronow ych, neurokom puterów  lub system ów  konekcyj- 
nych (te  w szystk ie  term in y  ozn aczają  d okładnie to  sam o) -  bez trudu znajdujem y uza­
sad nien ie d la  w y siłk u , jak i trzeba w łożyć w przestudiow anie kolejnych podrozd zia łów .
5.2. Sieci log iczne
P od czas om aw ian ia  logicznych  m od eli komórki nerwowej pokazano, że za  p o m o cą  ta ­
kich komórek -  pojedynczych  lub łączonych w proste sieci -  m ożna uzysk iw ać układy, 
realizujące d ow olne funkcje logiczne (por. rys. 4 .25 , 4 .2 6 ).
Sieci logik i neuronow ej m o g ą  jednak  znaleźć zastosow anie także do innych zadań , 
oprócz realizacji zadanych  funkcji logicznych . Stosunkow o ła tw e je s t  na przykład  uzy­
skanie za  p o m o cą  tych  sieci rozpoznawania określonych sekwencj i  kodowych.  P oniew aż  
w chodzą tu w rachubę zależności czasow e, trzeba uw zględnić ten wariant logicznego m o­
delu , w k tórym  w prow adzono zdykretyzow any krok cz as owy A t  6  T  i zam ien ion o  sy g n a ły
(4) Większość opracowań m a charak ter zbiorowy, przytoczono jednak  jedynie pierwsze nazwisko spo­
śród wymienianych w publikacjach twórców.
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* ( 0  €  X T na sy g n a ły  X ( m )  G XAr (gd zie  t  =  m A t ) .  Łańcuch neuronów  o  d łu gości K  
ogn iw  o p ó źn ia  sy g n a ł w ejściow y o  K  tak tów , w zw iązku z czym  m ożliw e je s t  budow anie  
funkcji log icznych  z argu m entam i będącym i w artościam i określonych sygn a łów  x  w usta­
lonych , kolejnych m om entach  czasow ych . D la  zilustrow ania  tej m ożliw ości rozw ażym y  
sieć n euronow ą p rzed staw ion ą  na rysunku 5 .2 . Łatwo zauw ażyć, że sieć ta  b ędzie daw ała  
na sw y m  w yjściu  sy g n a ł x  =  1, w tedy i ty lko  w tedy, gdy na oznaczone w ejścia tej sieci 
( x i  i x i  n a  sch em acie) p odan e zo sta n ą  sekw encje kodowe: X\  =  {1 1 0 } , x i  — {0  1 1} 
lub Xi =  {1 1 1}, a:2 =  { 0 0 0 } .  P osługu jąc się  term in ologią  używ aną w percepcji m ożna  
p ow ied zieć, że sieć ta  rozpoznaje zdarzen ia (110 , 011) i (1 1 1 , 000).
Rys. 5.2. Sieć neu ropodobna rozpoznająca ustalone sekwencje kodowe na swoich wejściach (opis
Sieci log ik i neuronow ej m ogą  też słu żyć d o  w ykryw ania sekw encji im pulsów  o  za­
danej często tliw o śc i. Z akładając, że czas op óźn ien ia  w noszony przez pojedynczy  neuron
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wynosi A t  , ła tw o  zau w ażyć, że s ieć  pokazana na rysunku 5.3 b ędzie d a w a ła  na sw oim  
wyjściu sy g n a ł x  =  1 je d y n ie  w przypadku serii im pulsów  o  często tliw ośc i /  =  1 / ( 3 A ż). 
Identycznie m o żn a  n atu ra ln ie  zdefin iow ać sieci selekcjonujące inne często tliw o śc i lub w y­
krywające określone w zorce rytm iczn e: na przykład  dw a im pulsy -  przerwa, dw a im pulsy  
-  przerwa itp .
5.3. S ieci logiki c iąg łe j  i p r z e tw a rz a n ie  sy g n a łó w
Neuronów operujących  sy g n a ła m i c ią g ły m i m ożna używ ać do konstruow ania siec i, n azy­
wanych s i ec ia m i  logiki c ią głe j .  Logika c ią g ła  pow staje przy za łożen iu , że m iędzy praw dą  
i fa łszem  je s t  nieskończenie  wie le  w artości pośrednich. W ówczas praw dziw ość określonego  
tw ierdzen ia  m oże być w yrażon a  d ow oln ą  liczb ą  i  €  [0 , 1], a  za  p om ocą  ciągłej  wersji m o­
delu neuronu m ożliw e je s t  zb u d ow an ie  sieci realizującej d ow olną spośród  funkcji logiki 
ciągłej. P rzyk ład ow o sieć o  p o łączen iach  pokazanych na rysunku 5 .4a  realizuje funkcję  
m a k s im u m .  W artość tej funkcji je s t  rów na w artości w iększego z argum entów . Funkcję tę  
m ożna uw ażać za  u ogó ln ien ie  a lternatyw y:
i  =  m a x (* i ,x 2) =  " [ ( * i  +  *2)+  | *1 -  *2 D-
Sieć tę  m o żn a  jedn ak  uprościć i zm in im alizow ać, otrzym ując realizację tej sam ej funkcji 
za p o m o cą  sieci uproszczonej, pokazanej na rysunku 5 .4b .
Rys. 5.4. Realizacja funkcji maksimum  za pomocą sieci neuropodobnej: a) niezoptymalizowanej, 
b) zoptymalizowanej
W  zu p ełn ie  analogiczny sp o só b  m ożna zbudow ać sieć, która będzie rea lizow ała  funk­
cję m in im u m :
x  =  m in (x i , x 2) =  - - [(a?1 -  x 2) -  \ x x -  x 2 |],
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Rys. 5.5. S tru k tu ra  sieci realizującej funkcję m inim um : a) pełnej, b) zm inim alizowanej
d la  której sch em a ty  sieci neuronow ych (pełnej i uproszczonej) pokaźno n a  rysunku 5.5. 
Ł atw o zau w ażyć, że funkcja m i n i m u m  je s t  uogóln ien iem  koniunkcji.
N ieco  bardziej z ło żo n ą  funkcją logiki ciągłej je s t  równość .  M ożna ją  uznać za  c iąg ły  
o d p ow ied n ik  op eratora  log icznego równoważności  ( = ) ,  jednak  w w ypadku x \  =  x i  =  0 
w artość funkcji też w ynosi 0 , co  je s t  od stęp stw em  od reguł logiki k lasycznej. S ch em at sieci 
realizującej tę  funkcję p od an o  n a  rysunku 5 .6 . Jakość realizacji funkcji r ów ność  (k tórą  
ozn aczam y e q v ( z i ,  £ 2)) za leży  od  w artości wag a j , a 2 , a 3 neuronów w chodzących  w sk ład  
sieci. Ł atw o spraw dzić, że d la  tej sieci sp ełn ion e je s t  równanie:
2 a 3x f gdy  x x =  x 3 =  x ,
0 , w przeciw nym  przypadku.
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W  rzeczyw istych  warunkach a i , a 2 <  oo, przeto funkcja e q v (x i ,  x 2) realizow ana je st  
w p ew n ym  przyb liżen iu  i przyjm uje w artości niezerowe d la  w szystk ich  { 2 1 , 2:2} ogran i­
czonych prostym i:
/ a i a 2 - a 3 
X2 — , ^ 1 ,
a \ a 2 +  03
,/ Ol <*2 +  <*3
x 2 — X \ .
Ol 02 ~  «3
S ieci neuronow e m o g ą  być stosow an e d o  realizacji funkcji logicznych definiow anych  
w rozm aity  sp osób . P rzyk ład ow o rozw ażym y funkcję, będącą c iąg łym  od pow iedn ik iem  
logicznej funkcji s u m a  modulo dwa x \ ( B x 2 . Funkcję tę  m ożna zrealizow ać n a  dw a sposoby: 
jako m o d u ł  różnicy.
x  =  \ x i -  x 2 |,
której realizację (d la  przypadku kiedy próg a w + i  =  0) pokazano n a  rysunku 5 .7 , lub  
z w yk orzystan iem  uprzednio zdefiniow anych funkcji m in im u m  i m a k s i m u m :
x  =  m a x {m in [(l -  n ) ,  x 2], m in [(x i, (1 -  x 2)]}, 
gd zie znak iem  — ozn aczon o  różnicę nicujemną:
■ * -  i
~ X 2 - \ o ,*1
-  x 2, gdy x x >  x 2,
w przeciw nym  przypadku.
P okazano to  na rysunku 5 .8 , gd zie u żyto  oznaczen ia  1 d la  źród ła  s ta łeg o  sy g n a łu  o  m a­
ksym alnej m ożliw ej w artości.
Rys. 5.7. Schem at sieci neuropodobnej d la  funkcji moduł różnicy
W arto zw rócić uw agę, że d la  w artości skrajnych (z,- G { 0 ,1 } ) ,  rozw ażanych jak o  
jod yn ę w log ice k lasyczn ej, m am y w artości identyczne d la  obydw u sp o so b ó w  realizacji 
funkcji, n a to m ia st w ew nątrz przedziału  zm ienności zachow anie się  funkcji je s t  od m ien ne.
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Rys. 5.8. S chem at sieci realizującej ciągły odpow iednik funkcji sum a modulo dwa
O dm ien ności zazn aczają  się  jeszcze  w yraźniej w przypadku niezerow ego progu, gd yż przy­
k ład ow o p ierw sza sieć realizuje w ów czas bardziej złożon ą  funkcję:
i  _  f  1*1 “ *2| -<*Ar+i, gdy |*i -  x 2\ > aN+u  
\  0 , w przeciw nym  przypadku,
d la  której brak od pow iedn ika  w śród operatorów  klasycznej logiki.
Z a p o m o cą  m od eli o  podobnej strukturze m ożna budow ać sieci, których funkcje nie  
w ynikają  b ezp ośred n io  z logik i, a le  m ogą  być interesujące z technicznego punktu  w idzen ia. 
N azw ano te  funkcje (i od pow iad ające im  sieci) w a r u n k o w y m i , gdyż w yd ob yw ają  on e z 
w ejściow ych  sy g n a łó w  te , które sp ełn ia ją  określone warunki. R ozw ażm y na początku  
funkcję, k tórą  m ożem y nazw ać m a k s im u m  w a run k o w e :
i  =  m axwiar, =  /  *»> jeŚU Xl -  * 2’
’ \  0 , w przeciw nym  przypadku.
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b )
Rys. 5.9. S tru k tu ra  sieci:a) warunkowego m aksim um , b) warunkowego m in im um
Funkcja ta  m oże być realizow ana za p o m o cą  sieci neuronow ej, przedstaw ionej na  
rysunku 5 .9a . W  analogiczny sposób  zdefiniow ać m ożna funkcję m i n i m u m  w ar un ko wego :
x  — minw(x1, x 2) =  (  f 2’ * l ~  X2) ..1 0 , w przeciw nym  przypadku, 
której sch em a t w p ostaci sieci neuronowej przedstaw iono na rysunku 5 .9b .
Rys. 5.10. S tru k tu ra  sieci w arunkow ej sum y
N a analogicznej zasad zie  budow ać m ożna inne, bardziej złożon e funkcje, na przykład  
funkcję s u m y  warun kow ej:
=  s u m w ( i i , i 2) =  (  ¡i1 +  X2' X}  -  X2)
* \  0 , w przeciw nym  ]przypadku,
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d la  której zm in im alizow an y  sch em at sieci neuronowej przedstaw iono na rysunku 5.10. 
U k ła d y  te  m o g ą  znaleźć zastosow anie przy au tom atyczn ym  rozpoznaw aniu  obrazów .
In teresu jące z tech n icznego  punktu w idzenia są  także uk łady neuropodobych  sieci 
w arunkow ych , przepuszczających  sy g n a ły  o  ściśle  określonej w artości lub o w artościach  
zaw ierających  s ię  w p ew n ym  przedziale. Schem at prostej struktury takiej sieci neuronowej 
przed staw ion o  n a  rysunku 5 .11 . W artość p odlegającego przepuszczaniu  sy g n a łu  zadaw ana  
je s t  za  p o m o cą  s ta łe g o  sy g n a łu  xq p odaw anego na osobne wejście sieci. A n aliza  pracy sieci 
p ozw ala  stw ierd zić , że idealne funkcjonow anie (tzn . przepuszczanie sy g n a łó w  w yłączn ie  
o  zadanej w artości * o ) b y łob y  realizow ane przez sieć w przypadku a \ a i  >  0 3 . Przy 
n iezb yt różn iących  się  w artościach a i ,  i a 3 sieć przepuszcza sy g n a ł o  w artości xo, 
ale tak że p rzep u szcza  sy g n a ły  o w artościach zb liżonych  do xo  , tłu m ią c  je  ty m  silniej, 
im  w iększa  je s t  w artość |x  -  *o |- Funkcjonow anie sieci d la  a 1(22 >  a 3 p rzedstaw iono  na 
rysunku 5 .1 2 . W yjśc iow y  sy g n a ł x  je s t  różny od  zera d la  w szystkich  x  sp ełn iających  
warunek:
a3x  >  |x  -  xo | ai<*2-
Rys. 5.11. Schem at sieci wybierającej sygnał o ustalonej am plitudzie (lub częstotliwości -  zależ­
nie od in terp re tacji wejściowego sygnału). Sieć ta  może być rozpatryw ana jako  analogia filtru  
rezonansowego  w klasycznej analizie sygnałów
P on iew aż om aw iana sieć pełn i funkcję podobną, jak  filtry elek tryczne, m ożliw e je st  
sform ułow an ie p ojęcia  dobroci  tak iego  f i l t ru neuronowego.  O znaczając przez A x  szerokość  
charakterystk i sieci na w ysokości 70%  w artości sygn a łu  d la  x  =  xo  (patrz rysunek 5 .12) 
m ożem y dobroć Q zdefiniow ać jak o  Q  =  xq/ A x . Łatwo spraw dzić, że tak określona  
dobroć Q  daje się  w yznaczyć ze wzoru:
q  _  x o _  5  a \ a \  -  a \  _  5 a ia 2 
A x  3 a i a 2Cl3 3 d3
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Rys. 5.12. C harak te ry sty k i uk ładu  z rys. 5.11 d la  dwu „w artości zadanych” sygnału <  Zq2  ^
pozwalające zdefiniować szerokość pasm a  A z  oraz dobroć Q
Rys. 5.13. S chem at sieci neuropodobnej realizującej funkcję filtru  pasmowego
Rys. 5.14. C h arak te ry sty k a  sieci z rysunku 5.13
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Sieć z rysunku 5.11 m o g ła  być n eu ron ow ym  an a log iem  układu rezon an sowego , nie­
znaczn ie j ą  jedn ak  rozbudow ując m ożem y u czy n ić  z niej neuronow y analog  f i l t r u j )  pa­
sm o w eg o  (środkow oprzepustow ego) o regulow anej szerokości p asm a p rzepuszczan ia . Sch e­
m a t sieci będącej filtrem  środ k ow oprzep u stow ym  pokazano na rysunku 5 .13 , n a to m ia st  
funkcję rea lizow aną przez tę  sieć op isu ją  n a stęp u ją ce  wzory:
{a3x -  [ai|x -  x0| -  x h]a2, gdy a3x  > [ai\x -  x0\ -  xh)a2ta3x, gdy a i |x  -  z 0| < A,0 , g d y  a 3x  <  [ a i |z  -  x 0 \ -  x /,]a 3 .
W prow adzając funkcję przenoszen ia  (tra n sm ita n c ję  G  =  x / x ) t uzyskujem y pokazany  
na rysunku 5 .14  przebieg charakterystyk i s iec i, p od o b n y  do przebiegu ch arak terystyk  fil­
trów  p asm ow ych . P oszczegó ln e p aram etry ch arak terystk i, oznaczone na rysunku, m ożna  
stosu nk ow o ła tw o  określić:
a i a 2Xo -  W h  x^
c -  1 =  ----------------------- , c 2 =  x 0  ,
a \ a 2 — a 3 a\
X h  < 1 x 0 2 X 0  +  a 2 X h
C3  =  X o  +  -------, C ą =  -----------------------------------,
«1 ^1^2 — <*3
a także m ożn a  w yznaczyć szerokość szczy tu  charakterystyk i:
A z  — c3 — b2 =  2 —
a i
dla  oszacow an ia  szerokości p asm a p rzenoszen ia  A r .
5.4. J e d n o w y m ia ro w e  sieci z h a m o w a n ie m  o b o c z n y m
K lasą sieci często  om aw ianych  w literaturze są  sieci w arstw ow e (rys. 5 .1 5 ). W  k lasie tych  
sieci na szczeg ó ln ą  uw agę zasłu gu ją  struktury zorganizow ane na zasadzie h a m o w a n ia  
obocznego.  Z asada ta  w yk ryta  zo sta ła  p ierw otnie w sy stem ie  w zrokow ym  kraba skrzy- 
p łocza  ( L im ulu sa ) , gd zie jej organ izacja  i struk tu ra  zo sta ły  przez H. K. H artlin e’a  i F. 
R atliffa  prześledzone zarów no an atom iczn ie , jak  i w serii bardzo p om ysłow ych  ek sp ery­
m entów  fizjologicznych .
R ozw ażm y n a  początek  jedn ow ym iarow ą sieć warstw ow ą. Sieci tego  typ u  badane  
były  i o p isy w a n e przez H. Foerstera, W . R eichardta i D . Varju. S łow o j e d n o w y m ia r o w a  
należy rozum ieć w ten  sp osób , że rozw ażane w arstw y są  po prostu łańcucham i neuro­
nów. N a  rysunku 5 .16  pokazano sieć z ło żo n ą  z dwu zaledw ie w arstw , n ic n ie sto i jednak  
na przeszkodzie , aby zasad a  p o łączeń , k tórą  zaraz om ów im y, n ie m o g ła  być stosow an a  
w sieci o  w iększej liczb ie w arstw . N eurony w kolejnych warstwach m ożn a  uporządkow ać, 
w zw iązku z ty m  od p ow iad ają  sob ie neurony m ające w kolejnych warstw ach te  sa m e nu­
mery. K ażdy neuron drugiej w arstw y sieci połączony je s t  z odpowiadającym  mu  neuronem
(s ) W klasycznej elektrotechnice filtr kojarzy się z wydzielaniem składowych sygnału o ustalonej czę­
stotliwości, a  nic am plitudzie. Z adania selekcjonowania sygnałów według am plitudy  są  jednak  także 
rozważane (n a  p rzykład  w fizyce jądrow ej), zaś am plituda sygnału nerwowego w yraża się wszak 
częstotliwością impulsacji!
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Rys. 5.16. S tru k tu ra  jednow ym iarow ej ( liniowej) sieci z hamowaniem obocznym . P róg pobu­
dzenia kom órek a,v+ i =  0 ,  gdzie © je s t ustaloną m ałą wartością, zapobiegającą spontanicznej 
im pulsacji w sieci
w pierw szej w arstw ie za  p o m o cą  p o łączen ia  o  wadze a 2 =  + 1  oraz z d w om a sąsied n im i 
neuronam i tej w arstw y za  p o m o cą  syn aps ham ujących o  w adze a \  =  a 3 =  - 1 / 2 .  Przea­
na lizow anie rysunku p ozw ala  zorientow ać się, dlaczego rozważane sieci n oszą  nazw ę sieci 
z ham ow aniem  ob oczn ym : po prostu każdy neuron je s t  -pobudzany przez sw ojego  odpo­
wiednika  i h a m o w a n y  przez neurony znajdujące się obok niego.
O pisan a  sieć neuronow a odznacza  się  bardzo interesującym i w łaściw ościam i. W  przy­
padku p o d a n ia  na p ierw szą (receptorow ą) warstwę sieci sygn a łu  r ó w n o m ie r n e g o , po-
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Rys. 5.17. P rzyk ład  dz ia łan ia  sieci z rys. 5.16. Kolejnym prążkom  na rysunku odpow iadają 
kolejne neurony -  odpow iednio górnej (wejściowej -  u/e) i dolnej (wyjściowej -  wy) warstwy. 
W idać, że rozw ażana sieć może być niewrażliwa na równom ierne zm iany wejściowego sygnału (po 
lewej) oraz n a  jego d robne zakłócenia i zniekształcenia (po praw ej). B rak efektów pochodzących 
od w spom nianych s tru k tu r  sygnału na wyjściu sieci spowodowany je s t dostatecznie wysokim 
progiem  pobudzenia a/yr+i neuronów wyjściowej warstwy
w e i
w y j ,
Rys. 5.18. Sieć z ham ow aniem  obocznym  wykryw a i sygnalizuje krawędzie w ystępujące w wejścio­
wym  sygnale. W  rozw ażanym  tu ta j jednow ym iarow ym  modelu sieci wykrywane są  więc punkty  
rozgraniczające obszary o dużej wartości wejściowego sygnału od obszarów odpow iadających 
m ałej w artości sygnału
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legającego n a  jed n ak ow ym  pobudzeniu  w szystkich  elem en tów , na w yjściach  neuronów  
drugiej w arstw y nie po jaw ia  s ię  żaden s y g n a ł , n iezależnie od  tego , jak  in ten syw n e je s t  
pobudzenie neuronów  pierw szej warstw y. O znacza to , że rów nom ierne t ło  o m niej lub  
bardziej in ten syw n ym  zabarw ieniu  i ośw ietlen iu  nie p ow oduje żadn ej  reakcji. S ieć je s t  
także n iew rażliw a  n a  rów nom ierne zm iany b od źca  lub n a  drobne zak łócen ia  (drobne ja ­
sne p lam ki n a  c iem n ym  tle  lub n a  od w rót - rys. 5 .1 7 ). Jeśli n a to m ia st w polu  w id zen ia  
pojawi się  d ow olny obiekt , to  zostan ie on w ykryty przez sieć. D ok ładn iej, w y k r y t y  zo sta ­
nie je g o  kontur, krawędź, gran ica  m iędzy ob iektem  a  tłem , przy czym  w ykrycie to  je s t  
jedn ozn aczne z p recyzyjn ą  lokal izacją  p o łożen ia  konturu: jed y n y  p obudzony neuron dru­
giej w arstw y um ieszczon y je s t ,  jak  w idać z rysunku 5 .18 , d ok ład n ie  w m iejscu krawędzi 
konturu. T a  n ieskom plik ow ana sieć redukuje ilość inform acji zaw artych w w ejściow ym  
rozkładzie pobu d zon ych  i n ie pobudzonych receptorów przy rów noczesnym  w ydobyciu  
ważnej i u ży teczn ej inform acji końcowej. S ieć ta  m oże w ięc być układem  interesującym  
tech n iczn ie . M oże znaleźć zastosow anie w układach w yd ob yw ania  konturów  z obrazów , 
na przyk ład  w te lew izji i w układach au tom atyczn ego  rozpoznaw ania obrazów . M oże być 
także w y k o rzy sta n a  do z liczan ia  (6) przedm iotów  znajdujących się  w polu  w idzen ia .
5.5 . D w u w y m ia ro w e  sieci z h a m o w a n ie m  o b o c z n y m
P rzy stą p im y  teraz od  stw orzen ia  dw uw ym iarow ego analogu  om aw ianej l in iow ej  sieci z ha­
m ow aniem  o b o czn y m . Z astąp im y w tym  celu łańcuchy neuronów  -  p ła szczy zn a m i, a do­
kładniej prostok ątn ym i p łask im i m atrycam i, regularnie zap ełn ion ym i neuronam i. Z tego  
w zględu  sieć  ta  n azyw a  się  s iec ią  warstw ową. Od tej pory sy m b o l Xij ozn acza  sygn a ł 
neuronu zn ajd u jącego  się  w m atrycy  n a  pozycji w yznaczonej przez i-ty  wiersz i j - t ą  ko­
lum nę. P on iew aż sieć je s t  w arstw ow a, potrzebny je st jeszcze  num er warstw y, w której 
zlokalizow ano neuron o  rozpatryw anym  sygn ale . N um er ten w pisany je s t  w naw iasach u 
góry sy m b o lu  o d p o w ied n ieg o  sy g n a łu  ( 7).
W  siec i op isanej zgod n ie  z tym i zasadam i przyjąć m ożna  przedstaw iony n a  rysunku  
5 .19  sch em a t p o łączeń  elem en tu  w arstw y wyższej z elem en tam i w arstw y n iższej. Z akła­
dam y, że w szys tk ie  neu ron y  drugiej w arstw y łączą  się  z neuronam i poprzedniej w arstw y  
według  tego sa m eg o  sch em a tu  (rys. 5 .2 0 ). O peracja realizow ana przez każdy  z neuronów  
sieci m oże b yć op isa n a  w zoram i:
+ * & - . + * & . )  -  
-  ¿ ( « & J - 1  +  « i i i l j+ 1  +  +  * i + U + l ) .
(6) Jeśli o b raz  zliczanych przedm iotów odcinać się będzie od tła , to  niezależnie od wymiarów i k sz ta łtu  
zliczanych przedm iotów  każdy z nich spowoduje pobudzenie dwóch neuronów w drugiej warstwie 
sieci: na  krawędzi przedniej i n a  krawędzi tylnej. Liczba pobudzonych neuronów drugiej warstwy 
sieci je s t rów na podwojonej liczbie znajdujących się w polu w idzenia przedm iotów. U stalenie tej 
liczby odbyw a się praktycznie bezzwłocznie.
(7) O statecznie oznaczenie używane je s t do odwzorowania sygnału wyjściowego neuronu drugiej 
warstwy, znajdującego się n a  pozycji o współrzędnych i, j .
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Rys. 5.19. Perspektyw iczny widok elem entarnego fragm entu dwuwym iarowej, warstwowej sieci 
z ham ow aniem  obocznym . Pokazano ułożenie neuronów w wejściowej (dolnej) w arstw ie oraz za­
znaczono wagi połączeń d la  jednego neuronu wyjściowej (górnej) warstwy. M odelowane komórki 
nerwowe, tradycy jn ie  oznaczane d iagram am i w kształcie tró jkąta , sym bolizowane są  na rysunku 
przez stożki (porów naj też rysunek 5.17)
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Rys. 5.20. N iew ygoda kreślenia rysunków perspektywicznych (por. rys. 5.19) sk łan ia do poszu­
kiw ania odm iennych form prezentacji s tru k tu ry  i param etrów  rozważanych sieci. P rzy toczona 
mapa  pokazuje wagi połączeń elem entów w sieci zorganizowanej w sposób przedstaw iony na 
rysunku 5.19. Kolejne kółka oznaczają kolejne neurony wejściowej warstwy, a  podane przy nich 
liczby są  wagam i połączeń z neuronem  górnej warstwy, zlokalizowanej w punkcie w yróżnionym  
krzyżykiem
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gdy E  <  a N + 1i •C/ ^  un i »
<pkn( E )  =  < c6[ ^ - a N + i] ,  gdy a * + i  >  E  >  a ^ + i +
l  1» gdy £  >  oat+1 +
Rys. 5.21. M apa pobudzeń pow stających w dwuwymiarowej sieci z ham owaniem  obocznym  przy 
pojawieniu się w polu w idzenia obrazu krawędzi. Oznaczone punkty z podanym i w artościam i 
(n a  rysunku wartości te  wynoszą 1 /3) sym bolizują neurony wyjściowej (odbiorczej) w arstw y 
sieci. Tylko te nieliczne zaznczone neurony są pobudzone. N atom iast zacieniowany rysunek w 
tle pokazuje obrazow o s tru k tu rę  wejściowego pobudzenia sieci
Sieć ta  przy sy g n a le  s ta ły m  lub rów nom iernie zm ieniającym  się  p ozostaje n ieczynna. 
N eurony górnej w arstw y są  tu  n iepobudzone lub pobudzone bardzo s ła b o . Przy p oja­
w ien iu  się  krawędzi  rozdzielającej p ole w idzen ia  na obszar j a s n y  ( 1) i c i em n y  (0 ) neu­
rony górnej w arstw y, leżące bezpośrednio nad krawędzią  zo sta n ą  p obu d zon e do w artości
=  - 1 / 3 .  E fekt ten  zilustrow ano na rysunku 5 .21 . Inne rezu ltaty  pracy sieci z ha­
m ow aniem  o b o czn y m  p o legają  na w ydobyw aniu  krawędzi, wąskich lin ii i naroży figur 
(rys. 5 .22  i 5 .2 3 ).
Rys. 5.22. P rzy prezentacji sygnałów  na wejściu i n a  wyjściu sieci neuropodobnej przetw arzającej 
dw uw ym iarow e obrazy celowe je s t stosowanie rysunków perspektyw icznych. Na rysunkach takich 
widać w yraźnie, że sieć z ham owaniem  obocznym  wydobywa i podkreśla krawędź odgraniczającą 
jasny  ob iek t od ciem nego t ła  (a) oraz wydobywa szczególnie m ocno zakończenia linii (b)
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Rys. 5.23. Różne możliwe sposoby prezentacji działan ia  sieci neuropodobnej: a) rysunek  p erspek ­
tywiczny, b) izolinie (poziom ice), c) przekrój wzdłuż dowolnej ustalonej linii (przekrój wzdłuż 
linii A -A ), d )  stosow ana w książce uproszczona notacja , podająca tylko w artość pobudzenia 
najbardziej charak terystycznego  punk tu , ale za to  pokazująca zarys sygnału wejściowego, k tóry  
wywołał rozważany rozkład pobudzeń
Rys. 5.24. Efekty dz ia łan ia  sieci z ham ow aniem  obocznym  w przypadku: a) szerokiego pasa , b) 
pojedynczej wąskiej linii w polu widzenia
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Rys. 5.25. D etekcja zakończenia linii przez sieć z ham owaniem  obocznym
Rys. 5.26. Sieć z ham owaniem  obocznym  w ykryw a narożniki konturu , przy czym pobudzenie 
je s t tym  silniejsze, im bardziej ostry  je s t kąt naroża
O m aw ian a  sieć  m a  zd o lność do uwypuklania  charakterystycznych  p unktów  obrazu  
typ u  zakończeń  lin ii i narożników  (rys. 5 .24 , 5 .25 , 5 .2 6 ). Są to  isto tn e  elem en ty  infor ma-  
t y w n e  obrazu w warunkach prób jeg o  au tom atyczn ego  rozpoznaw ania. D o  in form atyw - 
nych pun k tów  n a leżą  tak że rozgałęzienia i skrzyżowania linii  (rys. 5 .2 7 ). Jednak  rozw a­
żan a  sieć n ie  podk reśla  n iestety  tych p unktów , a  przeciw nie, w artości pobudzeń  w punk­
tach  typ u  skrzyżow ań są  n iższe n iż na pozosta łej d ługości lin ii ( x W  =  - 1 / 4 ,  rys. 5 .2 8 ). 
Jeśli jed n ak  o d w rócić  sy tu a cję  w tym  sensie, że zam iast cen tralnego  p ob u d zen ia  o to ­
czon ego  stre fą  h am ow an ia , które rozw ażaliśm y dotychczas, zastosu jem y sieć, w której 
centralny  punk t  j e s t  h a m u ją cy , a otaczająca strefa  -  pobudzająca  (rys. 5 .2 9 ), to  wów-
b
Rys. 5.27. P rzy przetw arzaniu  obrazów i analizie znaków (m .in. liter) konieczne je s t wykry­
wanie tzw . punktów  inform atyw nych. Rozróżnić jednak  przy tym  trzeb a  punkty  inform atyw ne 
pierwszego rodzaju  (a) oraz, wyraźnie odm ienne od nich, punkty drugiego rodzaju (b). Sieć z 
ham ow aniem  obocznym  je s t p rzy d a tn a  jedynie przy wykrywaniu punktów  pierwszego rodzaju
124 5. S ieci neuronow e
Rys. 5.28. W punk tach  rozgałęzień linii, będących ważnymi punktam i odniesienia przy rozpo­
znaw aniu obrazów , reakcja sieci z ham owaniem  obocznym  je s t słabsza  niż w przypadku gładkiej 
krawędzi , . ,
Rys. 5.29. M apa pow iązań obrazu jąca zasadę budowy sieci z pobudzeniam i obocznym i
czas uzyskam y sieć w ykazującą  m ak sym aln e pobudzenie w punktach typu  skrzyżow ań  
i rozgałęzień  lin ii. S ieć o  takiej zasad zie p ołączeń  m ożem y przez an alogię do poprzed­
niej nazw ać s iecią z  obocznym pobudzaniem.  C iekaw y jest fak t, że sieci tego  typu  tak że  
w yk ryto  w an alizatorze w zrokow ym  w yższych  ssaków  i u człow ieka.
D o op isu  w łaściw ości sieci w arstw ow ych z ham ow aniem  ob oczn ym  w prow adzim y te ­
raz form alizm  m acierzow y. N iech p obudzen ie pierwszej w arstw y sieci b ędzie m acierzą  
której e lem en ty  od p ow iad ają  w ielkości pobudzen ia  neuronu leżącego na prze­
cięciu  i-te g o  w iersza z j - t ą  kolum ną. B ędziem y uważali, że m acierz stan ow i d ys­
kretną  p o sta ć  pew nej funkcj i  rozkładu  pobudzeń W yjściem  sieci je s t  an alog icz­
n ie m acierz X ^ 2\  której elem en ty  odpow iadają  w ielkości pobudzen ia  od pow iedn ich  
neuronów  drugiej warstwy.
P on iew aż określony wzór p ołączeń  p om iędzy neuronam i w arstw y górnej i dolnej p o­
w tarza  się  d la  w szystk ich  neuronów  sieci (z w yjątk iem  pewnej liczby neuronów  brzego­
w ych, k tóre m u szą  być potrak tow an e osob n o), przeto d la  w ag p ołączeń  p om ięd zy  neuro­
nam i w arstw y 1 i 2 m ożn a  w prow adzić osob n ą  num erację, n iezależną od  w prow adzonych  
w sp ółrzędn ych  przestrzennych  i, j .  Przyjm iem y, że przez a (0 ,0 )  oznaczać b ęd ziem y w agę  
p o łą czen ia  e lem en tu  sieci leżącego b ezpośredn io  pod rozw ażanym  neuronem  górnej war­
stw y , a  przez a ( k , l )  w agę p o łączen ia  pom iędzy neuronem  leżącym  o  k w ierszy bardziej
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w prawo i / kolum n bardziej w górę od  neuronu rozw ażanego. Z ałóżm y, że zasięg  o d d z ia ­
ływ an ia  w sieci je s t  ogran iczony , to  znaczy, że istn ieje taka liczba h,  że d la  k  >  h  lub  
/ >  h  m am y a ( k , l )  =  0 . Przy tych założeniach  m ożem y zapisać:
(2)
Xi j = ¥>*n E  E  a ( fc>ł)* i+ * j + *
_k = -h  l=-h
lub zak ład ając, że neurony w warstwach są  o d leg łe  od sieb ie (zarów no w p ion ie, jak  
i w p oziom ie) o p ew n ą  o d leg ło ść  A , m ożem y zależność tę  w yrazić poprzez funkcję X  
w sp o só b  następujący:
(2 )
* i j  = Q
h h
£  X > ( * , 0 * ( i  +  Ł A ,.*  +  ł A )
k=-h l=-h
D okonując rozw in ięcia  funkcji X  w szereg T aylora w otoczen iu  punktu  (t, j ) ,  ła tw o  
u zyskujem y n astęp u jące zależności:
X ( i ± A J )  =  X ( i J ) ± ^ - A + l ^ - A 2 +
X ( i , j  ±  A )  =  X ( i , j )  ±  ^  A  +
^ ± A , ,  +  A )  =  ^ ) + ( ± f  +  f ) A  +  i ( g ± 2 g  +  g ) A U . . . ,
X(i + A,,± A) = ^ )  + ( f ± f ) .  + i ( f - | i ^ ) ^ - - .
gd zie w szystk ie  p och od n e ob liczan e są  w punkcie ( t , j ) .  K orzystając z n ich, m ożem y  
przedstaw ić o d p o w ied ź sieci w nowej postaci:
(2 )
=  ¥> * ( * , ; )  E  E  « ( * . ' ) + ^  E  m * . o +
k = - h l = - h  *  4  =  - / »
0 *  A  A  , , ,  , ,  i  a 2 x  A  ^  ł 2  . .  n
+  ^ -  E  E  E  E  * « ( * . o +
' k=-h ł=-h s 1 k=-hk=-i
/> /
+
A
£  ! : « « ( * , / ) + g - r  E  E /2fl( * , ' ) + • . .
k=-hl=-h 1 k=-hk=-l
P rzean alizu jm y ten wzór. P o pierw sze m ożem y stw ierdzić znany nam  ju ż  fakt, że 
je ś li su m a  w szystk ich  w ag w ynosi zero, to  znaczy
h h
£  £ « ( * , / )  =  o,
k = -h  l=-h
to  w ów czas sy g n a ł w yjściow y z sieci je s t  zależny od  w artości rów nom iernego pobudzen ia . 
M ożna to  w yrazić ściślej m ów iąc, że sieć w tak im  przypadku je s t  n iew rażliw a n a  syg n a ły , 
których  w artość p ozostaje  n iezm ienn a  w zakresie obszaru
—h < i <  h,  —h <  j  <  h.
Z w róćm y uw agę, że rozw ażane przykładow o op eratory n a leża ły  w ła śn ie  d o  tej k lasy. 
J eśli rozkład  w ag w ykazuje sym etrię  prom ieniow ą, to  znaczy sp ełn io n a  je s t  rów ność:
d la  w szystk ich  i  oraz j  z zakresu od  — h do + h  , to  wów czas
h h
Y ,  £ * « ( M  =  o,
k = - h  l = - h
k  =  - h  l = - h
£  =  0. 
k  =  - h  l = - h
Jak  w id ać w ty m  przypadku sieć je s t  n iew rażliw a n a  pierw sze p och od n e p ob u ­
dzeń w ejściow ych , n ie m oże w ięc w ykryw ać rów nom iernych zm ian  jaskraw ości obrazu, 
a  tak że w ykryw ać punktów  siod łow ych , będących m in im um  w zdłuż jednej osi a  m ak si­
m um  w zd łu ż drugiej. T ak w ięc d la  op eratora  prom ien iow osym etrycznego sieć w ykryw a  
punkty charakteryzujące się  d użą  w artością  drugich (i w yższych) poch odn ych , a w ięc  
pun k ty  konturow e.
S zczeg ó ło w ą  d yskusję w łaściw ości w arstw ow ych sieci neuronow ych z ham ow aniam i 
ob o czn y m i znaleźć m ożn a  w cytow anych  na końcu książki pracach różnych autorów . N a  
szczeg ó ln ą  uw agę za słu g u ją  tu  prace polsk ich  badaczy R . G aw rońskiego i W . Z m ysłow - 
sk iego . Z naleźć w nich m ożn a  m iędzy innym i op is m etod yk i projektow ania sieci neuro­
now ych  d o  celów  w yd zielan ia  (w yk ryw ania) założonych  w łaściw ości obrazów . O kazuje  
się, że zagad n ien ie  to  sprow adza się  w praktyce do p ew nego zadan ia  program ow ania  
lin iow ego, rozw iązyw an ego p od ob n ie , jak  zadan ia  program ow ania liniow ego' rozw ażane  
w teorii op ty m a liza cji. Interesujący je st fak t, że rozw ażane sieci od zn aczają  się  zw ięk­
szo n ą  o d p o rn o śc ią  n a  uszkodzenia: uszkodzenie naw et znacznej liczby elem en tów  sieci 
n ie  przeryw a je j funkcjonow ania, lecz jed y n ie  w p ły w a  na pogorszenie funkcji przetw arza­
n ia  w ejściow ego stru m ien ia  inform acji.
5.6 . O p is  m a te m a ty c z n y  sieci w ars tw ow ych
Z asadn iczym  n arzędziem  u żyw anym  przy badaniu  złożonych  sieci neuropodobnych  są  
m eto d y  sym u lacyjn e . M etody te  m ają jedn ak  wady, poniew aż na p od staw ie określonych
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ek sp erym en tów  sym u lacyjn ych  m ożn a  w ysuw ać jed y n ie  szczegółowe  w nioski z ogran i­
czoną  m ożliw ośc ią  uogólnień.  Z tego  pow odu korzystne je s t  p osiad an ie tak że op isu  a n a li­
tyczn ego . W  przypadku neuropodobnych sieci w arstw ow ych m ożliw e je s t  zbudow anie ich 
an a lityczn ego  op isu  na p od staw ie rachunku m acierzow ego. R ozw ażm y przypadek war­
stwowej sieci z p o łączen iam i o  zasięgu nie przekraczającym  zadanej o d leg ło śc i h , o  pro­
m ieniow ej sym etrii p o łączeń  synaptycznych:
<*(*'.;) =  a ( - i j )  ~  a (t , —j )  =  a ( —i, —j ) ,
a ( * J )  =  <*(;.*) =  »') =  a ( j , - i )  =  a ( - j , - i ) .
N iech sy g n a ł w ejściow y sieci zadany będzie m acierzą  A ^ ,  a m acierz X (2) o d p o ­
w ia d a  sy g n a ło m  w yjściow ym . M acierzy A (2> od p ow iad ać będzie m acierz p obudzeń  dru­
giej w arstw y E^2) , k tóra odegra  is to tn ą  rolę w tw orzeniu om aw ian ego  m od elu . E lem en ty
•  •  ( 2 )  tej m acierzy, o zn aczon e przez e,-;- , odpow iad ają  w ypadkow em u pobu d zen iu  neuronów  o
w spółrzędnych  ( i , j )  drugiej warstw y, czyli su m ie odpow iedn ich  sy g n a łó w  w ejściow ych ,
przem nożonych  przez od p ow ied n ie  w agi. Związek p om ięd zy  e lem en tam i m acierzy
i m acierzy  A'^2  ^ zad an y  je s t  operatorem
W prow adźm y najpierw  wzór określający tę  część sy g n a łu  która p ow sta je  w 
w yniku  zsu m ow an ia  pobudzeń  od elem en tów  w arstw y w ejściow ej, leżących  w tej  s a m e j  
ko lumnie  co  e lem en t (neuron), d la  k tórego pobudzenie ob liczam y (ry s. 5 .3 0 ). W artość ta  
w ynosi:
e ° f  > =  a(h, +  a(h -  1, 0 ) * < V 1W +  • • • +  « ( 1, ( » * £ ? , j  +
+  0 ( 0 , 0 ) * ^  +  a ( l ,0 ) x < ; )l i i  +  • • - +
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Rys. 5.30. Schem at pow iązań neuronu drugiej w arstwy z receptoram i należącym i do te j sam ej 
ko lum ny
P rzy w yprow adzan iu  wzoru w isto tn y  sp osób  korzystano z w łasn ości sy m etr ii wag. 
E lem en ty  e f j 2  ^ tw orzą  m acierz E ^  o  tych sam ych w ym iarach co  m acierze i X (2K
Z ałóżm y, że w ym iary  te  w yn oszą  N  x  N } gdzie: N  =  \ / a 7  =  y/L.
M acierz E ^  m oże  być ob liczon a  ze wzoru:
gd zie je s t  m acierzą  w yjściow ych  sygn ałów  elem entów  pierwszej w arstw y, a  Ao  je st  
m acierzą  w ięzów  o  m ultid iagonalnej postaci:
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a (0 ,0) a( 1,0) a( 2,0) . . a ( M )  0 0 '
a( 1,0) a(0,0) a ( l ,0 )  . . a(h —1,0) a(h, 0) . 0
A q =
a ( M ) a ( / i -  1,0) a(h — 2,0) . . a (0 ,0) a ( l ,0 )  . 0
0 0 0 a(/i,0) • a (0 ,0)
Rys. 5.31. S chem at pow iązań neuronu z receptoram i tworzącym i kolumnę p rzesun iętą  o k  pozycji
W  identyczn y sp osób  m ożem y rozw ażać sk ład ow ą sygn a łu  e \ * \  p och o d zą cą  od  ko­
lum ny neuronów  dolnej w arstw y przesuniętej o  k  pozycji w prawo lub w lew o od  kolum ny  
j  (rys. 5 .3 1 ). S k ład ow ą  tę m ożna  nazw ać e ^  i m ożem y ją  uzyskać przez w ym n ożen ie
przesuniętej o k  kolum n w prawo lub w lew o m acierzy przez m acierz m u ltid iagon a ln ą  
Ak  postaci:
’ a (0 ,k ) a ( l , k )  . a (h ,k ) . . . 0 '
a ( l , k ) a (0 , k)  . . a ( h -  1, fc) a ( M )  - 0
Ao =
a ( h t k) a ( h  — l , k )  . . .  a (0 ,* ) a ( l ,f c )  . 0
0 0 • a ( h ,  k) • • • • . * ( 0 ,0 ) .
Jak w sp o m n ia n o , m acierz E [ 2  ^ p ow staje przez w ym nożenie m acierzy Ak  przez m a­
cierz p o w sta łą  z m acierzy  przez przesunięcie jej o  k kolum n w prawo lub  w lew o i 
u zu p ełn ien ie  p ow sta łej luki kolum nam i zer:
%i,k+2 • •• *i,Ar 0 . . .  0 0 '
* 2 , * + l  * 2 ,k + 2  . . .  * 2 , N  0  . . .  0  0
■*Ar,* +  l  X N , k + 2  • • •  * N , N  0  . . .  0  0 .
W skazany efek t przesun ięcia  m ożna  uzyskać drogą p rzem nożen ia  m acierzy  
przez m acierzow y op erator p rzesun ięcia  w praw o ( P )  lub w lew o (L) .  O peratory  te  m ają  
postać:
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■0 1 0 0 . . 0 ' ■0 0 0 . .  0 0-
0 0 1 0 . . 0 1 0 0 . .  0 0
p  = • • • • • ,  L = 0 1 0 . .  0 0
0 0 0 0 . . 1 • i ; * . ; :
.0 0 0 0 . . 0 . .0 0 0 . .  i 0 .
W p row ad zon e op eratory  P  oraz L  traktow ać należy jak o  ozn aczen ia  lokalne, które  
przy jed n orazow ym  użyciu  dokonują przesunięcia  odpow iedn iej m acierzy o je d n ą  ko­
lum nę; w przypadku konieczności przesunięcia  o  w iększą liczbę kolum n p osłu g iw ać się  
n ależy  o d p o w ied n im i p o tęg a m i tych operatorów . Tak w ięc m acierz e [2  ^ m oże być w yra­
żon a  w p ostaci iloczyn u  trzech  m acierzy:
4 2) =  A k X f-l H k .
W yp adk ow e o d d z ia ły w a n ie  w szystkich  kolum n stan ow i oczyw iście  sum ę:
£ (J> =  4 2) +  £ (i2) +  £ - 1  +  4 2) +  £ - 2  +  • • • +  4 2) +  E - i
gd zie  przez E ^  ozn aczon o  o d d z ia ły w a n ie  kolum n przesuniętych  w  prawo o  k  pozycji:
=  A k X <-1'>Pt .
P orządkując p rzy toczon e zależności i zbierając je  w jed n ą  form ułę, o trzym ujem y:
E W  =  A 0X W  +  A xX ^ \ P  +  L )  +  A 2X ^ \ P 2 +  L 2) +  • • • +  A hX ^ ( P k +  L h).
M acierz w yjśc iow ą  X ^  otrzym ujem y z m acierzy E ^  przez zastosow anie d o  każdego  
e lem en tu  E ^  op eratora  n ie lin iow ego <pkn• Pakt n ielin iow ości tego  op eratora  sp raw ia  dość  
d uży  k ło p o t we w szystk ich  analizach  teoretycznych .
5.7 . B a d a n ie  sieci n e u r o p o d o b n y c h  m e to d ą  sy m u la c j i  
k o m p u te ro w e j
P otrzeb a  p o sia d a n ia  w ysp ecja lizow an ego  oprogram ow ania d la  m od elow an ia  sieci neu­
rop od obn ych  w yn ika zarów no ze znaczen ia  problem atyki b ad an ia  tych sieci (o  ich za­
stosow an iach  b y ła  m ow a), ja k  i z fak tu , że k lasyczne język i program ow ania zagadnień
1 3 0 5. Sieci neuronowe
b)
Rys. 5.32. Ilu strac ja  ograniczeń w prowadzanych przy modelowaniu sieci: a) ograniczenie liczby 
w arstw , z którym i może się kontaktow ać modelowany neuron do R  spośród M\  b) ograniczenie 
liczby elem entów  w w arstw ie, z k tórym i może się kontaktow ać neuron do obszaru N\  x  Arj 
zam iast N  x  N
Rys. 5.33. W  kom puterow ym  m odelu każda w arstw a sieci odw zorow yw ana je s t przez kilka m a­
cierzy
sym u lacji sy stem ó w  dynam iczn ych  zaw odzą w specyficznych  warunkach sym u lacji sieci 
n eu rop odob n ych . O pisyw an y tu sy stem  je s t  sp ecja lizow anym  zbiorem  program ów  kom ­
p uterow ych , opracow anym  w latach  1980-1988 w Z akładzie B iocyb ern etyk i A G H , m o­
d elu jącym  sieci neuronow e o  d ow oln ie zadaw anych sch em atach  p o łączeń , param etrach  
funkcjonalnych  i w łaściw ościach  elem en tów . P odany niżej o p is  inform uje o  zasadniczych  
w łaściw ościach  program u, n a to m ia st szczegó łow y  jeg o  o p is  oraz pełny  wykaz zasad  jego  
u żyw an ia  znajduje się  w sk ryp cie AG H  B io c y b e rn e ty k a  (d ru gie w yd an ie).
x  N )
-1_____1_____I_____I 1_____ I_____ I_____ I 1
ic ,o  24,0 32,o  40,0 c z a s ,  m s
Rys. 5.36. Przykładow e przebiegi zarejestrow ane w jednym  z neuronów sym ulowanej sieci po­
zw alają zorientow ać się, jak  wiernie odwzorowywany jes t w m odelu ksz ta łt im pulsów nerwowych 
(u dołu) oraz przebiegi potencjałów  postsynaptycznych i poimpulsowych zm ian progu (u góry)
J I I I 1 I 1 I 1------- 1--------1--------1—
8 ,0  16,0 24,0 32 ,0  40,0 c z a s ,  m s
Rys. 5.34. S tru k tu ra  program u sym ulacyjnego 
pozw ala budow ać m odel obejm ujący trzy  war­
stw y zaw ierające m atryce 20 x  20 elementów 
każda
razem
Rys. 5.35. Diagram obrazujący obszar, z k tó ­
rego w rozważanym m odelu zbierane są  im ­
pulsy nerwowe d la  neuronu z  zlokalizowanego 
w w arstwie n. Jak  widać, łączna liczba p o łą ­
czeń, które trzeba zdeterm inow ać, wynosi 52 
(na  jed n ą  komórkę!)
f i  i• . •
! • '
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Rys. 5.37. P rzy  budowie m odelu różnicować trzeba połączenia wstecz (a) oraz połączenia w przód  
(b ). W  p rzypadku  połączenia wstecz (m ającego charak ter sprzężenia zw rotnego) konieczne je s t 
stosow anie m acierzy pom ocniczych przechowujących wyniki sym ulacji, aby kolejność obliczeń 
nie w pływ ała n a  wynik m odelow ania
b ) _ _
Rys. 5.38. P rzy  regularnej s tru k tu rze  połączeń konieczne je s t dodatkow e określenie sygnałów  
wejściowych d la  neuronów  położonych w pobliżu brzegu symulowanej sieci. Możliwe jes t: a) 
zerowanie sygnałów  pochodzących spoza sieci, b) zakładanie sym etrii sygnałów, c) dom ykanie 
to ro idalne sieci
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fx =  300 Hz
m  o . a i =  i
n  =  r2 =  0, 5 ms
X X X .
/ 2 =  200 Hz
-------- 7
a 2 <  0
7 ^ -
E P SP
L
IP SP ■ T refrakcja
^  rejestracja  
w yników
i i i
Rys. 5.39. K onfiguracja m odelu elem entu sieci, uży ta  do dem onstracji je j właściwości
Rys. 5.40. Przebiegi zarejestrow ane w m odelu z rys. 5.39. U góry przebieg po tencja łu  post- 
synaptycznego i zm ian progu, a  także (zaznaczone w postaci s trza łek  na osi czasu) m om enty 
nadchodzenia kolejnych im pulsów pobudzających i ham ujących. U dołu -  przebieg sygnału  wyj­
ściowego z m odelu komórki
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Rys. 5.41. Przebiegi zarejestrow ane n a  rysunku 5.40 były nietypowe, gdyż dotyczyły neuronu o 
dw u zaledwie sym ulowanych synapsach. Bliższy rzeczywistej sy tuacji neuronu w sieci je s t ten 
rysunek, pokazujący zachowanie komórki przy równoczesnej aktyw izacji 50 wejść
K ażda próba m od elow an ia  tak złożon ego  sy stem u , jak  sieć neuropodobna, w iąże się  
z koniecznością  zastosow ania  uproszczeń i ograniczeń. P odstaw ow e ogran iczen ia , ja k ie  
m uszą być w prow adzone, d o tyczą  rozm iarów  pola , z którego m oże zbierać dane e lem en t  
m odelow anej s iec i. O gran iczyć trzeba liczbę warstw sieci, z k tórym i kom unikuje się  p o ­
jedyn czy  e lem en t (rys. 5 .3 2 a ) i obszar w każdej w arstw ie, z k tórego m oże zbierać p ob u ­
dzenie pojedynczy  neuron (rys. 5 .32b ). Prezentow any system  um ożliw ia  zam odelow anie  
(rys. 5 .33) trój warstwowej sieci a w ym iar jednej w arstw y N  nie m oże przekraczać 20  
(rys. 5 .3 4 ), co  ozn acza , że sy stem  ob ejm uje m aksym aln ie 1200 neuronów . K ażdy elem en t 
m oże być p o łą czo n y  z 52 neuronam i (rys. 5 .3 5 ). W agi tych połączeń  określa użytkow nik  
program u.
W  m odelu  od w zorow ano przebiegi czasow e im pulsów  czynnościow ych  i p o ten cja łów  
p ostsyn ap tyczn ych  E P S P  i I P S P  oraz op óźn ien ia  w ystępujące w sy stem ie , zjaw iska re­
frakcji (w zględnej i b ezw zględ nej), a także sum ow anie przestrzenne z u sta lon ym i w agam i 
i progiem  sp oczyn k ow ym  (rys. 5 .3 6 ).
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A
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0
Rys. 5.42. P rzykładow y protokół z sym ulacji elem entu pokazanego na rysunku 5.40. Pokazano 
wpływ zm ian param etrów  (wag i progu) na przebiegi dynam iczne obserwowane w sieci
W  celu u ru ch om ien ia  sym ulacji użytkow nik  m usi podać sy g n a ły  w ym uszające p ob u ­
d zen ie pierwszej w arstw y (zw ykle sporządzane osobnym  program em  -  patrz d a lej) oraz 
n astęp u jące dane:
-  w ym iar m acierzy p o łączeń  elem en tów  (rys. 5 .3 7 ),
-  w ym iar sieci (w ym iar każdej z w arstw ),
czas, m s t— i— i— i— r
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warstwa 2, t =  55,-1 ms
w a rs tw a  2 , t =  5 7 ,3  m s
Rys. 5.43. W yniki sym ulacji w postaci przestrzennych rozkładów częstotliwości im pulsacji neu­
ronów w poszczególnych w arstw ach i w kolejnych chwilach czasowych
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0,0 8,0 16,0 24,0 32,0 40,0
C iO
o
I Lul i L_J L I J L 1—J—L— 1-1»1 I
0,0 8,0 16,0 24,0 32,0 40,0
Rys. 5.44. D iagram y ukazujące precyzyjnie zależności fazowe pomiędzy im pulsam i w ystępu ją­
cym i w poszczególnych elem entach sieci. Po lewej s tron ie  podaw ane są identyfikatory neuronów, 
k tórych im pulsacja  je s t śledzona
-  liczb ę kroków sym u lacji do w ykonania,
-  próg sp oczyn k ow y elem en tów  neuropodobnych w m V ,
-  krok sym u lacji w m s ( 8),
-  w arunek brzegow y ( 9) (rys. 5 .3 8 ),
-  stop ień  jed n orod n ości struktury  ( 10),
(8) Zwiększąjąc krok sym ulacji użytkownik godzi się na  niedokładność oznaczenia początku  im pulsu, 
co powoduje błędy w obliczaniu chwilowych częstotliwości impulsacji poszczególnych neuronów. 
Zm niejszanie kroku symulacji pozwala na  zwiększanie dokładności, ale prowadzi do zwiększenia 
czasu obliczeń.
(9) P a ram etr ten  określa sposób traktow ania neuronów n a  brzegu sieci, gdzie pojaw ia się asym etria  
sygnałów wejściowych.
(10) D la s tru k tu r  bardziej jednorodnych m ożna zadawać m niej parametrów.
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-  wagi p o łączeń  elem en tów  neuropodobnych ,
-  liczb ę w arstw ,
-  param etr w ybierający m odel elem entu  neuronow ego ( n ) (rys. 5 .39),
-  o p ó źn ien ia  aksonow e elem en tów ,
-  sta r t zapisu  kontrolnego ( 12) i p o łożen ie  w ybranego elem entu .
W  przypadku prow adzenia d łu gotrw ałych  eksperym entów  celow e je s t  zadeklarow a- 
m e tak że czasu ob liczeń . P o  w ykorzystan iu  lim itu  czasow ego program  sa m o czy n n ie  prze-
( ) D o s tę p n a  je s t  c a ła  b ib lio tek a  m odeli, o dw zonyących  kom órkę nerw ow ą z ró żn ą  dok ładnością .
( , 2 ) R e je s t r a c ja  czaso w eg o  p rz e b ie g u  p o b u d z e n ia , p ro g u  i w y jśc ia  d la  je d n e g o  e le m e n tu  n e u ro p o d o b n c g o .
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ryw a ob liczen ia , w yprow adzając d otychczasow e w yniki i tw orząc zbiór z d anym i do kon­
tynuacji ob liczeń . Przerw ane ob liczen ia  m ożna  w każdej chwili w znow ić, lub zan iechać  
po przeanalizow aniu  uzyskanych w yników  (rys. 5 .40 , 5 .41).
S y stem  je s t  program em  bardzo rozbudow anym  i złożon ym . O bok m od u łów  kontro­
lujących stru k tu rę sieci i realizujących sym u lację jej zachow ania w budow ano w sy stem  
obszerny m o d u ł w sp om agający  pracę użytkow nika sy stem u , zadającego strukturę sieci 
i w arunki jej d z ia ła n ia . Bez tych u łatw ień  uruchom ienie sym ulacji w ym aga  w prow adze­
n ia  d o  m aszyny  k ilkudziesięciu  tysięcy  liczb. Z aproponow ano specjalny sp osób  zadaw ania  
param etrów  sieci i jej e lem en tów , będący do pew nego sto p n ia  specja lizow anym  język iem  
program ow ania zadań  sym u lacji sieci neuropodobnych . O pis tego  język a  p od an y  je s t  
w cytow an ym  sk ryp cie  Biocybernetyka.
W  celu u proszczen ia  i przysp ieszen ia  analizy  w yników  m od elow an ia  (por. rys. 5 .42)  
zap rop on ow an o kilka m od u łów  graficznych, pozw alających ilustrow ać d zia łan ie  sieci. Za­
leżn ie od  p otrzeb  m ożn a  przy tym  w ykreślać rozkłady pobudzeń (często tliw ośc i im pul- 
sa cji) w p oszczegó lnych  elem en tach  sieci w określonym  m om encie czasu (rys. 5 .4 3 ), cza­
sow e przebiegi sy g n a łó w  na w yjściu  określonego elem entu  sieci lub d iagram y ilustrujące  
stosu n k i fazow e p om ięd zy  seriam i im pulsów  (rys. 5 .44). M ożliw e je s t  także uzyskanie ze­
sta w ien ia  często tliw o śc i im pulsacji w funkcji w ybranych param etrów  m odelu  (rys. 5 .4 5 ).
5.8  U cz en ie  sieci n e u ro n o w y c h
N iezw yk le  w ażn ą  cech ą sieci neuronow ych -  obok  faktu , że realizują w najdoskonalszy  
sp osób  ideę rów noleg łego  przetw arzania  inform acji -  je s t  m ożliw ość ich sam oprogram o- 
w ania. J est to  w łaściw ość n iezw ykle atrakcyjna, poniew aż a lternatyw n e technik i progra­
m ow an ia  sy stem ó w  rów noległych  ob liczeń  i w ieloprocesorow ego przetw arzania  danych  
ok azu ją  się n a  ty le  m a ło  w ydajne, że stan ow ią  aktualn ie najbardziej d otk liw ą  barierę, 
ogran iczającą  rozwój in form atyki. W arto tem u zagadnieniu  pośw ięcić n ieco w ięcej uw agi, 
gd yż m a  zasad n icze zn aczen ie d la  w szystk ich  dalszych rozważań.
W e w szystk ich  system ach  opartych  n a  rów noległych  procesorach i w sp ółb ieżnych  ob ­
liczeniach  p ojaw iają  się  ob ecn ie  problem y z praktycznym  w ykorzystan iem  poten cja ln ych  
m ożliw ości tego  b ud ow an ego  przez w ielu producentów  i ob ecn ie ju ż  stosu nk ow o ła tw o  
d ostęp n ego  sp rzętu . P oczynając od  superkom puterów  (typu  C ray X M P  i p od ob n ych ), 
poprzez rozm aite  sp ecja lizow ane struktury system ów  w ieloprocesorow ych d o  konkret­
nych zastosow ań  (n p . sy stem  P IC A P  do kom puterowej analizy  ob razów ), a kończąc na  
m ikrokom puterach  k lasy P C  w yposażonych  w transputery -  m ożn a  m ów ić o rosnącej 
d ysproporcji p o m ięd zy  p oten cja ln ą  m ocą  ob liczen iow ą sprzętu  (w yrażan ą  np. w M IPS) 
a rzeczy w istą  w yd ajn ością  ob liczeń  (m ierzoną czasem  realizacji praktycznego za d a n ia ). 
M im o pozornej d ostęp n ośc i bardzo dużych szybkości obliczeń  -  w ynikających z param e­
trów  technicznych  kom puterów  w ieloprocesorow ych -  rzeczyw ista  w ydajność procesów  
przetw arzania  danych  w w ielu  praktycznych zadaniach okazuje się n iew ystarczająca , po­
n iew aż brakuje efek tyw n ych  narzędzi program ow ania, zdolnych  w ykorzystać te  p o ten ­
cja lne m ożliw ości. N ow oczesne język i program ow ania, cieszące się zasłu żon ym  uznaniem  
w zakresie p rogram ow ania sy stem ó w  jednoprocesorow ych nie nadają się  do program o­
w ania  teg o  n ow ego sp rzętu , zaś ich m odyfikacje ( Conc urrent  Pascal ,  Paral le l  C  itp .)  
nie są  w ystarczająco  udane, by m ogły  zaspokoić w szystk ie rodzące się potrzeby. D la-
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Rys. 5.46. W idok rzeczywistej sieci neuronowej, będącej dla m odelowania nigdy nie dościgłym  
wzorem (fotografia uzyskana z In s ty tu tu  Biologii Doświadczalnej PAN i prezentow ana za zezwo­
leniem  prof. Rem igiusza Tarneckiego)
tego  u żytk ow n icy  najnow ocześniejszych  narzędzi inform atycznych korzystają  z bardzo  
p rym ityw nych  środków  w spom agających  program ow anie, n a  przykład  z przeżyw ającego  
praw dziw y renesans, trzyd ziesto letn iego  ju ż  języka Fortran,  a lbo  z p orów nyw alnego z as- 
sem bleram i język a  Occam.  T rudno taką sytu ację uznać za  zadow alającą i sprzyjającą  
rozw ojow i now ych  zastosow ań .
D la teg o  tak w ażna i k orzystna je s t  m ożliw ość uzyskania sam oprogram ującego się  
(a  dokład niej -  u czącego się) n arzędzia  rów noległego przetw arzania danych w p ostaci 
sieci neuronow ych . Najpierw  op iszem y a lgorytm  uczenia sieci dw u w a r s tw o w e j , poniew aż
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stan ow i on  p unkt w yjśc ia  i poziom  od n iesien ia  w dalszych rozw ażaniach. Przyjm ijm y, że 
neurony sieci są  w ob ydw u  rozw ażanych warstwach jedn ozn aczn ie ponum erow ane. W ów­
czas in teresujące nas (z punktu  w idzenia  u czenia  sieci) w sp ółczyn n ik i w ag syn ap tyczn ych  
a G A  m o g ą  być jed n ozn aczn ie  oznaczone dw om a num eram i a f f \  gd zie j  je s t  num erem  
kolejnym  neuronu drugiej (w yjściow ej) warstwy, którego wagi syn ap tyczn e a k tu a ln ie  roz­
w ażam y, a i  je s t  num erem  neuronu pierwszej (w ejściow ej) w arstw y, stan ow iącego  źród ło  
sy g n a łu  w ejściow ego d la  op isyw anej synapsy. O czyw iście i , j  6  A /\ gdzie A /'jest zb iorem  
num erów  neuronów  w całej rozważanej sieci. O dpow iedn io  sy g n a ły  w ystępu jące w sieci 
b ęd ą  m ia ły  n astęp u jące oznaczen ia: ar, -  sygn a ł w yjściow y i-teg o  neuronu pierw szej war­
stw y, czy li sy g n a ł podaw any n a  w szystk ie syn apsy  o  oznaczen iach  a-*1*, zaś i j  -  sygn a ł 
w yjściow y z j - t e g o  neuronu drugiej w arstwy, czyli sy g n a ł, w którego w ypracow aniu  ucze­
s tn ic z y ły  w szy stk ie  sy n ap sy  o  oznaczeniach
P roces u czen ia  sieci p o lega  n a  prezentow aniu sieci w kolejnych krokach u  pew nych  
w zorców  sy g n a łó w  w ejściow ych , tw orzących zbiór  uczący U:
V  =  { x ? \  i/  =  1 ,2 ........ k,  i e M )
i na dokon yw an iu  oceny  w ypracow yw anych  przez sieć sygn a łów  w yjściow ych W:
W  =  { x (f \  „ = 1 , 2 ...... k,  j  6  U ) .
N a tej p o d sta w ie  m ożliw e je s t  dokonyw anie korekt i poprawek w artości w sp ó łczy n ­
ników  w ag syn ap tyczn ych  zw ane dalej uczeniem . Aby zadan ie u czen ia  b y ło  dobrze  
sp recyzow an e, konieczne je s t  także w skazanie, jak ie  syg n a ły  w yjściow e p o w inn y  s ię  poja­
w ić n a  p oszczegó lnych  elem entach  sieci. S ygn a ły  te  (stan ow iące w zorzec, do k tórego sieć  
m a d ążyć) ozn aczon o  ja k o  zbiór Z  (b o  defin iują zadanie):
z  =  { Ą \  . / = i , 2 j e A O -
W sp ółczyn n ik i a,-^ zm ien iają  się  w trakcie prezentacji sygn a łów  o  w ielkość  
A p r z y  czym  w najprostszym  przypadku reguła uczenia d an a  je s t  wzorem :
A a p *  =  Ci( Ą ¥) -  Ą ¥))x P  =  c xS]v)x ^ \
gd zie  C\ €  C je s t  u sta lon ym  w sp ółczyn n ik iem  korekcyjnym , a je s t  m iarą  b łędu  
p o p e łn ia n eg o  przez >-ty neuron w //-tym  kroku.
P od any a lgorytm  u czen ia  m ożna  w yprow adzić z żądan ia  m in im alizacji średniokw a- 
dratow ego b łędu  funkcjonow ania sieci. D efiniując kryterium  sto p n ia  n iedop asow an ia  na  
kroku v  jako:
« . - j E W ' ’ - « ? 0) ’
j
i p on iew aż łączn e  kryterium  n iedopasow ania  x  do x  w yrazić m ożna  jako:
1 4 2  5. S ieci neuronow e
k
u = \
m ożem y na p oczątk u  p oszukiw ać m in im um  każdej składow ej funkcji kryterialnej Q „, 
a  p o tem  z ło ży m y  w ynik i.
P o słu ży m y  się  przy ty m  zn an ą  techniką gradientow ą -  aby znaleźć m im im u m  funkcji:
< W « P > , a P ' \ « P > ...........o < P > ) ,
n ależy  zm ien iać w szystk ie  w artości (i = 1, 2,  . . . ,n)  w taki sp osób , aby zapew nić
m ak sym aln ie  szybk i spadek  Q t , } a to  oznacza, że zm iany A a -; ) ^  m u szą  być propor­
cjon aln e (z  u jem nym  w sp ó łczyn n ik iem  proprcjonalności) do odpow iedn ich  sk ład ow ych  
grad ien tu  funkcji Q u\
i - M ' 1
W artości poch odn ych  cząstkow ych  w yznaczam y jako:
d Q v _  8 Q V d z {p  
~dcfp d x ^  d c^ p
P od ob n ie  ze wzoru defin iującego funkcję Q v w yznaczym y pochodną:
d i )
Z akładając lin iow ość <pkn '
i (/ )  =
i—l
o b liczy m y  pochodną:
d a 9 > ~  ‘ '
Ł ącznie uzyskujem y potrzebny wynik:
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Przy okazji w arto z a u w a ż y ć , że s tra teg ia  u czen ia  w czasie prezentacji w szy stk ich  s y g ­
n a łó w  x \ v \  u  =  1, 2 , . .  . t k  m o ż e  być ok reślon a  ja k o  prosta  zasad a  su m o w a n ia  p op raw ek  
d la  w szystk ich  v :
a « >  =  <4''><°> +  £
V =  \
co  je s t  n a tu ra ln ą  k o n sek w en cją  w prow adzonej addytyw nej p ostaci funkcji Q  i w yn ikaiar*-  
z m ej o czy w istej to z sa m o sc i: J
d Q v
W  ~ h W y
M ożna u d ow od n ić , ze o p isan y proces uczenia  je s t  zb ieżny, jeśli ty lk o  za d a n ie  nr?* 
k sz ta łceń ,a  sy g n a łó w  z ,  w sy g n a ty  x  je s t  w ykona)ne C o  więcej m ożn a  u d o w o d n ^
w łaśc iw e w artości w sp ó łczy n n ik ó w  a j »  m ożliw e są  d o  u sta len ia  p o  sk o ń czo n e j  liczh i’ l  
p okazów . D ow od  ten  d a je  s ię  przeprow adzić n ieza leżn ie o d  w artości początkowych w s d ó .  
czynn ików  W agowych >, za tem  om aw ian a  technika m oże słu ży ć  zarów no d o  uczeń  
siec . n ow ych  m eto d  p rzetw arzan ia  syg n a łó w , ja k  i d o  p rzeu cza m a  sieci rea lizu jącej7 , *  
ja k iś  a lg o ry tm  w k>erunku realizacji innej form y przetw arzania w ejściow ych sy g n a łó w
Rys. 5.47. O dpow iedzi rejestrow ane z pojedynczych komórek nerwowych rzeczywistej sieri Ir 
tografia  uzyskana z In s ty tu tu  Biologii Doświadczalnej PAN i prezentow ana za zezwoleniem U  f  
Remigiusza Tarneckiego) pro1-
P rzy w yprow adzeniu  reguły u czen ia  sieci dw uw arstw ow ej korzystano w bardzo isto ­
tn y  sp o só b  z za ło żen ia  o  lin iow ości odw zorow ania <pkn- D ok ładn iejsze, bardziej wierne  
h io lo ó c zn e j rzeczyw istości odw zorow anie procesu  u czenia  w ym aga  je  nak uw zględnienia  
nielin iow ej ch arak terystyk i neuronu. J est to  konieczne także w celu poszerzen ia  zasobno 
ści z b i o r u  tranform acji sygn a łów , m ożliw ych  do zrealizow ania, p oniew aż pew ne -  istotnie 
now e w  sto su n k u  d o  sieci dwuwarstw owej -  form y przetw arzania sy g n a łu  m ożna  uzyskać
w prow adzając w y łą czn ie  n ie lin iow e  e lem en ty  w sieci w ielow arstw ow ej. D zieje się  tak , po­
n iew aż stru k tu ra  (naw et w ielow arstw ow a) zbudow ana z lin iow ych  e lem en tó w  realizuje -  
ja k o  ca ło ść  -  także p ew ne lin iow e  odw zorow anie, nie m a  w ięc w ta k im  w yp ad ku  istotn ej 
różnicy p o m ięd zy  zakresem  m ożliw ości sieci dw u- i w ielow arstw ow ych .
O p iszem y teraz a lgorytm  u czenia  sieci złożonej z n ielin iow ych  e lem en tó w . W  tym  
celu  w prow adzim y pojęcie su m aryczn ego  p obudzen ia  neuronu:
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które w iążem y z je g o  sy g n a łem  w yjściow ym  za  p om ocą  funkcji n ie lin iow ej y?*n :
-(*0 i (*)=  <Pkn [ej
różniczkow alnej, gdyż:
d Q v =  _  d Q v d<pkn f o ™
d e ^  d a ^ p  d x ^  d e ^  d a \ ^  d x ^  d  e j  d a ^  ^
W y zn aczen ie  reguły u czen ia  je s t  w tym  przypadku łatw e, p oniew aż w artości - p f ó
d t {v) dx{v)
oraz -—fyy (id en tyczn e z -—¡77) b y ły  ju ż  w yznaczane. R egu ła  ta  m a postać:
A a0)W  _  W jl =  C lfiM  _  M
da(/> J 1 dej ' '
co  m ożn a  p onow nie zap isać w postaci:
A  =  Cl6 ^ x \ y \
pod w arunkiem  jed n ak , że b łąd  6 ^  będzie tym  razem  w yznaczany z ogólniejszej form uły:
*(•0 _  /’¿ ( ‘O _  d Vkn
}  d e j  •
Jak w idać, w d alszych  rozw ażaniach dość isto tn e znaczenie będzie m ia ło  określen ie  
p o sta ci funkcji D la  u proszczen ia  zapisu dalszych  wzorów przyjm ijm y, że próg a n+1 
w łączym y d o  g lobaln ego  p obu d zen ia  e , zapisując je  w postaci:
e} =  2 - , ° *  x ) + a n + 1 .
»=1
D zięki tem u  próg m oże być rozpatryw any w tak i sam  sposób  jak  w spółczynn ik i w agow e  
-  przy czy sto  form alnym  za łożen iu , że istn ieje dodatkow y, ( n +  1) sygn a ł w ejściow y sta le  
m ający w artość =  1.
W y g o d n ą  p o sta c ią  funkcji je s t  krzyw a log istyczn a  ( 13):
1
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x j  =  <Pkn [e) '] =
1 +  exp
i= i
p oniew aż jej p o ch o d n a  m a  bardzo p rostą  postać:
a x i  _  * (» ) / ,  a 0 *=  x K H \  -  x v > \
( t i p  3 ( ; )ł
w zw iązku  z czym  b łąd  6 ^  m oże być w yrażony w ygodnym  wzorem :
6 f  =  ( x ^ - x ^ ) x P ( \ - x ^ ) .
W zór ten m ożna  jednak  stosow ać jed y n ie  w tedy, gdy x ^  je s t  sy g n a łem  z w yjśc io w e j
w arstw y sieci -  gd yż  ty lk o  w ów czas znany je s t  sygn a ł x ^ \  W  od n iesien iu  do w arstw  
w ew nętrznych  brak bezpośrednich  p odstaw  do orzekania, czy tw orzące je  neurony d zia ła ją  
popraw n ie , czy nie. R ozw iązan ia  dostarcza  m etod a  back propagation  R um elharta .
W arto zau w ażyć, że w sieci w ielow arstw ow ej sy g n a ły  w ejściow e w iększości neuronów  
są  sy g n a ła m i w yjśc iow ym i innych kom órek, przeto w odpow iedn ich  zap isach  p ojaw ią  się  
sy g n a ły  x \ ^  za m ia st x \u\  na przykład  we w zorze określającym  p obudzen ie kom órki:
- i1') .
e) , =  2 ^ a « *• + fln+ l
1 = 1
lub  w regule u czen ia  sieci (tak że w ielow arstw ow ej):
A a p >  =
Jak w ykazano w pracach R um elharta, w sieciach  tego  typu  w spółczyn n ik  określający  
b łąd  p o p e łn ia n y  przez rozw ażany j - ty  neuron 6 ^  m oże być ob liczon y z reku rsyw n ych  
form uł:
¿(*0 _ («W _ it-A 
> ~  V > )  dej  ’
je ś li j - t y  neuron n a leży  d o  wyjściow ej w arstw y, a lbo  ze wzoru:
1 ^  e > k  3
( 13) Pew ną w adą krzywej logistycznej jako  charakterystyki m odelu neuronu je s t to , że przy jej stosowa­
n iu  niemożliwe je s t osiąganie wartości =  0 oraz =  1, w praktyce trzeba więc -  jeśli je s t to 
konieczne -  u sta lać  pew ne a rb itra lne  wartości, utożsam iane roboczo z brakiem  wyjściowego sygnału
i z jego p e łną  (m aksym alną) wartością. Zwycząjowo przyjm uje się zatem , że 0,1 >  >  0,9.
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Rys. 5.48. Przebieg procesu uczenia w sztucznej sieci neuropodobnej. Lewa strona dotyczy uczenia innej 
formy przetwarzania informacji przez sieć niż prawa
gd y  j -ty  neuron należy  d o  w arstw y ukrytej, ale połączon y  je st z neuronam i o  num erach  
k  w arstw , d la  k tórych ju ż  u sta lon o  w artości b łędów
P roces u czen ia  w rozw ażanej sieci m a  w ięc charakter dw ufazow y. W  pierw szej fa­
zie n a  p o d sta w ie  w szystk ich  sygn a łów  wejściow ych ob liczane są  w szystk ie sy g n a ły  
w yjściow e W  trakcie tego  procesu trzeba p ostęp ow ać kolejno, p oczyn ając od  p ierw ­
szej, aż d o  ostan iej w arstw y sieci. N a p od staw ie porów nania w ym aganej o d p ow ied zi sieci 
x ^  oraz sy g n a łó w  x ^  w yjściow ej w arstw y u sta lane są  w artości b łędów  6 d la  neu­
ronów w arstw y w yjściow ej, a  n astęp n ie , posuw ając się  krok za  krokiem  w stecz, u sta lane  
są  d rogą  w stecznej projekcji w artości błędów' w poszczególnych  w cześn iejszych  ukry­
tych  w arstw ach sieci. Znając w artości w szystkich  błędów  i sy g n a ły  w ejściow e na  
w szystk ich  syn apsach  sieci -  m ożna  w yznaczyć popraw ki A a [J^  d la  w szystk ich  wag  
syn ap tyczn ych  W arto zauw ażyć, że proces w stecznej projekcji b łędów  m a  p od o b n ą  
z łożon ość  ob liczen iow ą, ja k  proces o b liczan ia  odpow iedzi siec i, zatem  w skazana m eto d a  
u czen ia  nie je s t  szczegó ln ie  kosztow na w sensie czasu ob liczeń . O czyw iście  w niosek ten
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d otyczy  p ojed yn czego  kroku uczenia  i/, poniew aż w ogó lnym  w ypadku liczb a  kroków n ie­
zb ęd n a  d o  p e łn eg o  n au czen ia  sieci w ym aganej form y przetw arzania sygn a łów  je s t  trud n a  
do ocen y  ( 14).
P roces u czen ia  p ow in ien  być oczyw iście  jak  najszybszy. O znacza  to , że p ow in n o  się  
stosow ać m ożliw ie  ja k  najw iększe w artości param etru C \ .  Jednak za duże w artości tego  
p aram etru  p ow od u ją  oscy lacje  p odczas poszukiw ania  w ym aganego rozw iązn ia , a  naw et 
m o g ą  prow adzić d o  rozbieżności procesu u czen ia . D obrym  sp osob em  ogran iczen ia  ne­
ga tyw n ych  sk u tk ów  w zrostu  w artości c i je s t  stosow an ie sw oistej b ezw ładn ośc i w proce­
sie  u czen ia . P o leg a  to  na uzależn ien iu  aktualn ie w prowadzanej popraw ki w artości w ag  
A a ^ 1^  od  p oprzed n io  w prow adzonej popraw ki Przykładow o:
A o P * ' )  =
D obór od p ow ied n ich  w artości Ci i c2 je s t  w znacznym  stop n iu  spraw ą odpow iedn iej 
praktyki; z prac R u m elh ard ta  w yn ika jed n ak , że celow e je s t  przyjm ow anie c2 =  0 ,9 , zaś 
z innych  prac w ynika, że dobre w yniki o trzym yw an o d la  c\ =  0 ,5 , ale d la  b ezp ieczeń stw a  
(grozi n ie sta b iln o ść  iteracji) stosow an o  najczęściej c i =  0,25.
W  przypadku u czen ia  sieci w ielow arstw ow ej celow e je s t  unikanie jednakow ych  war­
tośc i p oczątkow ych  Y ves C h au vin  badał zależność efek tyw ności uczenia  sieci od
liczby ukrytych  w arstw . O kazało  się, że liczba n iezbędnych pokazów  m aleje ze w zrostem  
liczby w arstw  siec i, co  w przybliżen iu  op isu je form uła:
N  =  C3 -  c4 log2 K y
gd zie N  je s t  liczb ą  pokazów , niezbędnych do uzyskania założonej dok ład ności realizacji 
zadanej funkcji, a  K  je s t  liczb ą  ukrytych warstw sieci. W e w spom nianych  d ośw iadcze­
n iach em piryczn ie  uzyskano c3 «  280 oraz cą &  33. B adano także znależn ość N  od  
w sp ó łczy n n ik a  c \ .  U zyskano znaczące przysp ieszenie pracy a lgorytm u u czen ia  ze wzro­
ste m  w sp ó łczy n n ik a  c \ (n a  przykład  d la  c i = 0 ,1  osiągn ięcie popraw nego d zia ła n ia  sieci 
X O R  w y m a g a ło  450 p rezentacji, n a tom iast d la  Ci =  0 ,75  w ystarcza ło  ju ż  ty lko  68 pre­
zen ta cji), a  tak że stw ierd zon o , że d la  c i >  0 ,75  grozi n iestab ilność procesu uczenia.
(14) Rozwiązanie klasycznego zadania  realizacji sieci suma modulo dwa wym agało aż 558 serii pokazów 
wszystkich możliwych kombinacji sygnałów wejściowych.
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S Y S T E M Y  P E R C E P C Y J N E
6 .1 . W p ro w a d z e n ie
M odel dow olnego sy stem u  percep cyjn ego (*) u tożsam iać będziem y z od w zorow aniem  p o­
sta c i (rys. 6 .1):
VR  : B t  =* W T ,
g d z ie  B  o zn acza  zbiór określonych bodźców  fizycznych, a W  zbiór w yw oływ an ych  przez 
n ie  w rażeń  (konkretyzow anych  dalej ja k o  rozkład pobudzeń  i im pulsacji X określonego  
p odzb ioru  n kom órek nerw ow ych rdzenia kręgow ego 91*^ lub kory m ózgow ej 
S y stem y  p ercep cyjn e człow ieka ob ejm u ją  te le recep to ry : wzrok < p ^ \ słuch  < p ^ \  węch <p% \ 
zm y sł czu c ia  tem p eratu ry  oraz recep tory  kontaktow e: dotyk  < p ^ \ czucie w ibracji 
i sm ak  < p ^  (rys. 6 .2 ). R ozdzia ł ten  -  ze w zględu  n a  jeg o  ogran iczon ą  ob jętość -  
sk oncen trow an o g łów n ie  n a  m odelow aniu  system u  w zrokow ego <pwz i s łu ch ow ego  <ps t • N a  
p o czą tk u  jed n ak  p o d a m y  kilka uw ag ogólnych.
Rys. 6.1. Reprezentacja systemu percepcyjnego jako ogólnego odwzorowania <p r  bodźców b €  B 
na wrażenia zmysłowe w  6  W
P ercep cja  <pn j e s t  z łożon ym  sy stem em  (rys. 6.3):
<PR =  Ppw  ®  <Pkr <8> <Pkd ®  <Psp-
R ejestrow any b odziec 6 6  B p od lega  p rzed  zetknięciem  z receptoram i przetw arzaniu  
w stępn em u  <pp w . P rzyk ład em  tak iego  przetw arzania m oże być ogniskow anie św ia t ła  przez 
soczew k ę oka <pso:
<pPw ’ B T => B t .
(*) B ardz ie j szczegółow y opis system ów  percepcy jnych  m o żn a  znaleźć w innych  p rac ach  a u to ra ;  ich 
w ykaz p o d a n o  n a  końcu  książki.
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Rys. 6.2. System  nerwowy 91 zaopatryw any je s t w inform acje przez różne typy receptorów  ipR
109 b itó w /s
102 b itó w /s
Rys. 6.3. Ze s tru m ien ia  inform acji o objętości 109 bodów docierającego do receptorów  system u 
percepcyjnego przekazyw ane je s t  do ostatecznej analizy w wyższych p iętrach system u nerwowego 
n iespełna  102 bodów
N astęp n ie  sy g n a ł m usi zm ien ić charakter, przechodząc z m od alnośc i fizycznej b €  B  
w m o d a ln o ść  zm y sło w ą  w  €  W , a konkretnie w p otencja ł b łony komórkowej określonego  
receptora  Ur  €  U . O d p ow iad a  tem u odw zorow anie <pkr•
9 k r  : B t  = > U t .
D yn am ik ę receptora m ożn a  op isać tran sm itan cją  G *r:
CiS +  C2
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sygnału  wejściowego a  pozostając nieczuły na wartości ustalone sygnału -  niezależnie od tego, 
ja k  są  duże R eceptor reaguje w taki sam  sposób na narastan ie  sygnału, ja k  i na jego  m alenie 
(kom órka o n -o ff), byw ają jednak  receptory reagujące wyłącznie na wzrost sygnału  (typu  o n ), 
jak  i w yłącznie na jego m alenie (typu o ff) .  R eceptor także akcentuje zachodzące zmiany, 
ale o d tw arza  przebieg wejściowego sygnału w sposób bardziej wierny
W y stęp o w a n ie  ad aptacji receptora do s ta łeg o  b odźca  (c2 «  0 ) p ow od uje zn aczną  
redukcję ilości inform acji i £  3  przenoszonej prezez receptor Z ależność s ta ty czn ą  
Ur  =  <Pkr(l>) m ożn a  w yrażać w form ie logarytm icznej ( praw o W ebera-F echnera ):
Ur =  c4 lo g (6 +  c5).
Z ależność ta  m usi być m odyfikow ana: d la  b <  c$ obow iązuje Ur =  0 , a gd y  b >  C7 
p ozosta je  Ur  =  Umax • D la  pręcików oka prógC6 =  10~ 17 J , zaś C7 =  109C6 (rys. 6 .5 ).
K om órki receptorow e p rzekszta łcają  sy g n a ły  b £  B na n iestan dardow e  w sy stem ie  
n erw ow ym  sy g n a ły  Ur £  U , a konwersji d o  postaci im pulsów  x £  X dokonują kom órki 
d w u biegu n ow e (rys. 6 .6 ):
<pk i  : U T =* X T,
n a to m ia st a n a liza  sy g n a łu  dokonyw ana je s t  przez sieci nerwowe ip3p (rys. 6 .7 ).
6.1 . W prow adzenie  
Ur i i
pracy
p ojed yn czego  receptora
zakres pracy ca łeg o  narządu zm ysłu  
Rys. 6.5. Dzięki zróżnicow aniu param etrów  poszczególnych komórek receptorow ych, ich charak ­
terystyk i Ur  =  /[log(6)] są  wzajem nie poprzesuwane, co powoduje w ydatne zwiększenie zakresu 
pracy narządu  zmysłowego ipr w stosunku  do zakresu czułości pojedynczego recep tora  <pkr
Rys. 6.6. Schem atyczny obraz siatkówki oka zawierającej komórki receptorow e <pkr i komórki 
dw ubiegunow e <pkd', sygnał przetworzony przez komórki dwubiegunowe może być przyjęty  i prze­
tworzony przez s tru k tu ry  nerwowe <psp (linia przerywana)
f w i
Rys. 6.7. S chem at blokowy podstawowych elementów system u percepcyjnego <p r  oraz ich po­
wiązań
6.2 . S y s te m  s łu c h o w y
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W  sy stem ie  s łu ch o w y m  (rys. 6 .8 ) operacje w stęp n ego  przetw arzania <ppUJ  są  dokonyw ane  
przez ucho zew n ętrzn e <pUZt b łon ę bębenkow ą <pbb i ucho środkow e a tak że ucho  
w ew nętrzne <puw (rys. 6 .9):
<Pp$ =  <Puz ®  <Pbb ®  V u ,  ®  <Puw
Rys. 6.8. Nawet bardzo ogólny rysunek ucha ukazuje główne struktury związane ze wstępnym  
przetwarzaniem <ppw sygnału p(t)
i
Rys. 6.9. Sygnały występujące w niższych piętrach systemu słuchowego
Przed określen iem  konkretnej p ostaci ( 2) tych odzw orow ań, m usim y op isać syg n a ły . 
B ęd ziem y m ie li d o  czyn ien ia  z dźw iękam i p , a le rozważać m usim y także w yw ołan e d źw ię­
kiem  d rgan ia  v  określonych  struktur ucha. N a początku  będą rozw ażane dw ie funkcje  
P z (t)  €  B T i p w ( t )  €  B t  interpretow ane jak o  przebieg ciśn ien ia  akustycznego  o d p o w ied ­
(2 ) U zasad n ien ie  p rzy ję te j p o stac i odw zorow ań znaleźć m o ż n a  w innych  p racach  a u to ra .
n io  n a  zew n ątrz g ło w y  i w ew nątrz na w ysokości b łon y bębenkow ej. Ich w prow adznie  
p ozw oli op isać  d z ia ła n ie  ucha zew nętrznego y?U i. A nalogiczn ie do p z ( t )  i p w { t )  zdefin iu­
jem y  kolejne funkcje V b ( t ) ,  v s ( t )  oraz v w ( t ,  i )  ( i =  1, 2 , . . . , L ) ,  które p ozw olą  op isać  
d zia ła n ie  ucha środ k ow ego  <pua i w ew nętrznego <puw (rys. 6 .1 0 ). Funkcje te  in terpreto­
w ane są  ja k o  w y w o ła n e  fa lą  dźw iękow ą p w ( t )  drgania: v*(f) -  b łon y  bębenkow ej, v3(ż) -  
p o d sta w y  strzem iączk a  w ok ienku ow alnym  ślim aka (rys. 6 .11) oraz vu,(<, i)  -  określonych  
(w yróżn ion ych ) p un k tów  /, €  L b łon y  podstaw nej ucha w ew nętrznego.
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p rzyczep  m ło teczk a
Rys. 6.10. B łona bębenkow a w idziana od zew nątrz (po lewej) i od w ew nątrz (po praw ej)
kosteczk i 
słuchow e
przew ód  
słu ch ow y  
zew nętrzny
p od staw a
bębenkow a
Rys. 6.11. W przenoszeniu drgań akustycznych, docierających do błony bębenkowej przewodem  
słuchowym  zew nętrznym , uczestniczą kosteczki słuchowe
W y m a g a  to  k om entarza. M odel m atem atyczn y  b łony podstaw nej <puw pow inien  
od w oływ ać się  do rów nań różniczkow ych cząstkow ych , a  funkcja vw 6  B T xL , będąca  
rozw iązan iem  tego  rów ania, m usi być funkcją przynajm niej dwu zm iennych: czasu t 6  T
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Rys. 6.12. Symulowany komputerowo proces rozprzestrzeniania się fali dźwiękowej w błonie podstawnej 
ucha wewnętrznego. Grube linie ciągłe pokazują zakres (obwiednię) drgań poszczególnych punktów błony, 
a linie cienkie i przerywane — obliczane położenia błony w kolejnych chwilach czasu
i w spółrzędnej przestrzennej l €  L (rys. 6 .1 2 ). W yróżniając w ybrane d o  dalszych  rozw a­
żań p un k ty  b łony, przypisujem y im  od dzie lne funkcje v w ( t ,  i )  ( i  =  1 ,2  , . . . , £ ) .  K olejne  
w artości indeksu i  od p ow iad ają  p un k tom  rozm ieszczonym  rów nom iernie w skali c zę s to ­
tliw o śc i d .  Zw iązek p om ięd zy  często tliw o śc ią  a w sp ółrzędn ą /, G L dany je s t  w zorem  
G reenw ooda:
i?, =  c, [ e ' * ’ - '- )  -  c4] .
P o  przyjęciu  w ym ienion ych  założeń  odw zorow ania <pu z , ip u , <pus oraz <puw m ożna  
o g ó ln ie  zapisać:
P w ( t )  =  <P uz{Pz( t ) }
(porów naj rys. 6 .1 3 ),
t>*(0 =  <Pbb{Pw(t)}, 
v,(t)  = y?u i{ ^ (0 )
(porów naj rys. 6 .1 4 ) oraz:
M M )  =  < P xi w {v , ( t ) , i  }
(porów naj rys. 6 .1 5 ) zaś szczegó łow o  od p ow iad ają  im  transm itancje:
^  .  1 
^ U i(^ ) — 9 łc$s2 +  C6s  -f  c7
6 .2 . S y stem  słuchow y  
P z (i)
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28,0 r
-28 ,0
0,2 0,4 0,6
czas trw ania  w yp ow ied zi, s
Rys. 6.13. Rzeczywisty sygnał dźwiękowy p 2(0  (wypowiedź „serce” w górnej części rysunku), 
przepuszczony przez model ucha zewnętrznego wykazuje zmiany w widmie (sym ulowany przebieg 
P w ( t )  u dołu)
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G u s(s )  =
Vb(t) =  C8Pu;(0> 
1 +  c9s
Cios5 +  CH S4 +  C12S3 +  C13S2 +  C14S +  C15 ’
j[$ + Cjo]2 + C21 J
O dw zorow anie d la  system u  słuchow ego  zap isać trzeba w p ostaci (rys. 6 .16):
« £ M  b t ] ^ [ u t ] l .
7 - 0,02
Rys. 6.14. Sym ulowane przez kom puter d rgania kosteczek słuchowych ucha środkowego
W  praktycznych  zastosow aniach  w ystarczy aproksym ow anie od w zorow ania  za  
p o m o cą  n ie lin iow ego  d etek tora  £ (0 ) oraz członu dynam icznego o  transm itancji (rys. 6 .17 ):
G kr(s) =  — -------- ,
1 +  C22S
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0,10
0 ,0 6
0,02
3
- 0,02
- 0 , 0 6
- 0,10
0,00
-L J L
0,02 0 ,0 5 0 ,0 7 0,10 0,12
czas,s
0 ,1 4
Rys. 6.15. Sym ulow ane kom puterow o przebiegi odpowiedzi na sygnał sinusoidalny trzech różnych 
punktów  błony podstaw nej ucha wew nętrznego wykazują, że poszczególne składowe są  w różnym 
stopn iu  opóźniane
cia łko  podstaw ow e v
V J
kin ocilium
sy n a p sy  kom órek  
dw ubiegunow ych  
i szlaków  eferentnych
stereo c ilia
\
Rys. 6.16. O braz komórki rzęskowej, będącej receptorem  słuchowym
* £ }
___________ A ___________
r
l
i +  C22S
 >■
Rys. 6.17. M odel kom órki receptorow ej wskazujący na obecność p rzekszta łtn ika  nieliniowego 
£ i członu o dynam ice zadanej określoną tran sm itan cją
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p rzek szta łcającego  v w ( t yi )  na 6  U T . N ielinow a detekcja sy g n a łu  £ (o ) : vw ( t , i )  =>
v w ( t , i )  m oże być zad an a  w postaci:
w przeciw nym  przypadku.
K olejnym  eta p em  procesu  przetw arzania je st odw zorow anie  
które zachodzi w neuronach zw oju sp iralnego.
 -------------------------■----------------------- - / n r
U( D  u (2 )  (3) ( N ) /  1 \
U R  UR  UR   UR  | . ( U J)
f t > 6  ó ó ó ó ó ó ó ó ó
Rys. 6.18. S tru k tu ra  pow iązań pom iędzy komórkami receptorowym i a  kom órką nerwową 
-  spironeuronem  Zw raca uwagę fak t, że jed n a  kom órka dw ubiegunow a kon tak tu je  się w
tym  p rzypadku  z d u żą  liczbą kom órek receptorow ych, obejm ujących obszerny odcinek e błony 
podstaw nej
, i ' ~ Z Z  4 Łu)e %
/ \  / \  A A
7TT\
\ /  ! \  /  ! \  \
tfó o w o  Ó O Ó Ó O  
 €  ►
Rys. 6.19. O rtoneurony  k o n tak tu ją  się z niewielką liczbą receptorów  <p^ r\  w odróżnieniu 
od pokazanych na rysunku 6.18 spironeuronów. Bardziej widoczny jest natomiast na tym ry­
sunku kolektywny ch a rak te r zależności pom iędzy receptoram i i kom órkam i dw ubiegunow ym i, 
a  także fak t, że uporządkow anie włókien nerwowych tworzących nerw n ^  €  01P je s t  zgodne 
z przestrzennym  rozkładem  obsługiwanych przez nie receptorów , a tym  sam ym  odw zorow uje 
popraw nie stosunki częstotliwościowe w rozpoznawanym  sygnale
6 .2 . S y stem  słuchow y 1 5 9
M ożna za ło ży ć , że odw zorow anie to  m a  charakter su m ow an ia  (z w agam i a, 6  A ) 
p oten cja łów  receptorow ych  Ur .
x ( t , i )  = -
H = i + e
o. gdy E  a i - i + c u R ( t , n )  <  a N + u
n - i - e
/i=«+C
C23 Ę  a i _ ł+ ctii? ( i ,/ i) ,  w przeciw nym  przypadku.
Z asięg  u średn ian ia  e  zależy od  rodzaju komórki i je s t  w iększy d la  sp ironeuronów  
^fcdl*^(0 ( ry s - 6-18) niż d la  ortoneuronów  < p ^ f \ i )  (rys. 6 .1 9 ).
W  nerwowej części <p3p system u  słuchow ego <psa zachodzi proces w yo s trza n ia  sy g n a łu  
(rys. 6 .2 0 ). D zięki n iem u  w artość iloczynu  (3) A iA i?  d la  ucha człow ieka je s t  n ieporów n a­
n ie m n iejsza , niż w najlepszych analizatorach  technicznych. M ożna na drodze sym u lacji 
kom puterow ej znaleźć stu k tu rę sieci neuropodobnej <psp, gw arantującej p o d o b n e  prze­
tw arzan ie sy g n a łu  (rys. 6 .2 1 ). Taki m odel system u  słuchow ego m oże być u żyteczn y  w 
konstrukcji urządzeń analizujących  dźw ięki -  w szczególności rozpoznających  m ow ę (p o ­
rów naj rys. 6 .22  i 6 .2 3 ).
kora słu ch ow a
c ia ło  kolankow ate  
przyśrodkow e
w stęg a  b o czn a
zw ój sp ira lny  
ślim ak
ją d ra  ślim akow e
'n e rw  s łu ch o w y  
Rys. 6.20. Schem at s tru k tu ry  nerwowej części system u słuchowego
(3) A t określa, jak ie  najszybsze zm iany sygnału p są jeszcze wykrywane i analizowane, a  At? lim ituje 
rozdzielczość częstotliwościową aparatury .
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Rys. 6.21. S tru k tu ra  sieci neuropodobnej, dokonującej korzystnego przetw orzenia sygnału  w 
m odelu sym ulacyjnym  system u słuchowego
Rys. 6.22. Czasow o-częstotliwościowe widmo sygnału dźwiękowego (wypowiedź lina)
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Rys. 6.23. Sygnał z rysunku 6.22 po przetw orzeniu w sieci neuropodobnej wydobywającej cechy 
is to tn e  z pu n k tu  w idzenia procesu rozpoznaw ania
6.3 . S y s te m  w zrokow y
S ch em a t sy stem u  w zrokow ego pokazano w całości na rysunku 6.24. P ostrzegane obrazy O  
(porów naj rys. 6 .2 5 ) rzutow ane s ą  przez układ  op tyczny  <puo ga łk i ocznej na siatków kę R , 
sta n o w ią cą  zb iór e lem en tów  rejestrujących tp ^ }  i częściow o przetw arzających b o­
d ziec św ietln y  6 €  B. U kład  op tyczn y  <puo oka m usi być n astaw iany na ostrość za  p om ocą  
zm ian y  ogniskow ej soczew k i <ps0 napinanej (za  pośrednictw em  w iązadełek  Z inna) przez 
m ięśn ie  tak  zw anego  cia ła  rzęskow ego  (rys. 6 .2 6 ). D o  adaptacji św ietln ej oka s łu ży  
źren ica  i o ta cza ją ca  ją  tęczów ka, w której zaw arte są  w łók na  dw u m ięśn i <pm , ,  stero­
w anych przez au ton om iczn y  układ  nerw ow y (rys. 6 .2 7 ). U kład sterow an ia  źren icy  
op isu je  tra n sm ita n cja  G zr  (rys. 6 .28) o  postaci:
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Rys. 6.24. Uproszczony schem at połączeń s tru k tu r nerwowych zaangażowanych w proces analizy 
bodźców wzrokowych
gdzie:
gdy 8 0 / d t >  0,
■{i: gdy d O / d t  <  0.
O braz O  rzutow any n a  siatków kę R  rejestrow any je s t  przez receptory <pkr '- pręciki 
tp^ kr oraz czopki tp^ ) , ich d zia łan ie  op isu je transm itancja:
_  c io5 +  c n
kr ( '  C12S +  1 ’
przy czym  e n  <C Cio, a różnica m iędzy czopkam i i pręcikam i p o lega  na ty m , że
C1? < C1? °raz CV2 >  C\P2 ‘
S y g n a ł w yjśc iow y z tych receptorów  Ur ( t )  przetw arzany je s t  przez komórki dw ubiegunow e
x ( ł \  -  J , « ) n  ( t \  _  /  c n U r ( t ) ,  gd y  Ur ( t ) > a N + , ,
g d y  U r { t ) < a N + l '
K om órki dw u biegu n ow e a także analizujące t p ^  m ieszczą  się  b ezp ośredn io  w 
sia tk ów ce R  (rys. 6 .2 9 ) i dokonują przetw arzania sygn a łu  receptorów  z u w ypuklen iem
e lem e n tó w  in fo rm a tyw n ych  krawędzi e^k\  za łam ań  rozgałęzień  i skrzyżo-
6 .3 . S y stem  w zrokow y 163
OI n n u
rogów ka
tęczów ka
<Puo
siatków ka yfj*)  +  
d ołek  środkow y
nerw  w zrokow y
Rys. 6.25. Schem atyczny obraz gałki ocznej, pokazujący jej podstawowe elem enty funkcjonalne
Rys. 6.26. F ragm ent przedniej części gałki ocznej, pokazujący podstawowe s tru k tu ry  regula­
cyjne w ystępujące w oku: mięśnie zm ieniające krzywiznę soczewki oraz mięśnie zwierające 
i rozw ierające źrenicę ip\0)s i
wań lin ii, oraz p un k tów  charakteryzujących się n iejednorodnością  przestrzenną  
obrazu:
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Rys. 6.27. S tru k tu ra  fragm entu  system u nerwowego odpowiedzialnego za regulację średnicy źre­
nicy. D la uproszczenia rysunku pom inięto  siatkówkę i narysowano od razu nerw wzrokowy jako 
źródło  sygnału  d la  rozw ażanego układu  regulacji
0 _
ad a p ta cja  reakcja
Rys. 6.28. Zm odyfikowany d la  po trzeb  tej książki schem at układu regulacji otw oru źrenicy (wg 
H ornunga i S tegem anna)
P ercepcja  struk tu r linearnych e ^  C  £<*) =  { ¿ W , e^$\  e^z\  C  E  sta n o ­
w iących  szk ie le t obrazu O , je s t  p od staw ą selekcji inform acji < p ^  na najniższych piętrach  
sy stem u  w zrokow ego <pwz i decyduje o  sp osob ie  użytkow ania inform acji w izualnej O  przez 
w yższe p iętra  kory m ózgow ej ipwp.  R ozw ażając siatków kę R  jak o  zb ió r  kom órek w zroko­
w ych , a  nerw ja k o  zbiór w łók ien , m ożna  stw ierdzić, że # 7 ?  «  108 i % 106.
O zn acza  to , że p rzeciętn ie jeden  akson kom órki nerwowej siatków ki przew odzi infor- 
m aję w yp racow aną od p ow ied n im  procesem  <p\w  ^ na podstaw ie rozkładu p ob u d zen ia  Ur 
ponad  stu  kom órek receptorow ych  S top ień  agregacji inform acji i €  3  je s t  w iększy  
d la  pręcików  n iż d la  czopków  (rys. 6 .3 0 ).
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Rys. 6.29. Uproszczony schem at s tru k tu ry  siatkówki oka (wg Polyaka). W arto  zauw ażyć, że obok 
pręcików i czopków (przedstaw ionych u góry) w skład siatkówki wchodzą liczne kom órki ner­
wowe. K ierunek biegu św ia tła  (od dołu do góry) powoduje, że zanim do trze  ono do receptorów , 
m usi przejść przez w szystkie w arstwy przetw arzające
Rys. 6.30. W yróżniając n a  siatkówce oka część cen tralną (zakreskow aną) i peryfery jną (kropko­
w aną) m ożem y śledzić ich odzw orowanie w poszczególnych piętrach drogi wzrokowej. N a pozio­
mie ciała  kolankowatego bocznego liczba komórek przetw arzających inform acje z m ało  rozległej 
części cen tralnej dom inuje nad liczbą neuronów  analizujących bodźce peryferyjne. W korze wzro­
kowej dysproporcje  te  jeszcze mocniej się zaznaczają: zdecydow ana większość neuronów  analizuje 
sygnały z niewielu cen traln ie  położonych reeptorów siatkówki
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kolankow ate pole
b oczn e w id zen ia
Rys. 6.31. W obrębie skrzyżowania wzrokowego dochodzi do częściowego przejścia włókien nerwu 
wzrokowego na drugą stronę ciała, przeto w mózgu powstaje odwzorowanie lewej połowy pola 
widzenia w prawej półkuli a prawej połowy pola w lewej półkuli mózgu
Po skrzyżow aniu  n(,ui) w łók ien  nerw owych (rys. 6 .31) obydw u ga łek  ocznych  trafiają  
on e d o  c ia ła  kolankow atego bocznego <p%kb  ^ G gdzie w yd ob yw ane są  g łęb sze  cechy  
stru k tu ra ln e  e  G E charakteryzyjące w sposob  globalny rozpoznaw any obraz O . Inform acje  
w zrokow e G X z c ia ła  kolankow atego bocznego <p[cpkb) trafiają d o  kory m ózgow ej 
dokonując d alszego , zn aczn ie  bardziej w yrafinow anego przetw arzania  obrazów  O  
i a n a lizy  w ysok iego  rzędu cech e G E sy g n a łu  w zrokowego G X . M echanizm  ten  m oże  
być od w zorow any za p om ocą  gram atyk  form alnych, podobnych  do tych , na p o d sta w ie  
których op racow yw ane są  język i program ow ania kom puterów  <p<p.
C elow e je s t  w yk orzystan ie tak iego  m odelu  w yższych pięter system u  w zrokow ego (pwz 
w b u d ow ie sy stem ó w  w izyjnych <pr przeznaczonych do au tom atyk i przem ysłow ej, robo­
tó w , an a lizatorów  obrazów  laboratoryjnych, system ów  fotosk ład u  w poligrafii, czy też 
czytających  tek sty  układów  w prow adzania inform acji d o  system ów  elek tron iczn ego  prze­
tw arzan ia  danych.
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W Y K A Z  OZNACZEŃ
W y ró ż n io n e  z b io ry  o u s ta lo n y m  zn a cz en iu
A  -  zbiór param etrów  komórki nerwowej (A C H )
B -  zbiór bodźców  fizycznych , docierających do określonego receptora (za leżn ie  od
rodzaju receptora  B C H  lub B  C 7ZR )
3  -  o b iek t b iologiczny, będący p rzedm iotem  m odelow ania
C -  zb iór s ta ły ch , używ anych we w zorach (C  G Tl)
'£ -  zbiór danych , będących  w ynikam i m odelow ania
E -  zbiór cech , czy li w łaściw ości sygn a łów  (g łów n ie  zm ysłow ych ) isto tn ych  z p ew nego
u sta lo n eg o  p u n k tu  w idzen ia  (n a  przykład d la  ich rozpoznaw ania)
F  -  zbiór w artości s ił rozw ijanych przez m ięśn ie (F  C  7 l + )
5  -  zbiór zew nętrznych  (w  stosunku do organizm u) procesów i sy stem ó w , z k tórym i
organ izm  w sp ó łd z ia ła  (na  przykład elem en ty  stanow iska pracy)
G  -  zb iór w artości przew odności (d o tyczy  m ięd zy  innym i przepuszczalności b łony  
kom órkowej d la  określonych jon ów )
H -  zb iór w artości kątów  staw ow ych (lub  innych w spółrzędnych kątow ych)
f) -  zb iór sym b olizu jący  układ  horm onalny
I -  zbiór w artości prądów  błonow ych  -  pow ierzchniow ych i skrośnych (I C 11)
3  -  zbiór inform acji sk ładających  się  n a  w iedzę 2D
3  -  zbiór sym b olizu jący  system  im m unologiczny
K -  zbiór w artości sy g n a łó w  typu kara  -  nagroda  w procesach u czenia  (w  neurofizjolo- 
gii są  to  sy g n a ły  rozlanego pobudzania  lub rozlanego h a m o w a n ia )  K =  { —1, 0 , 4 - 1 }
L -  zbiór w ym iarów  geom etrycznych  części c ia ła  (L  C 7£+)
9JI -  m od el sy stem u  $3
OJlf -  m od el form alny (m atem a ty czn y ) system u  93
9Tls -  m od el sym u lacyjn y  (kom puterow y) system u  ©
91 -  zbiór sym b olizu jący  (w  sposób  ogó ln y) sy stem  nerwowy
O  -  o to czen ie , czy li o g ó ł elem entów  iH nie w chodzących w sk ład  ®
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R -  zbiór w artości s ił reakcji (R C R + )
iR -  ab strak cyjn ie rozum ian a rzeczyw istość, traktow ana jak o  zbiór u n irersu m , z k tó ­
rego w yd ziela  się  ob iek t m odelow ania  93
5  -  zbiór w artości stężeń  b io logiczn ie aktyw nych substancji chem icznych  (S  C 11+)
6  -  zb iór sy g n a łó w  (©«,« -  sy g n a ły  wejściow e, & wy -  sy g n a ły  w yjściow e, a  6 ,  -
zm ien n e  stan u  itp .)
T  -  zb iór chwil czasow ych  (T  C H )
% -  zb iór środków  m od elow an ia  określających k szta łt m odelu  ( T /  -  środki form alne,
-  środk i in form atyczne)
U -  zb iór w artości p o ten cja łu  b łon y komórkowej (U  C H + )
V -  zb iór w artości chw ilow ych w spółrzędnych w ybranych punktów  c ia ła  (V  C H 3 ).
O zn aczen ie to  w ykorzystyw ane je s t  także do skrótow ego zasygn alizow an ia  okre­
ślonych  części c ia ła , n a  przykład  -  oznaczen ie ręki, a V ^  -  całej prawej 
p o ło w y  c ia ła
W  -  zb iór w artości w rażeń w yw ołanych  b odźcem  zm ysłow ym  (zw ykle przyjm uje się, 
ż e W C  fcG )
2 U -  w ied za , czy li zbiór w iadom ości będących  p od staw ą m odelow ania  (22Ji -  w iedza
o gran iczon a  przez cel m odelow ania)
X -  zbiór w artości sy g n a łó w  (często tliw ośc i im pulsów ) nerw owych (X  C U T )
3  -  zb iór celów  m odelow ania , w pływ ających  na k szta łt m odelu
O z n a c z e n ia  o g ó ln e , zw iązan e  ze s to so w a n y m  za p ise m
=> -  sy m b o l od w zorow ania
X -  iloczyn  kartezjański
ę -  zaw ieran ie się  zbiorów
e -  zaw ieran ie s ię  elem en tów  w zbiorze
u -  su m a  zbiorów
n -  iloczyn  (p rzecięcie) zbiorów
0 -  zb iór pusty
# 0 -  m o c  zbioru 0
Ko -  a le f  zero (m o c  zbioru przeliczalnego)
a -  con tin u u m  (m o c  zbioru rów nolicznego z p rzedzia łem  [0,1])
n -  zb iór liczb  rzeczyw istych
n + -  zb iór liczb  rzeczyw istych  dodatnich
-  zbiór liczb  naturalnych
C -  zbiór liczb  zespolonych
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-  N -tdi p o tęg a  kartezjańska zbioru Q  ( N  C  M )
<g> -  z łożen ie  odw zorow ań
G  -  sy m b o l tran sm itan cji operatorow ej
C  -  p rzek szta łcen ie  L ap lace’a
x  -  u śred n ion a w artość sy g n a łu  x
S y m b o le  o d w z o ro w a ń
<pa -  od w zorow anie m od elu jące regulacyjne funkcje system u  au ton om iczn ego
(pbb ~ od w zorow anie m od elu jące b łon ę bębenkow ą
(pbk ~  od w zorow anie m od elu jące p o ten cja ły  b łon y komórkowej (y?** od w zorow uje sp o ­
czynk ow y p o ten cja ł b łon y)
<p<B2U “  od w zorow anie sym b olizu jące ak tu aln y stan  w iedzy biologicznej
<pC9 -  od w zorow anie m od elu jące czucie (d o tyk , ból, tem p ertau ra)
<p em -  od w zorow anie m od elu jące em ocje
<p9r -  od w zorow anie m od elu jące funkcję gruczołów
-  od w zorow anie sym b olizu jące  pow iązan ie układu horm onalnego z sy stem em  ner­
w ow ym
<pi -  od w zorow anie m od elu jące (w  sp osób  ogó ln y) proces inform acyjny  
<pid -  od w zorow anie sym b olizu jące  identyfikację param etrów  m odelu  
<Pkd -  od w zorow anie m od elu jące kom órki dw ubiegunow e  
tpkr ~ od w zorow anie m od elu jące kom órki receptorow e
-  od w zorow anie sym b olizu jące m odelow anie
<pm3 -  od w zorow anie m od elu jące funkcje m ięśni szk ieletow ych
<p<n -  gru p a  od w zorow ań , sym b olizu jących  p ow iązan ia  m iędzy e lem en tam i sy stem u  
nerw ow ego (p rzyk ład ow o ^ ou'))
p n n  ~ od w zorow ania  sym b olizu jące pow iązan ie system u  nerw ow ego z u k ład em  h o rm o ­
n aln ym
<pnw -  od w zorow anie m od elu jące procesy zachodzące w narządach w ew nętrznych
<p0 <g -  od w zorow anie sym b olizu jące p ow iązan ia  m iędzy ob iek tem  ©  a  o to czen iem  O
<p0 -  od w zorow anie m od elu jące w sp osób  ca łościow y procesy in form acyjne w c a ły m
organ izm ie
<Pp -  od w zorow anie m od elu jące propriocepcję
<p(p -  od w zorow anie sym b olizu jące  program ow anie kom putera
ippa -  od w zorow anie m od elu jące proces zap am iętyw an ia
<ppp -  od w zorow anie m od elu jące proces przypom inania
<ppw -  od w zorow anie m od elu jące przetw arzanie w stępne sy g n a łu  zm ysłow ego
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p r ~  od w zorow anie m od elu jące (w  sp osób  ogó ln y) techniczny system  an a lizy  i rozpo­
zn aw an ia  sygn a łów
<Prd -  od w zorow anie m odelu jące techniczny system  rozpoznaw ania dźw ięków  (n a  przy­
k ład  w d ia g n o sty ce  w ibroakustycznej)
<p rg -  od w zorow an ie  m od elu jące rogów kę oka
<prm -  od w zorow an ie  sym b olizu jące techniczny system  rozpoznaw ania m ow y
ipro -  od w zorow anie sym b olizu jące urządzenia i a lgorytm y przetw arzania i rozpozna­
w ania  obrazów  (w  technice)
<P<r b  ~  od w zorow anie sym b olizu jące w ydzielen ie ob iektu  m odelow ania  93
<pe -  od w zorow an ie  sym b olizu jące proces sym ulacji kom puterowej
p sr -  od w zorow an ie  m odelu jące system  ruchowy
(Psk -  od w zorow an ie  m odelu jące k inetykę szkieletu
<psn -  od w zorow anie m od elu jące sterow anie ruchem  za p om ocą  odpow iedn ich  fragm en­
tów  sy stem u  nerw ow ego
<p so -  od w zorow anie m od elu jące d zia łan ie  soczew ki oka
<pap -  od w zorow anie sym b olizu jące sieć neuropodobną przetw arzającą inform acje  
ipss -  od w zorow an ie  m odelu jące sy stem  słuchow y
<p3W ~  od w zorow anie m odelu jące elem en ty  system u  nerw owego bezpośrednio w ym usza­
ją c e  skurcz w łók ien  m ięśniow ych
<psy -  od w zorow anie m odelu jące synapsę
<pz<m ~ od w zorow anie sym b olizu jące proces tw orzenia m odelu
<P^m ~ od w zorow anie sym b olizu jące budow ę m odelu  m atem atyczn ego
P z in  ~  od w zorow anie sym b olizu jące budow ę i oprogram ow anie m odelu  sym u lacyjn ego
<p u0 -  od w zorow anie m odelu jące układ  op tyczny  oka
(put -  od w zorow anie m odelu jące ucho środkow e
<p uw -  od w zorow anie m odelu jące ucho w ew nętrzne
<pUi -  od w zorow anie m odelu jące funkcje ucha zew nętrznego
<pwp -  od w zorow anie m odelu jące w yższe czynności psychiczne
<Pwz ~  od w zorow anie m odelu jące sy stem  wzrokowy
>^2U3 -  od w zorow anie sym b olizu jące ograniczający w p ływ  celu m od elow an ia  na jak ość  
b ud ow an ego  m odelu
ip2 -  o g ó ln e  od w zorow anie m odelu jące zachow anie organizm u
<p2p -  od w zorow anie m odelu jące poim pulsow e zm iany progu
ipzr -  od w zorow anie m odelu jące d zia łan ie  źrenicy oka
<pn -  od w zorow anie m od elu jące (w  sposób  ogó ln y) system  percepcyjny
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O z n a c z e n ia  u s ta lo n y c h  w a r to śc i  liczbow ych
K -  liczb a  kom órek w rozważanej sieci nerwowej
L -  liczb a  wejść rozw ażanej sieci nerwowej
M -  liczb a  w yróżnionych  aktonów  m ięśniow ych
N -  liczb a  wejść (syn ap s) kom órki nerwowej
Q -  liczb a  w yjść sieci nerwowej
R -  liczb a  receptorów  w rozw ażanym  analizatorze
S -  liczba staw ów  lim itu ją ca  ruchliw ość szkieletu
T k -  liczb a  kw antów  czasow ych (h oryzont czasow y) przy dyskretnym  m odelow aniu
W -  liczb a  w yróżnionych  punktów  c ia ła , w ystarczających do jed n ozn aczn ego  op isu  
je g o  p o łożen ia
Z -  liczb a  zew nętrznych  i w ew nętrznych s ił reakcji
W y k a z  o z n a c z e ń  w ażn ie jszy ch  p a r a m e t r ó w  i sy g n a łó w
a -  param etr kom órki nerwowej
A t -  in terw ał czasow y
E -  w ypadkow e (łą czn e) p obudzen ie komórki
<f> -  w sp ó łrzęd n a  kątow a n a  pow ierzchni komórki
9Na -  przew od ność jon ów  sodu
9K -  przew od ność jon ów  p otasu
*m -  prąd skrośny b łon y komórkowej
*P -  prąd pow ierzchniow y kom órki nerwowej
iw -  prąd w ym uszający
l -  w ym iar lin iow y ( / i , /2 , 3^ -  w spółrzędne kartezjańskie)
0 -  w rażen ie wzrokowe (obraz, strum ień  św ia tła )
p -  c iśn ien ie akustyczne
R -  s ia tk ów k a oka (ła c . retina)
e -  w sp ó łrzęd n a  kątow a n a  pow ierzchni komórki
s -  op erator L ap lace’a  (zesp olon y  argum ent funkcji poddanych transform acji La- 
p la ce’a)
T -  tem p eratu ra
t -  czas
to -  m om en t w ygenerow ania  im pulsu  nerw owego
tr -  okres refrakcji bezw zględnej
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t w -  okres refracji w zględnej
T  -  okres d la  zjaw isk periodycznych  (im pulsacji neuronu)
U  -  p o ten cja ł b łon y komórkowej
U e p s p  ~  p o ten cja ł p o stsyn ap tyczn y  pobudzeniow y  
U i p s p  ~ p o ten cja ł p o stsyn ap tyczn y  ham ulcow y  
U r  -  p o ten cja ł receptorow y
x  -  sy g n a ł nerw ow y
-  często tliw o ść
