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Abstract
Service-oriented architectures have emerged as an architectural style for the
design of business applications. Accordingly, business process models play
a central role in the description of business requirements as well as in the
specification of required service compositions.
The modeling of business processes is not pursued for its own sake, but con-
tributes to the achievement of strategic concerns represented by business goals.
In order to evaluate the suitability of business process models, e.g. with re-
spect to completeness and relevance, their relations to business goals need to
be considered. This comprises the initial specification of business goals and
business processes as well as the preservation of consistency between evolv-
ing models.
In previouswork, several goal-oriented requirements engineering approaches
and business process modeling techniques have been proposed. Nonetheless,
there is no integrated specification method that supports the goal-oriented
specification, the systematic derivation of business process models and the
assurance of quality in a sufficient manner.
In this thesis, we present an approach for goal-oriented business process engi-
neering that provides modeling techniques and analysis capabilities to assure
the overall specification quality. Based on an existing goal-modeling notation,
we introduce an extendedmodeling approach that supports the expression of
goal dependencies, relevant business context elements and the identification
of composable actions. Further, we describe a systematic derivation method
to ensure the consideration of this information in the business process com-
position. To ensure a valid and consistent specification, a quality analysis and
assurance framework is introduced. Our approach is prototypically imple-




Service-orientierte Architekturen haben sich als Architekturstil für die Ent-
wicklungvonGeschäftsanwendungen etabliert. Dementsprechend spielenGe-
schäftsprozessmodelle eine zentrale Rolle sowohl für die Beschreibung fach-
licher Anforderungen als auch für die Spezifikation der erforderlichen Ser-
vice-Kompositionen.
Die modellierten Geschäftsprozesse dienen in der Regel keinem Selbstzweck,
sondern der Erreichung eines strategischen Geschäftsziels. Um die Angemes-
senheit der Geschäftsprozessmodelle, zum Beispiel hinsichtlich ihrer Voll-
ständigkeit und Relevanz, zu bewerten, müssen ihre Beziehungen und Ab-
hängigkeiten zu den Unternehmensziele berücksichtigt werden. Diese Ab-
hängigkeiten müssen sowohl in der initialen Spezifikation von Geschäftszie-
len und -prozessmodellen als auch zwischen sich ändernden Modellen be-
rücksichtigt werden.
In bestehenden Arbeiten werden verschiedene zielorientierte Requirements
Engineering Methoden und Modellierungstechniken für Geschäftsprozesse
beschrieben. Trotzdem gibt es keine integrierte und durchgängige Spezifika-
tionsmethode, die die zielorientierte Spezifikation, die systematische Ablei-
tung von Geschäftsprozessmodellen und die Sicherstellung der Qualität aus-
reichend berücksichtigt.
In dieser Arbeit wird ein Ansatz zur zielorientierten Spezifikation von Ge-
schäftsprozessen vorgestellt, der Modellierungstechniken und Qualitätsana-
lysefunktionen beinhaltet. Basierend auf einer vorhandenenZiebeschreibungs-
sprachewird ein erweiterterModellierungsansatz vorgestellt, der die Beschrei-
bung von Abhängigkeiten zwischen Geschäftszielen und relevanten Elemen-
ten im Geschäftskontext sowie die Identifikation von komponierbaren Aktio-
nen unterstützt. In einem systematischen Ableitungsverfahren wird beschrie-
vii
ben, wie diese Informationen bei der Komposition eines Geschäftsprozesses
berücksichtigt werden können. Die Qualität der Spezifikationwird durch ver-
schiedene Analyseverfahren gewährleistet. Unser Ansatz wurde prototypisch
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Chapter 1
Introduction
Today’s enterprises compete in globalizedmarketswith rapidly changing busi-
ness environments and customer requirements. Sustainable economic success
in such dynamic markets does not only require the efficient execution of busi-
ness processes, but also depends on the ability to quickly react to environmen-
tal changes. Due to the increasing degree of IT-support in business processes,
the adaptability of the business processes mainly depends on the flexibility of
the underlying applications [WM06].
Addressing these requirements, service-oriented architectures (SOA) emerged
as an architectural style for the development of highly-flexible business ap-
plications [PTDL03, Erl05, KBS05]. SOA enables a strong alignment between
business processes and the implementing business applications. This align-
ment facilitates the evolution of business applications in response to changing
business processes. Hence, business processmodeling andmanagement have
become essential tasks in the engineering of business applications.
The specification of business processes is a prerequisite for the systematic en-
gineering of service-oriented business applications. Business process models
describe sequences of actions and decision points connected by edges which
define valid action execution orders. The specified business processes can be
implemented by the composition of technical services which are executed ac-
cording to the defined control flow, e.g. by a process engine [Bon13, IBM13,
SAP13]. Through the execution of a business process a certain business goal,
like the processing of a customer order, shall be achieved.
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As the conceptual foundation for the development of service-oriented busi-
ness applications, the efficiency and appropriateness of the business process
models are the key impact factors for the overall quality and effectiveness of
the resulting business application. The suitability of the modeled business
processes can be evaluated with respect to their contribution to the achieve-
ment of the addressed business goals. Therefore, it needs to be ensured that
each business process sufficiently achieves the related business goal (com-
pleteness), but does not include irrelevant actions that are not actually re-
quired (relevance). By explicitly relating business processes to business goals,
their completeness and relevance can be evaluated [Wes12].
Goal-oriented engineering of business processes comprises the elicitation of
relevant business goals, the identification of required business processes and
the definition of business process models that sufficiently fulfill the stated
business goals. Goal models provide a well-known approach for the elici-
tation and specification of business goals and their refinement in a structured
hierarchy. Existing goal modeling approaches like KAOS [DFvL91, DvLF93],
Tropos/i* [BPG+04, Yu96, Yu97] provide notations for the specification of
business goal models.
An overview of the goal-oriented engineering of business processes is de-
picted in Figure 1.1. High-level stakeholder objectives are typically presented
in terms of unstructured and informal ideas which are not specified explic-
itly. To capture these objectives in terms of requirements, they need to be
formulated, prioritized and structured. By using goal models, the require-
ments engineer defines a structured hierarchy of business goals in an explicit
model. Hereby, high-level business goals are decomposed to subgoals, which
are finally decomposed to operationalized goals in terms of actions [vL03,
AKRU09a]. These actions describe what needs to be done to achieve the re-
lated business goal. By composing and refining the elicited actions, the pro-
cess engineer operationalizes the business goals to a business process model.
This business process model defines the required action execution sequence
to achieve the stated business goals.
The resulting business process model provides a specification of the required
service composition that needs to be implemented in the subsequent develop-
ment steps of the software engineering process. To ensure that the resulting
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Figure 1.1: Goal-oriented Specification of Business Processes
the goal-oriented specification needs to be verified. This means that stake-
holder objectives are sufficiently captured by the business goal model and the
stated business goals are appropriately addressed by the derived business
processes. Inconsistencies in the specification can lead to business applica-
tions performing business processes which do not sufficiently fulfill or even
contradict the strategic business goals of the enterprise.
1.1 Problem Statement
As discussed, business process models are not only used as a foundation for
communication, but also provide an operational specification of required ser-
vice compositions. Figure 1.1 shows that different roles are involved in the
derivation and specification of business process models. These roles have
different backgrounds and use various terminologies, which makes it chal-
lenging to ensure consistency through the whole specification process. In the
following, we discuss constructive specification and consistency analysis as
the two main impact factors for a consistent specification of business process
models.
Goal-oriented Specification of Business Process Models
The capturing and structuring of strategic requirements in business goalmod-
els and their operationalization to business processes have a direct impact
3
1.1. PROBLEM STATEMENT
on the overall quality of the whole specification. To illustrate the challeng-
ing character of the composition task, Figure 1.2 shows the exemplary oper-
ationalization of a goal model excerpt. We assume that three actions (a1, a2
and a3) have been identified in goal model GM1. In the operationalization
step, these actions are composed to a business process model. As depicted,
the actions in GM1 can be composed in various ways. In this example, we
consider three possible compositions resulting in different business process
models: PM1, PM2 and PM3. Each business process model comprises the
required actions specified in GM1 and defines a valid composition of these
actions, but obviously implements different execution logics.
Goal g1 Goal g2 Goal g3



















Figure 1.2: Derivation of Different Process Models from a Goal Model
To decide which composition is in line with the actual stakeholder objectives,
it needs to be checked whether there are dependencies between goals that
have to be considered, e.g. a specific order in which they need to be achieved.
Existing approaches for goal-oriented requirements engineering [vL01] lack
the ability to elicit and to specify the stakeholders’ knowledge about such de-
pendencies between goals. As a consequence, a lack of specification can lead
to amissing consideration in the business process composition. For the exam-
ple in Figure 1.2, this could mean that a1 should always be performed before
a2. Accordingly, business process model PM1 would be the only valid com-
position.
In addition to the consideration of dependencies, the composability of actions
needs to be addressed as well. Actions are defined by pre- and postconditions
4
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which need to hold before and after their execution. For the valid composition
of these actions in a business process model, it needs to be ensured that the
conditions of consecutive actions match correctly.
To summarize, the goal-oriented specification of business processes by exist-
ing approaches shows three weaknesses which affect the quality of the busi-
ness process design. First, the goal model does not capture all relevant in-
formation from the stakeholders’ knowledge. While business goals can be
elicited anddefined, dependencies among themare not considered sufficiently.
Second, it needs to be ensured during the operationalization and specification
of actions in the goal model that these actions are composable. Finally, a sys-
tematic method for the derivation of consistent business process models is
required that considers the goal dependencies appropriately.
Consistency of Business Goals and Business Process Models
In response to environmental changes, business goal models and business
process models can evolve. Elements of the model are changed, deleted or
decomposed, leading to compositional changes which may affect the consis-
tency between both models. For example, a new goal needs to be addressed
by the business process, while a deleted goal could make actions obsolete in
the business process model. A process designer could exchange an action in
the business process, e.g. by renaming, or decomposing an action into a new
subprocess. In this case, it needs to be ensured that the evolved business pro-
cess still achieves the related business goals.
While business goal models are specified by using well-defined notations, the
elements of the model themselves, like goals and actions, are described in
natural language. Natural language is easy to use, is comprehensible to the
people using and creating these models and has a high expressiveness. For
the validation of the consistency between models the use of natural language
has disadvantages like ambiguity and imprecision. Since people in different
roles create and change the models, different understandings of terms can
lead to inconsistencies in their usage.
A consistent usage of a common terminology provides an important founda-
tion for the consistency but is not sufficient to validate the consistency. Busi-
ness goal models provide an overview of the goals which need to be achieved,
5
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while business process models describe how these goals are achieved. With
respect to the given business goal model the business process model has to be
complete and relevant. Completeness means that all goals are addressed suffi-
ciently by the business process. Relevance of the business process means that
each action in a business process can be linked to a business goal, expressing
that it contributes to its achievement. To evaluate completeness and relevance,
an explicit traceability model and a traceability analysis of the business goal
model and business process models is required.
The example in Figure 1.2 illustrates derived business process models which
are complete and relevant to the given business goal model. Nonetheless, the
consideration of dependencies is required to ensure consistency among these
models. For this purpose, the stakeholders’ knowledge about dependencies
among goals has to be elicited during requirements engineering and needs to
be validated against the derived action compositions.
1.2 Solution Overview and Scientific Contributions
To address the identified problems, we propose an approach to the goal-orien-
ted engineering of business processes. An overview of our solution is de-
picted in Figure 1.3. The stakeholder objectives are used as input for our
approach that comprises business goal modeling, the derivation of business
process models and quality analysis and assurance. The result of the outlined
solution is a business process that is in line with the stated business goals.
By realizing the approach, this thesis makes the following contributions.
Business Goal Modeling
To elicit and specify the stakeholders’ knowledge about goal dependencies
we propose an extended goal modeling approach. Although goal-oriented
RE approaches are widely used in research and industry, the focus of exist-
ing work lies on the specification of functional and non-functional goals and
not on the identification and specification of dependencies among them. To
enable a consistent specification, we propose to explicitly consider temporal
6
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Figure 1.3: Overview about the Goal-oriented Business Process Engineering
Approach
and logical dependencies in a goal model. For this purpose, a meta-model for
an extended business goal modeling language is presented and goal annota-
tion elements are defined that provide the required modeling capabilities. By
using the extendedmodeling capabilities, the stakeholders’ knowledge about
dependencies between goals can be elicited and modeled in an explicit man-
ner. The explicit specification provides the foundation for their consideration
in the business process composition.
In addition to the extension of the modeling capabilities, we also present an
7
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approach to the validation of action composability. Hereby, we ensure that
the defined actions can be composed in a valid manner at an early stage of the
specification process.
Derivation of Business Process Models
We provide a systematic derivation approach which uses a business goal mo-
del specified by the modeling techniques we have introduced. In order to
enable the definition of relationships between business goals and business
process elements, we present an approach to calculate and cluster business
process fragments encapsulating logically related actions and to define ex-
plicit traceability links to the related business goals. Further, we demonstrate
how the defined temporal dependencies among goals can be considered and
validated in the derived business process model. For this purpose, an algo-
rithm for the iterative formalization and refinement to verifiable composition
constraints is presented.
Using the set of identified fragments and formalized constraints, we describe
how existing composition algorithms can be integrated into our approach.
Finally, we enrich the resulting business process models with context infor-
mation.
Quality Analysis and Assurance
Inconsistencies among business goal models and business process models
raise the problem of implemented processes in terms of service compositions
that are not in line with the actual stakeholder objectives. Addressing this
problem, we provide a quality analysis and assurance framework for auto-
mated consistency analysis. The analysis includes the validation of the lin-
guistic consistency of the goal model and the traceability analysis to validate
relevance and completeness of the derived business process model.
To support the handling of detected inconsistencies, we contribute a decision
support that proposes suitable repair strategies. For this purpose, we present





The results presented in this thesis have been reviewed and published in the
proceedings of international conferences and workshops. The following pa-
pers are directly related to the presented approach.
• Benjamin Nagel, Christian Gerth, Jennifer Post, Gregor Engels: Ensur-
ing Consistency Among Business Goals and Business Process Models.
In Proceedings of the 17th IEEE International EDOC Conference, pages 17-
26. IEEE Computer Society, 2013.
• Fabian Pittke, Benjamin Nagel, Gregor Engels, JanMendling: Linguistic
Consistency of Goal Models. In Enterprise, Business-Process and Informa-
tion Systems Modeling, pages 393-407. Springer, 2014.
• Benjamin Nagel, Christian Gerth, Gregor Engels: Goal-driven Compo-
sition of Business Process Models. In Proceedings of the 9th Workshop on
Engineering Service-Oriented Applications, pages 16-27. Springer, 2013.
• BenjaminNagel, ChristianGerth, Jennifer Post, Gregor Engels: Kaos4SOA
- ExtendingKAOSModelswith Temporal and Logical Dependencies. In
Proceedings of the CAiSE Forum at the 25th International Conference on Ad-
vanced Information Systems Engineering, pages 9-16. CEUR-WS.org, vol.
998, 2013.
• Benjamin Nagel, Klaus Schröder, Steffen Becker, Stefan Sauer, Gregor
Engels: Kooperative Methoden- undWerkzeugentwicklung zur Cloud-
migration von proprietären Anwendungskomponenten. In Software En-
gineering 2015, Fachtagung des GI-Fachbereichs Softwaretechnik, 2015
(accepted for publication).
In addition, the following papers address the applicability of our work in the
field of self-adaptive systems.
• Markus Luckey, BenjaminNagel, ChristianGerth, Gregor Engels: Adapt
Cases: Extending Use Cases for Adaptive Systems. In Proceedings of the
6th International Symposium on Software Engineering for Adaptive and Self-
Managing Systems, pages 30-39. ACM, 2011.
9
1.4. OUTLINE OF THIS THESIS
• Benjamin Nagel: Semi-automatische Ableitung externer Anpassungs-
mechanismen für selbst-adaptive Systeme. In Proceedings of the Software
Engineering 2011, Gesellschaft für Informatik (GI) (Bonn), pages 303-308.
Lecture Notes in Informatics, 2011.
• Benjamin Nagel, Christian Gerth, Enes Yigitbas, Fabian Christ, Gregor
Engels: Model-driven Specification of Adaptive Cloud-based Systems.
In Proceedings of 1st International Workshop on Model-Driven Engineering
for High Performance and Cloud Computing, pages 4:1-4:6. ACM, 2012.
1.4 Outline of this Thesis
The remainder of this thesis is structured as follows.
• Chapter 2 lays the foundations for the presentation of our approach. We
address the general concepts of model-driven software engineering and
requirements engineering. Hereby, we focus on goal-oriented require-
ments engineering and business process modeling. Further, we discuss
requirements management and different aspects of requirements qual-
ity.
• Our business goal modeling approach is described in Chapter 3. This
chapter comprises a comprehensive analysis of existing goal modeling
notations as well as the introduction of a new modeling technique that
enables the derivation of business process models. Hereby, we consider
the consistency of the goal model itself, the explicit modeling of goal
dependencies and the action composability.
• In Chapter 4, we discuss our approach to the goal-oriented derivation
of business process models. The derivation approach considers goal
dependencies and enriches the resulting business process model with
context information.
• The quality analysis and assurance of business goal and business pro-
cess models is introduced in Chapter 5. Our approach considers a lin-
guistic consistency analysis of business goal models as well as traceabil-
ity analysis between business goals and business processes.
10
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• Chapter 6 documents the implemented GooPE tool support. We de-
scribe the functionality of GooPE and present the provided user inter-
faces.
• In Chapter 7, the evaluation of our approach is described. We discuss
the performed evaluations including a project report, two case studies
and an experiment.
• We conclude this thesis in Chapter 8. We summarize the contributions
of our approach and give an outlook of future work and research chal-
lenges.
• Additional information is given in the appendices. Appendix A de-
scribes a formal language grammar definition that is used for the gener-
ation of a textual editor. Applied models and results of the performed
evaluations are provided in Appendix B, C and D.
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In this chapter, we describe the required foundations and concepts for the
approach presented in this thesis. First, we introduce the general concepts
of model-driven software engineering in Section 2.1. In Section 2.2, we dis-
cuss fundamentals of requirements engineering, the different activities and
a selection of modeling techniques which are relevant in the context of this
thesis. The management of requirements throughout the software life cycle is
discussed in Section 2.3. Success factors for a high-quality requirements spec-
ification and relevant quality properties are presented in Section 2.4. Finally,
we introduce our running example that is used in this thesis in Section 2.5.
2.1 Model-driven Software Engineering
Models on various levels of abstraction are used in different phases of soft-
ware projects. Theyprovide a communication foundation for the stakeholders
involved who are in different roles and have different technical backgrounds.
Software engineering methods provide guidance for the systematic creation,
refinement and validation of models. By defining the required steps and the
actors involved, a structure for software development projects is provided.
Depending on the context and the complexity of the project, different types
ofmethodswill be suitable. Agile approaches, like Scrum [Sch97], support the
iterative development but also require the intensive integration of customers
into the different development phases.
13
















Figure 2.1: V-Model of the Software Engineering Process ([Boe84, KNR06])
A more restricted order of activities is given by traditional methods like RUP
[Kru04] or the V-Model XT [Boe84, KNR06]. The phases of the V-Model are
depicted in Figure 2.1. It illustrates the different steps and the interrelations
among them. Starting with a requirements specification resulting from the
requirements engineering phase (cf. Section 2.2), a high-level design of the
software is created. This results in one or more architectural views on a high
level of abstraction, which are systematically refined to a detailed design. The
technical design is used as a foundation for the implementation (source code)
of the software.
The structure of the V-Model makes it possible to assign the different levels
of testing to the corresponding development phases. Quality assurance of
the code is done by unit tests. The detailed technical design is used to apply
integration tests. Based on the high-level architectural design, system tests are
performed. Finally, the achievement of the specified requirements is validated
by user acceptance tests.
An integrated and systematic approach for model-driven software develop-
ment is provided by the Model Driven Architecture (MDA) [OMG09], intro-
duced by the Object Management Group (OMG) in 2001. MDA focuses on
forward engineering, aiming for the generation of executable code from ab-
stract, human-elaborated models. Hereby, MDA distinguishes three model
14
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types, providing different views on a system on varying levels of abstraction.
The computation independent model (CIM) is the most abstract representa-
tion and does not show details of the system structure. It serves as a domain
model and provides a common vocabulary. Hereby, it plays an important role
especially in early phases (e.g. requirements specification) to bridge the gap
between domain experts and software architects [MM+03].
A platform independent model (PIM) is derived from the CIM. The PIM fo-
cuses on the description of the required functionality in a platform indepen-
dent way. This means that concrete details about the way the described func-
tionalities are realized on a specific technical platform are not specified. Such
models are suitable for the definition of high-level designs in order to get a
commonunderstanding about the functionalities, without determining a con-
crete implementation platform.
In the last step of the MDA approach, the PIM is transformed into a platform
specific model (PSM). Hereby, the generic functionality descriptions are en-
riched with the implementation details of a certain platform. Such details can
be information about a specific framework or database that is used. The PSM
can be matched to the detailed design phase of the V-Model.
To define concrete models for such types, languages are required that pro-
vide the required expressiveness in terms of modeling capabilities and are
suitable for the stakeholders to work with these models. A standardized col-
lection of modeling languages is provided by the UnifiedModeling Language
(UML) [OMG11b] published and developed by the OMG. The UML provides
notations for the creation of models on different levels of abstraction, which
are formally defined over a common meta-model. For example, use case dia-
grams can be used to elicit and specify functional requirements and class dia-
grams are suitable for the definition of relevant context elements and their re-
lations. Encapsulating functionalities, component diagrams are widely used
for the specification of the system structure. Behavioral models like activity
diagrams, sequence diagrams or state charts can be used to represent the sys-
tem behavior. By applying suitable UML notations, the required models in




In this section, we discuss the foundations of requirements engineering. This
discussion includes the fundamentals of software requirements in Section
2.2.1 and the crucial activities performed in the requirements engineering pro-
cess in Section 2.2.2. Goal-oriented requirements engineering approaches and
business process modeling techniques are described in detail in Sections 2.2.3
and 2.2.4. Finally, we discuss domain and object modeling in Section 2.2.5.
2.2.1 Fundamentals of Software Requirements
Due to their different backgrounds, roles and perspectives, stakeholders in-
volved in a project often havedifferent understandings of a requirement. These
misunderstandings are aggravated by the fact that no common definition of
the term requirement exists [Wie03].
Brian Lawrence gives a general definition and considers everything as a re-
quirement that leads to a design decision [Law97]. Sommerville and Sawyer
discuss their variety and state that "requirements are defined during the early
stages of a system development as a specification of what should be implemented. They
are descriptions of how the system should behave, or of a system property or attribute.
They may be a constraint on the development process of the system." [Law97].
For the purpose of this thesis, we adopt the widely known and applied defi-
nition provided by the IEEE Standard Glossary of Software Engineering Ter-
minology [IEE90] and define the term requirement as follows:
Definition 1 (Requirement) A requirement is defined as
1. a condition or capability needed by a user to solve a problem or achieve an ob-
jective.
2. a condition or capability that must be met or possessed by a system or system
component to satisfy a contract, standard, specification, or other formally im-
posed documents.




A common classification scheme for requirements distinguishes three main
types of requirements: functional requirements, quality requirements and
constraints [RR06, Som07, Poh10]. Another more detailed classification is
given by Glinz [Gli07]. He proposes a concern-based taxonomy considering
project, system and process requirements. Focusing on the system concern,
he considers four different typeswhich comprise functional requirements and
constraints as well as performance and specific quality requirements.
Wiegers provides a model representing different levels of requirements and
their interrelations [Wie03]. Figure 2.2 sketches an overview of this classifi-
cation model. Business objectives represent strategic requirements of an en-
terprise that are described by a product vision or a goal model. Based on the
defined project scope, user requirements are derived which define what the
user will be able to do with the system. Bringing together user and system re-
quirements, the consolidated functional requirements are defined. Functional
requirements are effected by non-functional requirements. Business rules de-
fine governance and compliance guidelines or the business logic that needs
to be considered. Quality requirements and constraints define additional re-
strictions for the implementation of the desired functionality. The result is a
software requirements specification.
2.2.2 Requirements Engineering Activities
The process of requirements engineering comprises different activities ad-
dressing all aspects of the capturing, structuring, specification and validation
of requirements [GBB+06]. As depicted in Figure 2.3, the requirements engi-
neeringprocess can bedivided into four core activities [SS97,Wie03,ABD+04].
• Requirements elicitation
This activity aims for the elicitation of all existing and new require-
ments at the required level of abstraction for the system to be devel-
oped [Poh10]. The process of requirements elicitation comprises five
steps [ZC05]. First, an understanding of the application domain needs
to be gained by investigating and examining the actual environmental
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Figure 2.3: Requirements Engineering Activities
tified and the corresponding stakeholders are analyzed resulting in a
list of relevant project stakeholders. According to the analysis of the
project context, the available information sources and stakeholders, suit-
able elicitation techniques, approaches and tools are selected [HD03].
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Equipped with this setup, the requirements are elicited in the last step.
• Requirements analysis
Using the raw information gathered in the elicitation phase, the require-
ments are analyzed in-depth in the next step. Their refinement and re-
definition aims to provide a common understanding for all stakehold-
ers [Wie03]. The analysis comprises requirements classification, detec-
tion and resolution of conflicts between requirements, the evaluation
of their feasibility and the negotiation of their implementation prior-
ity [BRF14]. Discussions about requirements are usually supported by
conceptual models, e.g. context models, which illustrate the underlying
real-world problems. Extending the conceptual modeling, a high-level
system architecture is specified, usually in terms of a component dia-
gram, which is used to allocate the requirements to components that
have to satisfy them. This allocation step emphasizes the intertwined
relation between requirements engineering and software architecture
development [Nus01].
• Requirements specification
To establish the foundation for an agreement about the requirements
that are in the scope of the project and to explicitly model them for sub-
sequent development phases (design, implementation etc.), a require-
ments specification is created. In the previous activities, various kinds
of information have been documented, like the context information or
a raw documentation of the requirements. The requirements specifica-
tion is a more formal way of specifying the requirements in compliance
with a set of defined specification rules and guidelines [Poh10]. The dis-
tinction between documented information, documented requirements
and the actual specification of requirements is illustrated in Figure 2.4.
The structure and content of a software requirements specification can
vary depending on the complexity of the project. A proven standard
is proposed in the IEEE Standard 830-1998 recommended practice for




Requirements validation is concerned with the process of examining
the requirements specification to ensure that it defines the right soft-
ware. This means a software that meets the users expectations [SK98].
For this purpose, quality criteria like completeness, correctness, consis-
tency, unambiguousness, feasibility and comprehensibility need to be
evaluated and assured. Common techniques for requirements valida-
tion are requirements reviews that validate the existing specification by
inspection, static analysis of formalized requirement models or proto-
typing in order to evaluate the feasibility of the requirements [BRF14].
The planning of user acceptance tests based on the requirements mod-
els (cf. V-Model in Figure 2.1), is often considered as part of the require-







Figure 2.4: Distinction between Documentation and Specification of Informa-
tion and Requirements ([Poh10])
During the described requirements engineering process, different require-
ments artifacts are created. Pohl [Poh10] distinguishes three kinds of require-
ments: goals, scenarios and solution-oriented requirements. Fernandez et.al.
[Fer11, FPKB10] propose a more detailed model for structuring requirements
models according to the abstraction levels and the specified modeling view.
The artifacts which are relevant in the context of this thesis are highlighted in
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Figure 2.5: Abstraction Levels and Modeling Views for Requirements Arti-
facts [Fer11, FPKB10]
2.2.3 Goal-oriented Requirements Engineering
To enable the specification of requirements, the requirements engineers need
to understand the stakeholders’ intentions and objectives. Such objectives
are defined and specified as goals in the requirements engineering process
[Poh10]. Based on van Lamsweerde [vL01] we define a goal as follows.
Definition 2 (Goal) (based on [vL01]) Goals capture, at different levels of abstrac-
tion, the various objectives the system under consideration should achieve.
Goals can be formulated on different levels of abstraction, ranging from strate-
gic goals on a higher abstraction level to low-level concerns that describe tech-
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nical requirements. The defined goals can represent a functional property or
a quality property of the system that shall be developed [KW09]. To enable
the consideration of these goals, they need to be specified in an explicit goal
model. Several established approaches provide notations for the specification
of goal models [DvLF93, Yu96, Yu97, GKMP04]. The most popular modeling
languages are KAOS, i* and the Tropos methodology. These goal modeling
notations support the specification of common goal model concepts: decom-
position, operationalization and responsibility.
• Decomposition
Goal models are defined as a hierarchy in which a goal is refined to a
set of subgoals. This refinement is termed decomposition. Most ap-
proaches consider two different types of decomposition. The AND-
decomposition of a goal means that all subgoals need to be achieved in
order to achieve the super goal. Further, an OR-decomposition can be
defined. This decomposition expresses that the super goal is achieved
if at least one of its subgoals is achieved. Hereby, different alternatives
for the achievement of a goal can be expressed.
• Operationalization
Following the concept of decomposition, goals within a goal model are
iteratively refined. To derive functional requirements in terms of con-
crete actions, the leaf goals are operationalized by actions. These actions
define concrete steps that need to be performed to achieve the related
leaf goal. There are no certain rules whether a goal is decomposed or
operationalized. A decomposition guideline is to operationalize a goal
if any action can be assigned to exactly one actor. The operationalization
of high level goals leads to complex actions which might make a further
refinement necessary in a subsequent design step.
• Assignment of Responsibilities
The third common concept is the assignment of responsibilities. Exist-
ing goalmodeling approaches provide an actor concept that can be used
to specify relevant actors and hierarchies of actor roles. These actors are
related to the actions that they are able to execute. Hereby, goal mod-
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els also provide additional value for the identification of relevant actors
and their contributions to the achievement of the stated goals.
A detailed analysis and discussion of the different approaches is given in Sec-
tion 3.1. Regardless of the modeling language chosen, the explicit specifica-
tion of goals serves several purposes [Yue87, DFvL91, vL01].
• Common understanding of vision and objectives
Goal models describe the overall vision and the related objectives. An
explicit specification provides the foundation for their communication
between the stakeholders involved. This facilitates the discussion and
justification of the goals itself as well as inferringmore concrete require-
ments.
• Guidance for the elicitation process
The systematic definition of high-level goals and their step-wise decom-
position andoperationalizationprovides a structure for the requirements
elicitation and specification process. Specified goals can also be com-
bined with other requirements engineering techniques, like scenario-
based requirements elicitation [Sut98, RSA98,MKK05]. Hereby, for each
goal a set of scenarios is described to improve the understandability.
• Consideration of alternatives
A goal can be achieved in different ways. The decomposition of a goal
into subgoals is suitable for the expression of different possibilities on
how to reach the super goal [VL09]. By making these alternatives ex-
plicit, their evaluation and the decision-making are supported.
• Completeness of requirements
Following the concept of goal-oriented requirements engineering, each
requirement is related to a goal. By using the goal model specification
and the defined relation to requirements, it can be evaluated whether
all goals are addressed sufficiently or if additional requirements need




• Relevance of requirements
In addition to completeness, goal models and their relations to require-
ments can also be applied to check the relevance of requirements. A
requirement is relevant if it contributes to the achievement of a goal.
Requirements which cannot be related to a goal might be irrelevant and
obsolete.
• Stability of goals
Goal models provide the starting point for more concrete requirements
or specification artifacts like business process models (cf. Section 2.2.4).
The definition of such concrete specification artifacts depends on design
decisions on how the elicited goals shall be achieved. Such design deci-
sions can evolve during a project and result in changes of the artifacts.
Hereby, goals are considered as more stable pieces of information that
provide a reference for managing changes of related requirement arti-
facts.
2.2.4 Business Process Modeling
By using goal-oriented approaches, the system vision can be defined in terms
of goals on different levels of abstraction and operationalized actions. To de-
scribe how the goals are achieved, the actions need to be composed specifying
the desired behavior of the system. This behavior can be represented by busi-
ness processmodels. Today, severalmodeling languages have emergedwhich
can be applied for the specification of business process models.
The industrial de-facto standard for the specification of business processes is
the business process modeling notation (BPMN) [OMG11a] which has been
developed by the OMG. The primary goal of BPMN is to provide the ability
to specify business process models, which are comprehensible and intuitive
for business and technical users. To describe business process models, BPMN
provides a comprehensive set of language elements. A precise description of






























Figure 2.6: Notations for Selected BPMN Language Elements
An overview about selected notation elements is provided in Figure 2.6. The
actual processing logic expressed by the business process is defined by activ-
ities. These activities can be atomic tasks describing a single step or an aggre-
gated subprocess which encapsulates a separate sequence of tasks or further
subprocesses. The application of subprocesses is suitable if an abstracted view
of a certain activity is desired in the business process model.
Events are used tomodel relevant things which happen or can happen during
the execution of the business process. Such events usually affect the control
flow and are often related to a trigger that causes the event. In BPMN, three
types of event are distinguished: Start, Intermediate and End.
Usually, the control flow of a business process cannot be defined in a simple
sequence. Very complex scenarios need to consider different execution paths
and alternative behaviors. For this purpose, BPMN provides gateways to de-
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scribe the divergence and convergence of the control flow.
To define a coherent business process model several connecting objects can be
used. The sequence flow is used to represent the actual control flow by defin-
ing the execution order of flow elements (activities, events and gateways). In
addition to the sequence flow, the exchanged messages can be expressed by
the message flow connection. The messages are described by a message ele-
ment. To illustrate the data that is processed or created in the business pro-
cess, the data association can be used to relate a data object to an activity.
Considering different roles and actors who are involved in the execution of a
business process, elements can be assigned to pools. A pool represents a partic-
ipant in the business process, e.g. a supplier. Hereby, it is possible to express
which activities are executed by a certain participant. If amore precise assign-
ment is required, lanes can be used to address a more specific role or function
of the participant, e.g. an accounting or a logistics department.
As discussed in Section 2.1, the unified modeling language (UML) provides
a set of modeling languages for several purposes [OMG11b]. Business pro-
cesses can be specified by UML activity diagrams. The notation and visual
representation is very similar to the presented BPMN. Sequences of actions
are connected by edges that represent the control flow within a business pro-
cess. A more complex control flow logic can be specified by decision nodes,
separating alternative executions paths and synch states for the modeling of
parallel action sequences.
While BPMN and UML activity diagrams focus on comprehensibility, the
Business Process Execution Language (BPEL) has a stronger focus on exe-
cutability. BPEL is an OASIS standard [OAS11] that enables the specification
of executable processes by relating activities to implemented web services.
For this purpose, BPEL provides different language elements to express the
invocation of web services but does not provide a visual notation for the ex-
pression of the business process structure. Therefore, a BPEL specification is
often combined with the modeling capabilities of BPMN.
In addition to the approaches discussed, further modeling languages exist
which can be used for business process modeling, like Event-driven Process
Chain (EPC) [NR02], Yet AnotherWorkflowLanguage (YAWL) [VdATH05] or
the XML Process Definition Language (XPDL) [Spe12]. Due to their limited
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application and distribution in the academic and industrial context, we do not
discuss them in detail.
2.2.5 Domain and Object Modeling
The analysis and explicit specification of the domain and relevant objectswith-
in a domain has been recognized as an important part of the requirements
engineering process [Wie03, Poh10]. It is not possible to define requirements
properly without considering the application domain of the designed system
[MP84, HRH01].
Context models, as proposed in [DeM79], illustrate the data flow between a
system and context "endpoints" on a very high level of abstraction. These di-
agrams are well-suited to identify the boundary between the system and its
context. Furthermore, they make external interfaces explicit which the sys-
tem needs to provide. In early phases, a context diagram also facilitates the
identification of relevant stakeholders that need to be considered in the re-
quirements engineering process.
While the context diagrams are often used to provide an externalized view,
domain models are used to define objects and their interrelations on a more
concrete level [DeM79]. For this purpose, the UML specification provides
UML class diagrams [OMG11b]. These diagrams can be used to define rele-
vant object types and to describe the relationships among them. The result is
a vocabulary that provides a common understanding and makes communi-




In addition to the engineering of requirements, their efficient management
during the software engineering process is an important task as well. In this
chapter, we discuss requirements management in detail. First, we discuss
the fundamentals of requirements management by presenting different view-
points and definitions of this term. Further, we describe two essential activi-
ties: requirements traceability and change management for requirements.
2.3.1 Fundamentals of Requirements Management
Existing definitions and usages of the term "requirements management" vary
depending on the perspective, especially with respect to the scope of man-
agement activities and the relation between requirements engineering and re-
quirements management. Leffingwell and Widrig consider requirements en-
gineering as an integral part of requirementsmanagement [LW00]. A broader
scope is proposed by thework in [Sch01]. It defines part of the general product
and project management as elements of requirements management.
The requirements engineering framework described in [Poh10] discusses a
broader understanding expressed by the term requirements managementwhich
comprises the following three main aspects.
• Management and observation of the system context.
As discussed in Section 2.2.5, the context of the planned system is rel-
evant for the correctness and validity of the requirements. Hence, the
continuous observation of the system context is crucial for the detec-
tion of relevant changes that affect the system requirements, e.g. new
customer groups that need to be addressed.
• Management of the RE process.
This aspect comprises the management of the single activities in the RE
process (elicitation, analysis, specification and validation). Usually, a
project defines a time frame and the desired result for each of these ac-
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tivities before the RE process is started. Nonetheless, different external
events, e.g. changes in the context, can affect the efficiency of the exist-
ing plan. During the RE process, requirements management needs to
ensure that the current process is appropriate due to the current project
context. In order to handle changes, the RE process or certain activities
within the process need to be adapted accordingly to create an updated
project plan.
• Management of requirements artifacts
During theREprocess, various requirements artifacts are created to doc-
ument the stakeholders intentions. To ensure that these documents are
always up-to-date, the requirements artifacts need to be managed as
well. In addition, the evolutionary changes of requirements artifacts
need to be tracked. Further, the consistency among different artifacts
needs to ensured during their evolution. For this purpose, traceability
between requirements artifacts needs to be established, which enables
the detection of dependencies among them.
In [SK98, Wie03] the management of requirements artifacts is considered as
the main challenge in requirements management. This work considers both
processes in a more separate way as sketched in Figure 2.7.
As depicted, RE deals with the elicitation, analysis, specification and valida-
tion of the stakeholders’ requirements. The resulting requirements specifi-
cation is the transition between requirements engineering and management.
Similar to artifact management described in [Poh10], a change management
for requirements artifacts is established that handles external changes and
their impact on the existing requirements specification.
A prerequisite for preserving consistency within an evolving requirements
specification is the explicit specification of traceability relations and depen-
dencies among the different artifacts. In the next section, we introduce the



























Figure 2.7: Requirements Engineering and Requirements Management
([Wie03])
2.3.2 Requirements Traceability
Requirements traceability is an essential aspect of requirementsmanagement.
In general, traceability denotes the degree to which relationships between
software development artifacts can be established [IEE90]. A requirement is
traceable if its usage, achievement and consideration through the different
phases of the development process is documented [HB91, IEE98]. Require-
ments traceability can also be established among requirements on different
levels of abstraction, e.g. a defined goal and functional requirements which
contribute to its achievement.
30
2.3. REQUIREMENTS MANAGEMENT
To define our understanding of the term Requirements Traceability, we apply
the following definition given by Gotel and Finkelstein:
Definition 3 (Requirements Traceability) ([GF94]) Requirements traceability re-
fers to the ability to describe and follow the life of a requirement, in both a forwards and
backwards direction (i.e. from its origins, through its development and specification,
to its subsequent deployment and use, and through all periods of on-going refinement
and iteration in any of these phases).
According to [Poh96, Ram98, Poh10], requirements traceability supports var-
ious activities in the development process.
Verifiability and acceptance. The traceability of requirements to design and
implementation artifacts provides the foundation for their validation with re-
spect to the requirements. By applying model analysis approaches, design
artifacts, e.g. a software architecture specification, can be validated. Further,
the user acceptance can be evaluated with respect to the stakeholder require-
ments [PG96].
Change management. Traceability of requirements supports the manage-
ment of changing requirements by the identification of all artifacts which are
related to the evolved requirement and may be affected. Hereby, it eases the
effort prediction for the implementation of the desired changes [EH91].
Quality assurance andmaintenance. While the changemanagement addres-
ses desired changes, traceability also supports quality assurance and mainte-
nance actions. By following the established traceability relations, all artifacts,
e.g. parts of the source code that are related to an erroneous artifact, can be
identified. Effort estimations for bug fixing can also be done based on this
information [Bro87].
Monitoring of project progress. Established traceability relationships are
useful for the monitoring of the project progress. By estimating the coverage
of requirements, i.e. the number of requirements that have already been im-
plemented, the current progress can be determined [Zmu80]. To get a more
precise and realistic estimation, requirements can also be weighted, e.g. by
the application of use case points [Car05].
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Over the past years, several classifications of traceability have been proposed.
An overview is sketched in Figure 2.8. First, requirements traceability is differ-
entiated into pre-requirements specification (pre-RS) traceability and post-require-
ments specification (post-RS) traceability. Pre-RS deals with the establishment
andmanagement of traces during elicitation and analysis of requirements un-
til they are defined in a requirements specification. This means, the specified
requirements are usually traced to informal idea sketches or objective descrip-
tion. The lack of maturity and structure of such early documentation makes


























Figure 2.8: Dimensions and Directions of Traceability Links ([WP10])
Post-RS deals with the traceability of the requirements specification to arti-
facts in subsequent project and development phases. For example, a require-
ment is traced to a component in the software architecture and the corre-
sponding source code (e.g. a package or a set of classes) that implements the
component.
A second classification of traceability is the distinction between forward- and
backwards-traceability. Forward-traceability of an artifact addresses all arti-
facts which are derived in subsequent phases from the considered artifact.
For example, the forward-traceability link of an architectural design artifact
is connected with the source code implementing the designed functional-
32
2.3. REQUIREMENTS MANAGEMENT
ity. Accordingly, backwards-traceability refers to artifacts created in previ-
ous phases. Backwards-traceability is useful to identify the sources a certain
artifact is related to. An example is the backwards-traceability of a business
process to the business goal that it achieves.
Furthermore, traceability can be classified in horizontal and vertical. In liter-
ature, different interpretations of this classification are defined. Following
the work in [BBH+96, WP10], a horizontal traceability link connects artifacts
created in the same phase or on the same level of abstraction. In [LS96], hor-
izontal traceability considers different elements within the same model. Ver-
tical traceability addresses the connection of different models and in different
phases of the software development process.
Traceability links have a certain type that represents the semantics of the re-
lationship. Several classifications of traceability relationship types have been
proposed in [RJ01, VKP02, DP05, ELGS05, EAG06]. Aggregated overviews
summarizing the proposed approaches from literature are presented in [SZ05,
WP10].
We apply these classifications and distinguish eight categories of traceabil-
ity relationship types. In the following, we consider two artifacts d1 and d2
which are connected by a traceability link and discuss the different relation-
ship types.
• Dependency links. The specified artifacts are usually not independent
from each other. For example, if a requirement changes, the code block
implementing this requirement needs to be adapted as well. To ensure
that such changes are done accordingly, dependencies among artifacts
need to be defined explicitly. For this purpose, dependency links are es-
tablished. An artifact d1 depends on d2, if d1 relies on the existence of
d2, or if changes made in d2 have to be reflected in d1 as well. The ap-
plication of dependency links is particularly useful for the connection
of requirement artifacts like use cases and design artifacts to enable an
impact analysis [vKPKH02].
• Refinement links. During the engineering process, artifacts are spec-
ified on different levels of abstraction by following an iterative refine-
ment. To establish traceability through this refinement process, refine-
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ment links are used to specify hierarchies of abstraction levels for related
artifacts.
• Evolution links. Addressing changes in the context, e.g. through new
customer requirements, the systemand themodels describing it are con-
tinuously changing in an evolutionary process. Usually, it is desirable
to track those changes in terms of an history that documents earlier ver-
sions of an evolved artifact, e.g. for the purpose of a roll-back. For this
purpose, evolution links can be applied. An evolutionary link between
two artifacts d1 and d2 is read as d1 evolved to d2. This means, artifact
d1 has been replaced by d2 during the development or by the evolution
of the models.
• Satisfiability links. This type of relationship expresses that d1 satisfies
d2. Satisfiability links are often defined between a requirement and the
system component which satisfies this requirement [RJ01].
• Overlap links. Two artifacts d1 and d2 overlap, if they refer to common
parts, features, functionalities or properties of the system or the relevant
domain [SZ05]. For example, in [CAS03] overlap links are established
between i* goal models, UML use case and class diagrams. The appli-
cation for the expression of overlaps between scenario descriptions and
use cases is discussed in [vKPKH02].
• Conflict links. In many cases, artifacts are not independent from each
other. They can describe similar or common aspects of the system (e.g.
overlap links) or describe contradicting aspects, e.g. requirements that
cannot be achieved within the same system. Such a contradiction be-
tween two artifacts d1 and d2 can be marked explicitly by a conflict link.
Winkler et.al. [WP10] point out that conflict links also need to include
information how the identified conflict can be resolved, e.g. by suitable
design alternatives.
• Rationalization links. The engineering process includes decision mak-
ing, e.g. between alternative design solutions to realize a given require-
ment. Such decisions usually rely on different reasons given by the sys-
tem or project context. To justify decisions, it is useful to document the
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reasons describing the rationale behind these decisions. Rationalization
links are associated with artifacts that describe the rationale behind its
changes, evolution etc. [Let02].
• Contribution links. The creation and authoring of artifacts is done by
stakeholders involved in the development project. To define those con-
nections, a contribution link is established between an artifact (contribu-
tion) and the related stakeholder (contributor). According to [SZ05], the
contributor can be a principal who is responsible for the consequences
of the artifact, an author who formulates and organizes the content and
the documentor who captures and records the content in the artifact.
2.3.3 Change Management for Requirements
During the system life cycle, requirements can evolve according to changes in
the context. As part of the requirement management such changes need to
be analyzed, evaluated and implemented while considering dependencies on
other development artifacts. Changes of requirements can be differentiated
into five categories [Poh10]:
• Integration of a new requirement
• Removal of an existing requirement
• Extension of an existing requirement
• Reduction of an existing requirement
• Change of an existing requirement
To support the handling of such change requests, Figure 2.9 sketches an ap-
proach for the systematic management of requirement changes.
First, an incoming change request is classified by a changemanager or a change
control board. An exemplary categorization is the distinction between cor-
rective, adaptive and exceptional changes [Poh10]. Usually, different types
of change request are assigned to a certain percentage of the project budget.
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Figure 2.9: Requirements Change Management Process (Extended Version of
the Work in [Poh10])
In the next step, the impact of the change request is analyzed and the nec-
essary effort is estimated. The prediction needs to consider the adaption of
the requirement artifact, the adaption of all related artifacts (e.g. design or
test artifacts) and the actual implementation in the system (code artifact). For
this purpose, the traceability links introduced in Section 2.3.2 are applied to
identify all artifacts which need to be considered in the impact analysis. The
result of this phase is an estimation of the total effort for the change request.
By using the estimated effort and evaluating it against the expected benefits
of the change request, a decision about the acceptance of the change request
is made. Since not all benefits can be measured in economic units (e.g. 20
percent more sales), the decision-makingmight require extensive discussions
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and negotiations.
If the change request is accepted, it is implemented accordingly. The progress
and completion according to time, budget and quality restrictions is moni-
tored continuously. Furthermore, the actual impact and the additional value
of the change request are evaluated to gather information for themanagement
of future change requests.
In case the change request is rejected, it needs to be decided if it is discarded
completely or if a redefinition is required. The redefined change request is
used to restart the requirements change management process.
2.4 Quality of Requirements
Several studies discuss the impact and importance of requirements engineer-
ing in industrial projects. About 40% - 60% of all defects in a software product
can be related to an error in the requirements engineering [LWE01, Wie03].
From these insights, we can infer that many errors can be prevented during
the requirements engineering phase, e.g. by a suitable quality assurance of
the requirements specification. The removal of errors in an early project phase
can reduce the overall effort significantly. According to [Boe88], the effort is
50 - 200 times cheaper while McConnell argues for an effort reduction of 10 -
100 times.
Addressing the topic of requirements quality, this section discusses existing
impact factors and quality properties which can be used to improve and val-
idate the quality of requirements specifications. Critical success factors for
the requirements engineering phase are described in Section 2.4.1. Concrete
attributes and properties which can be applied to validate the overall quality
of the requirements specifications are discussed in Section 2.4.2.
2.4.1 Success Factors for Requirements Engineering
According to the study results described in the StandishGroupReport [The06],
more than 50% of the key factors for the success of software projects can be
related to the requirements engineering phase. To illustrate such success fac-
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tors, the Requirements Engineering ReferenceModel (REM) developed by the
TUMünchen and Siemens provides an overview about critical success factors
[GBB+06, BGK+07].
An important factor is the integration of domain experts during the differ-
ent requirements engineering phases (cf. Section 2.2.2). Their availability and
support especially in early steps, like the context definition, is crucial for the
success of this phase. While the contribution of domain experts often focuses
on functional requirements, non-functional requirements need to be elicited
and specified as well to ensure their consideration. For this purpose, techni-
cal knowledge needs to be acquired which requires a qualified software ar-
chitect that can define non-functional requirements based on his experience
and know-how.
In Section 2.3 we discussed the central role and importance of requirements
management. To support the different management activities, an efficient re-
quirementsmanagement process needs to be established. Existing approaches
like the Capability Maturity Model (CMMI) can be applied [Pau93]. Further-
more, the requirements engineering process needs to provide the required
level of flexibility and the ability to scalewith the complexity of the project. To
improve the applicability of the requirements engineering and management
processes, an appropriate tool support is required. Usually, the integration
and adaption of the tooling is necessary to match the project requirements.
2.4.2 Quality Attributes for Requirements Specifications
The quality of a requirements specification can be validated in different di-
mensions. Existing work proposes several quality attributes [DOJ+93, Wil97,
IEE98, Wie03, KEB08, Tjo08, Poh10, GFL+13]. In the following, we describe
the most important and relevant quality properties. The requirements arti-
facts themselves and a requirements specification need to be:
• Complete: A requirement is complete if it considers all information that
is relevant for all stakeholders. Furthermore, it needs to fulfill all rules
and guidelines defined for the specification of requirements given by
the application of a given standard like [IEE98]. Such standards and
guidelines can also define formalities which need to be considered (e.g.
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a defined pattern for the requirements identifier). According to [Poh10],
a requirements artifact is complete if it has been captured completely
and a requirements specification is complete if it comprises all relevant
requirements.
• Traceable: A requirement artifact is traceable if every requirement can
be traced to its source and its impact and relation to artifacts in subse-
quent development phases are traceable. A detailed discussion of re-
quirements traceability has been given in Section 2.3.2.
• Correct: A requirement specification is considered as correct, if every
requirement defines an aspect that is required to develop the system
[DOJ+93, IEE98]. The correctness of a requirement is confirmed by the
stakeholders involved who decide whether the requirements describe a
system that matches their needs [Wil97, Poh10, GFL+13].
• Unambiguous: A requirements specification is unambiguous, if every
documented requirement has only one possible interpretation [DOJ+93,
Poh10]. In [IEE98] it is also stated that relevant characteristics of the
domain or the final product need to be defined by unique terms.
• Understandable: A requirements specification is considered as under-
standable, if its content is easy to comprehend by its reader [Poh10]. The
understandability of requirements can be improved by an appropriate
structure and suitable guidelines. Furthermore, a concise description
also improves their comprehensibility [DOJ+93].
• Consistent: Pohl [Poh10] considers a requirements specification as con-
sistent if it has no contradictions. Davis et.al. [DOJ+93] explicitly dis-
tinguishes between internal and external consistency. Internal consis-
tency means that the different parts of a requirement, e.g. its single
statements, do not conflict with each other. A requirements specifica-
tion is considered as externally consistent if no requirements within this
specification are conflicting.
• Verifiable: A requirements specification is verifiable if for each require-
ment it can be checked whether it has been considered appropriately in
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the implemented system. In [DOJ+93, IEE98] a requirement is defined
as verifiable if a finite and cost-effective process exists to check whether
the software meets this requirement.
• Modifiable: Amodifiable requirements specification is defined in a struc-
ture or follows a template that makes it possible to change and modify
the requirements in an easy and traceable manner. This comprises the
tracking of changes and the management of different versions. Modifi-
ability is important for two reasons: (1) the requirements continuously
evolve and (2) the requirements might contain weaknesses which need
to be fixed [DOJ+93, IEE98].
• Atomic: An atomic requirement describes a single and coherent fact. In
contrast, a requirement is not atomic if it expresses different isolated or
loosely coupled facts, which can be separated into several requirements
[Poh10].
• Right level of abstraction: Addressing the different groups of stake-
holders, a requirements specification can describe the requirements of
a system on different levels of abstraction [Wil97]. The right level of ab-
straction cannot be measured in a clear-cut way. In [DOJ+93] the right
abstraction level is characterized as follows: ”A requirements specification
should be specific enough that any system built that satisfies the specified re-
quirements satisfies all user needs, and abstract enough that all systems that
satisfy all user needs also satisfy the requirements.”
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2.5 Running Example - Online Book Shop
Throughout this thesis, we use a running example to illustrate the concepts
introduced above. As a scenario, we consider an online book shop that is to
be developed. As part of the work presented in this thesis we focus on the
early requirements engineering phases and discuss which goals are intended
to be achieved in this scenario and the business process that is required to
achieve these goals. In the following chapters, we will show how the different
models are created and refined in an iterativemanner. Amore comprehensive
description of this scenario is provided in [Pos12].
41




In this chapter, we present an approach for the specification of business goal
models. In Section 3.1 we identify requirements for our approach and analyze
related work with respect to these requirements. Applying the evaluation
results, Section 3.2 presents an overview about our modeling approach. In
Section 3.3, we describe the definition of relevant business object types in the
business context as well as the specification of business goals and their sys-
tematic operationalization to concrete actions. The validation of action com-
posability is addressed in Section 3.5. Finally, Section 3.6 concludes this chap-
ter and summarizes its results. This chapter is partially based on the earlier
publication [NGPE13b].
3.1 Requirements and Related Work
In this section, we analyze the concept of business goal modeling and elicit re-
quirements for a suitable approach. Existing approaches are evaluated with
respect to these requirements and the evaluation results are discussed. Based
on the gathered results we select an existing modeling language as a founda-
tion for our approach.
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3.1.1 Requirements Definition
Goal-oriented requirements engineering is widely used for the elicitation and
specification of requirements in early project phases. These approaches aim
for the definition of high-level goals that need to be achieved [GPW06] and
their explicit specification in goalmodels. Hereby, goals are systematically de-
composed into subgoals and finally operationalized to actions. These actions
define concrete functional requirements that describe how a goal is achieved.
Business goalmodels apply the generic concept of goal-oriented requirements
engineering to a specific domain. Addressing the domain-specific context, we
investigate whether existing approaches support the specification of business
goals and the subsequent derivation of business processes in a sufficient way.
For this purpose, we analyze the challenges of business goal modeling and
state requirements for the evaluation of existing approaches.
The purpose and importance of business goals becomes obvious from the def-
inition given in [BHL+07]. It emphasizes the direct relation between business
goal achievements and the success of an enterprise or organization.
"What an enterprise needs to accomplish in order to maintain or
achieve business success." [BHL+07]
Figure 3.1 sketches an overview about the challenges in business goal model-
ing. A prerequisite for the consideration, monitoring and tracing of goals is
their explicit specification in a business goal model. Suchmodels capture and
specify business goals which are relevant in a given context, e.g. for a specific
enterprise. Usually, they are specified by business analysts who are familiar
with requirement engineering techniques and specification languages.
As depicted, the business goal model provides the foundation for subsequent
specification steps, especially the derivation of business processes. To ensure
that the goals are considered appropriately, the specified business goals need
to be in line with the actual goals raised by the enterprise executives. There-
fore, the business goal model needs to provide a communication basis that is
understandable for the modeling specialist (business analysts) and the enter-
prise executives (C1).
An approved specification of business goals provides a mutual agreement
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Figure 3.1: Challenges of Business Goal Modeling
concerning the desired achievements. Business processes describe an opera-
tionalized view on how the defined business goals can be achieved. To enable
the derivation of business processes that sufficiently satisfy the stated busi-
ness goals it needs to be verifiable whether a business goal is achieved (C2).
Since a natural language specification is not suitable for an automated valida-
tion, the achievement of business goals needs to be expressed by a verifiable
condition.
The identification and specification of the required actions and the definition
of their contribution to the achievement of a certain goal is part of the business
goal modeling. To define a business process that achieves the business goals,
the business process engineer composes these actions. Figure 3.2 illustrates
the achievement of business goal g1 by the composition of actions a1 and a2.
For the derivation of a valid composition it needs to be ensured that input I2
of action a2 matches output O1 of action a1 (composability).
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Figure 3.2: Composability of Actions
To identify valid compositions and to verify the composability of two actions,
inputs and outputs representing the effect of the action execution need to be
specified explicitly in the goal model. In addition to the verifiability of the
composability, it needs to be decidablewhether the execution of the composed
actions leads to the achievement of the related business goal (C3).
During the derivation of a business process model, the defined actions are
composed in a specific order. The resulting control flow defines an explicit
order for the action execution. A valid order does not only rely on input
and output matching of the actions but also needs to consider dependen-
cies among business goals. As an example, we consider a strategic decision
whether the customer has to pay the ordered products before delivery (to en-
sure that payment is received) or whether it is desired to present the prod-
ucts to the customer and to allow a later payment (to maximize the sales of
products). Awareness about such dependencies is often scattered across the
know-how of different executives. In order to ensure that such dependencies
are considered in the composition, they need to be specified in the business
goal model (C4).
Capturing the described aspects (C1-C4), business analysts elicit and spec-
ify the required information in a business goal model. A lack of quality in
this specification, e.g. missing dependencies among goals, can also affect the
quality of the derived business process. For this purpose, the business goal
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modeling approach needs to be easy-to-use and to provide a high applicabil-
ity through suitable methodical guidance and specification support (C5).
In summary, we identified five core challenges for business goal modeling.
Based on the challenges identified, we define concrete business goal require-
ments (BGR) that need to be fulfilled by a suitable modeling approach.
• C1 - Common communication basis
• C2 - Verifiability of business goal achievement
• C3 - Composability of actions
• C4 - Consideration of dependencies
• C5 - Applicability and specification support
C1 - Common communication basis
To provide a common basis of communication the business goal models need
to be understandable for the involved actors who specify these models (busi-
ness analysts) and for enterprise executives who articulate the goals. There-
fore, we infer the following requirements for our modeling approach:
• BGR-01 Understandability of the business goal model
The modeling approach needs to support the specification and descrip-
tion of business goals and actions in anunderstandableway. Thismeans,
it should provide informal specification techniques which are under-
standable for executives without a technical background.
• BGR-02 Different abstraction levels
Depending on the role and background of the executives involved the
stated business goals can address concerns of the overall enterprise or
more specific aspects, e.g. the fulfillment of a customer order. Hence,
the business goal modeling approach needs to support the definition of
business goals on different levels of abstraction.
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C2 - Verifiability of business goal achievement
Business goals are iteratively refined to actions which are composed in a busi-
ness process contributing to the achievement of the related goals. In order to
evaluate the achievement of a business goal, conditions for the achievement
need to be verifiable. For our modeling approach, we infer the following re-
quirements:
• BGR-03 - Conditions for the achievement of business goals
To enable the verification of business goals a description in natural lan-
guage is not sufficient. The modeling approach needs to provide lan-
guage capabilities for the precise specification of verifiable conditions
under which a business goal is achieved.
• BGR-04 - Business context modeling
The conditions for the achievement of goals are described based on ob-
jects in the context. These conditions are defined over object attributes
and attribute values. Hence, the approach needs to provide a model of
relevant objects in the business context for which these conditions can
be defined. To consider interrelations among the different objects they
should be specified in an integrated business context model.
C3 - Composability of actions
The derivation of business processes from a given business goal model com-
prises the composition of actions to achieve the related business goals. To
enable this composition, the relevant actions need to be described in a pre-
cise way. Further, it needs to be ensured that they can be composed in a valid
manner. Hence, we infer the following requirements:
• BGR-05 Precise action specification
The execution of an action has an effect on an object in the given context.
To illustrate this effect, it needs to be described how the object is changed
by the action execution. Accordingly, input and output as well as pre-
and postconditions of an action need to be expressible.
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• BGR-06 Validation of composability
By composing the identified actions, a control flow is defined by con-
necting inputs and outputs. To ensure that inputs and outputs of the ac-
tions can be connected in a valid manner, the modeling approach needs
to support the validation of action composability.
C4 - Consideration of dependencies
The business goals are not independent from each other. To consider such
dependencies in the business process composition, their explicit specification
in the business goal model is required. We state the following requirements
for our approach:
• BGR-07 Hierarchical decomposition relations
Following the decomposition logic, the achievement of a business goal
is dependent on its subgoals indicated by the decomposition relations.
It needs to be expressable in which way the subgoals contribute to the
achievement of a super goal, e.g. the joint achievement of all subgoals.
• BGR-08 Temporal order dependencies
The approach needs to provide modeling capabilities for the explicit
specification of temporal dependencies between business goals express-
ing the order in which they need to be achieved.
C5 - Applicability and specification support
To make the business goal modeling applicable for business analysts and to
improve the quality of the requirements specification, methodical guidance
and support is required. Accordingly, we infer the following requirement for
our business goal modeling approach:
• BGR-09 Integrated specification process
The business goal modeling approach needs to provide an integrated
specification process that comprises the systematic definition of the re-
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quired models.
An overview about the resulting requirements is given in Table 3.1. In the
following, we use the assigned IDs to refer to these requirements.
ID Requirement
BGR-01 Understandability of the business goal model
BGR-02 Different abstraction levels
BGR-03 Conditions for the achievement of business goals
BGR-04 Business context model
BGR-05 Precise action specification
BGR-06 Validation of composability
BGR-07 Hierarchical decomposition relations
BGR-08 Temporal order dependencies
BGR-09 Integrated specification process
Table 3.1: Requirements for Business Goal Modeling
3.1.2 Evaluation Results and Discussion
In the previous section, we elicited requirements for business goal model-
ing. Based on these requirements we evaluate the suitability of existing ap-
proaches. In the following, we discuss existing work in the areas of KAOS-
related approaches, agent-oriented techniques and enterprise architecturemod-
eling.
Goal models are used for the elicitation and specification of requirements in
an early stage of the software engineering process. KAOS provides a nota-
tion for the goal-directed specification of requirements [DFvL91, DvLF93].
KAOS supports the specification of goal models by modeling capabilities for
the expression of goals and actions as well as the decomposition by AND-
/OR-branches. Temporal dependencies between goals are not considered in
KAOS. Goals and actions can be specified by a comprehensive set of prede-
fined annotations including the definition of conditions for the achievement
of goals. Relevant context elements can bemodeled by using a domainmodel,
but KAOS does not provide a meta-model for the specification of these mod-
els.
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In the domain of agent-oriented software development, goal models are well-
known as a requirements modeling technique. The most common notations
are Tropos and i*. Tropos has been introduced in [BPG+04, GKMP04]. In con-
trast to KAOS, the central concept of Tropos models is an Actor. These Actors
are modeled as entities with strategic goals. Goals are refined by AND-/OR-
decompositions. In addition, Tropos provides simple dependency modeling
by the definition of contribution links. These links express that a goal con-
tributes positively or negatively to the achievement of another goal. To enable
formal analysis techniques, Tropos provides formal goal definitions as goal
annotations [GMS05]. An extended version of Tropos presented in [ADG09]
supports the definition of variation points that enable the definition of condi-
tions for OR-decomposition branches. [KPR04b] proposes an extended Tro-
pos notation with the ability to express dependencies between actors in terms
of conditions that need to be held or achieved.
The actor-centric concept of the i* modeling framework [Yu93, Yu97] is similar
to Tropos. i* does not support AND-/OR-decompositions with the same ex-
pressiveness as KAOS or Tropos. In i* models, Task-Decomposition-Links refine
tasks and specify mandatory elements for the achievement of a task. By us-
ing Means-End Links, goals can be related to different tasks comparable to an
OR-decomposition. This relationship cannot be applied to the expression of
dependencies among goals. In [LY04], i* models are applied to the modeling
of strategic business objectives and their operationalization. In this approach
an extended concept for logical dependencies is presented. [OSB11a] extends
the goal modeling with an additional preference graph that expresses prefer-
ences for alternative goals. In [LLJM11], a framework for goal-based behav-
ioral customization is presented. To constrain the order in which goals have
to be achieved, precedence links are introduced. These links express that one
goal has to be achieved before another.
Existing work in [EQJvS11] provides an enterprise architecture modeling ap-
proach for business goals and requirements. This approach distinguishes re-
quirements domain and stakeholder domain modeling. The requirements
domain focuses on the definition of goals, requirements and use cases. While
the specification of goals is well-supported, the operationalization is only par-
tially fulfilled, since the definition of concrete actions is not considered. The
stakeholder domain enables the representation of an actor-centric domain
modeling but does not include business object modeling in terms of non-actor
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[DFvL91, DvLF93] + + + + + - o - -
[BPG+04, GKMP04] + o + o + - o - -
[GMS05] + o + o + - o - -
[ADG09] + o + o + - o - -
[KPR04b] + + + o + - o - -
[Yu93, Yu97] + + + - + - o - -
[LY04] + + + o + - o - -
[OSB11a] + o + o + - o - -
[LLJM11] + o + o + - - o -
[EQJvS11] o + - o - - + - -
Table 3.2: Evaluation Results for Business Goal Modeling
elements like artifacts.
The evaluation overview depicted in Table 3.2 shows that none of the existing
approaches sufficiently fulfills all stated requirements. To express the degree
of fulfillment, we use a metric with three values: supported (+), partially sup-
ported (o), not supported (-).
The provision of a common communication basis by understandable goal
specification and their definition ondifferent levels of abstraction is supported
by most of the investigated approaches. Conditions for the achievement of
goals are also specifiable based on provided business context models. Basic
concepts for hierarchical decomposition relations, like the refinement of goals
by AND-/OR-decompositions are provided bymost of the existing goal mod-
eling techniques. The modeling of temporal constraints between goals is not
supported sufficiently by existing work. Another drawback of the evaluated
approaches is the lack of consideration of guidance andmethods supporting a
consistent goal specification. None of the approaches provides an integrated
specification process that considers the systematic decomposition of goals as
well as the iterative modeling of required business objects including the vali-
dation of the composability.
Based on the results of the evaluation, we pick the KAOS approach [DFvL91,
DvLF93] as the foundation for our business goal modeling approach. In the
next section, we perform a detailed analysis of KAOS identifying deficits with
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respect to the stated requirements.
3.1.3 Detailed Analysis of KAOS
In this section, we investigate which concepts of KAOS can be adopted with
respect to the elicited requirements. Further, we analyze the deficits and point
out required extensions that need to be provided by our approach.
Support by existing KAOS concepts
The evaluation results depicted in Table 3.2 show that KAOS fulfills the stated
requirements partially. Figure 3.3 illustrates an example of aKAOSgoalmodel.
As depicted, goals can be defined on different levels of abstractions (g1−5).
Following the decomposition logic, a goal is achieved by the achievement of
its subgoals. The hierarchical relations can be specified with the logical op-
erators AND/OR. An AND-decomposition defines that each subgoal needs
to be fulfilled in order to achieve the super goal. An OR-decomposition ex-
presses that at least one subgoal needs to be achieved to fulfill the super goal.
Using operationalization [AKRU09b, VL09], actions are identified that need
to be executed in order to achieve the related goals. Following the semantics
of the operationalization link, each assigned action needs to be performed in
order to achieve the related goal. Considering our example the actions a2 and
a3 need to be performed to achieve goal g4.
Goal g1
Goal g2 Goal g3
Goal g5Goal g4
Action a1
Action a2 Action a3 Action a4
AND
OR
Figure 3.3: KAOS Goal Model
The goals in KAOS can be defined by referring to elements in the business
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Action Deliver to customer






Table 3.3: Definition of Action Deliver to customer
context. Actions are defined by input and output parameters that express
which types of objects are processed as input or returned as result. The actual
transformation of the objects triggered by the execution of the action is de-
scribed by pre- and postconditions. An exemplary specification of an action
is illustrated in Table 3.3. Action Deliver to customer processes objects of type
BookOrder. The precondition expresses that the object needs to be in state in-
Delivery and after execution of the action, the state of the object is changed to
Delivered.
To summarize, themodeling capabilities of KAOS sufficiently fulfill the stated
requirements GMR-01 - GMR-05 with respect to the specification of goals and
actions. Requirement GMR-07 (hierarchical decomposition relations) is par-
tially fulfilled by providing AND/OR decompositions.
Deficits of KAOS
As discussed, KAOS enables the definition of OR decompositions to express
alternatives without any further restriction of the goal achievement. The need
for a more precise distinction of the OR dependency is motivated by using
the exemplary excerpt depicted in Figure 3.4. It considers an inclusive OR-
decomposition of the goal Payment received. Following the semantics of in-
clusive OR decompositions, this goal is fulfilled by either achieving the goal
Payment via credit card or the goal Payment via bank transfer or by achieving
both goals. It is obvious that the joint achievement of both goals is not de-
sired, since the customer will either pay by bank transfer or by credit card
and not in both ways.
With respect to the definition of logical relations in hierarchical decomposi-
tions, we identify the deficit: Impreciseness of logical relations in hierarchi-
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Figure 3.4: Exemplary OR-decomposition
cal decompositions.
Requirement BGR-08 describes the need for the expression of temporal depen-
dencies among goals. To illustrate the shortcomings of KAOS for the explicit
modeling of these dependencies we consider two goals Payment received and
Books delivered as depicted in Figure 3.5. A temporal order of these business











Figure 3.5: Lacking Specification of Temporal Dependencies among Business
Goals
KAOS does not provide any modeling capabilities to express such temporal
dependencies among goals. As a consequence, the knowledge about temporal
dependencies may not be considered in subsequent development phases, e.g.
the composition of business process models.
We identify the deficit: Lacking consideration of temporal goal dependen-
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cies
In KAOS, actions can be specified by pre- and postconditions. An example is
depicted in Figure 3.6. According to the semantics of operationalization links,
both actions Authorize credit card payment and Receive credit card payment need
to be performed to achieve the goal Payment via credit card. This means, they
are composed in a certain execution order. Hereby, the pre- and postcondi-
tions need to match to enable a valid composition.
Action      Authorize credit 
     card payment
Input      p: Payment
Output      p: Payment








Action        Receive credit 
       card payment
Input        p: Payment
Output        p: Payment
PreCondition      p.Charged




Figure 3.6: Mismatching of Pre- and Postconditions in theAction Specification
Existing capabilities in KAOS do not provide any kind of guidance or vali-
dation for the specification of actions. The depicted example in Figure 3.6
illustrates a mismatching. Based on the specified pre- and postcondition no
valid order can be defined inwhich the precondition of one actionmatches the
postcondition of the other action. To prevent such modeling inconsistencies
an appropriate approach for the validation is required that is not provided by
KAOS.
We identify the deficit: Lacking consideration of composability in action
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specification
As discussed, KAOS provides modeling capabilities to specify goals by for-
malized conditions. These conditions are specified for goals ondifferent levels
of abstraction. Figure 3.7 sketches an exemplary excerpt from a goal model.
The achievement of goal Receipt sent is defined by objects of type Receipt. The
subgoals Printed receipt sent and Electronic receipt sent are defined by different
object types PrintedReceipt and ElectronicReceipt. Considering this example,
goal Receipt sent is fulfilled by achieving subgoal Printed receipt sent or Elec-
tronic receipt sent. The specification does neither reflect this relation nor does
it support the validation since they are defined based on different object types.









Goal        Receipt sent
FormalDef        " r: Receipt
       à  r.Sent
Goal        Printed receipt sent
FormalDef        " pr: PrintedReceipt
       à  pr.Mailed
Goal        Electronic receipt sent
FormalDef        " er: ElectronicReceipt
       à  er.EMailed
Figure 3.7: The Achievement of the Super Goal by the fulfillment of its Sub-
goals is not verifiable
Although KAOS provides the required modeling capabilities, it does not pro-
vide amethodical or analytical approach to ensure a consistent formalization.
We identify the deficit: Lacking verifiability of achievement conditions in
goal hierarchies.
To improve the applicability of a business goal modeling approach a method-
ical guidance for business analysts supports the improvement of the overall
specification quality. Such an approach needs to cover all modeling capa-
bilities as defined in the requirements in Section 3.1.1. Since KAOS does not
consider all aspects, themodeling support provided byKAOS is not sufficient.
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We identify the deficit: Lack of methodical support and guidance
Summarizing the deficits of existing KAOS capabilities, our approach needs
to extend the existing KAOS goal modeling technique by additional features.
In the next section, we provide an overview about our approach and the con-
tributions it makes.
3.2 Approach Overview
In the previous section, we elicited requirements for a suitable business goal
modeling approach and evaluated existing techniques. Based on the selected
KAOS approachwe identified deficits with respect to the stated requirements.
This section gives an overview about our business goal modeling that ad-
dresses these deficits. Figure 3.8 depicts an overview about the deficits and
contributions of our approach to resolving these.
Impreciseness of logical 
relations in hierarchical 
decompositions
Lacking consideration of 
temporal goal dependencies
Lacking verifiability of 
achievement conditions
in goal hierarchies
Lacking consideration of 
composability in action 
specification




for temporal goal 
dependencies
Bottom-up aggregation of 
goal achievement states
Explicit object state 
modeling and 
composability validation 









Figure 3.8: Contributions of our Business Goal Modeling Approach
To overcome the impreciseness of logical operators in hierarchical relations,
we introduce a new logical operator for the specification of links in decom-
position hierarchies (1). The missing consideration of temporal dependencies
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between goals has been pointed out as a second major modeling drawback.
Our approach provides annotation capabilities that enable the explicit defi-
nition of temporal dependencies in the business goal model (2). To support
and validate the composability of actions, we introduce the explicit model-
ing of object states in object life cycle models (3). By using these models the
composability of actions can be validated.
Themodeling of verifiable achievement conditions for goals ondifferent levels
of abstraction is not considered and supported in KAOS. We propose a tech-
nique that systematically aggregates goal achievement conditions enabling
their verifiability (4). The lack of guidance and methodical support in the ex-
isting KAOS approach is addressed by an integrated specification process (5).
An overview about the different steps of our approach, the related contribu-
tions and the resulting structure of this chapter is depicted in Figure 3.9.
The first step involves executives introducing their goals and business analysts
that specify them in a systematic manner. To provide a common understand-
ing and a foundation for the discussion and justification of business require-
ments, twomodels are created in this step. Elicited business goals themselves
as well as dependencies and relationships among them are specified in the
business goal model. The business object type model specifies relevant elements
in the business domain in terms of business object types including their at-
tributes and interrelations. Details about this step are given in Section 3.3.
In the second step, the specification of business goals and actions is extended
by more precise definitions. The actions are defined by pre- and postcondi-
tions that need to hold before and after their execution. These conditions are
expressed by states of business object types. Each business goal is precisely
defined by a state that needs to be achieved in order to fulfill the goal suffi-
ciently. Achievement states for business goals are systematically defined by
the aggregation according to the hierarchical decomposition relations in the
business goal model. The specification of goal achievement states and their
aggregation in a bottom-up manner are described in Section 3.4.
Based on the precise action specification, the composability is validated in
order to provide the foundation for the derivation of business processmodels.
Valid states of business object types as well as transitions among them are
defined in an object life cycle model. For each object type a valid life cycle is
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Figure 3.9: Business Goal Modeling Approach
generated. Section 3.5 describes how these models are used to validate the
composability of the actions.
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3.3 Business Object Type and Business Goal Specifica-
tion
In the first step, we specify relevant business object types in the given do-
main and elicit and specify the business goals. For this purpose, we intro-
duce modeling elements for the definition of business object types and busi-
ness goal models. For this purpose, we leverage the KAOS goal modeling
language [DvLF93] as the foundation for our approach and extend it by addi-
tional modeling capabilities raised from the requirements analysis described
in Section 3.1.
3.3.1 Business Object Type Model
Business object type models define relevant elements in the business context.
This modeling comprises the description of relevant business objects in terms
of an object type definition as well as the consideration of relations among
them. Hereby, the object type model can also be used as a glossary for the
given business domain. To precisely scope and state our understanding we
define a business object type model as follows.
Definition 4 (Business object type model) Abusiness object typemodel C = (O,B)
consists of a finite set O and a binary relation B ⊆ (O ×O), such that
− O is a finite set of business object types
− B is a finite set of business object type relations
The explicit specification of business object types in a separatemodel provides
additional value by fulfilling several purposes [Cas97]. Defining a common
vocabulary facilitates the communication between peoplewith different back-
grounds and roles, e.g. enterprise executives, business analysts and business
process designers [Wes99]. The specification of business object types enables
the precise definition of them and their characteristics. An explicit model fa-
cilitates the tracing and tracking of evolutionary changes [HIR02, ZCPT05].
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To support the specification of these models, we provide a formalized and
precise language definition. First, we identify relevant aspects of business ob-
jects in order to identify the concepts that need to be considered. A business
object type represents an element in the business domain which is defined
by its business name and definition, attributes, relationships [Bur95, Cas97].
Each business object type is identified by a unique name and characterized
by a description. The names and descriptions can be used to create a glossary
describing the relevant elements in the business domain. A more compre-
hensive specification of the object type characteristics is expressed by a set of
attributes [ZBP+12]. Accordingly, these attributes model resources that rep-
resent information objects [CST05, BGH+07, Hul08], e.g. the business object
type Receipt can be described by attributes like Receipt number or Receipt date.
The described business domain is continuously changing, which affects the
contained business objects. As part of these changes the states of affected
business objects change as well. For example, a business object bo of type
BookOrder can change from a stateOrdered to a stateDelivered. To capture valid
states for a business object types these states are defined in the business object
type definition.
A business object type can represent different kinds of elements. Such kinds
can be artifacts like receipts, immaterial concepts like an order aswell as actors
who are relevant or active in the considered domain. An actor can represent
a human actor as well as a system actor, like an information systems [CST05].
By assigning different roles, the actor concept can be defined more precisely
[ZCPT05].
Usually, the business object types are not independent from each other. They
are interrelated according to their interactions and dependencies [Gil00]. For
example, we consider two business object types Payment and Receipt. The re-
ceipt is sent to the customer to confirm a received payment. Both business
object types are related to each other by a relationship labeled confirms. To
model such dependencies, different types of business object type relations
need to be expressible in an object type definition.
Considering the described characteristics of business objects, we introduce
a modeling language for the specification of business object types. The pre-
sented specification language provides a set of predefined elements for the
definition of business object types, but also considers the applicability to a
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Business object type BookOrder
Description A BookOrder describes an order of books
in the web shop.
Attributes orderId, orderDate
States Selected, Ordered, SupplOrdered,
Stocked, Supplied, Available, InDelivery,
Delivered
Table 3.4: Specification of Business Object Type BookOrder
























Figure 3.10: Meta Model Definition for Business Object Type Models
A business object type is identified by a name and a description of the business
object type in natural language. The class Attribute is used to assign a set
of attributes to a business object type. Valid states for objects of the defined
business object type can be specified by applying the class State. A specific
kind of a business object type is an Actor. An actor can be a human or a
system actor that refers to a whole system or a system component. The class
BusinessObjectTypeRelationship enables the specification of a relationship
between two business object types and labels this relation to describe its type.
An example for a business object type model is depicted in Figure 3.11. As a
concrete syntax for the representation of this model we apply the notation of
UML class diagrams [OMG11b].
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Customer Credit card
BookOrder Product





Figure 3.11: Expression of Business Object Type Relations
To summarize, we introduced an approach for the specification of business
object types. By using a generic approach its application is not restricted to
a specific domain. In the following, we show how the business object type
model is used as a foundation for the precise specification of business goals.
3.3.2 Elicitation of Business Goals
To enable the specification of business goals in an explicit model, they need to
be elicited in a systematic manner. The elicitation process comprises the ac-
quisition of information from enterprise executives andmanagers. In [Mai13],
requirements elicitation is characterized as a creative task by pointing out the
importance of information search and idea discovery for the successful acqui-
sition of relevant requirements. Several approaches and techniques are avail-
able for the acquisition of requirements [ZC05, DDH+06] that can be applied
to the elicitation of business goals.
A well-known and widely used approach for requirements acquisition is the
usage of interviews with stakeholders aiming at the elicitation of their needs
[AT90, ME98]. To elicit business goals, the requirements engineer or business
analyst performs interviews structured by questionnaires [FF94, SO01] with
executives. By interviewing managers responsible for specific departments,
goals can be identified that address different factors of the business success,
e.g. growth strategy, marketing or finance. Another approach that facilitates
the elicitation process and can be combined with the techniques discussed is
the development of businessmodels by using existing techniques, like Canvas
[OP10].
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When executives are not available for interviews due to a lack of time or spa-
tial separation, business analysts can apply the technique of introspection
[GL93]. In this approach, the analysts identify and define business goalswith-
out the direct involvement of stakeholders. This approach comprises market
and industry sector analysis, benchmarks of comparable companies and con-
sultancy knowledge and experience gained from previous projects. Due to
the obvious disadvantages resulting from the missing consideration of exec-
utives’ knowledge, this approach is only applicable if the requirements engi-
neer is very familiar with the enterprise as well as the whole industrial do-
main.
Bottom-up approaches for the elicitation of business goals are ethnographic
methods [SRS+93, BO00]. Hereby, the requirements engineer participates in
the daily work of stakeholders to gather information. Depending on the in-
dustry, this can include the analysis of production or logistic processes as well
as the participation in meetings and workshops. This technique involves em-
ployees on different levels of the organizational hierarchy. It provides specific
value for the elicitation of business goals resulting from shortcomings in the
daily business, e.g. weaknesses of internal processes.
In most cases, hybrid approaches combining several of the proposed tech-
niques are used for the elicitation of business goals depending on the project
context. In order to identify appropriate elicitation techniques, the ACRE
method [MR96] provides a systematic decision support. Furthermore, the
empirical results presented in [DDH+06] provide an overview about the ef-
fectiveness of the different techniques.
Applying the techniques discussed above or a combination of them, business
goals can be elicited in a systematic way. In the following, we present a mod-
eling approach for the specification of business goals in an integrated model.
3.3.3 Specification of Business Goals
By using the techniques discussed in the previous section, business goals can
be elicited from the enterprise executives. To support the suitable specifica-
tion of these goals, this section describes their definition in a business goal
model. This comprises the definition of the business goals themselves, their
operationalization to concrete actions and the identification and explicit spec-
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ification of dependencies among goals. To clarify our understanding of a busi-
ness goal model, we define it as follows.
Definition 5 (Business goal model) A business goal model G = (G,A,D,L, T )
consists of two finite sets G, A, a binary relation D ⊆ (G × G), a binary relation L
⊆ (G×A) and a binary relation T ⊆ (G×G), such that
− G is a finite set of business goals
− A is a finite set of actions
− D is a finite set of decomposition relations
− L is a finite set of operationalization links
− T is a finite set of temporal dependencies
Following the results of the analysis discussed in Section 3.1, we apply the
KAOS goal modeling notation. Illustrating the specification and the applied
modeling notation elements, Figure 3.12 sketches an exemplary business goal
model. As a starting point for the creation of the business goal model, we
determine a hierarchy among the elicited business goals and iteratively add
more business goals in order to create a model comprising all relevant busi-
ness goals.
Business goals are formulated by a condition that needs to be achieved in
order to fulfill the goal [GPW06]. For example, the name of business goal
Books delivered indicates that this goal is achieved when the ordered books
are delivered successfully. An informal specification of this condition can be
given by an extended description of the business goal.
The exemplary specification of business goalReceipt sent is shown in Table 3.5.
Business goal definitions are based on business object types, e.g. a receipt
that needs to be sent to a customer. Such object types are defined in a busi-
ness object type model as described in Section 3.3.1. The relation between a
business goal and object types is expressed byConcerns that indicate a connec-
tion between a business goal and one or more business object types [DFvL91,
DvLF93].
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Figure 3.12: Exemplary Business Goal Model
Goal Receipt sent
Description A receipt of the received payment is sent to
the customer.
Concerns Receipt, Payment
Table 3.5: Specification of Business Goal Receipt sent
The assigned Concerns are related to the business objects types defined in the
corresponding model, as described in Section 3.3.1. It is possible that not all
required object types are defined appropriately. In this case, the missing ob-
ject types need to be created. Figure 3.13 shows a process for the stepwise







Define relations to 
existing business 
object types
[relates to a 
defined object type]
[relates to an 
undefined object type]
Figure 3.13: Update and Extension Process for Business Object Type Model
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We consider the example of business goal Receipt sent and the Concerns for
Receipt and Payment. Figure 3.14 shows how the business object type model is
extended. Currently, it defines the object type Payment but lacks the specifi-
cation of Receipt. To complete the specification a new object type Receipt with
its attributes is defined. The relations to existing object type are defined and










Figure 3.14: Extension of Business Object Type Model
The specification of business goals and the extension of the business object
type model are performed in a top-down manner. Hereby, the business goals
are iteratively refined to subgoals as shown in the example in Figure 3.12. Hi-
erarchies in the business goal model are modeled by decomposition relations
among a super goal and a set of subgoals. Distinguishing different types of
logical relations, our approach supports the definition of AND, inclusive OR
and exclusive OR decompositions.
AND decompositions define that each subgoal in the decomposition needs to
be achieved in order to achieve the super goal. In our example the business
goal Fulfill book order is achieved by the joint achievement of all subgoals. An
AND decomposition is modeled by labeling a decomposition with the logical
operator AND. Considering a goal g1 that is AND-decomposed into subgoals
g2 and g3, the relation can be defined by the expression ( g2 ∧ g3 ).
The concept of inclusive OR decompositions is well-known from diagram
types illustrating behavior, like UML activity diagrams [OMG11b]. OR-gate-
ways [BRU00, FESVDS07, OMG11a] in behavior diagrams are used to define
inclusive decisions that are used to model alternative or parallel execution
paths. The OR decomposition link is used to express alternatives to achieve
a super goal without excluding the parallel achievement of subgoals. Con-
sidering the example in Figure 3.12 business goal Receipt sent is fulfilled by
either achieving Printed receipt sent or Electronic receipt sent or by achieving
both goals. It can be useful to explicitly allow the achievement of both sub-
goals. In our example, we express that a customer gets a direct response by
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Action Print receipt
Description The receipt is printed out.
Actor OnlineSeller
Table 3.6: Specification of Action Print receipt
an electronic receipt and also requires a manually signed printed receipt. To
summarize, an inclusive OR decomposition in subgoals g2 and g3 can be for-
malized by ( g2 ∨ g3 ).
To enable a more precise expression of OR decompositions, we introduce the
exclusive OR-decomposition (XOR). An exclusive OR decomposition is ful-
filled if exactly one goal is achieved. To provide an intuitive definition of the
XOR dependencies, the exclusive OR is defined in the same way as existing
AND-/OR-decompositions. An exclusive OR-decomposition is labeled with
the keyword XOR. The semantics of a XOR decomposition with the subgoals
g2 and g3 is formally defined as ( g2 ∨ g3 ) ∧ ¬ ( g2 ∧ g3 ).
The goal refinement is performed until a business goal can be defined based
on a single Concern. Such business goals are termed leaf goals. A leaf goal
is not refined any further, but operationalized by actions. Hereby, concrete
actions are defined that need to be executed to achieve the related leaf goal.
The connection between a leaf goal and the related actions is expressed by
operationalization links. Considering the example depicted in Figure 3.12,
the business goal Printed receipt sent is operationalized to two actions Print
receipt andMail receipt. The semantics of this assignment are that both actions
need to be performed to achieve the related business goal.
The purpose of an action can also be described more comprehensively, as il-
lustrated by the example in Table 3.6. Actions are defined by a unique name
and an additional description. Further, our approach provides the ability to
assign an actor. Actors are modeled as a business object type and represent a
system or a human person, as described in Section 3.3.1. If no suitable actor is
defined, the object type model needs to be extended by applying the process
described in Figure 3.13.
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3.3.4 Temporal Business Goal Dependencies
In the previous section, we have shown how hierarchical relationships be-
tween business goals can be expressed by decomposition relations and logical
operators related to this decomposition. These links are not intended to de-
fine temporal dependencies among business goals. However, the elicitation
and explicit specification of the stakeholders’ knowledge about these depen-
dencies is a crucial requirement for their consideration in the derivation of
business process models. Temporal dependencies are used to prescribe the
temporal order in which business goals shall to be achieved. Such dependen-
cies can be specified in two different ways.
The preceding goal order dependency describes that if goal g1 shall be achieved,
goal g2 needs to be achieved beforehand. It does not matter if other goals are
achieved in the meantime. To express this temporal order dependency, the
goal annotation Order.Predecessor goal name is introduced. For example, if a
goal g1 is annotated with Order.Predecessor g2, it demands the achievement
of goal g2 as a prerequisite for the achievement of g1.
To express a temporal dependency in terms of a required successor, we intro-
duce the succeeding goal dependency that is defined by using the annotation
Order.Successor goal name. The annotation Order.Successor g2 for g1 ex-
presses that goal g2 needs to be achieved some time later than goal g1. It does
not matter, if other goals are achieved in between.
To illustrate the modeling capabilities to specify temporal dependencies, Fig-
ure 3.15 gives an overview about two examples. Figure 3.15 (a) shows an ex-
emplary preceding goal dependency that expresses that before the goal Books
delivered can be achieved the goal Books available needs to be achieved. A suc-
cessor dependency is shown in Figure 3.15 (b), expressing that after goal Books
delivered the goal Payment received needs to be achieved. This dependency en-
sures that after the ordered goods have been paid for, the order is actually
delivered.
The definition of temporal dependencies between goals can lead to invalid
statements about their order, e.g. goal ga has predecessor gb and gb has pre-
decessor ga. Obviously, this would lead to an invalid dependency definition
that cannot be fulfilled. To avoid the definition of such invalid dependencies,
we define a set of restrictions for the definition of temporal dependencies. An
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overview about these rules is sketched in Table 3.7.
Type of Dependency Unassignable Goals
Predecessor The goal itself,
All child-goals in the subtree under the goal,
All super goals,
All succeeding goals
Successor The goal itself,
All child-goals in the subtree under the goal,
All super goals,
All preceding goals















Name                 Books delivered
Order.Predecessor  Books available
Name    Books delivered
Order.Successor  Payment received
(a) Temporal dependency – preceding goal
(b) Temporal dependency –  succeeding goal
Figure 3.15: Definition of Temporal Order Dependencies
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3.4 Definition of Goal Achievement States
In the previous section, the identification and description of business goals as
well as the modeling of dependencies among them has been discussed. Busi-
ness goals are defined by a name and a description that informally describes
under which condition a goal is achieved. The expression of such conditions
for the achievement of goals is understandable for the involved actors. How-
ever, the specification in natural language has disadvantages with respect to
preciseness, verifiability and traceability of the goal achievement. To over-
come these shortcomings, this section presents an approach for the precise
specification of goal achievement states based on the defined business ob-
ject types. Furthermore, we describe the consistent definition of these states
through the hierarchy of the business goal model.
3.4.1 Specification of Leaf Goal Achievement States
As input for the specification of goal achievement states, we consider a busi-
ness goal model and a set of business object type definitions. For illustration
purposes, we describe the following steps by applying them to the exemplary








Figure 3.16: Model Excerpt for Business
Goal Books delivered
A business goal is specified by a
unique name and a description.
Relations to business object types
are defined by the Concerns at-
tribute. By refining the Concerns
concept, we aim for the definition
of achievement conditions for busi-
ness goals in terms of precise state
definitions called achievement states.
First, we define these achievement
states for all leaf goals in the business goal model. The aggregation of these
states to the super goals is described in the next section.
We assign a state definition based on the Concerns of a goal. It defines that
a business goal is achieved if one or more objects of a certain business object
type are in the defined state. Following existing categorizations and defini-
72
3.4. DEFINITION OF GOAL ACHIEVEMENT STATES
Goal Books delivered
Description The ordered books are delivered to the cus-
tomer.
Concerns BookOrder
AchievementState (∀ b : BookOrder)
♦ b.Delivered
Table 3.8: Definition of Business Goal Books delivered






Table 3.9: Definition of Actions Hand over to courier and Deliver to customer
tions of goal types [DvLF93], our approach applies the concept of achieve goals.
An achieve goal defines that all objects of a specific type need to be in a certain
state at some point in time.
Expressing the achievement state in a formalized way, we use the temporal
operator Finally expressed by the symbol ♦. Achievement states follow the
pattern where a defines an object of type AType and AchState defines the
state that needs to be achieved.
(∀ a : AType) ♦ a.AchState
Applying this to our example, the achievement state for leaf goal Books de-
livered is specified as depicted in Table 3.8. We define the achievement state
over object type BookOrder. The business goal is achieved if all objects of type
BookOrder are in the state Delivered at some point in time.
An action is described by changes of object states. Object types received as
input as well as object types produced as output are defined in the action
specification. To specify the change operations, pre- and postconditions are
defined for input and output object types. Exemplary specifications for the
actions Hand over to courier and Deliver to customer are shown in Table 3.9.
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Figure 3.17: State Definition and Aggregation
In the previous step, the
specification of achievement
states for leaf goals has been
described. Thedefined states
for leaf goals are aggregated
to the higher level goals
as depicted in Figure 3.17.
Achievement states are ag-
gregated based on the hierar-
chical relations within a business goal model. We consider two business goals
g1 and g2 with achievement states AchStateg1 and AchStateg2 . These states
are aggregated to define the achievement state of their super goal g3. The
states are aggregated based on the logical operators related to the decomposi-
tion relations. Table 3.10 shows the achievement state aggregation depending
on the logical operators (AND, OR, XOR).
The aggregation is performed bottom-up through the hierarchy of the busi-
ness goal model. The presented techniques provide precise specifications of
business goals and actions in terms of states that need to be achieved and of
performed changes of object type states.
Logical Operator Aggregated Achievement State
g1 AND g2 AchStateg1 ∧AchStateg2
g1 OR g2 AchStateg1 ∨AchStateg2
g1 XOR g2
(AchStateg1 ∧ (¬AchStateg2)) ∨
((¬AchStateg1) ∧AchStateg2)
Table 3.10: Aggregation of Achievement State Definitions
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3.5 Validation of Action Composability
As discussed, the business goal model provides the foundation for the deriva-
tion of a business process that is executed to achieve the stated goals. This
business process is derived through the composition of the identified and
specified actions. A prerequisite for the successful derivation is the compos-
ability of these actions. This means, the actions can be composed without any
mismatches of their pre- and postconditions.
For this purpose, we introduce an approach to validate whether the speci-
fied actions can be composed. Identified mismatches are resolved through
changes and extensions of the action specifications. Section 3.5.1 introduces
the concept of object life cycle models. These models are used to explicitly
specify states and state transition for certain business object types. Applying
object life cycle models, Section 3.5.2 presents our approach for the validation
of action composability.
3.5.1 Object Life Cycle Models
Actions describe object state changes defined by their pre- and postconditions.
To provide the foundation for the validation of the action composability, we
specify valid states and state transitions in an explicitmodel. For this purpose,
we leverage the concept of object life cycle models. Object life cycles are used
tomodel allowed object states as well as transitions among them [EE97, AB01,
SS02]. Based on the work of Küster et.al. in [KRG07], we define an object life
cycle model as follows.
Definition 6 (Object life cycle model (OLM)) ([KRG07]) Given an object type
o, its object life cycle model OLMo = (S, sa, SΩ,
∑
, δ) is defined by a finite set of
states S, where sα ∈ S is the initial state and SΩ ⊆ S is the set of final states; a finite
set of events
∑
; a transition function δ : S ×∑→ P (S).
Figure 3.18 depicts an exemplary OLM. It defines all states for a given object
type and defines valid transitions among these states. Starting from the initial
state, the different states are connected to each other by transitions that are
related to an event triggering the corresponding transition. State s6 indicates
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the final state for each object of the defined object type.
State s1
t1














Figure 3.18: Object Life Cycle Model
3.5.2 Validation of Composability
To validate the composability of the specified actions we use a two-step ap-
proach. First, we analyze whether the actions of a leaf goal can be composed
in a valid manner while achieving the operationalized leaf goal (local com-
posability). Second, we consider that actions which handle the same object
type can be related to different leaf goals. In order to ensure that actions op-
erationalizing different goals can be composed to a business process, their
composability is validated as well (global composability).
Validation of Local Composability
First, we validate the composability of all actions for a certain leaf goal. Local
composability for a leaf goal g and a set of actions A operationalizing g is given
if the following conditions are fulfilled.
• All actions a ∈ A can be composed in a sequence such that for all con-
secutive actions ai, aj the postcondition of ai matches the precondition
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of aj .
• The postcondition of exactly one action aimatches the achievement state
of g and there exists no action aj that matches the postcondition of ai
with its precondition.
The first step is the specification of local object life cycle models (lOLM). Ap-
plying the general concept of object life cycle models, lOLMs consider object
states and transitions related to a leaf goal. A local object life cycle model
lOLMo,g defines the object life cycle model for an object type o in the context
of a leaf goal g. Accordingly, the lOLMo,g defines all valid states and tran-
sitions for an object of object type o that can be achieved by performing the
actions related to leaf goal g.
The four steps for the construction of lOLMs are sketched in Figure 3.19. Start-
ing from the final state given by the achievement state of the leaf goal, the
algorithm defines states and transitions according to the actions that opera-
tionalize the leaf goal. The result is a connected and coherent object life cycle
model that defines all states as well as valid transitions among them that lead
to the final achievement state of the business goal. If such a lOLM can be
constructed, a valid sequence order can be derived for the action composition
based on the order of the defined transitions. In the following, the different
steps are discussed in detail and illustrated by the exemplary generation of a
lOLM for business goal Books delivered. To generate all lOLMs this algorithm
is executed for all leaf goals in the business goal model.
Step 1: Set final state
The aim of the first step is to identify and define the final state of the lOLM.
Starting from the business goal model the relevant business objects are identi-
fied by the object types referred to in theConcerns of the goal. Considering the
example depicted in Figure 3.20 we create a lOLM of object type BookOrder for
business goal Books delivered abbreviated as lOLMBookOrder,BooksDelivered.
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1.) Set final state
2.) Define states and 
transitions iteratively
4.) Create initial state













Local object life cycle model
lOLMBookOrder,BooksDelivered
Figure 3.20: Final State Definition of Object Type BookOrder for Business Goal
Books delivered
The business goalBooks delivered is definedby the achievement state b.Delivered
expressing that each object of type BookOrder needs to be in state Delivered
at some point in time. We define this achievement state as final state for the
lOLM. It is important to notice that this describes a final state in a local context,
defined by the addressed business goal and does not necessarily represent the
global final state for objects of type BookOrder.
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Step 2: Define states and transitions iteratively
Starting from the final state identified in Step 1, the preceding states and tran-
sitions for a lOLM are derived from the defined actions and their pre- and
postconditions. The iterative definition of states and state transitions is de-
scribed in Algorithm 1 and explained in the following. Input for the con-
struction step is an existing lOLM including a valid final state that has been
defined as described in Step 1. The addressed leaf goal is also required as a
precondition for the algorithm.
Algorithm 1 Creation of States and Transitions
Precondition: Leaf goal g, lOLM J with a valid final state
Postcondition: Updated lOLM J
unassignedActions← g.getActions()
currState← J .getF inalState()
while ((unassignedActions.size() ≥ 0) ∧ (¬initReq)) do
for all a ∈ unassignedActions do
if a.getPostCondition() = currState then
matchingActions.add(a)
if matchingActions.size() = 1 then . Scenario 1
unassignedActions.remove(a)
if (a.getPreCondition() 6= initial) then
s← createNewState(a.getPreCondition())
J .addState(s)
J .createNewTransition(a.getName(), s, currState)
currState← s
else




else if matchingActions.size() = 0 then . Scenario 2
RaiseException(NoMatchingActionFound)
else . Scenario 3
RaiseException(MultipleMatchingActionsFound)
ExecuteStep3
First, all actions operationalizing the addressed leaf goal are marked as unas-
signed actions. The final state is marked as the current state that needs to be
reached. To identify matching actions, the algorithm iterates through the list
of all unassigned actions of the business goal. A matching action is found
if its postcondition matches the currently selected state in the lOLM. For il-
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lustration purposes, we consider the example sketched in Figure 3.21. The
postcondition has to match the stateDelivered. As depicted, the postcondition
of action Deliver to customer matches this state and is selected accordingly.
Delivered














Figure 3.21: Matching of State and Action Precondition
The identification of matching actions can result in different scenarios.
Scenario 1: Exactly one matching action is identified.
The matching of exactly one matching action is the desired scenario. The
action is removed from the list of unassigned actions. In case the matching
action has a precondition, a new state is created according to the defined pre-
condition and a new transition is defined to connect it with the current state.
The transition is labeled with the name of the action. An example is depicted
in Figure 3.21. The new state InDelivery is created and the transition deliver to
customer connects both states. If the identified action has no explicit precon-
dition, this implies that it is connected to an initial node in the next step. Due
to completeness it needs to be checked whether unassigned actions are left. If
no actions are left, the construction can be continued with the definition of an
initial state in step 4. Unassigned actions raise an Incomplete Composition ex-
ception. Table 3.11 proposes resolution strategies to overcome this exception.
Scenario 2: No matching action is identified
If nomatching action can be identified, it is not possible to construct a coherent
lOLM. Hence, it is not possible to create a composition of actions with respect
to their pre- and postconditions. In this case, the No Matching Actions Found
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position does not con-
sider all actions
• Deletion of the unconsid-
ered actions
• Redefine pre- and postcon-
ditions of actions to inte-




An identified state is
not matched by the
postcondition of an
unassigned action
• Definition of a new action
that matches the state with
its postcondition
• Adapting the postcon-
dition of an unassigned




An identified state is
matched by more than
one action
• Delete one or more actions
with identical postcondi-
tion
• Redefine postcondition of
one or more actions in mul-
tiple matching
Table 3.11: Exceptions resulting from an incorrect Action Specification
exception needs to resolved (cf. Table 3.11)
Scenario 3: Multiple actions match the state
The identification of more than one matching action would lead to the cre-
ation of different transitions (and states according to the preconditions). This
means, an action composition that is consistent to this lOLM would not al-
low the execution of each action in a sequence. This contradicts the semantics
of an operationalization which define that all actions need to be performed
in order to achieve the goal. The resulting Multiple Matching Actions Found
exception can be resolved as described in Table 3.11.
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The further processing of the construction algorithm depends on the precon-
dition of the last action. If the action does not have an explicit precondition,
the lOLM is completed by performing step 4. If the action has a precondition
which cannot be matched, step 3 closes this gap.
Step 3: Create required start states
In the previous step, we described the stepwise creation of lOLMs by connect-
ing pre- and postconditions of actions. The iterative extension of the lOLMs
is continued as long as an action matches a given state with the postcondi-
tion and a new state can be created as indicated by the precondition. This
means, if the last available action has a precondition, this precondition can-
not be matched by another action. Nonetheless, the required state needs to be
considered to create a coherent lOLM.
For this purpose, we introduce the concept of required start states. A required
start state defines a state that is not achieved by an action related to the ad-
dressed leaf goal, but is required as a prerequisite for the actual achievement
of the addressed business goal. This means that the state needs to be achieved
through an action related to another business goal that is not considered in
the local context of the lOLM. The matching of the required start states with
the corresponding actions is part of the validation of the global composability.
To illustrate this concept, an example is shown in Figure 3.22. We consider
the action Hand over to courier as the last action added to the lOLM. The post-
condition matches the state InDelivery and it has a precondition Available. To
define a valid transition for this action, a state Available needs to be defined as
well, although no action matches it by its postcondition. We define a required
start stateAvailable that allows us to create the transition in a coherentmanner.
Step 4: Create initial state
Finally, the lOLM is completed by the creation of an initial state. According to
the previous processing, we distinguish two scenarios for the final step which
are slightly different. If step 4 is performed directly after step 2 we execute
step 4(a). After the definition of required start states in step 3, step 4(b) is
performed.
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Delivered















hand over to courier
Figure 3.22: Creation of Required Start States
Scenario 4(a): No required start state This scenario defines the initial state
creation if no required start state is defined. Figure 3.23 shows an example
illustrating the creation for a transition select books. We consider that the ac-
tion select books has no precondition. That means no specific state of object
BookOrder needs to be achieved beforehand. To complete the lOLMwe create
an initial state node and connect it to the state Selected by the transition select
books.
Scenario 4(b): Required start state If a required start state has been created
in step 3, this state needs to be connected to an initial state resulting in a con-
nected model. Figure 3.23(b) depicts the initial state creation for the required
start state Available defined in the previous step. An initial state node is cre-
ated and a transition is defined to connect it with the required start state. This
transition is intended as a placeholder which is replaced during the glueing
of the lOLMs by the actual transition resulting in state Available.
The 4-step algorithm is executed for all leaf goals. To provide a global view
on the object life cycles and to enable the validation of state consistency, we
generate global object life cycle models in the next step.
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Figure 3.23: Scenarios for Initial State Creation
Validation of Global Composability
Following the algorithm presented, lOLMs are generated for each leaf goal re-
sulting in a set ofmultiple lOLMs for each object type. The local composability
ensures that the actions can be composed and that they fulfill the related leaf
goal. Considering the derivation of business process models, the composabil-
ity needs to be validated on the level of the complete business goal model as
well. For this purpose, the composability of all actions processing the same
business object types is validated in this step.
We compose the lOLMs to an integrated object life cycle model as sketched in
the conceptual overview in Figure 3.24. For illustration purposes, we consider
the object type BookOrder as a running example. Figure 3.25 sketches four
lOLMs that have been derived from the goal model shown in Figure 3.12 by
using the algorithm introduced above. Three lOLMs contain required start
states that need to bematched by the states and transitions of the other lOLMs
in order to construct a coherent and consistent object life cycle model.
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Object type o
lOLM [o, Goal G1]
lOLM [o, Goal G2]




Object type o OLM [o]
Composition of 
local object life 
cycle models
Figure 3.24: Composition of lOLMs
Enabling the composition of an integrated object life cyclemodel, Algorithm 2
describes the steps of our approach. First, we identify the starting point for
the derivation of the global OLM. That means, all lOLMs are selected that
do not include a required start state. The resulting selection contains lOLMs
that can be connected to the initial state. Considering our example, the lOLM
in Figure 3.25 (a) fulfills this requirement. The other models are not selected
because they contain a required start state.
In our example, only one lOLM is selected. It is also possible that multiple
lOLMs are selected in the algorithm which need to be merged. Picking two
lOLMs the algorithm distinguishes four different scenarios based on the com-
parison of first and final states. For a set of three or more models, the pair-
wise model comparison is performed bymerging twomodels and afterwards
merging the resulting model with the next unmerged lOLM. For each possi-
ble scenario a merging pattern is provided. The first scenario is applied if two
models are merged that have identical first and final states. Following the de-
picted pattern in Figure 3.26 a combinedmodel is created bymerging the first
and final states. The intermediate sequence of states is integrated through
divergent paths.
Figure 3.27 shows the pattern for merging twomodels with different first and
final states. Both sequences of states are aligned in divergent paths in the
mergedmodel. The transitions to the first states are connected to the common
initial state.
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Algorithm 2 Creation of Global OLM
Precondition: A Set J of lOLMs
Postcondition: Merged global OLM
if (J contains at least one lOLM without required start state) then
for all (lOLMs without required start state) do
switch MergingScenario comparing lOLMA,lOLMB do
case (sameFirstState ∧ sameFinalState)
ApplyMergingPattern(P1)
case (¬sameFirstState ∧ sameFinalState)
ApplyMergingPattern(P2)
case (sameFirstState ∧ ¬sameFinalState)
ApplyMergingPattern(P3)





for all Final states in OLM do
FindMatchingRequiredStartStates()
ApplyMergingPattern(P5)
until No more matching states found
if (there exists an unassigned lOLM) then
RaiseException(UnboundRequiredStartState)
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Figure 3.25: Local Object Life Cycle Models for Object Type BookOrder
Scenario 3 addresses the merging of lOLMswith same first and different final
states as depicted in Figure 3.28. The merged model is composed by the com-
mon first state and divergent paths of the succeeding states. In the depicted
pattern the following states are final states. If the corresponding lOLMs con-
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Figure 3.27: Merging of lOLMs with different First States and different Final
States (Merging Pattern P2)
sist of more than two states, the complete sequences are inserted accordingly.
Figure 3.29 shows the merging of lOLMs with different first and same final
states. Starting from the initial state two divergent paths are created for the
different intermediate states. Both paths are merged in the common final
state.
Following the described patterns, lOLMswithout a required start state can be
merged and connected to the initial node of the composed OLM. The success-
ful application of these patterns requires the availability of lOLMs that do not
have a precondition in terms of a required start state. If no lOLM is defined
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Figure 3.28: Merging of lOLMs with same First States and different Final
States (Merging Pattern P3)
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Figure 3.29: Merging of lOLMs with different First States and same Final
States (Merging Pattern P4)
that matches this requirement, the algorithm raises the exception NoInitial-
State.
Resolve Exception(NoInitialState) The exceptionNoInitialState is raised if no
lOLM can be found for the initial composition step. To resolve this exception
we propose different strategies. First, it is possible to redefine the precondi-
tion of an action related to the required start state of a lOLM. The precondition
needs to be set to initial, whichmeans that no explicit precondition is required.
The redefined precondition makes the required start state obsolete and leads
to a lOLM that can be processed by applying the described approach.
In some cases the redefinition of an existing action is not appropriate orwould
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lead to an inconsistent modeling. Alternatively, a new action is created that
matches a required start state by its postcondition and has no explicit precon-
dition. The defined action is added to the corresponding lOLM. Hereby, it
closes the gap between the initial state and the required start state. The result
is a lOLM that can be processed following the defined procedure.
The first step of the algorithm provides a composition considering all lOLMs
that do not have a required start state. Based on this composition, lOLMs
with required start states are connected iteratively. A lOLM can be merged if
its required start state matches one of the final states. For each matching state
the pattern depicted in Figure 3.30 is applied. A common state is defined by
replacing the final and required start state. Transition b connects State A and
State B, merging both models in a coherent manner.
The consideration of only one event in this pattern is sufficient due to restric-
tion for the definition of preconditions. As described, a valid precondition
contains one required state for each relevant object type. Since the events are
derived from the preconditions of these actions and the lOLM considers ex-
actly one object type, only one event can be defined in a lOLM.
State s1
t1











Figure 3.30: Merging of lOLMs with Matching Required Start State (Merging
Pattern P5)
To merge required start states, pattern P5 is executed until no further match-
ing lOLMs are available. If all lOLMs are merged, a complete and coher-
ent OLM is generated that considers all relevant states and valid transitions
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among them. An unmerged lOLM raises anUnboundRequiredStartState excep-
tion.
Resolve Exception(UnboundRequiredStartState)
An UnboundRequiredStartState exception is raised if a required start state can-
not be matched, since no state is defined that matches the required start state.
Figure 3.31 depicts anUnboundRequiredStartState exception for the running ex-
ample. The lOLM cannot be merged by the provided patterns, since the re-
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Figure 3.31: Unbound Required Start State
An unbound required start state can be resolved in different ways. To illus-
trate the different possibilities Figure 3.32 depicts the decision process for the
selection of an appropriate resolution strategy. Binding an unmatched re-
quired start state can be resolved either by the adoption of an existing action
or by the definition of a new action.
An existing action can be adapted by the redefinition of pre- or postconditions.
Considering the example in Figure 3.31, this can be applied to the redefinition
of postconditions for take books from stock or receive books. A redefined post-
condition with Available creates a new final state that matches the required
start state. Alternatively, the precondition for action hand over to courier can
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Figure 3.32: Resolve Exception Unbound required start state
be adapted leading to a changed required start state that matches an existing
state definition or the initial state.
If an existing action cannot be modified appropriately, a new action needs to
be created to match the unbound required start state. The formal definition
of this action is specified, matching the required start state. To ensure a co-
herent modeling the action is assigned to a business goal. If an appropriate
assignment is not possible or suitable, a new business goal is created and inte-
grated into the goal model. By resolving all unbound required start states, the
merging algorithm finalizes the OLM definition. The result is an integrated,
connected and consistent OLM for each object type.
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3.6 Summary and Discussion
In this chapter, we elicited requirements for business goal modeling and per-
formed an analysis of related work with respect to these requirements. Ad-
dressing the stated requirements, we presented an approach for business goal
modeling based on the existing KAOS language.
The modeling approach developed here enables the specification of business
goals and operationalized actions on different levels of abstraction. Logical
relations between goals as well as the expression of temporal dependencies
among goals are considered by suitable modeling capabilities. The precise
specification of business goals and actions is defined based on business ob-
ject types. To define these object types, we proposed a domain-independent
modeling approach for the specification of relevant elements in the business
context. An integrated meta model considering all language elements is de-
picted in Figure 3.33.
In addition to the contribution of a formal language definition, our approach
also provides methodical support and guidance. We described the iterative
specification of business object types and business goals. The systematic ag-
gregation of achievement states ensures consistency among goals on different
levels of abstraction and improves the overall quality of the specification. The
construction of object life cycle models and the semi-automated validation
of action composability provides the foundation for the derivation of busi-
ness process models. By providing an integrated specification process, the
approach supports requirement engineers and business analysts in the cre-
ation of a business goal specification. In the next chapter, we describe how
the elicited and specified information, especially the defined goal dependen-






























































































































Figure 3.33: Integrated Meta-Model for our Business Goal Modeling Approach
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Chapter 4
Derivation of Business Process
Models
For the derivation of a business process model based on a specified business
goal model, a composition of the identified actions needs to be calculated.
To ensure consistency to the business goal model, the logical and temporal
dependencies among goals need to be considered. Furthermore, the derived
business process model has to achieve the addressed business goals in a suffi-
cient manner. In this chapter, we introduce a systematic method for the goal-
oriented derivation of business process models.
In Section 4.1, we elicit requirements for the derivation of business process
models and evaluate existing work with respect to these requirements. Ad-
dressing the stated requirements, we give an overview about our approach
in Section 4.2. In Section 4.3, we describe the identification and definition of
business process fragments to provide the foundation for the business process
composition. To compose the identified fragments, we describe the specifica-
tion of formalized composition constraints in Section 4.4. In Section 4.5, we
illustrate how the identified fragments are composed by applying the formal-
ized constraints. Finally, we conclude this chapter in Section 4.6 and sum-
marize the results. This chapter is partially based on the earlier publications
[NGPE13a, NGE14].
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4.1 Requirements and Related Work
In the following, we elicit requirements for the goal-oriented derivation of
business process models. Based on these requirements we evaluate existing
approacheswith respect to their suitability and discuss the results of this anal-
ysis.
4.1.1 Requirements Definition
As a starting point for the analysis of requirements, we consider a given busi-
ness goal specification that is defined following the notation presented in
Chapter 3. Such specifications comprise a business goal model and a business
context definition consisting of a business object type model and the related
object life cycle models. Based on a business goal specification, the derivation
step aims at the composition of a business process that sufficiently achieves
the stated business goals and is consistent with respect to the restrictions and
dependencies.
Figure 4.1 gives an overview about the relevant models and their interrela-
tions that need to be considered in order to derive a consistent business pro-
cess model. The resulting process derivation requirements (PDR) are dis-
cussed in the following.
The defined business goals express stakeholder objectives on different levels
of abstraction. Deriving business process models from these goals aims for
an operational view, described by a sequence of actions which need to be exe-
cuted to achieve these goals. To validate whether a business goal is achieved,
it needs to be traceable which actions or subprocesses in a business process
model contribute to the achievement of a certain business goal. Establish-
ing explicit links between related elements is the prerequisite for any kind
of traceability analysis (cf. Section 2.3.2). Hence, we state the definition of
traceability links and the consideration of goal achievement traceability as an
integral part of the business process derivation step as requirement PDR-01.
• PDR-01 Traceability of goal achievement
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Figure 4.1: Requirements for Goal-oriented Business Process Derivation
As discussed, business goals are not independent from each other. They are
related to each other in a hierarchical order expressed by decomposition links
between super and sub goals in the business goal model. These decomposi-
tion relations are specified by logical operators (AND-/OR-/XOR-decomposi-
tion). For example, in an XOR-decomposition a super goal is achieved if ex-
actly one of its subgoals is achieved. Such dependencies derived from logical
operators need to be considered in the resulting business process model.
In addition to logical dependencies, we introduced the concept of temporal
dependencies among business goals in Section 3.3.4. Such dependencies need
to be considered in the resulting business process as well. A lack of consid-
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eration can lead to inconsistencies between strategic concerns expressed by
these dependencies and their realization in the modeled business processes.
To avoid those inconsistencies, we state the consideration of goal dependen-
cies in the derivation step as the second requirement.
• PDR-02 Consideration of goal dependencies
Following our business goalmodeling approach, relevant business object types
are defined as part of the business context model (cf. Section 3.3.1). For each
object type an object life cycle model is constructed that defines the valid ob-
ject states and the transitions among them. Consistency between the business
context definition and the derived business process models with respect to
states and transitions is raised as the third requirement.
• PDR-03 Object state conformance
Considering goal dependencies and object state conformance, the identified
actions need to be composed to a coherent business process model. The com-
position has to include all required actions while fulfilling the constraints in-
dicated by goal dependencies and object state restrictions. The resulting re-
quirement is stated as the ability to calculate a valid composition with respect
to a set of given constraints, achieving the related business goals.
• PDR-04 Calculation of a valid composition
Each action is related to one or more business object types. This means that
they are related to an actor who performs them during the business process
execution and to the data objects that are processed by the execution of ac-
tions. The changes of object states are expressed by input and output objects
of the corresponding actions. To ensure that this information is specified in
the business process model, it needs to be considered in the derivation step.
While requirement PDR-03 addresses consistency with respect to valid states
and transitions, requirement PDR-05 addresses the integration and explicit
specification of context information in the business process derivation.
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• PDR-05 Integration of context information
An overview about the resulting requirements is depicted in Table 4.1. In the
following, we analyze existing approacheswith respect to these requirements.
ID Requirement
PDR-01 Traceability of goal achievement
PDR-02 Consideration of goal dependencies
PDR-03 Object state conformance
PDR-04 Calculation of a valid composition
PDR-05 Integration of context information
Table 4.1: Requirements for Goal-oriented Business Process Derivation
4.1.2 Evaluation of Existing Approaches
In the previous section, we elicited requirements for a suitable business pro-
cess derivation approach. In the following, we discuss these requirements
with regard to existing work and point out the weaknesses. As depicted in
Table 4.2, our evaluation includes five composition approaches. Their suit-
ability with respect to the stated requirements is indicated by a metric with
three values: fulfilled (+), partially fulfilled (o) and not fulfilled (-).
The work of Koliadis, Ghose et.al. [KVB+06b, KVB+06a, KG06] presents an
approach to explicitly relate goal-oriented requirements models and business
process models. A methodology termed GoalBPM is introduced that applies
informal techniques and language constructs to define relationships between
elements in different model types. GoalBPM supports the definition of ex-
plicit traces, but does not provide integration into the actual business process
composition step.
[KVB+06a] provides methodical guidance for the systematic enrichment of
BPMN business process models with context information from a related goal
model. It also supports the handling of evolutionary changes with respect to
this context information. To summarize, this approach offers assistance and
support for traceability and contextual consistency but does not provide any
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Mylopoulos et.al.
[LYM07, YLL+08, MPMG08]
- o - o -
Soffer et.al.
[SW04, SW07, SGP10]
o - - - o
Astro project
[TP04, KPR04a, TBBG07]
o - - + -
Oster et.al.
[OSB11a, OSB11b, OAS+12]
- o - + -
Table 4.2: Evaluation Results for Business Process Derivation
capabilities for the actual composition of business process models in a goal-
oriented manner.
Mylopoulos et.al. describe the derivation of more concrete specificationmod-
els from Tropos goal models. The general approach presented in [YLL+08,
MPMG08] addresses the engineering of late requirements and system de-
sign models from goal-oriented requirement specifications. Based on a set of
patterns, structural component diagrams as well as behavioral models repre-
sented as state charts can be derived. These patterns are used to consider the
logical relationships among goals (AND-/OR-decompositions). In [LYM07],
this approach has been applied to the generation of business process mod-
els. The presented solution enables the semi-automated generation of BPEL
process models from a given Tropos goal model.
Soffer et.al. [SW04, SW07, SGP10] present a formal process modeling frame-
work termedGeneric ProcessModel (GPM). Traceability can only be provided
on a high level of abstraction by relating whole business processes to goals.
The framework provides support for the identification of relevant context el-
ements and the enrichment of business processes with these information. Al-
though, this approach provides a solid theoretical framework it lacksmethod-
ical guidance in terms of concrete algorithms for the composition of business
process models.
In the Astro research project an approach for the composition of business pro-
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cesses has been developed [TP04, KPR04a, TBBG07]. Following the approach
presented there, atomic actions can be composed in an automated manner.
Dependencies between goals and consideration of context information are not
supported by this approach.
Oster et.al. propose a goal-oriented service composition framework [OSB11a,
OSB11b,OAS+12]. This framework enables the automated calculation of valid
compositions taking into account logical relations between goals. Traceability
is not considered explicitly and the enrichment of the resulting composition
with contextual information is not addressed sufficiently.
4.1.3 Discussion of Evaluation Results
To summarize, the analysis of related work shows that none of the investi-
gated approaches fulfills all stated requirements for the goal-oriented deriva-
tion of business processmodels. Requirement PDR-01 describes the definition
of explicit traces between elements in the business goal and business process
model. The investigated approaches do not provide a sufficient solution en-
abling the definition of such traces as an integral part of the derivation step.
The consideration of goal dependencies, especially with respect to temporal
dependencies, is not supported sufficiently and object state conformance is
not addressed at all. Existing approaches lack the ability to derive formal-
ized, verifiable constraints from a set of defined dependencies to enable their
validation during the business process composition.
The calculation of valid compositions based on a set of given constraints is
supported by two existing approaches (Astro project, Oster et.al.). The algo-
rithms for the compositions can be applied, extended and integrated for the
purpose of the goal-oriented business process composition. Nonetheless, the
specification of constraints expressing goal dependencies which need to be
considered is not supported by these approaches.
The topic of context information and its consideration in a business process
model is addressed in the approach of Koliadis, Ghose et.al. Concerned object
types of goals are related to elements in the derived business process model.
However, it does not describe how this information (especially information
about object states) is represented explicitly in the business process model.
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Addressing the identified shortcomings, the next section provides an overview
about our approach that fulfills the stated requirements and is built upon the
business goal modeling approach presented above.
4.2 Derivation Approach Overview
In this section, we give an overview about our approach for the goal-oriented
derivation of business process models. Addressing the requirements defined
in the previous section our approach enables the composition of business pro-
cesses based on a given business goal specification (defined according to the
specification in Chapter 3). Figure 4.2 illustrates our approach, emphasizes
its contributions and sketches the resulting structure for the remainder of this
chapter.
The first requirement addresses the explicit consideration and integration of
traceability in the derivation step. Therefore, related elements in the business
goal and the business process model need to be connected by traces. To de-
fine such traces, elements or groups of business process elements need to be
identified and clustered in order to specify their contribution to the achieve-
ment of a certain goal. For this purpose, we apply the concept of business
process fragments. These fragments define a subgraph of the business pro-
cessmodel which is related to a business goal. In Section 4.3, we describe how
business process fragments can be derived from a given business goal model.
Using the identified fragments, explicit traceability links to the related goals
are created to fulfill requirement PDR-01.
In the next step, business process fragments and their explicit relations to
business goals are used for the consideration of goal dependencies (PDR-
02) and the assurance of object state conformance (PDR-03). Dependencies
among goals can be defined on different levels of abstraction and are speci-
fied in an informal manner. We present a systematic approach to formalize
them to verifiable constraints and show how these constraints can be refined
to the level of business process fragments. Constraints for valid states and
state transitions are refined to business process fragment accordingly. The in-
dividual steps for the specification of formalized composition constraints are
described in Section 4.4.
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Figure 4.2: Business Process Derivation Approach
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Section 4.5 describes the calculation of valid fragment compositions that are
consistent to the defined constraints (PDR-04). For this purpose, we integrate
an existing algorithm for service compositions and apply it to our fragment-
based approach. Finally, the resulting business process model is enriched
with context information described in the business object type model (PDR-
05).
Addressing the stated requirements, our approach enables the systematic and
semi-automated derivation of a valid and traceable business process model
which is consistent with respect to the dependencies specified in the business
goal model. In the following sections, the different steps of our approach are
described in detail.
4.3 Definition of Traceable Business Process Fragments
The consideration of traceability as an integral part of the business process
composition has been identified as a crucial requirement. To enable the anal-
ysis of traceability, the contribution relations between elements in the business
process model and addressed business goals need to be expressed by explicit
links. For this purpose, we need to identify collections of related actions and
compose them in distinct groups which can be related to goals. Such groups
of elements in a business process model can be defined in subgraphs termed
business process fragments [JPP94]. To derive a coherent business process
model, the identified business process fragments are composed to a business
process in a subsequent step.
The application of business process fragments for the calculation of valid com-
positions is also feasible with respect to performance concerns. The decom-
position of a business process model into fragments enables the expression of
constraints based on these fragments, not on the level of atomic actions. By us-
ing a higher level of abstraction, the validation of the constraints is performed
on a smaller number of elements. Hence, the computational complexity of
the validation can be reduced.
In this section, we introduce an approach to derive business process fragments
from a given business goal model in a traceable manner. Figure 4.3 depicts an
overview about the different steps which are described in the following.
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Figure 4.3: Steps for the Definition of Traceable Business Process Fragments
4.3.1 Identification of Fragment Goals
A prerequisite for the definition of business process fragments is the identi-
fication of the business goal that is achieved by the fragment. We term such
business goals fragment goals. The definition of very abstract fragment goals
can result in complex fragments that comprise a large number of actions. We
consider all leaf goals as fragment goals. This selection has two advantages.
First, the set of actions composed within the fragment can be identified in an
easy and unambiguous manner. Logical or temporal dependencies are de-
fined between goals but not between a leaf goal and its actions or between
different actions. Hence, such dependencies do not need to be considered in
the action composition within a fragment. Second, by selecting all leaf goals
as fragment goals, it can be ensured that all actions are considered in the re-
sulting composition. We iterate through the business goal model and mark
each leaf goal as a fragment goal. To illustrate, we apply this to the running
example depicted in Figure 3.12. Table 4.3 shows the resulting list of fragment
goals.
According to the construction approach for lOLMs (cf. Section 3.5.1) each
leaf goal is related to exactly one lOLM. These object life cycle models can be
applied in differentways. They can be used to calculate a valid composition of
the actions according to the defined states and state transitions. Furthermore,
the object state conformance can be validated with respect to these models as
105
4.3. DEFINITION OF TRACEABLE BUSINESS PROCESS FRAGMENTS





fgE Payment via credit card
fgF Payment via bank transfer
fgG Printed receipt sent
fgH Electronic receipt sent
Table 4.3: Identified Fragment Goals
well. Each fragment goal is related to a set of actions by its operationalization
links. In order to define a valid execution order of actions within a business
process fragment, the next section describes the composition based on these
actions.
4.3.2 Intra-Fragment Composition
Previously, we described the purpose of fragment goals and their identifica-
tion in a business goal model. In this step, a business process fragment is
derived for each fragment goal by composing the actions that operational-
ize the fragment goal. For the definition of business process fragments, we
leverage the concept of single-entry-single-exit (SESE) fragments. Originally,
SESE fragments are known from the field of compiler theory [JPP93, JPP94].
In [VVL07] SESE fragments have been applied to business process models.
This approachuses SESE fragments to check the soundness ofworkflowgraphs.
To precisely state our understanding of SESE fragments, we apply the follow-
ing definition.
Definition 7 (Single-Entry-Single-Exit Fragment (SESE Fragment)) Given a
business process model V with distinguished nodes Initial and Final, such that
every node is on a path from Initial to Final. Two distinct nodes a and b in V
enclose a SESE fragment, if
• node a dominates node b, i.e. every path from Initial to b includes a,
• node b postdominates node a, i.e. every path from a to Final includes b, and
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• every cycle containing node a also contains node b and vice versa.
(based on [Ger13, JPP94])
Examples of SESE fragments in business process models are illustrated in Fig-
ure 4.4. To represent business process models, we leverage the BPMN nota-
tion [OMG11a]. Following the visualization proposed in [VVL07], the frag-
ments are depicted as dotted boxes. The example includes six actions and
three fragments. Fragment fA illustrates a simple fragment that encapsulates
one action. A fragment can also include multiple actions, as illustrated by
fragments fB and fC . Business process fragments can be disjointed, like fB
and fC or could also be nested following the definition in [JPP94].
Action a1
Action a2 Action a3 Action a4




Figure 4.4: Notation for SESE Fragments in Business Process Models
The concept of SESE fragments can be applied to our approach, since all ac-
tions composed in a fragment operationalize the same leaf goal. Following the
semantics of operationalization links, all actions need to be executed in order
to achieve the assigned goal. For this purpose, the actions are composed in
a sequence. Hence, the action composition always has exactly one incoming
(single-entry) and one outgoing (single-exit) transition. While existing ap-
proaches use SESE fragments to decompose business process models, our ap-
proach applies SESE fragments for the systematic derivation of business pro-
cess models. To define the actual control flow, actions within the fragments
need to be composed.
To provide methodical support, Algorithm 3 describes the single steps for the
creation of a valid action compositionwithin a business process fragment. The
algorithm is executed for all identified fragment goals. First, a business pro-
cess fragment is created for the considered fragment goal. To provide trace-
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ability between both modeling elements, a traceability link is created among
them. A detailed description of the traceability link creation is given in Sec-
tion 4.3.3.
Algorithm 3 Business Process Fragment Definition
Precondition: Fragment goal fg, lOLM J for fragment goal fg




t← J .getF irstLabeledTransition()
while t 6= null do
a← fg.getAction(t.getLabel())
f.assign(a)




To derive a valid order of actions, the algorithm uses the state transitions de-
fined in the lOLM. Each transition is related to the corresponding action. By
following these transitions the matching actions can be selected. If the frag-
ment already comprises actions, the new action is added and an edge is cre-
ated to the latest assigned action resulting in an updated, coherent action com-
position. These steps are repeated until all transitions of the lOLM are pro-
cessed. An example for intra-fragment composition is sketched in Figure 4.5.
By applying the lOLMs for the calculation of action compositions, we ensure
that a business process which composes these fragments is consistent to the
lOLMs. Further, the resulting composition is consistent with respect to pre-
and postconditions of the atomic actions. The outcome of this step is a set of
business process fragments. Each fragment defines a composition of actions
that is consistent with the related fragment goal and its actions.
4.3.3 Creation of Traceability Links
In this section, we describe the creation of explicit traceability links between
fragment goals and the related business process fragments. To express such
traceability links, relations between business goals and business process frag-
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Figure 4.5: Intra-Fragment Composition
ments are specified. Figure 4.6 depicts a formal language definition for the
specification of traceability links based on the introduced business goal meta
model and an excerpt from a business process meta model. According to
[Poh10], a traceabilitymodel comprises artifacts and traceability relationships
among them.
We distinguish fragment goals and business process fragments as the mod-
eling elements that shall be traced. To connect fragment goals and business
process fragments, satisfiability links are established. The 1:1 cardinality is
a valid restriction, since each fragment goal is related to one leaf goal from
which exactly one fragment is derived.
In the concrete syntax, satisfiability links between a fragment goal fgA and a
business process fragment fA are represented by an arrow labeled with satis-
fies. This means, a business process fragment fA satisfies a fragment goal fgA.
Exemplary illustrations of these links are depicted in Figure 4.7.
4.4 Specification of FormalizedCompositionConstraints
In the previous section, we described the identification and definition of busi-
ness process fragments from a given business goal model. These fragments
provide the foundation for the composition of a business process model. To
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FragmentGoal
SatisfiabilityLink








Excerpt of business process meta model



























Figure 4.7: Traceability Links between Fragment Goals and Business Process
Fragments
ensure consistency between the derived business process model and the busi-
ness goal model, dependencies among business goals need to be considered.
The consideration of such constraints raises two prerequisites. First, the in-
formal definition of dependencies needs to be translated into a formal repre-
sentation that enables their automated validation. Second, the dependencies
are defined between business goals on different levels of abstraction. Tomake
them applicable in the composition step, the formalized constraints need to
be refined to the level of fragment goals.
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4.4.1 Formalization of Hierarchical Dependencies
Business goal models specify a hierarchy of super and subgoals described by
decomposition links. These decomposition links are related to a logical oper-
ator (AND, OR, XOR) that defines how the subgoals contribute to the achieve-
ment of the super goal. To ensure that the derived business process is consis-
tent with the business goal model, the hierarchical order and the correspond-
ing logical operators need to be considered. Existing composition algorithms
(cf. Section 4.5) support the consideration of AND-/OR-decomposition links.
The introduced concept of XOR-decompositions and the resulting constraints
are not supported by these algorithms. Therefore, dependencies indicated by
a XOR-decomposition need to be formalized to verifiable constraints.
...
Goal g1 Goal g2
XOR
Figure 4.8: Hierarchical Dependencies
with an Exclusive-OR Operator
Illustrating the formalization, we
consider the example depicted in
Figure 4.8. Two goals g1 and
g2 decompose a common super
goal with an XOR operator. The
resulting constraint needs to ex-
press that either g1 or g2 has to
be achieved. To express this de-
pendency in a formalized way the
XOR-decomposition of g1 and g2 is expressed by the constraint (g1 ∧ ¬g2) ∨
(¬g1 ∧ g2). If an XOR decomposition comprises more than two subgoals a
constraint for n goals is defined as follows:
(g1 ∧ ¬g2 ∧ .. ∧ ¬gn) ∨ (¬g1 ∧ g2 ∧ .. ∧ ¬gn).. ∨ (¬g1 ∧ ¬g2 ∧ .. ∧ gn)
4.4.2 Formalization of Temporal Dependencies
Our approach for business goal modeling does not only support the defini-
tion of logical relations but also considers the explicit definition of temporal
dependencies. These dependencies define constraints for the order in which
the business goals shall be achieved. Hence, the temporal dependencies need
to be considered during the composition and it needs to be verifiable whether
a derived business process model is in line with these dependencies. In this
section, we describe the formalization of temporal order dependencies to ver-
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ifiable constraints which can be processed automatically in the business pro-
cess composition.
Temporal dependencies are expressed by annotations of a business goal. In
this representation the temporal dependencies are only "visible" for the busi-
ness goal to which the dependency is related. To make such dependencies
explicit by considering both dependent goals, we apply the concept of depen-
dency modeling [Yu96]. A temporal dependency among two business goals
is defined by a Depender, Dependum and Dependee. A Depender is dependent
on the Dependee with respect to the Dependum. This means, Depender and De-
pendee are two business goals and the Dependum is the temporal dependency
among them. Accordingly, a temporal dependency between two business
goals g1, g2 can be defined by a 3-tuple < g1, δ, g2 >with δ ∈ {hasPredecessor,
hasSuccessor}.
All temporal dependencies in a business goal model can be expressed by such
3-tuples. To validate these dependencies on a business process model, a for-
malized and verifiable representation is required. For this purpose, we infer
CTL constraints from the stated dependency tuples. The hasSuccessor depen-
dency can be expressed by using standard CTL constructs [CES86, Eme90].
Hence, the dependency tuple g1, hasSuccessor, g2 is translated to AG(g1 →
AF (g2)). The expression of past-time constraints is not considered in CTL.
Different existing approaches [BC03, MNP05] propose new notations to ex-
press constraints about previous execution paths. The main disadvantage of
these notations is the lack of support by existing model-checking tools and
composition algorithms. Therefore, we apply a standard CTL formula and
translate the tuple < g1, hasPredecessor, g2 > to A(¬[¬g2Ug1]). The equiva-
lence between the past formula and the standard CTL constraint is discussed
in [LS95].
To summarize, the rules for the translation of dependency tuples to formal-
ized CTL formulas are depicted in Table 4.4. These rules are applied to the de-
fined dependency tuples. By providing a formalized representation in terms
of a CTL formula, the temporal dependencies between goals are verifiable in
an automated manner.
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Temporal dependency Formalized CTL constraint
< g1, hasPredecessor, g2 > A(¬[¬g2Ug1])
< g1, hasSuccessor, g2 > AG(g1 → AF (g2))
Table 4.4: Translation of Temporal Order Dependencies to Formalized CTL
Constraints
4.4.3 Refinement of Constraints
Previously, we presented the identification of fragment goals and the defi-
nition of related business process fragments which provide the foundation
for the composition of the business process model. In addition, we have de-
scribed the formalization of hierarchical and temporal dependencies. As dis-
cussed, the business process model is composed based on the defined frag-
ments. To enable their consideration in the fragment composition, these con-
straints are refined to the abstraction level of these fragments.
In this refinement the decomposition hierarchies of goals and subgoals are
considered. To illustrate the refinement of a formalized constraint accord-
ing to the logical operators (AND, OR, XOR), we consider a given constraint
AG(g1 → AF (g2)). Further, we assume that goal g1 is decomposed to goals
g3 and g4.
Table 4.5 provides an overview about the different refinement scenarios. To
express the execution of a refinement, we define the Replace(exp1, exp2) op-
eration. It replaces each occurrence of exp1 by the expression exp2 in a given
CTL constraint.
For an AND decomposition the refinement results in the constraint AG((g3 ∧
g4)→ AF (g2)). If goal g1 is OR-decomposed the refined constraint isAG((g2∨
g3)→ AF (g2)). Themost complex refinement is performed for a XOR decom-
position. In this case, the constraint is refined as follows: AG(((g3 ∧ ¬g4) ∨
(¬g3 ∧ g4))→ AF (g2)).
The described refinement is performed for each goal in the constraint until a
fragment goal is reached. The refinement is performed by iterating through
all formalized CTL constraints. The iteration results in a set of constraints,
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Refinement of formalized constraint
g3 AND g4 Replace( g1, (g3 ∧ g4) )
g3 OR g4 Replace( g1, (g3 ∨ g4) )
g3 XOR g4 Replace( g1, ((g3 ∧ ¬g4) ∨ (¬g3 ∧ g4)))
Table 4.5: Refinement of Formalized Constraints according to Logical Decom-
position Operators
defined on the level of fragment goals.
4.4.4 Formalization of Object Life Cycle Constraints
The explicit consideration of object state conformance has been identified as
a requirement for the business process derivation. This conformance is val-
idated based on the states and state transitions defined in the object life cy-
cle models. To ensure the object state conformance of the derived business
process model, explicit constraints are inferred that can be verified in an au-
tomated manner. Furthermore, the formalized constraints are defined based
on the identified fragments to make them applicable in the fragment compo-
sition.
Based on restrictions for states and valid transitions, we infer constraints for
the order of fragments in the composition. To define these constraints for frag-
ments, we take advantage of the relation between the identified fragments,
the related fragment goal and the defined lOLM for this goal. Hereby, we
can relate each fragment to a lOLM in a 1:1 relation. To restrict valid orders
of lOLMs, we do not consider the single states but the glued lOLMs as illus-
trated in Figure 4.9. Order constraints derived from this abstract view can be
related to fragments due to the 1:1 relation between lOLMs and fragments.
To infer formalized constraints from OLMs we consider four different scenar-
ios. To apply these scenarios, we iterate through all elements in an OLM and
use thematching scenario to create a formalized CTL constraint. The first sce-
nario is applied for the initial state in an OLM. The handling of initial states
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Figure 4.9: Abstracted View on an Object Life Cycle Model
in OLMs is illustrated in 4.10. In this case, it is not useful to define a con-
straint based on the initial state, since this is not considered in the following
derivation of a business process.
lOLMA
...
No explicit constraint defined.
Figure 4.10: Scenario 1. Initial State
The basic structure of scenario 2 is depicted in Figure 4.11. This rule is ap-
plied for a lOLM (lOLMA) which has exactly one outgoing transition to an-
other lOLM (lOLMB). In this scenario, the inferred constraint expresses that
directly after the states in lOLMA the states in lOLMB have to be achieved.
This constraint is formalized in CTL as followsAG(lOLMA → AX(lOLMB)).
Scenario 3 describes a slightly different scenario. We consider a lOLM (lOLMA)
that is followed by more than one subsequent lOLM. An example is sketched
in Figure 4.12. The example considers that lOLMA is followed by two lOLMs
lOLMB and lOLMC . The resulting constraint is formalized by the CTL state-
ment AG(lOLMA → AX(lOLMB ∨ lOLMC)).
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AG( lOLMA à AX(lOLMB) )






AG( lOLMA à AX(lOLMB ᴠ  lOLMC) )
Figure 4.12: Scenario 3. Intermediate State 1:N
Scenario 4 is applied to the final state in an OLM. Figure 4.13 depicts an exam-
ple for scenario 4 by considering a lOLMA as the final state. Since no further
state can follow the final state, there are no dependencies to other lOLMs.
Accordingly, no explicit constraint definition is required.
...
lOLMA
No explicit constraint defined.
Figure 4.13: Scenario 4. Final State
The result is a set of formalized CTL constraints defined on lOLMs. To make
them applicable to the business process derivation, they need to restrict the
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composition of business process fragments. Each lOLM is related to a frag-
ment goal, which is connected to a business process fragment by a traceability
link as defined in Section 4.3.3. Following these links, a lOLMcan be related to
a business process fragment. To define suitable composition constraints, the
lOLM is replaced in the CTL constraint by the corresponding business process
fragment reference by using the introduced Replace(lOLM , f ) operation.
Using the defined constraints, the next section describes how they are used to
compose business process fragments to a consistent business process model.
4.5 Composition of Business Process Model
In this section, we describe the composition of business process models based
on the elicited business goal model and the inferred constraints. In contrast
to existing approaches which focus on the composition of atomic services, we
propose an approach that enables the composition of business process frag-
ments.
4.5.1 Definition of Fragment Composition Problem
The calculation of a fragment composition that achieves the overall business
goal and also fulfills the given constraints is themain challenge of the business
process derivation. To scope this task we specify the underlying challenge of
the composition. In line with the service composition problem described in
[OAS+12], we define the composition problem as follows.
We consider a business goal model G with top goal gtop, a
set of identified business process fragments F and a set of
constraints Ψ. We need to identify a composition C of frag-
ments∈F that achieves goal gtop and satisfies all constraints
in Ψ.
Following our approach to the goal-oriented modeling of business require-
ments, constraints are not defined on the level of atomic actions. Instead,
we apply the concept of business process fragments in order to define con-
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straints on a more abstract level in order to reduce the computational com-
plexity. The derivation of a business process that is consistent with respect
to the stated constraints requires the composition of the identified fragments
fulfilling these constraints. Enabling the fragment-oriented composition, the
next section introduces an approach based on model-checking techniques.
4.5.2 Business Process Fragment Composition
To solve the stated composition problem, we discuss two possible solution
strategies. First, an assisted approach is described which comprises the man-
ual composition of fragments and an automated validation of the defined con-
straints. This approach provides a high degree ofmodeling flexibility and can
also be used to validate the consistency of an evolved business process model.
Second, we apply an existing approach that enables the automated calcula-
tion of valid compositions based on a set of behavioral constraints [OSB11b,
ARWB11, OAS+12]. We apply this technique and describe how it can be
adopted and integrated into our approach for the fragment-based composi-
tion. While the actual composition is done automatically, it is not possible to
restrict the way, the fragments are composed. Further, this approach requires
a manual translation of the business process fragment specification into for-
malized Kripke Structures (KS) [Sin09].
Assisted Composition
The assisted composition provides a high degree of flexibility for the business
process engineer. First, the fragments are composed manually, by connecting
the first and last actions of consecutive fragments. To facilitate the correct
composition, fragments dealing with same object types can be composed ac-
cording to the order in the defined object life cycle model.
In the next step, the composed business process model is validated against
the defined constraints. To enable the automated validation of constraints, the
business process model needs to be available in a formal representation with
uniquely defined semantics. For that purpose, a labeled transition system
(LTS) is generated that represents all potential execution paths of the com-
posed business process model. For its generation, we rely on the Dynamic
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Meta-Modeling (DMM) Framework developed at the University of Paderborn
[EHHS00]. WithDMM the semantics ofmodeling languages can be described
visually and at the same time precisely in terms of graph transformations. Ex-
emplary semantic specifications have been done successfully for a wide range
of modeling languages, e.g. UML 2.0 Activity Diagrams [FESVDS07]. The
advantage is that the semantics of a language, for example BPMN, need to
be described only once and all models defined in the same language can be
translated accordingly.
As depicted in Figure 4.14 the constraints are verified on the LTS of the busi-
ness process. For this purpose, a model checker (e.g. NuSMV1) is used. If
a business process model does not fulfill the stated constraints, the model











Figure 4.14: Model-checking of Business Process Model
The presented technique for the assisted composition can also be used to val-
idate the consistency of an evolved business process model. An additional
validation whether the composed business process sufficiently achieves the
related business goals is described by the traceability analysis in Section 5.3.
The main disadvantage of this approach is the lack of verification whether
a valid composition exists. Therefore, we present a second approach which
enables the automated calculation of a business process model, including a
1http://nusmv.fbk.eu/
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validation of whether it is possible to compose them in a consistent manner.
Automated Calculation of Composition
To solve the stated composition problem in an automated manner, we apply
an existing approach for the calculation of valid service compositions based
on a set of behavioral constraints [OSB11b, ARWB11, OAS+12]. As input, the
algorithmuses a set of fragmentsF which is given by the identified fragments.
Behavioral constraints indicated by the temporal dependencies among goals
and the dependencies derived from the object life cyclemodels are considered
by a set of formalized CTL constraints Ψ.
The algorithm requires a formalized representation of fragments in terms of
Kripke Structures (KS). These models are widely used to describe system be-
havior and to validate it by model-checking techniques. Based on [CGP99] a
Kripke structure (KS) is defined as follows.
Definition 8 (Kripke Structure (KS)) Let AP be a set of atomic propositions. A
Kripke StructureKS over AP is a tupleKS = (S, S0, R, L) where
− S is a finite set of states.
− S0 ⊆ S is a set of initial states.
− R ⊆ S × S is a transition relation that must be total, that is, for every state
s ∈ S there is a state s′ ∈ S such that R(s, s′).
− L : S → 2AP is a function that labels each state with the set of atomic proposi-
tions true in that state.
In our application scenario, the atomic propositions are given by the different
states of a certain object type. If an object is in the specific state this atomic
proposition is considered as true, otherwise as false. Accordingly, the different
states s ∈ S in the KS are labeled with an understandable description. The
different states and transitions among them can be derived from the given
business process fragment and the related object life cycle model. A detailed
description for a systematic translation to KS is provided in [DNV90].
Figure 4.15 sketches an overview about our fragment composition approach.
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To ensure that the resulting composition achieves the stated business goals
and considers the logical operators in the decomposition hierarchy, the overall




















Set of Kripke 
Structures (KS) 
Translation to SKS
Figure 4.15: Composition Approach for Business Process Fragments
The approach applied to the automated calculation of a valid composition is
based on a tableau-based algorithm [Cle90]. By combining the application of
tableaus and model-checking techniques it is analyzed whether a composi-
tion C exists that is valid with respect to the stated constraints Ψ and fulfills
the aggregated requirement defined in θ. By investigating the complete state
space a path representing the order in which the different states are achieved
is calculated. If a path is found, the algorithm returns a valid composition.
Depending on the given constraints, it is possible that no valid composition
can be generated. To resolve such contradictions and to enable a valid com-
position, the constraints need to be weakened. This can be done by deleting
temporal dependencies or by the redefinition of inputs and outputs of actions
in order to resolve context dependencies among the fragments. Based on this
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redefinition, an updated set of constraints is generated and the composition
algorithm is restarted.
In the applied algorithm, OR-decompositions are interpreted as a design-
time decision. This means that an OR-decomposition between two goals g1
and g2 is fulfilled if the derived business process model considers only one
of these goals. It is important to notice that the automated composition re-
turns a valid composition but not necessarily an optimal or preferred one.
The synchronization of actions or the consideration of all fragments in an OR-
decompositionmight be useful depending on the given business scenario. For
these reasons, a manual adaption of the calculated composition might be nec-
essary. The consistency of the changed business process model with respect
to the given constraints can be validated by the approach described in assisted
composition.
A detailed discussion of the complexity of the composition algorithm is given
in [OAS+12]. We consider n as the number of atomic functional requirements
in the aggregated requirement θ and k as the number of maximum elements
that need to be composed. The complexity of a valid composition calculation
isO(kn2n2|Ψ|). Since our approach uses the identified fragments for the com-
position instead of atomic actions, the computational complexity can be re-
duced. Due to the exponential growth of the computational complexity, the
reduction of the number of elements k has a significant effect. In the worst
case, the number of elements remains the same if each fragment contains ex-
actly one action.
4.5.3 Enrichment with Context Information
To enrich the composed business process model with additional context data,
we use the information provided by the action definitions and the object type
model. Hereby, we aim for a better and deeper understanding of the involved
actors and the handled artifacts. Further, these annotations are used for the
traceability analysis in Section 5.3.
The object flowand the resulting states are represented in the business process
model by the notation objectType[objectState] [KRG07]. In the first step,
PreCondition andPostCondition of the actions are added in the business process
model. The performed intra-fragment composition (cf. Section 4.3.2) ensures
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that the pre- and postconditions of consecutive actions match within a frag-
ment. Further, the composition algorithm described in the previous section
excludes mismatches between pre- and postconditions between fragments.
If such mismatches occur during a manual adaption of the business process
model, the corrupted model needs to be corrected, e.g. by a re-composition
of the actions, before the context enrichment step can be finalized.
Nonetheless, not every action has an explicit precondition that needs to be
fulfilled. Figure 4.16 sketches an example. Authorize credit card payment and
Instruct bank transfer are marked by the label "—" which indicates that these


















States of object type BookOrder (BO): 
inDelivery (ID), delivered(DL)
States of object type Payment (PY): 





Figure 4.16: Business Process Model with Context Information
As depicted, the specification of the object flow might be incomplete, in the
sense that an action has no explicit precondition, but the composition defines
an object type that is processed as input. In order to consolidate the spec-
ification of the object flow, the incoming object type and state are adjusted
according to the outgoing object flow of the preceding action. In the given
example the incoming object for action Authorize credit card payment is set to
the outgoing object of action Deliver to customer. The resulting specification is
depicted in Figure 4.17.
The action specification does not only provide information about pre- and
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Figure 4.17: Updated Context Information in Business Process Model
postconditions, but also about actor roles which can be used to define pools
within the business process model. Each action is assigned to exactly one
actor who performs it. To consider relevant roles, pools are created and the
actions are assigned to these pools. Figure 4.18 shows the specification of ac-
tors defined in the BPMN modeling language. The applied context informa-































Figure 4.18: Business Process Model enriched with Actor Information
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4.6 Summary and Discussion
In this chapter, we presented an approach for the systematic derivation of
business process models from business goal specifications. We have estab-
lished requirements for the goal-oriented business process derivation. Ad-
dressing these requirements, we introduced an approach to the traceable en-
gineering of business process models that achieve the stated business goals
and also consider constraints inferred from goal dependencies. Furthermore,
the fulfillment of constraints with respect to valid states and transitions is en-
sured constructively.
We described the fragment-based calculation of coherent business processes
that take into account all relevant constraints. In addition, we described how
manual changes of these models can be validated by using model-checking
techniques. Finally, we have shown how the composed business process is en-
richedwith context information representing the object flowwithin the work-
flow.
In the next chapter, we describe a quality assurance approach to validate the
consistency of the different models in the business goal specification and the
related business process model.
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Chapter 5
Quality Analysis and Assurance
Requirements models, like business goal models and business process mod-
els, specify strategic and operational aspects which have a high impact on fur-
ther development phases. For example, the modeled business processes are
used as a foundation for the composition of technical services in a service-
oriented architecture (SOA) [WM06]. To enable the suitable consideration of
the actual requirements, their precise and unambiguous specification is a cru-
cial prerequisite for subsequent modeling and implementation steps. To im-
prove the quality of these specifications, this chapter introduces our approach
for quality analysis and assurance.
In Section 5.1, we discuss possible threats that impact the specification qual-
ity and infer requirements for a suitable approach. Based on these require-
ments we evaluate existing approaches and discuss the results. In Section
5.2, we introduce our approach to the consistency analysis of business goal
models focusing on linguistic aspects of the specification. Addressing the
consistency between business goal models and business process models, we
present a traceability analysis approach in Section 5.3. Finally, we conclude
this chapter in Section 5.4. This chapter is partially based on the earlier pub-
lication [PNEM14].
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5.1 Requirements and Related Work
This section investigates the suitability of existing approaches and point outs
their shortcomings by raising requirements for our quality analysis and assur-
ance approach. For this purpose, we analyze possible threats for the validity
and quality of a goal-oriented business process specification. We infer core
challenges which are further refined to concrete requirements. Related work
is evaluated against these requirements and their suitability is discussed.
5.1.1 Problem Analysis
The specification process for business goals involves stakeholders with dif-
ferent roles and backgrounds. Various levels of know-how and different per-
spectives lead to different understandings and viewpoints, resulting in incon-
sistent goal descriptions. Furthermore, the usage of natural language for goal
specification can increase the likelihood of inconsistencies in terms of inaccu-
racies or ambiguities. Figure 5.1 sketches an exemplary overview about stake-
holders who are involved in the specification process and the role of natural
language. Since such specifications are required as a common communica-
tion base, inconsistencies in this specification can lead to misunderstandings
or ambiguities which directly affect the stakeholders involved and their work
related to these goals.
In order to ensure the consistency of business goal models specified in natu-
ral language, we have to consider two different aspects. First, business goal
model elements are connected by hierarchical decomposition relations which
represent different levels of abstraction. Consistency with respect to these re-
lations implies that a set of goals is an appropriate decomposition of its super
goal. Missing guidelines and the high degree of flexibility for the specification
of goal models increase the threat of gaps in terms of inconsistent terminol-
ogy between goals in decomposition relations. Second, the natural language
itself has to be considered as it introduces inconsistencies, such as overloaded
or homonymous concepts in goal descriptions. In consequence, ambiguous
concepts arise and complicate the communication actions between business
stakeholders and requirements engineers [Kam05].
Figure 5.2 depicts a slightly adapted excerpt from the Fulfill book order exam-
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Figure 5.1: Problems Related to the Natural Language Specification of Busi-
ness Goals
ple and illustrates possible inconsistencies which are grounded in the use of
natural language.
The first inconsistency is shown in the goalQuote given. In this case, the word
quote might relate to a sales quote or a cost estimation. As the meaning is not
obvious from the given context it may lead to misunderstandings among dif-
ferent stakeholders. Hence, the word quote is a good example for a homonym
that impacts the specification quality of the business goal model.
A second inconsistency can be observed with the business goals Payment via
credit card and Payment via bank transfer. Both goals specify that a payment
needs to be executed, but lack information about the object that has to be paid.
This information, i.e. the book order, is only given implicitly by the context.
Amore explicit labeling naming the considered object would improve the un-
derstandability.
As a third inconsistency, we observe that the goal Payment received and the
top goal Fulfill book order deal with different objects. While the latter deals
with a payment that needs to be received, the top goal is concerned with the
fulfillment of a book order. Possibly, using the label Book order payment received
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Figure 5.2: Exemplary Inconsistencies in a Natural Language Business Goal
Specification
would be more concise.
The given examples of three inconsistencies caused by the imprecise usage
of natural language illustrate possible negative impacts on the specification
quality. While the consistency of formalized definitions has been addressed
by the constructive approach in Chapter 3 (e.g. validation of action compos-
ability), the natural language specification needs to be handled in a separate
manner by applying analysis and validation techniques. Therefore, we state
the first challenge for quality analysis and assurance:
Ensuring consistency of the natural language business goal model specifi-
cation (C1)
The approach for business goal modeling and business process model deriva-
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tion introduced in the previous chapters provides an integrated method for
the initial specification of these models. Addressing changing strategic objec-
tives, customer requirements or market conditions, these models evolve over
time. For example, new business goals can arise which need to be specified
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Figure 5.3: Exemplary Inconsistency caused by the Evolution of a Business
Goal Model
Figure 5.3 depicts the example of an initial specification. Twobusiness goals g2
and g3 are sufficiently achieved by the derived business process. We assume
that a new business goal (g4) is defined and operationalized by the actions a5
and a6. The required changes in the business goal model are made by a busi-
ness analyst. The related business process model is managed by a business
process engineer. If the communication among both actors involved does not
work well, changes in the business goal model are not reflected in the busi-
ness process model and vice versa. In this example, the lack of consideration
leads to an inconsistency among both models, since goal g4 is not achieved by
the described business process. To overcome such inconsistencies caused by
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model evolution, we state the second challenge:
Ensuring consistency of evolving requirements models (C2)
The problem analysis results in two challenges for quality analysis and assur-
ance. In the next section, we derive concrete requirements from these chal-
lenges which need to be fulfilled by a suitable approach.
5.1.2 Requirements Definition
The challenges which have been analyzed and defined in the previous section
are used to infer quality analysis and assurance requirements (QAR) which
are used for the evaluation of existing approaches.
Ensuring consistency of the natural language business goal model specifi-
cation (C1)
The specification of business goals in natural language provides a common
foundation for the communication, discussion and justification of goals be-
tween the stakeholders involved. In order to ensure consistency of this speci-
fication, we infer the following requirements for our approach:
• QAR-01 Applicability for KAOS goal models
Several approaches to the linguistic analysis exist which can be applied
to different kinds of models. The prerequisite for our scenario is the
applicability for KAOS goal models. This means that the analysis con-
siders basic KAOS concepts, like decomposition hierarchies.
• QAR-02 Analysis of natural language specification
Wemotivated the need for the validation of aspects in goalmodelswhich
are described in natural language, since they provide an important foun-
dation for the communication. Therefore, we state the ability to analyze
the consistency of natural language specifications as a requirement.
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• QAR-03 Validation of consistency among goals.
Based on the requirements QAR-01 and QAR-02, KAOS models and es-
pecially the natural language aspects need to be validated with respect
to their consistency. Hence, the approach needs to be able to detect am-
biguities of goals and to validate the consistent usage of logical opera-
tors in decompositions. For this purpose, the validation of consistency
among goal descriptions needs to be supported.
Ensuring consistency of evolving requirements models (C2)
• QAR-04 Completeness of goal achievement
During the evolution of business goalmodels, newgoals can arisewhich
need to be achieved. In order to ensure their appropriate considera-
tion in the related business process model, the completeness of the goal
achievement needs to be validated by our approach.
• QAR-05 Relevance of business processes
Business processmodels evolve, e.g. by adding new actions that are per-
formed in the actual business processes. Furthermore, business goals
can become obsolete and be removed from the business goal models.
As a consequence, actions in the business process model may become
obsolete as well. In order to ensure cost- and time-efficient business pro-
cesses it needs to be validated whether all actions are relevant. This
means that they contribute to the achievement of a business goal.
• QAR-06 Assisted correction of inconsistencies
The evolution of models can cause inconsistencies which need to be cor-
rected in order to ensure a consistent specification. Hence, our approach
needs to support the assisted correction of detected inconsistencies.
In the following, we compare the inferred requirements against related work,
describe their fulfillment and point out why these approaches are not suffi-
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cient.
5.1.3 Evaluation of Existing Approaches
Addressing the requirements discussed in the previous section, we analyze
related work. Existing approaches are discussed and weaknesses are pointed
out.
Fuxman et al. [FPMT01] propose an approach for consistency analysis of
i*/Tropos goalmodels. It provides an extended notation that is used to derive
a set of formalized LTL constraints. Using these constraints, different consis-
tency checks can be performed by applying model checking techniques. This
approach focuses on verification properties instead of ensuring consistency of
the natural language definitions in goal specifications.
An approach for conflictmanagement in goalmodels is presented in [vLDL98,
vLL00]. This work focuses on divergence detection and resolution as well as
obstacle handling. These approaches are applicable to KAOS goal models
and use formal goal specifications, i.e. state definitions, to validate their con-
sistency.
Another approach to the validation of formal goal specifications is described
in [BMMZ06, BGM09]. Hereby, consistency with respect to a set of given pri-
vacy and security constraints is validated. By applying a planning approach,
it derives suitable design alternatives.
Traceability analysis between goal models defined in Tropos/i* and business
process models is addressed in [KVB+06b, KGB06, GK07]. Traceability links
are established between goals and business process elements in a manual
manner. In this approach, actions in the business process models are anno-
tated in order to illustrate their contribution to the achievement of goals. The
results of the traceability analysis are categorized as either normal, exceptional
or unsatisfied. A decision support giving assistance for the handling of unsat-
isfied goal is not provided.
ProcessSEER provides a concept and tool implementation for the semantic ef-
fect annotation of business process models [HGK09]. The explicit representa-
tion of action effects enables the analysts to identify changes in the business
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Table 5.1: Evaluation Results for Quality Analysis and Assurance
process model and to assess their impact. These changes cannot be related to
the achievement of a business goal. Further, the approach does not address
the removal of inconsistencies caused by the changes.
The evaluation results are summarized in Table 5.1. As illustrated in the result
table, none of the existing approaches sufficiently fulfills all stated require-
ments.
5.1.4 Discussion of Evaluation Results
The evaluation results depicted in Table 5.1 show that none of the existing
approaches fulfills the stated requirements. Most approaches support goal
models even though only one of them focuses on the applied KAOS nota-
tion (QAR-01). A main drawback of existing work consistency validation is
the lack of consideration of natural language specifications (QAR-02). Exist-
ing approaches focus on the verification of constraints based on formal goal
definitions. These approaches cannot be adopted for the validation of goal de-
scriptions specified in natural language. The approaches analyzed only par-
tially support the validation of consistency among different goals within the
goal model (QAR-03).
Traceability analysis for business goal models and related business process
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models is not sufficiently supported either. The evaluations of completeness
(QAR-04) and relevance (QAR-05) are addressed well by [KVB+06b, KGB06,
GK07]. The handling of inconsistencies detected in the traceability analysis is
not supported by existing approaches.
5.2 Linguistic Consistency Analysis
In this section, we describe our approach for linguistic consistency analysis.
Hereby, we focus on the natural language elements of the business goal speci-
fication and aim for the identification and removal of inconsistencies. Provid-
ing the foundation for our approach, Section 5.2.1 defines the preliminaries.
In Sections 5.2.2 and 5.2.3, we introduce syntactic and semantic consistency
checks for goal models.
5.2.1 Preliminaries
Following the definition given in Section 3.3.3, we can consider the basic struc-
ture of a business goal model as a set of goals G, a set of actions A, decompo-
sition relations D ⊆ (G×G) and operationalization links L ⊆ (G×A).
Based on the work of Antón [Ant96], goals express a state that needs to be
achieved. In the goal label, this is expressed by a verb that describes the de-
sired state and the corresponding objectwhich needs to be in the defined state.





Figure 5.4: Components of a Goal Label
Figure 5.4 illustrates an example of a goal label structure. Considering the
business goal Printed receipt sent from our running example, we can identify
the verb sent in the past participle as well as the noun printed receipt which
describes the object.
The structure of an action label can be decomposed in a similar manner. We
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consider the action Print receipt as an example. The verb print describes the
action that is performed and the noun receipt defines the object on which this
action is executed.
Based on these insights, we consider a goal as being labeled with a verb gv
that describes a distinct state and a noun gn that describes a distinct object.
Accordingly, the label of an action contains a verb av and a noun an. To extract
these components, available techniques can be applied, such as [LSM12], in
order to automatically annotate goals according to these components.
Since the techniques in this thesis focus on goal model decompositions and
their components, we extend the definition of decompositions in business
goal models. We define the following conventions to formulate the linguistic
consistency conditions:
Definition 9 Given a goal model G and a goal g′ ∈ G that is decomposed into several
goals or actions. Then, we define:
− The set of all subordinate goals of g′: SGg′ = {g ∈ G | (g′, g) ∈ D}.
− The set of all subordinate actions of g′: SOg′ = {a ∈ A | (g′, a) ∈ L}.







Applying the provided preliminaries and definitions, the following two sec-
tions define conditions for the linguistic consistency of goal models.
5.2.2 Syntactic Consistency Checking
In this section, we introduce conditions for the validation of goal models from
the syntactical dimension of natural language. This comprises two validation
checks. First, we check if a goal or action label contains all necessary compo-
nents. Second, we validate whether a goal decomposition is consistent based
on the object for which the goal has been decomposed.
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Component Consistency
As outlined by Antón [Ant96] and described in the preliminaries, goal and
action labels contain a verb (state or action word) and a noun (object). Ac-
cordingly, we can check the decomposition of a goal with respect to the com-
pleteness of the components, i.e. whether all goals actually specify an object
state and whether all actions define an object action.
The rationale behind this validation is that a goal which does not contain all
components is underspecified and may cause confusion in the communica-
tion of the goals in the software development process. As an example, we
consider the actionDeliver to courier. Obviously, the action properly comprises
an action word but misses the object that has to be delivered. To check goal
models for this inconsistency, we define component consistency in a goal de-
composition as follows:
Definition 10 (Component Consistency) Let DCg′ be a goal decomposition of a
goal g′ ∈ G. DCg′ is consistent with respect to the components, iff
− ∀g ∈ DCg′ : gv and gn exist
− ∀a ∈ DCg′ : av and an exist
Component Stringency
The essential characteristic of goal-oriented requirements engineering is the
step-wise decomposition of goals and their operationalization to concrete ac-
tions [vL03, AKRU09a, Ant96]. The decomposition process involves the cre-
ation of logical subgroups of goals until the goal achievement can be described
on the level of atomic actions.
To ensure consistency among goals on the different levels of abstraction de-
fined by the decomposition relations, it needs to be validatedwhether the sub-
goals are related to their super goal. Considering our example, the top goal
Fulfill book order is decomposed to five subgoals. The decomposition com-
prises the subgoal Payment received which states that the payment needs to
be received in order to achieve the top goal. A comparison of the compo-
nents of both goal labels shows that they are dealing with different objects.
The goal Payment received lacks information about the actual object to be paid.
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This might lead to misunderstandings in the communication about this goal.
Hence, we infer that the decomposition is not stringent with respect to the
goal label components. To enable the validation of component stringency, we
define the condition as follows:
Definition 11 (Component Stringency) Let DCg′ be a goal decomposition of a
goal g′ ∈ G. DCg′ is stringent with respect to the components, iff
− ∀g ∈ DCg′ : g′n = gn
− ∀a ∈ DCg′ : a′n = an
5.2.3 Semantic Consistency Checking
The syntactic consistency validation focuses on structural aspects of goal la-
bels and consistent object usage in goal decompositions. To enable the valida-
tion of the semantic dimension this section introduces conditions that address
the unambiguousness of goals and the consistency with respect to logical op-
erators in their decomposition relations.
Homonym and Synonym Consistency
Business goal models are specified by business analysts and serve as a com-
munication foundation for several stakeholders. For this purpose, the un-
ambiguity of the specified business goals has to be preserved. An unam-
biguity in the understanding often suffers from linguistic ambiguities such
as homonymy (a word has more than one meaning) or synonymy (different
words have the same meaning) [DP06].
To illustrate a homonym, we consider the top goal Fulfill book order from the
running example. As discussed, the goal label can be separated into its com-
ponents. The object that is addressed by this goal is the book order. This could
be interpreted as an order of books (as intended) or as an order for reading
books. Hence, homonyms can lead to misunderstandings and ambiguities in
the goal specification. To enable the detection of homonyms we formalize the
following consistency condition, based on Deissenboeck [DP06]:
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Definition 12 (Homonym Consistency) Let SensesY denote a function that re-
trieves all word senses of a given word from a dictionary Y . Further, let DCg′ be a
goal decomposition of a goal g′ ∈ G. DCg′ is consistent with respect to homonym
usage, iff
− ∀g ∈ DCg′ : (|SensesY (gv)| = 1 ∧ |SensesY (gn)| = 1).
− ∀a ∈ DCg′ : (|SensesY (av)| = 1 ∧ |SensesY (an)| = 1).
As an example of a synonym, we consider the goal Books ordered and the ac-
tion Place order to supplier in the running example. It is obvious that the verbs
to order and to place both intend to lodge the book order. In order to provide
a clear and precise understanding of the specified business goals and their
intentions, synonyms should be avoided. To enable the validation of labels in
business goal models, we define the following formalized consistency condi-
tion (cf. [DP06]):
Definition 13 (Synonym Consistency) Let SensesY denote a function that re-
trieves all word senses of a given word from a dictionary Y . Further, let DCg′ be
a goal decomposition of a goal g′ ∈ G. DCg′ is consistent with respect to synonym
usage, iff
− ∀g1, g2 ∈ DCg′ :
(SensesY (g
v
1) ∩ SensesY (gv2) = ∅) ∧ (SensesY ((gn1 ) ∩ SensesY (gn2 ) =
∅))
− ∀a1, a2 ∈ DCg′ :
(SensesY (a
v
1) ∩ SensesY (av2) = ∅) ∧ (SensesY ((an1 ) ∩ SensesY (an2 ) =
∅))
Decomposition-Logic Consistency
Business goal models are specified in a hierarchical structure defined by de-
composition relations. The relation between a super goal and its subgoals is
defined by logical operators (AND, OR, XOR). In addition, we need to con-
sider operationalization links between leaf goals and actions. The semantics
of an operationalization is equal to the semantic of an AND-decomposition.
To ensure consistent modeling, the business goal definition needs to be in line
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with the specified logical operators. The consistency of formal goal achieve-
ment states between super goals and subgoals is ensured by the state aggre-
gation presented in Section 3.4. However, the consistency of goal labels with
respect to the logical operators needs to be ensured as well.
To validate the decomposition-logic consistency the semantic closeness is cal-
culated based on the components of the goal/action label. Algorithms for
the calculation of this semantic measure are provided by Lesk [Les86], Wu
and Palmer [WP94], Resnik [Res95]. For our approach we leverage the Lin
measure as it correlates best with human judgment and thus is also capa-
ble to quantify weak and moderate relations [Lin98]. Based on the measure-
ment of the semantic closeness we formalize conditions for the evaluation of
decomposition-logic consistency.
The AND-decomposition constitutes that all subgoals need to be achieved in
order to fulfill the super goal. Thus, we do not expect parts of a greater whole
to be strongly connected with each other rather than moderately related. For
example, the actions Authorize credit card payment and Charge card number op-
erationalize the goal Payment via credit card. Although the objects credit card
number and credit card payment do not perfectly match, we require a moderate
connection between these since they related to the object credit card.
To infer a consistency condition, we state that the goals in an AND-decompo-
sition need to have a semantic closeness measure within a specified range of
thresholds τminand and τmaxand . Due to the identical semantic meaning of AND-
decomposition and the operationalization links we consider both relations in
the same validation check. Accordingly, we formalize the following AND-
consistency condition:
Definition 14 (AND-Consistency) Let sim(e1, e2) be a function that calculated
the closeness of two goal model elements e1, e2 with e1, e2 ∈ G∪A, τminand and τmaxand be
semantic closeness thresholds for an AND-decomposition. The value of sim(e1, e2)
ranges from 0 to 1, where a value closer to 0 indicates a low semantic closeness and
a value closer to 1 indicates a high semantic closeness. Further, let DCg′ be a goal
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If the measure is below the threshold τminand it can be interpreted in two dif-
ferent ways. First, the labeling of the goals may by be imprecise and needs
to be reworked in order to close the semantic gap among them. Second, the
decomposition may be defined by the wrong logical operator. In case of a
very weak semantic closeness among the goals in the decomposition, an OR
or XOR operator might be suitable.
The semantic consistency of goals within an OR/XOR decomposition needs
to be validated as well. As an example, we consider the subgoals Payment via
credit card and Payment via bank transfer of the XOR-decomposed super goal
Payment received. Since the goal Payment via credit card is conceptually exclu-
sive to the Payment via bank transfer, the semantic closeness of these goals is
expected to be small.
OR-decompositions express alternatives for the achievement but do not ex-
plicitly exclude the achievement of multiple subgoals. Although the OR-de-
composition is intended to express different alternatives, we expect a semantic
distance for OR-decomposed goals as well. Since the usage and distinction of
OR/XOR is not restricted by the modeling approach, we provide a common
consistency condition for both types of decompositions.
We require for the goals in an OR-/XOR-decomposition that the semantic
closeness is smaller than a given threshold τor. The formalized condition for
OR-/XOR-Consistency is defined as follows:
Definition 15 (OR-/XOR-Consistency) Let sim(g1, g2) be a function that calcu-
lated the closeness of two goals g1, g2 ∈ G and τor be a semantic closeness threshold
for an OR-/XOR-decomposition of goals. The value of sim(g1, g2) ranges from 0 to
1, where a value closer to 0 indicates a low semantic closeness and a value closer to
1 indicates a high semantic closeness. Further, let DCg′ be a goal decomposition of a
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To summarize, the definitions presented here provide formalized consistency





In this section, we address the consistency between business goal models and
business process models focusing on the aspect of traceability. For this pur-
pose, we present an approach that enables the detection of inconsistencies
and the assisted correction of them. Hereby, we assure the fulfillment of two
quality criteria. First, we validate completeness in the sense that all defined
business goals are achieved by the execution of themodeled business process.
Second, to ensure the relevance of all actions in the business process model,
we validate their contribution to the business goal achievement.
Section 5.3.1 describes a preprocessing step that accumulates all state changes
in the business process model in order to enable their validation in an aggre-
gated manner. The algorithms for the actual analysis are presented in Section
5.3.2. In Section 5.3.3, we discuss how the inconsistencies can be removed in
an assisted manner.
5.3.1 Effect Accumulation
The first step is a preprocessing of the business process model prior to the
actual analysis. Hereby, the effects caused by the executions of atomic actions
are accumulated through the control flow of the business process. The accu-
mulated effect of a business process model element is described by the state
of a business object that is achieved if the business process is executed to the
position of this element.
Accumulated effects are used in two different ways. First, the accumulation
is used to validate whether an action within a business process fragment suf-
ficiently contributes to the achievement of the related fragment goal. Second,
the accumulated effect of thewhole business processmodel is used to validate
whether the overall business goal is achieved by the execution of the modeled
business process.
Intermediate effect of an action
The accumulation of effects is based on the effects caused by atomic actions,
termed intermediate effects. The intermediate effect of an action is defined
144
5.3. TRACEABILITY ANALYSIS
by the state changes of a business object during the execution of the action.
In the effect accumulation, we consider the postcondition of an action as its
immediate effect.
To illustrate the concept of effect accumulation we consider the example de-
picted in Figure 5.5. The actions in the business process model are annotated











Figure 5.5: Annotated Business Process Model for Effect Accumulation
Accordingly, action a1 has no precondition and changes the state of an object
of type o1 to s1. This means that the immediate effect of this action is defined
as o1[s1]. Action a2 requires this state as precondition (which is fulfilled suf-
ficiently) and changes the state of an object of type o2 to s1.
The immediate effects of these two actions handle different object types. This
means that the effect caused by a1 is not overwritten by the effect caused by
a2. Therefore, we consider these effects as independent from each other. The
accumulated effect for a2 is defined as o1[s1] ∧ o2[s1].
Action a3 sketches an example for a dependent effect. The state o2[s1] defines
the precondition and the immediate effect of a3 is given by the postcondition
o2[s2]. In order to calculate the accumulated effect of a3, we need to consider
the effects of the preceding actions given by the accumulated effect of action
a2: o1[s1] ∧ o2[s1]. Since the immediate effects of a2 and a3 change the state
of objects from the same type, we consider these as dependent effects which
need to be handled in the accumulation.
For a dependent effect, the preceding state of the object type is overwritten by
the immediate effect of the current action. In this example, the accumulated
effect of action a3 is expressed as o1[s1] ∧ o2[s2]. Table 5.2 summarizes the im-
mediate and accumulated effects in terms of state definition for the example.
The general guideline for the accumulation of effects for actions in a business









Start event ∅ ∅ ∅
Action a1 o1[s1] o1[s1] o1[s1]
Action a2 o2[s1] o1[s1] ∧ o2[s1] o1[s1] ∧ o2[s1]
Action a3 o2[s2] o1[s1] ∧ o2[s1] ∧ o2[s2] o1[s1] ∧ o2[s2]
End event ∅ o1[s1] ∧ o2[s1] ∧ o2[s2] o1[s1] ∧ o2[s2]
Table 5.2: Distinction between Immediate and Accumulated Effects
Definition 16 (Effect Accumulation) The accumulated effect at an action v is its
immediate effect ev plus all preceding effects bprev : ACCv : ev ∧ bprev
Definition 17 (Consolidated Effect Accumulation) The accumulated effect at an
action v is its immediate effect ev plus all independent preceding effects bprev : ACCv
: ev ∧ bprev
Effects are not only accumulated for actions but also for the gateways in a
business process model. Fork gateways do not require an explicit effect ac-
cumulation. The accumulated effect at the fork gateway is identical to the
accumulated effect of the preceding actions.
First, we consider the effect accumulation for joins of parallel gateways. The
fork of a parallel gateway splits the control flow and activates all outgoing
flows. This means that at the related join gateway the accumulated effects of
all preceding nodes must hold. To enable the effect accumulation, we assume
that no contradictions occur on the parallel paths. In this case, contradictions
are conflicting actions in terms of dependent effects on the same object type.
In order to ensure a conflict-free business process model, existing approaches
like [GHSW09] can be applied in order to detect and remove contradicting
effects before they are accumulated.
The accumulation of effects at parallel joins can be formalized as follows.
146
5.3. TRACEABILITY ANALYSIS
Definition 18 (Parallel-Join Effect Accumulation) The accumulated effect at a
parallel join j with n incoming flows is ACCj : ACC1 ∧ACC2 . . .∧ACCn, where
ACCi is the accumulated effect of the i-th preceding flow node.
The second gateway is an inclusive-OR gateway. At the inclusive fork, one or
more of the possible paths can be executed. Therefore, the accumulated effect
at the inclusive join needs to consider that each possible pathmight have been
executed. Accordingly, the effect accumulation for an inclusive join is defined
as described in Definition 19.
Definition 19 (Inclusive-Join Effect Accumulation) The accumulated effect at
an inclusive join j with n incoming flows is ACCj : ACC1 ∨ ACC2 . . . ∨ ACCn,
where ACCi is the accumulated effect of the i-th preceding flow node.
The exclusive gateway is more restricted than the inclusive gateway. An ex-
clusive fork defines possible paths, but only one of them is executed. Accumu-
lated effects for exclusive joins define that the accumulated effects of exactly
one path are valid at the join gateway. Hence, the exclusive join effect accu-
mulation is formalized in Definition 20.
Definition 20 (Exclusive-Join Effect Accumulation) The accumulated effect at
an exclusive join j with n incoming flows is: ACCj : ACC1 ⊕ ACC2 . . .⊕ ACCn,
where ACCi is the accumulated effect of the i-th preceding flow node.
Applying the definitions presented, we iterate through the business process
model and calculate the accumulated effects for actions and gateway joins it-
eratively. In the following section, we describe the application of accumulated
effects for the validation of the business goal achievement of the related busi-
ness process.
5.3.2 Business Goal Traceability Analysis
Based on the definitions provided, we analyze the traceability between a busi-
ness goalmodel and a business processmodel. The analysis can be performed
for a business process fragment or for the complete business process model.
In the following, we describe the analysis of fragments, but the validation of
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the whole business process model is comparable, as it would consider the
whole business process as a fragment and the top business goal as the goal
that needs to be achieved.
The analysis aims to answer two questions in order to validate traceability.
First, it is analyzed whether the fragment goal is always achieved by executing
the related business process fragment. This means that the goal is achieved
on all possible execution paths in the business process fragment. Second, in
order to validate the relevance of the business process elements, it is analyzed
whether there are any additional effects caused by the execution of the busi-
ness process fragment. Hereby, it is assured that no side-effects occur that
could have a negative impact. Such a negative impact could be that actions
in a business process are not contributing to a business goal and therefore
consume resources, e.g. time or money.
By following the approach described in Algorithm 4, we validate the trace-
ability between a business process fragment f and the related fragment goal
fg. As input for the analysis the algorithm requires a list of immediate effects
IEf , the accumulated effect ACCf and the consolidated accumulated effect
CACf . These information are gathered by the effect accumulation described
in Section 5.3.1.
The list of immediate effects provides an overview about all achieved states
within the business process fragment. First, we check whether the achieve-
ment state of the fragment goal is contained in the list of immediate effects
to validate whether the fragment goal is achieved on any path. If this check
fails, we can abort the analysis and return the status ERROR.
To illustrate the validation, we consider a fragment goal with the achievement
state ♦ o1.s2. This means, objects of type o1 need to be in state s2 at some point
in time. To validate that this goal is achieved we analyze whether the effect
o1[s2] occurs.
To illustrate the possible scenarios, Figure 5.6 sketches alternative business
process models. These models represent possible evolutions of a business
process fragment that is related to the fragment goal. Since action a2 has the
immediate effect o1[s2] and is part of each fragment, all three examples would































Figure 5.6: Scenarios of Evolved Business Process Models
In the second step, we validate whether the required state is achieved on each
possible execution path and if additional effects occur. To illustrate, we con-
sider scenario a) from Figure 5.6. In this simple example, the fragment con-
tains a sequence of two actions with the immediate effects o1[s1] and o1[s2].
This means that in each (exactly one in this example) possible combination,
the achievement state o1[s2] is reached.
Scenario b) describes a different business process fragment, which has been
extended by an additional action a3. Action a3 has an immediate effect on
object o2 defined by state s1. There is only one valid path that includes ex-
ecution of all actions. On the one hand, the result shows that the fragment
goal is achieved. On the other hand, a new effect o2[s1] occurs that does not
contribute to the related goal and might be unnecessary.
In this case, an additional check is performed against the consolidated accu-
mulated effectwhich is o1[s2]∧ o2[s1] for this example. It reveals that the effect
o1[s1] is not an additional effect since it is overwritten by o1[s2] and therefore
contributes to the achievement of the desired state. In contrast, the effect o2[s1]
149
5.3. TRACEABILITY ANALYSIS
is also identified in the consolidated accumulated effect and is marked as an
additional effect. In order to trigger the manual decision whether action a3 is
required, the algorithm returns a warning.
The accumulated effect is also used to validate whether the achievement state
is overwritten, i.e. it is not the last state of this object within the fragment. For
this purpose, we check if the desired state is part of the consolidated accumu-
lated effect. In case the effect cannot be identified it is inferred that it has been
overwritten and a warning is returned.
Scenario c) shows the third example, with two exclusive alternative paths de-
fined by the actions a1, a2 on the one path and a3 on the other path. Accord-
ingly, two possible paths can be executed, i.e. that either the states o1[s1] and
o1[s2] are reached or state o2[s1] is reached. In the second case, we identified
an execution path on which the fragment goal is not achieved. Hence, the
algorithm returns an error message.
Algorithm 4 Validation of Traceability
Precondition: Business process fragment f , related fragment goal fg, list of
immediate effects IEf , the accumulated effect ACCf and the consolidated
accumulated effect CACf .
Postcondition: Traceability status t
t← "Ok"
s← fg.getAchievementState()
if s ∈ IEf then
for all ExecutionPath e in f do
if ¬ e.achieves(fg) then
t← "Error: Fragment goal is not achieved on all paths."
break;
if CACf .remove(s) 6= ∅ then
t← "Warning: Additional effects detected."
else if CACf .remove(s) = CACf then
t← "Warning: Achievement state overwritten."
else
t← "Error: Fragment goal is not achieved."
return t
A precise description of the traceability analysis is given in Algorithm 4. Pos-
sible results of the algorithm are summarized in Table 5.3. Status OK indi-
cates that no changes are required. Warnings describe that the fragment goal
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is achieved but side effects might trigger the need for a redefinition of the
process model or the specific fragment. An error marked in red explicitly re-
quires a correction since the fragment goal is not achieved sufficiently. In the
next section, we describe a set of strategies to support the correction in an
assisted manner.
Result Description
OK Fragment goal achieved.
WARNING Additional eﬀects detected.
WARNING Achievement state overwritten.
ERROR Fragment goal is not achieved on all execution paths.
ERROR Fragment goal is not achieved on any execution path.
Table 5.3: Results of Traceability Analysis
5.3.3 Assisted Traceability Correction
The traceability analysis can detect several inconsistencies as sketched in Table
5.3. To remove such inconsistencies, the models need to be adapted to restore
a consistent specification. This can be done by either changing the business
goal model, the business process model or the fragment definition.
Usually, it cannot be decided in an automated manner which changes are re-
quired. For example, if a fragment goal is not achieved the goalmight be obso-
lete or the business process model could be incomplete. As a basic guideline,
the requirements defined in goal models are considered as more stable than
business process models [AMP94, vL01]. More unstable information means
that the corresponding model is more likely to evolve. However, it cannot be
defined in a clear-cut way whether the business goal model or the business
process model needs to be changed. To support the correction of the models,
we propose a set of guidelines which are applied in a manual manner.
Additional effects detected. This status is given as a warning. Since all busi-
ness goals are achieved, itmight not bemandatory to adapt themodels. None-
theless, we discuss strategies to solve this warning. First, it needs to be de-
cided whether the detected additional effect is desired or not.
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If the additional effect is desired, it means that the action or the set of actions
that cause this effect are required in the business process model. Either the
action can be related to an existing business goal or a new business goal is
created which is achieved by the corresponding action. The creation of a new
business goal requires an update of the whole specification, including defi-
nition of actions, generation of object life cycle models and an update of the
business object type model. Referring to the new business goal, a fragment is
created encapsulating the action or set of actions causing the additional effect.
Finally, the assignment to the current fragment is deleted.
In the second scenario, the additional effect is not desired. In this case, the
action is deleted from the business process model. If the action is the only
one in the branch, this is deleted as well.
Achievement state overwritten. This status is returned as awarning. Itmeans
that the fragment goal is achieved but the state is overwritten by the immedi-
ate effect of a subsequent action. If this effect is undesired, the warning can be
resolved in a similar way to the warning Additional effects detected. One way to
handle this scenario is the deletion of the action or set of actions that overwrite
the achievement state. In contrast to an additional effect which is defined by
a state of a different object type, the overwriting expresses a new state of the
same object type. This can be an indication that it is not a desired effect but
the further processing of the object. Therefore, it might be more expedient to
validate whether the activities should be re-assigned to a different fragment
or if the achievement state of the fragment goal needs to be updated to this
state.
Fragment goal is not achieved on all execution paths. This status describes
that the fragment goal is achieved on at least one execution path but not on
all possible paths within the business process fragment. Figure 5.7 sketches
possible resolutions for this scenario. We consider an exclusive-OR gateway
and also assume that the achievement state o1[s2] needs to be achieved. As
illustrated, the execution of the second path including action a3 does not fulfill
the stated goal.
The first resolution strategy assumes that a3 is required to describe the actual
business processes appropriately in themodel. In order to restore consistency,
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the fragment definition is adapted and a new fragment is created. In this
example, we create fragment fB and assign action a3 to it. In addition, the
new fragment needs to be assigned to an existing business goal or a new goal
needs to be created that is assigned as a fragment goal.
In the second scenario, we assume that a3 is an obsolete action which is not
required in the business process model. In this case, the whole path is deleted
(including the gateway) and the resulting fragment ensures that the fragment



































Figure 5.7: Resolution of Paths which do not achieve the Fragment Goal
A further solution is the redefinition of the XOR gateway as an AND gateway.
This ensures that the desired state is achieved but would cause an additional
effect warning, since action a3 is executed as well.
Fragment goal is not achieved on any execution path. In the last scenario,
the fragment is not achieved on any execution path in the business process
fragment. This error needs an intensive analysis by business analysts and
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business process engineers since it shows a complete loss of traceability for
the business process fragment. Itmight be an indication that the business goal
has become obsolete and the fragment actually contributes to a different goal
or a goal that has not been defined yet. Otherwise, the fact that the fragment
is not related to a business goal can also indicate that the fragment has become
obsolete and should be deleted.
5.4 Summary and Discussion
In this chapter, we presented a quality analysis and assurance approach for
business goal and business process models. Our solution addresses all re-
quirements related to the core challenges: consistency of the natural language
business goal model specification (C1) and consistency of evolving require-
ments models (C2).
First, we introduced a linguistic consistency analysis comprising syntactic and
semantic consistency conditions. Consolidating the natural language spec-
ifications of goal models, our approach improves the overall quality of the
requirement specification and reduces the risk of misunderstandings or am-
biguities.
Second, we presented a traceability analysis approach for preserving consis-
tency among evolving business goal and business process models. In addi-
tion to algorithms for an automated analysis, we contribute a set of pragmatic
guidelines to remove the identified inconsistencies. Hereby, we address the
fact of constantly evolving requirements resulting in changing business goals
or adapted business processes.
To improve the applicability and to enable the evaluation of our approach, the




The concepts developed in this thesis have been prototypically implemented
in theGooPEworkbench. GooPE stands forGoal-orientedProcessEngineering.
































Business Goal Modeling Business Process Derivation
Quality Analysis 
and Assurance
Figure 6.1: Architectural Overview about the Implemented Tool Support
The implementation comprises tool support for the threemain building blocks
of our approach to business goal modeling, business process derivation and
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quality analysis and assurance. The Eclipse framework serves as a platform
for the implementation that is described in more detail in the following sec-
tions. The individual components for business goal modeling are described
in Section 6.1. In Section 6.2, the tooling for business process derivation is
presented. Finally, we discuss the automated quality analysis and assurance
functionalities in Section 6.3.
6.1 Business Goal Modeling with GooPE
Business Goal Model Editor
To support the creation and management of business goal models, we imple-
mented a graphical editor as depicted in Figure 6.2. Technically, the editor is
based on EMF and GMF. These frameworks are used to define the language
definition through an abstract syntax (EMF) and the graphical representation
through a concrete syntax (GMF). Based on these definitions, a graphical ed-
itor can be generated.
Figure 6.2: Graphical Goal Modeling Editor
The central area contains the actual goal editor that supports the work with
the business goalmodel. Validmodeling elements, as defined by the language
definition, are listed in the right area and can be added to the goal model by
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drag & drop. The definition of temporal dependencies is fully integrated into
the modeling process and can be performed in the bottom area. Hereby, the
dependent goals can be selected from a list. This selection is also supported
by validity checks to avoid the definition of inconsistent dependencies. For
this purpose, we implemented the checks described in Section 3.3.4 to make
sure that only valid goals are selectable.
Context Model Editor
To create and maintain the business object type models, we implemented a
visual editor that supports the user. A screenshot of the editor is depicted in
Figure 6.3. A set of notation elements is provided which can be added to the
model by using drag & drop.
Figure 6.3: Visual Business Object Type Editor
The object life cycle models can be created, edited and viewed in a textual edi-
tor, implemented based on XText. Figure 6.4 shows an exemplary definition of
valid states and state transitions for the object typesMoney Order and Receipt.
6.2 Business Process Derivation with GooPE
Business Process Modeler
In addition to goal models, our approach is also strongly related to business
process models. For this purpose, we provide an editor for business process
models that is based on the existing BPMN2 Eclipse Modeler 1. A screenshot
of the editor is depicted in Figure 6.5. The applied notation is based on the
BPMN 2.0 specification [OMG11a] and supports the definition of business
1http://www.eclipse.org/bpmn2-modeler/
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Figure 6.4: Textual Object Life Cycle Model Editor
process models.
Figure 6.5: Business Process Modeling Editor
Traceability Link Editor
Traceability links between business goals and business process elements can
be managed in a separate editor. This tooling can be used to work with ex-
isting links or to create new links manually. For example, it might be useful
to define that a more abstract fragment is related to a higher level business
goal. The screenshot in Figure 6.6 shows the support for the manual defi-
nition of traceability links between a business goal Receive Payment and the
related business process fragment.
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Figure 6.6: Editor for Traceability Links
Constraint Formalizer and Refiner
The approach for the translation of goal dependencies into formalized CTL
constraints has been implemented as well. This component formalizes the
defined dependencies and refines the resulting constraints to the level of frag-
ment goals. Based on a concrete business goal model, the formalization and
refinement of defined temporal dependencies can be triggered. To facilitate
the handling and the manual changes of the constraints, GooPE provides a
textual CTL editor. A screenshot is depicted in Figure 6.7. The editor is im-
plemented by using the XText plugin. Hereby, a formal CTL grammar (cf.
Appendix A) is defined in the XText syntax and the editor is generated in an
automated manner.
Figure 6.7: CTL Constraint Editor
The application of this editor has two advantages for the user. First, the pro-
vided capabilities like syntax highlighting improve the readability and main-
tainability of the CTL constraints. Second, the defined constraints are checked
automatically against the defined language grammar. This means that their
consistency with the CTL language is validated to improve the correctness
and overall specification quality.
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6.3 Quality Analysis and Assurance with GooPE
The quality analysis and assurance implemented here comprises components
for the linguistic consistency analysis and traceability analysis. In the follow-
ing, both components are described in detail.
Linguistic Consistency Analysis
The proposed linguistic consistency checks have been implemented in coop-
eration with the HU Berlin2 and WU Wien3. The foundation for our tooling
was an existing application which has been developed to validate the linguis-
tic consistency of different business process models within a repository. The
results of this work have been published in [PLM13].
We adopted the existing work for the application of linguistic consistency
within goal models. We implemented a transformation functionality that
enables the translation of a given goal model into a processable input for-
mat that captures all the information from the graphical representation. In
order to analyze different word senses for the semantic consistency condi-
tions, our implementation relies on the lexical database WordNet version 3.0
[MF98, Mil95].
Traceability Analysis
The implemented traceability analysis is based on the languages and tools de-
veloped in the epsilon project [KPP06, Kol07, KPP08, KRGDP14], which en-
able the definition and validation of constraints. Moreover, the epsilon object
language is used to implement the repair strategies. In our implementation,
we leverage the general purpose Epsilon Object Language (EOL) and the Ep-
silon Validation Language (EVL) as a task specific language.
EVL is a superset of EOL which supports the application of all manipulation
operations provided by the epsilon object language. A further advantage of
EVL, e.g. in contrast to OCL, is the ability to differentiate between constraints





critique describes a problem that might not be critical if it is not fixed.
Figure 6.8: Results and Proposed Repair Strategy for Traceability Analysis
The application of EVL and EOL and the tooling provided for the Eclipse en-
vironment enables the integration of a quick-fix decision support. Figure 6.8
shows the message that is provided to the user and the proposed repair strat-
egy to fix the identified error. As input, the analysis relies on the defined
traceability links between fragment goals and business process fragments.
6.4 Conclusion
In this chapter, we gave an overview about the tool support developed to im-
plement the concepts presented in this thesis. Although the current imple-
mentation is in a prototypical stage it provides a suitable foundation for the






In the previous chapters, we presented our approach comprising a modeling
language for business goal models, a method for business process derivation
and quality analysis and assurance techniques. In this chapter, we evaluate
our approachwith respect to applicability, expressiveness and integrateability
with other modeling techniques.
In Section 7.1, we describe our experiences with the applicability and inte-
grateability of our approach during an industrial cooperation project. In Sec-
tion 7.2, we discuss a case study addressing the applicability and expressive-
ness of the introduced business goal modeling language. A second case study
is presented in Section 7.3 that comprises three different goal models. We ap-
ply the linguistic consistency validation to these models and demonstrate the
contribution of our quality analysis approach. The experimental application
of the traceability analysis is described in Section 7.4. Finally, threats to valid-
ity are discussed in Section 7.5 and Section 7.6 concludes this chapter.
7.1 Project Report: Applicability & Integrateability
The first evaluation is discussed as a report of the research project named En-
twicklung eines Werkzeugs zur automatisierten Überführung von Anwendungssoft-
ware-Komponenten in eine Cloud-Computing-Umgebung (AACC). TheAACCpro-
ject is funded by the German Bundesministerium für Wirtschaft und Technologie
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as part of the funding program ZIM - Zentrales Innovationsprogramm Mittel-
stand. The project is a cooperation between the s-lab - Software Quality Lab
of the University of Paderborn and the S&N AG. Details about the project ex-
periences and the lessons learned can be found in our publication [NSB+15].
7.1.1 Evaluation Setup
Evaluation Context
This project deals with the model-based migration of components to a cloud-
enabled Software-as-a-Service (SaaS). The main objective of this project is the
development of a method for cloud migration. This comprises the definition
of requirements and their refinement to executable transformation rules. Con-
sidering the context of this thesis, the report focuses on the early phases of the
requirements engineering performed during the project.
Following the model-driven approach, we aim for the engineering of require-
ments and their refinement to formalized, executable model transformation
rules. Figure 7.1 shows an overview about the requirements specification in a
goal-oriented manner. First, the migration goals are elicited and operational-
ized to migration use cases (MUCs). These MUCs provide an abstracted view
on a migration step. In the second step, the MUCs are formalized to transfor-
mation rules. In the following, we discuss the application of our goal model-















Figure 7.1: Goal Modeling in the AACC Project
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Evaluation Questions
In this project report, we evaluate our goal modeling approach with respect
to the following questions:
EQ1 Can the goals be elicited by existing techniques?
EQ2 Are themodeling capabilities applicable to define requirements and their
dependencies in early project phases?
EQ3 Can the presented approach be integrated with other modeling tech-
niques?
7.1.2 Evaluation Execution and Results
In theAACCproject, we had twomain sources of requirements. First, require-
ments arise from the business case addressing small to medium-sized insur-
ance companies with a mobile-enabled application implemented as a cloud
service. Furthermore, the migration to a cloud-service as well as the deploy-
ment on a specific platform lead to requirementswhich need to be considered.
To elicit these requirements in a goal-oriented manner, we applied different

























Figure 7.2: Elicitation of Migration Goals
Figure 7.2 sketches an overviewof the elicitation process. The business-driven
migration goals have been elicited from stakeholders in three different roles:
enterprise executive, product manager and business consultant. To elicit the
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goals from this stakeholder group, we held interviews and workshops in an
initial phase combined with brain storming techniques. The application of
scenarios proved very useful to illustrate relevant processes which need to
be considered. Further, the application of scenarios facilitates the evaluation
of completeness in an early stage. From this information, we gathered the
business-driven migration goals which were stated in the interviews and are
fulfilled by the scenarios identified.
The elicitation of technology-driven migration goals was performed in a bot-
tom-upmanner. Technology-driven goals address platform-independent and
plat- form-specific requirements which need to be considered in the migra-
tion. Platform-independent requirementswere identified and specified by the
solution architect and software developer using their technical backgrounds.
The platform-specific requirements have been elicited from the software plat-
form provider and by studying the available documentation. From the iden-
tified requirements, we elicited technology-driven goals in a bottom-up man-
ner. This allowed us to provide an abstracted view on technical requirements


















user cost calculation 
...
Use case ID Insert measurement for service usage
Description In this use case, a functionality for measuring the 
usage of the service shall be inserted. For this 
purpose the number of transactions shall be 
counted.
Migration goal Pay-per-use provided
Precondition Function available „Call transaction“
Postcondition Function available „Call transaction“
Function available „Measure number of calls“
Migration flow 1 - Identify transaction calls
2 - Insert measurement mechanism
Figure 7.3: Example for the Integration of Goals and Use Cases
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Following the iterative decomposition, we refined the elicited goals. Due to
the context and setting of the project, an integration with use cases was pre-
ferred by the industrial partner. For this purpose, we integrated use cases in
our modeling approach by using them to operationalize the leaf goals. An
example of the refinement and operationalization is depicted in Figure 7.3.
The information used for the specification of use cases is similar to definition
of actions as discussed in Section 3.3.3. Hereby, they can be integrated in an
easy and understandable way.
To express a temporal order of migration goals, we used the modeling ca-
pabilities introduced in Section 3.3.4. In the first step, we specified these re-
lationships between goals. By using this information, we created a project
plan for the realization of the migration use cases by applying existing project
management techniques.
7.1.3 Evaluation Discussion
With respect to evaluation question EQ1, the experiences gathered during the
AACC project have shown that our goal modeling approach is well-suited
to the applied elicitation techniques. A main insight of this project was the
combination of top-down and bottom-up approaches, since it was necessary
to consider business-driven as well as technology-driven goals appropriately.
In general, the application of existing elicitation techniques, like scenarios,
interviews, workshops, introspection etc. worked well with our approach.
Addressing evaluation question EQ2, the experiences from the AACC project
have shown that our modeling capabilities were applicable. The explicit def-
inition of temporal dependencies among goals helped to bring the migration
goals and the related migration use cases into the desired order. Therefore it
was easy to derive a project plan for the execution of the migration.
As discussed, we combined the goal-oriented approach with the application
of use cases. The integration could have been performed with minor changes
to our approach. Accordingly, evaluation question EQ3 can also be answered
positively with respect to the application and integration of use cases.
The application in the AACC project and the evaluation in terms of a project
report has some limitations. In the AACC project, six stakeholder were in-
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volved in the elicitation and specification of requirements. We recognize that
the involvement of six stakeholders is a low number compared to large-scale
development projects. Nonetheless, this evaluation aims to validate the com-
patibility of our approachwith existing elicitation and specification techniques.
For this purpose, the general applicability of these concepts can be assessed
as suitable.
7.2 Case Study: Applicability and Expressiveness
7.2.1 Evaluation Setup
Evaluation Context
The second evaluation aims to investigate the applicability and expressive-
ness of temporal dependencies in a case study. Unfortunately, only a few case
studies are available that define suitable goal models. Usually, the exemplary
models comprise about 10-15 goals. For our evaluation, we picked the Safe
Elevator System case study provided in [Res07]. To the best of our knowledge,
this example provides the most complex and largest (w.r.t to the number of
goals) model that is available. It comprises a hierarchy of 41 goals and has a
maximal decomposition depth of seven levels.
The formalization and refinement of constraints is executed automatically by
the implemented tool support. For the execution of these calculations the fol-
lowing computing environment was used:
• Intel Core2 Duo P8600 2.40GHz with 4 GB RAM
• Windows 7 Professional (32 BIT) SP1
Evaluation Questions
By performing this case study, we aim to evaluate our approach with respect
to the following questions:
EQ1 Is it suitable to express temporal dependencies in goal models?
EQ2 Are the provided modeling capabilities applicable to the specification
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of temporal dependencies?
EQ3 Can the temporal dependencies be formalized and refined to verifiable
constraints?
7.2.2 Evaluation Execution and Results
During this case study we performed three steps: (1) Definition of temporal
dependencies, (2) Formalization to verifiable constraints and (3) Refinement
of constraints. These steps are described in the following.
Definition of temporal dependencies. First, we analyze whether there are
temporal dependencies among the defined goals that need to be expressed.
By using the modeling capabilities introduced in Section 3.3.4, we identified
13 temporal dependencies in the goal model. An overview about the defined
temporal dependencies can be found in Table B.1 in Appendix B.1.
Formalization to verifiable constraints. In the next step, the defined temporal
dependencies are formalized by the implemented tool support (cf. Chapter 6),
according to the translation rules described in Section 4.4.2.
Refinement of constraints. Finally, the formalized constraints are refined in
an automated manner. For this, we apply the algorithm described in Section
4.4.3 and refine the constraints to the level of fragment goals. An overview
about the CTL constraints generated is given in Section B.2.
By using the implemented tool support, steps 2 and 3 have been executed
automatically. The calculation of the formal constraints and their refinement
through the decomposition hierarchy to the level of fragment goals took 2066
ms.
7.2.3 Evaluation Discussion
The performed case study brought several interesting insights for the applica-
bility of the introduced temporal dependency concept. With respect to EQ1,
we can state that we identified several temporal dependencies in the given
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goal model. Their explicit specification facilitates the consideration of these
dependencies in subsequent design and development steps.
An interesting observation was the level of abstraction on which the depen-
dencies have been identified. Most of them have been defined on more con-
crete goals instead of high-level goals. Hence, we can infer that the level of
abstraction might have an impact on the applicability of dependency specifi-
cations.
With respect to EQ2, we can summarize that the provided modeling capa-
bilities perfectly match the required level of expressiveness. A more precise
definition of order constraints would restrict the flexibility of goal modeling.
By applying the implemented tool support, the temporal dependencies which
were identified and modeled have been formalized and refined in an auto-
matedmanner (EQ3). In the performed studywe could not identify any prob-
lems regarding performance or quality of the resulting constraints specifica-
tion.
7.3 Case Study: Linguistic Consistency Analysis
7.3.1 Evaluation Setup
Evaluation Context
In order to demonstrate the capabilities of the linguistic consistency condi-
tions presented above, we test them against three goal models from literature
varying in size and domain. Thus, we aim to learnwhether our proposed con-
sistency conditions are capable of finding linguistic inconsistencies in these
models. Additional information about this evaluation can be found in our
publication [PNEM14].
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Characteristic BOF [LMSM10] CR [NOH11] SES [Res07]
No. of Goals 12 16 21
No. of Actions 18 13 0
No. of Decompositions 12 13 6
No. of Unique States 18 14 5
No. of Unique Objects 14 17 18
Table 7.1: Details of the Evaluated Goal Models
Evaluation Question
In this evaluation, we address the following question:
EQ1 Are the linguistic consistency analysis techniques suitable for identify-
ing inconsistencies in goal models?
Applied Models from Literature
For our evaluation scenario, we reviewed existing literature for available goal
models and selected three goal models with varying size, domain and ex-
pected quality of goal labeling. Table 7.1 summarizes the main characteristics
of these goal models. Our data set includes:
• Book order fulfillment (BOF): The goal model presented by Liaskos et al.
[LMSM10] addresses a goal model that is similar to the running exam-
ple of this thesis. The goal model encompasses 12 goals that are decom-
posed into subgoals and operationalized to actions. In total, the goal
model includes 18 actions. By applying the described decomposition
of the labels, we can distinguish 18 unique state labels and 14 unique
objects which indicates a certain consistency and standardization. The
complete goal model is illustrated in Figure D.1 in Appendix D.
• Cleaning Robot (CR): The second scenario is taken from [NOH11] and
specifies goals that a cleaning robot system has to satisfy when cleaning
a room. It comprises 16 goals and 13 actions and is similar to the size
and complexity of the BOF case study. The goal labels in this model
include 14 unique states and 17 unique objects. Figure D.2 in Appendix
D sketches this scenario.
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• Safe Elevator System (SES): The safe elevator system scenario [Res07] has
a slightly different structure to the BOF and CR goal models. In contrast
to the other scenarios, it specifies 21 goals and no actions. This might
indicate an early stage of the specification or that no operationalization
is required in the given application scenario. Moreover, there are only
six goal decompositions. The goal model itself contains 18 distinct ob-
jects, but only five distinct states. In Appendix D the complete model is
shown in Figure D.3.
7.3.2 Evaluation Execution and Results
The quantitative results of the three case studies are summarized in Table 7.2
and selected qualitative consistency results are shown in the Tables 7.3 and 7.4.
From the results of the component consistency conditions, we can infer that all
three goal models have such inconsistencies. According to this criterion, the
BOF case study performs best, since 6 out of 12 goal decompositions are spec-
ified correctly according to their components. As an example, we consider
the decomposition of goal Books ordered and its decomposed actions Contact
supplier, Supplier provides quote, and Place order to supplier. We can observe that
the goal and the decomposed actions are all specified by an object and a state
or an object and the actual action.
In contrast, the SES model has the worst performance with only 6 consistent
goal decompositions out of 21. On closer inspection, we observe many goals
are defined by an object without the desired state. An example of such an
inconsistency is the goal No casualties and its subgoals Safe entrance and exit
and Stay safe inside the cage as depicted in Table 7.4. In this case, the super
goal and the first subgoal only specify the object, but lack a state description.






















Characteristic BOF CR SES
Component
Consistency
No. of checked goals 12 16 21
No. of consistent goals decompositions 6 6 6
No. of inconsistent goals decompositions 6 10 15
Component
Stringency
No. of checked goals 12 16 21
No. of consistent goals decompositions 4 5 16
No. of inconsistent goals decompositions 8 11 5
Homonym
Consistency
No. of checked goals 12 16 21
No. of homonym consistent goals decompositions 0 1 11
No. of homonym inconsistent goals decompositions 12 15 10
Synonym Consistency
No. of checked goals 12 16 21
No. of synonym consistent goals decompositions 11 14 21
No. of synonym inconsistent goals decompositions 1 2 0
Goal-Logic
Consistency
No. of decompositions 12 13 6
No. of AND-decompositions 11 11 6
No. of AND-consistent decompositions 4 4 0
No. of AND-inconsistent decompositions 7 7 6
No. of OR-Decompositions 1 2 0
No. of OR-consistent decompositions 0 0 0
No. of OR-inconsistent decompositions 1 2 0
Table 7.2: Results of Linguistic Consistency Checks
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Table 7.3: Qualitative Results of Consistency Checks (Part I)
The second consistency check addresses the criterion component stringency.
The results of this check identify the SES goal model as the most consistent
as it consistently narrows down the objects in the goal decomposition. For
this example, the analysis returns that 16 of 21 goal decompositions are con-
sistent. As an example for a consistent decomposition, we choose the goal
Station reachable from the CR model. This goal is decomposed into the actions
Find station and Get close to station. Since the goal and its actions deal with the
same object, the decomposition is assessed as consistent.
In the BOF goal model, our analysis detected the highest number of compo-
nent stringency inconsistencies. Only 4 out of 12 decompositions were rec-
ognized as stringent. This result may indicate that an intermediate decom-
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Consistency
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Table 7.4: Qualitative Results of Consistency Checks (Part II)
position layer is actually missing for a stringent decomposition. For example,
the decomposition of the goal Books delivered fails to specify the object book for
both sub goals. This means that it is unclear what object shall be delivered to
the courier or to the customer. The example illustrates that a lack of stringency
negatively effects the understandability.
The check for homonym consistency detects several homonym inconsistencies
in all three goal models, i.e. each goal decomposition contains at least one
homonym. However, we have to qualify this observation as nearly every ac-
tion or object has multiple word senses according to lexical databases. In the
evaluation, the SES model scores best with respect to this criterion. The low
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number of homonyms is related to the discussed lack of state descriptions in
the goal label. As a result, states which could be ambiguous are missing. An
example for identified homonyms can be found in the CR model, by the goal
Dust reachable and the related actions Find dust and Get close to dust. In this
case, the action term to find and the object dust are recognized as homonyms.
In addition to homonym consistency, we also evaluated the synonym consistency
for each goal decomposition. In contrast to the homonym case, we could iden-
tify only a small number of inconsistencies with respect to synonymy. The
BOF and CR goal models contain synonym violations which are caused by
synonym actions. We consider goal Battery maintained and the action Observe
battery level from the CR model as an example. This decomposition is consid-
ered as inconsistent with respect to synonyms, since the verbs to maintain and
to observe were recognized as synonyms.
Finally, we evaluated the goal-logic consistency by analyzing the AND-con-
sistency and OR-consistency of all three goal models. For this purpose, we
excluded those decompositions which specify none or only one subgoal or
action as this criterion requires a pair-wise comparison of the subgoals and ac-
tions in the goal decomposition. It became apparent that all three goalmodels
contain several inconsistencies.
First, we consider the consistency of AND-decompositions. The BOF model
appears to be the most consistent as 4 of 11 decompositions satisfy this crite-
rion. For illustration purposes, we consider the goals No casualties of the SES
model and Payment via money order of the BOF model. For the first example,
the goalNo casualties is decomposed into the subgoals Safe entrance and exit and
Safe stay inside the cage. For this decomposition, the Lin measure calculates a
closeness of 0.064 which reflects a very loose relation and might indicate an
inconsistency with respect to the AND-decomposition. In the second exam-
ple, the Lin measure evaluates to 0.444 which indicates a moderate relation.
Accordingly, we consider this decomposition as consistent with respect to the
AND-decomposition.
Second, we also analyzed the consistency of OR-decompositions in the goal
models. For the OR-decomposition, the results are even more striking. The
approach detects inconsistencies for all OR-decompositions in the CR and the
BOFmodelwhich indicates that the subgoals are extremely close to each other
although the opposite might be intended.
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7.3.3 Evaluation Discussion
The performed case study evaluation has shown that the analysis techniques
which were applied detect inconsistencies in each model. Further, the differ-
ent types of inconsistencies have been detected successfully in these models.
We can conclude that the linguistic consistency analysis developed and ap-
plied here is suitable for identifying inconsistencies and therefore answer the
evaluation question EQ1 positively.
In addition to the concrete evaluation question the evaluation brought im-
plications for the application of our consistency analysis approach in practice
and research. An important implication for practice is that the proposed tech-
niques can be integrated into goal modeling approaches. Inconsistent goals
or goal decompositions can be identified and the stakeholders are pointed to
these inconsistencies to resolve them directly. Hereby, the integration of the
analysis approach improves the specification quality during the development
process of goal models. For existing goal models, the linguistic consistency
checks can help stakeholders to effectively validate and consolidate created
goal models.
Our approach to business goal modeling is based on the well-known KAOS
approach. Accordingly, we performed the evaluation on KAOS goal models
as well. As discussed in Section 2.2.3, goal models can be defined in differ-
ent notations, such as i* or Tropos. Analogously, goal models using any of
these notations have to be consistent in order to avoid risks for the software
development project and to improve the chances for a successful software de-
ployment [ABD+04]. The consistency criteria are conceptualized as notation-
independent and are thus also applicable to i*, Tropos and other goal mod-
eling notations since they show similar linguistic characteristics to the KAOS
goal models that were subject to this evaluation. Addressing the applicability
to different notations, we can state that the suitability of the analysis capabil-
ities (EQ1) is not restricted to a single goal modeling notation.
177
7.4. EXPERIMENT: TRACEABILITY ANALYSIS
7.4 Experiment: Traceability Analysis
7.4.1 Evaluation Setup
Evaluation Context
The experiment for traceability analysis has beenperformed in amaster thesis,
described in [Hah14]. In this experiment, the traceability analysis approach
is applied to our running example. For this, we rely on the business goal
model depicted in Figure 3.12 and a derived business process model shown
in Appendix C.
To consider different possible evolutions, we discuss the following scenarios
in the experiment:
• Scenario 1 - Definition of a new goal
• Scenario 2 - Deletion of an existing goal
• Scenario 3 - Definition of a new action in the business process model
• Scenario 4 - Deletion of an existing action in the business process model
• Scenario 5 - Reordering of actions in the business process model
Evaluation Questions
In particular the case study seeks to answer the following two questions:
EQ1 Is the annotation algorithm suitable for the purpose of a traceability
analysis?
EQ2 Can inconsistencies be detected and repaired in a sufficient manner?
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7.4.2 Evaluation Execution and Results
Preprocessing
Beforewe start with the execution of the different evolution scenarios, prepro-
cessing is performed to provide the foundation for the subsequent traceability
analysis. Hereby, the implemented tool support calculates the immediate and
accumulated effects for the considered business process.
Scenario 1: Definition of a new goal
In this scenario, we consider that a new business goal is defined. We assume
that the existing payment options (money order, credit card) are not sufficient
to stay competitive anymore. Hence, we define a new business goal Payment
via paypal that is operationalized by three actions Get paypal account informa-
tion, Forward to paypal account and Initiate payment. The goal model is adapted
















Figure 7.4: Excerpt from the Updated Goal Model extended by the new Goal
We consider that the business process model is not updated accordingly and
the goal is not considered appropriately. To analyze these models, we use
the aforementioned approach to traceability analysis to detect inconsistencies
among them. The analysis algorithm detects that the new goal is not achieved
by the business process and proposes to add all actions that operationalize the
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new goal. To enable this solution, the tool requires a manual definition of a
new fragment to determine the position for the insertion of the actions.
Scenario 2: Deletion of an existing goal
In the second scenario, we consider that an existing goal has become obsolete
and is removed from the model accordingly. If the business process model
is not adapted, it contains actions which are not related to a current business
goal. In our example, we consider that no printed receipts shall be sent to
the customer anymore. Therefore, the obsolete goal Printed receipt sent and all
connected actions are removed from the goal model. The traceability anal-
ysis results in a warning. It highlights the additional effects caused by the
actions that are still executed in the modeled business process. To resolve this
problem, the tool proposes to delete these actions from the business process
model.
Scenario 3: Definition of a new action in the business process model
The definition of a new action in the business process model and the assign-
ment to an existing fragment can result in two different warnings depending
on the position and the effect caused by the action. Either the action causes an
additional effect or it overwrites the desired achievement state of the related
fragment goal. The traceability analysis returns the corresponding warning
and the requirements engineer can decidewhether the action shall be deleted,
assigned to another or new fragment or whether the goal achievement state
definition needs to be adapted in order to match the new state.
Scenario 4: Deletion of an action in the business process model
In the fourth scenario, we consider that an action is deleted in the business
process model and the goal model is not updated accordingly. We consider
two deletions addressing different positions of actions.
An action within a sequence of actions (not the last one) is deleted, the re-
sulting gap leads to an error with respect to the valid order of actions (mis-
matching of pre- and postconditions). If the deletion of the action is desired,
the pre- and postconditions of the previous and following actions need to be
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adapted.
A deletion of the last action in an action sequence changes the final state that
is achieved in the corresponding fragment. Accordingly, an error is returned
since the fragment goal is not achieved on all execution paths. One way to fix
this problem is to redefine the achievement state of the related business goal.
Scenario 5: Reordering of actions in the business process model
In the last scenario, we consider the reordering of actions within a business
processmodel. Hereby, the position of the action is changed and it is assigned
to another business process fragment. This means that the reordering affects
two different fragments: the fragment to which the actions are added and the
fragment the actions are deleted from.
The analysis of the first fragment results in a warning and proposes the res-
olution of this effect by the removal of the action or the assignment to a new
fragment (which needs to be createdmanually). In the second fragment, an er-
ror is returned since the related fragment goal is no longer achieved. This can
be resolved by a redefinition of the fragment goal or corresponding changes
of the business process model.
7.4.3 Evaluation Discussion
The experiment has shown that the conceptual approach and the implemented
tool support for traceability analysis worked well for the addressed example.
Hence, we can positively answer the evaluation questions EQ1 and EQ2. The
preprocessing approach is suitable for annotating an existing business process
model. Furthermore, the analysis capabilities identified the errors caused by
the evolutionary changes constructed in the different scenarios.
Another observation from the experiment is the need for manual input by the
requirements engineer. This input is required to decide which model (goal
model or business process model) represents the desired state. Based on this
decision suitable repair strategies can be selected.
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7.5 Threats to Validity
So far, we have evaluated our approach through a project report, two case
studies and an experiment. In this section, we discuss the validity of the re-
sults. In [CCD79] a categorization for threats to the validity of an evaluation
is given which distinguished between (1) conclusion validity, (2) internal va-
lidity, (3) construct validity and (4) external validity. We apply this classifica-
tion scheme and discuss the validity of our evaluation with respect to these
dimensions. References for concrete threats for each dimension are given in
[WRH+12]. In the followingwe discuss our evaluation approachwith respect
to relevant threats.
7.5.1 Conclusion Validity
The conclusion validity is concerned with the relationship between the treat-
ment and the related outcome. It addresses threats which impact the ability
to draw the correct conclusions between the treatment of an evaluation and
the resulting outcome.
A common threat to the conclusion validity is that the researcher performing
the evaluation influences the results according to the expected results. This
threat is termed fishing since a specific outcome is searched for which impacts
the objectivity of the analysis [WRH+12].
To handle this threat, we involved third parties in the execution and analysis
(e.g. master students performing the case studies as part of their theses). The
case study about linguistic consistency analysis has been published and su-
pervised by external reviewers. Furthermore, both case studies are based on
existing examples from other researchers. Hereby, we can reduce the risk that
fishing impacts the setting of the goal models. Nonetheless, a negative impact
of the fishing threat cannot be excluded with respect to the selection of the
models from literature and the defined settings of the evaluation.
The reliability of the applied measures is another threat to the conclusion va-
lidity. The main idea is that two measurements of the same phenomenon
should result in the same outcome. A main prerequisite is the usage of ob-
jective measures which are more reliable than the application of subjective
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measures.
The automated analysis capabilities, like the linguistic consistency analysis,
result in concrete results in terms of objective measures. Furthermore, these
case studies and experiments can be repeated and result in the same out-
come after every execution. Evaluating the applicability of software engineer-
ing methods with objective measures is very difficult. The evaluation in the
project report relies on subjective metrics and may affect the conclusion va-
lidity.
7.5.2 Internal Validity
While the conclusion validity addresses the existence of a relationship be-
tween treatment and outcome, this validity is concerned with the validation
of whether it is a causal relation. Through this, it shall be ensured that the
outcome is actually caused by the treatment.
The effect caused by the selection of artifacts which are used for the evalua-
tion is termed instrumentation. A bad selection and design of the experiment
affects the overall validity negatively. To minimize this threat, we applied the
evaluation on goal models taken from literature. The selection of the models
can still affect the results, but the atomic objects in these models (goals and
actions) have a certain degree of maturity and are consistent to each other in
the corresponding models. Hereby, we can reduce the risks related to instru-
mentation.
7.5.3 Construct Validity
Construct validity is concerned with the relation between the evaluation set-
ting and object or construct which is under study. A common design threat
for the construct validity is the mono-operation bias. This threat considers that
if an experiment is performed with a single independent variable, e.g. a doc-
ument, the evaluation may be under represented.
To address this threat, we applied several goal models in the evaluation of
the linguistic consistency analysis. For the evaluation of applicability and ex-
pressiveness we picked a comparably large and complex goal model, which
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comprises several temporal dependencies of both types to consider various
refinement paths.
Due to the underlying objectives of the evaluation, the experimenters’ bias
can affect the results (experimenter expectancies). During the project which is
described in the project report, different stakeholders were involved who did
not have specific expectations for the evaluation. Hereby, we can reduce this
threat in this evaluation. The other evaluations are performed in an auto-
mated manner. The related risks are similar to the descriptions of the threat
fishing.
7.5.4 External Validity
The external validity addresses the generalization of the relationship between
treatment and outcome. This means that it needs to be checked whether the
results can be generalized from the limited scope of the evaluation.
One limitation for the generalization of the results is the selection of thewrong
persons within the evaluation. If the evaluation is performed based on per-
sons, person groups or roles which are not representative for the persons rep-
resenting the desired generalization, e.g. a specific group of stakeholders. In
the project report, we summarize the experiences from stakeholders in differ-
ent roles and with different backgrounds. Each of them represents a target
group that is relevant for the generalization of the applicability of our ap-
proach. The case studies and the experiment have been executed by a soft-
ware engineer with a strong background in requirements engineering. He
also represents the target group for the application of the analysis capabili-
ties.
A second relevant threat is the interaction of setting and treatment. This is con-
cernedwith using a non-representative set of materials for the evaluation. We
address this threat by selecting the largest andmost complex goalmodels that
are available. Nonetheless, the work in [VL04] discusses that industrial case
studies can include up to several hundred goals. Since those models describe
critical strategic requirements of enterprises, such models are not available in
the public domain.
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7.6 Summary and Discussion
In this chapter, we have presented the evaluation of our approach through a
project report, two case studies and an experiment. In the case studies, we ap-
plied existing goal models taken from literature and performed the different
steps by using the implemented tool support. In order to assess the validity of
our evaluation, we discussed conclusion validity, internal validity, construct
validity and external validity.
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In this final chapter, we conclude this thesis. In Section 8.1 we summarize and
discuss the contributions of our approach. An overview about future work in
the field of goal-oriented business process engineering is given in Section 8.2.
8.1 Summary of Contributions
To achieve the objectives of this thesis, we presented a solution that comprises
three parts. Figure 8.1 sketches an overview about the different parts and
the corresponding scientific contributions. In the following, we discuss these
contributions in detail.
Business Goal Modeling
The first part of our approach deals with business goal modeling. We de-
veloped and introduced the concept of temporal dependencies among goals.
Hereby, we enable the consideration of a temporal dimension in goal models.
To provide the foundation for a composition of valid business processes, we
introduced an approach to ensure the composability of actions during the
business goal specification. By applying object life cycle models, the compos-
ability of actions is checked and possible mismatches can be identified and
resolved in a systematic manner. In addition, the constructed object life cy-
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Business Goal Modeling
ü Explicit expression of temporal dependencies
ü Validation of actions composability
ü Integrated modeling approach
ü Systematic specification process
Derivation of Business Process Models
ü Identification of business process fragments
ü Traceability link definition
ü Formalization and refinement of constraints
ü Integration with existing composition approaches
Quality Analysis 
and Assurance
ü Syntactic consistency 
checking
ü Semantic consistency 
checking
ü Traceability analysis
ü Assisted traceability 
correction
Figure 8.1: Summarized Contributions of our Approach
cle models visualize valid states and state transitions leading to an improved
understandability.
We proposed an integrated specification approach that considers business
goals as well as the relevant context in terms of business objects and object life
cycle models. To provide a formal language specification comprising these el-
ements, we presented a meta model that considers the interrelations among
the different modeling elements.
To facilitate the application of the business goal modeling, we described a
systematic specification process that ensures a consistent specification of goal
achievement states through the goal model hierarchy.
Derivation of Business Process Models
For the composition of business processes, we leverage the concept of busi-
ness process fragments. We described the identification of business process
fragments from a given business goal model. Further, we presented a meta
model for the definition of explicit traceability links between related business
goals and business process fragments.
To enable the composition of the identified fragments according to the speci-
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fieddependencies, we proposed an algorithm for the systematic formalization
and refinement. The inferred constraints are verifiable and can be applied for
the calculation of a valid fragment composition.
Bringing together the traceable business process fragments and the formal-
ized constraints, we described how existing composition approaches can be
leveraged to derive a business processmodel which is consistent to the related
business goal model. By using the context information provided, we enriched
the resulting business processes with information about the processed busi-
ness objects and the state changes caused by the processing.
Quality Analysis and Assurance
Our quality analysis and assurance approach comprises the linguistic consis-
tency analysis and the traceability analysis.
In the linguistic consistency analysis, we developed syntactic and semantic
consistency checks that enable the validation of natural language goal speci-
fications. Although we rely on existing analysis algorithms, to the best of our
knowledge no existing approach supports their application to goal models.
As demonstrated in the case study (cf. Section 7.3) the approach is suitable to
identify linguistic inconsistencies in goal models.
The traceability analysis supports the automated validation of completeness
and relevance of a business goal model and a derived business processmodel.
Goals which are not achieved sufficiently (completeness) as well as business
process actions that do not contribute to a business goal (relevance) are iden-
tified in an automated manner. According to the identified scenario, our ap-




Although the presented approach for goal-oriented business process engi-
neering provides a complete piece of research, we still see several directions
for future research.
Integration with Adaptive and On-the-Fly Business Process Composition
Approaches.
Nowadays, business processes are not only considered as a model that de-
scribes a certain perspective but as a runtime artifact. Process-aware informa-
tion systems (PAIS) or on-the-fly process composition address the adaptation
or re-composition of business processes at runtime in an automated or au-
tonomous manner. Our work, especially the definition and analysis of trace-
ability, seems to indicate a promising research direction in the preservation
of consistency between adapted business process models and business goals.
The validation of consistency in a highly dynamic environment raises new
challenges, e.g. with respect to scalability and the level of automation of the
quality analysis and assurance.
Extended Linguistic Consistency Validation Capabilities
The checks that have been introduced for syntactic and semantic consistency
provide valuable results. Nonetheless, the current approach lacks the consid-
eration of the context. This is particularly relevant for improving the precise-
ness of the homonym and synonym detection. Consideration of the context
raises new research challenges on the appropriate modeling as well as the in-
tegration into the existing validity conditions. Another interesting research
challenge is the improvement of the decomposition-logic consistency valida-
tion by the application of ontology-oriented technologies.
We also presented an approach for the linguistic consistency of goal models.
Existing work in [PLM13] deals with the analysis of business process mod-
els in repositories. Both approaches can be combined in order to evaluate
whether a business goal model and a derived business process model are lin-
guistically consistent with each other. For this purpose, new consistency con-
ditions need to be defined. Such an analysis could also provide potential for
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the consideration of semantics in the traceability analysis. Hereby, it could be
possible to check if actions in a business process are semantically close to the
goal they are contributing to.
Multi-Process Derivation
Our approach to the goal-oriented business process engineering is suitable to
derive exactly one business processmodel from a certain business goalmodel.
If we consider very large or complex business goal models which address di-
vergent concerns, it might be useful to derive more than one business pro-
cess model, as discussed in [SW07]. This means that a goal model needs to
be divided into submodels which are used to derive different business pro-
cess models. In order to support this partition into submodels, it needs to be
decided which goals are considered in the same business process. For this
purpose, it would be an interesting research challenge to developmetrics that
predict the quality of resulting business processes, e.g. based on business pro-
cess quality metrics [VCM+07, HMR09] or existing work in the field of com-
ponent identification [Szy02]. To enable the derivation of multiple business
process models from our approach, the defined constraints also need to be re-
solved or represented as inter-process dependencies expressing the temporal
order of process executions.
Consideration of Non-Functional Goals
The composition of business processes is based on functional goals and their
operationalization to actions. While these goals are suitable to derive required
functionalities, non-functional requirements are not considered. Such aspects
can also be defined on the level of goals as described in [Gli07, CPL09]. In
the context of business process modeling, non-functional requirements can
be considered in terms of Key Performance Indicator (KPI) or Service Level Agree-
ment (SLA) definitions. For this purpose, new refinement strategies need to be
developed that enable the specification of precise and measurable KPIs and
SLAs based on non-functional goals. Furthermore, explicit relations between
functional and non-functional goals need to considered and represented in
the derived business process models.
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Evaluation in a Large-Scale Industrial Case Study
A main drawback of our evaluation is the lack of availability of a real-world
example in terms of a large-scale industrial case study. Hence, the general-
ization of our approach with respect to applicability and scalability is limited
to the size and complexity of the available models. The execution of a case
study based on a large-scale real-world example would help to improve the
evaluation of our approach.
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Formal XText Grammar for CTL
Editor
In this appendix, we provide additional information about the grammar that
we used to generate the CTL editor. The grammar is defined in the XText
syntax 1 and has been used to generate the corresponding textual editor in an
automated manner.
grammar org . x t ex t .CTL with org . e c l i p s e . x t ex t . common . Terminals





| ’ ( ’ CTLFormula
| ’ ! ’ CTLFormula
| ’ ) ’ CTLFormula
| BinLogOperator CTLFormula
| TemporalOperator CTLFormula
| ’E ’ CTLFormula ’ [ ’ CTLFormula
| UntilLogOperator CTLFormula
| ’ ] ’ CTLFormula
































In this appendix, we give an overview about further details about the results
for the case study discussed in Section 7.2. We describe the defined temporal
dependencies between business goals in Section B.1 and the formalized and
refined CTL constraints in Section B.2.
B.1 Temporal Dependencies between Goals
The case study in Section 7.2 deals with the analyis of the applicability and
expressability of our approach for the definition of temporal dependencies
among goals and their automated formalization and refinement. For this pur-
pose, we defined a set of dependencies that need to be considered in the busi-
ness process composition. An overview about the specified dependencies is









































Table B.1: Specified Temporal Dependencies in Goal Model
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B.2 Formalized and Refined CTL Constraints
As an input for our constraint generation approach we used the temporal de-
pendencies described in Section B.1. The result is a set of refined and formal-
ized CTL constraints that can be verified in an automated manner. Therefore,
they can be considered in the composition of a business process model.
AG ( ElevatorEquippedWithFloorDoors −> AF(
DoorClosedWhenCageNotStoppedOnAFloorLevel ) )
AG ( ElevatorEquippedWithFloorDoors −> AF(NoDoorOpeningWhileMoving
) )
A [ ! ( ( ! CageButtonPanelIncludesAStopButton ) U StopButtonUsed ) ]
AG ( StopButtonUsed −> AF( ElevatorStopped ) )
AG ( ElevatorCageHasADoor −> AF( CageDoorClosedWhileMoving ) )
A [ ! ( ( ! LightsInsideCage ) U LightsAlwaysOn ) ]
A [ ! ( ( ! ( MovingElevatorStoppedNextFloorInCaseOfFireSignal & (
ElevatorStopped & StopButtonUsed &
CageButtonPanelIncludesAStopButton ) &
EmergencyStopAvailableInControlRoom ) ) U
ElevatorStoppedUponPowerFailure ) ]
AG ( ElevatorStoppedUponPowerFailure −> AF( EmergencyPowerAvailable
) )
A [ ! ( ( ! EmergencyPowerAvailable ) U EmergencyLightsOnWhenNeeded ) ]
A [ ! ( ( ! CageEquippedWithEmergencyLights ) U
EmergencyLightsOnWhenNeeded ) ]
A [ ! ( ( ! WeightConditionsCheckedBeforeNextMove ) U
OverweightConditionsReportedToThePassengers ) ]
A [ ! ( ( ! WeightConditionsCheckedBeforeNextMove ) U
ElevatorKeptOnCurrentFloorDoorsOpenUntilOverweight
ConditionsDisappear ) ]
A [ ! ( ( ! ControlRoomLockable ) U ControlRoomLocked ) ]
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Appendix C
Business Process Model for
Traceability Analysis
Experiment
In Section 7.4, we described a traceability analysis experiment. Hereby, com-
pleteness and relevance between a business goalmodel and a related business
process model have been validated. The applied business process model is
depicted in Figure C.1. The relations between the fragments and the related
















































Payment via credit card
Payment via bank transfer Electronic receipt sent
Printed receipt sent
Figure C.1: Business Process Model for Fulfill Book Order Case Study
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Appendix D
Goal Models for Linguistic
Consistency Analysis
The linguistic consistency analysis discussed in Section 7.3 is based on three
different goal models taken from literature. The applied goal models are de-
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Figure D.3: Goal Model for Safe Elevator System Case Study [Res07]
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