In this tutorial paper we focus on a multi-item Latent Growth Curve model for modelling change across time of a latent variable measured by multiple items at different occasions: in the structural part the latent variable grows according to a random slope linear model, whereas in the measurement part the latent variable is measured at each occasion by a conventional factor model with time-invariant loadings. The specification of a multi-item Latent Growth Curve model involves several interrelated choices: indeed, the features of the structural part, such as the functional form of the growth, are linked to the features of the measurement part, such as the correlation structure across time of measurement errors. In the paper, we give guidelines on the specification of the variance-covariance structure of measurement errors. In particular, we investigate the empirical implications of different specification strategies through an analysis of student ratings collected in four academic years about courses of the University of Florence. In the application we compare three correlation structures (independence, lag-1 and compound symmetry), illustrating the differences in terms of substantive assumptions, model fit and interpretability of the results.
Introduction
Latent Growth Curve Models or, more briefly, Latent Curve Models (LCM) aim at modelling change across time. Traditional LCM are based on a single observed indicator, whereas we focus on multi-item LCM where the latent variable of interest is measured at different occasions by several items. These models are also known as curve-of-factors, or second-order LCM, or multiple-indicator multilevel growth: see McArdle (1998), Meredith and Tisak (1990) , Hancock (2001) , Muthén (2004) , Bollen and Curran (2006) , Ferrer et al. (2008) , Steele (2008) , Wänström (2009) , and Wu et al. (2010) .
A multi-item LCM aims at measuring the change in the latent variable (factor) across time by accounting for both the interrelationships of the observed variables (indicators) within each occasion and the interrelationships of the same indicator across occasions. The model can be formulated as a Structural Equation Model (SEM): specifically, the multiitem LCM we consider in this paper can be seen as a SEM composed by a structural part with a latent variable growing according to a random slope linear model and a measurement part specifying that the latent variable is measured at each occasion by a conventional factor model with time-invariant loadings.
The specification of a multi-item LCM involves several interrelated choices. In particular, the features of the structural model, such as the functional form of the growth, are linked to the features of the measurement model, such as the correlation structure across time of the measurement errors. In empirical works the specification choices are justified by theoretical arguments (e.g. measurement invariance) or by the parsimony principle (e.g. linearity of the growth), though they are rarely motivated in a convincing way. In particular, the assumptions on the measurement errors are usually not given much emphasis, even if we are going to show that they are relevant in many respects. We discuss the choice of different specifications of the correlation structure of the measurement errors through an application to the change of student satisfaction with university courses. Specifically, we analyse student ratings collected in four academic years over the period [2005] [2006] [2007] [2008] about courses of the School of Economics of the University of Florence.
The remainder of this paper is organized as follows. The next section reviews multiitem latent growth curve models, followed by a section on the specification of the longitudinal covariance matrix of measurement errors. Then the specification issues are illustrated by means of an application on student satisfaction with university courses.
The models have been fitted by means of the Latent Gold software and the R package OpenMx. Even if the two programs have quite different features, they proved to be equally effective in fitting the models under consideration. The Latent Gold syntax is summarized in the Appendix, whereas the OpenMx code, alongside with the dataset, is available on the web page http://local.disia.unifi.it/grilli/papers.htm.
Multi-Item Latent Growth Curve Models
In order to define a multi-item LCM, let y kti denote the value of item k at occasion t for unit i (k = 1, 2, . . . , K; t = 1, 2, . . . , T ; i = 1, 2, . . . , n). In the context of student ratings, y kti is the average mark of questionnaire item k at academic year t for course i. Following the usual SEM formulation, a multi-item LCM is defined by a measurement model and a structural model. We consider a classical version where the measurement model is
where y * ti is a latent variable representing the construct of interest, λ 0k is an item mean, λ 1k is a factor loading and m kti is a measurement error. The unidimensionality of the latent construct cannot be tested from the model, thus it should be evaluated with preliminary analyses. The measurement errors m kti are assumed to have a multivariate normal distribution with variance-covariance structure to be specified as discussed below.
As for the structural model, we assume a linear growth function where both the intercept and the slope randomly vary across units:
where z t is the timing of occasion t, whereas a 0i and a 1i are the intercept and slope of the growth line of unit i. The random effects u 0i and u 1i , accounting for deviations of the line of unit i from the population line α 0 + α 1 z t , are iid bivariate normal with zero means and var(u 0i ) = σ
and cov(u 0i , u 1i ) = σ u 01 . For identification, α 0 = 0 or, alternatively, λ 0k = 0 for a reference item k. The error e ti represents the deviation of the latent variable from the model line at occasion t for unit i. The errors e ti are independent across units and occasions and they are normal with zero mean and var(e ti ) = σ 2 e . Note that a multi-item LCM has three sets of errors: measurement errors (m kti ), deviations of the latent construct from values predicted by the unit-specific line (e ti ) and deviations of the unit-specific line from the population line (u 0i , u 1i ). Errors belonging to different sets are assumed to be independent. Figure 1 represents the LCM defined by equations (1) to (4) . Following the conventions, circles depict latent variables and rectangles observed variables; arrows connecting latent and/or observed variables depict direct effects and lines with arrows at both extremes represent correlations among latent variables or among items. All the variables in the frame vary across units, thus the index i is omitted.
The number of measurement occasions may vary across units, e.g. because of attrition. In our application we consider the courses evaluated at least two times, so there are nonmonotone missing patterns. Missing occasions are problematic with traditional estimation A multi-item LCM can account for non-linear growth in several ways, for example by means of polynomials (Hancock, Kuo and Lawrence 2001) or a set of occasion-specific parameters (Steele, 2008) . In addition, the model can be easily extended to include explanatory variables in the measurement part and in the structural part. On the other hand, the extension to occasions with unit-specific timings (namely, z ti instead of z t ) is straightforward in principle, but it is not feasible with estimation approaches treating the time variable as a factor loading (Steele 2008) . The model can also accommodate binary or ordinal indicators by using response models from the generalized linear modelling family.
The multi-item LCM defined by equations (1) to (4) can be interpreted as a multilevel model, with items nested into occasions and occasions nested into units (Steele, 2008 ). This perspective is useful in order to fit the model with software for multilevel modelling. On the other hand, to exploit the software for latent variable modelling it may be convenient to write the multi-item LCM as a constrained one-factor model, as shown in the Appendix.
Specification of the Longitudinal Covariance Matrix of Measurement Errors
A key issue in latent curve modelling is the specification of the variance-covariance structure of the measurement errors. We assume, as usual in the literature, that the measurement errors m kti are independent across items given the latent factor y * ti , which amounts to postulate that the factor model is well specified. The point is how to model the variances and covariances across occasions.
As for the measurement variances var(m kti ) = σ As for the measurement covariances across occasions, the literature on repeated measures modelling offers many options (Wolfinger 1996) . The applications of LCM often rely on the following structures: The role of the assumptions can be evaluated by looking at the model-predicted variances and covariances. As for the latent construct, the multi-item LCM defined by equations (1) to (4) implies 
cov(y
As for the items, the variance is:
The cross-item covariance between item k and item k ′ at occasion t for unit i is
whereas the longitudinal covariance between item k at occasion t and the same item at occasion t ′ for unit i is
Note that the longitudinal covariance is the sum of two components, one from the structural model and one from the measurement model (which is left unspecified as it depends on the choice about the covariance structure of the measurement errors).
In order to specify a multi-item LCM we suggest to follow a mixed strategy based on the following steps: (i) justify the assumptions on the basis of the knowledge of the phenomenon and the data collection mechanism; (ii ) compare the fit of different specifications using fit indexes, such as the Bayesian Information Criterion (BIC); (iii ) for each specification, compare the observed and model-predicted covariance matrices (in particular, the longitudinal covariance matrices of each item); (iv ) compare the competing specifications in terms of interpretability and substantive conclusions. These steps are illustrated in the following application, where we focus on the specification of the longitudinal covariance matrix of the measurement errors.
Application: Longitudinal Analysis of Student Ratings
We analyse student ratings collected in four academic years (from 2005 to 2008) at the School of Economics of the University of Florence. The unit of evaluation is a course, defined by the course label and the teacher name: for example, Statistics taught by professor A, Statistics taught by professor B and Econometrics taught by professor A are three distinct units. We consider a course to be evaluated at a given occasion if at least 6 ratings were collected and we keep only the courses with at least two evaluations over the period [2005] [2006] [2007] [2008] . The resulting dataset includes 346 courses (78 evaluated at 4 occasions, 112 evaluated at 3 occasions, 156 evaluated at 2 occasions).
The questionnaire concerns various aspects of the course, but here we focus on the aspects related to the teacher. Based on previous results (Giusti and Varriale 2008) and exploratory regression and factor analyses, we select six items measuring the latent satisfaction: consistency between workload and number of credits (Q4), course material (Q5), clarity of exam rules (Q7), teacher's availability (Q9), teacher's ability to motivate students (Q10), teacher's clarity of exposition (Q11). Each rating is expressed on a 4-point ordinal scale (definitely no, mostly no, mostly yes, definitely yes) and converted into an interval scale using the scoring system {2, 5, 7, 10} adopted by the University of Florence (as a sensitivity check, we fitted the models also with the evenly-spaced scoring system {2, 4.67, 7.33, 10}, obtaining similar estimates). The ratings are then summarized by the average score across students, so that the response variable y kti is the average score of item k at academic year t about course i and the latent variable y * ti represents student satisfaction with course i at academic year t.
The use of the average score across students discards the information about the number of expressed ratings, but this choice seems to have little impact on the results since we obtained similar estimates by fitting the model with a weighted procedure, where each course is assigned a weight equal to the square root of the average number of ratings in the available occasions.
The multi-item LCM defined by equations (1) to (4) is fitted with full information maximum likelihood using different specifications of the longitudinal covariance matrix of the measurement errors. We primarily used the program Latent Gold version 4.5 (Vermunt and Magidson 2005, 2008) and then checked that the same results can be obtained with the R package OpenMx version 1.3.2 (Boker et al. 2011 (Boker et al. , 2012 . The Latent Gold syntax is summarized in the Appendix, whereas the OpenMx code, alongside with the dataset, is available on the web page http://local.disia.unifi.it/grilli/papers.htm.
In the first place, the choice between independent and correlated measurement errors should be guided by subject matter considerations. In this application there should be no correlation due to the raters since the ratings of distinct academic years are expressed by different sets of students. Anyway, it is conceivable to have a longitudinal correlation of the measurement errors if the performance of some teachers is particularly good or bad with certain items (the reason is that the longitudinal covariance of item k depends on the latent satisfaction of course i through a loading λ 1k which is the same for all courses). This kind of discrepancy could be accommodated by a compound symmetry structure because it follows from a variance component model on the measurement errors, m kti = r ki + s kti , where the between-course random effect r ki incorporates the unobserved factors specific to item k and course i responsible for the good or bad performance. This substantive argument makes the compound symmetry structure (CS ) more plausible than the lag-1 structure (LAG-1 ) and the independence structure (IND). Now let us compare the three models in terms of fit and interpretation.
Given the identification constraint α 0 = 0, models IND, CS and LAG-1 have a structural part with 5 estimable parameters (1 population slope α 1 and 4 variance-covariance parameters of the latent growth line σ The three models assume strict factorial invariance, namely the loadings, intercepts and variances are constant across occasions (Ferrer et al., 2008) . The stability of loadings and intercepts (strong factorial invariance) implies that the same construct is measured at each occasion so that changes over time in the latent variable can be interpreted as changes in the construct itself. is better than model IND (13008). However, for a reasoned choice between the models it is important to understand the specific aspects improving the global fit and to compare the implications of the models in terms of substantive conclusions. Table 2 shows the parameter estimates of the measurement part of the three models. In all models the larger factor loadings λ 1k pertain to the items on teaching skills (Q10: teacher's ability to motivate students; Q11: teacher's clarity of exposition). As for the residual item variances and covariances, for any item model IND has a single parameter σ 2 m,k , whereas models CS and LAG-1 have two parameters. For model CS, Table 2 reports the between-and within-course variances σ Table 2 reports the variance σ 2 m,k and the correlation among adjacent measurement errors ρ k (1) (note that the model parameter is the covariance ϕ k (1), but it is transformed into a correlation to help comparisons).
The total residual variances of model IND are quite different across items, pointing out that the measurement model is more satisfactory for the items on teacher's availability (Q9) and teaching skills (Q10, Q11). Model CS has similar residual variances (given by the sum σ 2 r,k +σ 2 s,k ), but the high values of ρ k for all items point out a relevant longitudinal correlation of the measurement errors. This is confirmed in model LAG-1, though all the correlations are lower. Since model LAG-1 fits worse than CS, we can conclude that the attenuation of the lag-1 correlations is a consequence of the inappropriate zero constraints imposed on the lag-2 and lag-3 correlations.
With respect to the estimates for the latent growth line, reported in Table 3 , the models yield nearly identical results. Note that the mean slope is not statistically significant, thus the evaluations of the courses do not appear to have a global trend (this makes sense as the evaluation system was regularly running since several years). However, the variance of the slope among courses σ 2 u 1 is significant, thus the model allows for courses with positive trend as well as courses with negative trend.
The reasons of the differences in global fit for two multi-item LCM can be appreciated by inspecting, item by item, the differences between observed and predicted longitudinal variances and covariances. Predicted values are obtained by applying formulae (5) and (6) . For example, in order to compare models CS and IND, Table 4 reports for each item the mean of absolute relative errors for the 4 variances and for the 6 covariances, along with the fraction of positive errors (observed values higher than predicted values).
The variances are well predicted by both models, while there are major differences in the covariances. Indeed, model IND yields good predictions for the covariances of the two items with high loadings (Q10, Q11), whereas it largely underestimates the covariances of the other items. On the contrary, model CS produces predicted values close to observed values for all items (with a slight tendency to overestimation).
To summarize, in the application on course evaluation we considered three competing specifications of the longitudinal covariance matrix of the measurement errors (independence, lag-1, compound symmetry), obtaining nearly identical estimates of the latent growth curve, but remarkably different global fits and predictions of the longitudinal covariances. In this case study, the specification with compound symmetry seems preferable since it has a substantive justification, yields a better fit and gives further insights into the phenomenon of interest.
Final Remarks
The specification of a Latent Curve Model with multiple indicators is challenging. We argue the case for a specification strategy based on several aspects ranging from theoretical considerations to model fit. We recommend to go beyond global fit indexes in order to evaluate the adequacy of the various components of the model: specifically, we suggest to write down the formulae of the model variances and covariances and then compare predicted values with observed values. As the model is designed to represent the evolution of a latent construct, the longitudinal covariances of the items are of central importance, thus they should have expressions in agreement with the substantive theory and they should yield good predictions of the observed covariances. Any serious discrepancy can be exploited to change the model. In this paper we focussed on the specification of the longitudinal covariance structure of measurement errors. In empirical work the errors are often assumed to be correlated but this aspect is usually not given much emphasis. We argue that the choice of the covariance structure of measurement errors should be motivated with substantive considerations, while the implications should be evaluated in terms of interpretability of the phenomenon, stability of the estimates of the other parameters and quality of prediction of the longitudinal covariances of the items.
In the application on course evaluation we found both theoretical and empirical ar-guments in favor of a compound symmetry structure. This structure corresponds to a variance component model for the measurement errors, a natural choice in the multilevel framework but quite uncommon in latent curve modelling. The compound symmetry structure, which is parsimonious and easy to fit, is apt to represent the common situation where some units are especially bad or good with a subset of items, thus showing persistent patterns which are anomalous with respect to the latent curve. In our application the estimates of the structural parameters are little affected by the type of longitudinal covariance structure of measurement errors. Such a reassuring finding is likely to be true in most instances. Nevertheless, a careful modelling of the residual correlations may point out anomalous patterns and reveal important features of the phenomenon.
Appendix: Latent Gold syntax
We report extracts of the syntax of Latent Gold version 4.5 (Vermunt and Magidson 2005, 2008) used to estimate with full information maximum likelihood the three versions of the multi-item LCM for the application on course evaluation: IND, CS and LAG-1. In order to avoid using complex algorithms based on numerical integration or Monte Carlo methods, it is convenient to write the multi-item LCM defined by equations (1) to (4) as a constrained one-factor model:
where y * * ti = α 1 z t + e ti . The equation above is obtained by substituting equations (3) and (4) in (2) and then equation (2) in (1), with the identification constraint α 0 = 0. The model has 2 + T latent variables randomly varying across the n units: u 0i , u 1i and y * * ti (t = 1, 2, . . . , T ). Note that the parameter λ 1k is repeated three times, thus suitable constraints are needed. Other constraints are required to let var(e ti ) be constant across occasions.
The dataset is augmented with four constant variables for the timing of occasions: z1=0, z2=1, z3=2, z4=3. To help understand the syntax, we note that, for example, y2.3 stands for the second item (k = 2) at the third occasion (t = 3), whereas satisf.3 is the latent variable representing mean satisfaction measured at the third occasion (y * * 3i ). Equality constraints are imposed by using identical Greek symbols in parenthesis. 
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