Abstract-In the last decades, mathematical models have become of great importance in the context of diabetes treatment planning. Several modeling approaches based on first principles or input-output techniques have been proposed. However, a relevant open problem common to all these approaches is that they are not able to recover or to systematically account for the various unmeasured signals that affect a diabetic patient (e.g., food, physical activity, and emotions). A novel blind identification approach is introduced in this brief, allowing us to model type 1 diabetic patients and to effectively recover the unmeasured input signals. The approach is applied to an experimental study regarding identification and prediction of the blood glucose concentration in five type 1 diabetic patients.
I. INTRODUCTION
M ODELING, simulation, prediction, and control of diabetes mellitus type 1 (DMT1) have become of great interest in the last decades (see [1] and the references therein). These tools are typically aimed at improving the blood glucose regulation and hence avoiding the complications resulting from hyperglycemia and hypoglycemia [2] . In particular, control of diabetes is accomplished by planning and applying the most proper therapy strategy for a given patient, which can be either manual or automated. If automated, the strategy is called artificial pancreas and represents an extremely promising technology [3] - [7] . In both cases, control of the blood glucose concentration has a fundamental role in terms of patient wellness and integrity of organs that may be damaged due to DMT1.
Control of the blood glucose concentration implies the availability of reliable models able to predict and/or simulate the behavior of metabolic control in diabetes. Different models and modeling techniques have been proposed in the literature, where physiology equations are used to describe the glucose and insulin kinetics in the body [8] , [9] . However, these models are generally not very accurate as their equations do not take into account all the dynamics, parameters, and disturbances involved in the patient system. Data-based models (called also black-box models) have the potential of contributing to the C. Novara is with the Politecnico di Torino, Turin 10129, Italy (e-mail: carlo.novara@polito.it).
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Digital Object Identifier 10.1109/TCST. 2015.2462734 solution of this problem [1] , [10] , [11] . These models are directly identified from experimental data and, for this reason, are in general more accurate than models based on first principles. Another important advantage of data-based techniques is that they easily allow the construction of personalized models and thus can deal with a high variability among the patients. These models can be more effective for simulation, control, and analysis of DMT1 than models providing an average description of the patient population.
In the diabetes context, a relevant open problem common to both first-principle and data-based approaches is that a patient is a system affected by unmeasured (or not easily measurable) inputs (e.g., food, physical activity, and emotions), and the techniques frequently used for model identification are in general not able to recover or to account for such unmeasured signals. Statistical techniques may be used to estimate the unmeasured inputs, but recovery is usually possible (asymptotically) only when these signals are white noises. However, inputs such as food, physical activity, and emotions are far from being white processes and thus can be hardly recovered using standard techniques. Indeed, modeling of a diabetes patient can be seen as a blind identification problem: not only the patient system has to be identified but also some of the system input signals [12] . For this reason, blind identification problems are in general significantly more difficult than the standard identification problems, where all the inputs are assumed to be measured (other than some noise with given statistical or boundedness properties). A number of approaches to blind identification have been developed for linear systems (see [12] , [13] ). Several approaches can also be found for nonlinear systems, but these mainly apply to Hammerstein [14] , Wiener [15] , bilinear [16] , and Volterra [17] systems. To the best of our knowledge, no solutions are available for the problem considered here, involving general nonlinear systems.
The main contributions of this brief are two. First, we present a novel data-based blind identification approach, relying on 1 sparsification, allowing us to derive accurate models of general nonlinear systems and to recover the unmeasured input signals (called also disturbances in the following). Second, we apply the approach to a set of real data coming from five DMT1 patients, allowing us to obtain simulation and prediction models for the glucose concentration of these patients, together with reliable estimates of the involved disturbances. To the best of our knowledge, this is one of the first papers providing an effective solution to the well-known problem of unknown input estimation in diabetic patients. Considering the theoretical argumentations and the experimental results presented in this brief, it is our opinion that the proposed blind identification approach may give an adequate solution to this important problem.
II. BLIND IDENTIFICATION OF NONLINEAR SYSTEMS

A. Problem Setting
Consider a nonlinear discrete-time system in regression form
where y k ∈ R is the output, u k ∈ R n u and w k ∈ R n w are external inputs, and n is the system order. Suppose that the function g o is unknown, u k and y k can be measured but w k cannot be measured. Let a set of noise-corrupted measurements
be available, where the tilde denotes the measured values of the variables. In this brief, we consider the problem of deriving a reliable model of the system (1), together with some estimate of the unknown input
This problem can be seen as a blind identification problem, since not only the system has to be identified but also some of the system input signals [12] . A further difficulty is that w k appears nonlinearly in the system equation (1) . Its estimation could thus require to solve a very hard nonconvex optimization problem. In this brief, we propose a solution where, to deal with convex optimization, we estimate a surrogate d o k of w k , which describes the effect of w k on the system output. The effects of the various components of w k are then separated by means of a simple signal analysis technique.
Assume that g o in (1) is differentiable with respect to w k , . . . , w k−n and define
where m = n + (n + 1)n u . From the mean value theorem it follows that, for some point (w k , . . . ,w k−n ):
where (3), we obtain the following system representation:
where
is an unknown input which describes the effect on the system output of w k and λ = (λ 0 , . . . , λ n ) is a user-defined filter. The representation (4) is a generalization of (3) (this latter is obtained with λ = (1, . . . , 1) ). In the absence of a specific information on how the disturbance acts on the system (1), the simplest choice is indeed λ = (1, . . . , 1). If some information is available on w k , other choices can be more effective. For example, it has been observed in some numerical experiments that using λ = (1, . . . , 1) leads to recover the numerical derivative in time of the disturbance [a plausible interpretation is that the model (4) with λ = (1, . . . , 1) performs a numerical integration]. Therefore, another suitable choice can be λ = (1, 0, . . . , 0, −1), which corresponds to operating a differentiation of the unknown disturbance directly in the model (4) , allowing an estimation of the (nondifferentiated) disturbance. A theoretical study on the optimal choice of the filter λ is currently being conducted.
Within this framework, the problem considered in this brief is the following.
Problem: From the data set (2), find reliable estimatesf
B. Blind Identification Algorithm
Estimates of f o and d o k of the following form are considered:f
where φ i : R m → R and ψ i : Z → R are known basis functions, andâ i andb i are parameters to identify. The choice of the basis functions is clearly an important step of the identification process [18] - [20] . In some cases of practical interest, the basis functions may be known a priori. In other cases, the basis functions are not known and their choice can be carried out considering the numerous options available in the literature (e.g., Gaussian, exponential, sigmoidal, wavelet, polynomial, and trigonometric). Here, we adopt this latter approach, considering large sets
and {ψ i } M i=1 of basis functions, resulting in over-parametrized models (5) . As shown below, selection of the most appropriate functions within these large sets is carried out by means of 1 -norm regularization [21] - [23] .
According to (4), the data (2) can be described as
where e k is an error term accounting for e o k , for the measurement noises corrupting y k and r k and for possible modeling error due to the parameterizations (5). Following a Set Membership philosophy [24] - [26] , the sequence e = (e n+1 , . . . , e L ) is assumed bounded:
for some ε ≥ 0, where · 2 is the vector 2 -norm. From this assumption, it follows that:
Identification of the parameter vectorsâ andb is made solving the following convex optimization problem:
The rationale behind this algorithm can be explained as follows.
1) The constraint ỹ − a − b 2 ≤ ε guarantees consistency between the measured data and the prior assumption (7) . If the ε bound is correct, then although there are multiple a and b that satisfy the ε bound, a much smaller subset of these will minimize the 1 norm objective function. In fact, under very mild assumptions, as given in [27] , this set is a singleton, and the solution is guaranteed to be unique. However, an incorrect choice for ε has the effect of biasing the parameter estimates, so it should be chosen using a validation procedure such as in [28] . 2) 1 -norm minimization of a and b is used to enforce sparsity of the coefficient vectorsâ andb [21] - [23] , [27] . a) Sparsity ofâ is important to have a model with a low complexity, i.e., described by a small number of basis functions (those corresponding to the nonzero entries ofâ), selected within a large set. b) Sparsity ofb is important to correctly recover the true disturbance d o k in applications where this disturbance can be represented as a superposition of a small number of basis functions [for example, these functions can represent the meals in a diabetic patient (see Section III)]. Conditions verifiable in practice, under which the proposed 1 minimization problem gives a maximally sparse solution can be obtained by minor modifications of [29, Th. 1] . Under these conditions, the minimization problem is able to provide a low complexity modelf (i.e., with a minimum number of basis functions) and to correctly find the most appropriate basis functions that define the disturbance d o k . The identified model is described by the following difference equation:ŷ
are given by (5) , and the parametersâ i andb i defininĝ f andd k are obtained from the optimization problem (10) .
Remark 1: The parameter ε in (7) can be systematically estimated using the validation procedure in [28] . This procedure relies on the so-called validation surface, i.e., a surface constructed from the available data, that separates the parameter values that are validated by the data from those that are not. The parameters (ε in this case) are chosen in the validated region by means of a simple criterion which, in the present context, can be suitably defined to obtain an optimal tradeoff between model accuracy and complexity.
Remark 2: The identification approach proposed in this section can be used also in cases where a reliable system modelf is already available and it is of interest to recover the disturbance d o k . This can be done solving the optimization problem (10) only with respect to b, being a the coefficient vector off (see Section III, where this technique is used for estimating the unknown disturbance, given mainly by meals and physical activities, in diabetic patients).
Remark 3: In (10), an anticausal estimate of the unknown disturbance is derived: the estimated k at time k is obtained using the past, current, and future data (ỹ l ,r l ),
A causal estimate can be derived very similarly, solving at each time k the problem (10), using only the past and current data (ỹ l ,r l ), l ≤ k. Causal estimates can be crucial for online predictions (see Section III, where a causal estimate of the disturbance is used to improve the predictions of the blood glucose concentration in diabetic patients) or real-time control [30] .
C. Disturbance Decomposition
The recovered disturbanced k given in (5) can be decomposed into three signalŝ
and ξ is a threshold chosen on the basis of the identifiedb i values (see the case study in Section III). Suppose that ψ i are positive functions (a typical example is represented by Gaussian basis functions). Then, the signalsd 
III. IDENTIFICATION OF DIABETIC PATIENTS FROM EXPERIMENTAL DATA
In this section, the blind identification algorithm and the disturbance decomposition technique presented in the previous sections are applied to modeling of five DMT1 patients. First, the available experimental data are described. Then, the overall identification process (including model identification, disturbance recovery and decomposition, and prediction) is described in detail for one of the five patients (called Patient 1). Finally, the results obtained for all the five patients are reported and discussed.
A. Description of the Experimental Data Set
Experimental measurements, collected from five DMT1 patients, have been considered. The measured inputũ k is the quantity of insulin injected in the patient body. MedtronicMiniMed Paradigm Real-Time Insulin Pumps were used to perform subcutaneous injection of insulin. The measured outputỹ k is the blood glucose concentration, measured by the Medtronic-MiniMed continuous glucose monitoring systems. The Medtronic sensors allow continuous glucose monitoring, providing an average blood sugar measurement every 5 min. For each of the five patients, the sensor continuously worked for 10 days, procuring a set of 2880 measurements of blood glucose concentration. These data were sent to the pump which transmitted the blood glucose measurements and the quantity of injected insulin to the Medtronic CareLink Personal site. All the data were then downloaded from the site and analyzed.
For each patient, the data set has been partitioned in two subsets. 
study with five patients), so that a single meal is described by a group of basis functions and not by a single function (as done here). This second criterion allows in general a better adaptation to different patients (see the study with five patients below). Note that both polynomial and Gaussian basis functions represent standard choices in system identification and signal processing.
Next, different model orders, ranging from n = 2 to n = 10, were assumed. For each considered order, the parameter λ in (4) was taken as λ = (1, 0, . . . , 0, −1) [see the considerations below (4)]. The noise bound ε in (7) was chosen by means of the validation procedure in [28] . A model was identified from the identification data set D I , by means of the optimization problem (10) (solved with the CVX toolbox [31] ).
The model of order n = 5 was selected, since providing the best tradeoff between complexity and accuracy. This model, called BIM, is described by the difference equation (11) , wherê f andd k are given by (5) . The modelf is defined by 35 basis functions, automatically selected thanks to 1 sparsification, among the 529 functions initially considered.
The BIM model was first tested on the identification set D I . A simulation of the model was performed, using as inputs the measured insulin signal and the disturbanced k estimated by algorithm (10) (the analysis of this disturbance is carried out in Section III-B2). The FIT index has been considered to evaluate the model performance. This index measures the percentage of data that are correctly explained by the model, and is defined as
where y andŷ are the measured output signal and the one simulated (or predicted) by the model, respectively. The FIT value obtained in the simulation is shown in Table I . Then, the BIM model was tested on the validation set D V . A simulation of the model was performed, using as inputs the measured insulin signal and the disturbanced k estimated on the validation set. This estimation was carried out solving the optimization problem (10) only with respect to b, with a fixed and equal to the one previously estimated on the identification set. The FIT value obtained in the simulation is shown in Table I . The output simulated by the model is compared with the measured one in Fig. 1 . From these results, it can be concluded that the proposed blind identification approach allowed us to identify a model able to correctly reproduce the behavior of the diabetic patient, providing also a reliable estimate of the involved unknown disturbances.
2) Disturbance Decomposition: The signal analysis of Section II-C was applied to decompose the recovered disturbanced k into the three signalsd
respectively, the effect on blood glucose concentration of meals, the effect of physical activity and/or emotions, and other unidentified exogenous contributions and/or effect of unmodeled dynamics.
As indicated in Section II-C, the threshold ξ needs to be chosen. Observing on a stem plot (see Fig. 2 ) the coefficientsb i of the basis function expansion (5), the value ξ = 0.17 was taken, since yielding the most reasonable separation between explainable and nonexplainable contributions. Note anyway that the chosen threshold value is quite low and thus the effect on the output given by the nonexplainable contributions is not significant.
Then, the decomposition (12) Fig. 3(a) , for a portion of the identification set (the fifth day). We can distinguish three main positive peaks, corresponding to breakfast (6 A.M.), lunch (2 P.M.), and dinner (9 P.M.), respectively, and one negative peak, corresponding plausibly to some physical activity in the morning. In Fig. 3(b) , we can observe three insulin injections, one for breakfast, two for lunch and one for dinner. In Fig. 3(c) , the output corresponding to all these inputs (three unknown and one measured) is shown. The output has three main maxima, which clearly correspond to the three meals, one main minimum at 9 A.M., which is the result of the first insulin injection together with the physical activity, and another main minimum at 4 P.M. which is due to the second and third insulin injections. In Fig. 3(c) , it can also be observed how the output simulated by the model reproduces quite accurately the measured output.
From these results, it can be concluded that the blind identification approach proposed in this brief is able, in this real-world case study, to effectively recover the behavior of the unknown input signals and the effect of these signals on the output of interest. The decomposition technique of Section II-C proved to be quite efficacious, allowing us to obtain a reasonable interpretation for the recovered signals.
3) Other Test Simulations: To verify the physiological reliability of the BIM model, a further simulation was carried out for a portion of the validation set (second half of the sixth day and seventh day), using as inputs the measured insulin signal and a zero disturbance signal. This is a really challenging test because the model operates far from anything it had the chance to observe in the training data.
The results of this simulation are shown in Fig. 4 . We can observe three insulin injections around 4 P.M. of the sixth day (added to the basal dose of about 0.07 U/min), which cause a decrease in the blood glucose concentration. However, from 6 P.M. of the sixth day to about 1:30 A.M. of the seventh day, no insulin is given to the patient, yielding a large increase in the glucose concentration. The concentration is then brought back to a reasonable value by an injection at about 1:30 A.M., followed by the basal dose. From 6 P.M. to 7 A.M., we have other two insulin injections, which reduce the glucose concentration. From about 10 P.M. to 11 P.M., the insulin is again zero so that the glucose concentration starts to increase. However, such an increase is stopped by three insulin injections around 1:30 P.M. added to the basal dose, which lead to a minimum of glucose concentration. From 3 P.M. to 10 P.M. of the seventh day, the situation is very similar to the one occurring from 9 A.M. to 2 P.M. In general, we can see that the insulin injections correctly yield reductions in the glucose concentration and when no insulin is injected, the glucose tends to grow at a rate of about 14 mg/dL/h. Other simulations were performed using as inputs the estimated disturbance and a zero insulin signal. A glucose concentration becoming large was obtained in these simulations. Also this behavior is reasonable from a physiological point of view: the glucose concentration of a diabetic patient insulin treated increases in the absence of a therapy, leading to serious health problems.
4) Identification and Test of Prediction Models:
Besides simulation, models are important in the diabetes context for obtaining accurate predictions of the blood glucose concentration, since these predictions can be effectively used, e.g., for therapy decision or predictive control.
Using the BIM model identified in Section III-B1, a causal estimated k of the unknown disturbance was obtained for both the identification and validation sets, solving the optimization problem (10) only with respect to b (see Remark 2). While above the disturbance was recovered in an anticausal way (to obtain the estimated k at time k, the past, current, and future data (ỹ l ,r l ), with l = 1, . . . , k, . . . L were used), here a causal estimate of the disturbance was obtained (only the past and current data (ỹ l ,r l ), with l ≤ k, were used to estimated k ).
Prediction time horizons of half an hour (corresponding to six steps with a sampling time of 5 min) and 1 h (12 steps) have been considered, since these horizons can be of interest for predictive control. Then, several ARX, ARMAX, ARIMAX, and OE linear models and NLARX nonlinear models of several orders were estimated from the identification set using the MATLAB System Identification Toolbox. The insulin signal and the causally recovered disturbance were used as model inputs. Note that once the disturbance has been reliably estimated, any prediction technique may in principle be used to obtain accurate forecasts. The model originally identified together with the disturbance may be accurate in simulation but is not suitable for prediction, since one of its inputs is the anticausally recovered disturbance that cannot clearly be used for prediction.
The best among the identified prediction models resulted to be an ARIMAX model of order 6, here called BIP. The BIP model was tested in 6-and 12-step prediction on the validation set D V . The FIT index obtained by the model is reported in Table II . The 12-step-ahead prediction given by the model on the validation set is shown together with the measured output in Fig. 5 . For comparison, several ARX, ARMAX, ARIMAX, and OE linear models and NLARX nonlinear models of several orders were estimated on the identification set, using the MATLAB System Identification Toolbox, following a standard approach (i.e., considering as input only the insulin signal and not the recovered disturbance). The FIT prediction performance of the best standard model (an ARMAX model of order 6, called STM) is shown in Table II .
From these results, it can be concluded that thanks to the utilization of the (causally) recovered disturbance, the BIP model can achieve improved prediction accuracies with respect to other models obtained using a standard approach, particularly when the prediction time horizon becomes large. as done in Section III-B1. In this way, the recovered signald k can better adapt to different patients and capture the effects of meal-absorption processes with different time constants and/or meals with different compositions, without requiring difficult tuning procedures. For all the patients, a model order n = 5 was assumed and the parameter λ in (4) was taken as λ = (1, 0, . . . , 0, −1) [see the considerations below (4)].
For each patient, the noise bound ε in (7) was chosen by means of the validation procedure in [28] (note that ε is different for each patient). A model was then identified from the identification data set D I , by means of the optimization problem (10) (solved with the CVX toolbox [31] ). The model of the i th patient is called BIM i .
Each patient model was first tested on the identification set D I (this set is different for each patient). A simulation of the model was performed, using as inputs the measured insulin signal and the disturbanced k estimated by the algorithm (10) . The FIT values obtained by the five-patient models on the identification set are shown in Table III. Each patient model was then tested on the validation set D V (this set is different for each patient). A simulation of the model was performed, using as inputs the measured insulin signal and the disturbanced k estimated on the validation set. This estimation was carried out by solving the optimization problem (10) only with respect to b, with a fixed and equal to the one previously estimated on the identification set. The FIT values obtained by the five-patient models on the validation set are shown in Table III . The output simulated by the patient model 3 is compared with the measured one in Fig. 6 .
From these results, it can be concluded that our blind identification approach is able to effectively capture the population variability, providing an accurate model for each patient, together with a reliable disturbance estimate. Although five patients are a small population, we believe that this is an adequate size for a proof-of-concept of our methodology.
2) Disturbance Decomposition: The signal analysis of Section II-C was applied to decompose, for each of the five patients, the recovered disturbanced k into the three signalŝ d Fig. 7(a) , for Patient 1 and for a portion of the identification set (the fifth day). These signals can be compared with those in Fig. 3(a) , obtained also from the patient 1 data. The main difference is that the signals in Fig. 3(a) were obtained with β = 0.003 so that a meal is typically described by a single basis function; the signals in Fig. 7 (a) were obtained with β = 0.02 so that a meal is described by a group of basis functions. The results obtained with the two different choices are quite similar. As discussed above, using a group of basis functions to describe a single meal may give more flexibility when dealing with patient populations. Similar results were also obtained for the other patients.
From these results, it can be concluded that the proposed blind identification and decomposition technique are able to effectively recover the behavior of the unknown input signals and the effect of these signals on the output of interest for all the five patients, showing strong adaptability properties to different patients, with different metabolic characteristics and life habits.
3) Other Test Simulations: Similar to what was done in Section III-B3, further simulations were carried out for all the five models identified for the five patients: In a first session of simulations, the measured insulin signal and a zero disturbance were considered as the model inputs. In a second session, the estimated disturbance and a zero insulin signal were used as the inputs. Quite reasonable results have been obtained from these simulations. In the first session, we have observed for all the patients that the insulin injections correctly yield reductions in the glucose concentration and when no insulin is injected, the glucose tends to grow at realistic rates. In the second session, we have verified for all the patients that the glucose concentration tends to become very large when no insulin is injected.
For each of the five patients, the following procedure was applied.
First, a causal estimated k of the unknown disturbance was obtained for both identification and validation sets, solving the optimization problem (10) only with respect to b (see Remark 2) .
Prediction time horizons of half an hour (corresponding to six steps with the sampling time of 5 min) and 1 h (12 steps) have been considered. Then, several ARX, ARMAX, ARIMAX, and OE linear models and NLARX nonlinear models of several orders were estimated from the identification set using the MATLAB System Identification Toolbox. The insulin signal and the causally recovered disturbance were used as model inputs. These models are called BIP models. For comparison, several ARX, ARMAX, ARIMAX, and OE linear models and NLARX nonlinear models of several orders were estimated on the identification set, following a standard approach (i.e., considering as input only the insulin signal and not the recovered disturbance).
The results obtained by the best BIP model and the best standard model are shown for the five patients in Table IV . The models obtained by the blind identification approach are called BIM and the ones obtained using the standard approach are called STM. From these results, two conclusions can be made. First, the utilization of the (causally) recovered disturbance seems to allow improved prediction accuracies. Second, this improvement is quite uniform over the five patients.
IV. CONCLUSION
In this brief, a novel blind identification approach for general nonlinear systems has been presented. The approach allows us to estimate a signal describing the effect of all unknown (or not easily measurable) disturbances acting on the unknown system and to decompose this disturbance in order to understand which kind of signals have affected the system. The approach has been applied to obtain simulation and prediction models for the glucose concentration of five real DMT1 patients, together with reliable estimates of the involved disturbances. This application has demonstrated that our approach can effectively deal with patient populations, characterized by a significant variability in terms of metabolic processes and life habits.
