In this paper we are concerned with a mathematical model which describes the electromagnetic interrogation of dielectric materials. We address the well-posedness of the system and regularity of solutions. Then we propose a semi-discrete nite element scheme for approximating the system and prove weak convergence under very mild regularity assumptions on the solutions of the original system. We also establish that the solution has higher regularity in time even though the input source may be a windowed signal of distributional type. This regularity is then utilized to show the strong convergence of the nite element solution.
Introduction
We rst formulate a mathematical model describing the electromagnetic interrogation of dielectric materials. Let E and H be the intensities of electric and magnetic eld, D and B be the electric and magnetic ux densities, J the current density. The electric and magnetic polarization are denoted as 1 (1.7) Among the media of primary interest to us are biological ones; hence we choose to ignore the magnetic e ect, i.e., we assume M = 0. We will adopt the following general polarization model in terms of a convolution of the electric eld with an impulse response function g (sometimes called a displacement susceptibility kernel): P(t;z) = Z t 0 g(t ? s; z) E(s;z)ds; (1.8) whose rst and second order derivatives with respect to t are given by P (t) = g(0) E(t) + Z t 0 g (t ? s) E(s)ds; (1.9) P (t) = g(0) E (t)+ g (0)E(t) + Z t 0 g (t ? s) E(s)ds: (1.10) The above polarization model has been used in the literature on electromagnetic wave propagation, e.g. in 1, 7, 12] . It includes as special cases systems with memory (or time delay) and systems with hysteresis as well as the usual Debye, Lorentz and higher order di erential equation polarization laws (see 3, 4, 8] ). We note that for biological media (among others), one should probably replace Ohm's law (1.5) with a constitutive law similar to our polarization law (1.8), e.g., see 1] or 9] (pp. [14] [15] [16] . While the resulting model would still be amenable to our treatment here, inclusion of a conductivity susceptibility kernel would add to the technical notation. We have chosen for the sake of exposition to restrict our formulation to the Ohm's law version as given in (1.5).
We assume that there is a special interrogating input signal, namely a planar electromagnetic wave normaly incident on a slab of material contained in the interval = z 0 ;z 1 ] with faces parallel to the xy-plane, see Fig. 1 .
The electric eld is polarized with oscillations in the xz-plane only, i.e., E = E(t; z) i, where i is the unit direction in the x-axis. Under these assumptions, we know that the electric eld E(t;x) is parallel to the x-axis at all points in the region outside the slab domain , i.e., 0 = (0;z 0 ), which we assume is just air, and that the magnetic eld H(t;x) is always parallel to the y-axis, so we have E(t;x) = (E(t; z); 0; 0) > ; H(t;x) = (0; H(t; z); 0) > : Moreover, the electric ux density D and polarization P will inherit this uniform directional property from E and hence are denoted hereafter by their scalar magnitudes D and P in the x direction. Using these notations, the Maxwell's equations ( We remark that throughout we adopt the standard notation E = @E @t ; E = @ 2 E @t 2 ; E 0 = @E @z ; E 00 = @ 2 E @z 2 ; etc:
By using (1.6) with " = " 0 (1 + (" r ? 1) ) (this accounts for instantaneous e ects of polarization, see 3]), and (1.10), we can readily derive the equation which will be investigated in this paper:
" r (z) E + (z) E + (z) E + G(E) ? c 2 E 00 = J (1.11) where c 2 = 1=(" 0 0 )," r (z) = 1 + (" r ? 1) (z), and
Here (z) is the characteristic function of = z 0 ;z 1 ], and " r 1 is the relative dielectric permittivity. Note that" r (z) = 1 for z 2 0;z 0 ) and" r (z) = " r 1 for z 2 z 0 ;z 1 ] and all the coe cient functions , and are only piecewise smooth, having jumps across the interface z =z 0 . The source current density function is under our control, and we assume it takes the form J s (t; z) = (z) (t); (1.12) with (t) being a smooth function of t and (0) = (0) = 0: (1.13) These assumptions are valid if we have a point source input signal (an antenna) at the location z = 0 for which the power is switched on after a small time period of delay.
Regarding the boundary conditions, we assume the following physical situation. At the boundary z = 0 where an input signal originates, we place an absorbing boundary condition to prevent the re ection of waves. Mathematically this can be expressed as E (t; 0) = c E 0 (t; 0):
(1.14) We assume the location of the front boundaryz 0 of the slab material is known while the back boundaryz 1 is unknown and presumed to be backed by a supraconductive material with perfect conductivity, thus the back boundary conditions are given by ( 2] where n is the outward normal to the slab. For our elds E, H and the constitutive laws (1.6), (1.7) and (1.8), the conditions D n = 0, B n = 0 are automatically satis ed while the other conditions reduce to E(t;z 1 ) = H(t;z 1 ) = 0: Since we have eliminated H from the system (1.11), the only relevant boundary condition for the supraconductive back boundary is E(t;z 1 ) = 0.
In many applications, the coe cient functions , and in (1.11) and the back boundary of the slab domain at z =z 1 are unknown. They can be identi ed numerically from data and this identi cation problem has been investigated in 3, 4, 5] successfully using nite element schemes similar to that proposed below in Section 3. In this paper we assume that the coe cient functions , and and the back boundary z =z 1 are known and we are interested in the well-posedness and regularity of the forward problem (1.11) and the convergence analysis of its nite element discretization.
To avoid notational di culties, we use a piecewise linear transformation to map the slab domain (z 0 ;z 1 ) into (z 0 ; 1) while keeping the external domain (0;z 0 ) invariant. Since the investigation of the transformed system is principally the same as the study for the original system, we will assume the original system is de ned on the transformed domain 0; 1]. Then summarizing the above derivations, we can formulate the aformentioned model problem as the following system on the time-space domain Q T = (0; T) (0; 1): " r (z) E + (z) E + (z) E + G(E) ? c 2 E 00 = J(t; z) on Q T ; (1.16) E (t; 0) = c E 0 (t; 0) and E(t; 1) = 0 on (0; T) (1.17) to which are added the initial conditions E(0; z) = (z) and E (0; z) = (z) on (0; 1):
Throughout the paper, we will make the following assumptions:
2 L 1 (0; 1); 2 L 1 (0; 1) and 2 H 1 (0; T; L 1 (0; 1)): (1.19)
2 Well-posedness and regularity
In this section we address the well-posedness and regularity for the initialboundary value problem (1.16)-(1.18). Due to the piecewise smoothness of the coe cient functions and the input signal of distributional type, we can not expect classical solutions for the problem. Instead we will consider its weak solutions. For this, we introduce the following two Hilbert spaces H = L 2 (0; 1); V = H 1 R (0; 1) = fv 2 H 1 (0; 1); v(1) = 0g: We will use V to denote the dual space of V and h ; i to denote their duality pairing, which is assumed to be a continuous extension of the scalar product ( ; ) in H = L 2 (0; 1). The standard norms in H and V will be written as k k and k k V . We will also have occasions to use the Sobolev space and for a:e: t 2 (0; T), the following holds h" r E (t); i + ( E (t); ) + (~ E(t); ) + (G(E)(t); ) + c 2 (E 0 (t); 0 ) + c E (t; 0) (0) = hJ(t); i + (k 0 E(t); ) 8 2 V:
We remark that we have added the term (k 0 E(t); ) in both sides of (2.2) for later convenience. Here k 0 is a positive constant chosen such that We note that we can derive the following a priori estimates for any possible solutions E of problem (2.1)-(2.2):
with constant C( ; ; J) given by C( ; ; J) = C 0 fk k + k k V + kJk H 1 (0;T;V ) g (2.4) and C 0 is a constant dependent only on the coe cient functions , and . The arguments for the above a priori bounds (which are given in 3]) are very similar to those for obtaining the bound (2.25) in Theorem 2.2 below, so we will not give details here. Now note the uniqueness of the solutions follows immediately from the a priori estimate (2.3)-(2.4) by considering the error equation of the di erence of two possible solutions E 1 and E 2 to (2.1)-(2.2) using the fact that C( ; ; J) = 0 in this case. The existence of the solutions, which was established in 3], is also a by-product of the weak convergence of the nite element solutions in Theorem 4.1 below (i.e., the limiting function is the solution of (2.1)-(2.2)).
For achieving some type of strong convergence of the nite element approximation to be introduced later, we require additional regularity of the solution E in terms of time t. This is possible to obtain since the source and coe cient functions are smooth in terms of t, though it is impossible to have more regularity than H 1 (0; 1) in space due to the source input of distributional type and the piecewise smoothness of the coe cients in terms of z.
We are going to establish the following result.
Theorem 2. (2.5) Proof. Our approach is to rst smooth all the given data and then solve the smoothed problem to obtain solutions with some added regularity. We then pass to the limit by letting the smoothing parameter tend to zero and achieve the desired regularity. Following notational tradition in analysis, we shall use " as our smoothing parameter in this section while warning readers that it is not related to the dielectric permittivity parameter " (again traditional notation for the electromagnetic literature) of Section 1. and for a:e: t 2 (0; T), the following holds h" r E" (t); i + ( E" (t); ) + (~ E " (t); ) + (G(E " )(t); ) + c 2 (E 0 " (t); 0 )
+ c E" (t; 0) (0) = hJ " (t); i + (k 0 E " (t); ) 8 2 V:
The same argument as for Theorem 2.1 leads to the existence of a unique solution E " to the problem (2.11)-(2.12). We next show this solution has the following higher regularity: Clearly we see w " (t) = v " (t); w " (t) = v " (t); (2.17) w " (0) = " ; w " (0) = " : (2.18)
By integrating both sides of (2.14) over (0; t) and using (2.15), we obtain h" r w " (t); i + ( w " (t); ) + (~ w " (t); ) + c 2 (w 0 " (t); 0 ) + c w " (t; 0) (0) + ( Using (2.15), integration by parts and the consistency condition, we can readily show that (I) 2 = 0. Then comparing equations (2.18)-(2.19) with equations (2.11)-(2.12) and using the uniqueness of solutions to equations (2.11)-(2.12) we have w " (t) = E " (t) or v " (t) = E" (t):
And hence (2.13) follows from the regularity of v " in (2.16). Again we formally di erentiate both sides of equation (2.14) with respect to t and introduce a variable u " for v " to obtain h" r u " (t); i + ( u " (t); ) + (~ u " (t); ) + c 2 (u 0 " (t); 0 ) + c u " (t; 0) (0) +(G 1 (u " )(t); ) = h J" (t); i + (k 0 u " (t); ) + (J " (t); ) 8 Here we need to use the facts that (0) = (0) = (0) = 0," r (0) = 1 (by de nition) and the consistency condition 0 (0) = c 00 (0). Now we are in a position to give some bounds on E " which are independent of ". Recall v " = E" . Integrating both sides of (2.14) over (0; t) and then taking = E" (this is possible by the regularity (2.21)) we obtain 1 2 n (" r E" (t); E" (t)) + (~ E" (t); E" (t)) + c 2 k( E" 
for su ciently small ". Then applying Gronwall's inequality gives immediately the following bound k E" k C(0;T;H) + k E" k 2 C(0;T;V ) + k E" ( ; 0)k L 2 (0;T) C (2.24) where the constant C is independent of ". On the other hand, we can similarly obtain the following bounds for the rst order derivative of E " : k E" k C(0;T;H) + kE " k C(0;T;V ) + k E" ( ; 0)k L 2 (0;T) C: (2.25) Using these bounds, we conclude there exists a subsequence which we again denote by E " such that as " tends to zero, Here I h is the nodal value interpolation operator associated with the nite element space V h . It is easy to verify that the quasi-L 2 projection P h w is well-de ned for any function w 2 V . We will need the following well known
properties of the operator P h (see Nochetto We see the quasi-L 2 projection is very readily computed. With the above notation, the semi-discrete nite element discretization to the problem (2.1)-(2.2) reads as follows: Find E h (t) 2 V h such that E h (0) = P h ; Eh (0) = P h (3.30) and for t 2 (0; T), the following holds h" r Eh (t); i + ( Eh (t); ) + (~ E h (t); ) + (G(E h )(t); ) + c 2 (E 0 h (t); 0 ) + c Eh (t; 0) (0) = hJ(t); i + (k 0 E h (t); ) 8 2 V h :
Problem (3.30)-(3.31) is a system of ordinary di erential equations and by standard theory we can establish the following theorem. by means of the stability bounds of E h in (4.32), weak convergence of Eh to E and strong convergence of h = P h to . Now rewriting the rst two terms of (4.34) using integration by parts as 
where we have used the facts that" r 1, h (0) = h (0) = 0. We next derive bounds for each of the terms respectively. Then under the assumptions of Theorem 2.2, E h converges to E strongly in spaces H 1 (0; T; H) and C(0; T; V ), and E h ( ; 0) converges strongly to E( ; 0) in H 1 (0; T).
