The relative performances of two optimization algorithms -dual active-set method (DASM) and primal-dual interior-point method (PDIPM) in the implementation of model predictive control (MPC) in terms of input response, CPU time, and number of iteration have been compared with the help of three case studies including MPC of continuous stirred tank reactor (CSTR) in series. The study shows significant improvement of convergence, CPU time, and cost per iteration using DASM for small-scale problem. Both DASM and PDIPM have been observed to be efficient, as the number of iterations is found to be independent of the problem size. Our study also shows that DASM gives better performance over PDIPM.
INTRODUCTION
Quadratic programming (QP) methods are widely used in the implementation of MPC (Qin & Badgwell, 2003) . Model predictive control (MPC) requires solving a sequence of continuous optimization problems that cater to minimization of cost function with equality and inequality constraints. The main two classes of algorithms, such as, active set methods (ASMs) and interior point methods (IPMs) have been found in literatures to tackle constrained QP problem. The ASMs include the primal methods (Beale, 1955; Gill & Murray, 1978) and the dual methods (Lemke, 1962; Goldfarb & Idnani, 1983) . The IPMs include the barrier methods (Gill et al., 1986) , path-following methods (Renegar, 1988) , and the primal-dual methods (Goncalves, 1972; Nocedal & Wright, 2006) . ASMs are effective in handling small to medium-sized problems because of their non-polynomial computational complexity (Bartlett et al., 2000) . ASMs are motivated by the set of active and inactive inequality constraints at an optimal solution, which could be found by solving a simpler equality constrained QP. For example, a constraint of the form On the other hand, IPMs in primaldual form, called primal-dual interior-point method (PDIPM), have polynomial complexity and are very useful in solving large-scale quadratic programs (Wächter & Biegler, 2006) . IPMs maintain an approximate solution that lies strictly inside the feasible region defined by the inequality constraints. These methods attempt to follow a central path from the current point to the optimal solution, which may lie on the boundary of the feasible region. An ASM solves a KKT system defined by only the active constraints and an IPM solves a KKT system involving all of the decision variables and the constraints at each iteration. Consequently, when a significant number of constraints are active, the system is much larger than those in an IPM. PDIPM has a particular advantage of being almost insensitive to the problem size whereas primal active set method (PASM) can lead to a large increase in computational effort with problem size (Bartlett et al., 2000) .
ASMs in the dual form, called dual active set methods (DASMs), have the advantage that they reduce the problem size to a series of smaller sub-problems. Powell (1985) observed some major advantages in the DASM of Goldfarb and Idnani (1983) in solving QP problems. It is faster throughout the calculations, as it requires substantially less work on each iteration and also provides excellent accuracy. DASMs have been found to be robust and able to take advantage of warm starts to guarantee the terminations in finite number of steps (Nocedal & Wright, 2006; Landry et al., 2009 ). These warm-start techniques identify an advanced starting point for the solution of a nearby optimization problem using the information gained from the original one. The warm-start strategy helps decrease the computational cost (Landry et al, 2009 ). Some solvers like QPKWIK (Schmid & Biegler, 1994) , QPSchur (Bartlett & Biegler, 2006) are based on the dual-space active set algorithm are available. Biegler and his research group have also established the use of these solvers in reference to MPCs of chemical processes.
From the survey of literatures, it is found that the QP problems using PASMs and PDIPMs have been studied extensively. Some comparisons between the two methods have also been made. The optimization of dynamic processes using DASM has not been carried out extensively and the comparison between DAS quadratic programming (DAS-QP) and PDIP quadratic programming (PDIP-QP) have also been addressed too little. So, the optimization using the DASMs needs to be explored extensively whether they can be suitable for real-time optimization as exercised in MPC. We also attempt to derive a trade-off in the comparison of DASM and PDIPM for the MPC problems.
PROBLEM STATEMENTS FOR DUAL ACTIVE-SET (DASM) AND PRIMAL-DUAL INTERIOR-POINT METHOD (PDIPM)
In this section, we consider QP problem, Eq. (1) which minimizes a quadratic objective function subject to linear constraints on the decision variables x (optimal control inputs). Formulation of QP sub-problem for an MPC has been demonstrated by Mondal (2011) . A general form of QP problem is written as:
One may note that the following two sets of constraints usually handled for MPCs have been combined to
The first constraint is bounds on control input while the second one is deduced from the bounds on the rate of input change.
( ) f x is the quadratic objective function; Q is symmetric positive definite matrix for DASM and positive semi-definite for PDIPM.
Dual Active-Set (DASM)
The algorithm of DASM due to Goldfarb and Idnani (1983) is to predict the active set, where the set of constraints are satisfied with equality ones at the solution of the problem. In the dual method, a sequence of optimal solutions of QP problems involving some of the constraints of the original problem is computed. This is called a sequence of dual feasible points. The algorithm of the DASM is written stepwise using the above quadratic problem, Eq. (1).
Step 0: Find the unconstrained minimum. Set, the number of elements of the active set A (empty set) is zero.
Step 1: Choose a violated constraint, if any. If all constraints are satisfied, the current x is the desired solution, and then iterations are terminated. Otherwise, a violated constraint is chosen.
Step 2: Compute the primal and dual step directions and the step length ( )
Where, 1 t is partial step length (maximum step in dual space without violating dual feasibility) and 2 t is full step length (minimum step in primal space such that p -th constraint becomes satisfied).
Step 3: Take a step and update the active set A and solution-(S) pair ( , ) x A . If the solution x of a sub-problem P(A) lies on some linearly independent active set of constraints, one can be called ( , ) x A is a solution-(S) pair. The sub-problem P(A) is the QP problem with Eq. (1) subject to subset of constraint.
i. No step in primal or dual space indicating that the new constraint becomes feasible. ii.
Step in dual space that indicates drop l -th active constraint from N and update H and * N in Eq. (2). Then go to Step 2.
Where, * N is the pseudo-inverse or Moore-Penrose generalized inverse of N , the matrix of the normal vectors of the constraints in the active set A. H is the reduced inverse Hessian operator Q . iii.
Step in primal and dual spaces. If full step i.e., 
Primal-dual interior point (PDIP) method
PDIPMs compute iterate that lies in the interior of the feasible region, rather than on the boundary of the feasible region. The method computes and follows a continuous path to the optimal solution. In the simplest case, the path is parameterized by a positive scalar, called duality gap that may be interpreted as a perturbation from the optimality conditions for the problem. The steps of the PDIPM are written using the above quadratic problem, Eq. (1).
Step 0: Take Lagrangian function of Eq. (1) and the apply KKT conditions and introduce slack variables
Step 1: Incorporate Mehrotra predictor-corrector algorithm (Mehrotra, 1992) to improve the efficiency of PDIPM. Mehrotra's predictor-corrector technique may be summarized in three steps -(i) a predictor step -a pure Newton (also known as affine-scaling) direction computed using σ=0, (ii) a centering step -an adaptive approach to compute the centering parameter, and (iii) a corrector step -a step based on Taylor series expansion of the complementarity equations.
Step 2: Expresses the solution of the sparse systems by the above three steps in regard to the stability of solution and CPU time required for the solution.
RESULTS OF NUMERICAL EXPERIMENTS
Here we present three case studies of MPC problems from literature (Kojima & Morari, 2004; Scokaert and Rawlings 1998; Li and Christofides, 2007) in order to experience the performance of DASM and PDIPM that determine overall performance of MPC. CPU used in our computations is Intel(R) core(TM) 2 Duo E7500@2.93 GHz. DASM and 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 PDIPM have been implemented using digital visual FORTRAN 5.0. The FORTRAN code of Turlach (1998) for DASM has been modified to suit our MPC problems with bound constraints. The FORTRAN routine for PDIPM and the associated routines for matrix manipulations have been developed in Chemical Process Engineering Laboratory, NIT Durgapur, India. The linear algebra has been coded separately in separate subroutines and tested with standard software.
Case Study 1: The Linear Quadratic (LQ) Control
Problem Taken from Kojima and Morari (2004) This is a control problem for the double integrator:
[ ]
The constraints on input are as follows:
(5) The weight matrices:
The following discrete model is obtained from the continuous model using implicit Euler's method with 1/3s sample time:
The optimal control sequence is obtained by minimizing the cost function described by Eqs.
(1-2). A, B are for the discretized system of Eq. (3) and the solution of the corresponding discrete-time Riccati equation (Eq. (7)) gives the terminal weight matrix P.
2.4923 0.6200 0.6200 0.5152
Figs. 1 shows that the input (control action) response of DASM and PDIPM varying with time for N = 3, respectively, is very close to each other and settles at zero as desired in the regulator problem. We also compare our results with those of Kojima & Morari (2004) obtained using PAS-QP and note that our results are found to be very close to their results with some improvements. Increased numerical stability of input response computations and less number of active constraints are observed in our studies. DASM using QR factorizations have good numerical stability but are inflexible with regard to exploiting problem structure, whereas PDIPM have also good numerical stability as it converge to extremely small value. Variation of number of iteration (NI) for convergence and CPU time ( N t ) of DASM and PDIPM with problem size in terms of input horizon length (N) (shown in Table 1 ) that changes the number of variables and the number of constraints in. The variations of N t in DASM does not significantly increase as compared to that in PDIPM because of few active constraints. N t starts to play role in DASM from N = 50 (for 45 N ≤ , CPU time required is too insignificant to be displayed by the machine) and it almost remains constant. In PDIPM, N t increases with an average factor of 1.34 with increase in N at the interval of 5 from N = 25 to N = 65. It establishes that the complexity of the PDIPM appreciably increases with N; more precisely, it has polynomial complexity as evident in Table 1 . It is observed that in PDIPM, NI has a fixed value of 8 in shorter horizon and 10-11 in longer horizon, indicating that the convergence of the sub-problem is almost independent of the problem size as well as number of active constraints. In case of DASM, NI settled at a fixed value of 2 throughout the entire N. The less number of iterations are due to very small number of active constraints. No appreciable change of number of active constraints with problem size is observed as well. It indicates also that DASMs are fully independent of the size of the problem like PDIPM in regard to convergence and also show its superiority over PDIPM. This is because of few active constraints with DASM. So, the CPU cost per iteration of DASM is very less compared to PDIPM, as it requires considerably less computational load and number of iteration than PDIPM. Scokaert and Rawlings (1998) This is a control problem for the double integrator system:
Case Study 2: The Linear Quadratic (LQ) Control Problem Taken from
0.95123 0 0.08833 0.81873
The initial conditions:
The control action is bounded i.e. u ≤ 0.5. Tuning parameters for the controller are Q = 1.0 and R = 1.0. Here P is determined by solving the corresponding discrete-time Riccati equation, Eq. (31).
12.4651 0.9891 0.9891 3.0330 Fig. 2 shows the system input response varying with time in the same way for both DASM and PDIPM for N = 3, respectively. From the comparison of our results and those of Scokaert and Rawlings (1998) obtained using PASM, it is observed that the results in the present studies are found to be 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012
very close to the later with slight improvement. The solutions obtained using DASM and PDIPM are observed to have more continuous variations of input response than those obtained by Scokaert and Rawlings (1998) . The variation of NI and t N of DASM and PDIPM with N is presented in Table  1 . The variations of t N with N for DASM and PDIPM are very similar to those in case study 1 (section 3.1). The CPU time in PDIPM increases with average factor of 1.41 with N in the interval of 5 from N = 30 to N = 65. NI settles at a fixed value of 8 and 2 for PDIPM and DASM, respectively, throughout the entire N. One may infer that the convergence of both the schemes is independent of the size of the problem. So, the CPU cost per iteration of DASM is very less compared to that of PDIPM, as it requires considerably less computational load as well as number of iterations than PDIPM. 
Case Study 3: The Problem (Control of Isothermal CSTRS in Series) Taken from Li and Christofides (2007)
Here MPC of two CSTRs in series are considered to maintain the exit concentration of the second CSTR at a desired level and the dynamic evolution of the exit concentrations of the CSTRs is described by the following state-space model: 
The solution of the corresponding discrete-time Riccati equation Eq. (7) gives the terminal weight matrix P for R=1.0 and 0.01 expressed by Eqs. (15-16), respectively.
For weight setting R = 1.0, 0.0725 0.1208 0.1208 1.5043
And, for weight setting R = 0.01, 0.0008 0.0016 0.0016 1.0099
The above set-point tracking problem has been run with DASM and PDIPM. Fig. 3 shows the response of the concentration of the key component at the entrance (manipulated input, u) of the reactor varying with time using DASM and PDIPM , respectively with R = 1.0 and N = 40 and R = 0.01 and N = 20 respectively, in the closed-loop system. The manipulated input settles at 1.0 in the present set point tracking problem, as we like to achieve. Using both DASM and PDIPM, we note that the response of manipulated input varies with time in same way. We also compare the results with those of Li and Christofides (2007) using optimal control and observed that the results in the present studies are found to be very close to the later. In our computation, it is found that the responses of the manipulated input for the case of R = 0.01 become faster than the case of R = 1.0. Li and Christofides (2007) also had the similar observations. The results of iteration number and computational efficiency for the DASM and PDIPM have been compared for this set-point tracking problem with the help of the variation of iteration and CPU load with N. Table 1 shows the variation of CPU time ( N t ) of the DASM and PDIPM with N at different R = 1.0 and 0.01. As it is obvious, N t is independent of R. The Table 1 also shows that N t for DASM is insignificantly increases with N compared to PDIPM. DASM starts to take CPU time from N = 55 and it almost remains constant. The complexity of the PDIPM increases with an average factor of 1. 23 (varying with N 3.146 ) in the interval of 5 from N = 25 to N = 70 for the case of R = 1.0 and R = 0.01. Table 1 shows the variation of NI with N and different weight setting. NI settles at a fixed value of 8 for PDIPM and for DASM it also remains at a fixed value of 1 throughout the entire N with R = 0.01. With R = 1.0, initially NI attains fixed values of 7 in shorter horizon and 8 in longer horizon for PDIPM. The 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 Table 1 indicates that for N ≤ 20 (in the range of short horizon), PDIPM becomes costlier with R = 0.01 as in this case, PDIPM takes one more iterations compared to those with R = 1.0. It is also realized that the convergence of NI is independent of the size of the problem for DASM and PDIPM both and also proved that DASM requires less iteration than PDIPM. So, the CPU cost per iteration of DASM is very less compared to PDIPM, as it requires considerably less computational load and number of iteration than PDIPM. 
A COMPARISON OF COMPUTATIONAL TIME AND ITERATION NUMBER FOR DASM AND PDIPM
From the above three case studies, we see that DASM is more computationally efficient than PDIPM. CPU time for convergence of DASM has weak variation with problem size compared to that of PDIPM. It is noted that PDIPM has polynomial complexity with problem size. Rao et al. (1998) proposed an efficient scheme of reducing this complexity to vary with N linearly using discrete-time Riccati recursion which uses Bellman optimality principle. Another interesting aspect is that the convergence of both DASM and PDIPM are highly insensitive to problem size. Very interestingly, size of active sets in DASM remains almost same in all cases, even if the size of problem is increased. Number of iterations in case of DASM varies from 1 to 2, while in PDIPM it varies from 7 to 12. Powell (1985) proposed the iterative refinement for DASM to improve its accuracy leading it to be competitive with PDIPM. However, from the above discussion it is clear that CPU cost per iteration of DASM is very less than that of PDIPM. It has been seen by least-square fitting that the computational complexity of the developed code for PDIPM for the dense system is approximately 3 ( ) O N , which is very close to the result obtained by Gill et al. (1983) for large-scale problem. This gives us the confidence that the developed code is following some standard. DASM is relatively more computationally efficient. All the CPU variations related to DASM presented in mentioned figures show that it is almost unaffected by N. Less number of iteration required for DASM to converge is due to the fact that DASM literally minimizes the cost function with a good starting iterate obtained by solving the unconstrained optimization problem, where PDIPM searches for a good starting point, which can be very costly in terms of actual computing time. Many workers (Nocedal & Wright, 2006; Landry et al., 2009 ) reported that DASM is robust and able to take advantage of warm starts to guarantee the terminations within a finite number of steps. The relative computational complexity of DASM and PDIPM can be analyzed in terms of the number of multiplication operations involved in the algorithms given below.
Computational complexity of DASM (Powell, 1985) : 
Computational complexity of PDIPM (Gill et al., 1983 In Eqs. (17) (18) , n is the number of variables; m is the number of constraints; ( 1, 2....) l a l = is the sequence of active sets. From the above two equations, one may understand that PDIPM has higher-order complexity.
CONCLUSIONS
In this work, we have carried out a numerical study to experience the effect of optimization scheme on the implementation of MPC using DASM and PDIPM. We have presented three case studies of MPC problems including the set-point tracking problem of CSTRs in series from the published literatures to demonstrate the variation of input response, CPU load and number of iteration. Based on the studies of these cases we conclude:
In three case studies, a significant improvement of convergence speed and computational time has been achieved by DASM as compared to PDIPM. The number of iteration of DASM and PDIPM for convergence remains unaffected even though we increase number of horizon. The size of active sets in DASM in the case studies is almost independent of the size of the problem. This is very unique feature of both algorithms which can be exploited for large-scale optimization problem. DASM also requires less numbers of iterations compared to PDIPM (as shown in Table 1 ). In all cases, it is observed that in DASM, the CPU time remains almost unaffected with increased N, while in PDIPM, the polynomial variation of CPU time with N has been observed.
Here, we have not handled ill-conditioned, highly constrained (i.e., degenerate) active sets and structured decomposition. In future the efforts are being made to take case the exploitation of the structure to reduce CPU time. For structure decomposition we shall use simultaneous approach by optimizing states and inputs, simultaneously.
