Abstract. Let M be a Riemmanian manifold with bounded geometry. We consider a generalization of Paley-Wiener functions and Lagrangian splines on M . An analog of the Paley-Wiener theorem is given. We also show that every Paley-Wiener function on a manifold is uniquely determined by its values on some discrete sets of points.
1.
We introduce an appropriate generalization of Paley-Wiener functions. Our goal is to show that the reconstruction of such functions is possible as long as the distance between points from a discrete subgroup is small enough. The reconstruction formula involves the notion of a spline. In classical case this approach was used by Schoenberg [14] .
Remark that consideration in the present paper is subelliptic in the sense that central role belongs to a sertain subelliptic operator. The case of corresponding elliptic theory on manifolds was considerd by author in [12] , [13] .
The Heisenberg group H m is the Lie group whose underlying manifold is direct product of R and C m and composition is given by the formula (t, z)(t ′ , z ′ ) = (t + t ′ + 2Imzz
where t, t ′ ∈ R, z, z ′ ∈ C m . Dilations on H m are given by δ s (t.z) = (s 2 t, sz) and homogeneous norm by
The number Q = 2m + 2 is called the homogeneous dimention of H m and in analysis on H m plays the same role as usual dimention d in analysis on R d . To introduce Fourier transform on H m we consider irreducible unitary representations of H m in the Bargmann space which consist of holomorphic functions F on C m such that
is finite. The monomials
form an orthonormal basis in the Bargmann space. For positive real λ the representation π λ is given by
and for negative λ by π λ (t, z) = π |λ| (−t, −z). The Fourier transform on L 1 (H m ) is given by the formulaf
and can be extended to an isomorphism between L 2 (H m ) and the space of operator valued functionsf (λ) such that
Here . HS is the Hilbert Schmidt norm. If we set z k = x k + iy k then (t, x 1 , ..., x m , y 1 , ..., y m ) form a coordinate system on H m . In this coordinate system we define the following vector fields
The fields T, X 1 , ..., X 2m form the basis for the left-invariant vector fields on H m . Every element on H m has a unique representation exp(a 0 T + a 1 X 1 + ... + a 2m X 2m ), a k ∈ R where exp is the exponential map from Lie algebra onto group. One can easely verify that for the fixed integer j ∈ Z all elements of the form
where n k are integers form a discrete subgroup
is a second order self-adjoint and positive definite hypoelliptic operator in L 2 (H m ) which is homogeneous with respect to the above dilations.
Using sub-Laplacian D one can introduce the Sobolev scale of spaces with the norm f S σ (Hm) = (I + D) σ/2 f , σ ≥ 0. As was shown by Folland [3] (see also [2] , [5] , [9] , [10] , [11] ) this norm is equivalent to the norm f + D σ/2 f and if σ = r is an integer to the norm
For negative σ spaces S σ (H m ) can be introduced using duality. The full scale S σ (H m ), −∞ < σ < ∞ serves the sub-Laplacian D in the same way as standard Sobolev spaces
First of all we introduce an abstract definition of Paley-Wiener functions. Let E be a Hilbert space with the norm . and D a self-adjoint positive definite operator in E. According to the spectral theory [7] there exist a direct integral of Hilbert spaces X = X(λ)dm(λ) and a unitary operator F from E onto X, which transforms domain of
As known, X is the set of all m-measurable functions λ → x(λ) ∈ X(λ), for which the norm
is finite.
We will say that a vector f from E belongs to P W ω (D) if its "Fourier transform" 
which gives Bernstein inequality for f . Conversely, if f satisfies Bernstein inequality then
whose m-measure is not zero and x| σ = 0. We can assume that σ ⊂ [ω + ǫ, ∞) for some ǫ > 0. Then for any k ∈ N we have
which shows that or x(λ) is zero on σ or σ has measure zero. It is eviden that the set ω>0 P W ω (D) is dense in E and that the P W ω (D) is a linear closed subspace in E.
In the case of a stratified group H m we use sub-Laplacian D in the space L 2 (H m ). It is a self-adjoint positive definite operator. We apply the above construction to the operator D and it gives us the notion of the space P W ω (D) on the group H m . Using results from [4] one can show that f belongs to P W ω (D) if and only if its Fourier transform has compact support in the following sense:
and inner product is taken in the Bargmann space.
Let B(x, r) be a ball in homogeneous metric ρ(g, h) = |X − Y |, g = expX, h = expY with center x ∈ H m and radius r. Suppose that {B(x γ , r)} xγ ∈Γ is a cover of H m . It is clear that this cover has a finite multiplicity M in the sense that every ball from this family has non-empty intersections with no more than M other balls from the same family. Since metric ρ(x, y) is homogeneous the family of balls B(x γ , 2 j r) xγ ∈Γj will also be a cover of H m of the same multiplicity M .
Given a subgroup Γ j and a sequence {s γ } ∈ l 2 we will be interested to find a function
Pick a ball B(0, r) of very small radius r and then by translations construct the familly of pair ways disjoint balls B(x γ , r), x γ ∈ Γ j . In the ball B(0, r) we consider any function ϕ 0 ∈ C ∞ 0 (B(0, r)) such that ϕ 0 (0) = 1. Using translations we construct similar functions ϕ γ in balls B(x γ , r). Because of invariance all this functions have the same Sobolev norm
It is clear that for any sequence {s γ } ∈ l 2 the formula f = s γ ϕ γ defines a function from S k (H m ). Let P f will denote the orthogonal projection of this function f ( in the Hilbert space S 2k (H m ) with natural inner product) on the subspace
Then the function g = f − P f will be a unique solution of the above minimization problem for the functional u → u S 2k (Hm) , k > Q/4.
The problem with functional u → D k u is that it is not a norm. But fortunatly we are able to show that for all natural k > Q/4 and all integer j the norm
is equivalent to the norm f S 2k (Hm) . So, the above procedure can still be applied to the Hilbert space S 2k (H m ) with inner product
and it clearly proves existance and uniqueness of the solution of our minimization problem for the functional u → D k u , k > Q/4.
3. We will need the following lemmas. 
So, for any f from the domain of B 2 we have the inequality
Our lemma is true for m = 1. If it is true for m then applaing the last inequality for B = A m we obtain
Setting ε = 8 m−1 (a) m 2 2 , we obtain
The lemma 2 is proved. We consider Sobolev spaces S σ (H m ) with the norm f S σ (Hm) = f + D σ/2 f , σ > 0 and for any open Ω in H m we define the space S σ (Ω) as the collection of all restrictions g Ω = g| Ω , g ∈ S σ (H m ) with the norm g Ω S σ (Ω) = inf g S σ (Hm) where g runs over the set of all functions from S σ (H m ) whose restriction to Ω gives g Ω . Let B(λ, M ) = B(x γ , λ) be a cover of H m of finite multiplicity M . We introduce a map
where the Hilbert space on the right is defined as the set of all sequences g γ , g γ ∈ S σ (B(x γ , λ)) for which ( γ g γ 2 S σ (B(xγ ,λ) ) 1/2 < ∞.
LEMMA 3. For any natural M and any σ ≥ 0 there exists a C = C(M, σ) such that for every cover B(λ, M ), λ > 0,
and then
. Thus for natural s = k lemma is proved. General case can be obtained by interpolation since for the complex interpolation functor [ 
The proofs of all main results in the present paper are based on the following inequalities.
THEOREM 4. There exist a j 0 ∈ Z and a constant C 0 ≥ 0 such that for j ≤ j 0 and every f ∈ S 2k (H m ), k = 2 l Q, l = 1, 2, ..., the following inequality takes place
PROOF. Let {B(x γ , 1)} xγ ∈Γ be a cover of H m of the finite multiplicity M . The cover {B(x γ , 2 j )} xγ ∈Γj , Γ j = δ 2 j Γ also has the same multiplicity M . Let ψ γ , suppψ γ ⊂ B γ be a corresponding partition of unity.
For a function f from S σ (H m ), σ > Q/2 we consider decomposition
where C depends only on multiplicity M . Since every vector field on the group H m is a linear combination over C ∞ of the fields
( sup
Applying anisotropic version of Sobolev inequality [3] we obtain
where σ ≥ Q/2 + ε, C depends only on X i , ..., X 2m on σ and on multiplicity M . Since
we have for particular choice of ε = 1/2, σ = 2Q − 2,
where C depends only on X 1 , ...X 2m and multiplicity M . Thus, if j is smaller than some j 0 = j 0 (X 1 , ..., X 2m ; M ) it gives
we obtain
Theorem 4 is proved. LEMMA 5. For any natural k > Q/4 and any Γ j = δ 2 j Γ, j ∈ Z, the norm f S 2k (G) is equivalent to the norm
PROOF. The proof of the theorem 4 shows that for every natural k > Q/4 there exists a j(k) such that for every j ≤ j(k) there is a C = C(k, j) for which
Now using homogeneity arguments one can easely show that for every natural k > Q/4 and every integer j there exists a C = C(k, j) for which the above inequality takes place.
In order to prove inverse inequality we consider C ∞ 0 (H m ) functions φ γ with disjoint supports such that φ γ (x γ ) = 1. Using Sobolev embedding theorem we obtain for k > Q/4
The proof of the lemma 5 is finished.
Next, we consider the following minimization problem [6] . For the given f ∈ S 2k (G), k > Q, the s k,j (f ) ∈ S 2k (G) will be the function that minimizes u → D k u and takes the same values on Γ j i.e. s k,j (f )| Γj = f Γj . Since D is invariant with respect to translations it is clear that s k,j (f ) = xγ ∈Γj f (x γ )L k,j (xx −1 γ ) where L k,j (x) ∈ S 2k (G) is the function that minimizes the same functional and L k,j (0) = 1, and is zero at all other points of Γ j . In classical case such functions are called Lagrangian splines .
4.
We prove the following approximation theorem. THEOREM 6. There exists c 0 > 0 such that for j ≤ j 0 the following estimate takes place f − s k,j (f ) ≤ (c 0 2 j/2Q ) k D k f , f ∈ S 2k (H m ), k = 2 l Q, l = 1, 2, ....
PROOF. If f ∈ S
2k (H m ), k = 2 l Q then f − s k,j (f ) ∈ U 2k (Γ j ) and according to the theorem 4 we have
Using minimization property of s k,j (f ) we obtain
where c 0 = 2C 0 and the constant C 0 is from theorem 4. Using theorem 6 and Bernstein inequality we immediatly come to the following uniqueness and reconstruction theorem. THEOREM 7. For the same constant c 0 > 0 as above a) every function f ∈ P W ω (D), ω > 0 is uniquely determined by its values on any set Γ j = δ 2 j Γ as long as j < −2Qlog 2 (c 0 ω); b) for every such set Γ j = δ 2 j Γ the sequence of splines
γ ), k = 2 l Q, l = 1, 2, ...,
