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The growing problem of abandoned mine wastewater poses a threat to the environment and 
people living in drought prone areas. Many abandoned mines are located in remote regions, set apart from 
energy sources, population centers and infrastructure, rendering necessary remediation efforts in these 
areas slow-moving, and in many cases nonexistent. The primary demand from the industry and the 
government for these sites is a passive system that utilizes locally available and cheap material. Often the 
geothermal gradient available in mines, or the corresponding geothermal reservoir conditions proximal to 
the mine, is a viable heat energy source that can provide advantageous temperature conditions for 
established remediation techniques, namely bioremediation, which can run on diverse, inexpensive, and 
locally available material. Although geothermal direct use and bioremediation are proven technologies 
when practiced independently, the combination is not straight forward. The following thesis will address 
the chemical, thermal, hydrological and biological intricacies of this process and its promise for providing 
relevant remediation to abandoned metal mines in remote regions. The findings show that a modest 12°C 
increase in bioreactor temperature in mountainous area applications can double the contaminant removal 
rate, necessitating half the volume of reaction. A temperature control can provide a passive mixing system 
with convection which reinforces flow paths, preventing clogging. A temperature addition also 
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CHAPTER 1. INTRODUCTION 
The state of Colorado prides itself on its picturesque mountainous beauty, and dedication to 
preserving natural space. Boasting the fourth most national park space in the nation, Colorado presents a 
pristine image to the world that disguises an uglier reality: the state also hosts an estimated 23 thousand 
abandoned mines that leak acidic drainage into its rivers, lakes and streams (Colorado, 2003). Abandoned 
mines dot the mountain landscape, poisoning the ecosystem and rivers. In many cases, a quiet flow of 
contamination has spread out continuously for a century, marring public spaces enjoyed by humans and 
destroying ecosystems (Colorado, 2012). So often in the history of mining engineering, the primary focus 
rested in the capital costs of an operation, above safety and certainly above environmental costs, which 
are the most widely impactful and long lasting. Historically, environmental effects have been neglected to 
such an extent that even simple and slight adjustments to mining operations, which could have 
significantly mitigated the impact of mining, were overlooked or seen as unnecessarily complicating 
procedures (Colorado, 2012). However, many people are beginning to realize that mine opening and 
closing should not be considered completely separate aspects of mining; even the opening of a mine 
should be done cautiously, with an end in mind (Cooke and Johnson, 2002; Hall et al., 2011). 
The Gold King Mine blowout has drawn public attention to the inevitable and mounting problem 
of untreated acid mine waters in abandoned mines. So-called “active treatment options” such as lime 
addition, reverse osmosis, and ion exchange have been generally ruled out for the majority of abandoned 
mines, which are located in rural or remote areas where the constant maintenance and additions required 
for those technologies would not be available in man power, energy supply or capital. Therefore, passive 
treatment options are commonly preferred in these, the majority, of situations. Yet significant barriers to 
the success of such passive treatment options persist. Engineered wetlands are a commonly employed 
passive technology that have been proven successful in treating acid mine drainage; however, the 
wetlands are necessarily large (on the order of square miles), and still their most common failure mode is 
inadequate volume for the treatment of the incoming wastewater (Johnson and Hallberg, 2002). 
Bioreactors are typically less space intensive, but run into other problems like clogging, stalling and 
frozen pipes (Smith et al., 2014). In high-altitude regions where many abandoned mines are located, 
freezing conditions often cause these open-air wetlands to stall as well, when the carefully cultivated 
microbial populations work less efficiently (Bazin, 2013).  
Researchers are currently testing new adaptations for the trusted passive technologies to produce 




better adapted to the cold, no one has looked at the potential of a thermo-mechanical design of passive 
treatment systems (Neculita et al., 2006). The objective of this research is to analyze the application of 
geothermal water, an energy source available from contaminated mine wastewater or nearby springs, to 
maintain operational pipes and tanks of an insulated passive bioreactor. The added heat to the bioreactor 
system could also increase contaminant removal efficiency of the system, reducing the required residence 
time of wastewater in the system, or decreasing the space requirements of the system. Increasing 
temperatures from 5 to 55 degrees Celsius have been shown to increase metal sulfide precipitation in a 
reducing environment, in addition to improving microbial kinetics in the system. A designed application 
of geothermal water also produces convection cells which help mix the system, improving contact and 
potentially improving permeability in the system by reducing compaction.  A passive, local geothermal 
application to a bioreactor system could help operators have better control of the underground reactor 
environment. 
1.1 Mining influenced water 
The phrase “mining influenced water” encompasses several categories of problematic water 
conditions associated with mining related activities. Whether a mine was underground or surface, what 
type of deposit was mined, how the mine processed ore and disposed of waste, and how it has been closed 
all affect the resultant contamination associated with the mine. Hardrock, coal, and uranium mainly 
comprise the 500,000 abandoned and 14,000 active mines of the United States (EPA).  
Tens of thousands of hardrock mines, where gold, silver, zinc, lead, copper and nickel are 
sourced, dot the western United States, and leak “acid mine drainage,” a subdivision of mine influenced 
water that mainly results from mineral sulfide oxidation. After mining occurs, exposed sulfide in the 
wallrock interacts with air and water, with or without the assistance of microbes, to release soluble 
sulfate, metal, and hydrogen ions. Below is the reaction chain that converts insoluble pyrite, a major 
source for acid rock drainage generation, to soluble iron, sulfate and hydrogen (Reactions 1.1-1.3).  
2 FeS2 (S) + 7 O2 + 2 H2O = 2 Fe 2++ 4 SO42- + 4 H+        Reaction 1.1 
4Fe 2+ + O2 + 4 H+ = 4 Fe 3+ + 2 H2O          Reaction 1.2 
FeS2 (S) + 14 Fe 3+ + 8 H2O = 15 Fe 2+ + 2 SO42- + 16 H+        Reaction 1.3 




By providing a perpetual source of metal contamination, the quantity of such mine influenced 
water presents a health risk to humans, aggravates the problem of water scarcity in arid regions, damages 
ecologies particularly on BLM, National Park Service, and U.S. Forest Service lands, and limits 
opportunities for sustainable economic development in mine impacted communities (Kelly, 1988). 
1.2 Mining life-cycle  
The mining life-cycle has been explained in many ways. In the most basic layout, the phases of 
this life-cycle are 1. Exploration, 2. Permitting, 3. Mining, 4. Processing, and 5. Closing.  
In the exploration phase, the objective is to find and estimate the value of an ore deposit. 
Techniques to discern the extent and value of an ore deposit include literature review, geologic mapping, 
radiation detection, various geophysical testing such as seismic and magnetotellurics, and borehole 
drilling coupled with geochemical analysis. The assay results determine the reported ore grade of the 
potential mine and the economic feasibility of establishing a mine.  
 If the site has economic potential, it proceeds into a more detailed exploration phase, where 
extensive and systematic drilling is carried out to precisely locate the ore deposit, and discern its grade. 
This phase initiates the first part of mine design, in which a mine plan suitable for the deposit and 
surrounding environment is developed. The mine plan includes the kind of machinery, ventilation, power 
supply, water supply, disposal and treatment necessary for mining the deposit. In the United States a mine 
must set aside funds in bonds to finance the mine closure to prevent abandonment.  
 Once a plan is developed, the mining company must obtain a variety of permits ranging from 
environmental and safety permits, to a social license to operate. The permitting phase can take up to ten 
years to complete, depending on the country’s regulations, local community, and local government. After 
the required permits are obtained, construction can begin.  
 There are a few standard mining techniques that may be used for ore extraction, depending on the 
ore type, depth, and host rock.  
1. Open-pit mining is a relatively inexpensive method of extraction that is typically chosen for ore 
closer to the surface. The strip ratio (volume of waste rock to ore rock moved) of an open-pit 
depends on the value of the ore deposit, and plays a major role in determining disposal, treatment 




extracted ore of the different common mining methods, with strip ratios often around 3:1 or 
higher. For low-grade ore, 99% of the extracted mass may ultimately become tailings (Ledin and 
Pedersen, 1996). Sometimes this method of mining is coupled with a system of heap-leaching, in 
which heaps of low grade material is piled on to impermeable pads, and sprinkled with cyanide, 
alkaline solution, or acid. The reactive solution dissolves the metal, which is then collected for 
extraction. Heap-leaching produces a large amount of toxic tailings which require treatment. 
2. Underground mining requires a more finessed design. With the overburden still intact, access 
shafts and tunnels must be constructed to withstand the pressure of overlying rock, and 
ventilation systems adequate to maintain a safe environment underground are installed. 
Underground mining produces much less waste rock than open-pit and is most suited for deep 
deposits in firm rock. Typically underground mining does less damage to the surface environment 
and produces higher grade ore. Historically the closing of an underground mine simply entailed 
allowing the mine to inundate, and sometimes constructing concrete or wooden blockages to the 
mine shaft and adits. The wall rock, once exposed to the oxidative atmosphere, releases metal and 
acid from its sulfide constituents. This process is usually catalyzed by iron oxidizing bacteria 
(Singer and Stumm, 1970).  
3. In-situ leach mining uses the same dissolution strategy as heap leaching, except instead of 
excavating the ore and collecting the pregnant solution from impermeable pads, the reactive 
solution is pumped into the ore seam itself, without an impermeable pad. In-situ leaching uses a 
local aquifer to transport the water-soluble acids or alkalis throughout the ore body. Then the 
pregnant solution is extracted to recover the metals.  In this method of mining, the surrounding 
aquifers should be carefully monitored to ensure the leach solution is not leaking into surrounding 
water systems.  
“Brine mining” has also grown in popularity, though it is more of a metallurgical process than a mining 
technique. In brine mining, production fluid from hydrofracturing wells are extracted and carefully 
evaporated, leaving a cake that can be processed for metal recovery.  
1.2.1 Mine closure law and practices 
 Most mines have an extraction period between 5 and 25 years, after which they close. Substantial 
growth in the scale of mining since the late nineteenth century, weak environmental regulations and 
growing environmental awareness led to more comprehensive federal regulation on mining practice and 




Regulation Act (SMRCA) emerged in 1977 to appease farmers, conservationists and sportsmen who had 
called for a ban of strip mining for coal. While SMRCA does not ban strip mining, it requires active 
mines to meet environmental standards, obtain permits, post bonds to cover the cost of reclamation even 
if the company goes out of business, and restricts where surface mining can occur. The act also started an 
Abandoned Mine Land fund in order to reclaim mines abandoned before 1977, financed by taxes 
collected per ton of mined coal. SMRCA created the general standard that land affected by mining 
operations should be returned to its “pre-mining condition” after mining is completed. Further regulations 
for hardrock metal mines are determined by individual states as SMRCA primarily pertains to coal 
mining. 
While surety bonds are a way to guarantee coverage of closure costs for active mines, many states 
have allowed large mining companies to self-bond for their reclamation obligations. There are currently 
$3.86 billion outstanding in self-bond obligations, $2.4 billion of which is held by companies in 
bankruptcy according to the Office of Surface Mining Reclamation and Enforcement. The self-bond of 
companies in bankruptcy is likely unrecoverable, leaving the cost of reclamation with the government and 
ultimately taxpayers (Hein et al., 2016). The cost of post closure averages $55 million per mine for 
corporate mining operations (Hutchison and Dettore, 2011). 
Moreover, the standards for performance and monitoring systems for mine reclamation or closure 
are vague, resulting in many abandoned mines having inconsistent or spotty monitoring data (Smyth and 
Dearden, 1998). SMRCA places emphasis on sustained plant growth and soil production, but has ill-
defined standards for wildlife and water reclamation monitoring. Critics say that basic knowledge of 
ecological recovery remains unincorporated into mine reclamation monitoring regulation. Additionally, 
for mines abandoned before 1977, of which there are hundreds of thousands, it is difficult to determine 
their pre-mining state.  
In the United States before current regulations for mine closure were established, the common 
method for closing a mine, was to back-fill the pit in the case of open-pit mining, or plug the orifices with 
wood or concrete and inundate in the case of underground mining. Tailings were often left in a pile which 
led to erosion and pollution, as contaminated fine particles swept over neighboring ecosystems and 
communities. Radioactive dust continues to plague communities in Colorado and the Navajo Nation 
today (deLemos et al., 2009). In some cases the tailings were buried, which could lead to contamination 
of the ground water. Tailings dams or impoundments created to prevent erosion sometimes fail, especially 




abandoned mine remediation operators face today is managing contamination sources which are 
surrounded by failing or decrepit infrastructure. In the case of the recent Gold King Mine spill, an 
unmonitored concrete plug was blindly removed, revealing three million gallons of contaminated ground 
water (Chief et al., 2016).  
The earlier goal of reclamation was the reuse of land and the mitigation of physical hazards, such 
as falling into a mine shaft or wandering into an unventilated hydrogen sulfide environment. Creative 
solutions to post-mining land use have emerged throughout history. People have made amusement parks, 
spas, museums and pools, or installed power generators, stored radioactive waste, or hid other unsightly 
necessary infrastructure in abandoned mines (Pearman, 2009).  
In more recent years, the focus of mine reclamation has turned to chemical treatment and more 
thorough environmental restoration of disused mine sites. Researchers investigate changes in soil 
chemistry, water effluent, and the response in bacterial, plant and animal communities during the mine 
life-cycle (eg. Banning et al., 2008). “Remediation” as an emerging term in mine closure reflects this 
emphasis on addressing the chemical impact rather than just the physical or aesthetic one (Hockley & 
Hockley, 2015). 
1.2.2 Social and economic effects of mining  
 In addition to the obvious health risks mines pose to local communities, the livelihood and 
economies of post mining areas are also vulnerable. Local people who subsist on water, or forest 
resources are threatened by an accidental or neglectful release of mine wastes. Without adequate soil, 
water, or plant resources, people are forced to relocate or import goods from other areas, at an extra cost. 
Communities that wish to develop a tourism industry face concerns of unsightly and potentially 
hazardous environments. Even closure efforts can remove recreational land and natural resources to 
which local people previously had access. Large passive water treatment facilities are carved out of 
mountains and fenced off in parts of the Rocky Mountains. The uncertainty that local people develop 
regarding the healthfulness of their water, plants, and soil presents further obstacles when some members 
wish to develop small businesses or expand the economic opportunities of the area (eg. Obiri et al., 2016).  
Rico, CO has a rich history of mining and also eco-terrorism against the mining operations. A 
local folk-legend, Roy, destroyed a sulfuric acid plant that spewed corrosive vapors across the residential 
area of the town in the early 1970s. More recently the town council rejected an installation of 




and metal laden mine influenced water. While several remediation efforts have been made in the area-- a 
volunteer lead sediment clean-up, and an Environmental Protection Agency (EPA) mandated treatment 
system to the north-- residents of Rico are still skeptical of their water and soil resources. For instance, 
concerns of radiation in the water in Rico, CO have discouraged entrepreneurs from developing a spa 
with their geothermal resource. A dwindling population and limited resources make necessary 
infrastructure, such as a snow plow and a septic system, difficult to obtain for Rico and other post-mining 
areas (Amundson, 1995).  
 In areas susceptible to drought, the presence of untreated mine water is particularly threatening. 
Tohatchi, located in an arid region of the Navajo Nation, has many substituents whose livelihoods are tied 
to ranching and agriculture. Ranchers and farmers are concerned that mines that operated in the 1950’s 
have led to contamination that persists in the water they feed their cattle and use on crops, but they have 
few alternatives in the water scarce landscape. Similarly, the Gold King Mine blowout stirred intense 
reactions from the Navajo Nation. President Begaye was quoted "EPA, we're holding your feet to the 
fire. We will not let you get away with this, we will be here," as the Nation filed a lawsuit for the mine 
water contamination a year after the incident (Smith, 2016). Increased water scarcity that some Navajo 
attribute to climate change further intensifies the desire for clean water resources. 
1.3 Applications of geothermal in mines 
The overlap of geothermal resource and mining interests has already been explored by various 
research groups (Watzlaf and Ackman, 2006; Jessop et al., 1995; Weiber and Pohl, 2008; Hall et al., 
2011; Malolepszy et al., 2003; Patsa et al., 2015). The same recent volcanic or hydrothermal/epithermal 
systems that deposit metal sulfides, the main perpetrator of acid mine drainage, also provide a steep 
geothermal gradient from which heat energy can be recovered. The concurrence of previous or current 
mining interests and geothermal resource is visible in Chile, Peru, Nicaragua, El Salvador, California, 
Nevada, New Zealand, DRC in addition to other regions of the world (Figure 1.1). Additionally, high 
oxidation rates in high permeability sulfide-bearing material can increase local temperatures of water. The 
South Dump of The Doyon mine in Canada had recorded temperatures of over 65°C due to pyrite 
oxidation (Lefebvre et al., 2001). In the United States, by 1978, 1,600 abandoned mines located near 
population centers had been prospected with geothermal energy potential (Lawson and Sonderegger, 
1978). Retrofitting abandoned mines for geothermal utilization is not only useful for communities near a 
mine, offering sustainability and jobs for local people; it also makes the installation of mines more 




long term (Hall et al., 2011). There are however only 20 sites worldwide, where the geothermal of disused 
mines is utilized as of 2013 (Preene and Younger, 2014).  
 
Figure 1.1 Hot geothermal temperature zones highlighted in red with major mineral deposits around the 
world from USGS, grouped by depositional environment 
 Mine geothermal heat can occur in natural ground water, inundated tunnels or shafts, mine 
wastewater, dewatering pump effluent, or pit lakes (Preene and Younger, 2014). An average value 
obtained from a range of existing mine water based geothermal installations is 145 W/m2 (Jarvie-Eggart, 
2015). A group in McGill estimated that each kilometer of deep mine could generate 150 kW of heat 
power, enough to warm 5-10 Canadian homes. Other direct uses include heating and cooling of 
commercial buildings, greenhouses, aquaculture, snow melting, niche underground venues, and spas (Hall 
et al., 2011). The utilization of post mine-closure mine water helps off-set the cost of remediation and 
mine closure monitoring (Madiseh et al., 2012). Patsa et al. (2015) also suggest a number of applications 
and benefits of geothermal throughout the life cycle of a mine.  
The temperature of the available water among other factors, is key to how the geothermal can be 
utilized. If the water is above 85°C, and there is enough of it, it can be used for electricity generation. 
Typically though the geothermal water from a mine will fall in the 35-85°C category, suitable for direct 
use projects: heating and cooling, snow melt, spa, and beer brewing, etc. Lower than 35°C water can also 
be used for heating with heat pumps. There are different infrastructure demands for different locations 
and projects. Ground collectors, or wells, may be installed, to remove water from the reservoir, depending 
on the project. Corresponding water disposal infrastructure should be installed when water extraction, or 
open loop, is used. Pipes for closed loop systems, when mine fluid heat is transferred to another working 




estimates for installation range from $2,000-$3,300 per kilowatt of installed capacity (Preene and 
Younger, 2014). 
Often the main motive for installing geothermal systems in conjunction with mining operations is 
narrowed to the replacement of fossil fuels. The serious cost-saving potential in the application of warm 
mine water for mine site remediation, particularly in the case of abandoned mines, has gone 
unacknowledged in the many studies that promote geothermal energy extraction from mines (eg. Hall et 
al., 2011; Patsa et al., 2015). Currently, the EPA spends 221 million tax dollars annually on mine site 
remediation (Mittal, 2011). This amount only allows the EPA to address a small percentage of the 
161,000 abandoned mines within the 12 western states and Alaska, where most of the nation’s mining has 
taken place (Mittal, 2011). In 2004, the EPA identified 63 priority abandoned mine sites that would cost 
an estimated $7.8 billion to treat (Mittal, 2011). The main cost of installation is in construction, 
particularly around old mines with little infrastructure or access to energy. Mountainous terrain also adds 
to the complexity and intensity of construction requirements for remediation, which requires flat expanses 
for most systems. A geothermal element could reduce the space requirement by making bioremediation 
schemes more efficient. 
While geothermal technology and sulfate reducing bioreactor technology have both been 
intensively studied, the combination of the two has not yet been researched. Even the Patsa et al. (2015) 
paper that sought to evaluate every application of geothermal to the mining process, neglected mine site 
reclamation as a potential use. The world of renewable or green energy applications currently revolves 
around substituting for economic fossil fuel usage. While direct-use geothermal resources have been 
applied to aquaculture and fruit and vegetable desiccation, sulfate reducing bioreactors never had an 
analogous use for fossil fuels, since they are traditionally designed under the assumption that temperature 
could not be controlled passively. In the case of remote abandoned mines, geothermal has an advantage 
over fossil fuels. As a free, locally available heat source, geothermal could heat the microbial reactions in 
a bioreactor without much added infrastructure, or input of fossil fuel energy, and without sacrificing 
metal precipitation efficiency (Labrenz, 2000).  
There are several logistical advantages for establishing a geothermal project at a mine site. One 
advantage is the excellent heat exchange surface area available between the rock and the water. The very 
feature sought in enhanced geothermal systems is readily available in mines due to the mining, and 
exothermic reactions that coincide with the precipitation of valuable minerals. The geology of the area is 




(Wieber and Pohl, 2008). Due to the increased permeability caused by mining operations, there is 
generally an abundance of water residing in the mine cavity, a necessity since water is typically the 
working fluid in geothermal systems. Depending on the age of the abandoned mine, there is also access to 
the underground, which is beneficial and rarely true from other kinds of geothermal projects. Sometimes 
there are even pumps already installed for dewatering.  
Certainly there are also some disadvantages of mine water exploitation for geothermal projects. 
Oftentimes the water from mines is contaminated, and so the environmental permitting for projects can be 
lengthy and costly. The mine might already be inaccessible, either by mandate of the EPA or other 
environmental entity, or simply by failing decrepit infrastructure around the mine. The distance from 
mines to the demand for energy is also a concern in areas of low population density, when community 
infrastructure development is the goal.  
Overall the geothermal heat available in mines is a largely untapped energy source that can 
provide old mining communities with potential economic opportunities and vital resources. Using the 
available geothermal heat for mine water reclamation ensures that the potential geothermal project is 
close to the geothermal water source. The collection and harnessing of geothermal water for reclamation 
then helps reduce the costs of other potential geothermal projects, which can use the collected geothermal 
water in series. 
1.4 Research motivation 
Rico, CO is an ideal candidate for adapting locally available geothermal to remedial design. The 
proximity of mine waters to geothermal artesian springs, the temperature difference in the waters, and the 
limited available flat expanse of land makes geothermal remediation a suitable and elegant strategy for 
Rico’s situation. Flowing geothermal fluid from a spring or inundated abandoned mine interworkings 
provides the ideal supplement to passive sulfate reducing bioreactors. Not only could this pairing of 
geothermal and wastewater treatment extend treatment technology to remote areas, the reduction in 
construction costs and spatial requirements would allow treatment to be extended to a greater number of 
affected areas around the world. 
 
1.4.1 Rico site 
 The specific scenario explored in this dissertation is that of Rico, a small historic mining town in 




by a limestone formation, which neutralizes acidic waters as they exit the decrepit mine adit. The main 
contamination concerns of Rico are zinc, copper and sulfate concentrations (4 mg/L, 0.1 mg/L, and 1000 
mg/L, respectively) in the mine effluent. Rico is situated on the Rio Grande rift, and has the second 
highest heat flow in Colorado, at an estimated 217-288 mW/m2 (Morgan, 2009). One hundred to two 
hundred feet from the mine adit from which MIW flows, three artesian hot springs (where water freely 
flows to the surface due to subsurface pressure conditions) expel water with an average temperature of 
42°C throughout the year. The water coming out of the adit itself averages between 16 and 18°C. 
1.4.1.1 Location  
Rico, Colorado is a small post-mining town located on Colorado highway 145, 28 miles south of 
Telluride, and 83 miles northwest of Durango, CO (Figure 1.2). Rico is home to 265 people according to 
the 2010 census. The once booming mining town has produced 14.5 million ounces of silver, 83 thousand 
ounces of gold, 5 thousand tons of copper, 84 thousand tons of lead, and 83 thousand tons of zinc from 
1866 to 1971, amounting to about $45 million in mineral production (McKnight, 1974; Pratt, 1968). More 
recently, mining interests have sought to resurrect one mine as a potential molybdenum producer, but the 
effort was squelched by the local community.  
 
 Locals of Rico originally reached out to Professor Masami Nakagawa to explore their geothermal 
resource for potential direct use and electricity generation (Preston and Klotz, 2012). The Rico 
community is actively engaged in seeking economic opportunities for sustainable development, and their 
Figure 1.2 Situation of Rico, CO relative to Golden 




partnership with Colorado School of Mines in pursuit of that goal has continued for seven years since 
their outreach.  
1.4.1.2 General geology 
 Several mineralization events characterize the ore deposits in the Rico area, but all result from 
hydrothermal deposition either as replacement in limestone layers, or within fault or fracture hosted veins. 
The Rio Grande rift system, on which Rico is situated on the western most edge, presents late Cenozoic 
volcanism, extensional block faulting and graben fill, along with thermal springs and wells (Pearl, 1974).  
A major feature of the Rico area is the Rico Dome (Figure 1.3), the core of which is monzonite stock and 
up- faulted Precambrian Uncompahgre quartzite, metadiorite, and greenstone (McKnight, 1974). The 
Precambrian crystalline rocks (>500 million years old) are overlain by Devonian and Mississippian 
limestones (420-320 million years old), which combined are on average 160 feet thick. Over the 
limestones is a discrete Larsen Quartzite topped by the extensive Middle Pennsylvanian (320-306 million 
years old) Hermosa formation. The Hermosa contains arkoses, sandstones, shales, conglomerates and 
interbedded fossiliferous limestones (McKnight, 1974). In the late Pennsylvanian (306-299 million years 
ago), the Rico formation, a slightly redder sandstone was deposited over the Hermosa, followed by the 
Cutler formation in the Early Permian (299-250 million years ago) (Figure 1.4). 




 Three types of igneous rocks generally comprise the Rico intrusives, all postdating the uppermost 
Mancos shale (Figure 1.4). Porphyritic hornblende latites are the most pronounced, forming sills, 
laccoliths and dikes during the late Mesozoic (~160-70 million years ago) throughout the Rico 
Mountains. The augite monzonite, at the center of the Rico Dome, cuts the latite, and is thought to be 
Pliocene-aged (5.3-2.6 million years old) along with the third type of igneous, the quartz-biotite trachyte, 
which becomes more pronounced east of the Rico region (Pratt, 1968; MegaMoly, 2009). The monzonite 
and trachyte are igneous rocks thought to be associated with the most recent volcanism, which is thought 
to be related to the geothermal in the area. 
Besides the dominant steeply dipping normal faults related to regional extension, local east-west 
trending fault structures relate to the dome, and intersect the northeast trending, shallow dipping Princeton 
fault and the northwest to southeast trending Blackhawk fault. These local faults along with shallow 
bedding faults in the Hermosa create the main structural controls for mineral sulfide deposition and 
geothermal fluid circulation in the Rico District. 
1.4.1.3 Mining geology 
 The Hermosa Formation limestone has been the major ore producing formation in the Rico area. 
This primary ore deposition is thought to be related to the late Mesozoic volcanism. Mostly a base-metal 
replacement deposit, incidental gold and silver appear as native gold and a variety of argenite, polybasite, 
proustite, pearceite, and pyrargyrite, respectively. Massive pyrite is deposited directly adjacent to the high 
angle feed fractures that intersect the Hermosa, such as the Blackhawk, while galena and sphalerite with 
some chalcopyrite rim the pyrite deposit. Common gangue minerals of this kind of deposit in Rico 
include quartz, fluorite, calcite, dolomite, rhodochrosite, and sericite (McKnight, 1974; Tipple et al., 
2009).  
 A secondary ore deposition style, contact-metamorphism, or metamorphism as a result of contact 
or proximity to a high-temperature intrusion, also occurs in the area. Similarly the main yield of a contact 
metamorphic deposit is base-metal sulfide ores, with occasional native gold and amorphous silver 
minerals. Chlorite and magnetite are the main gangue minerals associated with the secondary deposition 
style, occurring along slightly displaced fracture surfaces (McKnight, 1974). The mineralization in the 












1.4.1.4 Rico’s geothermal heat 
 A 1974 report classified one million acres of Colorado’s federal lands as having potential for 
geothermal development. The main geological feature related to this resource in Colorado is the Rio 
Grande rift system. A rift system’s tensional block faulting allows for deep penetration of water for 
reservoir recharge, and graben fills can often provide a cap rock for buoyant resources. Associated late 
Cenozoic volcanism (about 22 million to 4,000 years ago) and high heat flow (33% higher than the world 
average) in the Rio Grande rift make the area promising for commercial geothermal systems (Grose, 
1974). Lavas derived from the rift system volcanism also suggest that the Rio Grande rift system is 
underlain by upward protruding mantle rocks, 20-50 km nearer the surface than regions peripheral to the 
rift zone (Chapin, 1971). 
 Various geothermal surveys have been conducted around Rico, but none had the specific 
objective of geothermal resource extraction. Drill logs from the Anaconda Minerals Mining Company, 
conducted for the purpose of geochemical mineral exploration, indicated an anomalously high geothermal 
gradient in the region, 27-44°C/km, related to “convective groundwater system, radioactive decay, and a 
large cooling body” (Medlin, 1968). Forty years later, in an extensive exploration of the geothermal 
potential around Colorado, the Colorado Geological Survey (CGS) found that Rico had the second 
highest heat flow in the state, at between 217-288 mW/m2 (Figure 1.5 from Morgan, 2009).  




1.4.1.5 Geochemical study 
In 2009, the geochemistry of Rico’s hot springs was analyzed to estimate a temperature of the 
geothermal reservoir. However, the analysis could not be completed due to perceived chemical 
interference by the limestone formation just below the surface that neutralizes the geothermal water as it 
rises, and leaches certain ions. A 2013 Colorado Geological Survey report concluded that the tentative 
reservoir temperature from silica geothermometers of the Rico group was between 127 and 157.2°C 
(Oerter, 2011). The cation geothermometers showed less agreement. Temperature data from drill holes 
within 0.75 km radius of the geochemical sampling points north of Rico show geothermal gradients of 91 
and 92°C/km. The thermal profile suggests meteoric water circulation is restricted to the upper 2 
kilometers. Isotope analysis showed that the source water for the geothermal in this area was dominated 
by meteoric water with slight hydrothermal alteration (Oerter, 2011). In the summer of 2015, another 
round of geothermal geochemistry evaluation focused on the relative geochemistry of three surface 
expressions of geothermal, in order to discern the main upflow, designated as having the least 
equilibration with wall rock chemistry.  
Samples were taken from three different geothermally active pools outside and inside the mine 
site remediation site of Rico, CO (Figure 1.6). Additional samples were taken upstream, downstream and 
the section of the Dolores River adjacent to the geothermal pools (midstream). The Dolores runs north to 
south through the town of Rico. In order to avoid sample contamination from additional abandoned mine 
wastewater in the area, a GPS that showed old mine sites was used to inform sampling area selections. 
The pH, Eh and temperature were taken immediately in each sampling site with a calibrated Orion pH 
meter (Table 1.1). 
Three subsamples were also taken from each of the geothermal water samples. One subsample 
was filtered using a <0.45 µm filter while the other two subsamples were collected unfiltered. The filtered 
subsample and one of the unfiltered subsamples were then acidified using 50% trace metals grade nitric 
acid for cation content analysis by inductively-coupled plasma atomic emission spectrometry (ICP-AES). 
The second unfiltered subsample was left untouched for anion-exchange chromatography analysis. These 
analyses were performed by the chemistry and chemical and environmental engineering laboratory at 





Figure 1.6 The geographic situation of Rico, and the sampling locations for water chemistry analysis 
Table 1.1 pH, Eh, and Temperature readings from in the field. The locations correspond to map indicators 






HS1 6.48 -46.9 42.1 
HS2 6.49 -46.2 43.2 
HS3 6.45 -48.7 41.5 
Mine Adit 6.46 -45.6 18.6 
Upstream 8.28 57.3 12.1 
Barlow 8.38 60.3 11.6 
Midstream 7.19 -3.9 17.1 












Temperature, pressure, and salinity are the important characteristics for determining how a melt 
degasses. The mechanism of degassing in-turn affects the fluid’s chemical composition. Geochemical 
properties of the fluids may change as a result of velocity, distance and path traveled over time, and 
composition of the wall-rock they are interacting with on their ascent. These factors all contribute to the 
differences seen, both physically and chemically, in the hot springs. Eh is a straightforward indicator of 
buffering with the meteoric water and rock buffer system. The Eh values depicted in Table 1.1 indicate 
that the hot spring waters are not well mixed with meteoric water, since the Eh range is reducing (in the 
negative range). The hot springs’ (HS) values can be compared with the Dolores River and Barlow creek 
values which are more oxidizing.  
Table 1.2 The raw concentration data of anions in water analysis (in mg/L) 
Sample name F  Cl SO4  
Dolores Upstream 0.17 0.66 28.67 
Dolores Downstream 0.62 2.53 87.27 
Rico Barlow 0.54 1.20 7.42 
HS 2 2.94 4.72 1262.20 
HS 3 1.68 3.67 1009.29 
HS1 2.80 5.25 1134.41 
The samples show a progressive rock buffer system (Figure 1.7). HS2 and HS1 are the most 
enriched in sulfate and fluoride with respect to the other anions in solution. Sulfate and fluoride 
concentrations increase with proximity to the main upflow zone. In an upflow zone, hydrofluoric acid is 
quickly released through passive degassing from the hot source fluid. As the stream samples are 
dominated by meteoric water and are depleted in sulfate, they plot further from the sulfate dominated 
corner and closer to the relative chloride field. HS3 is the least enriched in these anions, indicating more 
distance from the main upflow zone or perhaps more mixing with meteoric ground water. This sequence 
may indicate that the upflow zone is located near the eastern side of the Dolores. An alkalinity test was 
completed in order to discern bicarbonate in the system, the anion most present in surficial water 




rock buffer and meteoric water system. The water analysis however showed enriched alkalinity in the hot 
spring water relative to surface waters, most likely due to the limestone layers beneath. 
  
Figure 1.7 Data from Table 1.2, exaggerated by the indicated factors for visual comparison  
The cation analysis in Figure 1.8 shows relative concentrations of calcium and magnesium, and 
potassium and sodium cations in solution. As hydrothermal fluid moves closer to the main upflow zone, it 
becomes increasingly depleted in magnesium relative to calcium, and slightly depleted of potassium 
relative to sodium. The exchange of these cations relate to the hydrothermal fluid achieving equilibrium 
with the wallrock; the more time or distance traveled from the upflow zone, the greater the relative 
depletion in calcium seen. Again this analysis shows that hot spring 1 and 2 are relatively enriched in 
sodium and calcium and thus closer to equilibrium with hotter temperature rock, rather than cooler 
wallrock. 
1.4.1.6 Site summary 
 The Rico area has demonstrated potential for geothermal resource. While the locals are largely in 
favor of using geothermal energy in some form as a stimulus for sustainable economic development, more 
analysis is required before the full potential of the geothermal at Rico is understood. Current 
understanding of the chemical indicators in the hot spring water point to the north side of Rico, east of the 












future. In the near term, artesian flowing hot spring water has heat potential to be used for low 
temperature geothermal direct-use applications.  
 
 
Figure 1.8 Estimating relative equilibrium temperatures based on cation analysis 
1.5 Experimental design 
The purpose of experimental phase of this work is to answer the questions: What is the net effect 
of adding heat to an anaerobic bioreactor system and what are some potential negative outcomes? Also, 
can permeability shifts be predicted? While other investigations have evaluated the resilience of bacteria 
to low temperatures, no research has evaluated the potential of applying a stable geothermal heat source 
year round to sulfate reducing bioreactors (SRBRs) - including the potential mechanical and hydrological 
effects.  
1.5.1 Column experiment 
Basic kinetic parameters are obtained through column experiments, in which three 25mL columns 
in series containing a mixture of alfalfa hay, woodchips, gravel, bacterial inoculum and mine wastewater 

































is based on several studies. Even though simple organic substrates, such as methanol, ethanol, and lactate, 
provide the most reliable sulfate removal and pH enhancement in field and laboratory bioreactors 
(Glombitza, 2001; Jong and Perry, 2003; Neculita et al., 2007; Lefevre et al., 2013; Tsukamoto et al., 
2004), the next most effective carbon source for sulfate and acidity removal, which also provides 
sustained carbon supply over time, is a mixture of alfalfa hay and wood chips (Reisinger et al., 2000; 
Bechard et al., 1994; Drennan et al., 2016; Neculita et al., 2007; Waybrant et al., 1998). Water from the 
Rico site is stabilized due to the natural limestone drain the local geology provides, so iron precipitation 
and alkalinity variance with time is not expected to occur during the transportation of the mine effluent 
from the field. 
The main microbial kinetic parameters of interest include sulfate reduction and metal and sulfide 
immobilization. The parameters that come out of a bulk system analysis are dependent on more discrete 
kinetics of interest as well, such as rate of organic matter fermentation, growth of sulfate reducing 
bacteria (SRB) in relation to the growth of other bacteria (eg. fermentative bacteria and methanogens), 
and reaction affinity of various reactants. Fermenter and methanogen growth have implications on 
efficiency of the system with respect to amount of carbon substrate used per amount of metal removed. 
Typically sulfate reducers only consist of around 1-15% of a total anaerobic reducing community 
(Bomberg et al., 2017). A valuable study, which was not included in this thesis, is mapping of the 
microbial community under each temperature regime, using DNA analysis before and after the column 
study. If temperature shifts promote the growth of certain microbial communities that work more 
efficiently at a given temperature, a comparison could elucidate the distinctive chemical pathways of each 
community, how certain substrates are utilized and distributed amongst a diverse microbial community, 
and the extent of community turnover that occurs on a seasonal basis. Relatedly, examining the specific 
dissolved organic compounds in the experimental apparatus could reveal distinctive reaction pathways 
under various temperature conditions. 
As a secondary analysis, the mineral composition of precipitates is investigated with scanning 
electron microscopy. Different metal minerals have different stabilities in the SRBR. While sulfides are 
considered relatively stable in anaerobic conditions, hydroxide and carbonate metal precipitates are less 
desirable, and tend to form before acclimation of the SRB population (Neculita et al., 2007). In lieu of 
running an experiment for several years, determining the long-term efficacy of the heated SRBR system 
could be accomplished by showing its metal precipitate composition. Due to the amorphous nature and 
micron scale of minerals produced, scanning electron microscopy with x-ray microanalysis or a 




1.5.2 NMR experiment 
 In order to evaluate how temperature differences may affect the permeability of the system, 
proton nuclear magnetic resonance (H-NMR) is used to provide an analysis of porosity development. 
Using a low field inversion NMR spin-spin relaxation (T2) spectrum, pore size distribution can be 
obtained with a method proven in oil and gas exploration (Wang and Ni, 2003; Kleinberg, 1996).  
In biological remediation processes, such as trickling filters and bioreactors, often a porous 
substrate is used to scaffold the biological agents, maintain permeability, or provide a slow release carbon 
source for the operating organisms, as in a SRBR. The biofilm in which most of the bacteria reside attach 
to the solid scaffold with excreted saccharide polymers. The pore level velocity, hydraulic conductivity 
and biofilm thickness, which relate to permeability, affect how nutrients and contaminants are delivered 
to the biological agents, which in turn affects the efficiency of the entire system. In order to study the 
growth rate of bacteria, thickness of the biofilm and resulting pore shape, scientists have had to dismantle 
and excavate the reactor, and assay the ex-situ sample (Hoskins et al., 1998). For anaerobic systems, this 
means no reliable successive, or time dependent study could be completed. Nuclear Magnetic Resonance 
(NMR) offers an alternative non-invasive, in-situ method of bacterial quantification and spatial 
determination.  
The use of nuclear magnetic resonance in oil and gas exploration is well established. Various 
inversion techniques, such as the Coates and Schlumberger-Doll Research (SDR) Equations, have been 
developed to discern permeability using H1 relaxation time curves (Coates et al., 1999). The surface T2 
relaxation curve provided by the NMR instrument can be translated to a pore-size distribution, which is 
then interpreted as permeability. Oil and gas NMR operates in a multi-phase environment: often there are 
three fluid phases including gas, oil and water, and various solid phases, including clays, sandstones, etc.   
Similar to how medical magnetic resonance imaging can link different tissues in the human body 
to difference NMR signals, borehole NMR in petroleum geophysics can detect the presence and quantity 
of different fluids a few inches away. Gel-like, semi-solid, semi-movable or swelling substances have 
been quantified with H-NMR in so-called Gel-phase NMR spectroscopy. Gel-phase identification and 
quantification are promising methods for analyzing biofilm growth and organic substrate utilization in a 




1.5.2.2 NMR theory 
 NMR works by first orienting the randomly oriented protons in the fluids. Then a perpendicular 
magnetic field is applied to polarize those protons. When that field is removed the protons begin to tip 
back or “relax.” Pulse sequences repeatedly tip the protons, then let them relax, generating “spin-echo 
trains.” These spin echo trains are the raw data from NMR. The initial amplitude of the spin echo train is 
related to porosity, and the decay rate of the train is related to the fluid characteristics. T2 is the time it 
takes for protons to relax relative to the initial magnetic field, which is affected by protons colliding with 
wall (T2s), diffusion gradients (T2DG) and bulk relaxation (T2Bulk). Thus T2 can be considered: 
 1 = 1 + 1
 + 1 Equation 1.1 
Because bulk and diffusion gradient effects are minor compared to surface collisions, T2 is typically 
interpreted as mainly a function of surface collisions.  
 1
 =   Equation 1.2 
Where ρ is surface relaxivity, S is surface area of the pore, and V is volume of the pore. The observed 
NMR signal at time t is recorded as M(t): 
  =   Equation 1.3 
The amplitude at each returned T2 is proportional to the total volume of pores of that size. A graph of 
amplitude versus T2 illustrates the pore size distribution of a given sample. 
Micro-porosity associated with clays in an oil reservoir or organic matter saturation in a 
bioreactor, have relatively faster relaxation times in NMR, appearing indistinguishable from a solid. The 
“moveable water” is reflected in the peak of longer relaxation times. The moveable porosity in NMR is 
called the free-fluid index (FFI or MFFI). The MFFI is determined by selecting a relaxation time above 




empirically determined. The rest of the porosity is deemed bound-fluid or “bulk volume irreducible (BVI 
or MBVI). 
 
Figure 1.9 Example of pore size analysis in NMR plots (Magritek, 2013) 
While permeability is a value dependent on the movement of fluid under a certain pressure 
gradient, NMR permeability models have been developed to relate permeability to the static features of a 
porous system. Permeability has been correlated to T2 by three different models which are commonly 
used. The Timur-Coates Model is widely used and accepted for multi-phase fluids in petroleum seams 
with uniform matrix particles (Equation 1.4).  
 







where C is the Coates constant from the slope of √*++,*-., over √/ /", where k is core permeability and φ 
is effective porosity.  
 
Figure 1.10 NMR data incremental porosity/amplitude on y-axis versus T2 on x-axis with cut-off T2 line 
to demonstrate porosity calculation 
The Schlumberger-Doll Research model, is semi-empirical, relating permeability to the square of 
the geometric mean of T2 as a proxy for pore size (Equation 1.5, Daigle and Dugan, 2011). 
 12 = "3* Equation 1.5 
where k is permeability (m2), φ is fractional porosity (m3 m-3), and T2GM is the geometric mean of the T2 
distribution, and A is an empirical constant. Some researchers have explored a more theoretically-based 
definition of A, but rely on the relative homogeneity of grains in a sedimentary unit (eg. Daigle and 
Dugan, 2011). The matrix units of a mixed bioreactor are extremely heterogeneous, and so do not lend 
themselves to such generalizations. 
The Kozeny-Carman equation, on which the Schlumberger-Doll Research model is based, has 
also been adapted to model permeability from an NMR reading (Equation 1.6). 




1.5.2.3 Previous NMR biological studies 
Thus far there have been only limited applications of H-NMR to bioreactor studies and 
environmental engineering. Fundamental studies, mainly in the service of construction material science, 
have shown the rate and path of initial water uptake in plants over a period of a few days (Fourmentin et 
al., 2015). Another study has looked at the proton NMR response to wood and the extent to which 
cellulose contributes to the signal (Casieri et al. 2004). In H-NMR studies on bacteria, methanogenic 
sludge was shown to exhibit a shorter T2 relaxation time than bulk water, in the range of 1-33 ms (Lens et 
al., 1999).  Simpson et al. used NMR as a way to study substrate utilization and growth kinetics, by 
identifying microbially derived inputs to soil organic matter in soil samples (2007). 1D and 2D proton 
NMR spectra from wet samples have been analyzed to detect and quantify lignin and carbohydrate in a 
sample at different stages of microbial development (Simpson et al., 2007). Such quantification is useful 
in determining the extent or rate of cellulolytic bacteria activity. In the field of environmental science, 
NMR methods for analyzing organic samples are still being devised (Simpson et al., 2012).  
Some groups have also used NMR as a tool to study evolving hydrologic characteristics as a 
function of biofilm growth. Seki et al. (2005) conducted a temperature dependent study for biofilm 
growth in a sandstone to show the rate of hydraulic conductivity decrease due to biological clogging; 
showing that rate of biofilm growth increased from 15 to 30°C, but the decrease in hydraulic conductivity 
peaked at 25°C, meaning bacterial growth was not solely responsible for changes in the hydraulic 
conductivity. Other studies used NMR imaging to decipher the change from convection to diffusion 
dominant mass transfer in a growing biofilm reactor (Vogt et al., 2012); and when biofilm causes 
dispersion in a system (Seymour et al., 2004). 
No study yet has addressed the hydrological evolution of a passive bioreactor system with organic 
substrate as the main matrix component. Since the vast majority of anaerobic bacteria form a biofilm 
when given a solid substrate, the task becomes untangling the hydrogel biofilm phase from the 
decomposing biomass phase. The ability to distinguish between organic fractions of biofilm and 
decomposing organic substrate may unlock the potential of borehole NMR as a non-destructive 
monitoring technique for peat systems, passive bioremediation or composting schemes in order to prevent 
system failures. A nondestructive monitoring technique such as NMR could also aid in future designs of 
anaerobic bioengineering systems to prevent biofouling, clogging and short-circuiting, and characterize 




1.5.3 Main objectives 
Using wastewater from the field, slowly degrading carbon substrate commonly used in passive 
bioreactors, and temperature ranges observed seasonally or feasible to obtain with a direct-use geothermal 
system, contaminant removal and permeability parameters derived in the laboratory experiment have 
environmental relevance and can be applied to field reactors. As a final goal of this dissertation, a highly 
coupled model representing the thermo-hydrodynamics of a heated system and the resulting metal and 
sulfate removal rates with microbial growth is developed. The model is based on a flexible framework 
that can serve the design of a pilot scale geothermally regulated bioreactor specifically tailored to the 
seasonal chemical and temperature conditions of Rico, CO and elsewhere.  
The main hypothesis of this work is that a geothermally heated design for remote mine water 
treatment systems may increase efficiency and reduce costs for passive remediation schemes. The 
designed study will attempt to identify the potential benefits and problems an added heat source could 
incur on a bioreactor system. The investigation includes assessing changes in reaction rates, permeability, 
fluid flow patterns, microbial growth, and ultimately the bulk effect on a bioreactor’s efficiency.  
1.6 Chapter 1 Symbols and Abbreviations 
Bureau of Land Management ……………………………………………………………..…………BLM 
Surface Mining Control and Regulation Act……………………………………………..……….SMRCA 
Environmental Protection Agency…………………………………………………………….………..EPA 
Democratic Republic of the Congo………………………………………………………..…………DRC 
United States Geological Survey……………………………………………………………………USGS 
Sulfate Reducing Bioreactor…………………………………………………………………….....….SRBR 
Proton Nuclear Magnetic Resonance………………………………………………………………..H-NMR 
Sulfate Reducing Bacteria………………………………………………………………………………SRB 
Colorado Geological Survey…………………………………………………………………………..CGS 
Global positioning system……………………………………………………………………………..GPS 
Inductively coupled plasma atomic emission spectroscopy ……………………………….…….ICP-AES 




Relaxation time in NMR study …………………………………………………………………….….T2 
Surface relaxation time …………………………………………………………………………….….T2s 
Surface relaxivity………………………………………………………………………………………ρ 
Pore surface area……………………………………………………………………………………….S 
Pore volume………………………………………………………………………………………….….V 
Magnetic field ……………………………………………………………………………..………… M(t) 
Initial amplitude of relaxation plot…………………………………………………………………….. A0 
Movable volume of fluid in a pore space …………………………………………………………...MFFI 












CHAPTER 2. BIOREACTORS AND OTHER REMEDIATION TECHNOLOGIES 
In the 1980’s, scientists observed that natural remediation of mine contaminated waters occurred 
in sphagnum wetland systems (Johnson and Hallberg, 2012). In an attempt to recreate the natural system, 
they studied the chemical mechanisms taking place in the wetlands. They found two characteristic 
reaction zones present in the natural systems. In the top-most oxidizing layer, ferric iron complexes 
precipitate and induce co-precipitation of other unfavorable metals. In the bottom layer of the wetland, 
where anaerobic reducing conditions determine the reactions, metals are immobilized as sulfidic 
precipitates and acid is consumed. Mine waste waters that are already alkaline are more likely to 
precipitate metal-oxides in an engineered oxidizing aerobic system, and acid mine drainage (AMD) or 
acid rock drainage (ARD) more readily precipitates metal sulfides in an engineered reducing anaerobic 
system (Johnson and Hallberg, 2012).  
Engineered oxidizing systems are therefore shallow to allow liberal oxygen supply, and often use 
plants to slow water flow and promote settling of metal precipitates. Sometimes, alkalizing agents are 
added as a pre-treatment to ensure suitable conditions for the working bacteria. In engineered reducing 
systems, which can be compost wetlands or sulfate reducing bioreactors (SRBR), an anaerobic 
environment is employed, where water flows below a layer of oxygen inhibiting decomposing material, 
such as locally sourced compost, which also acts as a slow-releasing carbon source and electron donor for 
the performing microbes. The major microbes of interest are sulfate reducing bacteria (SRB), and iron 
reducing bacteria (FRB) which perform acid consuming reactions (Reaction 2.1) and promote metal 
immobilization (reverse of Reaction 1.2 followed by Reaction 2.2) (Johnson and Hallberg, 2012; Ledin 
and Pedersen, 1996).      
 0.083 C3H5O3- + 0.108 SO4 2- + 0.007 NH4+ + 0.270 H2O + 0.022 H+= 
0.054 H2S + 0.054 HS- + 0.007 C5H7O2N + 0.076 HCO3- + 0.139 CO2 
Reaction 2.1 
 
 M2+ + HS- = MS + H+ Reaction 2.2 
  Although SRBs and FRBs perform the working reactions desired in sulfate reducing compost 
systems, a wider microbial community plays a significant role in their functionality. Cellulolytic bacteria 
in the reactor provide the carbon source and electron donor for the sulfate reducing reactions (simple 




carbohydrates is often considered the rate limiting reaction in the sulfate reducing reaction chain 
(Reaction 2.3; Hemsi et al., 2010).  
 
 2 C6H10O5 + 0.427 H2O + 0.524 NH4+ = 3.126 C3H5O3- + 3.652 H+ + 0.524 
C5H7O2N 
Reaction 2.3 
        
 
Figure 2.1 Simplified flow diagram of substrates utilized by sulfate reducing bacteria 
Methanogens and nitrate reducing bacteria also catalyze the removal of protons in the same 
reductive environment and are always present in these anaerobic reactors. Although SRB assist the 
sulfidogenesis reaction which is one of the main factors in metal immobilization, they typically only 
comprise 1-15% of the anaerobic community (Bomberg et al., 2017). The relative contributions each type 
of bacteria makes to reducing proton acidity or reactor efficiency in the system has not yet been 
quantified. The porous organic media alone adsorbs and filters metals in solution, improving the quality 
of mine waste water without the aid of microbial-water interactions (Machemer and Wildeman, 1992). 
The effectiveness of the microbial community in relation to the provided substrate and feed water is still 
an emergent area of study. 
Sulfate-reducing bacteria inhabit a variety of sulfate-rich, reducing environments. Because 
oxygen reduction yields more energy per equivalent than sulfate, anaerobic conditions are required for 
sulfate reduction, and the oxidation-reduction potential (ORP) must be less than -200 mV to permit SRB 
to thrive and sulfate reduction to occur (Cabrera et al., 2006). These redox conditions are also suitable for 
iron reduction to the ferrous (Fe2+) state, which will precipitate with sulfide. High numbers of SRB are 
found in lacustrine and wetland sediments, cattle rumens, and geothermal vents. They can also thrive in 
human-impacted environments such as rice paddies, paper mills, and streams impacted by sewage or acid 




     As demonstrated in various case studies, cadmium, copper, iron, lead, mercury, nickel, and zinc 
are some of the main metals that precipitate as metal sulfides. Arsenic, antimony, and molybdenum form 
more complex sulfide minerals, such as realgar, orpiment, and stibnite (Figueroa, 2005). Metals such as 
manganese, iron, nickel, copper, zinc, cadmium, mercury, and lead may also be removed to some extent 
by co-precipitation with other metal sulfides (Figueroa, 2005). Furthermore, SRB species have been 
found to reduce certain metals to a more insoluble form, such as reduction of uranium (VI) to uranium 
(IV) (Spear et al., 2000).  
Major design considerations of SRBRs are loading of acidity, which may inhibit microbial 
activity, and iron precipitation as hydroxides, oxides, or carbonates, which can cause clogging or 
armoring in the SRBR (Panesar et al., 2007). Many SRBRs employ a limestone drain pretreatment step, 
so that water becomes neutral and problematic iron precipitation occurs outside of the SRBR.  
 
 
Controlling the pH of mining influenced water also aids the precipitation of target metals (Figure 2.2). 
 
The low temperatures that many remote mountainous abandoned mine areas experience in the 
winter, fall and spring slow down or stall the SRB removal of metals and sulfates. While cold-adapted 
SRB species have been shown to function at temperatures as low as 4° C (Higgins et al., 2003), a rule of 
thumb used in industry is reaction rates for various microbial functions decrease by 50 percent for every 
ten degree decrease in temperature below their optimal temperature, and indeed SRB activity in 
engineered treatment systems has been shown to decrease during cold months (Auvinen et al., 2009). 
When bioremediation systems are designed, the dimensions are typically based on the lowest ambient 
temperatures they will experience (Campbell and Ogden, 1999). 
 




2.1 Active systems vs passive systems 
 The most common active systems add caustic soda, soda ash, lime or ammonia to an influent 
waste stream. These systems require a sustained chemical supply, constant maintenance, power for pumps 
and frequent disposal of the produced sludge waste. Active bioreactor systems, another active method, are 
often selected for active mines as they are less productive of waste and can be mixed and heated with 
electricity on site. While still requiring incoming power and chemical supplies, an active bioreactor 
system does not require additional space for construction, as they are fast and efficient at removing metals 
and acidity from the waste stream. The handling and disposal of sludge is often mechanized as well, 
making it simpler to manage than most passive systems today. Immobilized metal extracted from the 
waste stream can even be processed with the active mine’s ore (Sierra-Alvarez et al., 2007). However, in 
remote, abandoned mine sites, the cost of continual shipping of materials and man-power for operation 
and maintenance of active systems becomes prohibitive.  
 Passive systems, of which “constructed wetlands” are the most common, are cheaper to operate 
and produce less sludge, but require more space and are more difficult to control (Dempsey and Jeon, 
2001). Examples of other passive systems are anoxic limestone drains, vertical flow wetlands, limestone 
leach beds, slag leach beds, open limestone channels, and sulfate reducing bioreactors. Many engineers 
will use combinations of these different technologies (Skousen and Ziemkiewicz, 2005). Aerobic 
wetlands are used to treat already alkaline waters, as they operate by letting metal oxides and hydroxides 
precipitate out of solution. Anoxic limestone drains can treat acidic waters with low iron and aluminum 
content, as iron tends to cake onto the reactive limestone surface, preventing reactions after a certain time. 
Anaerobic wetlands, slag leach beds, sulfate reducing bioreactors, and open limestone channels can treat 
acidic water with high aluminum and iron concentrations too. A flow chart similar to Figure 2.3 is often 
used for deciding between remediation strategies (Skousen and Ziemkiewicz, 2005). 
Constructed wetlands are either aerobic or anaerobic. Aerobic wetlands are shallow, typically less 
than 30 centimeters, and vast, in order to accommodate the required retention time to precipitate the 
desired metal hydroxides. Metal resistant plants are used in these aerobic wetlands to regulate water flow, 
allow settling of precipitates, and promote a healthy microbial population. Wetland plants can also help 
remove metals by pytoextraction (plant removal) or rizhofiltration (root filtering) (RoyChowdhury et al., 
2015). Metal-accumulating plants, such as Typha latifolia, Scirpus validus, Phragmites austalis, and 




in the rhizosphere (Karathanasis et al., 2003). These plants can also improve the appearance of the 
engineered wetland.  
 
Figure 2.3 Simplified decision tree for selection of passive treatment scheme (after Tremblay and Hogan, 
2017)  
 Aerobic wetlands are most effective at removing iron, aluminum and manganese, and are as 
effective as open limestone drains at removing acidity, 9 tons of acid per year, at a fraction of the cost at 
$23-7000 per ton acid removed per year over a twenty year lifespan (Skousen and Ziemkiewicz, 2005). 
The efficiency of aerobic wetlands declines when pH sinks below 5, and so are often coupled with 
limestone drains or another alkalinity adding process. Aerobic systems cannot remove sulfate and their 
functionality is highly dependent on seasonal variation, and metal load. They are most effective in warm, 




 Anaerobic wetlands use organic rich substrates and crushed limestone to remove acidity and 
metal from contaminated waters. Net acidity is removed by the buffering of limestone as well as the iron 
and sulfate reduction performed by bacteria. The organic substrate can be a variety of materials including 
straw, woodchips, peat, manure, mushroom compost, crab or fish waste, etc. (though protein rich material 
can accumulate ammonium in the system, which negatively impacts sulfate reduction). Often the 
anaerobic system is designed such that dissolved oxygen is scavenged from the water before it reaches the 
limestone, in order to prevent coating of the limestone in iron or aluminum hydroxide (Kepler and 
McCleary, 1994). The majority of the initial removal, 50-70%, of metal in an anaerobic system is from 
sorption, which decreases upon substrate saturation (RoyChowdhury, 2012). Afterwards, metals are 
removed by precipitation.  
Anaerobic systems, like the other passive systems, require a polishing step to restore oxygen and 
remove organic content from their effluent. Limestone methods (leach bed, anoxic, and open) are 
typically a pre-treatment or post treatment of the various passive treatments discussed, as they can suffer 
from iron or aluminum coating if left to manage metal precipitation alone (Skousen and Ziemkiewicz, 
2005). 
 The alkalinity producing reactions in an anaerobic wetland or bioreactor are iron-reduction 
(Reaction 2.4) and sulfate reduction (Reaction 2.5)  
 Fe(OH)3 + 0.5 H2 → Fe2+ +2OH- + H2O Reaction 2.4 
 SO42- + 2CH2O → H2S+ 2HCO3- Reaction 2.5 
Desulfovibrio, Desulfomicrobium, Desulfobacter and Desulfotomaculum are the main genera responsible 
for sulfate reduction in anaerobic treatment systems. Removing around 67.9 tons of acidity a year, 
anaerobic systems cost from $341 to $4762/ton acidity removed/year. In the anaerobic environment, 
metal sulfides primarily form, which are particularly stable against dissolution in circa-neutral waters. 
Sulfate-reducing bacteria are particularly robust in low pH waters even though their sulfate reducing 
efficiency decreases below pH 5. Sulfate reducing bioreactors have been shown to remove 98-99% of 
initial copper, 85-90% of initial iron, and 95-99% of initial aluminum from acid mine drainage. A 
decrease in efficiency is observable in the winter months, though anaerobic sulfate reducers are notably 




Other temperature-based problems passive systems face include bursting pipes or valves simply 
due to the mechanical strain of freezing. The options for overcoming this simple obstacle dwindle as 
systems move out to remote areas, where much mine contamination occurs. Attempts to abate the 
problem of freezing include the installation of solar panels in mountainous regions of Colorado, but the 
panels themselves similarly have difficulty functioning in freezing conditions and add to the cost of 
construction and maintenance (Bazin, 2013). Another major failure mode of the wetland treatment 
method is insufficient size parameters (Smith et al., 2014). The size required is related to the amount of 
dissolved heavy metal in the source water and lowest predicted microbial substrate utilization. In many 
AMD sites, the area available to construct a wetland may be limited or prohibitively expensive to 
excavate, and unnecessarily destructive of the natural environment (Johnson and Hallberg, 2002). 
While passive treatment options are less expensive, less productive of toxic waste and require less 
oversight compared to active treatment systems such as ion exchange, lime addition, and reverse osmosis, 
there are still several problems they need to overcome before they can be widely applied to mine waste 
water sites (Johnson and Hallberg, 2002). The varying efficiency of passive systems with outside 
temperature, as well as the fluctuating consumption rate of a cellulosic carbon source, are factors that 
must be better understood or controlled before passive systems can become truly passive (Ledin and 
Pedersen, 1996). 
 Anaerobic systems have several advantages to aerobic systems. They produce less sludge, and the 
sludge produced is easier to handle (Dempsey and Jeon, 2001). Of the treatment systems mentioned in 
this section, the remainder of this thesis will focus on anaerobic systems and the reactions and 
mechanisms involved. 
2.2 Temperature-dependent reaction kinetics in wastewater treatment 
 This section will give an in depth look at how temperature plays a major role in every aspect of 
wastewater treatment. The main aspects examined here are mass transport, biomass production and decay, 
and substrate utilization, then a less detailed look at density, viscosity, precipitation and swelling.  
2.2.1 Microbial reactions 
Kinetics of microbial wastewater treatment are unique in several ways. One is that microbial 
reactions are irreversible. The catalysis and scavenging of substrate by microbes makes the reaction not 




enzymatic reactions, occurring in series or in parallel at active sites on the cell. Bacteria are auto-catalytic, 
reproducing and producing more enzymes as metabolic reactions take place. The biomass taking part in 
the reaction can have different compositions and structures, which affect the kinetics of the reaction. In 
any natural system, there is always a mixed community of microbial species. Another way that these 
reactions are unique is that they are heterogeneous, requiring at least two phases of matter. In the case of 
anaerobic composting systems, there is the solid organic substrate, the liquid water, the gas hydrogen 
sulfide and arguably the bacterial biomass as a complex state (Characklis and Gujer, 1979). 
Still microbial reactions can be simplified: many wastewater treatment kinetics have been shown 
to follow the Arrhenius Function, meaning there is just one rate-limiting step (Equation 2.1) (Arrhenius, 
1889). In the case of an anaerobic bioreactor, the rate limiting step is the first step, where complex 
organic compounds are converted into volatile fatty acids, carbon dioxide and hydrogen gas, by 
hydrolysis. SRB then oxidize the hydrogen gas propionate or butyrate to carbon dioxide or acetate. While 
the Arrhenius function isolates the effect of temperature on reaction rate, it is important to note that 
residence time, presence of lignin or cellulose (long chain, slowly degrading carbon sources), size of 
organic particles, pH and concentration of ammonium also play a role in the rate of reaction.  
  =  exp [− >?@] Equation 2.1 
where k is rate with units of inverse time, Ea is the empirically derived activation energy, R is the 
universal gas constant 8.31 J/mol K, T is temperature in Kelvin, and A is the pre-exponential constant, or 
frequency of chemical collisions in the correct orientation.  
To reflect change of rate due to temperature, the Arrhenius function is often rewritten as Equation 
2.2 (Characklis and Gujer, 1979). 
 ln 6D8 = >? D − @D  Equation 2.2 




The activation energy for biomass yield is relatively constant at 53 kJ/mol, and for sulfate 
reduction by D. desulfuricans in NH4+ it is 29.1 kJ/mol (Characklis and Gujer, 1979). The Arrhenius 
function only partially holds true for microbial reactions, because at extreme temperatures the microbe’s 
proteins denature. Bacteria are generally categorized into three temperature ranges, mesophilic, 
psychrophilic and thermophilic. For anaerobic fermentation, their three ranges are <30° for psychrophilic, 
30-40°C for mesophilic and 50-60°C for thermophilic. Anaerobes are typically most active in the 
mesophilic to thermophilic ranges, with optimal temperatures for anaerobic digestion of lignocellulose 
from 30 to 35°C and from 50 to 55°C, and a maximum growth rate of biomass at 28°C (Yadvika et al., 
2004; Chernicharo, 2007; Kumar et al., 2008). In the higher range of temperatures, the formation of H2 
from organic acids oxidation by sulfate reducing bacteria becomes more energetically favorable, while the 
consumption of H2 by hydrogenotrophic methanogenesis becomes less energetically favorable (Xie et al., 
2016).  
Sudden changes in temperature have also been shown to destabilize and disturb microbial 
populations; so-called temperature shocks, when the temperature changes drastically in the tank, can stall 
a reactor if the loading rate is not adjusted. Ideally, the change in internal temperatures should not exceed 
2°C per day (Chernicharo, 2007). At thermophilic temperature regimes volatile fatty acids (VFAs) 
accumulate in the system whereas mesophilic reactors can fully digest the VFAs (Xie et al., 2016). The 
lowered pH caused by the accumulation of VFAs can inhibit desired reactions in the system. 
Often for simplification of this relationship for operators, a commonly used empirical equation in 
wastewater management is Equation 2.3. 
   =   × 1.035J Equation 2.3 
Using degrees Celsius, this relationship ties the exponential terms and constants of the Arrhenius 
function with an average T1 into an empirically derived constant, 1.035. The k20 term is a reference rate 
for substrate utilization at temperature 20°C at which the rate is known (Tchobanoglous et al., 2014). This 
equation reflects an observed doubling in reaction rate for every 10 degree Celsius increase in 
temperature within the functional range of the microbes.  
Similar empirically based formulae have been developed for microbial growth (Equation 2.4) and 




  = 5 × 1.11J5 Equation 2.4 
 K = L × ML2 − N × MN2 Equation 2.5 
where kg is the growth rate, Eg is the activation energy of growth, kd is decay rate, and Ed is activation 
energy of decay. 
The observed yield of biomass is determined by Equation 2.6 (Rittman, 2001). 
 O = O1 + NP Equation 2.6 
where Yo is the observed yield, Y is the theoretical yield, kd is the decay rate of microbes, and θ is the 
solids retention time in a continuous reactor tank. Because kd increases with increasing temperature, the 
observed yield of bacterial growth will decrease with increasing temperature or increased retention time 
of solids in a continuous flow system. 
 Various authors have also suggested a collective efficiency term for anaerobic reactors affected 
by temperature, expressed in Equation 2.7. 
 > = 1 − 1 − >5QJ5 Equation 2.7 
 ET is the temperature dependent efficiency, E30 is the calculated efficiency at temperature 30 and Q is the temperature coefficient from 1.02 to 1.04 (Young, 1991).  
2.2.2 Mass transport 
In anaerobic bacterial systems, the majority of bacteria exist in a biofilm. The biofilm is a 
network of extracellular polymers that attach the bacteria to a matrix substrate forming a hydrogel. The 




nutrients or wastes to each other and in and out of the gel matrix. The flux into the biofilm is another 
temperature dependent parameter. The relationship for which is described in Equation 2.8: 
 R = 2TM.U#.U Equation 2.8 
Where N is the flux at the biofilm, DE is the effective diffusivity, kt is the rate of substrate uptake by 
microbes and Cb is the concentration of substrate in the bulk fluid. For nitrification, a temperature 
increase from 10 to 20°C pushes the k term to increase by a factor of 2.6, and DE to decrease by 1.3, 
resulting in a net contaminant removal increase by a factor of 1.9. 
Concerning substrate availability, although the dissolution of lignin is facilitated by the acidity of 
incoming mine water, the addition of elevated temperature further helps the decomposition process. With 
increasing temperature the solubility of lignin increases linearly, as the weight fraction dissolved 
increases 0.004 with each increase in degree Celsius from 0°C to 100°C (Evstigneev, 2011). Solubility of 
lignin is at around 0.7 at 20°C. Cellulose becomes insoluble above the temperature range 40-50°C, a 
puzzling feature that this review will not cover. Fortunately, the temperature range within the scope of 
this study stays below cellulose’s critical solution temperature. 
Another aspect of a heated reactor system is buoyant convection. Some authors have suggested 
that the rate of lignocellulosic hydrolysis is limited by mass transfer, which is strongly influenced by 
concentration gradients and diffusion length scales. Increasing mixing in a system results in higher 
hydrolysis yields in enzymatic treatment of wood (Lavenson et al., 2012). The uniform distribution of 
enzymes helps decrease viscosity in the system as well by dissolving large organic molecules that 
increase drag. 
2.2.3 Precipitation 
 Precipitation rates of metal sulfides in a bioreactor system are mainly a function of the amount of 
reduced sulfate available, the concentration of other ions in solution, and the pH of the carrying water. 
Studies of permeable reactive barriers show that summer rates of sulfate reduction are around twice that 
of winter reduction, with average ground temperatures of 2°C in the winter and 16°C in the summer 




from water (Machemer and Wildeman, 1992). Iron and lead will follow in precipitation and then 
manganese, according to their solubility equilibrium constants (Stumm and Morgan, 1981).  
 Mixing caused by convection allows for uniform distribution of pH, temperature and carbon 
substrate throughout the tank, and also prevents short circuiting and stratification (Terashima et al. 2009). 
These features of a mixed system also promote precipitation in the system.  
2.3 General microbial energetics  
Phosphate esters in Adenosine triphosphate (ATP) are the energy unit of life. The ATP yield 
coefficients are typically lower in anaerobic conditions compared to those of aerobic conditions. For 
instance, for a mole of glucose, aerobic metabolism produces 38 moles of ATP while anaerobic 
metabolism can only generate around 4 moles of ATP. For this reason, recirculation is particularly 
important for engineered reactions involving anaerobic communities. Recirculating has been shown to 
increase reduction rates from 65% to 89% (Bertolino et al, 2012). 
There are several steps and pathways in a passive anaerobic system to treat mine wastewater. The 
objective reaction is the reaction of sulfide and metal to immobilize contaminant metals and to remove 
sulfate, as sulfate is increasingly a compound of concern for regulatory agencies (INAP, 2003; USEPA, 
2009; WHO, 2008). The rate limiting step in this metabolic system is not the reduction of sulfate, but the 
disassociation or dissolution of cellulose from the reactor compost. In order to determine the energetics of 
the system, the steps of the metabolic pathway from cellulose degradation to sulfate reduction should be 
evaluated. 
Lignin, cellulose, and hemicellulose are the three main components of hardwoods, softwoods and 
grasses, of which cellulose is the most prominent. Cellulose comprises 45-55% of wood material and 25-
40% of grasses’ (Malherbe and Cloete, 2002). Cellulose is a linear chain of glucose units arranged in 
amorphous and microcrystalline structures. The crystalline units are difficult for anaerobes to access, 
while amorphous segments are preferentially degraded. Hemicellulose is a linear chain of hexoses, 
pentoses and glucuronic acid, and are more easily decomposed than cellulose. Lignin, a more irregular 




Table 2.1 Composition of lignocellulosic material (Betts et al., 1991) 
Raw Material Lignin (%) Cellulose (%) Hemicellulose (%) 
Hardwoods 18-25 45-55 24-40 
Softwoods 25-35 45-50 25-35 
Grasses 10-30 25-40 25-50 
Table 2.2 Different degradation rates of components of incubated straw (Paul and Clark 1989; Van Veen 
et al., 1984; Malherbe and Cloetes, 2002) 
Organic Matter Decomposition rate k (days-1) Utilization efficiency (%) 
Microbial products 0.8 40 
Recalcitrant plant products 0.325 NA 
Easily decomposable organic 0.2 60 
Slow decomposable organic 0.008 40 
Lignin 0.01 10 




Since the cellulose decomposition is the rate limiting step of sulfate removal from mine 
influenced water, it will be the primary focus of modelling. Cellulose is famously insoluble, and not 
completely accessible to the bacterial species if it is supplied as wood chips, leaves, mulch, hay or other 
cheap composting product often used. The bacterial degradation of such polymers occurs exocellularly, 
and surface area of cellulosic material is a major determinant of cellulolytic rate (Leschine, 1995). 
Endoglucanase must reach amorphous stretches of the crystalline cellulose to break-up the chain. Exo-
cellobiohydrolase then attacks the new end of the chain. While anaerobic digestion derives less energy per 
mole of glucose than aerobic digestion (38 mol ATP and 2-4 mol ATP), reduced aeration and good 
circulation in anaerobic systems allow more enzymes to persist (Malherbe and Cloetes, 2002). 
2.3.1 Heat of sulfate reduction 
 The particular energetics involved in microbial growth and substrate consumption of heterotrophs 
is highly dependent on the carbon source and nutrients involved. In a passive anaerobic reactor there are 
many carbon sources and nutrients available for microbes to utilize, so often a representative substrate is 
used in energetic calculations. For sulfate reduction, acetate is often used, although studies show that 
lactate is also a major carbon source for SRB (Bertolino et al., 2012). When lactate becomes available in a 
system it is either partially degraded to acetate and carbon dioxide by SRB Desulfomonas, Desulfovibrio, 
Desulfolobus, Desulfobulbus and Desulfotomaculum spp., or fermented by Clostridium sp. to acetate 
(Bertolino et al., 2012). The main chemical reactions involved in producing alkalinity and degrading 
usable organic compounds are exergonic, shown in reactions 2.6-2.10. 
2lactate + 3SO42− → 6HCO3− + 3HS− + H+  ΔG0’ = −225.3 Reaction 2.6 
2lactate + SO42− → 2acetate + 2HCO3− + HS− + H+ ΔG0’ = −160.1 Reaction 2.7 
3lactate → acetate + 2propionate + HCO3− + H+ ΔG0’ = −169.7 Reaction 2.8 
propionate + SO42− + H2 → acetate + 2HCO3− + HS− + H2O ΔG0’ = −75.8 Reaction 2.9 




The ΔG0 of reaction changes with temperature according to the Gibbs free energy equation for a system in 
equilibrium (Equation 2.9). 
 ∆WX = −@YZ[\ Equation 2.9 
where Keq is the equilibrium constant of the reactants and products of reaction, R is still the ideal gas 
constant, and T is the temperature in Kelvin. 
The heat liberated from mixed community sulfate reduction was explored as a potential low 
temperature production and storage option in Japan (Ioka and Muraoka, 2014). The amount of energy 
released was found to vary with temperature: 52-54 kJ/mole SO4-2 at 20°C, 54-57 kJ/mole SO4-2 at 40°C, 
and 57-59 kJ/mole SO4-2 at 60°C. At an inflow of 1000 mg/L of SO4-2 the heat production would only 
amount to about 540 J/L at an average temperature of 30°C. The increase in temperature from 11°C to 
25°C was also shown to favor a shift from iron reduction to sulfate reduction in microbial communities 
(Bonte et al., 2013). 
2.3.2 Growth models for bacteria 
Common microbial models express the microbial growth and substrate consumption in a system. 
The models can include mechanisms such as feedback inhibition, rapidly digested fractions, and lag times 
for community development. Table 2.3 summarizes the various commonly used models and their specific 
capabilities. 
Table 2.3 Different models for microbial growth and substrate utilization 
Name  Model Uses 
First Order 
Kinetic Model 
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2.4 Chapter 2 Symbols and Abbreviations 
Acid Rock Drainage…………………………………………..………………………………………ARD 
Acid Mine Drainage………………………………………………………………………….………AMD 
Sulfate Reducing Bioreactor………………………………………………………………….……..SRBR 
Sulfate Reducing Bacteria……………………………………………………………………………SRB 
Iron Reducing Bacteria……………………………………………………………………………….FRB 
Oxidative reduction potential…………………………………………………………………………ORP 
First order rate constant …………………………..…………………………………………..………….k 
Pre-exponential constant ………………………………………………………………………………..A 
Activation energy……………………………………………………………………………………….Ea 
Ideal gas constant………………………………………………………………………………………..R 
Absolute temperature……………………………………………………………………………………T 
Volatile fatty acids………………………………………………………………………………..….VFA 
Rate constants at respective temperatures ……………………………………………………………k1, k2 
Absolute temperatures for rate relation ……………………………………………………………..T1, T2 
Reference rate calculated at 20°C ……………………………………………………………………...k20 
Temperature in Celsius …………………………………………………………………………………TC 
Rate calculated at non-reference temperature …………………………………………………………..kT 
Reference rate calculated at 30°C ………………………………………………………………………k30 
Net growth rate …………………………………………………………………………………………knet 
Rate of growth ………………………………………………………………………………………….kg 
Rate of decay …………………………………………………………………………………………….kd 
Activation energy of growth …………………………………………………………………………….Eg 






Solids retention time………………………………………………………………………………………Ɵ 
Efficiency at a given temperature ……………………………………………………………………….ET 
Reference efficiency at 30°C ……………………………………………………………………………E30 
Temperature coefficient for efficiency……………...…………………………………………………….є  
Flux at the biofilm ……………………………………………………………………………………….N 
Effective diffusivity …………………………………………………………………………………….DE 
Rate of substrate uptake by microbes..……………………………………………………………………kt 
Concentration of the substrate in the bulk fluid …………………………………………………………Cb 
Adenosine triphosphate……………………………………………………………………………..…ATP 
Gibbs free energy of reaction ………………………………………………………………..……….ΔG0’ 
Equilibrium constant…………………………………………………………………………………...Keq 
Rate of substrate utilization ………………………………………………………………….…….…….rut 
Substrate concentration …………………………………………………………………………….……S 
Maximum substrate utilization (mass substrate/ mass bacteria/ day)………………………..….……….q 
Half saturation constant ……………………………………………………………………….….……..K 
Concentration of bacteria ………………………………………………………………………….…….Xa 
Maximum bacterial growth rate ………………………………………………………….……….……..μm 
Contois growth constant ………………………………………………………...………………………..B 
Contois half-saturation constant…………………………………………………………………………Kx 
Inhibition half-saturation constant………………………………………………………...……….…….KIS 
Effective maximum substrate utilization…………………………………………………………………qeff 
Effective half saturation constant………………………………………………………………………...Keff 
Maximum velocity of substrate utilization……………………………………………………………Vmax 
Initial concentration of substrate…………………………………………………………………………..S0 
Michaelis-Menten constant……………………………………………………………………..………….b  




Non-dimensional substrate concentration at the biofilm surface………………………………………..Ss* 
Non-dimensional minimum substrate concentration in the bulk liquid………………………..……..Smin* 
Non-dimensional saturation constant of biofilm………………………………………………………….K* 





CHAPTER 3. THERMAL AND MECHANICAL ASPECTS OF A PASSIVE BIOREACTOR 
 The substrate in a typical bioreactor is mixed. Various organic materials are used as carbon 
source and electron donor, rocks are used to improve permeability and provide scaffolding for the 
biomass which becomes an additional material in the reactor. Water flowing through the reactor and the 
precipitated minerals are also a part of the reactor composition. The reactor thus has 4 categories of 
materials, more or less: liquid (wastewater), solid (rock and mineral precipitates), a spongy material 
(wood and hay) and gel-like material (biofilm). Each piece has its own thermal and mechanical properties 
contributing to the reactor’s bulk thermal and mechanical reality. In this section, each material will be 
reviewed to understand how and to what extent it impacts the reactor’s bulk properties. 
3.1 Liquid 
 The liquid phase in the model is the water carrying dissolved substituents. The inflow carries 
mainly the dissolved contaminant matter: sulfate, hydrogen ions, and metals, with generally low amounts 
of dissolved organic carbon (<10 mg/L) (Kolmert and Johnson, 2001; Neculita et al., 2006). Within the 
bioreactor, the liquid phase dissolves the organic material and exchanges with reactor biomass, 
transporting nutrients to and away from the biofilm. The water can be trapped in micropores in the 
organic material and biomass, or it can flow through the macropores, interconnected larger space where 
water preferentially travels. The water in this model will also transfer heat through convection, and 
advection mainly.  
 Since the porosity is greater than 0.6, the Brinkman Equations could be used: 
 ∇s = − [̀  t + μ∇t Equation 3.1 
The first term in the Brinkman Equation is the Darcy term, relating viscosity μ, permeability K, and 
velocity v; while the second term is a Laplacian term where non-italicized μ is effective viscosity. 
 If the flow has buoyancy driven convection, when heating drives the liquid in a circular pattern, 




 @v = Rv Tv/` Equation 3.2 
Where Ni is the stirring speed, Di is the diameter of the mixing cell, ρ is the fluid density and μ is 
dynamic viscosity.  
3.1.1 Temperature dependent fluid viscosity 
 The viscosity of pure water increases sharply from 30°C to 5°C almost doubling from 0.798 Pa s 
to 1.519 Pa s, following an Arrhenius type equation (De Guzman, 1913). The addition of metal salts and 
organic material in solution however also have an effect on the resultant viscosity in the system. 
3.1.1.1 Isothermal equilibrium temperature and concentration-dependent viscosity 
Chevrier et al., offered the semi-empirical equation (6.3) regarding the changing viscosities of 
ferric sulfate enriched waters (2009): 
 ` = 105 exp[?#] exp [w>@  6 1273.15 − 18] Equation 3.3 
where μ is viscosity, a and b are empirically derived parameters, C is the concentration of ferric sulfate in 
kg/kg, R is the ideal gas constant, and T is temperature in Kelvin. The parameter a=19.980 ±2.210 and 
b=1.958 ±0.164. The activation energy term varies from -38.01 to -52.39 kJ/mol with varying ferric 
sulfate concentration. Chevrier et al. empirically derive −∆> = −15.436 + 56.90 × #, where C is again 
concentration measured in kg/kg. Below a certain threshold of 0.300 kg/kg concentration of ferric sulfate, 
this relationship shows no significant change in the viscosity of the transport fluid.  
Various studies have found that trace solutes do not impact the viscosity of water as much as 
temperature. For the solute range of acid mine drainage, the difference in viscosity between metal sulfate 
concentrations of 0 mg/L and 1000 mg/L is 2.02%; whereas a change in temperature from 298.15 K to 




3.1.1.2 Biomass thixotropy 
Bacterial material, such as the residues in anaerobic sludges are also known to be thixotropic, ie. 
when mixing is applied to the biomass, the fluid viscosity decreases (Cao et al. 2016). Due to the 
biomass’s thixotropy, the convection of thermal fluid may reduce the viscosity of the fluid in more than 
one way. The viscous, or rheological, characteristics of high microbial content water may be better 
represented with Equation 3.4 (Terashima et al., 2009). 
 ` =  `| 6− }~}8KD Equation 3.4 
Where μa is the apparent viscosity, and n is a flow behavior index. The pseudo-plastic viscosity 
coefficent, μp can be calculated by Equation 3.5, and n by Equation 3.6, where a, b, c and d are empirical 
constants and X is solids concentration: 
 `| = ? Equation 3.5 
 Z = N Equation 3.6 
The values found to fit data for anaerobic digester solids were a=0.018, b=0.071, c=0.68, and d=-0.0069 
(Terashima et al., 2009). When a range of viable solids concentrations for the relevant biofilm system 
were tested in the model, between 15 and 100 g/L (Zhang and Bishop, 1994), the apparent viscosity only 
changed by 0.1%. 
3.1.1.3 Changing viscosity in convective, non-isothermal flow 
 The change in viscosity as a fluid moves in free convection in a porous media has been 
investigated by a few authors. Lai and Kulacki (1990) developed a numerical model to investigate vertical 
heat transfer when changing viscosity is taken into account. Variable viscosity was found to reduce the 
critical Raleigh number for the onset of convection. The fluid and medium properties were held constant 




be impacted by dissolved concentrations of organic and contaminant material as well as intermittent 
biomass debris; additionally the medium is not constant).  
 In the Lai and Kulacki paper Darcy’s law was used: 
  + ~ = 0 Equation 3.7 
  = − [̀  +  Equation 3.8 
Then temperature constants α and γ were defined 
   + ~  = l +  Equation 3.9 
 `̀ = [1 +  − ] Equation 3.10 
Where Tr is a reference temperature and μr is the fluid viscosity at that temperature. This equation 
assumes an inverse linear relationship between temperature and viscosity, which is generally true for 
water. The equation is rewritten  
 1̀ = ? −  Equation 3.11 
for ? =  and  =  − 1/  . For water, D = 29.83 − 258.6 based on a reference temperature 
288K, which is within 5.8% error from 283 K to 373 K.  
The Boussinesq approximation is often invoked at this stage in governing equations (The 




equations). It states that changes in fluid density are small compared to the mean overall density of a 
fluid, so density becomes fixed unless it is multiplied by gravity. The Boussinesq approximation 
simplifies equations while maintaining accuracy in calculations of natural systems (oceans, atmosphere), 
as well as engineered environments (ventilation and central heating). It is often applied to problems in 
which the temperature of a fluid depends on its location (Barna et al., 2017). Temperature dependent 
viscosity in these governing equations appears as follows 
  +   + ~ } + s − `/ g + p = 0 Equation 3.12 
 ~ +  ~ + ~ ~} + s −   − `/ g~ + ~p = 0 Equation 3.13 
  +   + ~  −  g +  p = 0 Equation 3.14 
  +  ~} = 0 Equation 3.15 
Equations 3.12 and 3.13 are the Navier Stokes equations with temperature modification, Equation 3.14 is 
for heat conduction and Equation 3.15 is the continuity equation. The variable e is the coefficient of 
volume expansion, g is the acceleration of gravity and k is thermal diffusivity. P is scaled pressure over 
density. The linearization in equation 3.11 is useful in reducing the computational cost while effectively 
including viscosity in the model, particularly at critical temperatures.  
3.1.2 Density 
The density of water is impacted by solute dissolution as well as temperature. Some authors 
propose using a simply multiplicative relationship using a thermal expansion coefficient βT and 
concentration expansion coefficient βs, which affect the density (ρ) as temperature changes from an initial 
temperature (T1) and solute changes from an initial concentration (s1), respectively, shown in Equation 




  = D[1 −  − D − 
 − D] Equation 3.16 
If the Boussinesq Approximation is used in modelling the system, then changing density will only be 
incorporated in a buoyancy term. 
When the Boussinesq approximation is not used, often a 3 term Taylor series is used to describe 
density variations in a temperature dependence model such as the following from Barna et al. (2017) 
(Equation 3.17). For the current study, the Boussinesq approximation is appropriate to employ.  
  =  +   − D +    − D Equation 3.17 
3.2 Solid 
 The only true solid substance in the bioreactor model, aside from the wall is the pea gravel 
substrate added to promote permeability in the matrix material. Inert porous media has been shown to 
promote biofilm development; maintaining a solid framework benefits the growth of the microbial 
population. The solid substrate could be anything from sand to gravel (Tsukamoto, 2003). In most field 
bioreactors the solid additive depends on the locally available material, with mine tailings as an obvious 
exception. Small solid particles can help laminarize turbulent flow, making the flow stiffer, while large 
particles increase form force, making the flow more turbulent (Nield and Bejan, 2006).  
 Mass transport in a porous system is often represented with the following Convection-Dispersion 
equation, 
 # = T# − ~ #  Equation 3.18 
which predicts a symmetrical sigmoidal concentration curve with time, with C as the concentration, D as 
the diffusion constant, and v as velocity of the medium. In reality non-saturated flow can produce air 




of flow which override the bulk effective parameter assumptions used in this equation. Resultantly a new 
model was developed by Coats and Smith to reflect immobile fractions of the water volume (1964): 
 Pa #a + Pma #ma = Pa T#a − ~Pa #a  Equation 3.19 
 Pma #ma = l#a − #ma Equation 3.20 
where Pa is the mobile fraction and Pma is the immobile fraction of soil filled with water (cm3/cm3); Cm 
and Cim are the mobile and immobile concentrations (meq/cm3); and α is the mass transfer coefficient 
(day-1). 
 As another solid fraction, precipitation of metal sulfide or oxides are dependent on the thermal 
and mechanical properties of the pregnant solution. Liu et al. showed that increasing temperature in the 
low temperature range (up to 125°C) increases the abiotic precipitation of base metal sulfide minerals 
(2017). Under oxidizing conditions, iron oxides and hydroxides will preferentially precipitate, but have 
been shown to be less stable in a bioreactor, tending to re-dissolve in the water stream (eg. Alaya-Parra et 
al., 2016). The precipitation of either sulfides or oxides/hydroxides have beneficial co-precipitation that 
occur, correspondingly removing arsenic, zinc, or manganese, etc (Omoregie et al., 2013). Iron sulfides in 
particular aid in forming insoluble forms of cadmium, through replacement reactions; and serve as a 
reductant for converting As(V) into less soluble As(III) then removing it by adsorption (Hayes et al., 
2009).  
3.3 Liquid-solid interaction 
 In regular Darcian flow, volumetric flow rate (Q), and the hydraulic head (H) gradient are related 
by proportionality constant KH, or the hydraulic conductivity (Equation 3.21). 




A system can diverge from Darcian flow in one of two ways. First the discharge may change non-linearly 
with hydraulic head. Second, the hydraulic conductivity may not be constant, due to a changing matrix 
structure for instance. If the changing structure is a function of pressure, the equation may be rewritten as: 
  =  −[ ∇ Equation 3.22 
Studies have shown peat exhibit this type of behavior (Tamamoto, 1970; Hemond and Goldman, 1985). 
 The convective mixing that takes place in a geothermally designed bioreactor is unique to other 
mixing used in efficient bioreactor systems, where an impeller with chemical additive is typically used. 
With convective heating, while the liquid phase still mechanically mixes substituents, the solid matrix is 
still intact. 
3.4 Spongy 
 Unlike a truly solid component, the wood and hay in the bioreactor act more like a sponge. As 
water percolates through the organic material, it dissolves material, removing and transporting mass. In 
woodchips more so than natural woody debris, leaching is a major transport mechanism in affecting the 
properties of the substrate. The material is also sorbing, accumulating material as it passes in the aqueous 
phase.  
3.4.1 Sorbing 
Generally sorbing of sulfates has been shown to increase with increasing temperatures, from 5 to 
40°C in highly humic soils (Sokolova and Alekseeva, 2008). The sorbing of biofilm to a matrix wall is 
more complex and will be addressed in the “gel-like” section. One proposed equation to express sorbing 
in this material is shown in Equation 3.23 (the right side is the same as Equation 3.18): 




where ρ is the bulk density, S is the concentration of sorbed material, C is concentration in the fluid 
(meq/cm3), D is the diffusion coefficient (cm2/day), v is the pore water velocity (flux divided by the 
volumetric water content θ, cm/day), z is distance (cm), and t is time in days. 
 
Figure 3.1 Models for adsorption affected mass transport 
Adsorption between solute and substrate is often recorded as “adsorption isotherms,” which 
represent the amount of concentration lost to the transport medium per amount of adsorbing substance 
(absorbate lost from stream per absorbent) in equilibrium. Some of the different models for predicting 
adsorption are shown in Figure 3.1.  
The Freundlich is empirical and the Langmuir has a rational basis, thus they are the ones most 
often applied in water modelling. BET stands for Brunauer, Emmet and Teller and is used for multi-layer 
problems. For the Langmuir model, the SA value, or milligram of adsorbate per gram of absorbent is 
determined by multiplying bound adsorbate per surface area of absorbent by the surface area of adsorbent 
per gram of absorbent and the molecular weight of the adsorbate (Equation 3.24). 
 = *[#M1 + [#M 
 = mK# 




  = []MM Equation 3.24 
  =  ?}Xd? ?}XdZ Equation 3.25 
 [] = 'Z} ?}Xd? − ?}XdZ YX? ?X? ?}XdZ  Equation 3.26 
 M = X? ?X?  ?}XdZ  ?}XdZ  Equation 3.27 
 M = YY?X vℎ  ?dXd?  Y Equation 3.28 
[SA] can be substituted by the equilibrium constant in this equation, giving the new equation 
  = *[#M1 + [#M Equation 3.29 
where QM is the maximum adsorption, KAD is the equilibrium constant for adsorbate and adsorbent 
complexing and CATE is the dissolved concentration of adsorbate. 
The Freundlich empirical model alternately is 
  = [+# Equation 3.30 
where KF is the capacity for adsorption and N reflects the favorability of adsorption. This can be 




 P [+R#D # + # = T# − ~ #   Equation 3.31 
Mass transfer in the immobile fraction can be described as 
 [Pma + 1 − [+R#maD] #ma = l#a − #ma Equation 3.32 
where f is the fraction of sorption sites in contact with mobile liquid, and α is the mass transfer coefficient 
(1/day) (Genuchten and Wierenga, 1976). For the mobile phase,  
Pa + [+R#maD #a + [Pma + 1 − [+R#maD] #ma = Pa T#a − ~Pa #a  
  Equation 3.33 
The effluent concentration is also dependent on precipitation of material once sulfate is reduced, 
which is dependent on temperature and pH. 
3.4.2 Evolving mechanics 
The mechanics of organic material decomposition is not well understood. As the woody material 
is decomposed by the microorganisms in the system, it weakens and becomes more pliant and partially 
dissolves into the liquid fraction. The saturated material changes from a solid to a more plastic material. 
Konnerth et al. (2010) investigated how macro- and micro-mechanical properties of red oak wood change 
when the wood was vacuum impregnated with a high loading of hemicellulases and hydrolyzed for a 
period of 10 days. They observed that neither ultimate tensile strength nor longitudinal modulus of 
elasticity was significantly affected. Goswami et al. (2007), on the other hand, showed that mechanical 
strength and stiffness of a single isolated and swollen spruce fiber were reduced significantly after 
modification with a multicomponent enzyme mixture containing various cellulases and xylanase. 
Combined mechanical and enzymatic treatment were shown to reduce the strength of native Scots pine 




that the scale of the lignocellulosic components is important to the question of mechanical alteration, as 
well as coordination of different enzymes (Digaitis et al., 2017).  
3.4.2.1 Substrate swelling 
 Swelling occurs in wood and hay materials when they come into contact with water and absorb it. 
In fact, swelling takes place in all elastic materials, and changes the mechanical properties of the material. 
The absorption of water should take place with a change of volume and temperature in the material, as it 
is taking in another phase. The cohesion of the substance should not be eradicated, but lessened to an 
extent, meaning the swollen material becomes softer and more flexible. Studies have shown that the 
saturation of wood with water alone can decrease its elastic modulus by 26-75% under low strain rates. 
The effective porosity of the wood material also decreases by 20% due to swelling (Renaud et al., 1996). 
Numerous studies have been done to describe and quantify swelling in different woods in 
particular, in support of the pulp and paper industry. Banks and West found that the rate of temperature 
dependent swelling followed an Arrhenius equation (1989).  Activation energies for swelling of different 
North American tree varieties in pure water were found by Mantanis et al. (1994) ranging from 32.2-38.9 
kJ/mol in coniferous trees or “softwoods” and 44.7-47.6 kJ/mol in deciduous trees or “hardwoods.” 
Similarly, Stamm (1952) calculated 50.2 kJ/mol for the diffusion activation energy in woods from the 
temperature range 3.5-56.5°C. The maximum tangential swelling has also been shown to slightly increase 
with increasing temperature, up to 0.5% difference if going from 20 to 40°C (Mantanis et al., 1994). Thus 
the temperature variation in a wet wood based bioreactor does not significantly affect the mechanics of 
the system, but the swelling of wood should be considered when modelling flow, mass and heat transfer 
in a bioreactor system. Additionally, diffusion rates into organic substrate is related to removal of metals 
by adsorption, a process that removes mainly iron and copper from a system (Machemer and Wildeman, 
1992), and removes sulfate to a lesser extent (Sposito, 1989). Swelling enhances this process. 
3.4.2.2 Thermal mechanics 
Thermal mechanics of “spongy” material- material that swells, becoming squishy, flexible and 
provides storage for water- has been studied for different purposes across different fields. Environmental 
science has investigated wet porous peat to understand its contribution and withdrawal from ground water 
and its effect on ground temperature in arctic regions. Since peat has high porosity, between 70 and 90%, 
and contains varying degrees of decomposed plant debris in anaerobic environments (Boelter, 1968), it 




 The thermal conductivity of fully saturated, less decomposed peat was found to be 0.47 to 0.63 
W/mK or 0.5-0.7 W/mK (Konovalov and Roman, 1973; Dissanayaka et al., 2013; Gnatowski, 2016). The 
heat capacity for peat of the same condition was 3.5 to 5 MJ/m3K or 3.200 to 3.995 MJ/m3K (Dissanayaka 
et al., 2013; Gnatowski, 2016). The main contributor to peat’s thermal conductivity appears to be water 
itself, since dry organic matter tends to have a much lower conductivity of 0.25 W/mK. Peat’s water 
content consists of a mobile fraction that resides in the macropore space, and the other fraction, which 
resides in dead-end, isolated pores, closed, or partially closed space (Rezanezhad et al., 2016). Nutrients 
from the immobile phase are transmitted to the mobile phase by diffusion. The microbial constituents 
associated with the peat also tend to reside in this immobile interstitial space. Mostly undecomposed peat 
can yield 80% of its water saturate. Very decomposed peat can only yield about 10% of its water 
(Radforth and Brawner, 1977). 
 Hydrological factors vary vastly with the extent of decomposition in peat. Bulk density goes from 
0.02 to 0.254 g/cm3, saturated hydraulic conductivity from 3.68x10-3 m/s to 7.9x10-7 m/s, pore diameter 
from 4.6 to 0.1 mm. Some factors also vary within similarly decomposed peats. For similar 
decomposition times, a diffusion coefficient can range from 10-7 to 10-9 m2/s, mass transfer exchange 
coefficient from 4.4x10-9 to 2.8x10-5/s.  
 The general decrease in saturated hydraulic conductivity and pore size with increased 
decomposition could pose problems for a passive treatment system designed for higher temperatures, and 
thus higher decomposition rates. One significant difference though between peat bogs and bioreactors, is 
that in natural peat bog systems, there is continual accumulation of organic material, whereas in a 
bioreactor the original substrate should decompose together, if not at the same rate.  
 One study looked at the non-Darcian flow in a peat marsh system (Hemond and Goldman, 1985). 
The difference between water flow in a strictly solid-fluid system and in a peat system can be attributed to 
the peat’s elastic, decomposable, compressible matrix; as well as the evolving permeability of the system. 
Equation 6.34 relates the hydraulic conductivity to stress on compressible material (Hemond and 
Goldman, 1985). 
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XvdvYv = 4 × 10U/R Equation 3.36 
The constant c is related to fluid viscosity, density, pore geometry, and specific surface area. The average 
void ratio for peat is 4, and the calculated change in pore pressure per cm loss in hydraulic head is 2 ×10/ if the original KH is 10-4 cm/s.  
3.5 Gel 
 Biofilms are a collection of bacteria that have adhered to a living or nonliving surface, and grow 
more bacteria, either because it gives them a mechanical advantage, or a biochemical advantage- 
sometimes the outer layer of cells acts a shield against toxic chemicals or phagocyte attacks. In anaerobic 
processes utilizing fixed biofilms, the percent of attached biomass can be between 50 to 100 % of the 
bacterial biomass in the system. Typically only 20-10% of the bacteria are in suspension (Henze and 
Harremoes, 1983). SRB tend to perform better if attached than if grown in suspension (Glombitza, 2001); 
and the more surface area available, the more efficient a sulfate reducing system (Tsukamoto et al., 2004). 
This aspect of anaerobic communities differs from aerobic analogues for acid mine drainage treatment, in 
which only 2.5 to 30% of the total bacterial population attaches to the solid substrate (Johnson and 
Hallberg, 2005). Bacteria attachment, on the microscale, can either strengthen or loosen as more force is 
applied (Kovach et al., 2015). In the case of strengthening (bottom line of Phase IV; Figure 3.2), an extra 
shear stress can stimulate the production of more adhesive proteins from the cell to the wall or substrate. 
In the case of loosening, the cell may roll off of the wall as an increased shear pushed across it (upper line 
Phase IV; Figure 5.2). 
Attachment and sloughing off mechanisms in biofilm are important material properties of the 
biofilm with regards to process performance, but few valuable parameters have been derived for applied 





Figure 3.2 Time dependent graph of biofilm development, evaluated with respect to system permeability. In 
Phases I and II, bacterial growth fill the pore space, and at Phase III there is no more room for growth either 
due to a full pore space or steady-state of growth and slough in the pore space. Phase IV is split due to variable 
behavior of biofilm to increased shear strength as a result of constriction in flow in a system (from Kapellos et 
al., 2015). 
 Biofilms behave as elastic solids over short periods of time, and then viscous fluids over longer 
periods of time, giving them a viscoelastic modulus, and gel-like mechanics. The biofilm forms a 
heterogeneous material, and thus cannot accurately be measured by traditional means. The viscoelastic 
modulus is tested using thermally driven motion with tracer beads that probe the surface, a process 
referred to as passive microrheology (Kovach et al., 2015). The mean square displacement <r2> plateaus 
given a certain bead size, a, and elastic modulus G0, 
 < X > = 2-3¢?W Equation 3.37 
where kBT is the thermal energy, directly related to temperature. Sulfate reducing biofilms have been 
shown to have an elastic modulus of up to 5 Pa and a growth shear of up to 0.47 N/m2 (Dunsmore et al., 
2002). The rigidity and yield point of SRB biofilm increase with increasing flow. 
Biofilms, once established, can significantly alter the hydraulic characteristics of a porous 
medium. One study showed that the hydraulic conductivity of a sand column decreased 3 orders of 
magnitude with the growth of the attached biomass (Taylor and Jaffe, 1990). In order to achieve the ideal 
hydraulic conductivity for a current passive compost bioreactor, around 10-4 cm/s, field designers 




by compression of the degraded substrate (URS Report, 2003). Based on an EPA report, some sulfate 
reducing bioreactors have not lasted more than four years, due to decreasing substrate permeability. 
3.6 Spongy-gel interaction 
 Microscopy research has shown that with time, the insoluble substrate surface becomes totally 
saturated with attached microorganisms, and then biofilm appears as a monolayer (Wang et al., 2014). 
 ^
 = £ Equation 3.38 
Where Xa is the concentration of attached microbes, Ss is the concentration of the solid substrate, and ω is 
the coverage of the immobile substrate. Wang et al. suggested a rewriting of the Contois kinetic model for 
biofilm growth as (2014; Contois, 1959): 




Where q is microbial growth rate, qmax is maximum microbial growth rate, and XS is microbial 
concentration suspended in solution (not attached). Xs has been shown to grow at a slower rate than Xa 
due to its lack of access to a food or carbon source. As Xs decreases and substrate coverage increases, 
microbial growth approaches maximum, according to this model. If the Xs/ω term is replaced by the half 
saturation constant the equation resembles traditional Monod kinetics equation. If the model above is 
related to sorption presented by the Langmuir model (Equation 3.29), it can be rewritten as 
 ] = ]ab[ + 1̂£ab +  
Equation 3.40 




 Other authors have taken the approach of using the biofilm as an extra absorptive surface and 
have adjusted the Langmuir equation of the system to match (Chong and Volesky, 1995). This is 
reasonable due to the more irreversible nature of bacterial attachment to biodegradable surfaces (Qi et al., 
2017). 
3.7 Discussion 
 Various parameters interplay in the design and function of a bioreactor, particularly one that is 
heated and mixed. Four components of the bioreactor were identified- liquid, solid, spongy and gel- in 
order to discuss the properties and various governing equations of each one.  
 For the liquid phase, Darcy, Navier-Stokes and Brinkman equations were discussed with their 
various attributes and uses. The factors that influence the fluid’s viscosity was then discussed, including 
dissolved metal sulfate ions, dissolved organic matter, biofilm thixotropy, and primarily temperature. It 
seems that while several factors effect viscosity of a fluid, temperature- at the solute concentration and 
temperature range of this study- has precedence. Models of density were also presented, particularly in 
which density is a function of concentration and temperature.  
 For the solid phase and solid-liquid phase interaction, the effect of solid matrix on mass transport 
was discussed. The advection-dispersion equation used in modelling was introduced, and the general 
effects of form force, and drag were discussed with relation to solid-liquid mixtures.   
 For the spongy phase, sorbing and swelling mechanics were discussed, as well as the effect of 
temperature on both. Temperature in the range of this study does not significantly impact the ultimate 
percent of swell, though it accelerates the swell to the final size. Sorbing of dissolved material is 
significant in swelling material, as it contains more immobile pore space to trap fluid, and significantly 
accounts for much of initial contaminant removal in bioreactor systems. 
 The degradation of the spongy material is discussed in the spongy-gel interaction section.  The 
properties of a biofilm and growing biomass are discussed in gel, specifically how they relate to the 
temperature and hydrological conditions of a bioreactor. Biofilms tend to stiffen as water velocity 
increases, and tends to soften as temperature increases- a combined temperature compression model has 
not yet been developed for sulfate reducing biofilms. 




3.8 Chapter 3 Symbols and Abbreviations 
Dynamic viscosity……………………………………………………………………………………….. μ  
Permeability ……………………………………………………………………………………………..K 
Velocity of the medium…………………………………………………………………………………. v 
Effective viscosity………………………………………………………………………………………. μ 
Stirring speed…………………………………………………………………………………………… Ni  
Diameter of the mixing cell…………………………………………………………………………….. Di  
Fluid density……………………………………………………………………………………………...ρ  
Empirically derived parameters……………………………………………………………………….. a, b 
Concentration of ferric sulfate in kg/kg …………………………………………………………………C 
Ideal gas constant………………………………………………………………………………………... R  
Absolute temperature………………………………………………………………………………… … T  
Activation energy ……………………………………………………………………………………. . ∆>  
Apparent viscosity …………………………………………………………………………………….. μa 
Flow behavior index ………………………………………………………………………………….... n  
The pseudo-plastic viscosity coefficient………………………………………………………………. μp  
Empirical constants …………………………………………………………………………….. a, b, c, d  
Solids concentration ……………………………………………………………………………………X  
Reference temperature………………………………………………………………………………... Tr  
Fluid viscosity at the reference temperature Tr………………………………………………………. μr 
Temperature constants……………………………………………………………………………… α, γ  
A temperature value constant ……………………………………………………………….………..Tc 
Velocity in the x-direction……………………………………………………………………………... u 
Velocity in the y-direction………………………………………………………………………………v 





Coefficient of volume expansion………………………………………………………………………… e  
Thermal diffusivity……………………………………………………………………………… k 
Scaled pressure over density……………………………………………………………………………… P  
Thermal expansion coefficient……………………………………………………………………. βT  
Concentration expansion coefficient……………………………………………………………………… βs 
Initial or reference temperature……………………………………..……………………………………. T1 
Initial solute concentration………………………………………………………………………………. s1 
Final or local Temperature……………………………………………………………………………… T 
Final or local solute concentration………………………………………………………………………… s 
Initial density……………………………………………………………………………………………. ρ0 
Concentration in the fluid………………………………………………………………………………… C 
Diffusion constant………………………………………………………………………………………. D  
Distance…………………………………………………………………………………………………..z 
Time …………………………………………………………………………………….………………t 
Mobile fraction of porosity……………………………………………………………………………. Pa 
Immobile fraction of porosity…………………………………………………………………………. Pma  
Mobile and immobile concentrations (meq/cm3)…………………………………………………..Cm, Cim  
Mass transfer coefficient………………………………………………………………………………… α 
Hydraulic head………………………………………………………………………………………… H 
Hydraulic conductivity………………………………………………………………………………… KH 
Flow rate…………………….……………………………………………………………………..…… Q 
Concentration of sorbed material………………………………………………………………………….. S  
Volumetric water content………………...………………………………………………………………... θ  
Surface area of adsorbent……………………………………………………………………………….AENT 
Molecular weight of adsorbate ……………………………………………………………………...MWATE 




Maximum adsorption …………………………………………………………………………………..QM  
Equilibrium constant for adsorbate and adsorbent complexing ………………………………………KAD  
Dissolved concentration of adsorbate ………………………………………………………………..CATE 
Capacity for adsorption……………………………………………………………………………… KF  
Favorability of adsorption……………………………………………………………………………. N  
Fraction of sorption sites in contact with mobile liquid ………………………………………………f 
Void ratio …………………………………………………………………………………………………..e 
Stress on the material ……………………………………………………………………………………..  
Compressibility …………………………………………………………………………………………...? 
Constant related to fluid and pore properties……………………………………………………………… c 
Mean square displacement ……………………………………………………………………………<r2>  
Bead size………………………………………………………………………………………………… a 
Elastic modulus………………………………………………………………………………………… G0  
Thermal energy……………………………………………………………………………………….. kBT  
Concentration of attached microbes…………………………………………………………………….. Xa  
Concentration of solid substrate …………………………………………………………………………..Ss   
Microbial growth rate……………………………………………………………………………………. q  
Maximum microbial growth rate……………………………………………………………………... qmax  






CHAPTER 4. LABORATORY EXPERIMENT 
 The author carried out an experiment to establish the kinetic parameters of an inoculated 
anaerobic community in the wastewater from the Rico Mine site. The goal of the experiment was to 
discern the difference in metal removal rates as well as the change in permeability at different temperature 
regimes: 22°C, 34°C, and 5°C, using environmentally relevant components. The findings revealed the rate 
of iron and sulfate removal increased 1.9 times when increasing the temperature 12 degrees Celsius. A 
second goal of the experiment was to test the potential of using nuclear magnetic resonance (NMR) to 
track changes in permeability in the columns as an effect of time and temperature. The NMR captured 
significant shifts in the permeability of the reactor, caused by biofilm development. 
4.1 Introduction 
 Thousands of abandoned mines in Colorado have damaged an estimated four hundred miles of 
aquatic habitat within the state (Emerick et al., 1987). Because conventional treatment systems are 
unfeasible in the majority of abandoned mine sites due to their remote, inaccessible, and extreme weather 
situation, in the last two decades the problem of remote abandoned mine wastewater has been addressed 
by increased usage of “passive systems.” Passive systems are theoretically systems that do not require 
electrical energy in-put or constant chemical feeding (Johnson and Hallberg, 2002). These systems are 
designed to approximate natural wetland systems that were found to remove metal and acidity by settling 
metal oxidative products in the top layer, and immobilizing metal sulfides in the bottom by anaerobic 
sulfate reduction. Some remediation engineers have even routed the acid mine drainage into a natural 
wetland system, which was then modified to ensure sufficient treatment (Emerick et al., 1987). 
 While passive treatment systems, intended to operate with little supervision, are desirable to 
liable companies and the government due to their low cost, common failure modes of passive systems 
prevent them from being truly passive. Regularly, a cold winter will stall a passive wetland, pipes will 
freeze, or clogging will undermine the designed residence time of the contaminated water through the 
system (Johnson and Hallberg, 2002). Additionally the level space requirements necessary to design 
systems for winter months is sometimes difficult and costly to obtain, particularly in mountainous terrain. 
 In post-mining areas in Colorado, many of the ore deposits are associated with a hydrothermal 
system that has left a geothermal signature. The adoption of a passive geothermal heat amendment to a 




corresponding construction cost, and regulate flow through the system to mitigate short-circuiting 
(Dunnington and Nakagawa, 2018). 
 Many of the studies on a mixed anaerobic sulfate reducing community have focused on the ability 
of the communities to function in low temperature or low pH conditions (Tsukamoto, 2003; Janin and 
Harrington, 2015), however few have focused on the difference between circa optimal temperature 
(around 35°C) and circa freezing to evaluate the full potential of a community in a passive reactor system 
compared to the seasonal shifts that a bioreactor community undergoes. The full range of temperatures for 
an anaerobic community is scrutinized in this study, in order to understand the potential impact of a 
heating source, such as solar or geothermal, on the efficiency and longevity of a remote passive 
bioreactor.  
In this study, a flow through column experiment is set up using environmentally relevant water 
sourced from an abandoned mine site in Colorado. Instead of feeding the bacteria a dissolved carbon 
source, typical passive bioreactor components of alfalfa hay and saw dust are used to incorporate the rate 
of carbon substrate degradation into the temperature dependent model. Reduction of sulfate and removal 
of metal are tested at the outlets of the bioreactor columns to obtain kinetic parameters at different 
temperatures (Figure 4.3). Additionally, the growth and precipitation patterns are inspected by scanning 
electron microscopy to investigate the chemical composition of common biofilm-associated precipitates. 
Nuclear magnetic resonance (NMR) is then used to analyze the changes in permeability in the 
system, and to assess its potential as a monitoring technique for a passive bioreactor’s hydrological 
condition. NMR has been used to assess permeability in oil and gas reservoirs and has been useful in 
discerning the different fluid phases: gas, water, and organic fluid. The bioreactor is comprised of similar 
fractions that may be distinguishable by NMR analysis. 
4.2 Materials and methods 
Each mine site has unique characteristics that must be accounted for in the selection and design of 
a remediation technology. Typically a bioremediation strategy is decided by conducting a series of batch 
studies, or bench scale experiments to see the microbes’ specific interaction with the mine water and local 
carbon sources. Lactate and ethanol addition are common in bench scale studies as they have been shown 
to lead to efficient removal of metals and acid from solution. But such amendments are undesirable for a 
self-sustaining passive or semi-passive system. A well-proportioned mixture of fast release and slow 




long term effect on sulfate reduction and metal removal, in addition to aiding in adsorption of metal 
species for short term removal. 
 The contaminants of concern in the test water, sourced from Rico, CO St. Louis Tunnel, are 
copper, zinc, iron and sulfuric acid. The water in Rico, passes through a natural limestone formation, 
adding alkalinity to the system, and raising the pH to a comfortable range for bacterial growth, around 
6.5.  
 Kimble-flex (420401-2505) borosilicate glass chromatography columns, of 25ml volume, 2.5cm 
ID, 5cm length, and 4.91cm2 cross sectional area were selected for experimental growth, since they are 
non-magnetic with a diameter that fit the bench top NMR core analyzer aperture. Three columns were 
initially filled with the three distinct, initially sterile components of the bioreactor: granite pea gravel 
(average dimensions of 7.8mm x 4.9mm x 3.6mm; porosity of 38.3%), yellow pine sawdust (average dry 
dimensions of 1.0mm x 0.7mm x 0.6mm; porosity of 87.7%), and alfalfa hay (average dry dimensions of 
stalks: 37.0mm x 3.2mm x 2.0mm; leaves: 14mm x 3.0mm x 0.1mm; porosity of 76.7%) (Figure 4.1). A 
fourth column was filled with the mixture of the three components, consistent with the composition of the 
experimental columns: packed with 30% alfalfa hay, 40% sawdust and 30% inert pea gravel by volume 
(porosity of 73.0%). This ratio of labile carbon substrate (alfalfa) and more recalcitrant substrate 
(sawdust) was shown to be sufficient for the cultivation of a sulfate reducing community in a passive 
bioreactor (Drennan et al., 2016). Each column was saturated with MilliQ water, covered and left over 
night in a 5°C refrigerator. The initial NMR test determined if the H-NMR technique could distinguish 
between different constituents of the column, particularly the organic portions.  
 




After the initial NMR test, the mixed column was inoculated with 1 mL of anaerobic sludge from the 
Mines Park municipal wastewater treatment plant (Figure 4.2). 
 
Figure 4.2 Taxonomy (phyla and class) of anaerobic municipal wastewater consortia from Mines Park 
wastewater treatment plant averaged from first 275 days of operation (Pfluger, 2017) 
The columns were kept dark and anaerobic at 22°C and fed mine water from Rico, CO at 5 mL/hr 
for two months. Three columns in series were arranged vertically for upflow of influent mine water in 
order to reduce the compression of substrate and prevent short-circuiting in the columns (Figure 4.3). The 
columns and tubing were covered to prevent photosynthetic growth. The residence time of water in the 
column was recorded as 11.6 hours. The major constituents of interest in the mine water were sulfate 
(1200 mg/L) and iron (3.14 mg/L). The water also contained significant amounts of copper (0.04 mg/L), 
cadmium (0.03 mg/L), magnesium (39.97 mg/L), calcium (212.26 mg/L), manganese (2.24 mg/L), 
strontium (2.81 mg/L), zinc (4.70 mg/L) and molybdenum (0.01 mg/L), at an average pH of 6.5. Tygon 
tubing, 1.42mm ID, connected the column and stock water and ran through the peristatic pump, a 
Masterflex L/S (Model 77521-50) with an Easy Load II pump head (Model 77202-50) (Figure 4.3).  
Samples were analyzed for sulfate and iron concentration twice a week using the Hach meter 
5000 and the Hach pillow packet tests Sulfaver and Ferrozine, respectively. The pH, and Eh were also 
monitored to ensure the column was anaerobic and producing alkalinity. Eh, temperature, and pH were 
measured with an Orion meter. Permeability was tested with a falling head test to compare the effect of 
variable temperature on the swelling, compression and aggregation of the organic substrate. 
Environmental scanning electron microscope (SEM) images with Quantax 50 EDS were captured with a 




degradation of carbon substrate in the columns. The column experiment was repeated at 34°C under 
heating lamps in a vertical glass tank, and at 5°C in a Kenmore mini-fridge. 
 
Figure 4.3 Schematic of column upflow set up with mine water fed through the bottom of the column to 
minimize compression of substrate during testing 
The benchtop MagritekTM 2MHz NMR Rock Core Analyzer was used for analyzing the column 
samples before and after the 2 month growing period. ProspaTM Programming software was used for the 
data inversion. Laplace non-negative least square fitting was used for the data inversion (Lawson and 
Hanson 1974; Buttler et al. 1981). Longitudinal relaxation times (T1) were acquired using inversion 
recovery (IR) pulse sequences; and transverse relaxation times (T2) were acquired using Carr-Purcell-
Meiboom-Gill (CPMG) pulse sequences (Carr and Purcell 1954; Meiboom and Gill 1958). For each 
column, the NMR analyzer was allowed to run for long enough to obtain maximum polarization and full 
decay of the magnetic signal, with short enough echo spacing to remove the effect of diffusion. 
Parameters were selected for each sample for a minimum signal-to-noise ratio of 100, inter-experimental 
delay of 10000ms, with 50,000 echoes, and an echo time of 100ms. Background NMR readings of the 
column and ambient environment were collected and subtracted from the sample NMR readings. 
4.3 Results 
 The results are reported in two sections: the results gathered from the column experiment in the 








4.3.1 Experimental results 
 Figures 4.4-4.8 show the raw data for collected samples by species and temperature. Comparative 
Iron outlet concentrations are shown in Figure 4.6. Sulfate concentrations at three outlets are shown for 
22°C and 34°C in Figures 4.4 and 4.5, respectively.  
 
Figure 4.4 Sulfate concentrations at 22°C over a two month period, dates of collection 
In the 22°C run, a steady sulfate outlet concentration was achieved in 34 days with a removal of 
about 33-50% original sulfate, at a rate of be 0.000512 mol/L/hr. In the 34°C run, the column reached 
steady state in 18 days. The average sulfate removal at steady state was 66.7% showing agreement with 
similar studies based on efficient compost reactors (eg. Dev et al., 2016). The 34°C had a sulfate removal 
rate of about 0.001042 mol/L/hr. The 34°C system had no lag time while the 22°C had a growth lag time 
of 5 days.  
Using a yield value of 11.097 g Sulfate/g SRB based on stoichiometry shown in Reaction 4.1, the 
rate of steady state microbial growth at 22°C was found to be 3.99E-5 mol/L/hr. At 34°C the rate of steady 
state microbial growth was found to be 7.98E-5 mol/L/hr. 
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Figure 4.5 Sulfate concentrations at 34°C over a two month period, dates of collection 
For iron (Figure 4.6) the system had a lag time of about five days for both temperatures. The 
steady state removal of iron in the 22°C system was complete, as the outlet values fell below detection 
limits, while the 34°C system had a removal of about 93%. The temperature increase may have resulted in 
slight re-dissolution of the iron through the tank through higher disintegration rates of organic material, 
since earlier outlet concentrations read lower than the final outlet concentration. Steady concentration at 
the outlet for the 34°C system was reached after 15 days and for the 22°C system after 31 days. After 30 
days the 5 degree column began to fail, letting 75% of the iron pass through. 
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Figure 4.7 Log scale of iron concentration by time for first 30 days in order to obtain first order 
rate coefficients 
 
Figure 4.8 Log regression comparison plots of sulfate at 22°C and 34°C 
y = -0.0604x + 0.7727
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Figure 4.9 Sulfate reduction rates at the three temperatures tested with log regression and omitted 
outliers 
 
Figure 4.10 Arrhenius fit with the experimental results from the three different temperature 
regimes 
The log scaled charts are useful as a rudimentary comparison of removal rates, interpreted for 
systems that behave as first order-reactions, proportional to one reactant. The increase of 12 degrees from 
22 to 34°C results in a rate coefficient increase of about 89% for iron removal and 99.5% for sulfate 
removal (Figure 4.10). There are various theories on the types of reaction models best suited for a sulfate-
reducing compost reactor. One recent study related experimental results to an uncompetitive inhibition 
model (Dev et al., 2016).  The data presented here suggests that the reaction follows an Arrhenius 
y = 54ln(x) - 89
y = 28ln(x) - 35



























































function for a single rate-limiting reactant. For sulfate removal, the Arrhenius constant (Af) was found to 
be 0.9 s-1 and the activation energy (E) 39.8 kJ/mol (Equation 4.1).  
The activation energy found for this system is higher than the activation energy previously 
calculated for sulfate reduction by only D. desulfuricans in NH4+ of 29.1 kJ mol-1 (Characklis and Gujer, 
1979), and it appears more similar to activation energies of cellulolytic enzymes (around 40kJ/mol). The 
Arrhenius function matches all empirical k values with an error of less than 5%. 
4.3.1.1 SEM images 
An environmental scanning electron microscope (ESEM) was used to investigate the physical and 
chemical alterations that took place within the column during the experiment. Initial images of the 
sawdust and alfalfa hay are shown in Figure 4.11. 
After a two month reaction time, the bottom column substrate accumulates white flecks on its 
surface (Figure 4.12). Energy-dispersive X-ray spectroscopy (EDS) analysis shows that the white 
particles are most likely an iron oxide or iron hydroxide precipitate.  
In the middle column rounded particles of zinc and sulfur appear on the scale of three microns, 
indicating the precipitation of more stable (less soluble) metal sulfides (Figure 4.13). Similar aggregates 
of size, shape, and composition were found in natural biofilms of sulfate reducing bacteria by Labrenz et 
al. (2000). Inspection of substrate from the top column shows advanced degradation and scattered 
precipitates with an EDS spectra showing iron and sulfur in relative abundance (Figure 4.13).  
The alfalfa leaf structure was not visible in the degraded columns, suggesting the leaves were 
completely degraded during the 2 month period column run. The sulfide precipitation tends to occur in 
heavily degraded zones or along new features developed in the two month run time, interpreted as biofilm 
growth. Calcium carbonate was also a notable mineral found in the top column, suggesting that alkalinity 
was not completely lost or consumed in the bottom two columns. 
4.3.2 NMR results 
At the onset of integrating NMR into this experiment, a set of control vials were recorded in the 
NMR to see if the various materials returned distinguishable porosity signatures. Saturated vials of alfalfa 
hay from a pet store, pea gravel from a garden store, yellow pine sawdust from a hardware store, and a 





Figure 4.11 Initial substrate material of column. Top two images are of alfalfa (left: leaf at x500, right: 
stalk at x250); bottom image is of saw dust at x250 
 





Figure 4.13 Left: 22°C middle column with zinc sulfide deposits on a biofilm at 7000 magnification; 
Right: 34°C top column with scattered precipitates at 1000 magnification 
  
 
Figure 4.14 Compiled T2 relaxation spectra of various components 
The graph presented in Figure 4.14 has T2 in milliseconds on the x-axis, and an arbitrary 
“porosity unit” (p.u.) for the y-axis, used for comparing the relative abundance of water in each distinct 
pore size. A distinct T2 relaxation cutoff emerges at 219 ms for all four samples. The mobile fraction 
calculated using this T2 cutoff is shown in Table 4.1. As one might expect, the pea gravel has the highest 
mobile fraction porosity. Since the other substituents swell, they can accommodate more water in their 
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sawdust is composed of smaller particles and is highly compressible the low mobile fraction porosity is 
reasonable to expect. The mixture vial has a mobile fraction slightly lower than the average of the three 
isolated component vials: 0.954 compared to the 0.959 average. Unsorted mixed media is expected to 
have a lower mobile porosity than well-sorted media.   
Table 4.1 Mobile fraction in saturated matrix material 
Component Mobile fraction of Porosity 
Alfalfa Hay 0.959 
Sawdust 0.936 
Pea Gravel 0.984 
Mixture 0.954 
The smallest peak in the 0.01 to 1ms T2 range occurs exclusively for the organic matter-
containing samples: saw dust, alfalfa hay, and mixture. This peak is perhaps indicative of the more 
restricted movement of hydrogens in the cellulosic or lignin molecules within the plant material, apparent 
by this peak’s persistence in woody material that has been dried to 0% moisture content (Sharp et al., 
1976). This is also evident by the absence of the peak in the gravel spectrum. However, since the NMR 
instrument loses sensitivity at that T2 range, the remainder of the discussion will focus on the peaks that 
lie in the range greater than 1ms, which is related to the water content in the sample. 
In the above 1ms range, three groups of peaks emerge for the four distinct columns (Figure 4.14). 
In the 219-1500ms range, the spectra show pore volume that exist in the macro-pore space, wide and 
connected that initially comprise the vast majority of the pore volume. The 1-6ms range shows the 
swollen or micro pore space, and the 8-120ms range can be considered the mesopore space between 
particles where particles are aggregated, or ultimately the hydrogel in which the biofilm exists.  
After a two month run of the column at 22°C, the integration of either side of the T2 cut-off shows 
the macro fraction of the porosity decreased from 0.95 to 0.44 (graph shown in Figure 4.15). The biomass 
presents similarly to a medium viscosity oil-wetting in the NMR signal, with a lower relaxation time than 




have shifted left, indicating a general decrease in pore sizes across the column. The amplitude difference 
between the initial and 2 month mature samples could be due to a presence of gas, biomass, or dissolved 
organic molecule presence, affecting the hydrogen density. The shift in T2 corresponds with a growth 
media strength of between 25 and 50% as recorded in other biofilm NMR studies (Vogt et al., 2012). 
219ms was selected as the T2 cutoff for calculating meso and micro porosity versus macro porosity 
fraction in column. The migration of overall relaxation times (right to left) corresponds to the decrease in 
pore sizes (Figure 4.16). The larger pores have been filled with a smaller pore network. Similar migration 
is seen in oil reservoirs when a geologic unit is oil enriched (Coates et al., 1999). 
 
Figure 4.15 Column permeability after 22°C for 2 months 
One significant difference between biomass and oil in terms of occupants of a porous media, is 
that biofilm grows by consuming substrate, meaning the matrix is being replaced as the biomass grows. 
Oil fraction is often calculated in reservoir H-NMR by subtracting a solely-brine occupied signal from an 
oil-bearing one. Biomass content cannot be estimated by such a method, since significant removal of 
initial matrix is also expected. 
 The total area under the curve drops from 1619 to 1018 after two months of reaction in 22°C, 
suggesting the increased presence of organic products of the carbon source’s dissolution or 




























carbon substrate removed, the reduction in area under the T2-Amplitude curve is representative of low 
density hydrogen molecules, compared to water, such as acetic acid or lactic acid. 
 
Figure 4.16 H-NMR comparison of before and after the biomass grew in the test column 
Subtracting the total difference in area, the positive difference in the initial and 22 degree 
columns matches their negative difference (Figure 4.17). This suggests that the change in void size is due 
to a “rearrangement of pore spaces,” and that the rearrangement occurs at every pore scale, but mainly in 
the macro-pore range. This 51% of pore space that moves from the macro to the meso-range suggests a 
growth of biomass, while the 100% increase in the micropore space may be due to increased degradation 
of the carbon substrate or increased swelling since it is representative of water in a capillary pore space. 
A separate column ran for two months at an average temperature of 5°C. The column removed 
iron in the first 30 days of its run time, then the removal declined (Figure 4.6), indicating a decline or 
continual lack of microbial activity in the last month of the run-time. The NMR signal shows that while 
amplitude has declined, indicating a dissolution of organic substituents into the column solution, there is 
less of a peak in the 77 to 235 ms range where the biofilm signal seemed to appear in the 22 degree 
column. The area under the curve in the 22 degree signal is about two times higher than the signal from 
the 5 degree run. This pattern suggests that either bacteria formed in the 5 degree column at half the 
































degradation and rearrangement in the column. Since the 5 degree spectra shows increased volume in the 
larger pore spaces in addition to added volume in the smaller pore spaces, this could signify fluid flow 
opening dominant channels while compressing peripheral fractions. 
 
Figure 4.17 Difference plot of before vs after 2 month reaction time in 22°C 
Falling head permeability tests were conducted to compare the results found in the NMR analysis. 
The falling head tests were repeated three times at room temperature, using stock mine water from Rico. 
While the permeability from the 34°C column was shown to be 17% higher than that of the 22°C column, 
the permeability of the 5°C column was shown to be almost 300% times higher. The decrease in 
permeability from the 22°C experiment to the 34°C experiment is in agreement with the biofilm study 
conducted by Seki et al. (2005), which found that hydraulic conductivity (directly related to permeability) 
in a biofilm growth column was the lowest at 25°C, even though bacterial growth rate increased from 15 
to 30°C. 
Upon comparing the three permeability models, the Schlumberger-Doll Research, and Kozeny-
Carmen models showed a difference in one order of magnitude from the initial column reading to the 
final. The Schlumberger-Doll Research model result was never more than 6.6% from the falling head test 
result. The Kozeny-Carmen values were slightly closer to the falling head test results with a maximum 
difference of 6.2%. The Timur-Coates model showed the most extreme shift in permeability values of the 



























pore space, while the biofilm actively moves water through this hydrogel in small channels (Stoodley et 
al., 1994). About a 77% average reduction in permeability was found in the experimental analysis of the 
22 degree reactor columns after a 2 month run, which is typical for anaerobic biofilm growth (Taylor and 
Jaffe, 1990). Generally, the Schlumberger-Doll, and Kozeny-Carmen permeability models return values 
in the experimental range of the bioreactor columns. 
Table 4.2 Permeabilities calculated from average three falling head tests 






Table 4.3 Permeability analysis using the Schlumberger-Doll Research model (kSDR), Timur-Coates 
model (kTC), and Kozeny-Carman model (kKC) in cm2 
NMR Permeability Models Initial 22°C 5°C 
Schlumberger-Doll 7.38E-04 1.85E-04 6.12E-04 
Timur Coates 1.67E-02 2.38E-05 6.04E-04 
Kozeny Carmen 7.35E-04 1.84E-04 6.10E-04 
 
4.4 Discussion 
 A temperature increase of 12°C tested in this study increased the rate of sulfate removal 1.9 times 
and the rate of iron removal 2 times in the anaerobic, woody substrate columns. A 51 % shift of macro to 




month period. The bacterial biofilm growth is expected to be the primary cause of the lower average 
relaxation times in the T2 relaxation plot, since the cold column where sulfate removal failed does not 
exhibit the same shift (Figure 4.12). The growth of biofilm also corresponded with a 75% reduction in 
permeability, according to the Kozeny Carmen equation, though more work on using NMR for estimating 
biofilm permeability will need to be done to have confidence in this method. Methanogenic activity may 
account for a lowering in the amplitude as natural gas tends to have a similar effect on petroleum well 
logs, and methanogens exist in the inoculum at 7-11% (phylum: Eyryarchaeota, Figure 4.2). Additionally 
organic molecule products of decomposition can reduce the amplitude of the NMR signal due to lower 
proton density in the fluid (Allen et al., 1997). A diffusion NMR test would be needed to more accurately 
distinguish the phases of the column fluid between gas, viscous organic, and water. The NMR test could 
also identify the increase of pore space in the micro range which relates to increased degradation of the 
carbon substrate material. 
 Two of the three permeability models developed in the field of petroleum exploration adequately 
captured the initial permeability and the order of magnitude decrease in permeability in the section of 
column tested, proving suitable for monitoring permeability in a bioreactor apparatus. More biofilm 
environments must be tested before the models can be fully adopted by the field of environmental 
engineering, but the current findings are promising, as the NMR could distinguish the fraction of water in 
a biofilm regime and the water in unbound pore space. Additional new analysis, specific to identifying 
increase of the capillary pore space, can further the understanding of the extent of carbon substrate 
decomposition non-destructively, which could contribute to lifetime estimations and better design of 
anaerobic bioreactors. The effect of different organic fractions and contaminants at different 
concentrations on the returned H-NMR signal is still largely unknown in the field of NMR applications. 
These studies show that NMR is capable of distinguishing biofilm from organic substrate, and adequately 






CHAPTER 5. MODELLING 
 The progression of models displayed in this chapter has increasing complexity. The first model is 
based on kinetics of isolated bacteria in a rigid matrix with isothermal conditions. The next model shows 
how discreet changes in permeability significantly change the heat transfer and hydrodynamics in a non-
isothermal system. Then, a model is developed which combines the temperature dependent sulfate 
removal rate, microbial accumulation, thermal properties of the woody matrix, fluid convection and heat 
transfer in a fully coupled system.  
5.1 Isothermal models of bioreactor columns 
With an average temperature of 14°C, water already present in many abandoned mine 
environments can easily address the problem of freezing pipes and stabilize microbial reaction efficiency 
using reliable geothermal engineering technology. Not only would the warm water prevent freezing and 
stalling of the bioreactor systems, a nearby hot spring could provide consistent bacterial inoculate for the 
reactor, as well as stabilize reducing conditions, if the specific spring water is suitable.  
Because temperature conditions would allow microbes to function at more optimal rates, the 
spatial requirements of geothermally driven remediation systems would be dramatically reduced. A 
simple model based on temperature dependent Monod kinetics with isothermal plug-flow in a porous 
media was developed to illustrate the potential effect of a temperature amendment in a sulfate reducing 
bioreactor. 
5.1.1 Microbial modelling based on isolated populations 
A comparison of maximum growth rates across cellulolytic species reveals a strong dependence 
of growth on temperature (Lynd et al., 2002). Cellulose degradation rates appear roughly similar under 
oxic and anoxic conditions, around 0.05 g cellulose degraded per g initial cellulose per hour at 35°C. 
Anaerobic cellulolytic bacteria tend to function within a narrow pH range (6-8) in laboratory studies, 
although cellulose degradation has been observed in nature at a pH as low as 4.5 (Lynd et al., 2002). 
Since significant variation in microbial kinetics has not been reported within the pH or Eh range of this 
study, pH and Eh will not be factors in the model. Cellulolytic max growth rate and substrate utilization, 
on the other hand, is largely dependent on temperature, a focus of this model. Table 5.1 shows the 
observed kinetic parameters of cellulose degradation under various temperature regimes, averaged over 




respond to higher temperatures with significantly increased rates of cellulose and lignin degradation 
(Donnelly et al., 1990) 
Table 5.1 Cellulolytic Bacteria Kinetic Parameters where μ is the maximum growth rate for cellulose 
degraders, k’ is rate constant of cellulose degradation; CE signifies cellulose, and VSS is volatile 
suspended solids synonymous with biomass (From Lynd, 2002) 
CLB Variable Units Value 
μ (50°C) (1/day) 4.8 
μ (40°C) (1/day) 2.4 
μ (30°C) (1/day) 0.48 
k’ (30°C) (1/day) 0.648 
k’ (35°C) (1/day) 1.20 
k’ (39°C) (1/day) 1.68 
k’ (60°C) (1/day) 3.84 
Y (g VSS/g CE) 0.183 
 Using the appropriate kinetic values for given temperatures, cellulose degradation was estimated 
to find initial carbon substrate for the bioreactor model. The time used to determine degraded cellulose 
available for the system, was the hydraulic residence time, Ɵ = V/Q = 9.6 hrs. The initial cellulose 
available for degradation was calculated, assuming a system with 40% porosity, 60% woody substrate (in 
the form of wood chips). So in a liter volume, 600 mL is wood chips. Using a standard density for 




available for degradation at a time, 2,280 mg/L initial cellulose in the reactor is assumed. The cellulose 
degraded is then calculated to be 887 mg/L. Using the yield calculated from earlier stoichiometry, YLa/Ce = 
0.859 g/g, the theoretical initial lactate concentration in the biofilm reactor is 762 mg/L.  
  As temperature decreases, values for the cellulose degradation term can be conservatively 
(relative to the experimental numbers given in Table 5.2) adjusted to provide the concentration of initial 
substrate, as equivalents of lactate. The values chosen represent reasonable cellulose degradation rates at 
the various temperatures with reasonable initial availability of lactate, S° (mg La/L).  
Table 5.2 Derived initial substrate values based on cellulose degradation with temperature 
Temperature (°C) CEd (g/g-hr) CE° (mg/L) YLa/Ce S° (mg 
La/L) 
35 0.05 887 0.859 762 
25 0.0254 499 0.859 429 
15 0.0129 267 0.859 230 
A study from 2002 looked at the effect of temperature and sulfate loading on sulfate removal 
(Moosa et al.). Feeding a controlled quantity of acetate to the sulfate reducing population, the study 
evaluated the changes in Monod kinetic parameters, which are summarized in Table 5.3. 
Table 5.3 Monod Kinetic Parameters from Moosa, 2002, units adjusted to suit the means of this study. 
Yield considered constant over temperature range 0.107 g VSS/g La 
Temperature (°C) Ks (mg/cc) b' (1/day) μ (1/day) q (1/day) 
20 0.949 0.192 1.44 13.5 
25 0.293 0.528 1.44 13.5 
30 0.123 0.6 1.44 13.5 




In order to acquire parameters for 15°C comparison, the data was plotted and parameters were 
extrapolated from Figure 5.1. Results from the extrapolation are presented in Table 5.4. 
 
Figure 5.1 Orange line represents b’ values over the given temperature range; blue line represents Ks 
values over the temperature range. Linear regression (dotted orange line) was used to extrapolate the b’ 
value at 15°C; exponential regression (blue dotted line) was used to extrapolate the Ks at 15°C. 
Table 5.4 Model parameters based on literature values, extrapolation from literature values and 
conservative estimates based on literature values 
  Temperatures   
Parameter Units 35°C 25°C 15°C 
q mg La/mg VSS-day 13.5 13.5 13.5 
Ks mg/cm3 0.016 0.293 2.107 
b 1/day 0.912 0.528 0.112 
CEd mg CE/mg CE0-hr 0.05 0.025 0.013 
S0 mg La/L 762 429 230 
 X = ] [ +  ^? Equation 5.1 
y = 4.0611e-1.312x
R² = 0.9667





























 Xb = O ]  [ +  ^ − d ^  Equation 5.2 
In the Monod equation (Equation 5.1), rs is the rate of substrate utilization, q is the maximum rate 
of substrate utilization, K is the half saturation constant, Xa is the concentration of active bacteria, and S 
is the concentration of limiting substrate, in this case it is taken to be sulfate. In Equation 5.2, Y is the 
yield, defined as g cells grown per g substrate, and b is the decay rate for the microbial population. While 
empirical and commonly used in microbial studies, the Monod equation bases the microbial growth on 
the concentration of a single limiting substrate and the microbial population, so it is merely a rudimentary 
way of looking at microbial reactions (Rittmann, 2001). 
5.1.2 Hydrodynamic microbial kinetics coupled modelling 
COMSOL Multiphysics® is used to couple fluid flow in a porous media according to Darcy’s 
Law of laminar flow, Bruggeman effective mass transport parameters, and microbial growth and decay 
kinetics and substrate utilization according to Monod rate equations. The values used for q, K, and Y were 
based on microbial standard values for heterotrophic sulfate reducing bacteria, using the simple organic 
carbon source, acetate (Rittmann, 2001; Moosa, 2002). A temperature increases of 10°C influent waters 
were applied to the model by using the parameters in Table 5.4, gathered and extrapolated from literature 
data. The modelling range of 20°C represents the feasible temperature increase of a geothermally heated 
system, while maintaining a realistic range for microbial performance.  
The model (shown in Figures 5.2-5.4) is a tube of 2cm diameter, with a porous matrix filling from 
2 cm to 9 cm along the tube’s horizontal axis, in which all the reactions take place. The model assumes 
incompressible, laminar flow of a material with the fluid properties of water, with uniform temperature 
throughout the model. The diffusion coefficient of the reactive substrate, in this case a simple organic 
compound is 1e-6 m2/s. The porous matrix has a porosity of 40 percent, a permeability of 1e-9 m2. 
Contaminated fluid flows in from the left end at 0.05 cm/min and leaves through the right end 
with a driving pressure of 0. The kinetics chosen relate to lactate utilization, as simple carbon compounds 
are typically the limiting substrate in SRBR sulfate reduction, and have a stoichiometric relationship with 
sulfate removal. Sulfate is used as an analog for metal contamination in the modelled water, since sulfate 
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Figure 5.2-5.4 Concentration gradient of sulfate without heat, with 10°C increase of influent (15 
to 25°C) and with 20°C increase of influent (35°C), respectively. Their corresponding plots show the 
microbial concentration along the tube’s horizontal axis (blue line), and decline in sulfate concentration 
(pink line). 
The results shown in Figures 5.2, 5.3 and 5.4 are the sulfate concentrations in the 3D surface plot, 




column length, or distance from the inlet, plot. The 2D plot also shows microbial concentration over 
length, or distance from the inlet. 
The model shows that a modest increase of 10°C in the influent water reduces the space in which 
the initial sulfate is removed by about 60 percent (Figure 5.2 and 5.3). A 20°C would reduce the space 
requirement of a bioreactor by over 80 percent (Figure 5.4). Since the model is a stationary study, the 
evolution of the bioreactor over time is not captured. The microbial concentration shows an expected 
growth pattern, with maximum growth rate possible given temperature conditions with maximum 
substrate concentrations, and a decay pattern after substrate has been depleted.  
Figure 5.3b shows an ideal case, in which the reactor is designed for the residence time required 
to remove the desired concentration of substrate, or contaminant in this case. Although Figure 5.4b 
presents a condition in which the contaminant is removed more quickly, the theoretical bioreactor would 
have to sustain a more active and diverse biological community, depleting the carbon sources at higher 
rates than necessary for the treatment. With the typical temperature fluctuations current bioreactors face, 
their microbial activity oscillates between a 5.2b and 5.4b pattern, depleting carbon sources unpredictably 
and unnecessarily in the summer months, and reacting slowly in the winter months. 
 
Figure 5.5 COMSOL compilation: space requirement for sulfate treatment goal based on temperature 
     The relatively steady cell growth observed under Figure 5.3b conditions also promotes even flow 
through the entire media, avoiding straining or clogging that might occur in a sudden shift to warmer 























is visible.  Clogging or straining of any sort of porous media creates the issue of flow-through, where 
faster channels of water allows contaminants to bypass the system. 
 The model presented serves as a template for kinetic study. Since the parameters used here are 
derived from pure culture studies, the results correspond to the behavior of a single type of cellulolytic 
bacteria, and sulfate reducing bacteria. Kinetic parameters obtained from representative mixed cultures at 
the different temperature regimes will have a better correspondence to reality. 
5.1.3 Discussion of isothermal column model 
The results of this study show the effect of differing temperature regimes on an ideal plug-flow 
design. Using conservative substrate utilization parameters that change with temperature from empirical 
studies, such as the half-saturation constant, maximum substrate utilization constant and microbial growth 
and decay, the decline of sulfate and growth of bacteria was simulated. In a plug-flow set-up with 
isothermal flow, the 25°C system removed 60% more sulfate than the 15°C system in the same spatial 
extent, and the 35° system removed 80% more sulfate than the 15° one. The study exposes how much 
extra space must be designed to accommodate winter kinetics in a passive system, and the potential for 
temperature control in microbial growth and consequently variable permeability in the system.  
The model is limited by the parameters used, which were gathered from studies on uniform 
bacterial populations, feeding on uniform substrate, which is not representative of a passive field 
bioreactor. This preliminary model also shows the flow and kinetics in an idealized, isothermal, plug flow 
system, while in real reactors non-isothermal conditions, and preferential flow paths are inevitable. The 
next challenge in modelling will be to incorporate kinetic parameters based on a more realistic 
composition of microbes and substrate, and model the flow as non-isothermal with more variable 
flowpaths. 
5.2 Mechanics of a bioreactor 
The implications of geothermal facilitation of a bioreactor for the treatment of mine wastewater 
are not straightforward. The artificially high temperature gradient imposed on the tank reactor results in 
convection cells in the water if the inflow rate is adequately low. Convection cells produce a non-
turbulent self-stirring system, typically deemed beneficial in treatment technology. Mixing and 
recirculation of treated waters dilute toxic chemicals such as hydrogen sulfide, increase pH in the case of 




plug-flow-like regime, front-end accumulation of toxic materials is detrimental to treatment. Often front-
loading problems are alleviated with recirculation or recycle in the system (Chian and Dewalle, 1977; 
Witt et al., 1980; Ferguson et al., 1982). 
 The elevated temperatures also impact numerous kinetic factors including dissolution of 
substrate, microbial growth and decay, reaction rates, precipitation rates, product composition, as well as 
spatial distribution and composition of the microbial community. This section will primarily focus on the 
hydromechanical implications of an imposed temperature gradient on the system, as well as a rudimentary 
contaminant decay model with temperature dependence, as contaminated water flows through a 2D 
system.  
Stirred and heated bioreactors are referred to as “high-efficiency systems,” and are often 
associated with municipal or urban industrial wastewater treatment systems. A stirred tank can improve 
residence time and distribution of microbes, alkalinity, and a given contaminant in the system. It also 
helps to prevent “short circuiting” of the system due to bio-accumulation, when streamlines carry 
contaminated water through the system without allowing for the designed hydraulic residence time. One 
design goal is to set the varying parameters to create convections cells that are symmetrically distributed. 
Convection cells promote stable flow paths for reliable heat-mass-hydro-chemical processes.  
The goal of this modelling study is to evaluate the hydromechanical implications of imposing an 
artificially steeper temperature gradient by using geothermal heat in a subterraneous bioreactor. Few 
studies have coupled computational fluid dynamics with heat transfer and microbial kinetics, due to the 
complexity of the model (Xie et al., 2016). Statistical models, microbial models and anaerobic digester 
mechanistic models omit the hydrodynamic aspect of bioreactors, which becomes particularly significant 
in mixing systems.  
In the initial scenario, there is a 2.7x1m tank (length x width). The temperature at the base of the 
tank is held constant at 313.15 K, the average temperature of a geothermal spring in Rico, CO. The sides 
of the reactor have a cooling effect on the fluid, down to a temperature of 278.15 K, a steady-state winter 
ground temperature of about 6 feet below the surface (NRCS, 2017). The initial temperature of the 
inflowing water is 289.15 K, which is an average outflow temperature of underground mine wastewater in 
Rico. Inflow comes from the upper left side of the tank and outflow goes through the bottom right of the 
tank. The tank is given a porosity of 0.8 to reflect a typical bioreactor’s initial conditions. The free or 




COMSOL Multiphysics couples laminar flow and heat transfer in fluids to model the altered flow 
paths of a heated fluid within a given 2D or 3D geometry using the finite element method. This problem 
is ultimately a three-way coupling problem in which heat transfer and fluid flow are coupled and then 
applied to temperature and concentration dependent biochemical reactions in the fluid of the system. The 
solutions for laminar flow are based on the Brinkman equations, which are used when modelling a liquid 
phase within a solid phase porous domain. The Brinkman equations add a viscosity term to the traditional 
Darcy equation, which becomes relevant for evaluation fluid flow through different temperature profiles. 
The Brinkman equations also drops the inertial term from the Navier-Stokes Equations, allowing for a 
simplified calculation for low velocity flow conditions. The flow field is determined by the solution of the 
momentum balance equation in two dimensions: 
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¦ + § ∇¨ + ∇¨ − 5§ ∇ ∙ ¨©ª − ! « + +|¨| + $ ¨ + ­ = 0       
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Equation 5.3 
where ρ is fluid density, μ is dynamic viscosity, u is velocity, ε is porosity,  is a mass source or mass 
sink (SI unit: kg/(m3·s)), p is pressure, F is force as a result of gravity and other volume forces, and kbr is 
permeability. The Forchheimer term + with SI units of kg/m4 contributes a viscous drag force. 
Uppercase I is the moment tensor and T is temperature. 
 Heat transfer is modeled in the liquid phase and in the solid phase. 
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     Equation 5.4 
      Equation 5.5 
Using user-defined thermal conductivity keq, density ρ, and specific heat capacity CP for each domain, 
reflecting properties of water in soil. ƟP is the volume fraction term, given by 1-ε. 
The parameters that are under the control of the designer for an implemented wastewater 
treatment system are shape and dimensions of the tank, heat source placement and distribution in and 
around the tank, outlet and inlet position; these variables can be  selected to form various convective cell 




temperature, outside temperature and seasonal temperature fluctuation (though this fluctuation can be 
mitigated by burial depth), as well as geothermal spring temperature and contaminant concentration in the 
waste stream. 
Another distinguishing factor of high rate anaerobic bioreactors from conventional passive 
systems, is the mixing capability (Lemos, 2007). Often passive systems are amended with plants in order 
to increase contact time and nucleate precipitation of metal products. However, settling and clogging in 
such systems result in flow-through, which reduces their spatial efficiency. A simple geothermal 
amendment to the passive system would impose a temperature gradient capable of inducing convection 
cells, which mix the overlaying mixture. Selectively placed heat sources along the base of a reactor even 
help produce discreet convection cells, which can begin to approximate continuously stirred tank reactors 
(CSTR) in series, an approximation of plug flow used in municipal and industrial wastewater treatment 
(Reynolds and Richards, 1996). Where N is the number of CSTR in series, k is the reaction rate (units of 
time-1), t is the total hydraulic residence time, and C and C0 are final and initial contaminant 
concentrations, respectively. For a steady-state, first order reaction, the final concentration for CSTR in 
series becomes 





The contribution of three mixing cells on a system alone should decrease the necessary average 
residence time by 60% to treat the water to the same level (90% reduction in contaminant) as a single 
mixing cell, without considering the temperature’s effect on reaction rate.  
After calculating temperature based fluid flow in a porous media according to the Stokes-
Brinkman equations and heat transfer in porous media, COMSOL applies the simple temperature 
dependent contaminant reaction rates as mass moves through a heated system: Reaction = − kr x 1.07¸¹U where kr is the reaction rate observed at 295 K. Contaminants found in the acid mine 
drainage around Rico consist primarily of zinc, copper and sulfate. The reactions to remove sulfate is the 
focus of the kinetic study referred to in this section.  






Figure 5.6 Schematic of model coupling  
5.2.1 Results of hydrothermal coupling 
 Simulations were run to test the robustness of mixing cells against inflow velocity, seasonal 
temperature variation, heating element placement, as well as the ultimate impact on temperature 
dependent contaminant reactions.  
5.2.1.1 Changing inlet velocity 
The initial simulation features the 2.7x1 meter tank, with an evenly heated bottom wall at 313.15 
K, inlet flow from the top left corner, and matching outlet flow from the bottom right corner. In order to 






















   
   
   
   













   











was tested at 10e-6 and 15e-6 m/s, shown in Figure 5.7 (left and right respectively).  The destruction of 
the convective cells produces a large “dead” (low flow) region at the entrance of the tank. Dead zones are 
not ideal in a tank design, as they promote accumulation of mass and ultimately short-circuiting, when the 
intended residence time of the designed system is undermined. 
 
 
Figure 5.7 Devolution of the convection cells and subsequent heat transfer when raising the inflow 
velocity to 10e-6 m/s (left images) and 15e-6 m/s (right images). Outside temperature is 5°C (278.15 K). 
Top images are velocity fields, with black lines being streamlines, and red arrows as velocity vectors. 
Bottom images are heat maps: whiter is hotter and redder is cooler. 
At 10e-6 m/s, the evolution of a weaker fourth convective cell is apparent, with a corresponding 
distortion of the hot front from the bottom of the tank. At 15e-6 however, the first two convective cells 
are destroyed and the heat distribution is similarly tempered. The average temperature on the side of the 
inlet decreases as velocity into the tank increases, limiting the water’s exposure time to geothermally 




5.2.1.2 Simulating seasonal temperature variation 
Typically mine wastewater systems are designed to suit a winter environment, to ensure the 
mostly dormant microbial populations can react sufficiently to treat the contaminant stream. However, the 
shallower temperature gradient produced in the summer time should negatively impact the buoyancy 
driven convective system within a subterraneous tank.  
Raising the outside temperature to average summer ground temperatures, of 16°C (289.15 K), 
decreases the number of well-defined convective cells to just two (Figure 5.8). The cells are oriented in a 
way that prevents streamlining through the tank though, maintaining a tortuous path for the waters to 
follow. 
 
Figure 5.8 Velocity (left) and heat (right) maps of “summer” outside temperature, at 16°C, and inlet speed 
at 5e-6 m/s  
One feature to note in the “summer” simulation (Figure 5.8) is that the left most convection cell is 
rotating counterclockwise in the summer, rather than clockwise as it did in the winter. The 
counterclockwise rotation produces a shearing zone between the leftmost convective cell and the sheared 
partial cell in the middle. The shear zone results in dead space that constricts the flow on either side, 
perhaps resulting in the increased circular velocities. The two main convective cells occur, rather than 
three, with the reduced temperature gradient in the tank.  
In order to represent the additional flows experienced in summertime, an additional simulation 
investigates a summer tank with increased inflow. If water inflow rate is increased by 20%, while 




cells, one still being sheered in the middle, moving against flow from the leftmost convective cell (Figure 
5.9).  
 
Figure 5.9 Coolest temperature of 16 °C with inflow rate of 6e-6 m/s 
5.2.1.3 Configuration of heat source 
Placement of the heating element is another controlled variable in the design of a geothermally 
facilitated bioreactor. Geothermal heat could be transferred into the reactor to increase heat distribution to 
the upper levels of the reactor and perhaps reduce “dead zones” produced in the system. By adding three 
heat sources in the 2D simulation that heat is distributed more symmetrically in the system and there is 
less area of “dead zone” where velocity is near zero and material can accumulate.  Creation of the heat 
source also seems to encourage the formation of more convective cells without changing the baseline 
inflow speed of 5e-6 m/s. The middle heat source though acts against the convection stimulated by the 
system. Removing the middle heat source allows the four convective cells to fully form in the tank 
(Figure 5.10). 
Another way of looking at this augmentation of convective cell number is that this heat source 
distribution can support more convection cells at a higher inflow speed. If the inflow is increased by 50%, 
the convective cell count returns to three (not shown), increasing again the dead flow zone, but enhancing 
the heat distribution from the discrete heat sources. 
 Upon further study the third convection cell is maintained at double inlet speeds as well, and only 





Figure 5.10 Middle heat source removed, inlet velocity of 5e-6 m/s, 16 degree outside temperature 
The most stable configuration tested for both summer and winter simulations was two evenly 
spaced heating elements at the base of the system. This configuration encourages the development and 
stabilization of four full convection cells and a forced tortuous flow through the hottest and coolest 
regions of the tank.  
5.2.1.4 Contaminant first order decay in heated, stirred system 
Figure 5.11 compilation is based on the temperature dependent flow model without microbial growth 
kinetics, and the concentration decays based on a first order, temperature dependent model. In 5.11b, four 
distinct convective cells are visible, and correspondingly, four step reductions are seen in the 
concentration profile in Figure 5.11a, confirming a promising relation to CSTR in series. The convection 
distributes the heat such that the water flowing through must roughly spend half of its path in a heat 
plume (Figure 5.11c). Convection also helps increase the contact in the reactor system by forcing a 
tortuous path for the contaminated water. At moderate inlet velocities, the four convection cells are 
maintained, forcing flow along the streamline, elongating the flow-path through the system, ensuring 
adequate contact time in the reactor. In addition to the increased reaction rate resulting from increased 







5.2.1.5 Physical obstructions  
 Since the convection produces a low flow zone in the center of the convection cells, those centers 
are sites of potential accumulation, and further reduced fluid mobility. In order to investigate whether this 
phenomena would enter a positive feedback loop of increasing accumulation and reduced mobility, solid 
impermeable obstructions, given thermal characteristics of wet wood, were inserted into the model to see 
how fluid reacted (Figure 5.12). 
Figure5.11 Winter simulation where 
outside temperature is 5 °C a) 
Concentration as contaminant moves 
through reactor from top left corner to 
bottom right. Raised edges on bottom 
represent geothermal heat exchange 
surface. b) Velocity of water in tank 
through porous media. Black lines are 
streamlines from inlet to outlet. Red arrows 
are velocity vectors to show movement in 
convection cells. Inlet is 10e-6 m/s. c) The 
temperature distribution in the reactor, as 
mixing distributes the heat. Also shows that 
any water passing through system interacts 







Figure 5.12 Obstruction effect on flow 
The resulting image shows that the obstructions minimally impact fluid flow through the system, not 
significantly impacting the area of no-flow zone, and maintaining the streamline and temperature contact 
desired (Figure 5.14). The image was captured from the 70th day in the simulation. 
 
Figure 5.13 Obstruction effect on pressure 
 
Figure 5.14 Obstruction effect on temperature distribution 
The pressure contours in Figure 5.13 for the same model further illustrate the limited impact the circular 




5.2.2 Modelling study on permeability shifts on heat and mass transfer 
 In order to test the potential hydrological effects of discrete permeability changes in the system, a 
simple model was developed. Squares of changing permeability were arranged uniformly within a test 
square to simulate discrete accumulation zones within the bioreactor. The system, much like the previous 
models described, has an inlet in the top left corner, and an outlet in the bottom right corner, with water 
characteristics given to the fluid and peat properties given to the porous matrix. This sample cell has 
smaller, square dimensions to give the test a simpler, symmetrical geometry. Given that the 
lignocellulosic substrate contains water in the micro pore, the model was developed to investigate the 
interaction between water in a free channel (100% porosity) with impermeable blocks, and how the 
permeability of those blocks affect fluid flow and heat transfer. 
Brinkman equations and heat transfer equations for liquids and solids were used for this model 
(Equations 5.3, 5.4, 5.5). The initial density of the modelled fluid was 1000 kg/m3, viscosity 0.001 Pa s, 
thermal expansion coefficient 1e-6 [1/K], thermal conductivity of 6 W/m K, and a specific heat capacity 
of 4200 J/kg K. The reference pressure set was 1atm, and the fluid expansion was only affected by 
temperature. 
5.2.2.1 Scenario 1 
 




The model in figure 5.15 shows a box, heated at the bottom to 315.15 K and cooled at the top at 
278.15 K, with inflowing water at 303 K from the top left corner, and outflowing from the bottom right 
corner. The porous squares within the larger square have a porosity of 40% and a permeability of 
0.001m2. Three convection cells form, with recirculation principally occurring in the right two convection 
cells. The porous regions discourage the main convective flow, but streamlines still cut through certain 
corners of the porous segments.  
The temperature follows the velocity field predictably in the model (Figure 5.16). 
 
Figure 5.16 Square regions of less permeability effect on heat transfer 
5.2.2.2 Scenario 2  
When the permeability of the units are decreased to 1e-05m2 and the porosity decreased to 10%, 
the velocity field changes significantly, forming small cells around the less permeable units near the heat 
source as well as larger cells in the upper, colder region (Figure 5.17). The velocity field results in a less 






Figure 5.17 Reduced permeability in squares effect on flow 
 
Figure 5.18 Reduced permeability in squares effect on heat transfer 
5.2.2.3 Scenario 3 
If the permeability of the small squares is reduced to 1e-8m2 the flow through them becomes 
completely inhibited, and the flow pattern again changes (Figure 5.19). The long continuous upflow 





Figure 5.19 Further reduced permeability in squares effect on flow 
The corresponding temperature field appears in Figure 5.20: once again with upward distribution 
of temperature, better than when the small blocks had a permeability of 1e-5m2 (scenario 2), but slightly 
less even than the distribution when permeability was 1e-03m2 (Scenario 1). 
 




This small modelling study shows that changes in the porosity and permeability of blockages in a 
reactor system can have significant effects on flow patterns, temperature distribution in a non-isothermal 
system, and mass transfer in the system as well. The changes to the heat and mass transfer may be 
difficult to predict without the use of coupled physics computational flow modelling. Furthermore 
heterogeneity in a porous system can have drastic effects on flow regime and consequently the reactions 
taking place in the reactor. 
 The progression shown in this study is perhaps not one that we would expect to naturally occur, 
since accumulation and thus lower permeability would not occur inside of streamlines, which happens in 
the simulation between scenario 1 and scenario 2. Thus this study can be repeated modelling various 
stability fields. In the next section the simulation estimates when and where accumulation will occur then 
models that accumulation as reduced permeability.   
5.2.2.4 Progression  
This progression begins with a field of uniform porosity 50% and permeability 1e-3m2 with 
inflow and outflow and temperature boundary conditions the same as the proceeding scenarios. In the first 
row of Figure 5.21, zones of accumulation are identified in the simulation where flow is reduced to 0. 
These zones are then filled with less permeable geometries for the next row of simulations.  
The spaces deemed likely for accumulation were occupied by geometries with permeability of 
1E-05m2 and porosity 30%. And the rest of the matrix was given slightly higher porosity and permeability 
(55% and 5e-3m2, respectively).  
The progression shows a cyclical pattern in areas of accumulation. When one blockage is set up, 
it results in a flow pattern that forms a different blockage, which returns the flow to its original regime. 
This result supports the hypothesis that accumulation in this system occurs in regions of low flow. While 
accumulation continues to restrict flow to the region, the adjacent streamlines are not affected by the 
existence of the accumulation zones. Accumulation does not become a positive feedback system; instead 
it tends to stabilize at the corners and in the center of convection cells after the onset of convection. These 









Figure 5.21 Three-step progression of accumulation and placed blockages. Top row is first stage, second 




5.2.3 Discussion of thermomechanical modelling 
 The thermomechanical coupled modelling efforts attempted to identify the parameters that 
independently change seasonally in order to test the stability of convection cells and identify the range 
over which a convectively mixed cell remains functional. Ambient temperature and inlet velocity were 
two seasonal variables tested. Changing the ambient temperature from the winter average ground 
temperatures to the summer average ground temperatures resulted in a decrease in the convective cells 
formed due to the reduced temperature gradient. An increased inflow velocity to simulate peak run-off 
resulted in the destruction of the first two convection cells, leaving the last two intact. Operator controlled 
parameters such as heating element placement were also investigated to select an optimal layout for 
temperature distribution and convective cell formation. Two floor heating elements produced the optimal 
flow for temperature distribution and stable convective flow. A preliminary concentration study was 
performed using empirical kinetic relationships for substrate utilization. 
 Potential accumulation zones were blocked in the model to see if a progressive accumulation 
pattern could be observed. The blockages did not seem to expand or change the flow or pressure plots, 
signifying a stable system without positive-feedback accumulation. Then in order to explore how 
convection develops around discrete impermeable sections, a model was developed with areas of 
increasing permeability. The models showed the extreme changes in convective pattern that a heated 
system with heterogeneous permeability can undergo. This kind of model can be applied to fracture flow 
modelling in hydrothermal systems and geothermal reservoirs to understand how upflow zones are 
developed. The final progression showed that in porous compressible media, stable convection zones are 
developed due to the stabilizing nature of convection in an unperturbed system. 
5.3 Thermo-hydrodynamic models coupled with bacterial contaminant removal and growth 
 In the most complex modelling efforts of this work, thermal characteristics were lent to the 
porous matrix, such as heat capacities and thermal conductivity, density, as well as microbial growth and 
reactions based on the laboratory studies from chapter 4. The Arrhenius function based sulfate reduction 
was added. Some key fluid characteristics were captured too, such as dynamic viscosity, heat capacity at 
constant pressure, density, and thermal conductivity. The tank was enlarged as well to capture potential 




5.3.1 Adding matrix thermal properties effect on mechanics 
 The matrix in a bioreactor is complex and evolving. Originally the matrix can be seen as a 
mixture of saturated woodchips and pea gravel. But over time, growth of biomass changes the 
composition and thermal-mechanical properties of the matrix. First the biofilm has its own properties, 
described in the “Gel” subsection of this paper. As the biofilm grows, it degrades the saturated woodchip 
fraction, altering its properties with time, including porosity, permeability, and density, affecting the 
larger hydrology of the system.  
 The first alteration made to the model was to add thermal conductivity and heat capacity terms to 
the matrix which align with low decomposition peat soils, including the low permeability “obstructions” 
in the model. The thermal expansion coefficient was adjusted to 1e-6 /°C for contaminated water inflow. 
Inlet speed was set to 5e-6 m/s, where reactions can only occur in the pore space. The resulting velocity 
surface plot appears in Figure 5.22. 
 
Figure 5.22 Velocity surface plot of flow in tank with compressible matrix 
Average particle speed in the streamline is about 8e-6 m/s. The inflow pushes the flow to produce uneven 
convection cells, but after 2 years the convection is stabilized into the visible 4 cells.  The first cell is 10 
m in diameter, the second cell is 9 m in diameter, and the last two are ovular with widths of 6 and 4 
meters respectively. The temperature plot shown in Figure 5.23 is correspondingly unsymmetrical, and 
diluted to an extent from the left hot plate. The concentration of heat from the second hot plate though in 
part maintains the latter 2 convection cells in the model, creating a local steeper 2D heat gradient, visible 






Figure 5.23 Temperature surface plot in tank with compressible matrix 
 
Figure 5.24 Pressure contour plot in tank with compressible matrix 
5.3.3 Arrhenius-based model 
While several empirical models have been developed to describe an anaerobic system as a “black 
box,” this finite element model using coupled physics on the COMSOL Multiphysics platform attempts to 
discern the mechanisms responsible for the system’s behavior and changes in system efficiency.  
The Arrhenius function developed in chapter 4 is applied to the model shown in figures 5.22-




(E) 39.8 kJ/mol (Equation 2.1). R in the Arrhenius is the universal gas constant, T is the temperature in 
Kelvin, and k is the rate of the reaction. The microbial growth was a function of substrate concentration 
using the yield of biomass per substrate utilized.  
Permeability results attained from biofilm growth studies were applied to a sensitivity analysis in 
the model. Permeability was changed in order to visualize its effect on the heat and mass transfer in the 
system. The relative contributions of convection and temperature to the bioreactor efficiency were also 
analyzed. 
5.3.3.1 Model Analysis 
The microbial growth and contaminant removal at initial porosity of 0.8 and permeability of 
0.001 cm2 with temperature dependent kinetics are shown in Figures 5.25 and 5.26. The forced 
convection in the system adds pressure to the outlet side of the tank. The increased pressure results in 
increased circulation around the buoyant convection cells. The increased circulation results in an 
accumulation of bacteria as well as a steep decrease in contaminant on the outlet side of the tank. One 
result of this feature is that bacteria first accumulate in the cell closest to the inlet, next accumulate in the 
last cell, and then proceeds to fill in the middle two cells, rather than proceed from the front as has been 
observed in plug flow, isothermal column experiments (Taylor and Jaffe, 1990). This suggests that the 
growth and accumulation of bacteria in this system is highly dependent on the hydrodynamics (Figure 
5.25).  
 
Figure 5.25 Progression of bacterial accumulation in the distinct cells over time 
In the pressure contour figure, the prominent temperature gradient is visible. With the heated 
system, the prominent pressure gradient is vertically oriented, rather that horizontally oriented as in the 




system will compress material perpendicular to the predominant flow of the system. This facet may 
increase the longevity of passive treatment systems in the field. 
Thermally driven flow provides a more regular flow path for the water. Rather than taking many 
flow paths with disparate residence times, the water in the heat treated system is subjected to a single, 
tortuous flow path through the tank, ensuring regular contact.  
 
Figure 5.26 Contaminant concentration in tank 
 







Figure 5.28 Pressure contour of heated tank with convection 
From an initial inflow of 15 mol/m3, the heated tank reduced the concentration of the contaminant 
to about 5 mol/m3 while the cold tank reduced it to about 8.5 mol/m3.  The 40% decrease in contaminant 
at the outlet can also be translated to a 40% decrease in the space required for treatment, from a 
construction or financial standpoint. While diffusion to the center of convection cells essentially limits 
space utilized by the system, the overall benefit from reduced dispersion and added heat significantly 
improves the efficiency of the system- not only improving treatment per area, but also improving the 
pressure gradient which affects eventual compression and clogging. 
One sensitivity study which was performed on the simulation was decreasing permeability two 
orders of magnitude to 0.00001 cm2 throughout the tank (Figures 5.29 and 5.30). Porosity was kept the 
same under the assumption that carbon substrate was being replaced by biomass, with no significant 
addition to matrix area. 
 






Figure 5.30 Contaminant concentration in tank with reduced permeability (0.00001cm2) 
Flow in the decreased permeability system becomes diffusion dominant, and outlet contaminant 
concentration is increased from 12 mol/m3 to 15 mol/m3 (graph not shown). If instead of growing 
uniformly throughout the tank, biomass along the main streamlines may be removed by mechanical shear, 
or preferentially accumulated on the periphery of dominant flow. Consequently, decreased permeability 
would only impact the inner convection cells, keeping convective flow intact. 
 Another sensitivity study was carried out to study which feature of the geothermal bioreactor, 
convection or temperature, has a greater impact on efficiency of contaminant removal. The model was run 
with convection cells (buoyancy driven convection), without convection cells, with added heat, and 
without heat. A summary of the results from the sensitivity study is shown in Table 5.5. 
Table 5.5 Sensitivity study on recirculation and temperature effect on contaminant outflow; headers “No” 
and “Yes” relate to whether the feature in the left hand column exists in the model; numerical values are 
the outflow concentrations of the contaminant 
Feature No Yes 
Convection Cells 15 mol/m3 12 mol/m3 




 The absence of convection cells was simulated by reducing the thermal expansion coefficient of 
water to zero. The absence of convection cells increased the outlet contaminant concentration by 25%. 
When the temperature in the system was reduced by 25 degrees but buoyant convection was still intact, 
the contaminant in the outflow increased by 380%. When influent water was subjected to isothermal 
conditions of 295 K and 278 K, the 295 K system was 15 times more efficient. A heated convecting 
system compared to a normal winter ground condition system was 2 times more efficient. Rendering one 
tenth of the system 90% less permeable, reduced the system efficiency by 39% in the non-convecting 
system. 
5.3.4 Discussion 
 Using empirical kinetic parameters and fundamental thermomechanics and hydrodynamics 
equations, the simulations of sulfate reduction in a bioreactor show a highly coupled phenomena. The 
temperature gradients, fluid flow, permeability and bacterial activity are all significant actors in the 
function of a bioreactor system. This model is a modest attempt to capture the interdependence and 
interrelatedness of this system, by showing the evolution of bacterial growth in a mixed convection 
system, and the sensitivity of the system to mixing, temperature and permeability. 
 While convection can effectively remove space for the fluid to enter, it also reinforces reliable 
flow paths and promotes stability in biofilm growth, instead of positive feedback seen in non-convecting 
systems, which can result in clogging. Convective mixing also increases contact and can help distribute 
toxins and nutrients within a bioreactor. While added temperature results in the most dramatic increase in 
the reactors efficiency, based on contaminant removed per area, the resultant growth in bacteria could 
promote clogging in the system. The pressure gradient caused by disparate heating could reduce 
compression and accumulation in the system. The results presented show that while decreased 
permeability may pose a problem in heated systems, convection can restrict zones of relative 
impermeability while adding heat beneficial to desired reactions. 
5.4 Chapter 5 Symbols and Abbreviations 







Bioavailable cellulose concentration ………………………………………………………….……….CE 
Available lactate………………………………………………………………………………………..LA 
Cellulose degradation rate (mass degraded/ initial mass/ hour)………………………………………CEd 
Yield of lactate per cellulose degraded……………………………………………………………….YLA/CE 
Volatile suspended solids ……………………………………………………………………………..VSS 
Maximum bacterial growth rate ………………………………………………………………….……..μ 
First order rate constant for cellulose degradation …………………………………………..………….k’ 
Maximum substrate utilization (mass substrate/ mass bacteria/ day)………………………..….……….q 
Half saturation constant ……………………………………………………………………….….……..K 
Concentration of bacteria……………………………………………………………………………….Xa 
Substrate concentration …………………………………………………………………………….……S 
Rate of bacterial growth…………………………………………………………………...……….…….rx 
Rate of substrate utilization ………………………………………………………………….…….…….rs 
Decay constant………………………………………………………………………………..………….b’  
Sulfate reducing bioreactor……………………………………………………………………….…SRBR 
Fluid density…………………….……………………………………………………………………... ρ  
Dynamic viscosity ……………….……………………………………………………………………..μ  
Velocity …………..………………….……………………………………………………..………….….u  
Porosity…………………………………..…………………………………………………………….... ε  
Mass source or mass sink (units of kg/(m3·s))……………………………….……………………..…   
Pressure ……………………………………………………………………………………….….p  
Force …………………………………………………………………………………………….…F  
Permeability ………………………………………………………………………………………..kbr 
 The Forchheimer (units of kg/m4)………………………………………………………………… + 
Moment tensor……………………………………………………………………………………… I  




Thermal conductivity……………………………………………………………………………… keq  
Specific heat capacity ……………………………………………………………………………….CP  
Solid volume fraction term ………………………………………………………………………….ƟP  
Completely stirred tank reactors……………………………………………………………….….CSTR 
The number of CSTR in series ………………………………………………………………………..N 
 Reaction rate (units of time-1) ………………………………………………………………………..…..k  
Total hydraulic residence time……………………………………………………………………………. t 






CHAPTER 6. CONCLUSION 
Acid mine drainage is an urgent economic, environmental and social issue worldwide. In the 
United States hundreds of millions of government spending goes to addressing a small percentage of the 
contamination this drainage incurs. The clean-up of hazardous mines on federal lands alone is expected to 
cost up to $21 billion (Finley, 2015). In Colorado, increase in development is putting a strain on the 
already scarce water resources. In an effort to prepare for its projected 365,000 new inhabitants in the 
next twenty years, the city of Aurora, is planning to purchase the rights to the London Mine, an 
abandoned mine site that continues to spill 347 gallons per minute of acid mine drainage 90 miles west of 
Denver (Finley, 2018). With 100,000 acre-ft. of water below, London Mine’s wastewater is finally being 
seen as an unacceptable loss.  
In post-mining towns scattered across the west of Colorado, almost 20% of the population resides 
beside abandoned mines and along the thousands of miles of streams devoid of aquatic life. 230 
abandoned mines in Colorado have been deemed “prone to blowout,” like the Gold King Mine (CDPHE, 
2018). Meanwhile a Gold King blowout’s worth of contamination quietly seeps out of Colorado’s mines 
every two days, releasing cadmium, lead, arsenic, zinc, and sulfuric acid into the water. While many 
communities in these post-mining towns struggle to develop new economic opportunities for their town’s 
survival, they are often held back by a distrust in their own resources and the potential hazards within 
their soil and water. 
As the environmental and social impacts of mine wastewater are fully realized by the general 
public, more pressure will be placed on mining companies and the Environmental Protection Agency to 
attend contaminated water sources. A feasible solution that can address the scale of water contamination 
today must be an affordable, low maintenance, long lifetime treatment of mine water. Geothermal waters, 
often geologically correlated to massive sulfide deposits mines, may provide a local and easily harvested 
resource for achieving these aims (Figure 6.1). Heat which drives microbial reaction could increase the 
efficiency of acid mine drainage treatment bioreactors, and significantly reduce the construction costs for 
remediation systems. Local geothermal resource could also stabilize the SRB microbial population 
through inoculation and alkalinity. Either geothermal waters provided from a gravity feed or artesian 
spring could be supplied to the remediation system without added pumping or electrical cost. The average 
discharge of thermal springs in Colorado is 50 gallons per minute. Consistent temperature is an important 




In Colorado, of the 230 priority AMD producing abandoned mines, 56 are located within 5km of 
a geothermal resource (Figure 6.1). While geothermal technology and sulfate reducing bioreactor 
technology have both been independently studied, this dissertation looks at the potential for combination 
of the two technologies. Previous papers that sought to evaluate every application of geothermal to the 
mining process, neglected mine site reclamation as a potential use (Patsa et al., 2015). The reason partly 
stems from the focus on renewable or green energy applications as simply a substitution for fossil fuels 
rather than uniquely capable. Passive sulfate reducing bioreactors are traditionally designed under the 
assumption that temperature cannot be controlled, so they never had an analogous use for fossil fuels. In 
the case of remote abandoned mines, geothermal has an advantage over fossil fuels. As a free, locally 
available heat source, geothermal could heat the microbial reactions in a bioreactor without added 
electrical infrastructure or fossil fuel usage. Harnessing geothermal waters could open up opportunities 
for communities to develop downstream geothermal projects, as well. 
 
Figure 6.1 State of Colorado GIS map; Circles represent thermal spring resources with temperatures of at 
least 20°C and black areas represent abandoned mine lands that pose potential environmental hazards 
Temperature as a fifth dimension of mathematical models for microbial growth is often deemed 
unnecessarily complicating and wisely fixed to focus on other complex factors such as growth rate and 




precipitation, substrate utilization, maximum microbial growth rate, microbial decay, viscosity, and 
saturation all become functions of it.  
Since typical remediation systems draw water out to the surface to settle, they have been 
dependent on and mercy to the wide fluctuations of outside temperatures experienced on a mine site, 
having major implications on the efficiency, longevity and reliability of the bioremediation systems. With 
a temperature stabilizing geothermal draw, the many uncertainties of a passive system and the 
corresponding extreme over-designing measures disappear. The column studies show that a 12 degree 
Celsius increase in temperature doubles the efficiency of a bioreactor, and a 30 degree increase quintuples 
it, within the range of temperatures evaluated in this research. Temperature controls could also help 
regulate the growth of certain microorganisms to prevent biofouling.  
In addition to temperature sensitivity studies, this dissertation looked at the clogging mechanics in 
a reactor system. NMR was found to noninvasively approximate permeability within 8% of current field 
methods. While more work will have to be done to fully prove this method for in field monitoring, the 
results are promising for future study. Simply by considering the permeability shifts likely to occur in a 
passive bioreactor, drastic changes to the flow patterns and subsequent microbial reactions can be 
observed in flow-reaction coupled models. A modest temperature addition in a design can improve 
reliability of flow paths in the reactor by instigating convective mixing, making the mechanics of the 
system more predictable and manageable. Convection cells stabilize zones of accumulation, whereas non-
convecting systems have positive feedback for accumulation or low permeability zones. Having a 
dynamic computational tool that can integrate microbial kinetics, temperature and flow regime helps 
elucidate the dependence of microbial growth on fluid flow and makes the design of field bioreactors a 
more flexible and innovative process.  
More work still needs to be done to evaluate the new problems an added heat source could pose 
to the existing designs of sulfate reducing bioreactors, and other remediation schemes. The rate of carbon 
source depletion, the stability of metal precipitates at varying temperatures, permeability shifts caused by 
growth of temperature-dependent populations, and potential biofouling promoted at certain temperatures 
all factor into the success of direct-use geothermally heated bioremediation systems. Optimizing the 
effective space removed by convection should also be considered in future studies. A pilot scale 




The perpetual flow of surface and groundwater is an aspect of the water cycle that has reliably 
sustained humans and all life on earth; but now, as that flow mobilizes toxic metals and generates acidity 
from mine minerals, controlling an infinite supply of water is a formidable challenge of both mining and 
environmental engineering. Using the local geothermal gradient available in or near an abandoned mine 
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