A numerical method is presented for Direct Numerical Simulations (DNS) of a turbulent boundary layer ow over a curved wall. The incompressible, unsteady Navier-Stokes equations in vorticityvelocity formulation and curvilinear coordinates are solved using compact di erences of fourth order accuracy and a fourth-order Runge-Kutta method. The resulting DNS code with a curved wall capability is compatible in code structure with a Cartesian version of Meitz and Fasel 3], from which the new code was developed. The computational eciency is also comparable to the Cartesian version. Employing this new code the turbulent boundary layer ow on a Stratford ramp was simulated. It was found that (1) a boundary layer with both strong adverse pressure gradient and curvature can be maintained close to separation over an extended distance of the Stratford ramp; and (2) the ow displays strong non-equilibrium e ects, and thus would require more advanced turbulence models for Reynolds Averaged Navier-Stokes calculations. The present numerical results agree well with experimental measurements from Elsberry et al. 15].
Introduction
In recent years, Direct Numerical Simulations (DNS) have been applied in transition and turbulence research of wall-bounded incompressible shear ows. It is now widely accepted that higher-order accurate methods, which require fewer grid points per wavelength to resolve the small scales in the ow eld, are useful to minimize dissipation and dispersion errors. Spectral methods require the Research Associate. Member AIAA. y Professor, Aerospace and Mechanical Engineering. Member AIAA.
Copyright c 1999 by American Institute of Aeronautics and Astronautics, Inc. All rights reserved. fewest grid points per wavelength and therefore are ideal for computations of ows with periodic boundary conditions. However, most of their applications were restricted to simple geometries and/or relatively low Reynolds numbers. For more general ow problems nite di erence methods are desirable 1, 2]. Meitz and Fasel 3] proposed several numerical techniques for solving the NavierStokes equations in Cartesian coordinates for ows over a at plate. The discretization of the convective terms by split-compact di erences and the use of non-equidistant compact di erences in the wallnormal direction considerably improved the overall accuracy and e ciency of the numerical calculations. A new exponential damping function leads to a more e ective implementation of the bu erdomain technique, which is used to prevent re ections of waves at the out ow boundary. A new iteration scheme for the calculation of the wallvorticity allowed for a semi-implicit time integration of the wall-normal di usion terms. This resulted in a substantially increased numerical stability of the scheme. However, the extension of these techniques into more general ows over curved surfaces in curvilinear coordinates remains a great challenge.
The fact that there is no evolution equation for the pressure p in the incompressible Navier-Stokes equations presents particular di culty in the computation of unsteady incompressible ows when using a primitive variable formulation of the governing equations. Rather, the pressure serves as an instantaneous correction to the evolution equations for the velocities such that the continuity equation (zero divergence of the velocity) is satis ed everywhere in the ow eld. Several distinct approaches were proposed to overcome this di culty, including the arti cial compressibility method 4], the pressure correction or fractional step method 5] and the vorticity-velocity method 3, 6, 7] . The last approach is attractive due to certain advantages over the primitive variable formulations: First, by us-ing a derivative of the velocity as a principal variable, the accuracy of the spatial discretization is improved. This is similar to the use of derivatives in compact di erences to obtain higher accuracy. Second, if properly implemented, the wall vorticity can be calculated with the full spatial and temporal accuracy of the numerical scheme. This approach has been successfully applied to simulations of transition 8, 9, 10] as well as turbulent ows for a simple geometry 11, 12] . When the geometry becomes more complex (such as the ow over a curved wall), the transition processes and turbulence production mechanisms are more complicated. In particular, the e ect of adverse pressure gradient and the e ect of wall curvature itself are likely to have a pronounced in uence. This requires a highly accurate method to capture the complicated physics of uids for which the vorticity-velocity approach is therefore an attractive alternative. However, complex geometries require curvilinear coordinates, and with the vorticity-velocity approach it is di cult to maintain high spatial accuracy.
During the past several years a highly e cient DNS code (NST3D) for a Cartesian grid, developed in our research group, was adapted to allow for curvature e ects. A special orthogonal grid system was generated and an associated vorticity-velocity formulation of the incompressible, unsteady NavierStokes equations was derived so that the curvilinear form of the equations was kept as close as possible to the Cartesian form. Therefore, in the new code the e ciency of the original code was essentially maintained, and the CPU time of ow simulations for a curved wall was comparable to that for a at plate. The new code was validated by simulations of the ow over a concave wall with constant curvature and zero pressure gradient. The G ortler vortices that arise for this ow were accurately captured and the numerical results agree well with experimental measurements 13].
As an example of a ow with variable wall curvature, the turbulent ow over a Stratford ramp 14] was simulated. A characteristic of the Stratford ramp geometry is that both wall curvature and strong adverse pressure gradient are acting on the boundary layer simultaneously. With these combined e ects, the ow along the ramp can be kept on the verge of separation over the ramp region without actually causing separation. The present DNS results were compared with experimental measurements 15], showing good agreement. This is an additional indication that the new code is applicable for turbulent ow simulations with complex geometries.
In section 2 and 3 of this paper, the governing equations and main features of the numerical methods are discussed. In section 4, the results from validating calculations of the new code are described, and in section 5, results of Stratford ramp simulations are presented. Although the grid resolution is relatively coarse for a DNS, the results demonstrate the usefulness of the new approach and method for turbulence simulations. More re ned simulations are planned for the future investigations.
Governing Equations and Boundary Conditions
The governing equations are the incompressible, unsteady Navier-Stokes equations with constant density and viscosity in vorticity-velocity formulation.
For an orthogonal curvilinear coordinate system over a curved wall (see gure 1), with the s-axis along the wall surface in the streamwise direction, (6c)
In equations (2) through (6) at the out ow boundary a bu er domain technique is implemented to avoid re ections of disturbance waves 17]. Comparing the governing equations in curvilinear coordinates with those in Cartesian coordinates, almost all of the above-mentioned features of the method can be maintained, except that in curvilinear coordinates an iteration procedure has to be employed in order to use the fast Poisson solver for equation (5a). This iteration procedure is required since the right hand side term contains the u and v velocity components. However, for accurately predicting highly unsteady ows as well as due to the time-step restriction from the CourantFriedrich-Lewy (CFL) condition, the time step used in our simulations is small enough, so that usually one iteration is typically su cient to obtain converged solutions of equation (5a). Therefore, the only di erence between the codes in Cartesian and in curvilinear coordinates is that extra terms associated with the curvature e ect are added to the original Cartesian code. These terms increase the CPU time by about 80%. However, the same modular structure of the original code could be maintained, and only relatively few modi cations of the original modules were required.
Validation: Simulation of G ortler Vortices
In order to validate the new code with the curved wall capability, the boundary layer ow over a concave wall was simulated, where counter-rotating streamwise vortices (G ortler vortices) arise that have a dominant e ect on the transition process. The presence of G ortler vortices produces a situation in spatially developing ows such that two-and three-dimensional e ects can not be separated but rather act in a coupled fashion. Therefore, truly spatial, three-dimensional DNS is required to capture the underlying physics. The present results agree well with experimental measurements 13] for both the boundary layer parameters (displacement thickness, see gure 2) and the details of the ow In order to trigger a rapid and \natural" transition from laminar to turbulent ow, two slots of random forcing (see 20]) were used, located upstream of the corner between the at plate and the Stratford ramp. The random forcing, allowing the blowing and suction amplitude and frequency to vary randomly in a xed range after a xed time interval, is more e ective than, for example, just putting in white noise, because the ow can respond to a certain selective frequency range in which most of the energy is transmitted. To achieve an even more rapid transition, it is useful to disturb the ow in several spanwise modes at the same time. In this study, four modes of random forcing were used, with the mean amplitude of the mode 2 and 3 being as twice big as that of the mode 1 and 4. The frequency was selected from the neutral stability curve of the at plate boundary layer.
In addition, periodic blowing and suction through a slot at the wall downstream of the random forcing slots was also used to prevent massive separation due to the strong adverse pressure gradient 18].
Within the slot (s 1 < s < s 2 ), the normal velocity is de ned as v(s) = v w A cos(2 ft), where A is the forcing amplitude and f the frequency. mentioned before, without forcing the ow at high Reynolds number will separate massively with vortices being shed in the shear layer. The frequency of the vortices shedding can be identi ed. Forcing at this particular frequency the ow separation can be e ectively suppressed 18]. This frequency was also used for the forcing in the 3D ow simulations. The ow eld reached a quasi-steady state after 400 time steps, and additional 400 time steps were run to completely ll up all Fourier modes through the nonlinear interactions. Then another 400 time steps were calculated for determining the statistical characteristics of the turbulent ow eld.
Flow eld overview
A snapshot of the instantaneous ow eld is shown in gure 5, where the contours of the 0th mode of the spanwise vorticity are plotted. The ow appears to be turbulent right after the slot where the periodic forcing was applied (0:86m s 0:96m).
Occasionally, there are blobs of of vorticity ejecting from the boundary layer into freestream (see x = 1:4m and x = 1:9m). At rst sight there is a signi cant increase of boundary layer thickness in the Stratford ramp region which is due to the strong adverse pressure gradient (see section 5.3 for more details).
In order to identify the ow structures within the boundary layer, a Fourier analysis of the normal velocity signals at (s; ) = (1:88m; 2:1cm) was performed. The resulting spectrum is shown in gure 6 . Two main peaks can be identi ed at nondimensional frequency f (Strouhal number, f =U e , where is the momentum thickness and U e the velocity at the edge of the boundary layer) of approximately 0.04. The rst peak corresponds to the forcing frequency, while the second peak is the higher harmonic. What is interesting is that the Strouhal number of the rst peak closely matches the peak observed for the free mixing layer, although the former was arti cially added to the ow eld based on the observation of the 2D ow simulations. Comparing these results to those of the 2D simulations, the spanwise vortical structures are found to be much weaker in the 3D simulations. This of course is not surprising, as the 2D simulations do not allow for turbulent dissipation, therefore no real turbulence exists in 2D simulations. The second reason is that the spanwise structures, as shown below, will further weaken the spanwise vortices. to the adverse pressure gradient.
Mean ow characteristics
In order to compare the mean ow and turbulence characteristics of the present results with the measurements 15], a spanwise average was calculated from the simulation results in spite of the strong streamwise vortical structures shown before. Figure 9 shows the development of the mean ow in the streamwise direction. The momentum thickness grows approximately linearly with the streamwise distance, while the displacement thickness grows faster than the momentum thickness in this direction. This leads to a slightly increasing shape factor in the streamwise direction. However, a constant value of 2.5 for the shape factor ts the simulation results as well the measurements. This value is in agreement with Stratford's observation and has been traditionally used as a criterion for separation. It has always been di cult to compare skin friction from numerical results with experimental measurements, not only because accurate prediction of the ow eld close to the wall is required for the comparison (thus high resolution is required near the wall), but also because there are many uncertainties in the measurements due to di culties of measuring ow quantities close to the wall. Figure 10 shows the downstream development of the skin friction coe cient for the numerical simulations and experiments. In the numerical simula- tions, the skin friction reaches the low values of the experiments farther downstream than in the experiments, but then it is even below the experimental values. These low values might be due to rectication e ects in the experiments where a constant temperature hot wire anemometer was used in the measurements.
The mean velocity pro les at three streamwise locations from the simulations shown in gure 11 support this conjecture of the presence of recti cation e ects in the measurements, although both results agree well in the most portion of the boundary layer. The velocity pro les (and turbulence characteristics as well) from the measurements collapse onto each other at various streamwise locations in the Stratford ramp recovery region, therefore, only one pro le from the measurements is plotted in gure 11. Farther downstream, the ow is getting closer to separation, thus a stronger recti cation near the wall will be present in the measurements. If a recti cation-like post-processing procedure is applied to the numerical simulation data (taking the absolute value of the velocity near the wall for time averaging), the agreement should become better. On the other hand, if a measurement without recti cation is conducted (for example, using LDV, which is currently undertaken by Wygnanski et al. 21] ), the measurements may become closer in agreement to the present simulations. Figure 12 shows the distributions of the normal and shear Reynolds stresses across the boundary layer at three streamwise locations in the recovery region. The numerical simulations agree well with the measurements, except for the turbulence intensity in spanwise direction for which the simulation results are lower than those of the experiments. This could be due to the fact that too few spanwise modes were used in the simulations. in the boundary layer all the way to the near wall region. However, for the Stratford ramp ow, is close to ?0:45 in the outer part of the boundary layer, but decreases near the wall. Again, the numerical simulations qualitatively agree with the measurements. Very close to the wall, the simulation results deviate from the experiments. This is again probably due to the low spanwise resolution in the simulations.
Turbulence characteristics

Conclusions
A numerical method has been presented that is applicable for Direct Numerical Simulations (DNS) of turbulent boundary layers with strong adverse pressure gradient and curvature e ects. The incompressible, unsteady Navier-Stokes equations in vorticity-velocity formulation and curvilinear coordinates were solved using compact di erences of fourth-order accuracy and a fourth-order RungeKutta method. The new DNS code with the curved wall capability is compatible with a Cartesian counterpart in code structure. The code has been validated by simulations of the G ortler vortex ows over a concave wall with constant curvature. The numerical method was then applied to simulations of the Stratford ramp ow. It was found that a boundary layer could be maintained close to separation over an extended distance of the ramp. The numerical simulations represent a rst ever attempt to numerically capture the physics of the Stratford ramp ow, where both strong adverse pressure gradient and strong curvature are acting simultaneously to keep the ow close to separation. We found that the ow is in a strong non-equilibrium state, therefore requiring more advanced turbulence modeling to capture this e ect in Reynolds averaged Navier-Stokes calculations. The numerical results agree well with experimental measurements, although only 21 modes in spanwise direction were used in the simulations. The relatively small number of modes required in spanwise direction may be due to the fact that strong spanwise coherent structures exist in the ow. However, the numerical simulations also captured strong streamwise vortical structures. Although some spanwise correlation measurements have been reported before, this phenomenon still needs further experimental and numerical investigation.
