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Abstract
Dynamics and Manipulation of Nanomagnets
by
Liufei Cai

Advisor: Eugene M. Chudnovsky, Distinguished Professor of Physics
Co-Advisor: Dmitry Garanin, Professor of Physics

This thesis presents my work on the spin dynamics of nanomagnets and
investigates the possibility of manipulating nanomagnets by various means.
Most of the work has been published[1, 2, 3, 4]. Some has been submitted
for publication[5]. The structure of this thesis is as follows.
In Chapter 1, I present the theory of manipulation of a nanomagnet
by rotating ac fields whose frequency is time dependent. Theory has been
developed that maps the problem onto Landau-Zener problem. For the linear
frequency sweep the switching phase diagrams are obtained on the amplitude
of the ac field and the frequency sweep rate. Switching conditions have
been obtained numerically and analytically. For the nonlinear frequency
sweep, the optimal time dependence of the frequency is obtained analytically
with account of damping that gives the fastest controllable switching of the
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magnetization.
In Chapter 2, interaction between a nanomagnet and a Josephson junction
has been studied. The I-V curve of the Josephson junction in the proximity
of a nanomagnet shows Shapiro-like steps due to the ac field generated by
the precessing magnetic moment. Possibility of switching of the magnetic
moment by a time-linear voltage in the Josephson junction is demonstrated.
Realization of the optimal switching is suggested that employs two perpendicular Josephson junctions with time-dependent voltage signals. The result
is shown to be robust against voltage noises. Quantum-mechanical coupling
between the nanomagnet considered as a two-level system and a Josephson
junction has been studied and quantum oscillations of the populations of the
spin states have been computed.
In Chapter 3, the switching dynamics of a nanomagnet embedded in a
torsional oscillator that serves as a conducting wire for a spin current has been
investigated. Generalized Slonczewski’s equation is derived. The coupling of
the nanomagnet, the torsional oscillator and the spin current generates a
number of interesting phenomena. The mechanically-assisted magnetization
switching is studied, in which the magnetization can be reversed by tilting
the torsional oscillator. The effect of the torsional oscillator on the switching
of the magnetization in the presence of spin-polarized current is computed.
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Combined effects of the spin current and a mechanical kick of the torsional
oscillator have been studied.
In Chapter 4, skyrmion dynamics and interaction of the skyrmion with an
electron have been studied. Corrections to the spin texture of the skyrmion
due to the crystal lattice have been computed. Due to the lattice effects the
skyrmion collapses in clean ferromagnetic and anti-ferromagnetic materials.
The lifetime of the skyrmion has been computed numerically and compared
with analytical theory. In doped anti-ferromagnetic materials the weak attraction between a skyrmion and an electron may generate a bound state.
In Chapter 5, experimental results of the NIST group on magnetic multilayer microcantilevers have been analyzed. Theoretical framework has been
suggested that explains the observed strong damping effect of the platinum
layer on the mechanical oscillations of Py-Pt bilayer cantilevers. The strong
spin-orbit coupling of platinum is shown to impede the motion of the domain
wall in permalloy and to dramatically increase the damping of the cantilever
motion.
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Chapter 1
Manipulation of nanomagnets
by ac fields
In this Chapter we present numerical and analytical studies of the reversal
of the magnetic moment of a single-domain magnetic particle by a circularly
polarized ac field of time-dependent frequency. For the time-linear frequency
sweep, the phase diagrams are computed that illustrate the dependence of
the reversal on the frequency sweep rate v, the amplitude of the ac field h,
the magnetic anisotropy field d, and the damping parameter α. It is shown
that the most efficient – optimal magnetization reversal requires a non-linear
time dependence of the frequency, ω(t), for which an exact analytical formula
is derived with account of damping. The necessary condition of the reversal
is h > αd.

1
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1.1

Introduction

In recent years a significant effort has been made to achieve magnetization
reversal in nanostructures, assisted by the low amplitude ac field in the radio
frequency range. The idea is rather simple. The dc magnetic field required to
reverse the magnetization of a single-domain magnetic particle, the so-called
anisotropy field, is typically in the range 0.01-0.1T. The field of this strength
at the location of the particle is not easy to develop fast. The ac magnetic
field that one can typically develop in the radio-frequency range would be
two orders of magnitude weaker. Applied in a resonant fashion, it could
increase the amplitude of the precession of the magnetic moment, sometimes
leading to its full reversal, in the same way as weak pushes of a pendulum
at the frequency of its mechanical oscillation can flip the pendulum over the
top. However, the study of both problem shows a lack of robust reversal. In
many cases the attempted reversal results in a chaotic behavior that may be
interesting on its own.
Magnetization reversal by ultrashot magnetic field pulses produced by a
high-energy electron beam has been studied by Back et al. [6] in perpendicularly magnetized CoPt films. Schumacher et al [7] studied phase coherent
precessional magnetization reversal in spin valves by a pulse of the transverse
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field of a few hundred picosecond duration produced by the electric current.
Later, significant number of experiments focused on microwave-assisted
reversal in smaller structures and individual single-domain magnets with
a strong static field applied to reduce the barrier. Thirion et al [8] attempted magnetization reversal in static fields below the anisotropy field,
assisted by a linearly polarized microwave field, in 20-nm-diameter Co particles placed on the bridge of a micro-SQUID. They were able to reproduce
the Stoner-Wohlfarth astroid [9] and study the dependence of the reversal
on the frequency and duration of the ac pulse. Enhancement of the magnetization reversal by microwave magnetic fields in nanometer Co strips has
been demonstrated by Grollier et al. [11] Nembach et al [12] and Nozaki
et al [13] used magnetic force microscopy to measure microwave assisted
magnetization reversal in individual submicron Co and permalloy particles.
Microwave-assisted magnetization switching in permalloy tunnel junctions
has been demonstrated by Moriyama et al [14]. Podbielski et al studied magnetization reversal in microscopic permalloy rings at GHz frequency. They
observed non-linear spin dynamics and obtained experimental phase diagram
of the reversal as function of microwave frequency and power. [15] Using
time-resolved magneto-optic Kerr microscopy, Woltersdorf and Back [16] detected enhancement of magnetization switching in single-domain permalloy
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elements subjected to the resonant microwave field. Microwave-assisted magnetization reversal in single-domain permalloy nanoelements has been studied
by Nembach et al. [18] Wang et al [19] have investigated experimentally the
competition between damping and pumping for microwave-assisted magnetization reversal in FeCo thin films.
Theoretical research in this area mostly focused on the magnetization
reversal assisted by the ac field of constant frequency. [20] Non-linear magnetization dynamics induced by such a field that results in a chaotic behavior
has been studied by Bertotti et al. [21, 22] Denisov et al [23] addressed magnetization of nanoparticles in a rotating magnetic field. Synchronization and
chaos induced in the damped dynamics of a single-domain particle by the
ac field of constant frequency has been investigated by Sun and Wang. [10]
Nonlinear-dynamical-system approach to the microwave-assisted magnetization dynamics was reviewed by Bertotti et al. [20] Micromagnetic modelling of microwave-assisted magnetic recording was performed by Wang et
al. [17] Constant frequency microwave switching magnetic grains coupled by
exchange interaction has been investigated by Igarashi et al. [24] Okamoto
et al addressed stability of the magnetization switching by linearly and circularly polarized waves. Magnetization reversal in a resonant cavity has been
studied by Yukalov and Yukalova. [27]
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Fewer number of theoretical papers have considered dynamics of the magnetization of a nanoparticle generated by the ac magnetic field of variable
frequency. Mayergoltz et al [28] developed the inverse problem approach to
the precessional switching of the magnetization by a linearly polarized pulse
of the magnetic field. Rivkin and Ketterson [29] obtained the optimal time
dependence of the microwave frequency in the absence of damping, as well
as the condition of the reversal in the presence of damping. Magnetization
reversal by a linearly polarized ac field of frequency that depends linearly on
time has been studied by two of the authors. [1] Barros et al [26] developed
an optimization method in which the energy consumption needed for reversal is minimized with respect to the time dependence of the amplitude and
frequency of microwaves.
A few general points need to be made before addressing the problem of
the reversal of the magnetization by the microwaves. Firstly, a robust magnetization reversal can be effectively achieved only with a circularly polarized
ac field. Indeed, photons of circular polarization have a definite orientation
of their spin projection, while photons with linear polarization are in a superposition of spin states. Consequently, photons with the right circular
polarization, when absorbed by the magnet, drive the magnetization in one
direction towards the reversal, while linearly polarized photons can be both
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absorbed and emitted and, therefore, do not necessarily reverse the magnetization. Secondly, the photons are effectively absorbed only when they are in
resonance with the spin levels. The latter are not equidistant on the magnetic
quantum number, that is, on the projection of the magnetic moment on the
direction of the effective field. Thus, as the magnetic moment reverses, the
photon frequency that can be resonantly absorbed by the magnet changes
with time, so that the frequency of the microwave field has to be adjusted.
Damping of the precession adds another dimension to this problem as the
power of the ac field that is pumped into the magnet should exceed the rate of
energy dissipation. Analysis shows that circularly polarized small-amplitude
ac field of a time-dependent frequency that follows the condition of the resonance is sufficient for achieving magnetization reversal. The case of a zero
static field is of the highest practical importance.
In this chapter we study magnetization dynamics of a single-domain uniaxial magnetic particle in zero static field, induced by a circularly polarized ac
field of constant amplitude but variable frequency. The model is formulated
in Section 1.2. General properties of the magnetization reversal are studied
in Section 1.3. Numerical results for the time-linear frequency sweep are presented in Section 1.4 where the phase diagrams are computed for the dependence of the magnetization switching on parameters. They are the frequency
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sweep rate, the amplitude of the ac field, the magnetic anisotropy field, and
the damping parameter. Analytical results for the time-linear sweep, that
are generally in good agreement with numerical results, are given in Section
1.5.1. In Section 1.5.2 we obtain the exact analytical solution for non-linear
time dependence of the frequency that provides the fastest magnetization
reversal. Our conclusions and suggestions for experiment are presented in
Section 1.6.

1.2

The model

The energy of a single-domain magnetic particle with an uniaxial anisotropy
in a circularly-polarized ac field has the form
H = −KV Mz2 − V Mx h cos Φ(t) − V My h sin Φ(t).

(1.1)

Here K is the magnetic anisotropy constant, V is particle’s volume, M is
the magnetization, h is the amplitude of the ac field, and Φ(t) is the phase
related to the time-dependent frequency as
Φ̇(t) ≡ ω(t).

(1.2)

One of the cases we consider is that of the frequency linearly changing with
time,
ω(t) = −vt,

(1.3)
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where Φ(t) = −vt2 /2. The other case that will be studied here is a non-linear
time dependence of the frequency that provides the fastest magnetization
reversal.
It is convenient to recast the problem in terms of a classical spin s =
M/Ms , |s| = 1, where Ms is the saturation magnetization. The LandauLifshitz equation of motion for this spin has the form
ṡ = γ [s × Heff ] − αγ [s × [s × Heff ]] ,

(1.4)

where γ is the gyromagnetic ratio, α is dimensionless damping coefficient and
Heff = −

1 ∂H
= 2dsz ez + hex cos Φ(t) + hey sin Φ(t)
V ∂M

(1.5)

is the effective field. Here d ≡ Ha = KMs is the anisotropy field. In the
initial state the spin points in the negative-z direction, s(−∞) = −ez .
Further it is convenient to switch to the coordinate frame rotating around
the z axis together with the magnetic field, so that in this frame the magnetic
field is static. As the result, in the new frame the spin acquires a rotation
opposite to that of the ac field in the initial (laboratory) frame. Thus in the
rotating frame the Landau-Lifshitz has the form
ṡ = [s × (γHeff + Ω(t))] − αγ [s × [s × Heff ]] ,

(1.6)

where
Heff = 2dsz ez + hex ,

Ω(t) = ω(t)ez .

(1.7)
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1.3

General properties of the magnetization
reversal

With the sign choice in Eq. (1.3), the ac field at negative times is precessing
in the same direction as the magnetic moment, thus it excites magnetic
resonance and may cause magnetization reversal. In the ideal case, as we
will see below, the resonance condition holds during the whole reversal. After
the magnetic moment overcomes the barrier, sz > 0, it changes its precession
direction, and so does the ac field.
In the rotating frame, the field ω(t)/γ sweeping at a linear rate makes
the problem resembling that of the Landau-Zener (LZ) effect that can be
formulated in terms of the evolution of a classical spin described by a Larmor
equation. There are three modifications, however: (i) uniaxial anisotropy
and (ii) damping added to the model and (iii) sweeping ω(t) in the negative
direction. Because of the latter, the initial state of the spin in the rotating
frame is the high-energy state with sz opposite to ω, see Eq. (1.3). To the
contrast, in the regular LZ effect the initial spin state is the low-energy state.
In the absence of anisotropy and damping, the initial orientation of the spin
and the sweep direction do not matter. However, in the general case the
situation does depend on these factors.
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In particular, in the absence of damping one can multiply γheff + Ω(t)
by −1 that only makes the spin precess in the opposite direction but does
not affect its reversal. The resulting model is a model with a positive sweep,
such as the regular LZ problem, while the anisotropy becomes easy-plane,
d < 0. It was shown [34] that in this case for a sweep slow enough the
system adiabatically follows the time-dependent lowest-energy state and the
spin switching is very efficient. In our original model (with α = 0) the
magnetization reversal is similar. Only instead of adiabatically following the
lowest-energy state, the spin adiabatically follows the highest-energy state,
in which it was at the beginning.
This adiabatic solution corresponds to the maximum of the energy in the
rotating frame
H/(V Ms ) = −ds2z − sx h − (ω/γ) sz

(1.8)

p
The maximal energy corresponds to sy = 0. Using sx = − 1 − s2z (opposite
to the transverse field) and requiring dH/dsz = 0, one obtains the equation
p
2dsz + hsz / 1 − s2z + ω/γ = 0

(1.9)

for the energy maximum. Since in practical conditions h  d, an approximate solution of this 4th-order algebraic equation for the adiabatic spin value
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reads



ω > 2γd
−1,
sz = −ω/(2γd), |ω| ≤ 2γd


1,
ω < −2γd.

(1.10)

Note that this solution is independent of h. Nonzero values of h cause rounding at the borders of the central region |ω| ≤ 2γd where the reversal occurs.
In the laboratory frame, the spin is precessing during adiabatic reversal being
phase-locked to the ac field.
For α = 0 the magnetization reversal can be achieved for whatever small
ac field h. In the case of a nonzero damping, there is a dissipative torque
acting towards the energy minima, and the ac field h has to exceed a threshold
value to overcome this torque. Below we will see that the magnetization
reversal requires
h > αd

(1.11)

that is much easier to fulfill than h > 2d in the case of a static field. As the
torque due to the transverse field is maximal when the magnetic moment is
perpendicular to it, in the presence of damping the magnetic moment goes
out of the x-z plane during the reversal.

CHAPTER 1. MANIPULATION OF NANOMAGNETS BY AC FIELDS12

Figure 1.1: Almost adiabatic magnetization reversal at zero damping.

Figure 1.2: Non-adiabatic magnetization reversal at zero damping.
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1.4
1.4.1

Numerical - magnetization reversal by
the time-linear frequency sweep
Time dependences of reversing magnetization

The results of numerical solution of Eq. (1.6) in the undamped case α = 0 for
a small frequency sweep rate are shown in Fig. 1.1. Magnetization reversal
in this case is almost adiabatic and sz (t) is well described by Eq. (1.10)
with rounding at the borders of the reversal interval due to a small value of
h/d. The reversal is practically confined to the z-x plane and sy is small.
Numerical results for a faster sweep rate are shown in Fig. 1.2. Here there is
still magnetization reversal but it is not adiabatic and the final value of sz is
smaller than one. Because of this, the magnetic moment is precessing around
the z axis, as manifested by sx and sy . During reversal the magnetization
is substantially deviating from the z-x plane. For larger sweep rates the
reversal quickly becomes impossible.
Fig. 1.3 shows that in the damped case the magnetic moment substantially deviates from the z-x plane. Still, overall the reversal in this case is
close to adiabatic. Increasing the sweep rate leads to a non-adiabatic regime
shown in Fig. 1.4. Here transverse spin components are oscillating and the
dependence of sz is jagged. This shows that, in the laboratory frame, the
phase locking between the magnetic moment and the ac field is about to
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Figure 1.3: Almost adiabatic magnetization reversal for α = 0.02.

Figure 1.4: Non-adiabatic magnetization reversal for α = 0.02.
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Figure 1.5: Instability in slow magnetization reversal for α = 0.02.
break. In spite of all this, there is a complete reversal because the damping
finally brings the magnetic moment to the bottom of the potential well (c.f.
Fig. 1.2). For a faster sweep the reversal disappears and the magnetic moment lands in the initial well, sz = −1. In the case of a slow sweep shown
in Fig. 1.5 an instability can develop that leads to the breakdown of the
phase locking and to faster relaxation of the magnetic moment towards one
of the two potential wells. The final value of sz (1 or -1) behaves irregularly vs sweep rate. This regime is not interesting for applications aimed at
achieving as fast as possible reversal.
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1.4.2

Phase diagram of the magnetization reversal by
the time-linear frequency sweep

Dependence of the final value of sz on the amplitude of the ac field h and
frequency sweep rate v defines the “phase diagram” of the magnetization
reversal. In the undamped case the numerically calculated phase diagram is
shown in Fig. 1.6. The final sz is color-coded: black corresponds to sz = −1
(non-reversal) and red corresponds to sz = 1 (reversal). One can see that the
reversal requires h sufficiently large and v sufficiently small. The curvature
of the phase boundary at small h and v suggests a fractional power. Careful
examenation of this region of the phase diagram shows that the reversal
condition has the form
v
<c
2γ 2 d2

 4/3
h
,
d

c ' 1.6

(1.12)

at h/d  1 and α = 0.
Phase diagram of the magnetization reversal in the damped case α = 0.02
is shown in Fig. 1.7. It is similar to Fig. 1.6 but there is a threshold for
the magnetization reversal on h and the phase-boundary line goes linearly
at small v. Computations for different values of α suggest that the reversal
requires h/d > α.
One can compute other types of phase diagrams for the magnetiza-
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Figure 1.6: Phase diagram of the magnetization reversal in the undamped
case.

Figure 1.7: Phase diagram of the magnetization reversal for α = 0.02. Yellow
line: Eq. (1.26).
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tion reversal that show a compact reversal region and the whole boundary line. The most useful of these phase diagrams uses the parameters
(αd/h, αv/(γ 2 h2 )). Indeed, the area of the magnetization reversal is the
compact region 0 < αd/h < 1 and v/h2 is inversely proportional to the
energy of the ac field injected during the time of the reversal by the linear
frequency sweep
t(linear)
=
rev

2γd
.
v

(1.13)

The maximum of v/h2 corresponds to the minimal injected energy and thus
to the maximal efficiency of the reversal. Figs. 1.8 and 1.9 show that the
maximal efficiency of the time-linear frequency sweep corresponds to αd/h ≈
0.5. Also in these figures one can see that there is no reversal if the sweep
rate is too low, especially for low ac fields on the right side.

1.5

Analytical

Analytical investigation of the magnetization reversal is more convenient in
spherical coordinates
sz = cos θ,

sx = sin θ cos ϕ,

sy = sin θ sin ϕ.

(1.14)
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Figure 1.8: Efficiency-type phase diagram of the magnetization reversal for
α = 0.1.

Figure 1.9: Efficiency-type phase diagram of the magnetization reversal for
α = 0.01.
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After neglecting the ac field in the dissipation term, Eq. (1.6) becomes

1.5.1

θ̇ = γh sin ϕ − αγd sin 2θ

(1.15)

ϕ̇ = −2γd cos θ − ω (t) + γh cos ϕ cot θ.

(1.16)

Linear frequency sweep

In the case of a linear frequency sweep, Eq. (1.3), one can rewrite the equation of motion for the spin in terms of the dimensionless time variable
τ = vt/(2γd).

(1.17)

The resulting equation of motion has the form
dθ/dτ = b sin ϕ − αa sin 2θ

(1.18)

dϕ/dτ = −2a (cos θ − τ ) + b cos ϕ cot θ,

(1.19)

where
a≡

2γ 2 d2
,
v

b≡

2γ 2 dh
v

(1.20)

characterise the sweep rate. Another important parameter is
A = αd/h.

(1.21)

Since a is a large parameter, phase locking of the magnetic moment to
the ac field and thus efficient reversal requires cos θ ∼
= τ in the reversal
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region |τ | < 1. If cos θ only slightly deviates from this form, this causes
strong oscillations of ϕ and thus the breakdown of the phase locking. Setting
cos θ = τ , from Eq. (1.18) one obtains the phase-locking condition for ϕ in
the form
sin ϕ =

1 dθ
+ A sin 2θ.
b dτ

(1.22)

The term on the left of this formula is proportional to the torque acting
on the spin from the ac field. This torque has to ensure temporal change
of θ (i.e., reversal) and compensate for the dissipative torque that is acting
toward potential wells. One can see that damping hampers climbing the
barrier by the magnetic moment. The maximal damping torque is realized
at θ = 3π/4, where sin 2θ = −1. Since the reversal implies dθ/dτ < 0, it
is clear that for A > 1 the ac torque cannot overcome the damping torque.
Thus, the necessary condition for the magnetization reversal is
A < 1,

(1.23)

while the more restricting sufficient condition requires that the right-hand
side of Eq. (1.22) does not drop below -1 for all τ . The latter requires the
frequency sweep rate to be not too fast. Using cos θ = τ , one can rewrite
this condition in the form
max f (τ ) < 1,

√
1
f (τ ) ≡ −2Aτ 1 − τ 2 + √
.
b 1 − τ2

(1.24)
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Figure 1.10: f (τ ) of Eq. (1.24).
Because of the inertial term, f (τ ) shown in Fig. 1.10 diverges at the borders of the reversal interval. This is, however, an artefact of neglecting the
rounding of the dependence sz (τ ) at τ = ±1 because of the finite value of
h. When this effect is taken into account, there are maxima around τ = ±1
instead of divergences. Thus, spin reversal can break down either because
of the inertial effect near τ = −1 or because of the effect of dissipation near
√
θ = 3π/4, i.e., τ = −1/ 2, depending on which one occurs at a smaller
sweep rate.
Let us first consider the dissipative breakdown of the magnetization reversal for A slightly below 1 that happens at a small sweep rate. In this case
1/b ∝ v is small and the second term in f (τ ) in Eq. (1.24) is a perturbation. Thus the value of this term can be taken at the unperturbed dissipative
√
√
√
√
maximum τ = −1/ 2. Using −2τ 1 − τ 2 = 1 and 1 − τ 2 = 1/ 2, one
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obtains the reversal condition
√
A+

2
< 1.
b

(1.25)

This can be rewritten in real units as
1
v
<√
2
2
2γ d
2



h
−α
d


(1.26)

and it is in a reasonable agreement with the numerical results in Fig. 1.7.
Although this expression formally survives in the dissipationless limit α → 0,
it becomes inapplicable in this limit. Here the breakdown of spin reversal is
due to the inertial effect.
To investigate the latter, one needs a more accurate approximation for
f (τ ) in Eq. (1.24) near τ = −1 that tranforms divergence into a maximum.
This can be done by solving Eq. (1.9) although it is difficult to do it analytically in general. Instead, since the maximum should be close to τ = −1,
we can solve this equation exactly at τ = −1, which is much easier. A
perturbative solution for h/d  1 yields
ds˙z /dτ ∼
= 2/3,

1/3
sin θ ∼
= (h/d) .

(1.27)

and then one obtains
dθ
1 d cos θ
2
−
=
=
dτ
sin θ dτ
3

 1/3
d
.
h

(1.28)
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√
Replacing in Eq. (1.24) 1/ 1 − τ 2 by this result and using Eq. (1.20), one
obtains the dissipationless reversal condition
v
3
<
2
2
2γ d
2

 4/3
h
,
d

(1.29)

in a reasonable agreement with the numerical result, Eq. (1.12).
The combined reversal condition obtained from Eqs. (1.26) and (1.12) is
thus
v
< min
2γ 2 d2

(

1
√
2



  4/3 )
3 h
h
−α ,
.
d
2 d

(1.30)

Let us shortly discuss the stability of our spin-reversal solutions that, in
the laboratory frame, is the stability of phase locking between the spin and
the ac field at slow frequency sweep. Linearizing Eqs. (1.15) and (1.16)
around the static solution (θ, ϕ) at a fixed time, one obtains the deviation
(δθ, δϕ) ∝ eλt . For the orientations closer to the wells, 3π/4 < θ ≤ π
and 0 ≤ θ < π/4, one has λ < 0 and phase locking is stable. However,
for the orientations closer to the barrier, π/4 < θ < 3π/4, one has λ > 0
and phase locking is unstable. Thus the barrier has to be crossed fast enough
during reversal before the instability develops. Considering the process quasistatically, one can write
 t

Z
(δθ, δϕ) ∼ exp  dt0 λ(t0 )
t0

(1.31)
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and use the stability criterion

R0
t0

dtλ(t) < 1, where t0 is the time of entering

the instability region and the top of the barrier is reached at t = 0. After
some algebra one arrives at the stability criterium
α
v
√ < 2 2.
2γ d
3 2

(1.32)

A boundary of this kind is seen in Figs. 1.8 and 1.9 close to the bottom.

1.5.2

Optimal frequency sweep

The magnetization reversal can be optimized by applying a time-nonlinear
frequency sweep. Among all possible cases the so-called “optimal sweep”
stands out as a rotation of the magnetic moment in one plane (in the rotating
frame) with ϕ = −π/2, that is with the moment being always perpendicular
to the ac field. It is easy to see that this provides the maximal torque on the
magnetization during the reversal. With

ω (t) = −2γd cos θ

(1.33)

Eq. (1.16) self-consistently yields ϕ̇ = 0. Then Eq. (1.15) takes the form
θ̇ = −γh − αγd sin 2θ.

(1.34)

Integrating this equation with the initial condition θ(0) = π, one obtains

− sin t̃
,
tan θ =
(1.35)
cos t̃ − arcsin A
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Figure 1.11: Optimal magnetization reversal for different values of A = αd/h.
where t̃ ≡

√

1 − A2 γht and A is defined by Eq. (1.21). After some algebra the

expression for the optimal sweep can be transformed to the most convenient
form:
cos t̃ − arcsin A



sz = cos θ = − q

1 − A cos 2t̃ + arccos A

(1.36)

illustrated in Fig. 1.11. Together with Eq. (1.33) it gives a non-linear time
dependence of the frequency of the ac field that provides the fastest reversal
of the magnetic moment. This exact result, that generalizes the result of
Ref. [29] obtained in the absence of damping, must have important practical
applications.
In the dissipationless case, A → 0, the optimal magnetization reversal is
described by a pure cosine function that is a Rabi precession of the magnetic
moment around the ac field. In the general case, the reversal is mainly due
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to the cos term in the numerator, whereas the denominator only affects the
shape of the switching curve, making it non-sinusoidal in the presence of
damping.
Eq. (1.36) and Fig. 1.11 describe the optimal reversal during the time
trev = √

π
,
1 − A2 γh

A≡

αd
<1
h

(1.37)

It is instructive to compare this time with the time of the magnetization
reversal for the linear sweep, defined by Eq. (1.13) (notice that the total
time of the process may be longer). In the dissipationless case, the maximal
sweep speed is given by Eq. (1.12). For that speed one obtains the minimal
reversal time
t(linear)
rev

4
=
3γh

 1/3
d
h

(1.38)

that is longer than the time given by Eq. (1.37) with A = 0. In the dissipative
case near A = 1, the maximal sweep rate for the linear sweep follows from
Eq. (1.26). This yields
t(linear)
rev

√
2 2 1
=
.
γh 1 − A

(1.39)

For |1 − A|  1 this is also is much longer than the time given by Eq. (1.37).
In the relevant region A ∼ 1 Eqs. (1.37) and (1.39) are comparable. However,
one has to keep in mind that the linear frequency sweep has to begin with
a frequency beyond the resonance range, so that the actual reversal time of
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the linear sweep is somewhat longer than above.
The total energy input of the ac power needed for the reversal satisfies
E ∝ h2 trev .

(1.40)

For the optimal sweep one has
E∝√

h2
h
=q
.
2
1 − A2
2
h − (αd)

(1.41)

The minimum of this function, 2αd, is achieved at
h=

√

2αd

(1.42)

√
(that is at A = αd/h = 1/ 2).
For the linear sweep one has
E (linear) ∝ h2 t(linear)
=
rev

h2
h
=
.
1−A
h − αd

(1.43)

The minimum of this function, 4αd, is achieved at
h = 2αd

(1.44)

(that is, at A = αd/h = 0.5).
We see that the magnetization reversal by the optimal sweep requires
both a smaller amplitude of the ac field and a smaller total energy input, as
compared to the linear sweep. In both cases the injected energy at the maximal efficiency is proportional to α and thus the efficiency itself is inversely
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proportional to α. (The latter was multiplied by α in Figs. 1.8 and 1.9 to
make them approximately scale with α.)

1.6

Discussion and Conclusions

We have studied numerically and analytically a microwave-assisted reversal of the magnetic moment of a single-domain magnetic particle. We conclude from our studies that a circularly polarized ac field that has specific
time dependence of the frequency can be an effective tool for switching the
magnetization. The corresponding physical mechanism consists of the resonant absorbtion of photons of the spin projection that ensures the consistent
change in the projection of the magnetic moment. Emission of excitations by
the magnetic moment inhibits this process. In the micromagnetic theory it
is described by the phenomenological dimensionless small parameter α that
can be independently measured. In single-domain particles this parameter
is usually greater than in bulk materials and is typically of order 0.01 − 0.1.
[35] The condition on the power of the ac field needed to overcome damping
and reverse the magnetization is h > αd. For, e,g., the anisotropy field d
of order 0.01T and α of order 0.01, one obtains h of order 0.0001T for the
amplitude of the ac field, which is a reasonable value from the practical point
of view.
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We have studied linear and nonlinear time dependence of the frequency
of the ac field. It has been demonstrated that the linear case, ω = −vt, resembles the Landau-Zener problem. Magnetization reversal has been demonstrated numerically and the phase diagrams have been obtained that show
the range of v, h, d, and α that provide the reversal. They show that for
the reversal to occur, the frequency sweep must be sufficiently slow, but not
too slow when the damping is finite. The linear case has also been studied
analytically. Condition (1.30) has been obtained for the upper bound on
the frequency sweep rate. For the values of the parameters used above, that
upper bound is in the ballpark of 107 GHz/s. The minimal reversal time for
the time-linear sweep is of order (γh)−1 .
We have also studied a time-nonlinear frequency sweep. Exact analytical
solution for ω(t) that provides the fastest reversal has been obtained with
account of damping. It is given by equations (1.33) and (1.36). This finding
may have important practical application. We call this sweep the optimal
sweep. It has been demonstrated that, besides ensuring the fasted magnetization switch, it also pumps less energy into the system as compared to the
linear sweep. In both cases the injected energy is proportional to α.

Chapter 2
Manipulation of nanomagnets
inside Josephson junction
In this Chapter we study electromagnetic interaction of a nanomagnet with
a weak superconducting link. Equations that govern coupled dynamics of
the two systems are derived and investigated numerically. We show that
the presence of a small magnet in the proximity of a weak link may be detected through Shapiro-like steps caused by the precession of the magnetic
moment. Despite very weak magnetic field generated by the weak link, a
time-dependent bias voltage applied to the link can initiate a non-linear dynamics of the nanomagnet that leads to the reversal of its magnetic moment.
Implementation of a small-scale magnetization reversal is proposed in which
a nanomagnet is electromagnetically coupled to two weak superconducting
links controlled by the voltage. Dynamics of such a system is analyzed with
account of the back effect of the magnet on the superconducting links. We
31
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also consider quantum problem in which a nanomagnet interacting with a
weak link is treated as a two-state spin system due to quantum tunneling
between spin-up and spin-down states.

2.1

Introduction

Josephson junctions and magnets in a close proximity of each other can
be coupled through various mechanisms. Static properties of superconductor/ferromagnet/superconductor (S/F/S) Josephson junctions have been intensively studied in the past but not as much attention has been paid to the
coupled dynamics of the magnetic moment and the tunneling current. The
effect of superconductivity on ferromagnetic resonance in such junctions has
been recently observed by Bell et al [36] who attributed their observation to
the proximity effect [37]. Theory that may be relevant to this experiment has
been worked out by Buzdin who computed the phase shift in the Josephson
junction arising from the Rashba-type spin-orbit coupling [38] and studied
the coupled dynamics of the magnetization and the Josephson current due
to this mechanism [39]. Dynamical proximity effect generated by the precession of the magnetization in an S/F/S junction has been also investigated by
Houzet [40] Shapiro steps in the I-V curve of the S/F/S junction, related to
the ferromagnetic resonance, have been reported by Petković et al [32] who
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also provided theoretical arguments favoring a purely electrodynamic nature
of the effect in their experiment.
Coupling of Josephson junctions to individual spins inside the junction
have been also intensively studied in the past. The theory traces back to
the works of Kulik [41] and Bulaevskii et al [42] who elucidated the effect of
spin flips on the tunneling current. More recently, Nussinov et al [43, 44],
using Keldysh formalism, demonstrated that superconducting correlations
drastically change dynamics of a spin inside a Josephson junction. Josephson
current through a multilevel quantum dot with spin-orbit coupling has been
studied by Dell’Anna et al [45]. Deposition of a single magnetic molecule
in a SQUID loop has been attempted [46] and theoretical treatments of the
Josephson current through such a molecule have been proposed [47, 48, 49].
Samokhvalov [50] considered formation of vortices in a Josephson junction
by a magnetic dot. Spin-orbit coupling of a single spin to the Josephson
junction has been studied by Padurariu and Nazarov [51] in the context
of superconducting spin qubits. Somewhat related to single spins are also
studies of two-level systems inside Josephson junctions [52, 53, 54, 55].
Early experimental research on coupling of magnetic nanoparticles to microSQUIDs has been reviewed by Wernsdorfer [31] who also reviewed recent
progress made due to the development of nanoSQUIDs [73]. Thirion et al [8]
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demonstrated the possibility of switching of the magnetization of 20nm Co
nanoparticles in a dc magnetic field by the radio-frequency pulse generated
by a microSQUID. They measured the angular dependence of the switching
field and reproduced the Stoner-Wohlfarth astroid [9] for a single nanoparticle. Further miniaturization of such systems has been achieved using carbon
nanotubes [56, 57, 58] and nanolithography assisted by the atomic force microscope [59]. Such systems utilizing single magnetic molecules have been
proposed as possible ultimate memory units and as elements of quantum
computers [60].
The typical wavelength of microwaves that are in resonance with the precession of the magnetic moment is in the centimeter range. Thus, one of the
challenges for potential applications of the microwave-assisted magnetization
reversal for, e.g., computer technology, consists of the generation of a circularly polarized ac field of sufficient amplitude at the position of a nanoscale
single-domain particle. In Ref.[1] a suggestion has been made to use the ac
field generated by a superconducting weak link. If one is not turned off by
the necessity to go to lower temperatures (which is probably, inevitable for
magnetic memory of ultra-high density), the advantage of this method would
be the possibility to control the time dependence of the frequency by voltage
across the link. Interaction between a nanomagnet and a Josephson junc-
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Figure 2.1: Color online: Nanomagnet near a weak superconducting link.
tion has been subject of intensive research. Micro-SQUID setup has been
used by Jamet et al to observe switching of the magnetization in a 3nm Co
cluster [30, 31], see also review [73]. Ferromagnetic resonance in permalloy
films grown on Nb substrate has been studied by Bell et al. [36] Petcović
et al [32] investigated experimentally the direct dynamical coupling of spin
modes and a supercurrent in a ferromagnetic junction, following theoretical
study of this system by Houzet. [40] Current-phase relation in a Josephson
junction coupled with a magnetic dot has been investigated theoretically by
Samokhvalov. [50] Most of the research in this area focused on the proximity
effect [37, 38, 39] rather than on electromagnetic interaction.
In this Chapter we consider a nanomagnet located close to a weak link
between two superconductors, see Fig. 2.1. The position of the nanomagnet is away from the path of the tunneling current, so that the interaction
between the two systems is considered to be of purely electromagnetic origin. The mechanism of the interaction is conceptually similar to that argued

CHAPTER 2. MANIPULATION OF NANOMAGNETS INSIDE JOSEPHSON JUNCTION36
in the experiment of Ref. [32]. The magnetic field of the nanomagnet alters the Josephson current flowing through the link, while the magnetic flux
generated by the Josephson junction acts on the magnetic moment of the
nanomagnet. From mathematical point of view the dynamics of this problem resembles the dynamics studied in Ref. [39]. The differences stem from
different geometry, different interaction, and finite normal resistance of the
weak link that we allow within the RSJ model. The attractiveness of the
problem that deals with purely electromagnetic interactions is in the absence
of the unknown parameters. We hope that this will assist experimentalists in
designing Josephson junction - nanomagnet systems with desired properties.
Dynamical equations describing the system depicted in Fig. 2.1 are derived in the next Section. Small oscillations of the magnetic moment of the
nanomagnet caused by a constant voltage applied to the weak link are studied in Section 2.3. We show that such oscillations can produce Shapiro-like
steps in the I-V curve without any external ac voltage applied to the link.
Non-linear dynamics of the nanomagnet due to a voltage pulse applied to
the link is studied in Section 2.4. We show that using a specific slow time
dependence of the voltage pulse one can reverse the magnetic moment of the
nanomagnet. The remarkable feature of this process is that the reversal can
be achieved despite the fact that the magnetic field generated by the link is
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small compared to the switching field determined by the magnetic anisotropy.
This is similar to the effect of the RF field demonstrated experimentally in
Ref. [8]. The reversal occurs due to the pumping of spin excitations into the
nanomagnet by the ac-field of the oscillating tunneling current. The model in
which circularly polarized ac field is generated by two superconducting weak
links is studied in Section 2.5 with account of the back effect of the dynamics
of the magnetic moment on the links. The final part of the paper studies
electromagnetic interaction of the weak link with a quantum two-state system formed by tunneling of the nanomagnet’s spin between up and down
orientations. Quantum dynamics of this system is derived in Section 2.6.
We show that it provides the simplest realization of a Josephson junction spin qubit suggested in Ref. [51] (see also Ref. [60] and Ref. [61]). Our
conclusions and suggestions for experiment are summarized in Section 2.7.

2.2

The Model

We consider a system depicted in Fig. 2.1. Nanomagnet of a fixed-length
magnetic moment M is located at a distance a from the center of the weak
superconducting link of length L. The nanomagnet is assumed to be rigidly
embedded in the solid matrix of the link. In the presence of the external
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magnetic field B0 , the energy of the nanomagnet is then given by
EM = K(M) − M · B0 ,

(2.1)

where K(M) is the energy of the magnetic anisotropy that depends on the
orientation of M with respect to the body of the magnet.
Neglecting the capacitance of the weak link, the energy of the link can be
written as
EJ = −EJ cos γ ,

(2.2)

where γ is the gauge invariant phase, EJ = h̄Ic /(2e) is the Josephson energy,
and Ic is the critical current of the link. Note that EJ depends on the external
field B0 . Time derivative of γ,
dγ
2eV (t)
=
,
dt
h̄

(2.3)

is proportional to the total voltage,
Z

2

dr · E(r, t) ,

V (t) =

(2.4)

1

across the link. Here E is the electric field and integration goes from one end
to the other end of the link.
For the link biased by the external voltage V0 (t) one has
γ = γ0 + γA ,

(2.5)
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where
2eV0 (t)
dγ0
=
dt
h̄

(2.6)

and
2π
γA = −
Φ0

2

Z

dr · A(r, t) .

(2.7)

1

Here Φ0 = 2πh̄/(2e) is the flux quantum and A is the vector potential.
In our problem the vector potential A is formed by two additive contributions:
A = AB + A M .

(2.8)

1
AB = (B × r)
2

(2.9)

Here

is the vector potential created by the external field and
AM =

µ0 M × r
4π r3

(2.10)

is the vector potential created at a point r from the nanomagnet assuming
that the latter is small compared to all other dimensions of the problem. The
voltage
VA =

h̄ dγA
2e dt

(2.11)

is the electromotive force induced in the link by the time-dependent magnetic
field generated by the rotating magnetic moment.
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The dynamics of the magnetic moment is given by the Landau-Lifshitz
equation:
∂M
η
= γg M × Bef f −
|γg |M × (M × Bef f )
∂t
M0

(2.12)

where γg is the gyromagnetic ratio for M, η is a dimensionless damping
coefficient, and
Bef f = −

∂E
∂M

(2.13)

is the effective field acting on M, with E being the total energy of the system.
For E = EM + EJ one has
Bef f

Z

∂
∂K
= B0 −
+ Ic sin γ
∂M
∂M

2

dr · AM (r, t) .

(2.14)

1

It is easy to see that the last term in this expression equals the magnetic
field BJ created by the tunneling current I = Ic sin γ at the location of
the nanomagnet. Indeed, substituting into this term AM of Eq. (2.10) and
rearranging the mixed product of the vectors, one obtains for the last term
in Eq. (2.14)
µ0 ∂
Ic sin γ
4π ∂M

Z
1

2

r × dr
µ0
M·
=
3
r
4π

Z
1

2

dI × r0
= BJ ,
r02

(2.15)

where r0 = −r is the radius-vector pointing from the element of the current
to the position of the nanomagnet.
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So far we have not considered the normal current through the weak link.
If the resistance of that link, R, is finite, the total current through the link
is
I = Ic sin γ +

V
V0
h̄ dγA
= Ic sin γ +
+
.
R
R
2eR dt

(2.16)

This expression should replace Ic sin γ in the expression for the effective field,
so that in the limit of Ic → 0 the field given by the last term in Eq. (2.14)
would be the field generated by the normal current IN = V /R. Note that this
field can be formally obtained from Eq. (2.13) by adding the corresponding
Zeeman term,
Z
EZ = −IN

2

dr · A ,

(2.17)

1

to the total energy.

2.3

Linear Approximation and Shapiro-like
Steps

In this Section we shall assume that deviations of the magnetic moment from
its equilibrium orientation, caused by the interaction with the Josephson
junction, are small. This will allow us to treat the Landau-Lfshitz equation
in the linear approximation. For certainty, we choose the external magnetic
field B0 and the equilibrium magnetic moment M0 in the direction parallel
to the line connecting the leads 1 and 2, which is the y-direction in Fig. 2.1.
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To make the problem more tractable we shall also assume in this Section
that the applied field is large compared to the effective field due to magnetic
anisotropy, so that the latter can be neglected.
Under the above assumptions, substitution of Eq. (2.10) into Eq. (2.7)
gives
γA = −kMz ,

k=

2π
L
√
.
Φ 0 a L 2 + a2

(2.18)

Contribution of the weak link to the effective field is


h̄k dMz
V0
BJ = kEJ sin γ +
−
ez ,
Ic R 2eIc R dt

(2.19)

where ez is the unit vector in the z-direction. Linearization of Eq. (2.12) then
gives the following equation for the perturbation of the magnetic moment in
the z-direction:
dMz
d2 Mz
+ 2η̃γg B0
+ γg2 B02 Mz =
2
dt
 dt



η d
2eV0 t
2
kγg B0 M0 EJ 1 +
sin
− kMz
γg B0 dt
h̄

(2.20)

where

η̃ = η +

h̄
2e

2

k 2 γg M0
2R

(2.21)

is the damping coefficient renormalized by the additional channel of dissipation due to normal (eddy) currents generated by the rotating magnetic
moment.
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According to Eq. (2.16) the total current is given by

I = Ic sin

2eV0 t
− kMz
h̄


+

V0
kh̄ dMz
−
.
R
2eR dt

(2.22)

¯ that one can obtain by
It has an ac component and the dc component, I,
averaging Eq. (2.22) over the oscillations. We want to compute the dependence of I¯ on V0 that is associated with the I-V curve of the weak link. It is
convenient to introduce
ωg = γg B0 ,

ωR =

2eIc R
,
h̄

EB =

B0
,
k

=

EJ
,
EB

(2.23)

and to switch to dimensionless variables:
B0
M
, B̄0 =
, t̄ = ωg t ,
M0
B0
2eV0 ¯ I
V̄0 =
, I = , k̄ = kM0 .
h̄ωg
Ic
M̄ =

(2.24)

Note that ωg is the precession frequency for the magnetic moment in the
absence of interaction with the superconducting link.
In terms of the above variables the equations for I and Mz become


d
M̄
ω
g
z
V̄0 − k̄
,
I¯ = sin(V̄0 t̄ − k̄ M̄z ) +
ωR
dt̄


dM̄z
d
d2 M̄z
+ 2η̃
+ Mz =  1 + η
sin(V̄0 t̄ − k̄ M̄z ) .
dt2
dt
dt̄

(2.25)
(2.26)

In these equations the dimensionless parameter k̄ can be small or large, depending on the size and the location of the magnet. The ratio ωg /ωR can also
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Figure 2.2: Color online: Dependence of I¯ on V¯0 in the presence of the
nanomagnet (purple) and without the magnet(blue) for  = 0.1, k̄ = 0.1,
η̄ ≈ η = 10−4 , ωg /ωR  1. The inset shows the difference between the two
curves.
be small or large depending on the resistance R. The parameter  roughly
equals the ratio of the field created by the critical current at the location of
the nanomagnet and the external field. In practical situations this ratio will
always be small, thus, justifying the linear approximation for M̄z away from
resonance, V̄0 = 1, and at the resonance for not very small η̃. In the case
of a very narrow resonance (very small η̃) one should employ the non-linear
approximation based upon the full Landau-Lifshitz equation.
¯ on V̄0 , computed numerically, is shown in Fig.
The dependence of hIi
2.2. Shapiro-like steps at V̄0 = 1 and V̄0 = 2 are apparent. They appear
due to same physics as the conventional Shapiro steps, with the field of the
precessing magnet playing the role of the rf field. The half-Shapiro step that
can be seen at V̄0 = 0.5 appears when one solves the full Landau-Lifshitz
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equation instead of the linearized equation. Fig. 2.2 illustrates the principal
possibility to detect the presence of a small magnet in the vicinity of the
weak link by measuring its I-V curve.

2.4

Non-linear Dynamics and Magnetization
Reversal

In this Section we demonstrate the possibility of a reversal of the magnetic
moment of the nanomagnet by using a specific time dependence of the bias
voltage applied to the weak link. This problem involves a non-linear dynamics
described by the full Landau-Lifshitz equation. Consider a nanomagnet with
uniaxial magnetic anisotropy
K(M) = −

K 2
M
2V y

(2.27)

(with K being a constant and V being the volume of the magnet) in a zero
external field. The effective field from this term in the energy is
(A)

Bef f =

KMy
ey .
V

(2.28)

The problem of coupling of the weak link to small oscillations of M around
M0 directed along the anisotropy axis becomes identical to the problem studied in the previous section if one replaces B0 with KM0 /V . If both are present
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B0 in the above formulas should be replaced with B0 + KM0 /V .
The dc magnetic field that would be required to switch the magnetic moment to the opposite orientation along the anisotropy axis is B0 = KM0 /V .
In all practical situations the magnitude of the oscillating magnetic field produced by the weak link at the location of the magnet will be hopelessly small
compared to that field. The question, however, arises whether the ac field
produced by the oscillations of the Josephson current can pump spin excitations into the magnet at a rate sufficient to reverse its magnetization. We
shall see that this may, indeed, be practicable, thus invoking the possibility
of a magnetic memory unit operated by voltage pulses.
When the effective field is dominated by the magnetic anisotropy the roles
of the parameters ωg and EB are played by
ωg =

γg KM0
,
V

EB =

KM0
.
kV

(2.29)

To simplify our formulas we consider in this Section the limit of a very large
normal resistance, so that we can neglect the normal current through the
link. (This assumption is unessential for our conclusions, though, and the
calculation can easily be generalized to the case when the normal current is
present.) Under this assumption the non-linear dynamics of the magnetic
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Figure 2.3: Color online: Reversal of the magnetic moment of the nanomagnet by linearly decreasing bias voltage V̄ = 1.5 − 0.0015t̄. The values of the
parameters are  = k̄ = 0.05, η = 0.01.
moment is described by the dimensionless Landau-Lifshitz equation
∂ M̄
= M̄ × B̄ef f − η M̄ × (M̄ × B̄ef f )
∂ t̄

(2.30)

Z
= M̄y ey +  sin( V̄ dt̄ − k̄ M̄z )ez .

(2.31)

with dimensionless
B̄ef f

Numerical solution of Eq. (2.30) for a time-linear voltage pulse is shown
in Fig. 2.3. As the effective field decreases in the course of the reversal, the
ac field generated by the oscillating tunneling current continuously pumps
spin excitations into the nanomagnet. This leads to the full reversal of the
magnetic moment. We find numerically that the reversal only occurs at  > η.
Another observation is that the time needed for the reversal is inversely
proportional to . Practical implications of these findings are discussed in
Sec. 2.7.
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2.5

Reversal of the magnetization with the
help of two Josephson junctions

Pointed switching of the magnetization of a nanomagnet by the ac field of
varying frequency may be achieved by coupling the magnet to a weak superconducting link [1]. Advantage of this method consists of the possibility to
control the time dependence of the frequency by the voltage across the link,
V (t). As has been discussed in the Introduction the most effective switching
occurs when the ac field is circularly polarized. This requires two weak links
shown in Fig. 2.4. In addition to the previous problem one should now take
into account the back effect of the magnet on the weak links. As we shall see
below, our results for the optimal sweep permit generalization that provides
exact time dependences of voltages on the two links needed to obtain full
reversal of the magnetization.
Following the derivation presented in Section 2.4, it is easy to show that
interaction of the magnet with two Josephson junctions leads to a modified
expression (1.5) for the effective field,
Heff = 2dsz ez + hJ [sin(γy − ksx )ex + sin(γx − ksy )ey ]

(2.32)

where hJ = kEJ / (Ms V ) is the amplitude of the ac magnetic field created by
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Figure 2.4: Geometry used in the model: Nanomagnet inside two perpendicular superconducting weak links of length 2L at a distance a from the
magnet.
the junction at the position of the nanomagnet,
2eVx,y
dγx,y
=
,
dt
h̄

(2.33)

Vx,y are the voltages across the junctions, and
k=

4πMs V
L
√
aΦ0
L2 + a2

(2.34)

is a dimensionless spin-feedback coupling coefficient.
For the time-linear voltage, dependence of the effective field in Eq. (2.32)
on oscillating transverse spin components is detrimental for reversal. This
happens because the oscillating additions to the otherwise time-smooth
phases disturb phase locking between the magnetization and the ac field
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Figure 2.5: Detrimental influence of the magnetization feedback on the
Josephson junction in the case of linear frequency sweep and zero damping.
and cause non-adiabaticity. Fig. 2.5 shows that non-adiabaticity in the zerodamping case becomes pronounced already for small values of the feedback
coefficient k. In the realistic damped case the negative influence of finite k
is even stronger. The instability of the phase locking for π/4 < θ < 3π/4
discussed at the end of Sec. 1.5.1 exponentially increases the mismatch between the directions of the ac field and the magnetization arizing because of
the feedback. As a result, the magnetization randomly lands in one of the
two wells, as shown in Fig. 2.6.
In order to reduce the effect of the Josephson junctions on the magnet to
the effect of a circularly polarized field, one can require that
γx − ksy = γ(t) ,

γy − ksx = γ(t) +

π
,
2

(2.35)
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Figure 2.6: Influence of the magnetization feedback in the damped case with
linear sweep.
where γ(t) is a phase. This allows one to use the results of the previous
section for the optimal sweep requiring γ̇(t) = ω (t) = −2γg d cos θ. For
such a sweep, sx,y (t) in the laboratory frame are precessing diring reversal as
follows
sin(t̃) cos γ(t̃)
sx = sin θ(t̃) cos γ(t̃) = p
1 − A cos(2t̃ + arccos A)
sin(t̃) sin γ(t̃)
sy = sin θ(t̃) sin γ(t̃) = p
,
1 − A cos(2t̃ + arccos A)
where A = αd/hJ , t̃ =

√

(2.36)

1 − A2 γg hJ t, and sin θ(t̃) was obtained by combining

Eqs. (1.35) and (1.36). The time-dependent phase is given by
Z
γ(t) =
0

t

2d/hJ
ω(t )dt = − √
1 − A2
0

0

Z

t̃

cos θ(t̃0 )dt̃0 .

(2.37)

0

with ω(t) defined by Eqs. (1.33) and θ(t) given by (1.36). In accordance with
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Figure 2.7: The optimal choice of Vx (purple) and Vy (gold) across the weak
links at A = k = 0.5. Time dependence of sz is shown by blue dots.
Eq. (2.35), the optimal time dependence of the voltages across the junctions
become
Vx (t) =

h̄
[ω(t) + k ṡy ] ,
2e

Vy (t) =

h̄
[ω(t) + k ṡx ].
2e

(2.38)

This dependence is shown in Fig. 2.7. The time dependence of sz in the
figure is the same as for the optimal freqency sweep in Fig. 1.11. Oscillations
of the voltages are due to the terms in Eq. (2.38) that depend on sx,y . They
are weak as long as k is small. Oscillations disappear in the limit of k → 0,
making Vx,y in that limit to follow the smooth time dependence of the optimal
frequency sweep obtained in the previous section.
Having practical applications in mind, it is interesting to test the stability of the reversal described by the above equations against high-frequency
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Figure 2.8: Optimal magnetization reversal in the presence of voltage noise
in the weak links.
voltage noise. This can be done by writing
0
Vx,y
(t) = Vx,y (t) + 

h̄γg d
Fx,y (t)
e

(2.39)

with Fx,y being uniform random functions of time between −1 and +1 and
 representing the relative strength of the noise. Quite remarkably, as is
illustrated in Fig. 2.8, the full magnetization reversal may occur even in the
presence of a strong noise. At  = 1 this happens with more than 0.99
probability. With less than 0.01 probability the magnetic moment bounces
back to sz = −1 before it reaches sz = 1. This can be traced to the fact that
the high-frequency noise in most cases averages out in the phase γ because
the latter is proportional to the time integral of the voltage.
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2.6

Nanomagnet as a Two-State Quantum
System

In this Section we will treat nanomagnet as a fixed-length quantum spin
S, rigidly embedded in a solid matrix. Magnetic anisotropy energy K(M)
should now be replaced by a crystal-field Hamiltonian. The general form
of such a Hamiltonian that corresponds to a strong easy-axis magnetic
anisotropy is
ĤS = Ĥk + Ĥ⊥ ,

(2.40)

where Ĥk commutes with Sz and Ĥ⊥ is a perturbation that does not commute
with Sz . Presence of the magnetic anisotropy axis means that the | ± Si
eigenstates of Sz are degenerate ground states of Ĥk . Operator Ĥ⊥ slightly
perturbs the | ± Si states, adding to them small contributions of other |mS i
states. We shall call these degenerate normalized perturbed states |ψ±S i.
Physically they describe the magnetic moment of the nanomagnet looking in
one of the two directions along the anisotropy axis. Full perturbation theory
with account of the degeneracy of ĤS provides quantum tunneling between
the |ψ±S i states [62]. The ground state and the first excited state are even
and odd combinations of |ψ±S i respectively,
1
Ψ∓ = √ (|ψS i ± |ψ−S i) .
2

(2.41)

CHAPTER 2. MANIPULATION OF NANOMAGNETS INSIDE JOSEPHSON JUNCTION55
They satisfy
ĤS Ψ± = E± Ψ±

(2.42)

E+ − E− = ∆

(2.43)

with

being the tunnel splitting. The latter is typically small compared to the
distance to other spin energy levels, making the two-state approximation
rather accurate at low energies. For, e.g., biaxial magnetic anisotropy, ĤS =
−DSz2 + dSy2 with d  D, the splitting of the lowest energy level appears in
the S-order on d/D, while the distance to the next level equals (2S − 1)D.
Since the two low-energy spin states of quantum nanomagnet are superpositions of |ψ±S i, it is convenient to describe such a two-state system by a
pseudospin 1/2. Components of the corresponding Pauli operator σ are
σx = |ψ−S ihψS | + |ψS ihψ−S |
σy = i|ψ−S ihψS | − i|ψS ihψ−S |
σz = |ψS ihψS | − |ψ−S ihψ−S | .

(2.44)

The projection of any operator ÂS = Â(Ŝ) onto |ψ±S i states is
Âσ =

X
m,n=ψ±S

hm|ÂS |ni|mihn| .

(2.45)
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Figure 2.9: Color online: Rabi oscillations of |CS (τ )|2 at 2k̄EJ /∆ = 0.1 for
two constant voltages with the initial condition CS (0) = 1.
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Expressing |ψ±S i via Ψ± according to Eq. (2.41), it is easy to see from Eq.
(2.42) that
hψ±S |ĤS |ψ±S i = 0,

hψ−S |ĤS |ψS i = −∆/2 .

(2.46)

With the help of these relations one obtains from Eq. (2.45)
Ĥσ(S) = −(∆/2)σx .

(2.47)

Quantum generalization of Eq. (2.2) with account of Eqs. (2.6) and (2.18)
is
ĤJ = −EJ cos(ωJ t − kµB Ŝz ) .

(2.48)

Equations (2.44) and (2.45) then give
Ĥσ(J) = −EJ [cos(ωJ t) + kµB Sσz sin(ωJ t)] ,

(2.49)

where
ωJ (t) =

2e
V0 (t) .
h̄

(2.50)

The total Hamiltonian of our two-level system is
Ĥσ = −bef f · σ ,

(2.51)

b̂ef f = (∆/2)ex + k̄EJ sin(ωJ t)ez .

(2.52)

where
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Here, as before, k̄ = kM0 = kµB S, so that the energy k̄EJ roughly represents
the strength of the interaction of the magnetic flux of the junction with the
spin S. In practice this interaction can be greater or smaller than ∆.
The above system represents a simple realization of the spin qubit proposed by Nazarov [51]. Quantum states of such a qubit are described by the
wave function
Ψ = CS |ψS i + C−S |ψ−S i .

(2.53)

The Schrödinger equation for |Ψi is
ih̄

dΨ
= Ĥσ Ψ .
dt

(2.54)

Here |C±S |2 is the probability for the spin to look up or down along the
z-direction, with |C+S |2 + |C−S |2 = 1. Introducing

C̃±S (t) = C±S (t) exp

ik̄EJ
2h̄

Z

t


dt sin[ωJ (t )t ] ,
0

0

0

(2.55)

t0

we obtain from Eq. (2.54)
d
∆
C̃−S = C̃S
dt
2
d
∆
ih̄ C̃S = − k̄EJ C̃S sin(ωJ t) + C̃−S .
dt
2
ih̄

(2.56)

In terms of dimensionless time, t̄ = ∆t/(2h̄), the resulting equation for C̃S is
 
 
d2
2k̄EJ d
2h̄ωJ
C̃S − i
sin
t̄ C̃S + C̃S = 0
dt̄2
∆ dt̄
∆

(2.57)
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The effect of the bias voltage becomes especially pronounced at V0 satisfying
ωJ = (m/n)∆, where m and n are integers. Fig. 2.9 shows Rabi oscillations
of the probability to remain in the initial spin-up state for two different bias
voltages each satisfying one of the above conditions.

2.7

Discussion

We have studied electromagnetic interaction between a weak superconducting link and a small magnet placed in the vicinity of the link. Three problems
have been considered: Shapiro-like steps in the I-V curve generated by the
magnet, the reversal of the magnetic moment by a time-dependent bias voltage, and Rabi oscillations of the quantum spin induced by a constant voltage.
For the first two problems the strength of the interaction is determined
by the parameter  = EJ /EB . By order of magnitude  represents the ratio
of the magnetic field generated by the tunneling current and the effective
field, Bef f , acting on the magnetic moment due to magnetic anisotropy and
the applied external field. We show that precession of the magnetic moment
generates Shapiro-like steps in the I-V curve of the superconducting weak
link. The possibility to observe the first Shapiro step at V̄0 = 1 (and also the
peak at V0 = 0.5 due to non-linearity) appears quite realistic. Note that the
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first step scales down linearly with  when decreasing , the second step at
V̄0 = 2 scales as 2 , and so on. Thus, for small , higher steps may be more
difficult to see in experiment.
A remarkable observation is that despite the weakness of the field generated by the tunneling current of the link, for a certain time dependence of the
bias voltage it can effectively pump spin excitations into the magnet, leading
to the reversal of its magnetic moment. The damping constant η = 0.01 was
chosen for simulations of the reversal. This value is realistic for magnetic
nanoparticles [35]. We find that condition  > η is required for the reversal,
which must be important for experiment. The parameter  determines the
number of cycles in the precession of the magnetic moment that leads to the
reversal of the moment. In our numerical simulations that number roughly
scaled as 1/. For  = 0.05 used to obtain the plot shown in Fig. 2.3 the time
required to reverse the moment was close to 103 ωg−1 . For, e.g., ωg ∼ 1011 s−1
this would provide a reversal in ten nanoseconds. The linear time dependence of the bias voltage in Fig. 2.3 was chosen to maintain the condition
of continuous pumping of spin excitations into the magnet. Smaller  would
require slower time dependence of V0 , which should not be difficult to satisfy in experiment. However, smaller  would require smaller η due to the
condition  > η. Also, the smaller is  the more sensitive the time evolution
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of the magnetic moment becomes to the time dependence of the voltage. A
slight change in that dependence is sufficient for the moment to bounce back
to the initial direction after reaching the top of the anisotropy barrier.
Circularly polarized ac field can be generated by coupling a single-domain
particle electromagnetically to two weak superconducting links whose phases
are displaced by π/2 with respect to each other. One advantage of such a
system is that the time dependence of the frequency of the ac field generated
by the links can be controlled by voltage. This problem has been studied
by us with account of the back effect of the magnetic moment on the links.
Magnetization reversal has been demonstrated numerically and analytical
expressions have been derived for the time dependence of the voltages across
the links that provide the fasted magnetization reversal. One remarkable
property of this system is weak dependence of the reversal dynamics on the
voltage noise.
In the quantum problem, the parameter  is no longer relevant. The relevant parameter becomes the ratio of the Zeeman interaction of the spin with
the field of the tunneling current and the tunnel splitting ∆. This parameter
can be small or large depending on the splitting. Rabi oscillations of the spin
are strongly affected by the bias voltage. The most noticeable effect appears
at V0 satisfying one of the resonant conditions eV0 = (m/n)∆, where m and
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n are integers. At such resonances the behavior of the probability to find
the spin in up or down configurations is very different from the off-resonance
behavior. This demonstrates the principal possibility to electromagnetically
manipulate a nanomagnet - weak link qubit by the voltage applied to the
link.

Chapter 3
Magnetic Moment in a
Torsional Oscillator
Switching of the direction of the magnetic moment in a nanomagnet is studied within a modified Slonczewski’s model that permits torsional oscillations
of the magnet. We show that the latter may inhibit or assist the magnetization switching, depending on parameters. Three regimes have been
studied: the switching by torsional oscillations alone, the switching by the
spin-polarized current with torsional oscillations permitted, and the magnetization switching by the current combined with the mechanical twist. We
show that switching of the magnetic moment is possible in all three cases
and that allowing torsional oscillations of the magnet may have certain advantages for applications. Phase diagrams are computed that show the range
of parameters required for the switching.

63
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3.1

Introduction

The interest in spin dynamics operated by the electric current started with
the suggestion [63, 64, 65] to move domain walls in metals by the flow of spinpolarized electrons [66]. The discovery of the interlayer exchange coupling
and giant magnetoresistance in magnetic multilayers [67, 68] gave further
boost to research on current-induced switching of magnetization. Slonczewski
[69] and Berger [70] demonstrated that a spin-polarized current could deliver
a spin transfer torque that is sufficient to reorient the magnetic moment
in a nanostructure. This suggestion triggered a wide-spread research on
magnetic devices operated by spin-polarized currents [71]. The field has
progressed towards current-induced magnetization switching in the smallest
nanostructures, including nanowires.
The question we are addressing in this chapter is whether some degree
of the mechanical freedom of the nanostructure would assist or inhibit the
process of the magnetization switching. This question may be of particular importance because electric currents needed to switch the magnetization
are rather high. Meanwhile, as is well known, the magnetization can be
switched by the low amplitude high-frequency ac magnetic field. When absorbed in a resonant manner, it drives the magnetic moment up the energy
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barrier towards the reversal [72]. The corresponding wavelengths of the electromagnetic field are typically in the centimeter range, making it difficult to
selectively apply this method to small densely packed memory units. This
prompted some researchers to use Josephson junctions for generation of the
ac field in a small magnet [73]. The latter method, however, requires low
temperatures.
Our work is motivated by the observation that, in the coordinate frame
coupled to the magnetic anisotropy axes, the rotational vibrations of a magnet are equivalent to the ac magnetic field [74]. Consequently, for nanomechanical resonators with vibrational frequencies comparable to the frequency
of the ferromagnetic resonance, the effect of rotational vibrations can be similar to the effect of the ac magnetic field. Unlike the ac field, however, the
mechanical vibrations can be localized at the nanoscale.
The connection between the magnetization reversal and mechanical rotation has been known for almost a century. It is manifested in the Barnett
and Einstein - de Haas effects [75, 76]. Coupling of mechanical resonators to
classical magnetic moments has been studied in the past in the context of
magnetization reversal in a thin magnetic film deposited on a microcantilever
[77] and nanomachines operated by the ac currents [78, 79, 80]. Einstein de Haas effect in a magnetic microcantilever has been measured [81] and ex-
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plained [82] by the motion of a domain wall. Various aspects of the electronic
transport through magnetic molecules have been investigated together with
the possibility of writing, storing, and reading spin information in memory
devices based upon single-molecule magnets [83]. Switching of the molecular
spin by a spin-polarized current through a molecule bridged between conducting leads has been proposed [84] and the effect of a soft vibrating mode
of the molecule on the electronic transport has been studied [85]. Experiment
has progressed to the measurement of the spin reversal in a single-molecule
magnet drafted on a carbon nanotube [86, 87].
In this paper, we extend the model of Slonczewski [69] for a situation
when the magnet subjected to a spin-polarized current is free to develop
torsional oscillations. Our focus is on the magnetization reversal by the dc
current, assisted by mechanical vibrations. Dynamics of the total angular
momentum, spin plus mechanical angular momentum, makes this problem
uniquely defined and free of any unknown coupling constants [88]. The paper is structured as follows. The model is formulated in Section 3.2. Mechanically assisted magnetization switching (MAMS) in the absence of the
current is studied in Section 3.3. Switching by the current in a system that
permits torsional oscillations is investigated in Section 3.4. Section 3.5 deals
with the magnetization switching assisted by both, the spin-polarized cur-
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rent and independently generated torsional oscillations. Results and possible
implementations of the proposed mechanisms of magnetization switching are
discussed in Section 3.6.

3.2

Formulation of the Problem

In the original formulation of the problem by Slonczewski the magnetic moment m of an uniaxial nanomagnet is switched by a spin-polarized current I
originating from a ferromagnet that has a fixed direction of the magnetization
M. The dynamics of m is governed by the modified Landau-Lifshitz-Gilbert
equation [9] called the Slonczewski equation[69, 71],


µB I
ṁ = m̂ × −γg Hu (c · m)c + αṁ + g(θ)
m̂ × M̂
e


(3.1)

Here Hu is the magnitude of the uniaxial magnetic anisotropy field, m̂ and M̂
are unit vectors along m and M, and c is the unit vector along the easy magnetization axis. Parameters γg , α, µB , and e are respectively the gyromagnetic ratio, the Gilbert damping, the Bohr magneton, and the electron charge.

−1
Function g(θ) is given by [69] g(θ) = −4 + (1 + P )3 (3 − cosθ)/(4P 3/2 )
where θ is the angle between m and −M and P is the spin polarization of
the ferromagnetic material, 0 < P < 1. We follow literature in this field of
research and use the Gilbert form of damping instead of the Landau-Lifshitz
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form of damping used in Chapter 1. This has no effect on our results.
Using spherical angles for the magnetic moment m that undergoes the
reversal, one can obtain from Eq. (3.1)


µB I
θ̇ = g(θ)
− αγg Hu cosθ sinθ
em

(3.2)

where m is the absolute value of m.
For complete switching one should require g(θ)µB I/(em) − αγg Hu cosθ >
0, which yields the Slonczewski condition, I > Isc , for the magnetization
reversal, with the critical current Isc given by Isc = k(P )α(m/µB )eωF M R .
Here ωF M R = γg Hu is the frequency of the ferromagnetic resonance and k(P )
is the numerical factor of order unity that depends on the spin polarization of
the current. For iron P = 0.4 while some materials may have P close to one.
If one writes g(θ) = (A − Bcosθ)−1 then k(P ) = A2 /(4B). For the numerical
work we are choosing P = 0.5, which according to Eq. (3.2) corresponds to
A = 3.16, B = 2.39, k = 1.04.
The geometry of our model (not the actual proportions) is depicted in
Figure.3.1. It is conceptually similar to the Slonczewski’s model with the
only difference that the nanomagnet is now a part of a torsional oscillator.
Consequently, the direction of its easy magnetization axis c is allowed oscillate in space in accordance with the coupled dynamics of the magnetic
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Figure 3.1: Schematic presentation of the geometry of the model studied in
the paper (actual dimensions may vary). Nanomagnet is a part of a torsional
resonator. Spin tranfer torque delivered by the spin-polarized electric current
causes rotation of the magnetic moment that is coupled to the mechanical
rotation of the resonator through Einstein - de Haass effect.
moment and the oscillator. The axis of the mechanical rotation is along the
x̂ direction. When the torsional oscillator rotates by the angle ρ about the x̂
axis, the direction of the easy axis c in Eq. (3.1) transforms as c(ρ) = R(ρ)c
were R(ρ) is the rotation matrix



1
0
0
R(ρ) =  0 cos ρ −sin ρ 
0 sin ρ cos ρ

(3.3)

We choose the direction of the magnetization of the ferromagnetic source of
the spin polarized current, M, to be along the −ẑ direction and the equilibrium orientation of the easy axis c of the nanomagnet to be along the ẑ
direction. This gives
c(ρ) = (0, −sinρ, cosρ)

(3.4)

c(ρ) · m = mz cosρ − my sinρ

(3.5)
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Substituting this into Eq. (3.1) and writing m = m(sinθcosφ, sinθsinφ, cosθ)
we obtain
i
dθ h
0
=
g(θ)I
−
α
φ̇
sinθ
dt0

(3.6)

−sinρ cosφ(cosθ cosρ − sinρ sinθ sinφ)
αg(θ)I 0
1
dφ
=
+
(cosρ + sinρ cotθ sinφ
dt0
1 + α2
1 + α2

(3.7)

− αsinρ cosφ/sinθ) (cosθ cosρ − sinρ sinθ sinφ)
where we switched to dimensionless
t0 = ωF M R t,

I0 =

µB I
,
m eωF M R

m0 =

m
m

(3.8)

The above equations for m must be accompanied by the equation of
motion for the torsional oscillator. The latter follows from the equation
J˙x = τx where J is the total angular momentum and τ is the torque. Their
x-components are given by
mx
+ Ir ρ̇
γg
µB I
τx = −g(θ)
m̂ × (M̂ × m̂) · x̂ − Ir ω02 ρ
eγg
Jx = −

(3.9)
(3.10)

respectively, where Ir is the moment of inertia of the rotator and ω0 is the
frequency of its torsional vibrations. The first term in Eq. (3.9) is the spin
angular momentum and the second term is the mechanical angular momentum. Similarly, the first term in Eq. (3.10) is the spin transfer torque from
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polarized electrons and the second term is the returning mechanical torque
due to the elastic twist. Here we are assuming that the latter is proportional
to the angle of twist ρ. Note that, in, e.g., nanowires this assumption is
justified even for large rotation angles [89]. The negative sign of m-terms
is due to the fact that electron spin is opposite to the direction of the magnetization (e and γg are considered to be positive constants.). Introducing
the dimensionless damping parameter of the torsional oscillator η we obtain
from J˙x = τx
d2 ρ
1 dm0x g(θ)I 0 0 0
0 dρ
02
+
ω
η
+
ω
ρ
=
−
mz mx
0
0
dt02
dt0
Ir0 dt0
Ir0

(3.11)

Here we use dimensionless parameters
ω00 =

ω0
ωF M R

,

Ir0 =

γg ωF M R
Ir
m

(3.12)

Full dynamics of the system is described by equations (3.6), (3.7), and (3.11).
Note that when ρ = 0, equations (3.6) and (3.7) reduce to Eq. (3.2).

3.3

Magnetization Switching by Torsional
Oscillations in the Absence of the Current

Numerical solution of equations (3.6), (3.7), and (3.11) at I = 0 reveals that
the magnetic moment can be switched by the vibrational motion of the torsional oscillator alone if the amplitude of the oscillations is sufficiently large.
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Figure 3.2: Dynamics of the magnetic moment induced by the π/2 mechanical twist of the torsional oscillator in the absence of spin polarized current
for two moments of inertia, I 0 = 5 and I 0 = 600. Blue line shows oscillations of the magnetic moment projected onto the magnetic anisotropy axis,
m0 · R(ρ)ẑ. Red line shows mechanical oscillations ρ(t0 ). (a,b) Magnetization
witching with damping η = 0.1; (c,d) No switching with damping η = 0.01.
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Figure 3.3: MAMS phase diagram, ω00 vs θ0 , for Ir0 = 5 and two different
values of η. The area of switching is shown by light color.
We call such a process the Mechanically-Assisted Magnetization Switching
(MAMS). To initiate MAMS one twists the oscillator by a large angle, e.g.,
ρ0 = π/2, waits until m comes to thermal equilibrium by aligning with the
new direction of the anisotropy axis c, and then releases the oscillator. The
initial condition is, therefore, θ0 = ρ0 . We find that MAMS is not very sensitive to the moment of inertia of the torsional oscillator but is sensitive to its
resonance frequency, its damping constant, and the angle of twist, see Fig.
3.2. For every set of parameters the switching occurs in a certain range of
the mechanical damping η. It does not occur for very small η or very large
η. In all numerical work we set α = 0.1 for the Gilbert damping parameter.
Switching phase diagrams of ω00 vs θ0 , for Ir0 = 5 and Ir0 = 600, η = 0.1 and
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Figure 3.4: MAMS phase diagram, ω00 vs θ0 , for Ir0 = 600 and two different
values of η. The area of switching is shown by light color.
η = 0.01, are shown in Figs. 3.3 and 3.4. Switching areas are depicted in light
color. There are continuous areas of switching as well as areas of sporadic
switching where the dynamics of the system is extremely sensitive to the
parameters. It is interesting to notice that at ω00 < 1 a higher mechanical
damping, η = 0.1, gives cleaner and faster switching than lower damping,
η = 0.01. This is also clear from Fig. 3.2. To confirm and illustrate this
observation we plot in Fig. 3.5 the dynamics corresponding to the point of
(0.9, 0.7) in Fig. 3.4(a).
The initial angle of twist ρ0 = θ0 = π/2 is rather large and one might
look for alternative ways to induce MAMS. One such way is to let the angle
of twist oscillate for a certain period of time (say, from t0 = 0 to t0 = Ti ).
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Figure 3.5: Dynamics of switching at a point ω00 = 0.7 and θ0 = 0.9 in the
phase diagram shown in Fig.3.4(a).
This corresponds to replacing the dynamics described by Eq. (3.11) with
ρ(t) = ρ0 cos(t) and then, at t0 = Ti , letting Eq. (3.11) govern the rest of the
damped motion. In this case, for each set of parameters, there is a window of
ω00 for which the switching occurs and it is possible to induce the switching
by smaller angles of twist, such as, e.g., π/4 and π/3.
The above dynamics that includes driven oscillation followed by free oscillations produces well-defined areas as well as scattered areas of the switching
in the phase diagram. For instance at Ir0 = 5, η = 0.1, the switching is
possible at ρ0 = θ0 = π/4 for 0.06 ≤ ω00 ≤ 0.3 and also near ω00 = 0.32 and
ω00 = 0.33. If the damping η is reduced to 0.01, the windows of switching
are 0.07 ≤ ω00 ≤ 0.35 and 0.38 ≤ ω00 ≤ 0.48. At ρ0 = θ0 = π/3, the are two
switching windows for 0.01 ≤ ω00 ≤ 0.12 and 0.21 ≤ ω00 ≤ 0.60. One also
finds narrow areas of switching near ω00 = 0.14 and ω00 = 0.62. When the
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a
Figure 3.6: Plots of ρ(t) (red line) and magnetization in the coordinate frame
of the mechanical oscillator, m0 · R(ρ)ẑ (blue line), for different values of
parameters. Driven oscillations at t0 < 100 are followed by free damped
oscillations at t0 > 100.
twist angle becomes very large (e.g. ρ0 = π/2) the values of ω00 for which
switching occurs become scattered.
For a larger moment of inertia Ir0 = 600 it is possible to induce switching
by the driven oscillations followed by free oscillations for angles smaller than
π/4. For instance, if η = 0.1 one can induce switching with ρ0 = θ0 = π/7
in a narrow interval of resonance frequencies 0.29 ≤ ω00 ≤ 0.36. This interval
increases as ρ0 increases but remains below ω00 = 0.5 for angles of twist less
than π/3. At ρ0 = θ0 = π/3 the values of ω00 for which switching occurs are
scattered between 0.01 and 0.72. Time dependence of the mechanical twist
and the magnetic moment for two different sets of parameters is shown in
Fig. 3.6.

b
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3.4

Current-Induced Magnetization Switching in a Torsional Oscilator

In this Section we solve numerically equations (3.6), (3.7), and (3.11) at a
non-zero current assuming that mechanical oscillation are generated by the
current itself and not by any external force as in the previous Section. As
is known [71], to obtain a non-trivial dynajmics that leads to the magnetization reversal, one has to introduce small misalighnment of the equilibrium
orientations of M and m, that we set at θ0 = 0.01. Switching phase diagrams
of I/Isc vs ω00 , are shown in Fig. 3.7 for Ir0 = 5 and Ir0 = 600 at η = 0.01.
Switching areas are depicted in light color. The areas of switching are continuous but with many small islands embedded, where the switching does
not occur. In these plots the current required for the switching is compared
with the Slonczewski’s critical current Isc . Interestingly, for Ir0 = 5, that
corresponds to a very small nanomagnet comparable to a magnetic molecule,
the critical current is higher than Isc if ω00 < 0.5. However, above this value
of ω00 there is a region where the critical current required for the switching is
lower than the Slonczewski’s limit. At high resonance frequency of the oscillator the critical current coincides with the Slonczewski’s limit. For Ir0 = 600
(as well as for higher moments of inertia studied) the critical current also

CHAPTER 3. MAGNETIC MOMENT IN A TORSIONAL OSCILLATOR78

a
Figure 3.7: Switching phase diagrams for a current-driven magnetization
reversal in a torsional oscillator. Switching area is shown in light color.
coincides with the Slonczewski’s limit almost everywhere except for a narrow
region of ω00 between 0.5 and 1. Another interesting observation is the presence of sporadic non-switching islands down to the lowest values of ω00 in the
phase diagram I/Isc vs ω00 for a very light oscillator. This observation can be
of practical importance for current-induced magnetization switching in the
smallest nanomagnets because it implies that some degree of the mechanical
freedom may cause instability of the process.
Three typical switching (non-switching) dynamics corresponding to particular points in the I/Isc vs ω00 phase diagram are shown in Fig. 3.8.
Comparison of switching speeds shows mixed results. In general, the switch-

b
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Figure 3.8: Typical current-driven switching (non-switching) dynamics of the
magnetic moment in the coordinate frame of the oscillator, shown for three
different sets of parameters.

b
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a
Figure 3.9: MAMS phase diagrams for current driven magnetization reversal
accompanied by a mechanical kick.
ing speed in a small nanomagnet is lower than that in a large nanomagnet
except when the current is close to the critical current or lower. This observation may appear counterintuitive. However, analysis of the equations shows
that it is related to the fact that a heavier resonator absorbs the change in
the spin angular momentum faster.

3.5

Switching by the Current Combined with
a Mechanical Kick

The analysis presented in the previous two Sections suggests that the maximum effect of the mechanical freedom of a nanomagnet may occur when
the effect of the current is combined with a mechanical kick that twists the

b
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torsional oscillator by a significant angle. In this Section we solve equations
(3.6), (3.7), and (3.11) at a non-zero current, assuming that ρ(t) is given
by ρ0 cos(t) (θ0 = ρ0 ) from t0 = 0 to t0 = Ti and by Eq. (3.11) afterwards.
Switching phase diagrams of I/Isc vs θ0 for Ir0 = 5 and Ir0 = 600 at η = 0.01
and ω00 = 0.75 are shown in Fig. 3.9. There are strong similarities between
cases of light and heavy oscillators, suggesting that the effect is quite universal. In agreement with previous results the switching occurs at I > Isc
in the absence of the mechanical kick (θ0 = 0). Also in agreement with the
results of Section 3.3 the switching occurs in certain windows of θ0 even at
I = 0. This observation may have practical importance because it shows
the potential of MAMS for magnetization reversal by a lower spin-polarized
current. As the moment of inertia increases, the width of the I = 0 switching
region shrinks. At high θ0 the switching becomes sporadic as a consequence
of the chaotic dynamics with uncertain outcome for mz at t → ∞.

3.6

Discussion

We have studied the effect of torsional oscillations of the magnet on the
magnetization switching induced by the spin-polarized electric current. Our
motivation for considering such a problem was two-fold. Firstly, applications
of spin transfer torque require rather large currents. It is, therefore, natural
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to ask whether the process can be assisted by other means. Secondly, with
various proposed designs of the magnetic memory operated by spin-polarized
currents, it is not out of question that some magnetic elements would have
a certain degree of mechanical freedom. The question we asked is whether
mechanical vibrations inhibit or assist the magnetization reversal. Throughout the paper our focus has been on the mechanically assisted magnetization
switching (MAMS) that can reduce the minimal required current as compared to the Slonczewski’s limit.
In Section 3.3 we have shown that a mechanical kick alone, supplied to
the oscillator, can switch the magnetization. In this case the effect of the
mechanical oscillations is equivalent to the effect of the ac field. Indeed, the
spins in the rotating coordinate frame of the resonator oscillating at an angular velocity ρ̇ experience the effective ac magnetic field h = ρ̇/γg . Weak
ac magnetic fields are known to be capable of switching the magnetization
through consecuitive absorption of photons. They transfer the angular momentum to the macrospin of the nanomagnet and drive it up the anisotropy
barrier until the reversal occurs [72]. As we have seen in Section 3.3, torsional
oscillations of the resonator have a similar effect on the magnetic moment.
The conditions required for the magnetization reversal are that the angle of
twist is suffiiently large and that the resonance frequency of the mechani-
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cal oscillator is comparable to the frequency of the ferromagnetic resonance.
p
The mechanical frequency of the torsional oscillator, ω0 = k/Ir , depends
on two parameters, the torsion elastic modulus k and the moment of inertia
Ir . The latter scales as the square of the oscillator size. Thus, the condition
ω0 ∼ ωF M R requires nanoscale oscillators. Nowadays GHz nanomechanical
oscillators are common. Oscillation frequencies of hundreds of GHz have
been reported in carbon nanotubes [90]. Even at lower frequencies, however, one observation made in Section 3.4 may be important for some of the
existing devices that use spin-transfer torque to achieve the magnetization
reversal. We have seen in the switching phase diagram that any degree of
the mechanical freedom of the device may lead to its instability due to the
chaotic coupled dynamics of the magnetic moment and the mechanical twist
inside certain windows of the values of the parameters. This effect becomes
progressively weaker, however, as the oscillator becomes heavier.
In the absence of the spin transfer torque delivered by the spin-polarized
current, MAMS requires a large oscillation angle ρ, which can be viewed
as a trade-off for a large current needed without the mechanical assistance.
The necessity of a large initial twist for the MAMS unassisted by the current is easy to understand by noticing that the effective ac magnetic field
in the coordinate frame of the oscillator is proportional to the amplitude of
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the oscillations, h = ρ̇/γg ∼ ω0 ρ/γg . In Section 3.5 we have shown that
combining the effect of the spins-polarized current with the effect of highfrequency mechanical oscillations one can reduce both, the critical current
and the amplitude of the oscillations required for the switching. This observation suggests a memory-switching nanodevice that is operated by both, spinpolarized current and electromechanical actuation. A fast mechanical twist
can be supplied to the oscillator through features used in the existing nanoelectromechanical systems (NEMS), by, e.g., placing it in the electric field
and delivering a field pulse simultaneously with a pulse of the spin-polarized
electric current. While this may be a challenging task at the nanoscale, the
fast progress of nanotechnology leaves no doubt about its feasibility. The
exact realization of the proposed combined switching mechanism may be far
from the one schematically depicted in Fig. 3.1. However, the equations
derived and solved in this paper are based upon general physical principles
and they should apply to a variety of situations in which the dynamics of the
magnetization is coupled with the mechanical rotational motion.

Chapter 4
Stability of Skyrmions in 2D
magnets
In this Chapter, skyrmion dynamics and interaction of the skyrmion with an
electron have been studied. Corrections to the spin texture of the skyrmion
due to the discreteness of the lattice have been computed. Due to the lattice
effects the skyrmion collapses in clean ferromagnetic and anti-ferromagnetic
materials. Lifetime of the skyrmion in isotropic two-dimensional ferro- and
antiferromagnets has been studied analytically and by numerical solution of
equations of motion for up to 2000×2000 classical spins on a square lattice coupled via Heisenberg exchange interaction. Excellent agreement between analytical and numerical results has been achieved. The lifetime of
the skyrmion scales with its initial size, λ0 , as (λ0 /a)5 in ferromagnets and
as (λ0 /a)2.15 in antiferromagnets, with a being the lattice parameter. This
makes antiferromagnetic skyrmions significantly shorter lived than ferromag85
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netic skyrmions. In doped anti-ferromagnetic materials the weak attraction
between a skyrmion and an electron may generate a bound state. We compute the energy of the bound state as function of the skyrmion size.

4.1

Introduction

Skyrmions [91, 92] are topologically stable configurations of a fixed-length
three-component vector field n(r) in the coordinate space of two dimensions. Due to the constraint n2 = 1 the n-field has two independent components. This permits unique mappings of n = (nx , ny , nz ) onto r = (x, y),
described by classes of homotopy [93]. Each homotopy class corresponds
to a non-trivial field configuration characterized by a conserved topological
charge. The emergence of a conserved charge from a continuous field theory prompted numerous studies of skyrmions in problems of high-energy and
condensed matter physics [94]. They include cosmology [95], Bose-Enstein
condensates [96], quantum Hall effect [97, 99] and anomalous Hall effect [98],
liquid crystals [100].
The interest to skyrmions in ordered spin systems had received much
attention soon after the discovery of high-temperature superconductivity in
copper oxides [101, 102, 103, 105, 106, 107, 108], and further explored recently
[109, 110, 111, 112]. It is related to the fact that superconductivity in copper

CHAPTER 4. STABILITY OF SKYRMIONS IN 2D MAGNETS

87

oxides occurs in doped CuO2 layers that, when undoped, are square lattices
of antiferromagnetically ordered spins. Initially there was some hope that
interaction of electrons and holes with skyrmions could play some role in
Cooper pairing but this was never successfully demonstrated. Some indirect
evidence of skyrmions in the magnetoresistence of lanthanum copper oxide
has been recently reported [113] but direct observation of skyrmions in 2d
antiferromagnetic lattices is still lacking.
In a continuous field model like, e.g., the non-linear σ-model, the groundstate energy of the skyrmion does not depend on its size, λ. This follows
from the invariance of the model with respect to the scale transformation
r → kr, where k is an arbitrary constant. If the skyrmion lives on a lattice,
however, the scale invariance becomes broken due to the presence of a lattice
parameter a. Thus the energy of the skyrmion depends on its size. This,
in general, must lead to the collapse or expansion of the skyrmion, making
it unstable. The nature of the exchange interaction on a lattice makes the
skyrmion energy decreasing with its size, that leads to skyrmion collapse.
A number of authors looked for interactions that could stabilize skyrmions
in 2d ferromagnets [114, 115, 116]. It was argued that anisotropic crystal
field added to the isotropic exchange model may, in principle, dynamically
stabilize the skyrmion. In reality, however, anisotropic interactions are of
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relativistic origin, while the lattice effect that leads to the collapse of the
skyrmion is of the exchange origin and thus much greater. Therefore, it is
important first to understand what is the mechanism of skyrmions collapse
in a generic exchange model.
In this chapter we first discuss the spin texture of skyrmions. Then
we study their dynamics and the dependence of their collapse time tc on
their initial size in a 2d square lattice of classical spins coupled via Heisenberg ferromagnetic (FM) or antiferromagnetic (AFM) exchange interaction.
The accuracy of the continuous approximation increases with the size of the
skyrmion, λ. One should, therefore, expect that the lattice skyrmion becomes stable in the limit of λ → ∞. We find that tc of the AFM skyrmion
scales as tc ∝ (λ0 /a)2.15 with its initial size λ0 . We compute the dynamics of
the collapse using both the analytical field model for the Neél vector and a
direct numerical calculation on lattices of up to 2000×2000 exchange-coupled
spins. The two approaches show excellent agreement with each other. For a
2d ferromagnet we obtain (up to logarithmic corrections) the (λ0 /a)5 scaling
of the lifetime. This makes skyrmions significantly shorter lived in a 2d AFM
than in a 2d FM.
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Spin texture of skyrmions

The spin texture of skyrmions (antiskyrmions) can be generated by
ω + ω∗
sx =
ωω ∗ + 1
ω − ω∗
sy = −i ∗
ωω + 1
ωω ∗ − 1
sz =
ωω ∗ + 1

(4.1)

where ω is a function of either z = x + iy or z ∗ = x − iy. For a set of
skyrmions labelled by n

ω = ωs = Πn

(z − zn )eiφn
λn

Qn
(4.2)

while for antiskyrmions,

ω = ωa = Πn

(z − zn )∗ e−iφn
λn

−Qn
(4.3)

where λn is a free parameter that roughly corresponds to the skyrmion (antiskyrmion) size and Qn = 0, ±1, ±2, ... is the topological charge that is positive
for the skyrmion and negative for the antiskyrmion. φn is another free parameter that describes the rotation of spins in the 2D plane. For simplicity,
we assume φn = 0 if not stated otherwise. The complex number z0 = x0 + iy0
corresponds to the center of the (anti-)skyrmion, (x0 , y0 ), in the 2D plane.
Figure 4.1 shows skyrmion with Q = 1 and antiskyrmion with Q = −1. Rotation of the skyrmion and the antiskyrmion by angle of φn = π/3 is shown
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a

b

Figure 4.1: Spin texture of (a) a skyrmion of charge Q = 1 and (b) an
antiskyrmion of charge Q = −1 .

a
Figure 4.2: Spin texture of (a) a skyrmion and (b) an antiskyrmion, both
rotated by angle of φ = π/3 compared to Figure 4.1.
in Figure 4.2. Figure 4.3 shows the spin field of a skyrmion of charge Q = 2
and an antiskyrmion of charge Q = −2.
For simplicity, in the following sections, we consider only skyrmions of
charge Q = +1 and of angle φ = 0.

b
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Figure 4.3: Spin texture of (a) a skyrmion of charge Q = 2 and (b) an
antiskyrmion of charge Q = −2.

4.3

Field model of an antiferromagnetic
skyrmion with lattice effects

We begin with an antiferromagnet described by the Hamiltonian for the Neél
vector L:
1
H0 = JS 2
2

Z




1 2
2
dxdy 2 L̇ + (∇L) .
c

(4.4)

Here L is normalized as L2 = 1, (∇L)2 ≡ (∂x L)2 + (∂y L)2 , JS 2 > 0 is the
exchange energy associated with the interaction of spins of length S, and c
√
is the speed of AFM spin waves that equals 2 2Ja/h̄ in a square lattice.
The term with L̇2 can be understood as a kinetic energy responsible for the
inertia of antiferromagnets.
The absolute minimum of the energy corresponds to the uniform AFM
background, L = const. Non-uniform configurations of L are characterized
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by the topological charge
1
Q=
4π

Z
dxdy L · (∂x L × ∂y L)

(4.5)

that takes values Q = 0, ±1, ±2, . . .. Within, e.g., the homotopy class Q =
−1 the minimum energy, static configuration is a skyrmion given by

L=

2λx
2λy
r 2 − λ2
,
,
r2 + λ2 r2 + λ2 r2 + λ2


,

(4.6)

where r2 = x2 + y 2 . Its energy, E = 4πJS 2 , is independent of λ.
Equation (4.4) can be derived from the Heisenberg exchange interaction
between nearest-neighbor classical spins sA = sB = 1,
H = S2

X

B
Jij sA
i ·sj = −

ij

SX A A 1X B B
s ·H −
s ·H ,
2 i⊂A i i
2 j⊂B j j

(4.7)

where A and B denote AFM sublattices and HA,B
= −δH/δ(SsB,A
) =
i
i
−S

P

ij

Jij sB,A
are the effective fields acting on the spins. As spins in each
j

sublattice rotate smoothly through space, one can expand the effective fields
as
HA
i


= −JS

4sB
i

+a

2

∇2 s B
i


a4 4
+
∂x + ∂y4 sB
i + ...
12


(4.8)

and similar for HB
i . This allows one to go over to the continuum description
in which there are two spin fields sA and sB . Switching to the magneti

zation M = sA + sB /2 and the Neél vector L = sA − sB /2, satisfying M2 + L2 = 1 and M · L = 0, with the help of equations of motion

CHAPTER 4. STABILITY OF SKYRMIONS IN 2D MAGNETS

93



h̄ṡA,B = sA,B × HA,B one obtains
1
H = H0 − JS 2 a2
24

Z
dxdy

h

∂x2 L

2

+ ∂y2 L

2 i

,

(4.9)

which differs from Eq. (4.4) by the second term due to the discreteness of
the lattice. If the size of the skyrmion λ is large compared to a, this term
can be treated as a perturbation. Using the ”rigid” skyrmion profile of Eq.
(4.6), one obtains the energy due to this term
Ediscr = −(2πJS 2 /3)(a/λ)2

(4.10)

that violates the scale invariance of the skyrmion. Eq. (4.10) can be interpreted as a potential energy responsible for the skyrmion collapse. During
the collapse it is transformed into the kinetic energy defined by the integral
−2

of L̇2 = 4r2 (r2 + λ2 ) λ̇2 . With account of energy conservation, Eq. (4.9)
gives
3
c2



r2 + λ2
r2
ln max 2
− 2 max 2
λ
rmax + λ



2

λ̇ =

 a 2
λ


−

a
λ0

2
,

(4.11)

where λ0 is the initial size of the skyrmion and rmax has been introduced
because of the logarithmic divergence of the integral in the kinetic energy.
The natural choice is rmax = λ0 + ct, which describes a front of AFM spin
waves propagating away from the collapsing skyrmion. This is confirmed
by direct numerical calculations, see Fig. 4.7 below. The logarithmic terms
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Figure 4.4: Collapse of antiferromagnetic skyrmions as described by the numerical solution of Eq. (4.11).
with time-dependent rmax require numerical integration of Eq. (4.11). The
resulting collapse curves are shown in Fig. 4.4.

4.4

Collapse of antiferromagnetic skyrmions

We now turn to the direct numerical solution of the dynamics of the skyrmion
provided by the microscopic Hamiltonian (4.7). The dynamics is determined
by the coupled equations of motion for spins, h̄ṡi = − [si × δH/δ(Ssi )]. We
chose initial state as a staggered skyrmion texture, sst , given by Eq. (4.6)
for the A sublattice and by the same formula but with a minus sign for the
B sublattice. The size of the skyrmion numerically can be defined as λ2m =
(m − 1)(2m π)−1

P

i

m

(1 − sst
zi ) , where m > 1 is an integer. If one replaces

summation by integration over dxdy/a2 and uses the skyrmion texture (4.6)
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for sst
z , this formula becomes an identity, λm = λ. The results presented
below have been obtained with m = 4. Other options make little difference.
As the dynamics of the skyrmion is entirely due to small terms arising
from the lattice discreteness, the time dependence is slow and sufficient accuracy can be achieved even for a large time step of integration. Increasing the
step is limited by stability rather then by required accuracy. The challenge of
the numerical solution is the 1/r decay of the skyrmion profile that requires
rather big lattice sizes even for moderate values of λ/a. Free or periodic
boundary conditions introduce spurious λ-dependent energies that compete
with the small energy due to the lattice discreteness, leading to the expansion of the skyrmion instead of collapse. To make boundary conditions more
resembling an infinite lattice, we have included the missing outside neighbors
of the boundary spins with the values approximated by the second-order extrapolation from the inside of the working region. Still, the lattice size has
to be large: 1000×1000 for λ0 /a up to 16 and 2000 × 2000 for λ0 /a = 18
and 20. The program was implemented in Wolfram Mathematica with a
compiled vectorized fixed-step fourth-order Runge-Kutta routine. One AFM
skyrmion-collapse event required about one hour computer time.
The collapse of an AFM skyrmion with λ0 /a = 15 is shown in Fig. 4.5.
Whereas the skyrmion size λ is decreasing continuously, the topological in-
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Figure 4.5: Skyrmion collapse in an antiferromagnet. Whereas the skyrmion
size λ is decreasing continuously, the topological charge Q decays only during
a short final stage of the collapse.

Figure 4.6: Skyrmion collapse in an antiferromagnet for different initial
skyrmion sizes.
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Figure 4.7: The front propagating from the center of antiferromagnetic
skyrmion at the beginning of its collapse.
variant Q changes only during a short final stage of the collapse when the
continuous approximation fails. Fig. 4.6 shows skyrmion collapse curves
for different values of λ0 /a. For λ0 /a = 18 the lattice size of one million
spins is too small and computation with four millions of spins is needed. For
λ0 /a = 16 these both lattice sizes yield the same collapse curve. These results
compare very well with the semi-analytical results shown in Fig. 4.4. The
collapse time can be fitted as tc ∝ λ02.15 in this range of λ0 . The considerable
deviation from the square law can be traced back to the logarithmic term in
Eq. (4.11). Fig. 4.7 shows |dL/dt| in an antiferromagnetic skyrmion at different times. The region of skyrmion motion where |dL/dt| > 0 is expanding
with the speed of antiferromagnetic spin waves c. The reason for this is that
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Figure 4.8: Skyrmion collapse in a ferromagnet. The collapse time scales as
tc ∝ λ50 .
the lattice-discreteness terms that drive the skyrmion collapse are very short
ranged while the skyrmion itself is long-ranged. The action of the former
is transferred to the whole skyrmion with a speed c in accordance with the
causality. The front position can be estimated as rmax = λ0 + ct, as was
argued after Eq. (4.11).

4.5

Collapse of ferromagnetic skyrmions

Along the same lines we have numerically studied the dynamics of ferromagnetic skyrmions. It turns out to be much slower than the collapse of AFM
skyrmions, so that up to one day of computations is needed for one collapse
event. Fig. 4.8 shows time dependences of the size of FM skyrmions during
the collapse. The collapse time scales as tc ∝ λ50 .
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The λ50 scaling of the collapse time of the FM skyrmion can be qualitatively understood as follows. The exchange interaction conserves the total
spin of the system. The infinitesimal increase of the (negative) skyrmion spin
in the course of its collapse is
Z
dS = S

d2 r dsz
λdλ R
dλ = −8πS 2 ln ,
2
a dλ
a
λ

dλ > 0.

(4.12)

Here we used sz in the skyrmion form given by Eq. (4.6) and introduced
the long range cut-off R. Because of the conservation of the total spin, the
increase of the skyrmion spin by dS generates dS magnons. Since in this
process the spin is being carried by large distances, the skyrmion collapse
is very slow. The average energy of emitted magnons can be estimated as
h̄ω ∼ −h̄λ̇/a. This yields the emitted magnon power
P = h̄ω

dS
λλ̇2 R
= 8πh̄S 3 ln .
dt
a
λ

(4.13)

On the other hand, the rate of change of the energy (4.10) due to discreteness
of the lattice is Ėdiscr ∝ λ̇. From the energy conservation, Ėdiscr + P = 0, one
obtains
dλ
JSa5
1
=−
· 4
,
dt
6h̄
λ ln(R/λ)

(4.14)

yielding the collapse time
6h̄
tc =
5JS



λ0
a

5


ln

R
λ0


.

(4.15)
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The condition h̄ω  SJ for the energy of the magnons translates to
5(λ/a)4 ln(R/λ)  1, which is well satisfied during the collapse.

4.6

Binding of an electron to the antiferromagnetic skyrmion

Here we study the interaction between an electron and an antiferromagnetic
skyrmion and show that the interaction results in a weakly bound state.
Though we have shown in previous sections that skyrmion collapses in a clean
antiferromagnet, experiments have demonstrated the existence of skyrmions
in doped cuprates [113], that are parental compounds for high-temperature
superconductors. These weakly bound states may be relevant to the mechanism of high-temperature superconductivity or mechanism of the pseudogap
phase.
The physics of the binding between an electron and an antiferromagnetic
skyrmion stems from the fact that the spin flip at the center of the skyrmion
in an antiferromagnet creates a local ferromagnetic region and the quantum
well for the electron. The binding between the electron and the quantum
well can be obtained with the help of the Schrödinger equation,
h̄2 2
∇ ψ(r) + Je n(r) · σψ(r) = Eψ(r)
−
2m

(4.16)

where Je is the exchange coupling of the electron to the spins, σ are the
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Pauli matrices and E is the eigenenergy of the electron in the spin field of
the skyrmion. n is the spin field of the skyrmion. The spinor wave function
ψ has two spin components,

ψ((r)) =

ψ↑ (r)
ψ↓ (r)


(4.17)

One can write Eq.4.16 in the dimensionless form,
¯ 2 ψ(r) + J¯e n(r) · σψ(r) = Ēψ(r)
−∇

(4.18)

by using r̄ = r/a and scaling all energies by h̄2 /2ma2 . For convenience, we
use dimensionless units for for all lengths expressing them in units of a.
In this section, we are interested in the spin field of an antiferromagnetic
skyrmion and the spin field of a pure antiferromagnet for comparison. For
an antiferromagnetic skyrmion of charge Q = 1 it is customary to write,
ns (r) = cosπx cosπy(

2λx
2λy
x2 + y 2 − λ2
,
,
)
x2 + y 2 + λ2 x2 + y 2 + λ2 x2 + y 2 + λ2

(4.19)

while for pure anti ferromagnet,
na (r) = cosπxcosπy(0, 0, 1)

(4.20)

This, of course, is a crude approximation aimed at the re-formulating the
field-theoretical solution for a ferromagnetic skyrmion for the use in an antiferromagnet. The long-range antiferromagnetic skyrmion is better described
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in terms of the Neél vector as has been done above. However, such a description misses the spatial oscillation of the spin field that affects the electron
states. We believe, therefore, that Eq. (4.19) catches the physics of the effect.
We write the eigenenergy of an electron in a pure antiferromagnet as Ee,AF
and the energy of an electron in the field of an antiferromagnetic skyrmion
as Ee,s . They follow from Eq.4.18 with n = ns and n = na respectively. The
binding energy that describes the coupling of the electron to the antiferromagnetic skyrmion is,
Es = Ee,s − Ee,AF

(4.21)

Analytical solution of Eq.4.18 is a formidable task. However, it can be
solved numerically. The spatial dependence of the electron density in spin
fields of Eq.4.19 and Eq.4.20 is shown in Figure 4.9. We also plot the λ
dependence of the binding energy Es and show it in Figure 4.10. One can see
that the binding increases as the size of the skyrmion goes down. The energy
minimum at λ = 0.35a should not be taken seriously because the parameter
λ comes from the field theory that is valid at λ  a.
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(a)
Figure 4.9: Plot of electron density in the field of (a) a pure antiferromagnet
and (b) in the field of an antiferromagnetic skyrmion of charge Q = 1 with
the exchange coupling J¯e = 0.3. The dimensionless electron energy is shown
at the top of each figure.

Figure 4.10: Plot of the dependence of the electron binding energy Es on λ
for coupling to an antiferromagnetic skyrmion with J¯ = 0.3

(b)
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Conclusion

We have studied the collapse of skyrmions due to the discreteness of the
lattice in generic models of isotropic 2d ferro- and antiferromagnets with
Heisenberg exchange interaction. The results obtained within continuous
field model are in excellent agreement with the direct numerical calculation
on lattices of up to 2000×2000 coupled spins. The collapse time of antiferromagnetic skyrmions obtained by both methods scales as (λ0 /a)2.15 . For
ferromagnetic skyrmions, the numerical calculation gives the (λ0 /a)5 scaling
of the collapse time. It is explained by the emission of magnons. Thus, AFM
skyrmions are much shorter lived than FM skyrmions. This can be understood in the following terms. The collapse of an AFM skyrmion occurs via
transformation of its potential energy due to the discreteness of the lattice
into the kinetic energy defined by L̇2 . The FM skyrmion does not possess
such a kinetic energy, so that its potential energy has to be dissipated into
magnons, which is a much slower process. In the expression for tc the time
constant in front of the power of the ratio λ0 /a is of order h̄/(JS). For,
e.g., JS ∼ 100K and λ0 ∼ 10a, this gives tc ∼ 10ns for the lifetime of the
skyrmion in a ferromagnet and tc ∼ 10ps in an antiferromagnet. Skyrmions
of size exceeding one thousand lattice spacings would be practically stable in
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a ferromagnet. In antiferromagnets, however, even macroscopic skyrmions
would decay rather fast.
An interesting question is whether a skyrmion can be stabilized by the
exchange interaction with an itinerant electron or a hole. If such interaction
is stronger than the exchange interaction between magnetic atoms in a 2d
lattice, the electron polarizes the background and the problem becomes one
of the magnetic polaron. Only when the exchange interaction of the electron
with the background is weak it can be considered as a perturbation of the
skyrmion problem. In the case of a ferromagnet the energy of the electron
in the uniform ferromagnetic background at infinity would always be lower
than its energy in the vicinity of the skyrmion, thus ruling out the stability
of any bound state. For an antiferromagnet, the discreteness of the lattice
generates small uncompensated spin of the skyrmion. The electron can, in
principle, couple to that spin by the exchange interaction. Our preliminary
study shows, however, that this cannot prevent skyrmion from collapsing.
In doped antiferromagnets, where skyrmion may be stable due to impurities, we demonstrate a weak binding of the electron to a skyrmion of charge
Q = 1. In principle, it may allow the existence of the electron-skyrmion
“atom”, which may be relevant to the pseudogap phase in layered superconductors.

Chapter 5
Spin-orbit effects in magnetic
cantilevers
NIST group led by Dr. Pavel Kabos approached us with a request to find explanation to their experiments on magneto-mechanical oscillations of multilayered microcantilevers consisting of combinations of ferromagnetic (permalloy) and normal metals (platinum or copper). One puzzling effect was strong
damping of the oscillations in Py-Pt cantilevers as compared to Py-Cu cantilevers. We suggested that strong spin-orbit coupling in platinum was responsible for the effect. In this Chapter we describe the experiment and
its explanation in terms of the Einstein - de Haas effect that involves the
interfacial spin transport in a bilayer metallic system. The torque is generated by the transfer of the spin angular momentum from the permalloy
film to the mechanical angular momentum of the cantilever. The presence of
a thin non-magnetic metallic layer with strong spin-orbit interaction (plat106
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inum) changes the interfacial spin transport and causes a dramatic reduction
of the mechanical torque. The observed behavior of the cantilever has been
attributed to the increased effective damping of the domain wall motion in
the permalloy layer.

5.1

Introduction

Spin dynamics in magnetic multilayers has recently attracted close attention
due to potential applications in nano- and micro-scale spintronics devices.
In particular, the understanding of transport properties at the ferromagnetnormal metal (F-N) interface is critical for the realization of devices based
on pure spin transport. Several experimental investigations (see, e.g., Refs.
[117, 118, 119]) focused on generation of spin currents in F-N layers and
demonstration of their utility for spintronics applications. Damping of spin
dynamics in a ferromagnetic metal by an adjacent normal metal and spin
pumping through the interface have been studied theoretically by a number
of authors [70, 120, 121, 122, 123]. Extensive studies have been reported that
seek to determine spin transport properties of F-N systems via measurements
of absorbed energy in nuclear magnetic resonance [124] and ferromagnetic
resonance [125, 126, 127]. Many other efforts have focused on the transfer
of spin angular momentum between ferromagnetic elements through a non-
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magnetic metal and the resulting spin transfer torque [128]. Generation of
spin current at the interface between normal metal and metallic or insulating
ferromagnet has been well established by now [129, 130, 131]. More recently
a number of new effects have been discovered, including the spin-Hall and
inverse spin-Hall effects [132, 133, 134, 135, 136] that have proven to be extremely useful for the generation and characterization of spin currents. In
systems where spin pumping is mediated by spin polarized charge currents,
metals with a large spin-orbit coupling such as Pt (platinum) or Pd (palladium) may play an important role. At a fundamental level, spin currents
represent the transfer of angular momentum. This effect may manifest itself
in a number of ways, including changes to the damping of dynamic magnetic
systems due to spin pumping [137, 138, 139].
Previous studies of magneto-mechanical interactions in nanostructures
[81] offer an alternative approach to the investigation of spin dynamics in
F-N multilayers based upon Einstein - de Haas effect [76]. Specifically, it was
demonstrated in Ref. [81] that magneto-mechanical interactions lead directly
to measurable changes of the mechanical angular momentum and a resulting
torque on a magnetic microcantilever. Application of an ac magnetic field
led to the oscillation of the cantilever beam. It has been explained [82]
by the oscillation of the domain wall in the magnetic layer and the resulting
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transfer of the spin angular momentum to the mechanical angular momentum
of the cantilever. In this Letter we report magneto-mechanical studies of
bilayer structures consisting of combinations of ferromagnetic (permalloy)
and normal metal (platinum or copper) layers deposited on microcantilevers.
While the presence of a thin Cu layer did not change the amplitude of the
deflection of the cantilever induced by the ac magnetic field, a dramatic
reduction of the deflection has been observed when the Py film was capped
with a thin Pt layer. We present a theoretical framework that describes the
observed effects in terms of the damping of the domain wall motion due to
the influence of the normal-metal layer on the spin-flip rate in the magnetic
layer.

5.2

Experiments on F-N bilayer cantilevers

The experimental setup is schematically shown in Fig.5.1. Helmholtz coils
driven by a function generator produce an ac magnetic field, Hac , in the plane
of the micro cantilever. A tank circuit with an adjustable resonance frequency
near the mechanical resonance of the micro cantilever (5-15 kHz) is placed in
series with the coils. An additional dc magnetic field, Hdc , is applied collinear
with Hac by an external electromagnet. Before the cantilever was placed
inside the coils, the amplitude of the ac magnetic field had been calibrated
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Figure 5.1: Schematic layout
of the experimental setup.
as a function of the ac field frequency and the current amplitude in the coil,
with a pickup coil placed at the position of the cantilever. The deflection of
the cantilever has been measured by the use of a fiber-optic interferometer
(with a wavelength λ = 1550 nm), positioned a few micrometers above the
surface of the free end of the cantilever beam. The cantilever motion has been
detected via a lock-in technique, with the function generator that drives the
ac magnetic field providing the reference signal. Measurement of the fringe
depth combined with the known wavelength of the coherent light source in
the interferometer enables the conversion of the lock-in output (in volts)
to the deflection length (in nm). As in Ref.[81], the temperature of the
fiber chuck has been maintained with a feedback loop to prevent the drift
of the interference fringe away from the steepest, most sensitive part of the
fringe. All measurements have been carried out under ambient conditions.
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Figure 5.2: Schematic structure of the cantilever. Py film is deposited on a
Si cantilever. Non-magnetic metallic layer (Pt or Cu) is deposited on top of
the Py film. (Ta seed layers are not shown). Magnetic domains, separated
by the domain wall, have their opposite magnetizations in the x-direction
(see MFM image in Fig.5.3b). Both dc and ac magnetic fields are applied in
the plane of the cantilever in the x-direction. They are perpendicular to the
y-direction of the beam.
Samples composed of single and multilayer films were deposited by sputtering
through a shadow mask onto a 475µm× 70µm × 1µm commercial tipless
silicon cantilever. Structure I was a single 50-nm Py layer, while Structures
II and III were deposited as Py(50 nm)/Cu(8 nm) and Py(50 nm)/Pt(8
nm) bilayers, respectively. Each structure included a 3-nm Ta seed layer
and a 3-nm Ta capping layer. All deposition temperatures were monitored
to minimize variation in the deposition process. Resonant frequencies of
commercial Si micro cantilevers can vary by several kHz. Deposition of thin
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films may shift the resonant frequency of the cantilever as well. Fig.5.3a
shows experimental data on the root-mean-square deflection of the cantilever
containing Structure I: pure 50-nm Py layer. The mass of the cantilever is
dominated by the mass of the substrate. All measurements discussed below
were made with the ac field frequency set to the cantilever’s mechanical
resonance frequency, unless otherwise noted. Fig.5.3b shows the image of
the domain wall in the Py layer of Structure I, obtained with the help of the
magnetic force microscope. The image is a composite of several scans along
the cantilever, with a 40-µm full scan width.
Fig.5.4 shows the dependence of the deflection of the cantilever on the
thickness of the magnetic layer at a constant thickness of the non-magnetic
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layer. The observed maximum deflection is proportional to the thickness of
the Py film. The main finding is illustrated in Fig.5.5. Fig.5.5a shows the
deflection as a function of the RMS strength of the ac field at a constant dc
field of 30 Oe. For all samples it is roughly linear on Hac . While the slopes
for Structures I and II (curves (1) and (2)) are nearly equal, the slope for
Structure III (curve (3)) is much lower, indicating a significant reduction in
the mechanical torque due to the thin Pt layer. On the contrary, a Cu layer of
the same thickness does not change the amplitude of the deflection. Fig.5.5b
shows similar effect in the dependence of the deflection on the dc field at
a constant 3-Oe RMS strength of the ac field. Here again the difference
of the deflection for Structure I (single Py layer) and Structure II (Py/Cu
bilayer) is minuscule, while the difference from Structure III (Py/Pt bilayer)
is apparent. This difference is especially dramatic at the maximum that
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Figure 5.5: (a) RMS deflection of the cantilever vs RMS strength of the ac
field at 30 Oe dc field. (b) Deflection vs amplitude of the dc field at 3 Oe
ac field. (1) Pure 50nm Py layer, (2) 50nm Py layer interfaced with 8nm Cu
layer, (3) 50nm Py layer interfaced with 8nm Pt layer.
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occurs near 90-Oe dc field for all three Structures, see Fig.5.5b.

5.3

Theoretical Explanation

It has been suggested that the Einstein - de Haas effect caused by the ac field
in a magnetic cantilever is driven by the oscillations of the domain walls [82].
Indeed, if the Py layer was uniformly magnetized, then its magnetization
would not be changing in the ac field and would not provide any source of
the mechanical torque. In accordance with this expectation the presence of
the domain wall in the Py films of the micro cantilever has been confirmed
by the MFM imaging, see Fig.5.3b. Ref. [82] studied the dependence of
the deflection of the cantilever on its elastic constants, mass, thickness of
the magnetic layer, equilibrium position and amplitude of the oscillations
of the domain wall. It provided quantitative understanding of the results
obtained with a single Py layer in Ref. [81]. It has been found that the
deflection is proportional to the thickness of the magnetic layer, which is
in accordance with Fig.5.4. This result is a consequence of the simple fact
that the mechanical torque is proportional to the change in the spin angular
momentum that is proportional to the thickness of the magnetic layer at
a constant amplitude of the oscillation of the domain wall that does not
depend on the Py thickness. Another theoretical finding is that the deflection
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increases when the equilibrium position of the domain wall is displaced by the
dc field towards the free end of the cantilever. This is a simple consequence of
the proportionality of the torque to the lever arm. It explains the observed
maximum of the deflection on the dc field: The dc field of about 90 Oe
displaces the domain wall in the Py film towards the end of the cantilever
beam. Further increase of the dc field drives parts of the curved domain
wall out of the film. The oscillating ac field drives the parts of the wall
back in until the increasing dc field eventually prevents this from happening,
resulting in the uniform magnetization during the ac cycle and zero torque
on the cantilever beam.
The most important theoretical finding that permits interpretation of the
experimental findings on F-N bilayers is that on resonance the amplitude of
the deflection of the cantilever is roughly proportional to the amplitude of the
oscillation of the domain wall [82]. It is, therefore, tempting to explain the
data of Fig.5.5 by the effect of the Pt layer on the damping of the domain
wall motion and the resulting reduction in the amplitude of the domain
wall oscillation inside the Py film. Notice that no significant difference in
the deflection for Structure I containing a single Py layer and Structure II
containing a Py/Cu bilayer, as compared with the dramatic difference for
Structure III containing Py/Pt bilayer (with the Pt layer in Structure III
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having the same thickness as Cu layer in Structure II), rules out the effect
of eddy currents on the damping of the domain wall motion. The latter
depends on various factors including relativistic interactions and pinning of
the wall by the inhomogeneities of the material [9]. Full analysis of this
problem for a bilayer system is rather involved as it requires solution of
micro magnetic equations together with kinetic equations for spin currents.
However, a rough estimate of the effect can be easily made based upon simple
physical arguments.
At low frequency (compared to the FMR frequency) of the ac field the
motion of the domain wall is entirely dissipative. The Zeeman energy,
Z
dV Hac ·

dM
dt

(5.1)

pumped into the magnet by the ac field equals the dissipated energy,
Z

1
dV η
2



dM
dt

2
(5.2)

Here V is the volume of the system, M(r, t) is local magnetization, and
η = α/(γM0 ) is the damping constant, with α being dimensionless Gilbert
damping parameter, γ being gyromagnetic ratio and M0 being saturation
magnetization. The profile of the domain wall in Fig.5.2 that moves in the
y-direction at a speed v is close to M = M0 (cos θ, 0, sin θ), with tan(θ/2) =
exp[(y − vt)/∆], where ∆ is the domain wall width. Substituting this in the
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above formulas and equating the results one obtains [140] v(t) ∼ γHac (t)∆/α.
Consequently, the velocity of the domain wall oscillates together with the ac
field near the equilibrium position of the wall determined by the dc field.
The amplitude of oscillations is A ∼ (γHac /ωac )∆/α where Hac and fac are
amplitude and frequency of the ac field. At ∆ ∼ 10nm, α ∼ 0.1, ωac ∼
2π × 7kHz, and the ac field of a few Oe the displacement of the domain wall,
A, can be comparable to the length of the cantilever beam. Accurate study
of the dependence of the deflection on the ac and dc fields must account for
the fraction of domain walls that move in and out of the sample during the
oscillation cycle.
In the first approximation, the proportionality of the deflection of the free
end of the cantilever beam, u, to A, makes u, like A, inversely proportional to
the Gilbert damping factor α. In transition metals and their alloys, such as
permalloy, the damping factor depends on the spin-flip rate of itinerant electrons that contribute to the magnetization. This involves s and d electrons
and their hybridization. A simplified physical argument goes like this. In
thin layers electron travels many times between the two layers before its spin
flips. Let τF and τN be the spin-flip times of itinerant electrons in the ferromagnetic metal and non-magnetic metal, respectively. The effective spin-flip
rate, 1/τ , of the bilayer system is approximately a sum of the rates 1/τF and
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1/τN , weighed with the relative contribution of each layer according to its
thickness d:
dF
1
dN
1
1
=
+
τ
(dF + dN ) τF
(dF + dN ) τN

(5.3)

u
τ
1 + dN /dF
=
=
uF
τF
1 + (τF /τN )(dN /dF )

(5.4)

Then

where uF is the displacement of the cantilever that has no non-magnetic
metallic layer adjacent to the magnetic layer, that is, for dN = 0. At dN  dF
one has
u
1
≈
,
uF
1+β

β=

τF dN
τN dF

(5.5)

The spin-flip rate of itinerant electrons is due to the spin-orbit interaction.
This makes the spin-flip time inversely proportional to the forth power of the
atomic number Z of the element [141], providing an estimate

β≈

ZN
ZF

4

dN
dF

(5.6)

In the extreme case of (ZN /ZF )4  1 strong effect of the non-magnetic layer
on the deflection would persist up to dF ≈ (ZN /ZF )4 dN for a fixed dN and
down to dN ≈ (ZF /ZN )4 dF for a fixed dF .
Atomic numbers for Cu and Pt are 29 and 78 respectively, while permalloy
is a nickel-iron magnetic alloy, with about 20% iron (Z = 26) and 80% nickel
(Z = 28). In the case of the Py(50nm)/Cu(8nm) bilayer the spin-flip time
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of Cu is large, (ZN /ZF )4 ∼ 1, and the parameter β is small.Consequently
the effect of a thin Cu layer on the deflection of the cantilever must be
insignificant. By contrast, strong spin-orbit interaction in Pt results in a short
spin-flip time. For the Py(50nm)/Pt(8nm)bilayer one has (ZN /ZF )4 ∼ 60,
β ∼ 10. In accordance with Eq.5.5 this makes the expected deflection for the
Py/Pt bilayer significantly smaller than for a single Py layer, which agrees
with our observation. According to the theory the effect of the 8-nm Pt layer
should diminish only above the thickness of the permalloy layer as large as
500 nm. At 50-nm thickness of the Py layer the effect of platinum would
diminish at the thickness of the Pt layer below 1 nm. The fact that strong
effect of platinum has been observed in the range of thicknesses of Py and Pt
layers where it is expected to be significant provides an additional argument
in favor of the proposed mechanism.
The above arguments suggest a physical mechanism of the observed effect
but do not pretend to provide quantitative agreement with the data as they
leave out a number of important effects. One such effect, is a strong dependence of the torque on the position of the domain wall [82]. Depending on
the damping and amplitudes of the dc and ac fields, the wall can be driven
outside the free end of the cantilever during some part of the oscillation cycle. Pinning of the domain wall by defects is another effect that requires a
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separate study. It provides the threshold seen in Fig.5.5a on the amplitude of
the ac field that is able to generate the deflection. Curvature of the domain
wall seen in Fig.5.3 and dependence of its thickness on the thickness of the
magnetic layer add more complexity to the problem. It is also possible that
more than one domain wall is involved in the process, with the number of
walls depending on the range of the dc field. Inclusion of these effects in our
theoretical arguments is difficult at this stage.
In conclusion, measurements of the mechanical torque due to transfer
of the spin angular momentum from a ferromagnetic film in contact with
a normal metal film have been shown to be a powerful tool for investigation of the interfacial spin transport in magnetic multilayer. Normal metal
with a strong spin-orbit interaction (Pt) can significantly alter the magnetomechanical torque on a Py layer that causes deflection of the micro cantilever.
Mechanism of this effect has been proposed according to which a thin Pt layer
serves as an effective spin-flipper for itinerant electrons, thus providing an
increased damping of the domain wall motion in the ferromagnetic film.
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