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Abstract
Distance-based tests, also called “energy statistics”, are leading methods for two-
sample and independence tests from the statistics community. Kernel-based tests,
developed from “kernel mean embeddings”, are leading methods for two-sample and
independence tests from the machine learning community. In this manuscript we
prove that the two-sample statistics are special cases of the independence statistics
via an auxiliary label vector, and the distance-based statistics are equivalent to the
kernel-based statistics via a bijective transformation between metrics and kernels.
The proposed bijection ensures sample equivalence for the biased, unbiased, and
normalized statistics, and guarantees a positive definite kernel to a negative type
semimetric and vice versa, among other properties. In other words, upon creating
a proper label vector and setting the kernel or metric to be bijective of each other,
running any of the four methods will yield the exact same testing result up to numer-
ical precision. This deepens and unifies the understanding of interpoint comparison
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based methods, and enables a rich literature of distance-based and kernel-based
methodologies to directly communicate with each other.
Keywords: distance covariance, energy distance, strong negative type metric, Hilbert-
Schmidt Independence Criterion, maximum mean discrepancy, characteristic kernel
1 Introduction
Given two sets of sample data {ui iid∼ FU , i = 1, . . . , n} and {vj iid∼ FV , j = 1, . . . ,m}, a
fundamental testing problem is the two-sample equality of distributions:
H0 : FU = FV ,
HA : FU 6= FV .
Typically, the dimensionality of U and V must be the same, namely both FU , FV ∈ Rp
for some p ≥ 1, and the two-sample testing problem can be extended to K-sample
testing for K sets of data. On the other hand, given one set of paired sample data
{(xi, yi) iid∼ FXY ∈ Rp+q, i = 1, . . . , N}, testing independence determines the existence of
the relationship:
H0 : FXY = FXFY ,
HA : FXY 6= FXFY ,
where p denotes the dimension of FX and q denotes the dimension of FY .
Many test statistics have been proposed for two-sample and independence test-
ing. As traditional test statistics often are not applicable to, or perform poorly for, high-
dimensional and nonlinear data, there is a recent surge in testing via distances or ker-
nels to achieve consistent testing against any distribution at any dimensionality. On the
distance side, the energy distance (ENERGY) is developed for two-sample testing [1, 2],
while the distance covariance (DCOV) is proposed for testing independence [3, 4]. On
the kernel side, a number of methods and theory are developed via embeddings of the
probability distributions into the reproducing Hilbert spaces [5, 6, 7, 8], for which the
associated two-sample statistic is called maximum mean discrepancy (MMD) and the
independence statistic is called Hilbert-Schmidt independence criterion (HSIC).
These four methods share a number of salient features. Each method has a pop-
ulation statistic defined by the underlying distribution. When the underlying distribution
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is of finite second moments, and the given metric is strong negative type or the ker-
nel is characteristic (by default Euclidean distance or Gaussian kernel, see [9, 10, 11]),
each population statistic equals 0 if and only if the respective null hypothesis holds. The
respective sample statistic is defined by sample observations, has an elegant matrix for-
mulation by the distance or kernel matrices, always converges to the population statistic
as sample size increases, can be normalized into [−1, 1], and is universally consistent
for two-sample or independence testing against any distribution of finite second mo-
ments. The original sample DCOV and HSIC are biased, their unbiased sample versions
are later proposed by slightly tweaking the matrix operations [12, 13, 14]. The compu-
tational efficiency, unbiasedness, convergence, universal consistency, and flexibility of
metric or kernel choices not only make these methods popular under the hypothesis test-
ing framework, but also motivate a rich literature of follow-on works in related areas, such
as K-sample testing extension [15, 16], conditional independence testing [14, 17, 18],
feature screening [12, 19, 20, 21, 22], clustering [23, 15], time-series via DCOV [24, 25],
as well as fast algorithms [26, 27, 28] and other distance-based consistent dependency
measures [29, 30, 31, 32, 33, 34, 35].
The kernel and distance methods are tightly related. Previous works have investi-
gated their consistency conditions and equivalence on the population level. When the
kernel choice is characteristic [5], the resulting HSIC and MMD equal 0 if and only if
the respective null hypothesis holds. When the semimetric is of strong negative type
[9], DCOV and ENERGY equal 0 if and only if the respective null hypothesis holds. The
correspondence between strong negative type semimetric and characteristic kernel is
first explored in [10]: any semimetric of strong negative type can be transformed to
a characteristic kernel, under which HSIC equals DCOV for independence testing, and
MMD equals ENERGY for two-sample testing. However, the proposed transformation is
based on embedding theory of kernels, relies on an arbitrary fixed point from semimetric
to kernel, is not bijective, and is established solely for the population statistic but not for
the sample statistic nor finite-sample testing.
In this work, we aim to unify two-sample testing, independence testing, distance-
based statistics, and kernel-based statistics into a single framework. Section 2 reviews
the prerequisites, and Section 3 explores the two-sample testing: by introducing an
auxiliary label vector or label matrix, any consistent statistic for testing independence
can be directly utilized and consistent for two-sample testing. Moreover, we prove the
exact testing equivalence between DCOV and ENERGY for any semimetric, between
HSIC and MMD for any translation invariant kernel, and extend the results to K-sample
testing. In Section 4 we propose a novel bijective transformation between semimetrics
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and nondegenerate kernels, in which case normalized DCOV and HSIC can be exactly
the same for the sample statistic, the unbiased sample variants, the population statistic,
and the testing p-value via permutation test. The new bijection guarantees that a positive
definite kernel always corresponds to a negative type semimetric, a characteristic kernel
always corresponds to a strong negative type semimetric, and vice versa, as well as
preserving desirable properties like rank preserving and translation invariant. Section 5
demonstrates the equivalence results and the advantage of the bijection via simulations,
and all proofs are in the appendix.
Therefore, one can simply use the DCOV code to compute the two-sample EN-
ERGY statistic via the auxiliary label vector, carry out general K-sample testing, compute
the HSIC statistic for any kernel via the bijective induced metric. Alternatively, one can
also use the HSIC code to compute all of MMD, DCOV, ENERGY via the label vector
and the bijection. As a consequence, almost all the works in the distance regime or the
kernel regime can be directly applied to the other regime via the bijection, including all
the screening, clustering, time series, fast algorithms mentioned above. Namely, any
distance-based method can work for a given kernel by using the induced metric, any
kernel-based method can work for a given metric by using the induced kernel, and all
consistency properties shall inherit.
2 Background Review
2.1 Two-Sample Testing via Energy Distance and Maximal Mean
Discrepancy
Let U = [u1|u2| . . . |un] ∈ Rp×n be the first sample data matrix, V = [v1|v2| . . . |vm] ∈
Rp×m be the second sample data matrix, and N = m + n. The sample energy distance
and the sample maximal mean discrepancy (MMD) are defined as
ENERGYN(U,V) =
2
nm
n∑
i=1
m∑
j=1
d(ui, vj)− 1
n2
n∑
i,j=1
d(ui, uj)− 1
m2
m∑
i,j=1
d(vi, vj),
MMDN(U,V) = − 2
nm
n∑
i=1
m∑
j=1
k(ui, vj) +
1
n2
n∑
i,j=1
k(ui, uj) +
1
m2
m∑
i,j=1
k(vi, vj),
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where d(·, ·) denotes the distance metric and k(·, ·) denotes the kernel choice in use.
By default, ENERGY uses Euclidean metric while MMD uses Gaussian kernel with the
median distance as the bandwidth. Once the sample statistic is computed, the random
permutation test is used to compute the p-value, i.e., randomly switch observations in
U and V, compute the permuted statistics for r Monte-Carlo replicates (say r = 100
or 1000), derive the p-value by comparing the original sample statistic to the permuted
statistics, and reject the null hypothesis when the p-value is smaller than a pre-set sig-
nificance level [36].
Suppose (U ′ , V ′) is an independent and identical copy of random variables (U, V ),
the population ENERGY and MMD are defined as
ENERGY(U, V ) = 2E[d(U, V )]− E[d(U,U ′)]− E[d(V, V ′)],
MMD(U, V ) = −2E[k(U, V )] + E[k(U,U ′)] + E[k(V, V ′)].
Assuming ui
iid∼ FU , i = 1, . . . , n and vj iid∼ FV , j = 1, . . . ,m and finite second moments,
the sample statistics converge to the respective population version:
ENERGYN(U,V)
m,n→∞→ ENERGY(U, V ),
MMDN(U,V)
m,n→∞→ MMD(U, V ).
Under strong negative type metric and characteristic kernel (reviewed in Section 2.4),
both population statistics equal 0 if and only if the null hypothesis holds. Thus sample
ENERGY and MMD are universally consistent for two-sample testing against any distri-
bution of finite second moments.
2.2 K-Sample Testing via DISCO Analysis
A K-sample version of energy distance is later introduced to test distributional equiv-
alence for more than two sets of samples, called DISCO analysis in [15, 16]. Suppose
there are K groups of data, denoted by Us = [us1|us2| . . . |usns ] ∈ Rp×ns for s = 1, . . . , K,
and
∑K
s=1 ns = N . The K-sample DISCO statistic equals
DISCON({Us}) =
∑
1≤s<t≤K
{nsnt
2N
ENERGYns+nt(U
s,Ut)}, (1)
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which is called the between-sample component in [16]. Assuming usi
iid∼ FUs , i = 1, . . . , ns,
finite second moment of each distribution, and strong negative type metric, the sample
statistic converges to its expectation, which equals 0 if and only if FU1 = . . . = FUK .
Therefore DISCO is universally consistent for K-sample testing against any distribution
of finite second moments. The same formulation can be used to derive a kernel-based
DISCO by replacing ENERGYns+nt(Us,Ut) with MMDns+nt(Us,Ut) in Equation 1, but we
shall limit the scope to the distance-based DISCO in this paper.
2.3 Independence Testing via Distance Covariance and Hilbert-
Schmidt Independence Criterion
Denote (X,Y) = {(xi, yi) iid∼ FXY ∈ Rp+q, i = 1, . . . , N} as the paired sample data.
The original (biased) sample DCOV and HSIC are defined as
DCOVN(X,Y) =
1
N2
trace(DXHDYH),
HSICN(X,Y) =
1
N2
trace(KXHKYH),
whereDX denotes the N×N distance matrix ofX such thatDXij = d(xi, xj), DY denotes
the distance matrix of Y, KX denotes the N × N kernel matrix of X such that KXij =
k(xi, xj), and KY denotes the kernel matrix of Y. H = I − 1NJ denotes the N × N
centering matrix, where I is the identity matrix and J is the matrix of ones. A permutation
test is then applied to yield the p-value: compute the permuted statistics, in this case,
by randomly permuting the columns of X (or Y) r times, compare to the sample statistic
for the original data, and reject the null hypothesis for small p-values. For theoretical
purpose, in this paper we always assume the p-value comes from the permutation test,
but there also exist faster alternatives that waive the permutation step [13, 27].
Suppose (X ′ , Y ′), (X ′′ , Y ′′) are two independent and identical copy of random vari-
ables (X, Y ), the population ENERGY and MMD are defined as
DCOV(U, V ) = E[d(X,X ′)d(Y, Y ′)] + E[d(X,X ′)]E[d(Y, Y ′)]− 2E[d(X,X ′)d(Y, Y ′′)],
HSIC(U, V ) = E[k(X,X ′)k(Y, Y ′)] + E[k(X,X ′)]E[k(Y, Y ′)]− 2E[k(X,X ′)k(Y, Y ′′)],
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and the sample statistics converge to the respective population:
DCOVN(X,Y)
N→∞→ DCOV(X, Y ),
HSICN(X,Y)
N→∞→ HSIC(X, Y ).
Under strong negative type metric and characteristic kernel, both population statistics
equal 0 if and only if the null hypothesis holds, which ensures DCOV and HSIC are uni-
versally consistent for testing independence against any joint distribution of finite second
moments.
A normalized distance covariance can be computed by the following, called distance
correlation in [3]:
DCORN(X,Y) =
DCOVN(X,Y)√
DCOVN(X,X)DCOVN(Y,Y)
∈ [−1, 1]. (2)
Although the normalized version yields the same p-value as the un-normalized version
under the permutation test, it can offer significant advantages in interpreting the strength
of the relationship and is popular for variable selection [12, 37, 19, 38, 22]. By replacing
the DCOVN notation above by HSICN , HSIC can also be normalized into [−1, 1] by the
same strategy, and we will refer to them as normalized DCOV and normalized HSIC in
this manuscript.
The sample DCOV and sample HSIC introduced so far are biased statistics, e.g.,
when X is independent of Y , E[DCOVN(X,Y)] > 0 for finite N and so is sample HSIC.
As trace(DXHDYH) = trace(HDXHHDYH), one strategy to cure the bias is to use a
modified matrix CX based on the doubly centered matrix HDXH:
CXij =
D
X
ij − 1N−2
N∑
t=1
DXit − 1N−2
N∑
s=1
DXsj +
1
(N−1)(N−2)
N∑
s,t=1
DXst, i 6= j
0, otherwise,
Namely, CX always sets the diagonals to 0 and slightly modifies the off-diagonal entries
fromHDXH. Similarly computeCY fromDY. We denote the unbiased sample DCOV as
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DCOV
′
N(X,Y), which is unbiased and still converges to the population statistic:
DCOV
′
N(X,Y) =
1
N(N − 3)trace(C
XCY)
E[DCOV
′
N(X,Y)] = DCOV(X, Y )
DCOV
′
N(X,Y)
N→∞→ DCOV(X, Y )
Similarly, the unbiased HSIC
′
N(X,Y) can be defined by replacing DX and DY by KX
and KY in the above formulation. Then the same Cauchy-Schwarz normalization in
Equation 2 can be used to yield the normalized and unbiased sample DCOV or HSIC.
2.4 Fixed-Point Transformation Between Metric and Kernel
Definition 1. Let Z be a non-empty set. A semimetric d(·, ·) : Z × Z → [0,∞) is of
negative type, when for any n ≥ 2, x1, . . . , xn ∈ Z and a1, . . . , an ∈ R with
∑n
i=1 ai = 0, it
holds that
n∑
i,j=1
aiajd(xi, xj) ≤ 0.
It is of strong negative type when it further satisfies∫
Y
∫
X
d(X, Y )d(FX − FY )2 = 0⇔ FX = FY ,
where d stands for the differential sign.
A nondegenerate kernel k(·, ·) : Z × Z → R is positive definite when for any n ≥ 2,
x1, . . . , xn ∈ Z and a1, . . . , an ∈ R, it holds that
n∑
i,j=1
aiajk(xi, xj) ≥ 0.
It is a characteristic kernel when
E[k(·, X)] = E[k(·, Y )]⇔ FX = FY .
These definitions are tightly related to each other. Negative type semimetric guar-
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antees DCOV(X, Y ) ≥ 0, while strong negative type semimetric further ensures 0 if and
only if independence [9]. Similarly, positive definite kernel guarantees HSIC(X, Y ) ≥ 0,
and characteristic kernel further ensures 0 if and only if independence [5].
Definition 2. For any semimetric d(·, ·), its fixed-point induced kernel is defined as
k˜(xi, xj) = d(xi, z) + d(xj, z)− d(xi, xj),
at a arbitrary but fixed point z. For any nondegenerate kernel k(·, ·), its induced semi-
metric is defined as
d˜(xi, xj) =
1
2
k(xi, xi) +
1
2
k(xj, xj)− k(xi, xj).
The induced kernel is positive definite if and only if the generating semimetric is of
negative type, and the induced kernel is characteristic if and only if the generating semi-
metric is of strong negative type, which hold in reverse for any nondegenerate kernel
and its induced semimetric. We will refer to them as the fixed-point transformation. Note
that for the purpose of the exact equivalence later, the fixed-point transformation defined
above differs from the original definition in [10] by a factor of two.
It is shown in [10] that when using any metric and its fixed-point induced kernel, or
when using any kernel and its fixed-point induced metric, DCOV and HSIC are equivalent
for the population statistics. On the other hand, there are some desirable properties
the fixed-point transformation does not satisfy. As it relies on an arbitrary point, it is
not bijective (one cannot recover back the original kernel), does not preserve the rank
with respect to each observation, and the induced kernel is not translation invariant
(e.g., k˜(xi, xi) 6= k˜(xj, xj)). As a consequence, it is not directly obvious whether the
sample DCOV and HSIC are always the same under the fixed-point transformation, and
kernel-based methods may not always work for the induced kernel due to the fixed-point
(Section 5 provides an example via spectral clustering).
2.5 Translation Invariant Metric and Kernel
Next we introduce translation invariant metric and kernel [39], which include many
well-behaved metric and kernel choices in practice.
Definition 3. Let Z be a non-empty set. A semimetric d(·, ·) : Z × Z → [0,∞) is
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translation invariant when there exists a function g(·) such that
d(xi, xj) = g(xi − xj).
Similarly, a kernel k(·, ·) : Z × Z → R is is translation invariant when there exists a
function g(·) such that
k(xi, xj) = g(xi − xj).
Examples of translation invariant metrics include the Euclidean distance, Lp norm,
taxicab metric, or in general any metric induced by a norm. Most common kernels
are translation invariant, e.g., the Gaussian kernel, the Laplacian kernel, and the inner
product kernel when all sample observations are normalized to unit norm. In particular,
all the metric and kernel choices used in [3, 5, 9] are translation invariant.
For the remainder of the paper, we shall call all semimetrics as metrics because
all main results hold regardless of the triangle inequality. We also assume the given
metric d(·, ·) is translation invariant, and the given kernel k(·, ·) is nondegenerate and
translation invariant. Note that this does not mean the induced metric or induced kernel
is translation invariant.
3 Equivalence Between Independence and K-Sample
Testing
3.1 Using Independence Statistic for Two-Sample Testing
We first show that the two-sample testing problem can always be solved by indepen-
dence test statistic via an auxiliary label vector. Given the sample data U and V of size
p× n and p×m, create the concatenated data matrix X and the auxiliary label vector Y
as
X = [ U | V ] ∈ Rp×N
Y = [ 01×n | 11×m ] ∈ RN .
Namely, (xi, yi) = (ui, 0) for i ≤ n, and (xi, yi) = (vi−n, 1) for i > n. As X and Y are now
paired, the sample distance covariance DCOVN(X,Y) can be used as the test statistic
for two-sample testing via the permutation test.
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The population version can be defined as follows: denote Y as the Bernoulli random
variable of probability pi, I(·) as the indicator, and X as a mixture:
X
d
= UI(Y = 0) + V I(Y = 1).
As long as U and V have finite second-moments, the population distance covariance
DCOV(X, Y ) is well-defined, and the sample statistic converges to the population. Simi-
larly, one can compute HSICN(X,Y) and define HSIC(X, Y ).
Theorem 1 (Testing Equal Distribution by Independence Statistic). Under the above
setup, X is independent of Y if and only if U d= V , i.e., FXY = FXFY if and only if
FU = FV . Assuming nN → pi ∈ (0, 1), any test statistic that is universally consistent for
testing independence between (X, Y ) is also universally consistent for testing equality
of distributions between U and V .
Therefore, two-sample testing is a special case of independence testing, and sample
DCOV and HSIC can be directly utilized for consistent two-sample testing. On the other
direction, it is well-known that the independence test can be viewed as a special case
of two-sample test by letting FU = FXY and FV = FXFY , but it is not straightforward
to utilize the two-sample statistic to directly test independence. For example, indepen-
dence statistic can be developed based on two-sample testing [40, 9, 41], but sample
ENERGY cannot be directly used to test independence.
3.2 Equivalence between DCOV and ENERGY
Moreover, not only DCOVN(X,Y) and HSICN(X,Y) are universally consistent for
testing U d= V of finite second moments, but they actually equal ENERGYN(U,V) and
MMDN(U,V) respectively up to scaling. To establish the equivalence, we always as-
sume DCOV and ENERGY use the same distance metric, while HSIC and MMD use the
same kernel choice.
Theorem 2. Under the Euclidean distance, the distance covariance and energy distance
are equivalent in sample and population up to scaling:
DCOVN(X,Y) =
2n2m2
N4
ENERGYN(U,V), (3)
DCOV(X, Y ) = 2pi2(1− pi)2 ENERGY(U, V ).
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Thus DCOVN and ENERGYN have the same testing p-value via the permutation test.
The equivalence can be extended to any translation invariant semimetric, as well as
between HSIC and MMD for any translation invariant kernel.
Corollary 1 (General Equivalence for Any Metric or Kernel). For any translation invariant
semimetric d(·, ·), DCOV and ENERGY are equivalent:
DCOVN(X,Y) =
2n2m2(d(0, 1)− d(0, 0))
N4
ENERGYN(U,V).
DCOV(X, Y ) = 2pi2(1− pi)2(d(0, 1)− d(0, 0)) ENERGY(U, V ).
For any translation invariant kernel k(·, ·), HSIC and MMD are equivalent:
HSICN(X,Y) =
2n2m2(k(0, 0)− k(0, 1))
N4
MMDN(U,V).
HSIC(X, Y ) = 2pi2(1− pi)2(k(0, 0)− k(0, 1)) MMD(U, V ).
Therefore, it suffices to use DCOV or HSIC between the concatenatedX and the label
vector Y to do two-sample testing, which is equivalent to use ENERGY or MMD.
3.3 Extending DCOV to K-Sample Testing
The equivalence between independence and two-sample testing can be extended to
K-sample testing by concatenating all sets of data into X and create a label matrix Y ∈
RK via one-hot encoding (also called label encoding), i.e., X = [ U1 | U2 | · · · | UK ] ∈
Rp×N , and Y ∈ RK×N where
Y(s, i) =
{
1/
√
2 if the ith observation comes from Us,
0 otherwise.
Note that Y(s, i) usually equals 1 in one-hot encoding, but we choose to normalize it
by
√
2 so the resulting distance matrix of Y is binary, which becomes equivalent to the
label vector treatment in Section 3.1 at K = 2. Then DCOVN(X,Y) can be used for the
K-sample test via the permutation test.
The population version is defined as follows: let Y ∈ RK be the 1-trial multinomial
12
distribution of probability (pi1, pi2, . . . , piK) scaled by
√
2, and X be the following mixture:
X
d
=
K∑
s=1
U sI(Y (s) 6= 0).
Then DCOV(X, Y ) is well defined, and the analysis in Theorem 1, Theorem 2, and Corol-
lary 1 can be extended to the K-sample testing.
Theorem 3 (Using Distance Covariance for K-Sample Testing). Under the above setup,
• X is independent of Y if and only if U1 d= U2 d= · · · d= UK . Assuming ns
N
→ pis ∈
(0, 1) for all s = 1, . . . , K, any test statistic that is universally consistent for testing
independence between (X, Y ) is also universally consistent for K-sample testing.
• Using the Euclidean metric for K-sample testing, the sample distance covariance
equals
DCOVN(X,Y) =
∑
1≤s<t≤K
{N(ns + nt)−
∑K
l=1 n
2
l
N4
nsnt · ENERGYns+nt(Us,Ut)}. (4)
• Using the Euclidean metric, distance covariance and DISCO statistic are equivalent
if and only if either K = 2, or n1 = n2 = . . . = nK , in which case
DCOVN(X,Y) =
2
NK
DISCON({Us}).
Comparing Equation 1 with Equation 4 for K-sample testing, both the DISCO statistic
and the DCOV statistic consist of the same number of two-sample ENERGY components,
but weight them differently. Both statistics are consistent for K-sample testing, and they
yield different statistics and different p-values unless K = 2 or each group has the same
size. Note that when K = 2, Equation 3 is the same as Equation 4. Similarly as in
Section 3.2, one can derive the equation for the population statistic by convergence,
prove it for any translation invariant metric, and extend the results to kernels, which is
not repeated for K-sample testing as there is no additional insight for replicating the
same algebraic operation.
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4 Equivalence Between Distance and Kernel Methods
4.1 A Bijective Transformation Between Metric and Kernel
From Section 3, metric-based testing and kernel-based testing are very close in the
formulation and general appearance. In this section, we propose an intuitive bijective
transformation between metric and kernel, which establishes a new bridge between met-
ric and kernel-based methods for hypothesis testing and is suitable for a sample-based
approach.
Definition 4. Given sample data {xi, i = 1, . . . , n} and a nondegenerate kernel k(·, ·),
we define its bijective induced metric as
dˆ(xi, xj) = 1− k(xi, xj)/ max
s,t∈[1,n]
(k(xs, xt)).
Conversely, for any metric d(·, ·), we define its bijective induced kernel as
kˆ(xi, xj) = 1− d(xi, xj)/ max
s,t∈[1,n]
(d(xs, xt)).
The above transformation is bijective up to scaling by the maximum element, which
is a data-adaptive transformation that can be extended to a countable set of sample data
or population as n increases to infinity. Alternatively, it suffices to scale by any sufficiently
large upper bound of the sample or the population. Many kernel functions are always
bounded by a constant maximum so that max
s,t∈[1,n]
(k(xs, xt)) can be readily replaced by
max
Z×Z
(k(·, ·)), e.g., Gaussian kernel is bounded above by 1. But distance metrics may not
be bounded, e.g., the angular distance is always bounded, while the Euclidean distance
between two random variables can be infinite, in which case the data-adaptive maximum
max
s,t∈[1,n]
(d(xs, xt)) is more appropriate rather than a fixed upper bound.
If the maximum distance element increases to infinite as sample size increases, the
bijection is still well-defined and bounded, with the bijective induced kernel of any con-
stant distance pair converging to 1. It is similar to the ranking process divided by the
maximum rank, where all finite ranks converge to 0 when sample size increases to infi-
nite. Note that under the finite second moments assumption of the underlying random
variables, the distance pair cannot increase to infinite. Also note that without the finite
second moments assumption, the fixed-point induced kernel may not be well-defined:
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when the distance pair goes to infinite, the corresponding fixed-point induced kernel can
be +∞ or 0 depending on the choice of the fixed point.
Given sample data X, we denote DX as the distance matrix, the bijective induced
kernel matrix as KˆX, and the fixed-point induced kernel matrix as K˜X. For a given kernel
matrix KX, we denote the bijective and fixed-point induced distance matrices as DˆX and
D˜X respectively. With finite second moment assumption, it suffices to assume all kernels
and metrics can be properly normalized to max(d(·, ·)) = max(k(·, ·)) = 1 when proving
theorems.
Proposition 1. The bijective induced kernel satisfies the following:
1. Non-negativity and Bounded: kˆ(xi, xj) ∈ [0, 1] as long as d(xi, xj) ≥ 0.
2. Identity: kˆ(xi, xj) = 1 implies xi = xj if and only if d(xi, xj) = 0 implies xi = xj.
3. Symmetry: kˆ(xi, xj) = kˆ(xj, xi) if and only if d(xi, xj) = d(xj, xi).
4. Subadditivity: d(xi, xj) ≤ d(xi, z) + d(xj, z) if and only if 1 + kˆ(xi, xj) ≥ kˆ(xi, z) +
kˆ(xj, z).
The same holds for the bijective induced metric by replacing kˆ(·, ·) with k(·, ·) and d(·, ·)
with dˆ(·, ·).
Theorem 4. A symmetric kernel k(·, ·) is positive definite if and only if its bijective in-
duced metric dˆ(·, ·) is of negative type. Conversely, a given metric d(·, ·) is of negative
type if and only if its bijective induced kernel kˆ(·, ·) is positive definite.
Therefore, for any well-behaved kernel, the bijective induced metric is well-behaved,
and vice versa. Observe that when the given kernel is translation invariant and
max{(k(·, ·)} = k(x, x) = 1, the fixed-point induced metric is the same as the bijective
induced metric; but the fixed-point induced kernel is generally different from the bijective
induced kernel.
The bijective induced kernel is bijective up to scaling, rank preserving, and translation
invariant, which are not available for the fixed-point transformation. Bijectivity allows one
to always recover back the original kernel and ensures no information is lost. Rank
preserving can be important for rank-based methods, such as Kendall and Spearman
correlation. The translation invariant property is needed for Corollary 1, which is also
a key property for follow-on inference like kernel clustering and support vector machine
classification. These properties can be easily proved and are summarized below.
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Proposition 2. Given a metric d(·, ·) that is normalized by the maximum element, denote
·ˆ as the bijective transformation, and ·˜ as the fixed-point transformation:
1. Bijectivity (up to scaling):
ˆˆ
d(·, ·) = d(·, ·) and ˆˆk(·, ·) = k(·, ·),
˜˜
d(·, ·) = d(·, ·) but ˜˜k(·, ·) 6= k(·, ·).
2. Rank Preserving:
d(xi, xs) < d(xi, xt)⇒ kˆ(xi, xs) > kˆ(xi, xt)
d(xi, xs) < d(xi, xt) 6⇒ k˜(xi, xs) > k˜(xi, xt)
3. Translation Invariant: when d(·, ·) is translation invariant, kˆ(·, ·) = 1 − d(·, ·) is also
translation invariant. But k˜(·, ·) is not translation invariant as there exists xi, xj such
that k˜(xi, xi) 6= k˜(xj, xj).
The next theorem shows that upon double centering (applying centering matrix to
the left and right of the distance or kernel matrix), the fixed-point transformation is the
same as the bijective transformation; while for one-sided centering (applying centering
matrix to the left or right), the equivalence does not hold for the fixed-point induced
kernel. Because sample DCOV and HSIC operates on doubly centered distance or kernel
matrices, this theorem facilitates the testing equivalence proof in the next section.
Theorem 5. Given sample data X and a distance metric d(·, ·), it holds that
−HDX = HKˆX 6= HK˜X,
−DXH = KˆXH 6= K˜XH,
−HDXH = HKˆXH = HK˜XH,
where the 6= becomes = if and only if d(xi, z) = c for some constant c for all i. Similarly,
given a kernel k(·, ·), it holds that
−HKX = HDˆX 6= HD˜X,
−KXH = DˆXH 6= D˜XH,
−HKXH = DˆXH = HD˜XH,
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where the 6= becomes = if and only if k(xi, xi) = c for some constant c for all i.
4.2 Equivalence among DCOV, HSIC, ENERGY, and MMD
In this section, we prove that DCOV and HSIC are exactly same when the metric
and the kernel are bijective. For a given translation invariant metric d(·, ·) and resulting
DCOV statistic, we denote ˆHSIC and ˜HSIC as the HSIC statistics corresponding to the
bijective induced kernel kˆ(·, ·) and fixed-point induced kernel k˜(·, ·). Similarly, for a given
translation invariant kernel k(·, ·) and resulting HSIC statistic, we denote ˆDCOV and ˜DCOV
as the DCOV statistics corresponding to the bijective induced metric dˆ(·, ·) and fixed-point
induced metric d˜(·, ·).
Theorem 6. For a given metric d(·, ·) and the bijective induced kernel kˆ(·, ·), sample
DCOV equals sample ˆHSIC up to scaling by the maximum distance and kernel elements:
DCOVN(X,Y)/ max
i,j=1,...,n
(DXij ) max
i,j=1,...,n
(DYij ) =
ˆHSICN(X,Y)/ max
i,j=1,...,n
(KˆXij ) max
i,j=1,...,n
(KˆYij ).
The equivalence also holds between sample HSIC and sample ˆDCOV for a given kernel
and the bijective induced metric.
From another point of view, once each matrix is scaled to have the same maximum
element, or properly normalized like in Equation 2, DCOV always equals ˆHSIC. The
equivalence naturally extends to the testing p-value, as well as the population version
by the convergence of the sample statistic.
Corollary 2. For a given metric d(·, ·) and the bijective induced kernel kˆ(·, ·), the normal-
ized DCOV exactly equals the normalized ˆHSIC in sample statistic,
DCOVN(X,Y)√
DCOVN(X,X)DCOVN(Y,Y)
=
ˆHSICN(X,Y)√
ˆHSICN(X,X) ˆHSICN(Y,Y)
.
Moreover, they have the same testing p-value and same normalized population statistic.
The equivalence also holds between sample HSIC and sample ˆDCOV for a given kernel
and the bijective induced metric.
Furthermore, the equivalence also works for the unbiased sample statistics. The
unbiased statistics are almost but not exactly identical, while the p-values are always
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exactly the same. Moreover, the statistics can be made exactly the same upon minor
tweak.
Theorem 7. Given a metric d(·, ·) and the bijective induced kernel kˆ(·, ·), assume
the maximum distance and kernel elements are both 1. Then the unbiased sample
DCOV equals the unbiased sample ˆHSIC up to a remainder term of O( 1
N2
):
DCOV
′
N(X,Y) =
ˆHSIC
′
N(X,Y) +O(
1
N2
),
and similarly for a given kernel and the bijective induced metric.
The remainder term is invariant to permutation, so unbiased DCOV and unbiased
ˆHSIC have the same p-value. Furthermore, the remainder term can be made 0 and thus
exact equivalence by adding 1
N−1 to all off-diagonal entries of the modified matrices Cˆ
X
and CˆY in the unbiased ˆHSIC computation.
By Theorem 5, the equivalence in Theorem 6 and Corollary 2 not only holds for
the bijective transformation, but also holds for the fixed-point transformation. On the
other hand, the equivalence of unbiased statistics in Theorem 7 does not hold for the
fixed-point induced kernel. Namely, the unbiased ˜HSIC statistic based on the fixed-point
induced kernel cannot be made the same as the unbiased DCOV statistic nor the same
p-value. They are still very close in magnitude and p-value, but the actual unbiased ˜HSIC
is dependent on the choice of the fixed point.
Finally, the bijective transformation also ensures strong negative type metric to char-
acteristic kernel, and we have the exact equivalence among DCOV, ENERGY, HSIC,
MMD in the two-sample testing set-up.
Theorem 8. For any characteristic kernel k(·, ·), the bijective induced metric dˆ(·, ·) is of
strong negative type. For any metric d(·, ·) of strong negative type, the bijective induced
kernel kˆ(·, ·) is characteristic.
Corollary 3. Given a metric d(·, ·) used in DCOV and ENERGY, the bijective induced
kernel kˆ(·, ·) used in HSIC and MMD, and assume the maximum distance and kernel
elements are both 1. Then these four methods are equivalent for two-sample testing
between U and V:
DCOVN(X,Y) =
2n2m2[d(0, 1)− d(0, 0)]
N4
ENERGYN(U,V)
= ˆHSICN(X,Y) =
2n2m2[k(0, 0)− k(0, 1)]
N4
ˆMMDN(U,V).
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The equivalence also extends to the population statistic, the p-value via the permutation
test, or a given kernel and the bijective induced metric.
Therefore, it suffices to only use the DCOV code for two-sample testing and inde-
pendence testing, for any strong negative type metric or any characteristic kernel upon
bijective induced metric. Alternatively, one may only use the HSIC code for two-sample
testing and independence testing, for any characteristic kernel or any strong negative
type metric upon bijective induced kernel.
5 Simulations
In this section we demonstrate the equivalence results and the advantage of the
bijective transformation via simulations.
Equivalence between two-sample and independence testing: Let n = 100,m =
200, ui = in for i = 1, . . . , n, and vj = 0.1 +
j
m
for j = 1, . . . ,m. The observations are
ordered and equally spaced for illustration purpose. By using the Euclidean distance for
ENERGY and DCOV, and form X and Y according to Section 3.1, it follows that
2n2m2[d(0, 1)− d(0, 0)]
N4
= 0.0988,
ENERGYN(U,V) = 0.0184,
DCOVN(X,Y) = 0.0018 =
2n2m2[d(0, 1)− d(0, 0)]
N4
ENERGYN(U,V),
which exactly satisfies Corollary 1. Note that if using the R energy package, the
DCOV code there outputs the square root of 0.0018, and the ENERGY code there outputs
0.0184 multiplied by mn
m+n
. Similarly, using the default Gaussian kernel (the bandwidth
equals the median distance) in HSIC and MMD, it yields
MMDN(U,V) = 0.0187,
HSICN(X,Y) = 0.0012 =
2n2m2[k(0, 0)− k(0, 1)]
N4
MMDN(U,V).
Equivalence between DCOV and HSIC via bijection: Next we corroborate Theo-
rem 6, Corollary 2, and Theorem 7 using the same X,Y as above. Using the default
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Gaussian kernel, we compute the sample HSIC, its normalized version, and its unbiased
and normalized statistic, as well as the corresponding ˆDCOV for the bijective induced
metric of the Gaussian kernel
HSICN(X,Y) = 0.0012 = ˆDCOVN(X,Y),
normalized HSICN(X,Y) = 0.0119 = normalized ˆDCOVN(X,Y),
normalized HSIC
′
N(X,Y) = 0.0066,
normalized ˆDCOV
′
N(X,Y) = 0.0065.
In particular, the normalized unbiased ˆDCOV statistic is 0.0065, almost identical as the
normalized unbiased HSIC statistic; by further adding 1
N−1 to the off-diagonal entries of
the modified distance matrices as described in Theorem 7, the normalized unbiased
ˆDCOV becomes 0.0066 and exactly the same as the normalized unbiased HSIC statis-
tic. Similarly one can verify the equivalence between DCOV and ˆHSIC for the sample
statistic, normalized sample statistic, and the unbiased sample statistic, e.g., using the
Euclidean distance, the normalized sample DCOV statistic equals 0.0194, which equals
the normalized sample ˆHSIC for the induced kernel.
Equivalence between DCOV and DISCO for K-sample testing: We let U = U1, and
split V in the middle into U2 and U3 such that n1 = n2 = n3 = 100. Form X and Y
according to Section 3.3, it follows that
DISCON(U1,U2,U3) = 17.28,
DCOVN(X,Y) = 0.0384 =
2
NK
DISCON(U1,U2,U3),
which exactly satisfies Theorem 3 when each group has same size.
To verify the general case with unequal group size, we re-split V at the first quarter
into U2 and U3 such that n1 = 100, n2 = 50, and n3 = 150. Compute each energy
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component and the corresponding weight in Theorem 3 yields that
ENERGYn1+n2(U
1,U2) = 0.2478,
N(n1 + n2)−
∑3
l=1 n
2
l
N4
n1n2 = 0.0062,
ENERGYn2+n3(U
2,U3) = 0.6667,
N(n2 + n3)−
∑3
l=1 n
2
l
N4
n2n3 = 0.0231,
ENERGYn1+n3(U
1,U3) = 0.1086,
N(n1 + n3)−
∑3
l=1 n
2
l
N4
n1n3 = 0.0741.
Use the same X but re-compute Y based on the new grouping, the resulting
DCOVN(X,Y) is an exact weighted summation of each energy component as in Theo-
rem 3:
DCOVN(X,Y) = 0.0250 =
∑
1≤s<t≤3
{N(ns + nt)−
∑3
l=1 n
2
l
N4
nsnt · ENERGYns+nt(Us,Ut)}.
Visualize bijective and fixed-point transformations: To demonstrate Proposition 2,
the induced distance and kernel matrices are visualized in Figure 1. The first row of
Figure 1 shows the heat-maps of the Euclidean distance matrix DU (normalized by the
maximum element), the bijective induced kernel matrix KˆU, and the fixed-point induced
kernel matrix K˜U using z = 0.01. The second row of Figure 1 shows the heat-maps
of the Gaussian kernel matrix KU, the bijective induced distance matrix DˆU, and the
fixed-point induced distance matrix D˜U. Comparing the bijective induced kernel to the
fixed-point induced kernel in the top row, KˆU better preserves the distance structure
and exhibits better properties than K˜U: the bijective induced kernel is rank preserving
and translation invariant, while the fixed-point induced kernel is not, e.g., the rank within
each column of K˜U is distinct from those of DU, and the diagonal entries of K˜U are not
the same, as opposed to KˆU.
Spectral clustering via bijective and fixed-point induced kernel matrices: Finally,
we use spectral clustering to demonstrate that the bijective induced kernel can work
better for inference tasks beyond testing. Spectral clustering uses the eigenvalues of a
similarity / kernel matrix to perform dimensionality reduction then clustering, which is a
very popular technique in image segmentation [42, 43, 44] and thus a suitable bench-
mark to compare the quality of a kernel transformation. Let n = 30, and generate wi
from a two-dimensional Gaussian mixture with three equally likely components. Com-
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Figure 1: The first row compares the Euclidean distance matrix (normalized by the maximum
element) and the induced kernel matrices, while the second row compares the Gaussian kernel
matrix and the induced distance matrices. The proposed bijection exactly reflects the original
matrix, whereas the fixed-point transformation does not preserve the structure for the metric to
kernel transformation.
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pute the Euclidean distance matrix of {wi}, transform it to the bijective induced kernel
and the fixed-point induced kernel, and apply the spectral clustering algorithm by [43]
to both kernel matrices. For the sample data in Figure 2, the bijective induced kernel
exhibits a clear block structure and produces a perfect clustering result upon applying
spectral clustering, whereas the block structure is not as clear in the fixed-point kernel
matrix, causing the spectral clustering to mis-label many observations in this case. This
is mainly caused by the fixed-point z (the leftmost point in the bottom right panel of Fig-
ure 2), which is mis-labeled as an individual group and thus affects the clustering of the
remaining points. The phenomenon persists throughout different Monte-Carlo replicates
of the data, or when any other observation is used as the fixed-point z: the bijective in-
duced kernel achieves perfect spectral clustering most of the time, while the fixed-point
induced kernel often yields incorrect clustering.
6 Discussion
In this paper, we show that the four distance-based and kernel-based methods for
hypothesis testing are inherently the same method, and it suffices to use either DCOV or
HSIC code for two-sample or independence testing for any given kernel or metric: EN-
ERGY and MMD are special versions of DCOV and HSIC for testing two-sample equality
of distributions, and DCOV and HSIC share the same formulation except the former op-
erates on distance metric and the latter operates on kernel. Note that the equivalence
does not mean DCOV always equals HSIC — if one uses the default Euclidean distance
for DCOV, and uses the default Gaussian kernel for HSIC, then they produce different
statistics and different p-values — only when the metric and the kernel are bijective they
are the same, and such a bijection always exists for any valid kernel or metric. Moreover,
comparing to the fixed-point transformation, the bijective transformation better preserves
the original structure and facilitates a number of desirable properties as summarized in
Table 1.
A major implication stemming from the established sample equivalence is that almost
all techniques based on the kernel statistics now directly apply to the metrics, and vice
versa. For example, given any distance metric, one can use the fast testing strategy
for HSIC [27] to the induced kernel and achieves fast testing for DCOV, apply the em-
bedding method in [45] to the induced kernel, etc. Similarly, given any kernel, one can
apply the fast DCOV implementation [26, 28] to the induced metric to compute HSIC,
apply the time series approaches [24, 25] to the induced metric, use the DCOV-based
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Figure 2: Generate {wi} from a 2D Gaussian mixture of three components. The first row shows
the bijective induced kernel and the spectral clustering result, and the second row shows the
results for the fixed-point induced kernel, taking z from the leftmost point. The bijective induced
kernel produces perfect clustering in this sample data, whereas the fixed-point induced kernel
does not. In particular, it mis-labels the fixed point z as an individual group, causing the remaining
observations to be mis-clustered.
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Table 1: Summarize the properties of the bijective and fixed-point transformations.
Method / Property Bijective Fixed-Point
Valid semimetric to valid kernel Yes Yes
Negative type metric to positive definite kernel Yes Yes
Strong negative type metric to characteristic kernel Yes Yes
Same by double centering Yes Yes
Population equivalence among DCOV,ENERGY,HSIC,MMD Yes Yes
Sample equivalence among DCOV, ENERGY, HSIC, MMD Yes Sometimes
Does not require a fixed-Point Yes No
Bounded Yes No
Same by one-sided centering Yes No
Bijective up to scaling Yes No
Preserve rank Yes No
Preserve translation invariant Yes No
embedding algorithm in [46] to the induced metric to achieve kernel embedding, and
apply the advanced distance-based dependency measures [29, 30, 31, 32, 33, 34, 35]
to the induced metric and thus computes a kernel version of these measures.
Namely, any method tailored for a distance metric can work in the kernel regime via
the bijective induced metric without the need to develop new algorithms, and any kernel-
based method can work in the distance regime. Therefore, the bijective transformation
allows these two regimes to directly communicate with each other, which opens up new
possibilities and directions.
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APPENDIX
A Proofs
Theorem 1
Proof. As X|Y=0 d= U and X|Y=1 d= V , the two conditional distributions are the same if
and only if U d= V . Thus X is independent of Y if and only if U d= V .
Theorem 2
Proof. The energy distance is
ENERGYN(U,V) =
1
n2m2
(2nm
n∑
i=1
m∑
j=1
d(ui, vj)−m2
n∑
i,j=1
d(ui, uj)− n2
m∑
i,j=1
d(vi, vj)).
Then the distance covariance satisfies DCOVN(X,Y) = 1N2
N∑
i,j=1
DXij × (HDYH)ij, where
DXij = d(xi, xj) =

d(ui, uj) if 1 ≤ i, j ≤ n,
d(vi, vj) if n < i, j ≤ N,
d(ui, vj) otherwise,
DYij = d(yi, yj) =
{
0 if 1 ≤ i, j ≤ n or n < i, j ≤ N,
1 otherwise.
Some algebraic operations yield that
(HDYH)ij =

−2m2
N2
if 1 ≤ i, j ≤ n,
−2n2
N2
if n < i, j ≤ N,
2nm
N2
otherwise.
Expanding all terms leads to DCOVN(X,Y) = 2n
2m2
N4
ENERGYN(U,V).
As the scalar 2n
2m2
N4
is invariant under any permutation of the given sample data,
1
distance covariance and energy distance have the same testing p-value via permutation
test. The equivalence extends to the population statistics by the convergence of the
sample statistics, in which case the scalar constant converges to 2pi2(1− pi)2.
Corollary 1
Proof. A translation invariant metric satisfies:
d(vi, vi) = d(vj, vj) < d(vi, vj) for any vi 6= vj ∈ Z.
Everything else being exactly the same as Theorem 2, the matrix HDYH needs to be
multiplied by the scalar d(0, 1) − d(0, 0). Thus the equivalence still holds by multiplying
the constant to Equation 3.
A translation invariant kernel k(·, ·) satisfies
k(vi, vi) = k(vj, vj) > k(vi, vj) for any vi 6= vj ∈ Z.
Then the equivalence between HSIC and MMD can be established via the exact same
proof of Theorem 2 by replacing all of d(·, ·) with k(·, ·): ENERGYN(U,V) becomes
−MMDN(U,V); the matrix HDYH is the same up-to −(k(0, 0) − k(0, 1)). Thus the
equivalence holds between HSIC and MMD.
Theorem 3
Proof. (i) As X|Y (s)6=0 d= U s, U1 d= U2 d= · · · d= UK if and only if X is independent of Y .
Therefore any consistent dependence measure can be used for K-sample testing.
(ii) It suffices to inspect the distance matrix DY and the centering effect:
DYij =
{
0 for within-group entries,
1 for between-group entries,
where the whole matrix mean of DY equals 1 −
∑K
s=1 n
2
s
N2
, and the mean of each matrix
row is 1
N
∑N
j=1D
Y
ij = 1− nsN assuming the ith point belongs to group s. Further algebraic
2
operations yield that
(HDYH)ij =
{
2Nns−
∑K
l=1 n
2
l
N2
− 1 for within-group entries,
N(ns+nt)−
∑K
l=1 n
2
l
N2
for between-group entries.
It follows that
DCOVN(X,Y) =
1
N2
trace(DXHDYH) =
1
N2
N∑
i,j=1
DXij × (HDYH)ij
=
1
N2
∑
1≤s<t≤K
N(ns + nt)−
∑K
l=1 n
2
l
N2
{2
ns∑
i=1
nt∑
j=1
d(usi , u
t
j)
− nt
ns
ns∑
i,j=1
d(usi , u
s
j)−
ns
nt
nt∑
i,j=1
d(uti, u
t
j)}
=
∑
1≤s<t≤K
{N(ns + nt)−
∑K
l=1 n
2
l
N4
nsnt · ENERGYns+nt(Us,Ut)}.
where the second line follows by observing
−
1,··· ,K∑
t6=s
N(ns + nt)−
∑K
l=1 n
2
l
N2
· nt
ns
=
2Nns −
∑K
l=1 n
2
l
N2
− 1.
for each group s. So the weights in front of ENERGYns+nt(Us,Ut) match the weights in
HDYH, and the equality can be established.
(iii) Comparing the distance covariance
DCOVN(X,Y) =
∑
1≤s<t≤K
{N(ns + nt)−
∑K
l=1 n
2
l
N4
nsnt · ENERGYns+nt(Us,Ut)}
with the DISCO statistic
DISCON({Us}) =
∑
1≤s<t≤K
{nsnt
2N
ENERGYns+nt(U
s,Ut)},
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they are equivalent if and only if ns + nt is a fixed constant for all possible s 6= t. This is
true when either K = 2, or n1 = n2 = . . . = nK = NK for K > 3. Simplify both equations
yields that
DCOVN(X,Y) =
1
N2K
∑
1≤s<t≤K
{n2 · ENERGYn+n(Us,Ut)}
=
2
NK
DISCON({Us}).
Therefore, DCOVN(X,Y) is equivalent to DISCON({Us}) if and only if K = 2 or every
group has the same size.
Theorem 4
Proof. It suffices to prove the first statement between a kernel and the induced metric,
then the second statement follows immediately due to bijectivity.
Denote a = [a1, . . . , an] as a row vector, its mean as 1n
∑n
i=1 ai = a¯, 1 as the column
vector of ones, and b = a − a¯1T as the centered vector of a. The only if direction is
straightforward by showing that:
aKaT ≥ 0⇒ bDˆbT = b(J−K)bT ≤ 0.
Observe that J = 11T and (a− a¯1T )1 = b1 = 0, so the right side reduces to b(−K)bT .
As b is a special case of the left side with a¯ = 0, the left side being ≥ 0 immediately
implies b(−K)bT ≤ 0.
To prove the if direction, it suffices to show that
bDbT ≤ 0⇒ bKˆbT = a(J−D)aT ≥ 0.
Expanding the right side into
(b+ a¯1T )(J−D)(b+ a¯1T )T
= a¯21TJ1− bDbT − 2a¯1TDbT − a¯21TD1
= − bDbT + a¯21TJ1− 2a¯1TDaT + a¯21TD1
= − bDbT + n2a¯2 − 2a¯
n∑
i=1
{ai
n∑
j=1
d(xi, xj)}+ a¯2
n∑
i,j=1
d(xi, xj)
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where the second line follows by expanding all terms and eliminating three terms having
b1 = 0, and the third line follows by setting b = (a− a¯1T ) in the third term of the second
line. It suffices to prove all terms on the fourth line other than −bDbT is no smaller than
0, which comes to
n2a¯2 − 2a¯
n∑
i=1
{ai
n∑
j=1
d(xi, xj)}+ a¯2
n∑
i,j=1
d(xi, xj)
= n2a¯2 − a¯
n∑
i=1
{(2ai − a¯)
n∑
j=1
d(xi, xj)}
≥ n2a¯2 − na¯
n∑
i=1
(2ai − a¯)
= 2n2a¯2 − 2n2a¯2 = 0.
The third lines follows by noting that d(xi, xj) ≤ 1 due to the normalization on the induced
metric. Thus it is essential for the bijection to always scale the distance matrix by the
maximum element or an upper bound, otherwise the transformation may not convert a
negative type metric to a positive definite kernel.
Theorem 5
Proof. For a given DX,
HKˆX = (I− 1
N
J)(J−DX)
= (I− 1
N
J)J−HDX
= (J− J)−HDX.
5
Denote 1 as the column vector of ones of size N , 1X as the column vector such that
1X(i) = d(xi, z) for a fixed point z, it follows that
HK˜X = (I− 1
N
J)(1X1T + 11TX −DX)
= H(1X1T −DX) + (I− 1
N
J)11TX
= H(1X1T −DX)
6= H(−DX) unless 1X is a scalar multiple of 1,
where the third equality follows by noting that J = 11T and 1
n
J1 = 1. However, for the
Euclidean distance metric, 1X is a scalar multiple of 1 only when xi is the same constant
for all i. Similarly when the centering matrix H is applied to the right only. With double
centering, H1X1T is canceled out by applying centering to both sides, such that the
bijective induced kernel and the fixed-point induced kernel is always the same.
Similarly, one can start with a given kernel KX, denote 1X(i) = k(xi, xi), and proceed
in the same manner. In particular, for left or right centering, it follows that −HKX =
HDˆX 6= HD˜X, and the 6= becomes = if and only if 1X is a scalar multiple of 1. This is
satisfied for any translation invariant kernel, in which case the fixed-point induced metric
is the same as bijective induced metric.
Theorem 6
Proof. It suffices to assume all the maximum elements are 1, then show
DCOVN(X,Y)− ˆHSICN(X,Y)
∝ trace(DXHDYH)− trace(KˆXHKˆYH)
= trace(DXHDYH)− trace((J−DX)H(J−DY)H)
= trace(DXHJH+DYHJH− JHJH)
= 0,
where the last equality follows by noting that
JH = J(I− 1
N
J) = J− J = 0.
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Theorem 7
Proof. It suffices to prove the metric to kernel transformation. Given the distance matrix
DX, the bijective induced kernel matrix is KˆX = J − DX. For the unbiased statistics,
denote the modified matrices as CX and CˆX respectively. As their diagonal entries are
always 0, it suffices to analyze the off-diagonal entries of CX and CˆX .
For each i 6= j,
CˆXij = Kˆ
X
ij −
1
N − 2
N∑
t=1
KˆXit −
1
N − 2
N∑
s=1
KˆXsj +
1
(N − 1)(N − 2)
N∑
s,t=1
KˆXst
= (1−DXij )−
1
N − 2
N∑
t=1
(1−DXit )−
1
N − 2
N∑
s=1
(1−DXsj) +
1
(N − 1)(N − 2)
N∑
s,t=1
(1−DXst)
= −(CXij +
1
N − 1),
thus the unbiased sample ˆHSIC for the bijective induced kernel satisfies
ˆHSIC
′
N(X,Y) =
1
N(N − 3)trace(Cˆ
XCˆY)
=
1
N(N − 3)trace((C
X +
J− I
N − 1)(C
Y +
J− I
N − 1))
= DCOV
′
N(X,Y) +
trace((N − 1)CX(J− I) + (N − 1)CY(J− I) + (J− I)2)
N(N − 1)2(N − 3)
= DCOV
′
N(X,Y) +O(
1
N2
)
As the remainder term is invariant to permutation, the p-value is always the same be-
tween ˆHSIC
′
N(X,Y) and DCOV
′
N(X,Y). Alternatively, the unbiased statistics can be
made exactly the same, if we use CˆX + J−I
N−1 and Cˆ
Y + J−I
N−1 for the modified matrices in
the trace of ˆHSIC
′
N(X,Y).
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Theorem 8
Proof. For any characteristic kernel k(·, ·), the sample HSIC converges to 0 if and only
if independence. By the equivalence in Theorem 6 and Corollary 2, the resulting ˆDCOV
for the bijective induced metric dˆ(·, ·) converges to 0 if and only if independence. By [9],
dˆ(·, ·) must be of strong negative type. The argument holds in reverse, such that kˆ(·, ·)
must be characteristic when d(·, ·) is of strong negative type.
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