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Abstract
Recently, many parallel-in-time algorithms have been proposed for solving initial value
problems of the form (S): dYdt = F (Y ), Y (t0) = Y0, that could follow, for example, from
the space semi-discretization of partial differential equations. Since there is no natural
parallelism across time, those algorithms are mainly meant to tackle real-time problems
or to be superposed to parallelism in the space or the method directions, thus enabling a
more effective use of a higher number of processors.
In this thesis, we propose a Ratio-based Parallel Time Integration (RaPTI) algorithm for
solving (S) in a time-parallel way, in the case where the behavior of the solution is known.
A sliced-time computing methodology underlies this new approach. It consists of (i) a
time-slicing technique that ends a slice by shooting a relevant end-of-slice condition re-
lated to the behavior of the solution and (ii) a rescaling technique that changes both the
time-variable and the solution, setting them to 0 at the beginning of each time-slice. Thus,
solving (S) becomes equivalent to solving a sequence of initial value “shooting” problems,
in which one seeks, on each time-slice, both the solution and the end-of-slice time.
RaPTI algorithm uses this methodology, and some resulting similarity properties, for gen-
erating a coarse grid and providing ratio-based predictions of the starting values at the
onset of every time-slice. The correction procedure is performed on a fine grid and in
parallel, yielding some gaps on the coarse grid. Then, the predictions are updated and the
process is iterated, until all the gaps are within a given tolerance.
The originality of RaPTI algorithm lies in the fact that the predictions it provides, and
their update at each iteration, do not require any integration on the coarse grid, unlike
other parallel-in-time schemes. Moreover, it does not start with the choice of a coarse grid,
it rather starts by choosing an end-of-slice condition that will generate a coarse grid that
suits the behavior of the solution.
RaPTI algorithm is applied, in this thesis, to three problems: a membrane problem, a
reaction-diffusion problem and a satellite trajectory in a J2-perturbed motion. In some
rare cases of invariance, it yields a perfect parallelism. In the more general cases of asymp-
totic and weak similarity, it yields good speed-ups.
Keywords
Ordinary differential equations; initial value problems; parallel time-integration; end-of-
slice condition; rescaling methodology.
“Les phe´nome`nes qui nous paraissent successifs dans le temps
sont en re´alite´ donne´s tous a` la fois,
en dehors du temps”
[...] Contre la line´arite´ du temps,
selon Alfred Jarry (1873-1907), e´le`ve d’Henri Bergson
Re´sume´
Re´cemment, beaucoup de sche´mas paralle`les en temps ont e´te´ propose´s pour re´soudre
des proble`mes a` valeur initiale de la forme (S): dYdt = F (Y ), Y (t0) = Y0, pouvant
re´sulter, par exemple, de la semi-discre´tisation en espace d’e´quations aux de´rive´es par-
tielles. L’inte´gration des proble`mes d’e´volution e´tant naturellement se´quentielle, de tels
sche´mas ont pour principale motivation de re´soudre des proble`mes en temps re´el ou de se
superposer a` un paralle´lisme a` travers l’espace ou la me´thode et ce, pour un usage plus
efficace des machines fortement paralle`les disponibles actuellement.
Dans cette the`se, nous proposons l’algorithme RaPTI, qui permet de paralle´liser en temps
la re´solution du proble`me (S), lorsque le comportement de la solution est connu. Une
me´thode de calcul par tranches est a` la base de ce nouveau sche´ma. Elle consiste en (i)
une proce´dure de ge´ne´ration de tranches de temps base´e sur une condition de fin de tranche
que la solution doit ve´rifier et (ii) un redimensionnement de la variable temps et de la so-
lution qui les initialise a` ze´ro au de´but de chaque tranche de temps. Ainsi, la re´solution de
(S) devient e´quivalente a` la re´solution d’une suite de proble`mes redimensionne´s a` valeur
initiale et avec condition de fin de tranche, donnant a` la fois la solution sur chacune des
tranches et le temps de fin de tranche.
L’algorithme RaPTI utilise donc cette me´thodologie, et certaines proprie´te´s de similarite´
qui en de´coulent, pour ge´ne´rer la grille de temps grossie`re et fournir des pre´dictions au
moyen d’une me´thode de ratios. La proce´dure de correction se fait ensuite, sur une grille
de temps fine, en re´solvant en paralle`le les syste`mes redimensionne´s. Ceci conduit a` des
sauts sur la grille de temps grossie`re. Les pre´dictions sont alors corrige´es et le processus
est ite´re´ jusqu’a` ce que tous les sauts soient infe´rieurs a` une certaine tole´rance.
L’originalite´ de l’algorithme RaPTI re´side dans le fait que les pre´dictions, et leur correc-
tions a` chaque ite´ration, ne ne´cessitent aucune re´solution sur la grille de temps grossie`re,
contrairement aux autres sche´mas paralle`les en temps. De plus, il ne commence pas par
un choix de la grille grossie`re, mais plutoˆt par le choix d’une condition de fin de tranche
qui va ge´ne´rer cette grille de fac¸on bien adapte´e au comportement de la solution.
L’algorithme RaPTI est applique´, dans cette the`se a` trois proble`mes: un proble`me de
membrane, un proble`me de re´action-diffusion et un calcul de trajectoire de satellite dans
un mouvement perturbe´ en J2. Dans quelques rares cas d’invariance, il conduit a` un par-
alle´lisme parfait. Dans les cas plus courants de similarite´ asymptotique ou faible, il donne
de bons speed-ups.
Mots-Cle´s
Equations diffe´rentielles ordinaires; proble`mes a` valeur initiale; calculs paralle`les en temps;
condition de fin de tranche; me´thode de redimensionnement.
“Une minute affranchie de l’ordre du temps a recre´e´ en nous, pour la sentir,
l’homme affranchi de l’ordre du temps.”
A la recherche du temps perdu, Le Temps retrouve´ (1927)
Marcel Proust
1Re´sume´ De´taille´
On conside`re dans cette the`se le proble`me de Cauchy autonome:
(S)
{
dY
dt = F (Y ), t > 0,
Y (t0) = Y0,
dont l’existence et l’unicite´ de la solution Y : [0,∞)→ RK est suppose´e bien e´tablie.
Depuis l’ave`nement d’ordinateurs massivement paralle`les, de nombreuses me´thodes par-
alle`les sont propose´es pour une re´solution efficace de ce proble`me. Certaines de ces
me´thodes paralle´lisent les calculs a` travers le temps, en fournissant aux divers processeurs
des pre´dictions des valeurs de la solution a` leurs temps initiaux respectifs.
C’est dans ce cadre que se place cette the`se dans laquelle nous proposons un sche´ma par-
alle`le en temps pour la re´solution de (S), base´ sur une me´thode de calcul en tranches de
temps, avec redimensionnement.
I- Calcul en Tranches de Temps & Redimensionnement
Nous utilisons une me´thode de re´solution nume´rique, introduite dans [48] et de´veloppe´e
dans [49], [50] et [51], qui a e´te´ initialement conc¸ue pour re´soudre des proble`mes dont
la solution explose en temps fini, et nous l’e´tendons, dans cette the`se, a` la re´solution de
proble`mes dont la solution est globale.
Cette me´thode consiste a` ge´ne´rer automatiquement des tranches de temps de´termine´es de
fac¸on unique par une condition uniforme de fin de tranches, puis a` effectuer un changement
de variables, avant de re´soudre la suite de proble`mes redimensionne´s qui en re´sulte.
a) Condition de fin de tranches
Classiquement, un calcul par tranches de temps commence par le choix d’une grille de
temps grossie`re {[Tn−1, Tn] , n ≥ 1}, souvent re´gulie`re.
Notre approche est tout a` fait diffe´rente et ge´ne`re automatiquement la grille grossie`re par
le biais d’une condition uniforme de fin de tranche que la solution doit ve´rifier. Ainsi,
on obtient Tn a` partir de Tn−1 de`s que la condition de fin de tranche est atteinte par la
solution. De proche en proche, la grille grossie`re est ge´ne´re´e de sorte que:
∪n≥1[Tn−1, Tn] = [0,∞).
Le choix d’une telle condition de´pend du comportement de la solution, suppose´ connu. En
ge´ne´ral, cette condition est re´gie par une famille de fonctions continues
{
En : R
K −→ R}
qui relient e´troitement les valeurs de de´but et de fin de tranche de la solution. Ces fonctions
sont parame´tre´es par le nume´ro n de la tranche car elles de´pendent souvent de la valeur de
de´but de tranche de la solution Yn−1 = Y (Tn−1). Ayant Tn−1, elles permettent d’obtenir
Tn, de fac¸on unique, lorsque En [Y (t)] = 0:
(EOS)
a` t = Tn, En [Y (Tn)] = 0,
∀t ∈ (Tn−1, Tn) , En [Y (t)] 6= 0.
2La re´solution de (S) devient alors e´quivalente a` celle d’une suite infinie de proble`mes de
tir a` valeur initiale:
(Sn)


dY
dt = F (Y ), t ≥ Tn−1
Y (Tn−1) = Yn−1,
En [Y (Tn)] = 0 et ∀t ∈ (Tn−1, Tn), En [Y (t)] 6= 0.
Tout le long de cette the`se, nous supposons qu’il existe une condition (EOS) de fin de
tranche qui ge´ne`re de fac¸on unique une suite {Tn} ve´rifiant ∪n≥1[Tn−1, Tn] = [0,∞).
b) Redimensionnement
Changement de variables:
Sur chacune des tranches [Tn−1, Tn], la variable temps t et la solution Y sont redimen-
sionne´es en une variable temps s et une solution Zn, comme suit:
(ChV ar)
{
t = Tn−1 + βns, βn > 0,
Y (t) = Yn−1 +DnZn(s),
ou`:
• Yn−1 = Y (Tn−1) ∈ RK
• Dn = diag(αn) ∈ RK×K est une matrice diagonale associe´e a` un vecteur αn ∈ RK
qui est defini en fonction de la valeur Yn−1 de la solution en de´but de tranche, par:
(αn) αn,i =
{
Yn−1,i si Yn−1,i 6= 0
1 si Yn−1,i = 0
• βn > 0 est un facteur de redimensionnement de temps qui ne de´pend que de la valeur
Yn−1 de la solution en de´but de tranche. Ce facteur est choisi de sorte a` controˆler la
croissance de la solution. Par ailleurs, βn module les pas de temps redimensionne´s
constants (en s), ge´ne´rant ainsi des pas de temps re´el adaptatifs (en t).
Il est important de noter que le changement de variables (ChV ar) initialise le temps et la
solution a` 0, au de´but de chaque tranche, et que le choix (αn) rend la matriceDn inversible.
Par ailleurs, le redimensionnement de´pend du choix des parame`tres {βn}: diffe´rents choix
de βn me`nent a` des fonctions Zn diffe´rentes sur une meˆme tranche n. Cependant, on peut
remarquer des invariances importantes au niveau des fins de tranches, inde´pendemment
de βn, obtenues en appliquant le changement de variables (ChV ar) a` t = Tn:
• Le produit βnsn, qui n’est autre que la taille ∆Tn de la ne`me tranche, est inde´pendant
du choix de βn:
∀βn, ∆Tn = Tn − Tn−1 = βnsn,
• La valeur Zn(sn) de fin de tranche de la solution redimensionne´e est inde´pendante
du choix de βn:
∀βn, Zn(sn) = D−1n (Yn − Yn−1).
Cas de Nonzeroness:
En ge´ne´ral, la condition EOS est choisie de sorte a` ve´rifier la condition de nonzeroness
suivante:
(Nonzeroness) ∀n,∀i = 1, 2, · · · ,K, Yn,i 6= 0.
3Ceci a pour re´sultat direct d’avoir αn = Yn−1 (∀n), ce qui re´duit les formules (ChV ar) de
changement de variables a`:
(ChV ar0)
{
t = Tn−1 + βns, βn > 0,
Y (t) = Dn (1+ Zn(s)) ,
ou` Dn est simplement la matrice diagonale associe´ au vecteur Yn−1 et 1 est le vecteur de
R
K dont toutes les composantes sont e´gales a` 1. Ceci conduit a`:
∀n, ∀i, Zn,i(s) = Yi(t)− Yn−1,i
Yn−1,i
,
signifiant que la fonction Zn(.) repre´sente (sous la condition de nonzeroness) la variation
relative de Y (.) par rapport a` Yn−1, au sein de la ne`me tranche [Tn−1, Tn] (voir figure 1.1).
Redimensionnement de la condition EOS:
Soit Zn(sn) la valeur de fin de tranche de la solution redimensionne´e, a` s = sn.
La condition (EOS) de fin de tranche, re´gie par les fonctions
{
En : R
K −→ R}, devient,
apre`s le changement de variables (ChV ar):
a` s = sn, En [Yn−1 +DnZn(sn)] = 0,
∀s ∈ (0, sn) , En [Yn−1 +DnZn(s)] 6= 0.
Ceci de´finit une nouvelle famille {Hn} de fonctions continues, parame´tre´es aussi par les
valeurs {Yn−1} de la solution en de´but de tranches, permettant d’obtenir sn, pour tout n,
par la condition EOS redimensionne´e:
a` s = sn, Hn [Zn(sn)] = 0,
∀s ∈ (0, sn) , Hn [Zn(s)] 6= 0.
Syste`mes redimensionne´s e´quivalents:
Le choix (EOS) de la condition de fin de tranches, avec le changement de variables
(ChV ar), rendent la re´solution du proble`me (S) e´quivalente a` la re´solution d’une suite de
proble`mes de tirs redimensionne´s et a` valeur initiale. Il faut ainsi trouver le temps redi-
mensionne´ sn et la solution redimensionne´e Zn : [0, sn] → RK , sur chaque ne`me tranche
correspondant a` [Tn−1, Tn], satisfaisant:
(S′n)


dZn
ds = Gn(Zn), 0 < s ≤ sn,
Zn(0) = 0,
H [Zn(s)] 6= 0, ∀s < sn et H [Zn(sn)] = 0,
ou` les fonctions {En} re´gissant la condition EOS sont suppose´es pouvoir eˆtre redimen-
sionne´es en une fonction invariante H.
c) Proprie´te´s de similarite´:
Le calcul en tranches de temps avec redimensionnement, de´crit ci-dessus, a e´te´ utilise´ dans
[48], [49], [50] et [51], et a donne´ des re´sultats de grande pre´cision dans le cas de proble`me
ou` la solution explose en temps fini. Tout porte a` croire que cette me´thode peut eˆtre
e´tendue aux proble`mes a` temps d’existence global, en vue (i) de controˆler la croissance et
la pre´cision de la solution dans le cas de proble`mes raides et (ii) de construire un sche´ma
paralle`le en temps pour la re´solution de (S). C’est ce dernier objectif qui est vise´ dans
4cette the`se.
Mais une telle extension commence par la de´finition de quelques proprie´te´s de similarite´
que doivent ve´rifier les syste`mes redimensionne´s (S′n):
1. Invariance:
Les syste`mes redimensionne´s (S′n) sont dits invariants lorsque les fonctions {Hn}
re´gissant la condition EOS redimensionne´e sont invariantes, et les parame`tres {βn}
de redimensionnement de la variable temps sont tels que:
∀n, Gn(.) = G1(.).
Puisque toutes les fonctions Gn sont e´gales a` G1, alors les syste`mes redimensionne´s
(S′n) sont tous e´quivalents a` (S′1), impliquant:
∀n, Zn(.) = Z1(.) et sn = s1.
L’invariance est le cas ide´al de similarite´: re´soudre le proble`me sur une seule tranche
de temps suffit alors pour avoir la solution sur toutes les tranches, par un simple
changement de variables.
2. Similarite´ asymptotique:
Les syste`mes redimensionne´s(S′n) sont dits asymptotiquement similaires a` un proble`me
limite lorsque les fonctions {Hn} re´gissant la condition EOS redimensionne´e sont in-
variantes et les parame`tres {βn} de redimensionnement de la variable temps sont
tels que la suite de fonctions {Gn} converge uniforme´ment a` une fonction GL, i.e.:
∀ρ > 0, lim
n→∞
[
max
W∈Bρ
‖Gn(W )−GL(W )‖∞
]
= 0,
ou` Bρ =
{
W ∈ RK , ‖W‖∞ ≤ ρ
}
.
La fonction GL : R
K −→ RK definit alors un “proble`me limite” dans lequel il faut
trouver le temps redimensionne´ sL et la solution redimensionne´e ZL : [0, sL]→ RK ,
ve´rifiant:
(SL)


dZL
ds = GL(ZL), 0 < s ≤ sL,
ZL(0) = 0,
H [ZL(s)] 6= 0, ∀s < sL et H [ZL(sL)] = 0,
Sous certaines conditions, cette proprie´te´ entraˆıne la convergence des valeurs {sn}
et {Zn(sn)} de fin de tranches vers sL et ZL(sL).
3. Similarite´ faible:
On dit que les syste`mes redimensionne´s (S′n) pre´sentent une similarite´ faible (i.e.
nume´rique) sur nr tranches conse´cutives, commenc¸ant a` la tranche n0, lorsque les
fonctions {Hn} re´gissant la condition EOS redimensionne´e sont invariantes et que:
∃ǫ << 1, ∀n ∈ {n0 + 1, ..., n0 + nr}, ‖Zn(sn)− Zn−1(sn−1)‖∞ < ǫ.
Nous avons remarque´ dans nos essais nume´riques, et dans le cas de choix de condi-
tions EOS bien approprie´es au comportement de la solution, qu’une similarite´ faible
ve´rifie´e sur nr tranches conse´cutives, commenc¸ant a` la tranche n0, continue a` eˆtre
ve´rifie´e bien au-dela`.
Il est clair que l’invariance et la similarite´ asymptotique sont des cas particuliers (et
bien plus forts) de la similarite´ faible.
54. Similarite´ uniforme:
Les proble`mes a` valeur initiale:
(IV Pn)
{
dZn
ds = Gn(Zn),
Zn(0) = 0,
sont dits uniforme´ment similaires lorsque les parame`tres {βn} de redimensionnement
de la variable temps sont tels que:
∀n ≥ 1, ∀S > 0, ∃C, C ′ > 0, ||W ||∞ ≤ S =⇒
{ ||Gn(W )||∞ ≤ C,
||JGn(W )||∞ ≤ C ′,
ou` JGn(.) : R
K → RK × RK est le Jacobien de Gn. En d’autres termes, si la
solution Zn est borne´e, alors Gn(Zn) et JGn(Zn) sont borne´s uniforme´ment (i.e.
inde´pendemment de n). Cette proprie´te´ de similarite´ uniforme permet ainsi de
controˆler la raideur d’un proble`me.
De ces proprie´te´s de similarite´, on retient surtout que dans les cas d’invariance, de similarite´
asymptotique et de similarite´ faible, les valeurs Zn(sn) de fin de tranche de la solution
redimensionne´e sont invariantes ou presque-invariantes. On montre alors, dans ce qui
suit, comment ces 3 proprie´te´s peuvent conduire a` la construction d’un sche´ma de calcul
paralle`le en temps.
d) Exemples de choix de conditions EOS
Nous donnons des choix possibles de telles conditions, dans les cas de solutions explosives
et oscillatoires qui seront expe´rimente´s dans les Chapitres 5 a` 7. Puis nous proposons des
extensions a` d’autres cas, cependant non expe´rimente´s.
1. Proble`mes explosifs : limt→∞ ‖Y (t)‖∞ =∞
Dans ce cas, les conditions EOS propose´es visent a` controˆler la croissance de la
solution redimensionne´e.
• Cas ge´ne´ral :
Les fonctions re´gissant la condition (EOS) sont de´finies, pour un seuil choisi S
et pour tout n, par:
∀W ∈ RK , En(W ) = ‖W − Yn−1‖∞ − S ‖Yn−1‖∞ .
La condition (EOS) s’e´crit alors explicitement:
a` t = Tn, En [Y (Tn)] = 0 ⇐⇒ ‖Y (Tn)− Yn−1‖∞ = S ‖Yn−1‖∞ ,
avec ‖(Y (t)− Yn−1)‖∞ < S ‖Yn−1‖∞ , si Tn−1 < t < Tn.
La continuite´ et la nature explosive de la solution garantissent d’atteindre la
condition EOS, de fac¸on unique, pour tout n.
L’expression de la condition redimensionne´e est:
a` s = sn, Hn [Zn(sn)] = 0 ⇐⇒ ‖DnZn(sn)‖∞ = S ‖Yn−1‖∞ ,
avec ‖DnZn(s)‖∞ < S ‖Yn−1‖∞ , si 0 < s < sn.
Clairement, les fonctions {Hn} re´gissant cette condition et de´finies par:
∀W ∈ RK , Hn(W ) = ‖DnW‖∞ − S ‖Yn−1‖∞ ,
6ne sont pas invariantes.
• Cas de nonzeroness: dans le cas ou` la condition (Nonzeroness) est ve´rifie´e, un
autre choix possible serait de de´finir les fonctions re´gissant la condition (EOS),
pour un seuil choisi S et pour tout n, par:
En(W ) =
∥∥D−1n (W − Yn−1)∥∥∞ − S,
ou` Dn est ici la matrice diagonale associe´ au vecteur Yn−1.
L’effet de la condition (EOS) qui en re´sulte est alors d’empeˆcher la valeur
absolue de la variation relative de chacune des composantes de Y (t) de de´passer
le seuil S:
a` t = Tn, En [Y (Tn)] = 0 ⇐⇒
∥∥D−1n (Y (Tn)− Yn−1)∥∥∞ = S,
avec
∥∥D−1n (Y (t)− Yn−1)∥∥∞ < S, si Tn−1 < t < Tn.
La` aussi, la continuite´ et la nature explosive de la solution garantissent d’atteindre
la condition EOS, de fac¸on unique, pour tout n.
Par contre l’expression de la condition redimensionne´e est ici:
a` s = sn, H [Zn(sn)] = 0 ⇐⇒ ‖Zn(sn)‖∞ = S,
avec ‖Zn(s)‖∞ < S, si 0 < s < sn.
montrant clairement l’invariance des fonctions {Hn} re´gissant cette condition
et de´finies par:
∀W ∈ RK , H(W ) = ‖W‖∞ − S.
2. Proble`mes a` solution oscillatoire :
On conside`re ici les proble`mes dont la solution est oscillatoire, dans ce sens qu’il
existe un plan P de RK , de dimension 2, dans lequel la projection de la solution
Y (t) tourne inde´finiment autour d’un point fixe ω. On choisit alors de terminer une
tranche de calcul a` chaque fois que la solution effectue une rotation comple`te (ou
presque comple`te) dans ce plan. Soit (i1, i2) ce plan et on suppose, sans perte de
ge´ne´ralite´, que la rotation a lieu autour de l’origine ω.
• Choix ge´ne´ral :
SoitM(t) = (Yi1(t), Yi2(t)) la projection de la solution Y (t) sur le plan P , a` tout
instant t. La projection de la valeur Yn−1 de la solution, en de´but de tranche,
est alors le point : Mn−1 = (Yi1(Tn−1), Yi2(Tn−1)) = (Yn−1,i1 , Yn−1,i2).
En tournant autour de ω, le point M(t) definit dans le plan P, un angle de
rotation qui croˆıt de fac¸on monotone (voir figure 2.2) :
θn [Y (t)] =
∣∣( ~ωMn−1, ~ωM(t))∣∣.
On de´finit alors des fonctions {En} re´gissant la condition (EOS), pour tout n
et en fonction des valeurs {Yn−1} de de´but de tranches, par:
∀Y (t) ∈ Rk, En [Y (t)] = θn [Y (t)]− 2π,
ou` θn(W ) est calcule´ en utilisant la proce´dure donne´e en de´finition 7.
La ne`me tranche est ainsi termine´e lorsque la solution effectue une rotation
7comple`te dans le plan P , c’est-a`-dire lorsque :
a t = Tn, En [Y (Tn)] = 0, ⇐⇒ θn [Y (Tn)] = 2π,
avec θn [Y (t)] < 2π, si Tn−1 ≤ t < Tn.
Il en re´sulte que l’angle polaire ϕn, a` la fin de chaque n
e`me tranche, est e´gal
a` l’angle polaire initial ϕ0 qui correspond a` la valeur initiale Y0 de la solution,
rendant ainsi les fonctions {θn} et {En} inde´pendantes de n.
Il est a` noter que la nature oscillatoire de la solution garantit d’atteindre cette
condition EOS, de fac¸on unique, pour tout n (voir figure 2.3).
On montre, dans le cas ou` la condition (Nonzeroness) est ve´rifie´e, que les
fonctions {Hn}, de´duites des fonctions {En} apre`s redimensionnement, sont
invariantes et de´finies pour tout n par :
∀Zn(s) ∈ Rk, H [Zn(s)] = θ˜ [Zn(s)]− 2π,
ou` θ˜ (.) est l’expression redimensionne´e de la fonction θ (.) (ayant ∀n, θn = θ).
La ne`me tranche de temps est ainsi termine´e lorsque :
a` s = sn, H [Zn(sn)] = 0 ⇐⇒ θ˜ [Zn(sn)] = 2π,
avec θ˜ [Zn(s)] < 2π, si 0 < s < sn.
• Autres choix possibles :
– Dans la condition EOS de´crite ci-dessus, une tranche de temps est termine´e
a` chaque fois que la trajectoire deM(t), dans le plan de projection P , coupe
la demi-droite faisant un angle ϕ0 avec l’axe (ω, i1).
Une variante de cette condition pourrait eˆtre de terminer une tranche
de temps a` chaque fois que la trajectoire de M(t), dans le plan de pro-
jection P , coupe, dans le quadrant qui contient la position initiale M0,
la repre´sentation graphique C d’une fonction continue Φ(.), de´finie sur
l’intervalle de R correspondant a` ce quadrant. Cette variante a e´te´ utilise´e
dans le Chaptitre 5, dans une application a` un proble`me de membrane, et
a eu l’avantage de faire apparaˆıtre un cas d’invariance.
– Dans le cas ou` la solution traverse le plan P a` chaque rotation, on pourrait
choisir de terminer une tranche de temps a` chaque fois que la solution
traverse le plan de projection apre`s avoir effectue´ une rotation comple`te.
Cette variante a e´te´ utilise´e dans le Chaptitre 7, dans une application a`
un proble`me de trajectoire de satellite dans un mouvement non keplerien,
connue pour eˆtre une ellipse osculatrice traversant re´gulie`rement le plan
Keplerien correspondant aux condition initiales. Elle a eu pour re´sultat de
produire une proprie´te´ des ratios plus importante.
– Dans le cas ou` le proble`me conside´re´ a une solution a` la fois explosive et
oscillatoire, et que l’objectif est de controˆler la raideur du proble`me seule-
ment (sans se soucier de l’existence de proprie´te´ de ratios, donc sans objectif
de paralle´lisation), il serait bon de choisir des conditions EOS similaires a`
celles propose´es pour les proble`mes explosifs. Ceci a e´te´ fait dans [51] pour
re´soudre (se´quentiellement) un proble`me de membrane dont la solution est
oscillatoire et explosive en temps fini. Une proprie´te´ de similarite´ uniforme
a e´te´ obtenue; le temps d’explosion et la solution ont e´te´ obtenus de fac¸on
tre`s pre´cise.
83. Extension a` d’autres cas de comportement de la solution:
Bien que non expe´rimente´s nume´riquement, et dans un souci de sonder l’applicabilite´
de la me´thode de calcul en tranches, des conditions EOS sont propose´es pour des
proble`mes dont la solution a l’un des comportement suivants :
• extinctif : limt→∞ ‖Y (t)‖∞ = 0,
• borne´ avec un point d’attraction a` l’infini : limt→∞ Y (t) = l 6= 0 ∈ RK .
e) Cas particulier d’une fonction F alge´brique
On conside`re le cas particulier ou` la fonction F , de´finissant le proble`me (S), a une forme
alge´brique donne´e, pour chaque ie`me composante, par :
(F (Y ))i =
∑
j
aij(Yi)
kij (Yj)
lij ,
avec aij ∈ R, et kij , lij e´tant des coefficients entiers tels que : ∀i, ∀j, kij ≥ 1, lij ≥ 1 (F
satisfaisant alors la proprie´te´ de Lipschitz).
On de´montre, dans ce cas et pour une suite positive {ρn} donne´e, qu’il existe une suite
{(Tn, Yn)}n=1,2,... ⊂ (0,∞)×RK , ou` Yn = Y (Tn), de´duite de (T0 = 0, Y0) et {ρn}, telle que
{Tn} est croissante et le proble`me (S) a une solution unique Y : [0, Tm] → RK ve´rifiant :
∀n ∈ 1, 2, · · · ,m, ∀t ∈ [Tn−1, Tn] , ‖Y (t)− Yn−1‖∞ ≤ ρn.
On montre ensuite comment, de cette e´tude d’existence et d’unicite´ de la solution, on
peut de´duire l’existence d’une suite croissante {T ′n} et d’une suite positive {ρ′n}, avec
∀n, ρ′n ≤ ρn et T ′n ≤ Tn, qui rendent la re´solution du proble`me (S) e´quivalente a` celle
d’une suite de proble`mes (Sn) de tirs, a` valeur initiale, dans lesquels la condition EOS est
donne´e par la fonction:
En (Y (t)) = ‖Y (t)− Yn−1‖∞ − ρ′n,
et s’e´crit :
a` t = Tn, En [Y (Tn)] = 0 ⇐⇒ ‖Y (Tn)− Yn−1‖∞ = ρ′n,
avec ‖(Y (t)− Yn−1)‖∞ < ρ′n, si Tn−1 < t < Tn.
L’inte´reˆt de cette e´tude est de prouver l’existence d’une condition EOS ge´ne´rant une grille
grossie`re, inde´pendemment du comportement de la solution !
Dans ce meˆme cas de fonction alge´brique, nous montrons aussi l’existence d’un choix
possible de parame`tres {βn} menant a` la similarite´ uniforme des syste`mes.
Nous montrons ensuite comment se traduisent les proprie´te´s d’invariance et de similarite´
asymptotique, dans ce cas alge´brique.
Un cas alge´brique particulier est enfin conside´re´ : le cas line´aire, obtenu lorsque ∀i, ∀j kij =
0 et lij = 1. Nous prouvons ici, l’existence d’une suite {βn} qui, sous certaines conditions,
me`ne a` une similarite´ uniforme et asymptotique.
II- Sche´ma de Calcul Paralle`le en temps
Dans cette partie, nous supposons la condition (Nonzeroness) satisfaite et nous de´finissons
des proprie´te´s de ratios correspondants aux proprie´te´s d’invariance et quasi-invariance des
syste`mes redimensionne´s. Nous montrons ensuite comment, apre`s une e´tude se´quentielle
9pre´liminaire sur un certain nombre ns de tranches, on peut construire un sche´ma paralle`le
de calcul, base´ sur la proprie´te´ des ratios. Ce sche´ma est concre´tise´ par l’algorithme
RaPTI: “Ratio-based Parallel Time Integration”.
a) Proprie´te´ des ratios
Dans le cas ou` la condition (Nonzeroness) est satisfaite, les valeurs Zn(sn) de fin de
tranche de la solution redimensionne´e, sur la ne`me tranche, relient directement les valeurs
conse´cutives Yn−1 et Yn de de´but de tranches de la solution:
Yn = Dn (1+ Zn(sn)) ,
ou` Dn est la matrice diagonale associe´ au vecteur Yn−1 et 1 est le vecteur de RK dont
toutes les composantes sont e´gales a` 1.
En posant:
Rn = 1+ Zn(sn),
et DRn la matrice diagonale associe´e au vecteur Rn, la relation pre´ce´dente devient Yn =
DnRn, qui n’est autre qu’ une multiplication par composante des vecteurs Rn et Yn−1, et
s’e´crit de fac¸on e´quivalente :
Yn = DRnYn−1.
Ceci montre comment Rn peut eˆtre conside´re´ comme un “ratio-vecteur” reliant les valeurs
conse´cutives Yn−1 et Yn de de´but de tranches de la solution.
On peut alors de´duire que, dans les cas d’invariance, de similarite´ asymptotique et de sim-
ilarite´ faible, les ratio-vecteurs {Rn = 1 + Zn(sn)} sont invariants ou presque-invariants.
On dit alors que la suite {Yn} des valeurs de de´but de tranches de la solution a une “pro-
prie´te´ des ratios” (parfaite, asymptotique ou faible, selon le cas de similarite´).
Cette quasi-stabilisation des ratios est le principe de de´part de notre proce´dure de pre´diction:
l’ide´e de base en est de re´soudre le proble`me se´quentiellement jusqu’a` quasi-stabilisation
des ratios, puis de pre´dire les valeurs suivantes de Yn en utilisant les derniers ratios presque
stabilise´s. D’ou` la terminologie: “ratio-based prediction procedure”.
b) Cas particulier d’invariance
Dans le cas d’invariance des syste`mes redimensionne´s, on obtient des ratios invariants :
∀n > 0, Rn = R1.
Graˆce a` cette proprie´te´ parfaite des ratios, la re´solution se´quentielle du proble`me sur la
premie`re tranche permet d’obtenir des pre´dictions exactes, au de´but de toutes les autres
tranches :
∀n, Yn = (DR1)n Y0 =
(
I +DZ1(s1)
)n
Y0.
Ceci conduirait a` une paralle´lisation parfaite des calculs, sans aucune communication et
en une seule ite´ration.
Cependant, le paralle´lisme devient tout a` fait inutile dans ce cas. En effet, re´soudre le
proble`me sur la premie`re tranche le re´soud sur toutes les tranches, en utilisant simplement,
et de fac¸on re´currente, le changement de variables suivant :{
t = Tn−1 + βns, βn > 0
Y (t) = Dn (1+ Z1(s)) ,
10
Ceci est fait au moyen d’un algorithme RaTI, “Ratio-based Time Integration”, propre aux
cas invariants (voir section 4.2).
c) Etude pre´liminaire
Dans le cas plus ge´ne´ral de quasi-invariance (i.e. de similarite´ asymptotique ou faible),
et avant d’appliquer l’algorithme RaPTI (“Ratio-based Parallel Time Integration”), une
e´tude se´quentielle pre´liminaire doit eˆtre faite. Elle a trois objectifs :
1. Justifier l’applicabilite´ de RaPTI par la de´tection d’une proprie´te´ des ratios : Ceci
est fait par le biais d’une proce´dure “DETECT RATIO PROPERTY UP TO ǫ”,
de´taille´e en annexe 1, qui consiste a` re´soudre les syste`mes (S′n) se´quentiellement, sur
un certain nombre de tranches. Une proprie´te´ des ratios, a` une tole´rance ǫ, est dite
nume´riquement de´tecte´e a` la tranche n0 et sur nr tranches conse´cutives, et donc
atteinte a` la tranche ns = n0 + nr, si:
∀n ∈ {n0 + 1, ..., n0 + nr}, ‖Rn −Rn−1‖∞ < ǫ.
Un garde-fou arreˆte cette proce´dure si une telle proprie´te´ n’est pas atteinte au bout
d’un nombre acceptable nstop de tranches: la me´thode n’est pas applicable alors.
2. Extraire de la suite de ratios {Rn}n≤ns, un mode`le mathe´matique susceptible de don-
ner de bonnes estimations des ratios suivants {Rn}n>ns .
Dans le cas ou` une proprie´te´ de ratios est atteinte (i.e. les ratios sont quasi-stabilise´s),
l’ide´e de base de notre proce´dure de pre´diction est de supposer que les ratios suivants
ne varient plus que faiblement, d’une tranche a` l’autre, en suivant une tendance qui
peut eˆtre approxime´e par un mode`le mathe´matique. Plusieurs mode`les doivent eˆtre
conside´re´s : celui qui extrapole le mieux sera choisi comme mode`le de pre´diction.
Le mode`le le plus simple, mais le moins efficace, table sur la quasi-stabilisation des
ratios et utilise le dernier ratio Rns calcule´ pour approximer les ratios suivants :
∀n ≥ ns, Rpn = Rns .
La suite {Rpn}n>ns est donc suppose´e constante (comme dans le cas d’invariance) et
approxime chaque composante des ratios suivants par une suite ge´ome´trique :
∀n ≥ ns, ∀i ∈ {1, 2, · · · , k}, Y pn,i = (Rns,i)n−ns Y ens,i.
ou` Y ens est la valeur de la solution a` t = Tns se´quentiellement calcule´e.
D’autres mode`les, plus sophistique´s, sont teste´s : ils se basent tous sur des tech-
niques statistiques qui tentent d’ajuster les ratios se´quentiellement calcule´s par des
fonctions mathe´matiques. Chaque mode`le conside´re´ est caracte´rise´ par sa forme
mathe´matique (polynomiale, exponentielle, logarithmique, ...) et par le nombre de
ratios qu’il utilise pour l’ajustement. Dans toutes nos expe´riences nume´riques, il
s’est ave´re´ que l’usage d’un mode`le polynomial avec un nombre minimal de ratios
(les derniers a` avoir e´te´ se´quentiellement calcule´s) donnait les meilleures pre´dictions:
Rfit(n) = adn
d + · · ·+ a1n+ a0,
ou` d est le degre´ du polynoˆme et a0, · · · , ad en sont les parame`tres.
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Dans le cas de similarite´ asymptotique, le mode`le conside´re´ devrait avoir une limite
e´gale au ratio limite qui peut eˆtre calcule´. Une fac¸on de garantir cette convergence
serait de chercher un ajustement de [n (Rn −RL)] sous la forme d’un polynoˆme en
1
n , de degre´ d, impliquant :
n (Rn −RL) ≈ n (Rfit(n)−RL) = ad
(
1
n
)d
+ · · ·+ a1
(
1
n
)
+ a0.
On en de´duit :
Rn ≈ Rfit(n) = RL + 1
n
[
ad
(
1
n
)d
+ · · ·+ a1
(
1
n
)
+ a0
]
,
et par suite :
lim
n→∞Rfit(n) = RL.
Il est a` noter qu’un ajustement de degre´ d (en 1/n) pour [n (Rn −RL)], correspond
a` un ajustement polynomial de degre´ (d+ 1) pour Rn.
Enfin, on fait subir a` tous les mode`les conside´re´s un test d’extrapolation. Ce test
consiste a` re´soudre le proble`me se´quentiellement sur nadd tranches supple´mentaires,
donnant ainsi un ensemble de validation {Rns+1, · · · , Rns+nadd} forme´ de nadd ratios
exacts supple´mentaires. Chaque j e`me mode`le e´tudie´ est alors utilise´ pour approx-
imer les nadd ratios supple´mentaires puis les comparer a` l’ensemble de validation et
en de´duire son erreur maximale :
errorj = max
ns<n≤ns+nadd
[
max
i∈{1,2,··· ,K}
∣∣Rfitj ,i(n)−Rn,i∣∣
]
.
Le mode`le donnant la plus petite erreur est alors choisi. Ceci est fait au moyen de
la proce´dure “ FIND RATIOS MODEL ”, donne´e en annexe 1.
Cependant, ce test d’extrapolation ne peut pas donner la porte´e du mode`le, c’est-
a`-dire qu’on ne peut pas savoir d’avance jusqu’ou` le mode`le continuera a` donner de
bonnes approximations. Une telle porte´e sera de´termine´e par le nombre de tranches
qui convergent a` la premie`re ite´ration.
3. De´terminer, de fac¸on approximative, le nombre total N de tranches sur lequel le
proble`me doit eˆtre re´solu, de sorte a` couvrir l’intervalle de calcul [0, T ] demande´ :
cette approximation est ne´cessaire puisque la taille des tranches de temps n’est pas
initialement choisie, mais obtenue au fur et a` mesure de la re´solution du proble`me.
Une proce´dure assez e´labore´e, “PREDICT AND ESTIMATE N”, est propose´e en
annexe 1 et consiste a` estimer ce nombre durant la phase de pre´diction, en pre´disant
aussi les temps {Tn}.
Cependant, on peut souvent donner une approximation moins pre´cise mais plus
rapide de N , quitte a` surestimer N puis arreˆter les calculs de`s que T est atteint.
Dans le cadre de cette the`se, les proble`mes e´tudie´s sont :
- soit explosifs (Chapitres 5 et 6), N est alors limite´ par la capacite´ de la machine,
- soit quasi-pe´riodiques (Chapitre 7), N est alors estime´ en approximant la taille des
tranches par celle du proble`me pe´riodique correspondant.
Apre`s cette e´tude pre´liminaire, on devrait eˆtre a` meˆme de pre´dire les valeurs {Yn}n>ns de
de´but de tranches de la solution et d’envisager le calcul paralle`le des tranches {ns+1, ns+
2, · · · , N}.
Il est a` noter, comme nos expe´riences nume´riques l’indiquent, que le mode`le mathe´matique
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trouve´, lors de l’e´tude pre´liminaire, continue a` eˆtre bien approprie´ a` toutes les ite´rations,
apre`s avoir cependant mis a` jour les parame`tres du mode`le, conforme´ment aux derniers
ratios.
d) Re´solution paralle`le des syste`mes redimensionne´s
Chaque ne`me syste`me redimensionne´ (n > ns) est re´solu, en commenc¸ant avec une valeur
initiale Y pn−1 pre´dite. Ceci a pour effet de remplacer les valeurs βn,Dn etGn (qui de´pendent
toutes de Yn−1) par leurs valeurs pre´dites β
p
n, D
p
n et G
p
n, respectivement. Il faudrait alors
trouver le temps scn et la solution Z
c
n : [0, sn]→ RK redimensionne´s, satisfaisant :

dZcn
ds = G
p
n(Zcn), 0 < s ≤ scn,
Zcn(0) = 0,
H [Zcn(s)] 6= 0, ∀s < scn et H [Zcn(scn)] = 0
ou` Gpn(Zcn) = β
p
n(D
p
n)−1F
(
Y pn−1 +D
p
nZcn
)
.
La re´solution de ce syste`me conduit aux valeurs redimensionne´es corrige´es scn and Z
c
n (s
c
n)
de fin de tranche, desquelles sont de´duites les valeurs corrige´es Y cn et T
c
n de fin de tranche:
Y cn = Y
p
n−1 +D
p
nZ
c
n(s
c
n),
T cn = T
c
n−1 + β
p
ns
c
n.
Il faut remarquer que les temps {Tn} ne sont pas pre´dits : ils sont obtenus au fur et a`
mesure de la progression des calculs.
Nos essais nume´riques ont montre´ que la taille redimensione´e {scn}, ainsi que la solu-
tion redimensionne´e Zn(.) de la n
e`me tranche, sont tre`s proches de leurs valeurs exactes,
tant que les valeurs pre´dites sont suffisamment bonnes.
En supposant ceci prouve´ (chose qu’on n’a pas encore re´ussi a` faire), on montre que Y cn
et T cn convergent alors vers leurs valeurs exactes, tant que la pre´diction Y
p
n−1 est assez
bonne et que T cn−1 est valide´. Ceci conduit a` un test de convergence qui porte sur les sauts
‖Y pn − Y cn‖∞ : tant que ces sauts sont infe´rieurs a` une tole´rance donne´e, les pre´dictions
continuent a` pouvoir eˆtre efficacement utilise´es pour calculer la tranche suivante.
e) Algorithme RaPTI
L’algorithme RaPTI est un sche´ma ite´ratif de calcul qui permet de re´soudre en paralle`le
les syste`mes redimensionne´s (S′n).
Les premie`res ns tranches sont re´solues se´quentiellement par tous les processeurs puis les
tranches suivantes (n > ns) sont statiquement re´parties sur les np processeurs disponibles,
de fac¸on cyclique. Le j e`me processeur se voit attribuer toutes les tranches dont le nume´ro
n ve´rifie :
n = ns + j + lnp,
ou` l ∈ {0, 1, · · ·
⌊
N−ns−j
np
⌋
}, signifiant que (n− ns) est congruent a` j modulo np.
Cette distribution est sche´matise´e par la figure 4.4.
Outre sa simplicite´, l’inte´reˆt d’une telle distribution cyclique re´side dans le fait qu’elle
facilite la synchronisation des calculs paralle`les : a` chaque ite´ration, les divers processeurs
arreˆteront le calcul paralle`le sur des tranches conse´cutives (lorsque les pre´dictions cessent
d’eˆtre bonnes), donc presque en meˆme temps.
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Par ailleurs, tous les calculs se´quentiels sont duplique´s sur les processeurs, de sorte a` min-
imiser les communications et les temps d’attente. Une seule e´tape de communication doit
se faire apre`s chaque ite´ration, comme l’indique la figure 4.5, en vue de passer les infor-
mations ne´cessaires a` la mise a` jour des pre´dictions.
Ainsi, apre`s avoir mene´ a` bien l’e´tude se´quentielle pre´liminaire, l’imple´mentation paralle`le
de l’algorithme RaPTI se fait selon une distribution cyclique des tranches et en utilisant
l’approche duplicative de´crite ci-dessus. Le sche´ma est forme´e de deux e´tapes principales,
comme de´taille´ ci-dessous.
Algorithme RaPTI
• Etape 1 : Phase d’initialisation
– Atteinte de la proprie´te´ des ratios :
Calculs se´quentiels, duplique´s sur tous les processeurs, aboutissant a` un nom-
bre ns de tranches au bout desquelles une proprie´te´ des ratios est atteinte,
a` une tole´rance ǫnstol, et sur lesquels le proble`me est comple`tement re´solu par
tous les processeurs.
– Initialisation du nume´ro d’iteration a` k = 1, et du nombre de tranches ayant
converge´ avant la 1e`re ite´ration a` n
(k−1)
s = ns.
• Etape 2 : Proce´dure ite´rative
– Etape 2.1 : Pre´diction
∗ Mise a` jour des parame`tres du mode`le mathe´matique :
Calculs se´quentiels, duplique´s sur tous les processeurs.
∗ Pre´dictions : Calculs se´quentiels, duplique´s sur tous les processeurs
et utilisant le mode`le mathe´matique mis a` jour, de´terminant ainsi les
pre´dictions sur toutes les tranches restantes (nks < n ≤ N).
– Etape 2.2 : Correction
Calculs paralle`les : Chaque processeur re´soud les tranches qui lui sont
attribue´es, tant qu’aucune tranche n’a diverge´.
– Etape 2.3 : Communication
Etape de communication qui a pour but de de´terminer le nume´ro n
(k)
s de
la dernie`re tranche ayant converge´ a` la ke`me ite´ration, ainsi que les temps
{T cn}n(k−1)s <n≤n(k)s calcule´s.
Si T c
n
(k)
s
< T , alors les dernie`res nprec valeurs de Yn sont aussi communique´es,
en vue de mettre a` jour les pre´dictions.
– Etape 2.4 :
Si T c
n
(k)
s
< T , alors k = k+1 et l’e´tape 2 est re´pe´te´e jusqua` ce que T c
n
(k)
s
≥ T .
Conclusion
Chaque processeur affiche la solution Y (t) sur les tranches de temps qu’il a calcule´es.
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Etape de pre´diction :
The´oriquement, la proce´dure FIND RATIOS MODEL, utilise´e en phase pre´liminaire pour
de´terminer le mode`le mathe´matique a` utiliser dans les pre´dictions, devrait eˆtre re´pe´te´e
a` chaque ite´ration. Cependant, nos essais nume´riques montrent que, pour un proble`me
donne´, la meˆme forme mathe´matique et le meˆme nombre nprec de ratios pre´ce´dents contin-
uent a` approximer le mieux les ratios suivants. Il suffit alors, en de´but de chaque ite´ration,
de mettre a` jour les parame`tres de ce mode`le, en les recalculant de sorte a` ajuster (au sens
des moindres carre´s) les ratios des dernie`res tranches ayant converge´ a` la fin de l’ite´ration
pre´ce´dente. Ceci est fait par le biais de la proce´dure “GET MODEL PARAMETERS”,
donne´e en annexe 1, qui aboutit au mode`le R
(k)
fit a` utiliser a` la k
e`me ite´ration.
La proce´dure “PREDICT”, donne´e en annexe 1 aussi, utilise le nouveau mode`le R
(k)
fit pour
approximer les ratios suivants {Rpn}n>n(k)s qui sont ne´ce´ssaires aux pre´dictions de la k
e`me
ite´ration :
∀n > n(k)s , Rp
(k)
n = R
(k)
fit(n).
Les valeurs de de´buts de tranches {Yn}n>n(k)s de la solution sont alors pre´dites de fac¸on
re´currente, en utilisant les ratios pre´dits et la dernie`re valeur cacule´e Y c
n
(k)
s
de la solution :
∀n > n(k)s , Y p
(k)
n = D
Rp
(k)
n
· · ·D
Rp
(k)
ns+1
Y c
n
(k)
s
.
Dans le cas ou` l’on veut avoir, en meˆme temps, une estimation assez pointue du nombre N
total de tranches a` calculer, la proce´dure ci-dessus est remplace´e par la proce´dure PRE-
DICT AND ESTIMATE N.
Etape de correction :
Les corrections sont faites en paralle`le, apre`s chaque pre´diction.
A la ke`me ite´ration, et pour n > n
(k−1)
s , chaque j e`me processeur commence a` re´soudre
ses tranches (qui lui ont e´te´ attribue´es selon une distribution cyclique). Soit n
(k)
first(j) la
premie`re tranche que ce j e`me processeur doit re´soudre a` la ke`me ite´ration. Ils re´soudra
alors les tranches :
n ∈ {n(k)first(j) , n(k)first(j) + np , n(k)first(j) + 2np , · · · , n(k)first(j) + l(k)divnp},
en utilisant les pre´dictions Y p
(k)
n−1 , et en e´valuant le saut relatif entre les valeurs corrige´es
Y cn de fin de tranche et leurs pre´dictions Y
p(k)
n (qu’il connaˆıt, puisque les pre´dictions sont
duplique´es sur tous les processeurs) :
GAPn =
Y cn − Y p
(k)
n
max
(
‖Y cn‖∞ ,
∥∥∥Y p(k)n ∥∥∥∞
) .
Le j e`me processeur continuera a` re´soudre ses tranches tant que n ≤ N et que le test de
convergence est ve´rifie´ :
‖GAPn‖∞ ≤ ǫgtol,
ou` ǫgtol est une tole´rance donne´e.
La premie`re qui diverge sera la dernie`re tranche que le processeur va re´soudre, c’est-a`-dire
la tranche n
(k)
div(j) = n
(k)
first(j) + l
(k)
divnp.
Quand tous les processeurs auraient arreˆte´ leurs calculs, on peut de´duire le nume´ro de la
15
premie`re tranche a` avoir diverge´ (parmi tous les processeurs) a` la ke`me ite´ration :
n(k)s =
(
min
1≤j≤np
n
(k)
div(j)
)
.
Il s’ensuit que les tranches :
n ∈ {n(k−1)s + 1, n(k−1)s + 2, · · · , n(k)s },
sont conside´re´es avoir converge´, c’est-a`-dire que les valeurs calcule´es {Y cn} et {T cn} sont
conside´re´es bonnes. Ainsi, a` la fin de la ke`me ite´ration, le proble`me est comple`tement
re´solu jusqu’a` la tranche n
(k)
s .
Il faut remarquer qu’il y a au moins une tranche qui converge a` chaque ite´ration, la
tranche n
(k−1)
s + 1, qui commence avec une valeur exacte (non pre´dite) de la solution.
Comme pour tous les sche´mas du genre, on a alors :
n(k)s ≥ n(k−1)s + 1.
The´oriquement, chaque processeur devrait communiquer, apre`s avoir re´solu chaque ne`me
tranche et re´ussi le test de convergence, avec le processeur qui a re´solu la tranche pre´ce´dente
et ce, afin de valider la valeur pre´dite Y pn−1 pour en de´duire la validation de Y
c
n and Y
p
n
et continuer a` re´soudre. Mais en pratique, la distribution cyclique des tranches fait que
les pre´dictions cessent d’eˆtre bonnes presque en meˆme temps pour tous les processeurs,
cre´ant une sorte de synchronisation des calculs paralle`les. Le seul risque est alors que
chaque processeur re´soud une tranche de plus, a` chaque ite´ration, en e´conomisant cepen-
dant beaucoup de communications.
Il faut enfin remarquer que l’algorithme RaPTI a la caracte´ristique de faire arreˆter les
calculs sur chaque processeur, de`s qu’une de ses tranches diverge.
L’e´tape de correction de´crite ci-dessus est imple´mente´e conforme´ment a` la proce´dure
SOLVE MY SLICES IN PARALLEL, donne´e en annexe 1.
Etape de communication :
Rappelons que la duplication des calculs se´quentiels (d’initialisation et de pre´diction)
re´duit le nombre de communications a` une seule e´tape de communication en fin de chaque
ite´ration. Chacune de ces e´tapes se fait comme suit.
1. A la fin de la phase de correction de la ke`me ite´ration, chaque j e`me processeur j
(2 ≤ j ≤ np) envoie au processeur 1 (maˆıtre) le nume´ro n(k)div(j) de sa premie`re
tranche a` avoir diverge´, ainsi que les tailles {∆T cn = βpnscn} des tranches qu’il a
calcule´es au cours de cette ite´ration.
2. Le processeur 1 rec¸oit les messages et e´value ce qui suit :
• Le nume´ro n(k)s de la dernie`re tranche a` avoir globalement converge´ (sur tous
les processeurs) :
n(k)s =
(
min
1≤j≤np
n
(k)
div(p)
)
.
• Les temps {T cn} de de´but de tranches, pour n(k−1)s + 1 ≤ n ≤ n(k)s , en utilisant
la re´currence:
T cn = T
c
n−1 +∆T
c
n,
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et en commenc¸ant par T c
n
(k−1)
s
, qui est connu depuis l’ite´ration pre´ce´dente.
Ces calculs sont faits en imple´mentant sur le processeur 1 la proce´dure DETER-
MINE n
(k)
s AND {T cn}, donne´e en annexe 1.
Le processeur 1 envoie ensuite ses re´sultats a` tous les autres processeurs.
3. Tous les processeurs j (j 6= 1) rec¸oivent n(k)s et {T cn}n∈{n(k−1)s +1,··· ,n(k)s }, et font ce qui
suit :
• Chacun de´duit l’e´tendue n(k)conv de convergence de la ke`me ite´ration, i.e. le nom-
bre de tranches ayant globalement converge´ au cours de cette ite´ration :
n(k)conv = n
(k)
s − n(k−1)s .
• Chaque processeur calcule le vecteur temps re´el de la solution sur chacune des
tranches n ∈ {n(k−1)s , · · · , n(k)s } qu’il avait calcule´es :
∀t ∈ [T cn−1, T cn], t = T cn−1 + βpnscn.
• – Si T
n
(k)
s
< T , alors tous les processeurs re´estiment N (obtenant N (k)), en se
basant sur T
n
(k)
s
. De plus, chaque processeur ayant une des dernie`res nprec
slices envoie a` tous les autres processeurs ses valeurs Y cn de fin de tranche
de la solution, puisqu’ils en ont besoin pour les nouvelles pre´dictions.
– Si T
n
(k)
s
≥ T , alors N (k) = n(k)s et le sche´ma ite´ratif prend fin.
La figure (4.7) illustre l’e´tape de communication de´crite ci-dessus.
Inte´gration nume´rique :
Vu l’approche locale caracte´risant le calcul en tranches du proble`me, avec redimension-
nement et certaines proprie´te´s de similarite´ qui en de´coulent, une me´thode nume´rique
explicite a e´te´ utilise´e, nomme´ment : la me´thode explicite de Runge Kutta d’ordre 4.
Par ailleurs, un pas de temps redimensionne´ τ est calcule´, en de´but de chaque tranche, de
sorte a` assurer une tole´rance donne´e sur la pre´cision des calculs. La re´solution nume´rique
de chacun des syste`mes redimensionne´s est alors faite sur une grille de temps fine de pas
constant τ , ce pas e´tant toutefois raffine´ en fin de tranche en vue d’atteindre la condition
EOS avec une pre´cision donne´e. Il ne faut pas oublier que, meˆme lorsque les pas de temps
redimensionne´s sont constants, ils sont module´s par les parame`tres βn et se traduisent en
grille de temps re´el non re´gulie`re.
Enfin, on peut trouver en annexe 2 :
- une analyse rapide du couˆt de communication de l’algorithme RaPTI,
- la me´thode utilise´e pour l’e´valuation de l’efficacite´ et de l’acce´le´ration des calculs (“speed-
up”),
- une description de l’architecture paralle`le et du langage de programmation utilie´s lors de
l’imple´mentation de RaPTI.
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III- Applications Nume´riques
a) Proble`me de membrane
On conside`re le syste`me d’e´quations diffe´rentielles ordinaires de second ordre :
(Memb.)


y
′′ − b|y′ |q−1 y′ + |y|p−1 y = 0, t > 0,
y(0) = y1,0,
y
′
(0) = y2,0,
ou` y : [0, T ] −→ R (T ≤ ∞).
Ce syste`me mode´lise le mouvement d’une membrane relie´e a` un ressort. Le terme non-
line´aire en y de´crit la rigidite´ du ressort et celui en y′ de´crit, selon le signe de b, une
excitation (si b > 0) ou un frottement (si b < 0). Ce dernier cas correspond a` un syste`me
dissipatif admettant une solution globale sur [0,∞) ([55], [56]).
Lorsque b > 0, l’excitation du mouvement entraˆıne une explosion de la solution, i.e.
l’existence de Tb ≤ ∞ tel que : limt→Tb |y(t)| = limt→Tb |y′(t)| =∞.
Ce cas a e´te´ largement e´tudie´ par Souplet et al dans [57], [58], [59] et [60], ou` l’existence
et l’unicite´ de la solution ont e´te´ discute´ et le comportement de la solution de´termine´ dans
certains cas. Ils ont par exemple prouve´ que dans le cas ou` b = 1 et p, q > 1, il existe
deux valeurs critiques q = p et q = 2pp+1 qui de´terminent dans le plan (p, q) trois re´gions
de comportement diffe´rent (voir figure 5.1).
Dans [49] et [51], nous avons applique´ la me´thode de calculs en tranches avec redimen-
sionnement au cas ou` p > 1 et q = 2pp+1 , dont la solution explose en temps fini, de fac¸on
oscillatoire ou non oscillatoire (selon la valeur de b). Nous avons ainsi re´ussi a` controˆler
la raideur du proble`me et obtenu des valeurs tre`s pre´cises de la solution et du temps fini
d’explosion.
Dans cette the`se, nous nous inte´ressons au cas :
0 < p ≤ q ≤ 2p
p+ 1
≤ 1,
pour lequel nos essais nume´riques ont montre´ l’existence d’une solution qui explose en
temps infini, y et y′ pre´sentant un comportement oscillatoire, i.e.:
1. limt→∞ |y(t)| = limt→∞ |y′(t)| =∞, et
2. y(t) et y
′
(t) ayant un nombre infini de racines dans l’intervalle [0,∞).
Dans le plan de phase (y, y′), la trajectoire de la solution tourne en spirale en fuyant vers
l’infini (voir figure 5.1).
En posant Y1 = y et Y2 = y
′, le proble`me se rame`ne a` un syste`me d’EDOs de premier
ordre :
(S)
{
dY
dt = F (Y ), t > 0
Y (0) = Y0,
ou` Y : [0,∞)→ R2, Y0 =
(
Y1,0
Y2,0
)
et F
(
Y1
Y2
)
=
(
Y2
b|Y2|q−1 Y2 − |Y1|p−1 Y1
)
.
Choix d’une condition EOS et des parame`tres {βn}:
La solution du proble`me (Memb.) e´tant de nature oscillatoire, il faudrait terminer une
tranche de temps a` chaque fois que la trajectoire de la solution finit une rotation comple`te
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dans le plan de phase (Y1, Y2).
Une fac¸on tre`s particulie`re est de le faire a` chaque fois que la trajectoire de la solution
coupe la courbe d’e´quation Y2 = |Y1|
p+1
2 dans le premier quadrant du plan de phase (Y1, Y2)
(voir figure 5.3).
Cette condition EOS est alors re´gie par la fonction L de´finie par :{
L [Y (t)] = 0 si Y2(t) = |Y1(t)|
p+1
2 et Y1(t) > 0,
L [Y (t)] = 1 si Y2(t) 6= |Y1(t)|
p+1
2 ou Y1(t) ≤ 0.
Le proble`me devient ainsi e´quivalent a` la suite de proble`mes de tir suivants :
(Sn)


dY1
dt = Y2,
dY2
dt = b|Y2|q−1 Y2 − |Y1|p−1 Y1,
Y1(Tn−1) = Yn−1,1,
Y2(Tn−1) = Yn−1,2,
L [Y (Tn)] = 0 et ∀t ∈ (Tn−1, Tn), L [Y (t)] 6= 0.
Notons que la condition de fin de tranche choisie re´alise la condition (Nonzeroness) sur
les {Yn}. On proce`de alors au changement de variable (ChV ar0), avec le choix suivant
des βn :
βn = |Yn−1,1|
1−p
2 = |Yn−1,2|
1−p
p+1 .
On obtient la suite de proble`mes de tir redimensionne´s suivants :
(S′n)


dZn,1
ds = Gn,1(Zn), 0 < s ≤ sn,
dZn,2
ds = Gn,2(Zn), 0 < s ≤ sn,
Zn,1(0) = Zn,2(0) = 0,
Lz [Zn(sn)] = 0 et ∀s ∈ (0, sn), Lz [Zn(s)] 6= 0,
ou` : {
Gn,1(Zn) = 1 + Zn,2,
Gn,2(Zn) = bγn|1 + Zn,2|q−1(1 + Zn,2)− |1 + Zn,1|p−1(1 + Zn,1),
avec
γn = |Yn−1,1|
(p+1)(q−1)
2
+ 1−p
2
et {
Lz [Zn(s)] = 0 si 1 + Zn,2(s) = |1 + Zn,1(s)|
p+1
2 et 1 + Zn,1(s) > 0
Lz [Zn(s)] = 1 si 1 + Zn,2(s) 6= |1 + Zn,1(s)|
p+1
2 ou 1 + Zn,1(s) ≤ 0
Proprie´te´s d’invariance et de similarite´ asymptotique :
On montre facilement que, pour les choix adopte´s de condition EOS et parame`tres {βn},
on obtient les proprie´te´s de similarite´ suivantes :
1. Si ∀p ≤ 1, q = 2pp+1 , alors les syste`mes (S′n) sont invariants et equivalents, pour tout
n, au proble`me de tir unique :
(S′1)


dZ1,1
ds = (1 + Z1,2), 0 < s ≤ s1,
dZ1,2
ds = b|1 + Z1,2|q−1(1 + Z1,2)
− |1 + Z1,1|p−1(1 + Z1,1),
Z1,1(0) = Z1,2(0) = 0,
Lz [Zn(sn)] = 0 et ∀s ∈ (0, sn), Lz [Zn(s)] 6= 0.
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2. Si 0 < p ≤ q < 2pp+1 ≤ 1, alors les syste`mes (S′n) sont asymptotiquement similaires a`
un proble`me de tir limite de´fini par :
(S′L)


dZL,1
ds = 1 + ZL,2, 0 < s ≤ sL,
dZL,2
ds = −|1 + ZL,1|p−1(1 + ZL,1),
ZL,1(0) = ZL,2(0) = 0,
Lz [Zn(sn)] = 0 et ∀s ∈ (0, sn), Lz [Zn(s)] 6= 0.
Les figures 5.5 et 5.6 illustrent un cas d’invariance et un cas de similarite´ asymptotique,
respectivement, dans le plan de phase (Z1, Z2).
Re´sultats nume´riques en cas d’invariance :
Rappelons que, en cas d’invariance, tout paralle´lisme devient inutile (malgre´ une proprie´te´
des ratios parfaite). L’algorithme RaTI utilise la proprie´te´ d’invariance et sera applique´,
sur un seul processeur. Cependant, on a d’abord applique´ l’algorithme paralle`le RaPTI, a`
seul titre de re´fe´rence: comme pre´vu, il a abouti a` d’excellents “speed-ups” (voir tableau
5.2 et figure 5.7). Puis on a applique´ l’algorithme RaTI, qui utilise se´quentiellement la
proprie´te´ d’invariance, sur un seul processeur. Le re´sultat est l’obtention de speed-ups de
l’ordre de 50, calcule´s en comparant au temps de calcul ne´cessaire pour re´soudre le meˆme
nombre de tranches sans utiliser la proprie´te´ d’invariance. (voir tableau 5.3)
Re´sultats nume´riques en cas de similarite´ asymptotique :
Comme l’indique le tableau 5.4, ce proble`me donne une proprie´te´ des ratios notable.
Un mode`le polynomial de degre´ 2, utilisant les 3 derniers ratios, a e´te´ adopte´ et a donne´
d’excellentes pre´dictions. Le re´sultat a e´te´ d’obtenir un nombre d’ite´rations tre`s petit,
compare´ au nombre total de tranches a` re´soudre.
L’algorithme RaPTI a e´te´ teste´ sur 8 cas de combinaisons des parame`tres p et q du
proble`me et pour des tole´rances diffe´rentes sur la proprie´te´ des ratios et les sauts (ǫnstol
et ǫgtol respectivement). Dans tous les cas, on a obtenu d’excellents speed-ups (voir les
tableaux 5.5 et 5.6 et les figures 5.8 et 5.9).
Par ailleurs, nous avons essaye´ d’e´tudier l’impact du choix des tole´rances ǫnstol et ǫ
g
tol sur les
speed-ups, les efficacite´s et la pre´cision des calculs (voir figures 5.10, 5.11 et 5.12).
Apre`s cette e´tude comparative, on a pu remarquer que :
• La pre´cision des calculs n’est presque pas affecte´e par les variations de ǫnstol, mais est
bien ame´liore´e en prenant des plus petites tole´rances ǫgtol.
• Le speed-up n’est presque pas affecte´ par les variations de ǫgtol, mais est bien ame´liore´e
en prenant de plus grandes tole´rances ǫnstol.
Ainsi, et comme notre but est d’avoir a` la fois de bons speed-ups et une bonne pre´cision
des calculs, on en de´duit que le choix optimal des tole´rances consiste a` minimiser ǫgtol et a`
maximiser ǫnstol, dans les limites du possible bien suˆr.
b) Proble`me de re´action-diffusion
On conside`re le proble`me de re´action-diffusion de´fini par :
(RD)


∂u
∂t −∆um = aup, x ∈ Ω ⊂ Rd, t > 0,
u(x, t) = 0, x ∈ ∂Ω, t ≥ 0,
u(x, 0) = u0(x) > 0, x ∈ Ω.
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ou` a > 0, m > 0, p > 0, et ∆ est l’ope´rateur Laplacien.
u est une concentration qui ve´rifie la proprie´te´ de positivite´, ∆um est le terme de diffusion
et aup est le terme de re´action. Il est a` noter que le comportement de la solution varie
avec les valeurs de m et p ainsi qu’avec les conditions initiales (voir [61]).
Dans cette the`se, on s’inte´resse au cas ou` :
0 < m ≤ p ≤ 1,
dont la solution peut, pour certaines conditions initiales, croˆıtre vers l’infini de fac¸on
monotone, comme prouve´ dans [61]. De plus, nos essais nume´riques ont montre´ que
chacune des composantes de la solution a une croissance monotone et que l’explosion a
lieu sur tout le domaine.
On commence d’abord par proce´der au changement de variables v = um. En posant
q = 1m , le proble`me s’e´crit :

∂v
∂t =
1
q
1
vq−1
∆v + aq v
pq−q+1, x ∈ Ω ⊂ Rd, t > 0,
v(x, t) = 0, x ∈ ∂Ω, t ≥ 0,
v(x, 0) = v0(x) > 0, x ∈ Ω.
ou` v0(x) = [u0(x)]
m = [u0(x)]
1
q , et 0 < 1q ≤ p ≤ 1, entraˆınant q ≥ 1 et 2−q ≤ pq−q+1 ≤ 1.
Ensuite, on applique une semi-discre´tisation dans l’espace et sur l’inte´rieur du domaine
Ω, de dimension K, conduisant a` un syste`me aux de´rive´es ordinaires. On utilise pour
cela la discre´tisation de type diffe´rences finies qui approxime −∆ par une matrice creuse
A ∈ RK×K syme´trique de´finie positive. La solution v(x, t) et la valeur initiale v0(x) sont
approxime´es par les vecteurs :
v(x, t) ≈ Y (t) =


Y1(t)
Y2(t)
...
YK(t)

 et v0(x) ≈ Y0 =


Y0,1
Y0,2
...
Y0,K

 .
Dans cette partie, on utilisera les notations V.α et DV de´finies comme suit :
∀α ∈ R, ∀V =


V1
V2
...
VK

 ∈ RK avec ∀i, Vi > 0, V.α =


V α1
V α2
...
V αK


et
∀V =


V1
V2
...
VK

 ∈ RK , DV =


V1 0 · · · 0
0 V2 · · · 0
...
...
. . .
...
0 0 · · · VK

 ∈ RK×K .
Apre`s semi-discre´tisation, le proble`me (RD) devient e´quivalent au proble`me de Cauchy
autonome:
(S)
{
dY
dt = F (Y ), t > 0,
Y (0) = Y0,
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ou` Y : [0,∞)→ RK et :
F (Y ) = Fdiff (Y ) + Freac(Y ),
Fdiff (Y ) and Freac(Y ) correspondant respectivement aux termes de diffusion et re´action
du proble`me :
Fdiff (Y ) = −1
q
D−1
Y.q−1
AY,
Freac(Y ) =
a
q
Y.pq−q+1.
Choix d’une condition EOS et des parame`tres {βn}:
La solution u du proble`me (RD) e´tant positive, il s’ensuit que la solution Y du proble`me
(S) ci-dessus est positive dans toutes ses composantes : ∀t > 0, ∀i, Yi(t) > 0.
Cette solution e´tant de plus de nature explosive, on pourra terminer une tranche de temps
de sorte que la valeur absolue de la variation relative de chacune des composantes de Y (t)
ne de´passe pas un seuil S > 0 choisi (les {Yn} ve´rifiant la condition (Nonzeroness)). Cette
condition EOS est alors re´gie par la famille de fonctions {En} donne´es, pour tout n > 0,
par :
En [Y (t)] =
∥∥D−1n (Y (t)− Yn−1)∥∥∞ − S.
Le proble`me (RD) devient ainsi e´quivalent a` la suite de proble`mes de tir suivants :
(Sn)


dY
dt = Fdiff (Y ) + Freac(Y ),
Y (Tn−1) = Yn−1,
En [Y (Tn)] = 0 et ∀t ∈ (Tn−1, Tn), En [Y (t)] 6= 0.
On proce`de alors au changement de variable (ChV ar0), avec le choix suivant des βn :
βn =
1
‖(Yn−1) .pq−q‖∞
.
On obtient la suite de proble`mes de tir redimensionne´s suivants :
(S′n)


dZn
ds = Gn(Zn) 0 < s ≤ sn,
Zn(0) = 0,
∀s < sn, ‖Zn(s)‖∞ < S, et ‖Zn(sn)‖∞ = S,
ou` :
Gn(Zn) = Gndiff (Zn) +Gnreac(Zn),
avec :
Gndiff (Zn(s)) = −
1
q
1
‖(Yn−1) .pq−q‖∞
D−1(Yn−1).qD
−1
[1+Zn(s)].q−1
ADYn−1 [1+ Zn(s)]
Gnreac(Zn(s)) =
a
q
1
‖(Yn−1) .pq−q‖∞
D(Yn−1).pq−q [1+ Zn(s)] .
pq−q+1
Proprie´te´ de similarite´ asymptotique :
On montre que, pour les choix adopte´s de condition EOS et parame`tres {βn}, et sous
certaines conditions, les proble`mes redimensionne´s (S′n) sont asymptotiquement similaires
a` un proble`me limite donne´ par :
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1. dans le cas non line´aire, 0 < m < p ≤ 1 :
(SL)


dZL
ds = GL(ZL), 0 < s ≤ sL,
ZL(0) = 0,
∀s < sL, ‖ZL(s)‖∞ < S, et ‖ZL(sL)‖∞ = S,
ou` :
GL(ZL) =
a
q
[1+ ZL(s)] .
pq−q+1.
2. dans le cas line´aire, m = p = 1 :
(SL)


dZL
ds = GL(ZL), 0 < s ≤ sL,
ZL(0) = 0,
∀s < sn, ‖Zn(s)‖∞ < S, et ‖Zn(sn)‖∞ = S,
ou` :
GL(ZL) = λ exp (sλ)1,
Les figures 6.4 et 6.7 illustrent cette similarite´ asymptotique dans le plan (s, Zn,i), et dans
deux cas non line´aire et line´aire respectivement.
Re´sultats nume´riques :
Comme l’indiquent les tableaux 6.2, 6.3, 6.4, 6.8 et 6.9, ce proble`me aboutit a` une pro-
prie´te´ des ratios notable, dans les deux cas line´aire et non line´aire.
Un mode`le polynomial de degre´ 2, utilisant les 3 derniers ratios, a e´te´ adopte´ et a donne´
d’excellentes pre´dictions. Le re´sultat a e´te´ une convergence tre`s rapide, souvent avec une
ite´ration unique.
L’algorithme RaPTI a e´te´ teste´ sur 15 cas de combinaisons des parame`tres p et m du
proble`me, dans le cas non line´aire, et sur 4 valeurs du coefficient a combine´es avec deux
conditions initiales diffe´rentes, dans le cas line´aire. Dans les deux cas, on a obtenu de bons
speed-ups (voir les tableaux 6.6, 6.7, 6.10 et les figures 6.3.2, 6.6 et 6.4.2).
c) Trajectoire de satellite
Les trajectoires de satellite sont de´termine´es en re´solvant le proble`me de second ordre
de´coulant des lois de Newton :
~F = m~¨r
ou` m est la masse de la terre, ~r est le vecteur-position du satellite (a` partir du centre de
la terre), ~¨r est le vecteur acce´le´ration et ~F est la re´sultante des forces applique´es sur le
satellite et qui sont de natures diverses (gravitationnelle ou de surface).
Dans un mouvement keplerien, ~F se re´duit a` la seule composante centre´e de la gravitation
terrestre : ~F = −GM m‖~r‖3~r = −µ
m
‖~r‖3~r, ou` G est la constante universelle de gravitation,
M la masse de la terre et µ = GM = 3986005× 108m3/s2. Dans ce cas, les lois de Kepler
s’appliquent, le mouvement du satellite est pe´riodique et sa trajectoire de´crit une ellipse
situe´e dans le plan keplerien (qui est entie`rement de´termine´ par les conditions initiales).
Cependant, beaucoup de forces perturbent ce mouvement. La plus importante de ces
forces est la “force en J2” qui est due a` l’aplatissement de la terre.
Erhel et Rault ont propose´ dans [7] et [62] un sche´ma paralle`le inte´ressant, qui est une
variante des me´thode de tirs multiples, en tenant compte de toutes les forces perturbatrices.
Dans cette the`se, nous appliquons l’algorithme RaPTI sur le mode`le simplifie´ en J2 qui ne
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tient compte que du potentiel de gravitation terrestre suivant :
u(J2) =
µ
r
+
µ
r
(req
r
)2
J2P2(sinϕ) = UK + UP
ou` req = 6378.137km est le rayon e´quatorial, J2 = −11.10−4 est l’harmonique zonale
d’ordre 2, r = ‖~r‖2 est le module du vecteur-position, ϕ est la latitude et P2(sinϕ) =
3
2 sin
2 ϕ− 12 est le polynoˆme du second degre´ de Legendre (en sinϕ) (en cas de mouvement
keplerien, ce potentiel se re´duit a` u(J2) = UK =
µ
r ).
Le proble`me en J2 est alors de´crit par le le syste`me :
(Sat.)


~¨r(t) = ~f (~r) , t > 0,
~r(0) = ~r0,
~˙r(0) = ~˙r0,
avec ~f (~r) = ~∇u(J2) = ~∇(UK + UP ) = ~fK(~r) + ~fP (~r), ou` ~fK(~r) = ~∇UK et ~fP (~r) = ~∇UP
sont les composantes kepleriennes et perturbatrices de ~∇u(J2) respectivement.
L’expression explicite de ~fK(~r) est :
~fK (~r) = ~fK

 xy
z

 =


∂UK
∂x
∂UK
∂y
∂UK
∂z

 =

 −µ xr3−µ y
r3
−µ z
r3

 .
et celle de ~fP (~r) est donne´e dans le repe`re ge´ocentrique inertiel ECI par :

 ~fP

 xy
z


ECI


ECI
=


∂UP
∂x
∂UP
∂y
∂UP
∂z


ECI
=


3µJ2r2eq
2
(
1− 5 z2
r2
)
x
r5
3µJ2r2eq
2
(
1− 5 z2
r2
)
y
r5
3µJ2r2eq
2
(
3− 5 z2
r2
)
z
r5


ECI
ou` r =
√
x2 + y2 + z2.
Dans ce mouvement perturbe´, la trajectoire du satellite est, a` tout instant, tangente a`
une ellipse intantane´e (ellipse osculatrice) de´finie par les valeurs instantane´es des e´le´ments
orbitaux variables. Nous de´finissons alors un syste`me IPQW de coordonne´es carte´siennes
dont l’origine est le centre O de la terre et le plan (xOy) est le plan keplerien P0 correspon-
dant aux conditions initiales, la direction (Oz) exprimant alors l’effet de la perturbation:
- l’axe (Ox) est dirige´ par le vecteur reliant le centre de la terre au pe´rige´e de l’ellipse
initiale,
- l’axe (Oy) est l’image, par une rotation de 90◦ et dans le plan P0, de l’axe (Ox),
- l’axe (Oz) comple`te le trie`dre direct (Ox,Oy,Oz).
Dans ce syste`me de coordonne´es, l’expression explicite de ~fP (~r) est donne´e par:
 ~fP

 xy
z


IPQW


IPQW
= A

 ~fP

AT

 xy
z


IPQW




ECI
,
ou` A est la matrice orthogonale de transformation qui permet de convertir les coordonne´es
carte´siennes en repe`re ECI a` celles en repe`re IPQW.
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Apre`s rabaissement d’ordre, la re´solution du proble`me (Sat.) se rame`ne a` celle d’un
proble`me de premier ordre de la forme :
(S)
{
dY
dt = F (Y ) , t > 0,
Y (0) = Y0,
ou` Y : [0,∞)→ R6, avec : Y =
(
~r
~˙r
)
=


x
y
z
x˙
y˙
z˙


=


Y1
Y2
Y3
Y4
Y5
Y6


, Y0 =
(
~r0
~˙r0
)
=


x0
y0
z0
x˙0
y˙0
z˙0


et F (Y ) = FK(Y ) + FP (Y ), ou` FK(Y ) =
(
~˙r
~fK (~r)
)
et FP (Y ) =
(
~0
~fP (~r)
)
.
Application a` un mouvement keplerien: Cas d’invariance
Choix d’une condition EOS et redimensionnement :
Dans ce mouvement pe´riodique, la trajectoire du satellite de´crit une ellipse, dans le plan
xOy, dont les parame`tres sont entie`rement de´termine´s par les conditions initiales et le
proble`me (S) ci-dessus se re´duit a` :
(S)
{
dY
dt = FK(Y ), t > 0
Y (0) = Y0,
avec FK(Y ) =


Y4
Y5
0
−µ Y1
R3
−µ Y2
R3
0


et R =
√
Y 21 + Y
2
2 .
Le choix e´vident de condition EOS est de terminer une tranche de temps a` chaque fois
que l’angle polaire, dans le plan xOy, retrouve sa valeur initiale, le satellite ayant alors
de´crit toute l’ellipse et retrouve´ sa position initiale. Le mouvement e´tant pe´riodique, les
parame`tres {βn} de redimensionnement du temps seront constants et e´gaux a` 1.
En proce´dant au changement de variables (ChV ar), le proble`me devient alors e´quivalent
a` la suite de proble`mes de tir redimensionne´s suivants :
(S′n)


dZn
ds = Gn,K(Zn), s > 0,
Zn(0) = 0,
θ˜ [Zn(sn)] = 2π, et ∀s ∈ (0, sn), θ˜ [Zn(s)] < 2π.
ou` Gn,K(Zn) =
dZn
ds = D
−1
n


Y4
Y5
0
−µ Y1
R3
−µ Y2
R3
0


=


Yn−1,4
Yn−1,1
[1 + Zn,4(s)]
Yn−1,5
Yn−1,2
[1 + Zn,5(s)]
0
−µ
(
Yn−1,1
Yn−1,4
)
1+Zn,1(s)
R3
−µ
(
Yn−1,2
Yn−1,5
)
1+Zn,2(s)
R3
0


.
avec R =
√
Y 21 + Y
2
2 =
√
Y 2n−1,1 [1 + Zn,1(s)]
2 + Y 2n−1,2 [1 + Zn,2(s)]
2.
25
Proprie´te´ d’invariance :
Le mouvement e´tant pe´riodique, on a : ∀n, ∀i, Yn,i = Y0,i. Ceci implique, pour tout n :
Gn(.) = G1(.), d’ou` l’invariance des proble`me (S
′
n).
Re´sultats nume´riques en ce cas d’invariance :
Dans les tableaux (7.1) et (7.2), on trouve les re´sultats d’application de l’algorithme
se´quentiel RaTI (propre aux cas d’invariance), dans 12 conditions initiales diffe´rentes. Cha-
cune des conditions initiales est donne´e par ses six e´le´ments orbitaux kepleriens (a0, e0, i0, ω0,Ω0,M0).
L’imple´mentation a e´te´ faite sur un seul processeur et a mene´ a` d’e´normes speed-ups, de
l’ordre de 55, calcule´s en comparant au temps de calcul ne´cessaire pour re´soudre le meˆme
nombre de tranches sans utiliser la proprie´te´ d’invariance.
Application a` un mouvement perturbe´ en J2: Cas de similarite´ faible
Choix d’une condition EOS et redimensionnement :
Dans ce cas de mouvement non keplerien, et donc non planaire, la trajectoire est de´finie
par une ellipse osculatrice instantane´e dont les parame`tres sont continument variables
(voir figure 7.7). Puisque toutes ces ellipses instantane´es ont le centre de la terre pour un
de leurs foyers, l’orbite du satellite traversera re´gulie`rement le plan xOy (qui est le plan
keplerien correspondant aux conditions initiales et que le satellite quitte a` son de´part).
Une condition EOS possible est alors de terminer chaque ne`me tranche de temps [Tn−1, Tn]
lorsque le satellite traverse le plan xOy, apre`s une rotation comple`te, c’est-a`-dire lorsque
Y3(t) = 0 pour la deuxie`me fois apre`s l’avoir e´te´ a` t = Tn−1. Cette condition EOS est ainsi
re´gie par la fonction L de´finie par :{
L [Y (t)] = 0 si Y3(t) = 0 pour la 2
e`me fois apre`s Y3(Tn−1) = 0
L [Y (t)] = 1 si Y3(t) 6= 0 ou Y3(t) = 0 pour la 1e`re fois apre`s Y3(Tn−1) = 0
Par ailleurs, le mouvement re´sultant d’une le´ge`re perturbation d’un mouvement pe´riodique,
on choisira des parame`tres {βn} de redimensionnement du temps constants et e´gaux a` 1.
En proce´dant au changement de variables (ChV ar), le proble`me devient alors e´quivalent
a` la suite de proble`mes de tir redimensionne´s suivants :

dZn
ds = Gn(Zn), s > 0,
Zn(0) = 0,
Lz [Zn(sn)] = 0 et ∀s ∈ (0, sn), Lz [Zn(s)] 6= 0,
ou` Gn(Zn) = Gn,K(Zn) +Gn,P (Zn), avec :
Gn,K(Zn) = D
−1
n FK(Y ) = D
−1
n


Y4
Y5
Y6
−µ Y1
R3
−µ Y2
R3
−µ Y3
R3


=


Yn−1,4
Yn−1,1
[1 + Zn,4(s)]
Yn−1,5
Yn−1,2
[1 + Zn,5(s)]
Yn−1,6 [1 + Zn,6(s)]
−µ
(
Yn−1,1
Yn−1,4
)
1+Zn,1(s)
R3
−µ
(
Yn−1,2
Yn−1,5
)
1+Zn,2(s)
R3
−µ
(
1
Yn−1,6
)
Zn,3(s)
R3


,
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Gn,P (Zn) = D
−1
n FP (Y ) = D
−1
n


0
0
0
A ~fP

AT

 Yn−1,1 [1 + Zn,1(s)]Yn−1,2 [1 + Zn,2(s)]
Zn,3(s)






,
et R =
√
Y 21 + Y
2
2 + Y
2
3 =
√
Y 2n−1,1 [1 + Zn,1(s)]
2 + Y 2n−1,2 [1 + Zn,2(s)]
2 + [Zn,3(s)]
2.
La figure 6.4 illustre une similarite´ faible des syste`mes redimensionne´s dans le plan (s, Zn,i).
Cependant, aucune similarite´ forte n’a pu eˆtre de´montre´e.
Proprie´te´ des ratios faible :
Puisque la condition (Nonzeroness) ne s’applique pas a` la condition EOS choisie, on com-
mence par de´finir des vecteurs ratios ge´ne´ralise´s : ∀n > 0, Rn = D−1n Yn..
Nos essais nume´riques prouvent alors, dans le cas d’un mouvement en J2, l’existence d’une
proprie´te´ des ratios faible (i.e. nume´rique). Les tableaux 7.3, 7.4, 7.5 et 7.6 illustrent cette
proprie´te´ pour quatre cas de conditions initiales.
Re´sultats nume´riques en ce cas de similarite´ faible :
L’algorithme RaPTI a e´te´ teste´ sur 12 cas de conditions initiales du proble`me en J2, chaque
condition e´tant donne´e par ses 6 e´le´ments orbitaux (a0, e0, i0, ω0,Ω0,M0). Les tableaux
7.7 et 7.8 re´sument les re´sultats obtenus lors de la re´solution sur 600 tranches (correspon-
dant a` 43 jours environ) et les tableaux 7.9 et 7.10 lors de la re´solution sur 1500 tranches
(correspondant a` 108 jours environ).
Un mode`le polynomial de degre´ 2, utilisant les 3 derniers ratios, a e´te´ adopte´ et a donne´
de bonnes pre´dictions.
Le nombre d’ite´rations varie d’un cas a` l’autre mais reste petit relativement au nombre
total de tranches et ce, malgre´ l’absence d’une similarite´ forte. Les speed-ups obtenus sont
assez bons et sont illustre´s dans les figures 7.10 et 7.11.
Conclusion
Dans cette the`se, nous proposons et expe´rimentons un sche´ma paralle`le, l’algorithme
RaPTI, utilisant une nouvelle approche qui est base´e sur une me´thode de calcul en tranches
avec redimensionnement. Ce she´ma ne´cessite toutefois l’existence d’une condition de fin
de tranche qui puisse ge´ne´rer une grille grossie`re et la ve´rification, sur cette grille, d’une
proprie´te´ des ratios. Ceci a pour effet de limiter son champ d’application.
Cependant, lorsqu’il est applicable, RaPTI a abouti a` de bonnes pre´dictions et a` une
grande acce´le´ration des calculs (qui est l’objectif premier d’une paralle´lisation en temps).
Ces re´sultats encourageants nous poussent a` poursuivre nos recherches en vue de confirmer
la pertinence de l’algorithme RaPTI et ce, en de´montrant certains re´sultats de convergence
et en de´limitant clairement son champ d’application.
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Chapter 0
Introduction
Consider the first order initial value problem in which one seeks Y : [t0, T ] → RK , such
that:
(S)
{
dY
dt = F (Y ), t > 0,
Y (t0) = Y0,
Assuming that the existence and uniqueness of a solution is well established on [0,∞), the
goal of this thesis is to propose a parallel-in-time method for solving (S).
Parallel Methods
Recently, considerable attention has been paid to the development of efficient algorithms
for the numerical solution of ODE’s of initial value type of form (S), since some problems
could generate a system made of many thousands of ODE’s which has to be solved over
a long time scale. With the advent of massively parallel computers with thousands of
processors, parallelism becomes the key direction for such efficient algorithms.
Different type of parallelism can be identified in attempting to solve (S).
According to [1] and [2], the parallel methods devised so far can be roughly collected in
three basic categories:
1. Parallelism across the method:
The computation required to perform a single integration step of a given numerical
method is split (in some way) among parallel computing units.
Direct methods exploiting such parallelism consist in performing several function
evaluations concurrently on different processors. This is possible with multi-stage
methods such as Runge-Kutta methods and could be interesting when the problem
size is large or function evaluations are costly.
Indirect methods, such as predictor-corrector methods, can prove to be efficient.
They are based on the concept of a block method in which a block of values is
predicted concurrently by some explicit method from a previous set of computed
value, which are then corrected a number of times by an implicit method using a
fixed-point approach.
2. Parallelism across the system (space):
The parallelism is exploited at the level of the problem to be solved, when using
temporal iterative techniques: for example by defining suitable splittings of the
continuous problem and corresponding Picards type iterations. If the size of the
problem is K, then an iterative method generating a sequence of iterative solutions
33
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on the region of integration allows a very natural parallelism by decoupling the
problem into K independent parallel problems.
3. Parallelism across time (i.e. across the steps):
In fact, there is no natural parallelism across time since the solution on a time level
must be known before the computation of the solution at subsequent time levels can
start. However, it could be possible to compute on many time levels simultaneously
by providing the processors assigned to “later” time levels some initial guess for the
solution.
Actually, efficient parallel algorithms may well take elements from all three of these cat-
egories, in order to enable a more effective use of of a higher number of processors. The
availability of massively parallel computers can make the critical mesh resolution often
remain far from the high capabilities of these supercomputers. Therefore, one possible
approach enabling a more effective use of a higher number of processors, is to superpose
parallelism in time-domain to the parallelism in the space-domain or across the method.
In this thesis, we are concerned with parallelism across time.
Parallelism Across Time
Motivation and objectives:
Time-parallelism is usually motivated by one of the following reasons:
• the problem alone cannot exploit all processors available;
• the given problem contains a small number of spatial degrees of freedom;
• time-advancing the solution needs to be in near-real-time.
In other words, parallel-in-time computations are mainly meant to tackle real-time prob-
lems or to be superposed to parallelism in the space or the method directions. Therefore, a
good speed-up should be the main goal of any parallel-in-time algorithm (unlike parallelism
in the space direction, or across the method, that should mainly insure good efficiency and
scalability). Any gain in the resulting speed-up is welcome.
Historical overview:
Many algorithms have been proposed to solve evolution problems in a time-parallel fash-
ion. One of the first (or maybe the first) has been suggested by Nievergelt [3] and led to
multiple shooting methods. Variants of the method were then developed, in the nineties,
by Bellen & al in [4] and [5], by Chartier & Philippe in [6] and by Erhel & al in [7]. Those
methods combine coarse and fine resolutions in time, similarly to what is done in space
for the domain decomposition methods. They are detailed further in this section.
In the late eighties, Saltz and Naik [8] and D.Womble [9] considered the time-parallel
application of iterative methods and showed that instead of iterating until convergence
over each time-step, different processors can be assigned to successive steps and then iter-
ate simultaneously. The acceleration of such methods by means of a multigrid technique
led to the class of parabolic multigrid methods, as introduced previously by Hackbusch in
[10].
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The multigrid waveform relaxation also belongs to that class, and a successful time-parallel
variant was shown by Vandewalle & al in [11] and [12].
In 2001, Lions, Maday & Turinici proposed in [13] the parareal algorithm. Its main goal
concerns evolution problems whose solution can not be obtained in real time using one
processor only, hence the proposed terminology of “parareal”.
Parareal algorithm marked a turning point in solving time-dependent differential equa-
tions in a time parallel way. Since its introduction, it has received a lot of attention and
was subject for many contributions.
Maday & Bal proposed in [14] an improved version of the Parareal Algorithm which
gives better answers for nonlinear problems and more importantly allows to tackle non-
differentiable problems (whereas the former implementation was based on the linearization
of the PDE). Farhat & Chandesris presented in [15] an original mathematical justification
to the framework by using the theory of distribution and gave a variant to the Parareal:
the “PITA” algorithm.
Other developments and applications are also found in [16], [17], [18], [19].
Then, many contributions, based on the former works, have been peoposed during the 15th
Domain Decomposition Conference (Berlin 2003) in which a whole session was affected to
the Parareal Algorithm, see [20], [21], [22], [23], [24].
Other contributions followed and can be found in [25], [26], [27], [28], [29].
In the 16th Domain Decomposition Conference (New York 2005), Parareal Algorithm re-
ceived also additional attention in [30], [31], [32], [33], [34], and [37].
Again, in the 17th Domain Decomposition Conference (Austria 2006), parareal algorithm
has been subject to more developments in [39], [40] and [41].
Afterward, more contributions can be found in [43], and [44].
We cite below the main idea of some of the latest contributions:
- In [27], [31], [35] and [36] Tromeur-Dervout & al introduced an “adaptativity” in the
definition of the refinement of the time grid and the time domain splitting (in order to
tackle stiff problems), and then proposed an adaptative parallel extrapolation algorithm
(for very stiff problems).
- In [29], [33] and [34], Vandewalle and Gander showed that the Parareal Algorithm can be
interpreted as a particular multiple shooting method with a coarse grid jacobian approx-
imation in a finite difference way, and that PA can also cast into the parabolic multigrid
framework because it can be reformulated as a two-level space-time multigrid with a special
Jacobi-type smoother, with strong semi-coarsening in time, and selection and extension
operators for restriction and interpolation.
- In [37], [38] and [42] Farhat & al proposed strategies intended to improve the performance
of the related PITA algorithm for second-order hyperbolic systems, and to accelerate the
solution of nonlinear structural dynamics problems.
- In [39], Bal & al proposed a symplectic parareal-type algorithm.
CHAPTER 0. INTRODUCTION 36
General Steps of Multiple-Shooting Methods & Parareal Algorithm
1. Choice of a coarse grid : The interval of integration [T0, T ] is decomposed into
subintervals (or time-slices) such that the boundary points {Tn} are treated as a
coarse time-grid.
2. Prediction: Initial guess of the starting values {Y pn } of the solution at the onset
of each slice.
3. Iterative procedure, until convergence of all slices, of the following:
(a) Parallel computation, on the fine grid and within the different time-slices
[Tn−1, Tn], for solving independently the following sequence of initial value
problems:{
dY
dt = F (Y ), Tn−1 < t ≤ Tn,
Y (Tn−1) = Y
p
n−1.
This yields an end value Y cn of the solution, at slice [Tn−1, Tn].
(b) Evaluation of the “gaps” between the corrected end values {Y cn} of the slices
and the predicted starting values {Y pn } of the next slices.
The iterations stop if all the jumps are sufficiently small. If not, the iterative
process continue.
(c) Corrective step, performed to update the seed values.
Figure 1 shows the gaps between the predicted and corrected value of the solution, for
a given coarse grid.
Figure 1: Multiple-Shooting Methods: Gaps on the Coarse Grid
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Multiple shooting methods reduce the problem to a fixed-point problem:
Once the coarse grid of N time-slices is chosen and a sequence {Y (0)0 , Y (0)1 , Y (0)2 , · · · , Y (0)N−1}
of first predictions of the starting values at the times {T0 = 0, T1, T2, · · · , TN−1} is avail-
able, one can solve, in parallel, a sequence of N initial value problems, defined on each nth
time-slice (1 ≤ n ≤ N) by:{
dY
dt = F (Y ), Tn−1 < t ≤ Tn,
Y (Tn−1) = Yn−1,
(1)
For n = 1, 2, · · · , N , let φn(Yn−1) = Y (Yn−1, Tn−1, Tn) be the value of the solution of
(IV Pn), at t = Tn. φn is then the map:
φn : R
K −→ RK
X 7−→ φn(X) = Y (X,Tn−1, Tn)
The functions {φn} are well defined if the existence and uniqueness of a solution to (S) is
guaranteed on any subinterval of [0, T ] and for any initial condition.
Assuming that the coarse grid is regular, one has all the φn that are equal: ∀n, φn = φ.
Consider now the operator:
Φ : RK×(N+1) −→ RK×(N+1)
U =


Y0
Y1
...
YN

 7−→ Φ(U) =


Y0
φ (Y0)
...
φ (YN−1)


It is then possible to formulate problem (S) as a fixed point problem, since finding the
exact solution of (S) is equivalent to finding a fixed-point U∗ of Φ, solution of the equation:
Φ(U) = U ⇐⇒ (Id− Φ) (Y ) = 0,
where Id is the identity operator on RK×(N+1).
The existence and uniqueness of such a fixed point U∗ follows from the fact that
Φ(N+1)(U) = U∗ for any U , where Φ(N+1)(U) denotes the (N + 1)th application of Φ.
Hence, an iterative method, such as Newton’s method, will be suitable for obtaining the
fixed point of Φ.
Provided F is continuous and differentiable, Φ will be continuously differentiable on
R
K×(N+1). The kth iteration of Newton’s method can then be written as:[
I − J (k)Φ
] (
U (k+1) − U (k)
)
= −U (k) +Φ
(
U (k)
)
,
where I is the identity matrix in RK×(N+1) and the jacobian of Φ, at the kth iteration, is
given by an (N + 1)× (N + 1) block bidiagonal matrix, with block size K, given by:
J
(k)
Φ =


0 0 0 · · · 0
Jφ
(
Y
(k)
0
)
0 0 · · · 0
0 Jφ
(
Y
(k)
1
)
0 · · · ...
... 0
. . .
. . .
...
0 · · · 0 Jφ
(
Y
(k)
N−1
)
0


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This yields the following formulation, at the kth iteration:
∀n ∈ {1, 2, · · · , N}, Y (k+1)n = φ
(
Y
(k)
n−1
)
+ Jφ
(
Y
(k)
n−1
)(
Y
(k+1)
n−1 − Y (k)n−1
)
.
The iterative process is repeated until k satisfies:
∥∥U (k+1) − U (k)∥∥ ≤ ǫ, where ǫ is the
desired tolerance and ‖.‖ is for example the euclidean norm.
Obviously, such method necessitates:
(i) an initial guess of U (0) = U =


Y0
Y
(0)
1
...
Y
(0)
N

,
(ii) approximations of
{
φ
(
Y
(k)
n−1
)}
and
{
Jφ
(
Y
(k)
n
)}
(for n = 1, 2, · · · , N − 1), by some
way or another,
(iii) a method for solving the resulting fixed-point method (such as Newton’s method that
is described above).
Two examples of multiple shooting methods:
Different multiple shooting methods differ from each other by the method chosen for solv-
ing the fixed-point problem and by the way the initial guess is done and the function Φ
and its Jacobian are approximated.
In [6], Chartier & Philippe use Newton’s method and simply start with an initial guess
where for all n = 1, 2, · · · , N, Y (0)n = Y0. Then, they replace φ by an approximation φ˜
computed by an ODE-solver and approximate Jφ by a standard finite differences approx-
imation of Jφ˜.
In [7], Erhel & Rault use also Newton’s method and start with an initial guess obtained
by using a simplified model for which an analytic solution φ1 can be derived. Then, they
replace φ by an approximation φ˜ computed by an ODE-solver and approximate Jφ by the
jacobian Jφ1 of the same analytic simplified model that has been used for the initial guess.
Parareal Algorithm:
Once a regular coarse grid is chosen (with ∆T = TN ), the parareal algorithm, proposed
by Lions et al in [13], provide the initial guess by solving problem (S) over the coarse
grid using the Euler implicit first-order difference scheme, thus obtaining a sequence
{Y (0)0 , Y (0)1 , Y (0)2 , · · · , Y (0)N−1} of predicted starting values at the times {T0 = 0, T1, T2, · · · , TN−1}.
Then, they solve at each kth iteration, in parallel and on a very fine grid, the sequence
of N initial value problems, defined on each nth time-slice (1 ≤ n ≤ N) by 1, getting a
solution y
(k)
n (.) on [Tn−1, Tn] that yields an end-of-slice value of the solution y
(k)
n (Tn), at
t = Tn. This define the jumps S
(k)
n = y
(k)
n (Tn)−Y (k)n , making the solution non continuous
at {Tn}.
Iteratively, they improve the accuracy of this scheme by defining a non continuous function
δ(k) (corrective function) such that y(k)+δ(k) is a continuous function solving problem (S).
Using the same Euler implicit first-order difference scheme on the coarse grid, results is a
propagation of the jumps. One gets the corrections δ
(k)
n , at t = Tn, by solving:{
δ
(k)
n+1−δ(k)n
∆T − δ
(k)
n+1FY (Yn+1) =
S
(k)
n
∆T ,
δ
(k)
0 = 0,
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(a linearization of FY should be used).
The new starting values at the next (k + 1)th iteration are then:
Y (k+1)n = y
(k)
n (Tn) + δ
(k)
n .
This iterative process is repeated until convergence of all slices, up to a given tolerance.
As specified by Vandewalle & al in [33], Parareal Algorithm can be interpreted as a par-
ticular multiple shooting method with a coarse grid jacobian approximation in a finite
difference way.
Our New Approach for Parallelism Across Time
This thesis deals with an alternative approach, referred to as Ratio-based Parallel Time
Integration Algorithm (RaPTI).
RaPTI algorithm differs from the previous paradigm: it does not start by choosing a coarse
grid, rather it starts by choosing a stopping criterion (the End-Of-Slice condition) that will
provide the coarse grid, and solves the problem sequentially on a few ns time-slices.Then
it performs “ratio-based” predictions (without a prior knowledge of the corresponding
times!), corrects and iterates until convergence occurs on all slices.
Technique underlying RaPTI algorithm:
A rescaling methodology, introduced in [48], is the sliced-time computation that underlies
RaPTI algorithm. It has been initially devised for solving explosive problems having a
finite time existence of the solution.
The method starts by choosing a uniform End-Of-Slice (EOS) condition, governed by a
family of continuous functions {En}, depending on the behavior of the solution and in-
tended to automatically generate a coarse grid. Starting with Y (Tn−1) = Yn−1 at Tn−1,
one gets Tn by shooting the EOS condition that the solution should satisfy, which is of
the form:
En [Y (Tn)] = 0 and ∀t ∈ (Tn−1, Tn), En [Y (t)] 6= 0.
Besides, the rescaling methodology rescales, on each time-slice [Tn−1, Tn], both the time
variable t and the solution Y (t) into a rescaled time variable s and a rescaled solution
Zn(s) that are set to zero at the onset of every slice:{
t = Tn−1 + βns, βn > 0,
Y (t) = Yn−1 +DnZn(s),
where βn is a time-rescaling factor and Dn is a diagonal invertible matrix, both depending
solely on the starting value Yn−1.
The EOS condition, together with the change of variables, makes the Initial Value Problem
(S) equivalent to a sequence of rescaled Initial Value Shooting Problems in which one seeks
for both the rescaled time sn and the rescaled function Zn : [0, sn]→ RK , on each nth slice
corresponding to [Tn−1, Tn], such that:
(S′n)


dZn
ds = Gn(Zn), 0 < s ≤ sn,
Zn(0) = 0,
H [Zn(s)] 6= 0, ∀s < sn and H [Zn(sn)] = 0,
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where the functions {En} governing the EOS condition are assumed to rescale into an
invariant function H.
Similarity properties of the rescaled problems:
In line with the above work, it has been thought that this sliced-time computation can be
extended to problems having a global time existence, in order (i) to control the accuracy
and growth of the computed solution, whenever (S) exhibits stiffness properties and (ii)
to devise efficient parallel-in-time algorithms to compute Y (t).
Such extension starts with the definition of some similarity properties satisfied by the
rescaled problems (S′n):
1. Uniform similarity : when the boundedness of the solution Zn implies that of Gn(Zn)
and JGn(Zn). This property allows, by introducing an end-of-slice that bounds Zn,
to control the stiffness of the problem.
2. Invariance: when all the functions Gn are equal. This is the case of perfect similarity
and yields equal end-of-slice values of the rescaled solution {Zn(sn)}.
3. Asymptotic similarity : when the functions Gn converge uniformly to a limit function
GL defining a “limit problem”. This yields, under some conditions, the convergence
of the end-of-slice values of the rescaled solution {Zn(sn)} towards that of the limit
problem.
4. Weak similarity : when the end-of-slice values of the rescaled solution {Zn(sn)} are
very close, up to a given tolerance, on a certain number of slices. This similarity is
only numerically defined.
Hence, in the case of invariance, asymptotic similarity and weak similarity, one has the
invariance (or near-invariance) of the end-of-slice values of the rescaled solution Zn(sn).
In this thesis, we show how those 3 properties can yield a parallel-in-time scheme.
From rescaling and similarity properties to time-parallelism:
Two major reasons justify our work:
1. Relevant choices of an EOS condition and of the time-rescaling factors {βn} can yield
the invariance (or near invariance) of the rescaled problems and provide a prediction
procedure as summarized below.
Under the nonzeroness condition that assumes: ∀n,∀i : 1 ≤ i ≤ K, Yn,i 6= 0, the end-
of-slice value Zn(sn) ∈ Rk of the rescaled solution, on the nth slice, relates directly
the successive starting values Yn−1 and Yn of the solution:
Yn = Dn (1+ Zn(sn)) ,
where Dn is the diagonal matrix having Yn−1 on its main diagonal and 1 is the vector
of ones in RK .
By letting:
Rn = 1+ Zn(sn),
andDRn be the diagonal matrix havingRn on its main diagonal, the previous relation
becomes Yn = DnRn, which is simply a component wise multiplication of the vectors
Rn and Yn−1, and is equivalent to:
Yn = DRnYn−1.
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This shows how Rn can be viewed as a “ratio-vector” between the consecutive start-
ing values Yn−1 and Yn of the solution.
The cases of invariance or near-invariance of the rescaled problems, usually yield a
quasi-stabilization of the ratios: a ratio property is said to be detected. This is the
starting point of our approach, since it makes the end-of-slice values of the rescaled
solution {Zn(sn)}, and therefore the ratio-vectors Rn and the starting values of the
solution {Y (Tn)} at the beginning of each time-slice, well-suited to be predicted
through the so-called ratio-based prediction procedure.
The main idea of this prediction procedure, is to start with some sequential compu-
tations on a relatively small number ns of time-slices, until reaching numerically a
ratio property, and then to use the resulting ns exact ratio-vectors for predicting the
next ones. A backward analysis is then done on the exact ratios and a mathematical
model approximating the sequence {Rn} (n ≤ ns), as a function of n, is chosen. This
model can be used for predicting (by extrapolation) the next ratios {Rpn}n>ns and
therefore the next starting values {Y pn }, using the exact sequentially computed Y ens
and the predicted ratios:
Y pn = DRpn · · ·DRpns+2DRpns+1Y
e
ns .
Moreover, and in case of asymptotic similarity, the mathematical model could take
into consideration the convergence of {Rn} toward RL that can be evaluated by
solving a unique slice.
Such prediction procedure is repeated at the beginning of each iteration, after up-
dating ns by the number of the last converged slice at the previous iteration.
2. By setting the rescaled time s to 0 at the beginning of each slice, rescaling allows,
once the predictions are available, parallel computations of the rescaled systems (S′n)
to be done within a local time, since the sequence {Tn} is a priori unknown.
Preliminary analysis:
Thus, one should first reach numerically a ratio property, by solving sequentially a certain
number ns of time-slices.
Afterwards, a backward analysis on the obtained exact ratios should be done and a math-
ematical model approximating the sequence {Rn} (n ≤ ns), should be chosen.
At this point only, the application of RaPTI algorithm can be considered.
Description of RaPTI Algorithm:
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General steps of RaPTI Algorithm:
1. Sequential run on ns slices, until reaching a ratio property
(ns should be much less than the total number of slices).
2. Iterative procedure, until convergence of all slices, of the following:
(a) Prediction: Initial guess of the starting values {Y pn } (for n > ns) of the
solution at the onset of each slice, using the mathematical model fitting the
last computed ratios.
(b) Parallel computation, on the fine grid and within the different time-slices
[0, sn], for getting both sn and Zn(.) by solving independently the following
initial value shooting problems:
(S′n)


dZn
ds = G
p
n(Zn), 0 < s ≤ sn,
Zn(0) = 0,
H [Zn(s)] 6= 0, ∀s < sn and H [Zn(sn)] = 0,
This yields an end value Y cn of the solution, at slice [Tn−1, Tn].
After having solved an nth slice, each processor evaluates the gap between
Y cn and Y
p
n and keeps solving as long as the gaps are sufficiently small. The
iterations stop if all the gaps are sufficiently small.
If not, the iterative process continue, after updating ns by the number of (so
far) converged slices.
Figure 2 shows the gaps between the predicted values Y pn and the corrected value Y cn
of the solution.
Figure 2: RaPTI Algorithm: Gaps on the Coarse Grid
Note that Y pn and Y cn do not correspond exactly to the same time, and that the time
corresponding to Y pn is not predicted and not even considered. However, it will be proved,
under some assumptions, that if the predictions are good enough and Y pn and Y cn are close
enough, then both Y cn and T
c
n converge to their exact values.
Note also that the fine grid cannot be represented in figure 2, even if it is regular, since
it applies on the rescaled time and is therefore modulated by the time-rescaling factors
{βn}. Moreover, this fine grid is refined at each end-of-slice, in order to reach accurately
the EOS condition.
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Plan of the Thesis
This thesis is globally subdivided in two parts: Part I deals with the rescaling methodology
and the resulting similarity properties on which our new approach to time-parallelism is
based. Part II describes the parallel-in-time scheme we are proposing (RaPTI algorithm)
and provides numerical applications on three problems.
Part I: Rescaling & Similarity:
In Chapter 1, we describe our automatic generation of a coarse grid, based on a relevant
end-of-slice condition, that makes solving the initial value problem (S) equivalent to solv-
ing an infinite sequence of initial value shooting problems (Sn). On each time-slice, one
would seek both the time Tn and the solution Y : [Tn−1, Tn]→ RK , thus getting progres-
sively the coarse grid. Then, we rescale, on each time-slice [Tn−1, Tn], the time-variable
t and the solution Y (.) into a rescaled time s and a rescaled solution Zn(.), in a way to
set them at 0 at the onset of every slice. The problem becomes equivalent to an infinite
sequence of rescaled initial value shooting problems (S′n), in which one seeks both the
rescaled time sn and the rescaled solution Zn : [0, sn]→ RK .
Three types of similarity properties are mathematically defined on the rescaled systems:
uniform similarity, asymptotic similarity and invariance. Under some conditions, we prove
that the simultaneity of uniform and asymptotic similarity yields the convergence of the
solution of problems (S′n) towards that of a limit problem, as n goes to infinity. Besides,
a weak similarity is also numerically defined.
Since choosing a relevant EOS condition is at the core of our technique, Chapter 2 is
devoted to the selection of this condition. Knowing that such selection is problem depen-
dent and requires a prior knowledge of the global behavior of the solution, we give some
ways for selecting an EOS condition in four cases of behavior: (i) explosive solution, (ii)
extinctive solution, (iii) solutions having an attraction point and (iv) oscillatory solution.
Note that the numerical experiments of this thesis deal only with the explosive and oscil-
latory cases.
Chapter 3 is mainly of theoretical interest: it deals with the case where the function
F defining the initial value problem (S) has the algebraic form component-wise given by
(F (Y ))i =
∑
j aij(Yi)
kij (Yj)
lij . After proving the existence of an EOS condition generating
a coarse grid, we propose a critical choice for the time-rescaling parameter βn yielding a
uniform similarity and the boundedness of {sn}, independently of n. Then, the particular
linear case is considered and an asymptotic similarity property proved, under some condi-
tions.
Part II: RaPTI Algorithm & Applications:
In Chapter 4, we start showing how the rescaling methodology, with the various types
of similarity properties (invariance or near-invariance), could yield corresponding types of
ratio properties. After considering the invariant case that results in a rare perfect parallel
algorithm, we describe the preliminary sequential analysis that is necessary, in the gen-
eral case: it allows the detection of a ratio property and provides a mathematical model,
fitting the ratios, that will be used in the prediction procedure. Then, we show how the
rescaled systems are solved in parallel, using predicted functions {Gn} and getting cor-
rected end-of-slice values. We also provide a “convergence test” that should hold in order
to guarantee, under some assumptions, the convergence of the corrected solution toward
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the exact one. Afterwards, RaPTI algorithm is detailed in all of its steps and its numerical
implementation is discussed.
RaPTI algorithm proved to be efficient in [53], when tested on Reaction-Diffusion prob-
lems with bounded solutions and Lotka-Volterra models for 2 and 3 species since these
problems revealed a ratio property. In this thesis, the application of RaPTI is extended
to problems having an explosive or oscillatory behaviors of their solution.
In Chapter 5, we consider a membrane problem, that is a second order scalar initial value
problem:
y
′′ − b|y′ |q−1 y′ + |y|p−1 y = 0, t > 0, y(0) = y1,0, y′(0) = y2,0,
when the combination of problems parameters (p, q) yield an explosive behavior on [0,∞),
in an oscillatory way. In the case where q = 2pp+1 , the rescaling technique yields a case
of invariance, and therefore a perfect parallelism. Whereas in case 0 < p ≤ q < 2pp+1 , we
obtain an asymptotic similarity and the application of RaPTI algorithm yields excellent
speed-ups.
In Chapter 6, RaPTI algorithm is applied to the reaction-diffusion problem of the form:
∂u
∂t
−∆um = aup, x ∈ Ω ⊂ R, u(x, t) = 0, x ∈ ∂Ω u(x, 0) = u0(x) > 0,
where a > 0 and 0 < m ≤ p ≤ 1. For this combination of problems parameters (m, p),
the solution exhibits, on [0,∞), an explosive behavior. The application of the rescaling
methodology yields an asymptotic ratio property, allowing a quick convergence of RaPTI
algorithm and a good speed-up. The particular linear case m = p = 1 is also discussed.
Chapter 7 deals with the satellite trajectories that are computed by solving a system
of second order differential equations that follows from the general equation of motion
given by Newton’s second law and has the form:
~¨r(t) = ~f (~r) , t > 0, ~r(0) = ~r0, ~˙r(0) = ~˙r0,
where ~r and ~˙r are respectively the position and velocity vector of the satellite, and ~f (~r)
is the resulting force applied to the satellite.
When ~f (~r) reduces to the centered gravitational attraction of the earth, the motion is
Keplerian, i.e. the satellite moves in a fixed plane through the center of the earth, along
an ellipse having this center as one focus. When the satellite is subject to perturbing
forces, we may still consider the satellite orbit as an ellipse but then, the parameters of
this ellipse (the orbital elements) will no longer be constant: at each instant, this ellipse
will be slightly different.
In a first part of the chapter, we derive a simplified satellite problem: the J2-perturbed
problem.
In the case of a Keplerian motion, the rescaling technique yields a case of invariance, and
therefore a perfect parallelism. In a J2-perturbed problem, we obtain a weak similarity
and the application of RaPTI algorithm yields significant speed-ups.
Part I
Rescaling & Similarities
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Chapter 1
Time-Slicing, Rescaling and
Similarity
We consider the first order initial value problems in which one seeks the solution Y :
[0,∞)→ RK , such that:
(S)
{
dY
dt = F (Y ), t > 0
Y (0) = Y0.
In line with some “rescaling” adaptative methods, introduced by Chorin in [45] and carried
on in [46], [47], our approach to the numerical integration of (S) is a two-level procedure,
devised by Nassif & al in [48] and developed in [49], [50] and [51]. It consists in:
1. Generating a coarse grid of time slices {[Tn−1, Tn] , n ≥ 1}, starting at T0 = 0, on the
assumption of the existence of an End-Of-Slice condition determined by the behavior
of the solution (Rf assumption 1).
2. Solving (S) on each of the slices [Tn−1, Tn], after rescaling the time variable and
the solution. Those rescaled systems may have some similarity properties yielding a
relationship between Y (Tn−1) and Y (Tn).
1.1 End-Of-Slice Condition
The generation of a coarse grid {[Tn−1, Tn] , n ≥ 1} is based, in general, on the behavior
of the solution Y (t) that provides a uniform rule for ending a slice, in a way to make (S)
equivalent to an infinite sequence of initial value shooting problems. Such rule is called an
End-Of-Slice condition and is the core of the present procedure.
It differs from the traditional sliced-time approach of selecting equally-spaced time in-
tervals, whereby Tn−1 − Tn = ∆T = constant (∀n). It rather uses a uniform stopping
criterion that the end-of-slice value of the solution should satisfy. Hence, one gets Tn from
Tn−1, for all n ≥ 1, by shooting to the corresponding End-Of-Slice condition.
1.1.1 End-Of-Slice Condition & Coarse Grid Generation
The present time-slicing procedure consists in generating a sequence of time slices [Tn−1, Tn],
called coarse grid, such that:
∪n≥1[Tn−1, Tn] = [0,∞), (1.1)
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on the basis of an End-Of-Slice (EOS) condition.
In all what follows, “End-Of-Slice condition” will be referred to as “EOS condition”.
This EOS condition is usually governed by a family of continuous functions{
En : R
K −→ R} that strongly relates the starting and ending values of the solution on
each nth time-slice.
Typically, each function En, associated with an initial value problem:
(IV Pn)
{
dY
dt = F (Y ), t ≥ Tn−1
Y (Tn−1) = Yn−1,
is parametrized by the the slice index n, through the starting value Yn−1 = Y (Tn−1), and
allows to end a time-slice, in a unique way, when En [Y (t)] = 0 and such that for all n:
at t = Tn, En [Y (Tn)] = 0,
∀t ∈ (Tn−1, Tn) , En [Y (t)] 6= 0. (1.2)
The selection of the family of functions {En} should be such that the EOS condition (1.2)
is guaranteed to be met infinitely many times, thus providing a unique increasing sequence
{Tn}n≥0 satisfying (1.1). Hence, such selection is problem-dependent and requires a prior
knowledge of the behavior of the solution.
Usually, the resulting coarse grid has non-constant time slices.
Throughout this thesis, the following assumption is considered to be satisfied.
Assumption 1 : Existence of an EOS-defined Coarse Grid
Given a solution Y (t) of (S), there exists a specific End-Of-Slice (EOS) condition, gov-
erned by a family of functions {En} and yielding, in a unique way, an increasing sequence
{Tn}n≥0 satisfying (1.1): ∪n≥1[Tn−1, Tn] = [0, T ]T≤∞.
1.1.2 Equivalent Initial Value Shooting Problems
The generation of a coarse grid transforms the Initial Value Problem (S) into an equivalent
sequence {(Sn)} of Initial Value Shooting Problems in which one seeks, on each nth slice
[Tn−1, Tn], the EOS time Tn and the function Y : [Tn−1, Tn]→ RK such that:
(Sn)


dY
dt = F (Y ), Tn−1 < t ≤ Tn
Y (Tn−1) = Yn−1,
En [Y (Tn)] = 0 and ∀t ∈ (Tn−1, Tn), En [Y (t)] 6= 0.
The existence and uniqueness of a solution to each of those initial value shooting problem
(Sn), i.e. the existence and uniqueness of a time Tn and a solution Y : [Tn−1, Tn] → RK
solving (Sn), follow from that of the original problem (S) and from assumption 1.
Example:
An “academic” example could be the scalar initial value problem in which one seeks for
Y : R → R such that:
dY
dt
= aY p (a > 0 p > 0) , Y (0) = Y0 > 0, (1.3)
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The positive solution Y is analytically given by Y (t) =
[
Y 1−p0 + (1− p)t
] 1
1−p
, which
monotonously grows to infinity (in infinite time if p > 1, in finite time if 0 < p < 1).
Knowing that Y (t) 6= 0 (∀t), implying Yn = Y (Tn) 6= 0 (∀n), a possible choice of functions
{En} governing the EOS condition would be, in this case:
En [Y (t)] =
Y (t)− Yn−1
Yn−1
− S (1.4)
S being a positive cut-off value that the relative variation of the solution should not exceed.
Because of the explosive behavior of the solution, this EOS condition is guaranteed to be
reached infinitely many times. Moreover, one has specifically:

at t = Tn, En (Y (t)) = 0,
∀t ∈ (Tn−1, Tn), En (Y (t)) < 0,
∀t > Tn, En (Y (t)) > 0.
1.2 Rescaling
The previously described time-slicing technique makes the Initial Value Problem (S) equiv-
alent to a sequence (Sn) of Initial Value Shooting Problems. Dealing uniformly with {(Sn)}
is then done through a rescaling technique that rescales, on each time-slice [Tn−1, Tn], both
the time variable t and the solution Y (t) into a rescaled time variable s and a rescaled so-
lution Zn(s). The sequence {(Sn)} of initial value shooting problems is, in turn, equivalent
to a sequence {(S′n)} of rescaled initial value shooting problems.
1.2.1 Change of Variables
On every slice [Tn−1, Tn], the time t and the solution Y are changed into a rescaled time
s and a rescaled solution Zn, such that:{
t = Tn−1 + βns, βn > 0 (1.5.1)
Y (t) = Yn−1 +DnZn(s), (1.5.2)
(1.5)
where:
• Yn−1 = Y (Tn−1) ∈ RK
• Dn = diag(αn) ∈ RK×K is a diagonal matrix associated with the vector αn ∈ RK
that is defined in (1.6), in terms of the initial value of the solution Yn−1 as follows:
αn,i =
{
Yn−1,i if Yn−1,i 6= 0
1 if Yn−1,i = 0
(1.6)
• βn > 0 is a time-rescaling factor depending solely, and continuously, on the starting
value Yn−1 and chosen so that the solution can be controlled. The rescaled time-steps
are constant on all slices, but are refined at the end of the slices, in order to reach
accurately the EOS condition. It should be noted that βn modulates the constant
rescaled time-steps (in s), generating adaptive real time-steps (in t).
Thus, on each slice, rescaling depends on the chosen time-rescaling factor βn.
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Note that the choice (1.6) for αn makes the diagonal matrix Dn invertible and yields
on each slice n:
Zn(s) = D
−1
n (Y (t)− Yn−1),
or more explicitly, for all i ∈ {1, 2, ...,K}:
Zn,i(s) =
{
Yi(t)−Yn−1,i
Yn−1,i
if Yn−1,i 6= 0,
Yi(t) if Yn−1,i = 0.
Note also that the rescaled time s = t−Tn−1βn and the rescaled solution Zn(s) are set to 0 at
the beginning of every slice. This allows each of the initial value shooting problems (Sn)
to be solved through a local approach.
Besides, sn =
Tn−Tn−1
βn
is the end-of-slice rescaled time corresponding to Tn and, since
s = 0 at the beginning of the nth slice, sn represents the size of the n
th rescaled time-slice.
End-of-slice Invariances:
One should notice the dependence of the solution function Zn on βn, on each n
th slice, in
the sense that different choices of βn lead to different functions Zn. However, one has the
following end-of-slice invariances, independently of βn.
• From the change of variable (1.5.1), one deduces at the end of the nth slice:
∀βn, Tn = Tn−1 + βnsn, (1.7)
yielding:
∀βn, ∆Tn = Tn − Tn−1 = βnsn. (1.8)
i.e. the product βnsn, that is equal to the size ∆Tn of the n
th slice, is independent of
the choice of βn.
• From the change of variable (1.5.2) one deduces at the end of the nth slice:
∀βn, Yn = Yn−1 +DnZn(sn), (1.9)
yielding:
∀βn, Zn(sn) = D−1n (Yn − Yn−1). (1.10)
i.e. the end-of-slice values Zn(sn) of the rescaled solution are independent of the
choice of βn.
Case of Nonzeroness:
In general, we choose the EOS condition in a way to satisfy the non-zeroness condition:
∀n,∀i : 1 ≤ i ≤ K, Yn,i 6= 0, (1.11)
making αn = Yn−1 (∀n). The change of variables is, in this case:{
t = Tn−1 + βns, βn > 0 (1.12.1)
Y (t) = Dn (1+ Zn(s)) , (1.12.2)
(1.12)
CHAPTER 1. TIME-SLICING, RESCALING AND SIMILARITY 51
where Dn is simply the diagonal matrix having Yn−1 on its main diagonal and 1 is the
vector of ones in RK , yielding:
∀n, ∀i, Zn,i(s) = Yi(t)− Yn−1,i
Yn−1,i
.
In other words, the function Zn(.) represents (under the nonzeroness condition) the relative
variation of Y (.) with respect to Yn−1 within the nth slice [Tn−1, Tn].
Figure 1.1: Time Slicing and Rescaling (Case of Nonzeroness)
However, the general choice (1.6) for αn allows to tackle cases where some components of
{Yn} could be zero.
1.2.2 Rescaled EOS Condition
Zn(sn) denotes the end-of-slice value of the rescaled solution, at s = sn.
The EOS condition (1.2), governed by the family of functions
{
En : R
K −→ R}, translates,
after the change of variables (1.5), into:
at s = sn, En [Yn−1 +DnZn(sn)] = 0,
∀s ∈ (0, sn) , En [Yn−1 +DnZn(s)] 6= 0.
This defines a family of continuous functions {Hn}, derived from En (after rescaling) and
parametrized also by the starting value Yn−1 of each nth slice, that allows to get sn, for
all n, through the rescaled EOS condition:
at s = sn, Hn [Zn(sn)] = 0,
∀s ∈ (0, sn) , Hn [Zn(s)] 6= 0. (1.13)
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Definition 1 : Invariance of {Hn}
The parametrized family of functions {Hn} governing the rescaled EOS condition is said
to be invariant if it is independent of n:
∀n, ∀W ∈ RK , Hn(W ) = H(W ). (1.14)
Such function H allows then to get sn, at each n
th slice, through the condition:
at s = sn, H [Zn(sn)] = 0,
∀s ∈ (0, sn) , H [Zn(s)] 6= 0. (1.15)
Example:
In the academic scalar example (1.3), considered in the previous section, the function
En governing the EOS condition, under the nonzeroness condition, is given by (1.4) and
simplifies after rescaling to:
En [Yn−1 (1 + Zn(s))] = Zn(s) − S.
Hence, a unique function H : RK → R governs the rescaled EOS condition and is defined,
independently of n, by:
∀W ∈ R, H(W ) =W − S. (1.16)
Therefore, and for a given cutoff value S > 0, the nth slice is ended as soon as the rescaled
solution Z(.) satisfies:
at s = sn, H [Zn(sn)] = 0 ⇐⇒ Zn(sn) = S,
with Zn(s) < S, if 0 < s < sn.
(1.17)
Moreover, and because of the monotonous and explosive behavior of the solution, one has:
∀s > sn, Zn(s) > S.
Remark 1 Throughout this thesis, we deal only with EOS conditions governed by func-
tions {En} that rescale to invariant functions {Hn}, i.e. ∀n, Hn = H
1.2.3 Resulting Rescaled Systems
The Initial Value Problem (S) is now equivalent to a sequence of rescaled Initial Value
Shooting Problems in which one seeks for both the rescaled time sn and the rescaled
function Zn : [0, sn]→ RK , on each nth slice corresponding to [Tn−1, Tn], such that:
(S′n)


dZn
ds = Gn(Zn), 0 < s ≤ sn, (1.18.1)
Zn(0) = 0, (1.18.2)
H [Zn(s)] 6= 0, ∀s < sn and H [Zn(sn)] = 0, (1.18.3)
(1.18)
where
Gn(Zn) = βnD
−1
n F
(
Yn−1 +DnZn
)
.
From the existence and uniqueness of a solution to each of the initial value shooting
problem (Sn), one deduces the existence and uniqueness of a solution to each of the
rescaled initial value shooting problem (S′n), i.e. the existence and uniqueness of a time
sn and a solution Zn : [0, sn]→ RK satisfying (S′n).
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1.3 Similarity Properties
The main goal of this section is to provide some criteria for selecting the time rescaling
factors {βn}.
A first criterion is the ability of {βn} to insure a “uniform similarity” property of the
rescaled problems, allowing to tackle stiff problems by yielding numerical computations
having the same order of magnitude on all time-slices, as done in [48], [49] and [51].
A second criterion would be to improve upon this uniform similarity, getting (i) an “invari-
ance” property, i.e equivalent rescaled problems , which is the ideal case of similarity, or (ii)
an “asymptotic similarity” to a limit problem, or (iii) a “weak similarity” up to ǫ. This
criterion is intended to provide a prediction procedure when devising a parallel-in-time
algorithm (as described in chapter 4).
1.3.1 Invariance
Definition 2 : Invariance
The rescaled systems (S′n) are said to be invariant if the functions {Hn} governing the
rescaled EOS condition are invariant and if the time-rescaling parameters {βn} are such
that:
∀n, Gn(.) = G1(.). (1.19)
Property 1 : Since all the functions Gn are equal to G1, then the rescaled problems (S
′
n)
are all equivalent to the Initial Value Shooting Problem (S′1), implying:
∀n, Zn(.) = Z1(.) and sn = s1. (1.20)
Invariance is the ideal case of similarity: solving the rescaled system on one unique time-
slice allows getting, through a simple change of variables, the solution on all time-slices.
However, in general, rescaling does not lead to invariance.
Example:
A typical case of invariance is the scalar academic case, given in (1.3).
For a given cut-off value S, the EOS condition given in (1.4) yields, after rescaling, in-
variant functions {Hn} governing the rescaled EOS condition (1.17), and makes the initial
value problem (1.3) equivalent to the following sequence of rescaled initial value shooting
problems:
(S′n)


dZ
ds = Gn(Zn), 0 < s ≤ sn,
Zn(0) = 0,
∀s < sn, Zn(s) < S, and Zn(sn) = S.
(1.21)
with Gn(Zn) = βnaY
p−1
n−1 (1 + Zn)
p.
A critical choice of the sequence {βn} would then be:
βn =
1
a
(Y 1−pn−1 ), (1.22)
yielding ∀n, Gn(Zn) = (1 + Zn)p = G1(Z1) and making the rescaled systems invariant,
thus having exactly the same solution {sn, Zn(.)} on all time-slices.
Interesting cases of invariance are met in two application problems considered in this
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thesis, namely in (i) a membrane problem (see Chapter 5) and in the determination of a
satellite trajectory in a Keplerian motion (see Chapter 7).
1.3.2 Asymptotic Similarity
Definition 3 : Asymptotic Similarity
The rescaled systems (S′n) are said to be asymptotically similar to a limit system if the func-
tions {Hn} governing the rescaled EOS condition are invariant and if the time-rescaling
parameters {βn} are such that the sequence of functions {Gn} uniformly converges to some
function GL, i.e.:
∀ρ > 0, lim
n→∞
[
max
W∈Bρ
‖Gn(W )−GL(W )‖∞
]
= 0, (1.23)
where:
Bρ =
{
W ∈ RK , ‖W‖∞ ≤ ρ
}
. (1.24)
GL : R
K −→ RK defines then a “limit problem” in which one seeks for both the rescaled
time sL and the rescaled function ZL : [0, sL]→ RK , such that:
(SL)


dZL
ds = GL(ZL), 0 < s ≤ sL, (1.25.1)
ZL(0) = 0, (1.25.2)
H [ZL(s)] 6= 0, ∀s < sL and H [ZL(sL)] = 0. (1.25.2)
(1.25)
Example:
A typical case of asymptotic similarity, is obtained when rescaling the scalar initial value
problem:
dY
dt
= aY p + bY q, (a > 0, b > 0, p > q > 0), Y0 > 0. (1.26)
The positive solution Y being, in this case also, explosive, the same choices (1.4) and
(1.22) for the EOS condition and {βn} yield the following sequence of initial value shooting
problems:
(S′n)


dZ
ds = Gn(Zn) = (1 + Zn)
p + γn(1 + Zn)
q, 0 < s ≤ sn,
Zn(0) = 0,
∀s < sn, Zn(s) < S, and Zn(sn) = S.
(1.27)
where γn =
b
aY
q−p
n−1 .
Obviously: limn→∞ γn = 0. It follows that: limn→∞ [maxW∈BS Gn(W )− (1 +W )p] = 0,
where BS = {W ∈ R, |W | ≤ S} .
Hence, the uniform convergence of the sequence of functions {Gn} to the function GL
given by: GL(ZL) = (1 + ZL)
p and therefore the asymptotic similarity of the rescaled
systems (S′n) to a limit system given by:
dZL
ds
= GL(ZL) = (1 + ZL)
p, (0 < s ≤ sL), ZL(0) = 0, ZL(sL) = S. (1.28)
Interesting cases of asymptotic similarity are met in two application problems considered
in this thesis, namely in (i) a membrane problem (see Chapter 5) and in a reaction diffu-
sion problem (see Chapter 6).
In case of asymptotic similarity, the following intends to prove, under some assumptions,
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the convergence of the solution {sn, Zn(.)}, of successive rescaled systems (S′n), toward the
solution {sL, ZL(.)} of the limit problem (SL).
Theorem 1 : Convergence of Zn(.)
If:
1. the rescaled initial value shooting problems:
(S′n)


dZn
ds = Gn(Zn), 0 < s ≤ sn,
Zn(0) = 0,
H [Zn(s)] 6= 0, ∀s < sn and Hn [Zn(sn)] = 0,
are asymptotically similar, according to definition 3, to a limit problem:
(SL)


dZL
ds = GL(ZL), 0 < s ≤ sL,
ZL(0) = 0,
H (ZL(s)) 6= 0, ∀s < sL and H [ZL(sL)] = 0,
2. the sequence {sn} of resulting end-of-slice rescaled times is uniformly upper bounded:
∀n ≥ 1, ∃s¯ > 0, sn ≤ s¯. (1.29)
3. there exists Sˆ > 0 such that:{ ∀s ∈ [0, sL], ZL(s) ∈ BSˆ ,
∀n, ∀s ∈ [0, sn], Zn(s) ∈ BSˆ ,
(1.30)
where the domain BSˆ is defined by: BSˆ =
{
W ∈ RK , ‖W‖∞ ≤ Sˆ
}
,
4. GL verifies a Lipschitz condition (with constant κ) on the domain BSˆ, i.e.:
∀W1,W2 ∈ BSˆ , ||GL(W1)−GL(W2)||∞ ≤ κ||W1 −W2||∞,
then, the sequence of functions {Zn(.)} that solves the rescaled systems (S′n) converges
uniformly to the solution ZL(.) of the limit system (SL), on [0, sˆ]:
lim
n→∞
[
max
s∈[0,sˆ]
||Zn(s)− ZL(s)||∞
]
= 0, (1.31)
where:
sˆ = max (sL,max
n
sn ≤ s¯). (1.32)
Proof:
First, the solution ZL of the limit problem and the solutions Zn of the rescaled systems
are extended beyond their EOS condition, for them all to be defined onto the maximal
interval [0, sˆ].
For all n and for all s ∈ [0, sˆ], one has:
Zn(s)− ZL(s) =
∫ s
0 [Gn (Zn(τ))−GL (ZL(τ))] dτ , yielding:
||Zn(s)− ZL(s)||∞ ≤ smax[0,s] ‖Gn (Zn(s))−GL (ZL(s))‖∞. But:
‖Gn (Zn(s))−GL (ZL(s))‖∞ = ‖Gn (Zn(s))−GL (Zn(s)) +GL (Zn(s))−GL (ZL(s))‖∞,
implying:
‖Gn (Zn(s))−GL (ZL(s))‖∞ ≤ ‖Gn (Zn(s))−GL (Zn(s))‖∞+‖GL (Zn(s))−GL (ZL(s))‖∞.
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Using now the Lipschitz property of GL:
‖Gn (Zn(s))−GL (ZL(s))‖∞ ≤ ‖Gn (Zn(s))−GL (Zn(s))‖∞+κ ‖Zn(s)− ZL(s)‖∞, yields
for all n and for all s ∈ [0, sˆ]:
||Zn(s)− ZL(s)||∞ ≤ smax[0,s] ‖Gn (Zn(s))−GL (Zn(s))‖∞
+sκmax[0,s] ‖Zn(s)− ZL(s)‖∞ .
(1.33)
Let now s1 =
1
2κ (implying s1κ =
1
2 < 1).
Case 1: s1 ≥ sˆ (yielding sˆκ < 1)
Since the previous inequality holds for all s ∈ [0, sˆ], it follows for all n and by making
s = sˆ in (1.33):
max[0,sˆ] ||Zn(s)− ZL(s)||∞ ≤ sˆmax[0,sˆ] ‖Gn (Zn(s))−GL (Zn(s))‖∞
+sˆκmax[0,sˆ] ‖Zn(s)− ZL(s)‖∞,
yielding:
(1− sˆκ)max[0,sˆ] ‖Zn(s)− ZL(s)‖∞ ≤ sˆmax[0,sˆ] ‖Gn (Zn(s))−GL (Zn(s))‖∞.
Since 1− sˆκ > 0, one deduces for all n:
maxs∈[0,sˆ] ‖Zn(s)− ZL(s)‖∞ ≤ sˆ(1−sˆκ) max[0,sˆ] ‖Gn (Zn(s))−GL (Zn(s))‖∞.
Taking now into consideration assumption (1.30) yields:
maxs∈[0,sˆ] ‖Zn(s)− ZL(s)‖∞ ≤ sˆ(1−sˆκ) maxZn(s)∈BSˆ ‖Gn (Zn(s))−GL (Zn(s))‖∞
and therefore, using the uniform convergence of Gn toward GL, on BSˆ :
limn→∞
[
maxs∈[0,sˆ] ||Zn(s)− ZL(s)||∞
]
= 0.
Hence the uniform convergence of {Zn} toward ZL.
Case 2: s1 ≤ sˆ
Applying inequality (1.33) onto s1 yields, in the same way and for all n:
max[0,s1] ‖Zn(s)− ZL(s)‖∞ ≤ s1(1−s1κ) max[0,s1] ‖Gn (Zn(s))−GL (Zn(s))‖∞.
making Zn uniformly convergent toward ZL on [0, s1].
Then, repeating recurrently the previous procedure, for all n and for all s ∈ [s1, sˆ] gives:
Zn(s)− ZL(s) =
∫ s
s1
[Gn (Zn(τ))−GL (ZL(τ))] dτ , yielding:
||Zn(s)− ZL(s)||∞ ≤ (s− s1)max[s1,s] ‖Gn (Zn(s))−GL (ZL(s))‖∞, and therefore:
||Zn(s)− ZL(s)||∞ ≤ (s− s1)max[s1,s] ‖Gn (Zn(s))−GL (Zn(s))‖∞
+(s− s1)κmax[s1,s] ‖Zn(s)− ZL(s)‖∞ .
Letting now s2 = s1 +
1
2κ (implying (s2 − s1)κ = 12 < 1), 2 cases should be considered:
If s2 ≥ sˆ (yielding (sˆ−s1)κ < 1), then the uniform convergence of Zn toward ZL on [s1, s2]
(and therefore on [s1, sˆ]) is deduced in the same way.
If s2 < sˆ, repeat again and let s3 = s2 +
1
2κ ... until an interval [si−1, si] of uniform
convergence, such that si ≥ sˆ, is reached.
Corollary 1 : Convergence of sn and Zn(sn)
If each of the functions H [ZL(.)] and {H [Zn(.)]} is assumed to change sign exactly once
on [0, sˆ], making 0 having exactly one preimage in [0, sˆ], namely sL and {sn} respectively,
and if there exists ǫ > 0 such that there exist bijections mapping an interval containing sL
and, for every n, an interval containing sn, onto the interval [−ǫ, ǫ] ⊂ R,
then, under the assumptions of theorem 1, one has:{
limn→∞sn = sL,
limn→∞Zn(sn) = ZL(sL).
(1.34)
Proof:
CHAPTER 1. TIME-SLICING, RESCALING AND SIMILARITY 57
• Theorem 1 proves the uniform convergence of Zn toward ZL, on [0, sˆ], implying:
∀s ∈ [0, sˆ], limn→∞ Zn(s) = ZL(s).
It follows, by continuity of the function H, the convergence of the functions {H ◦Zn}
toward H ◦ ZL: ∀s ∈ [0, sˆ], limn→∞H [Zn(s)] = H [ZL(s)] .
Consider now the restrictions of the functions {H ◦Zn} and H ◦ZL onto the intervals
containing {sn} and sL respectively, where they define bijections toward [−ǫ, ǫ] ⊂ R,
as assumed.
The convergence of the bijections {H ◦Zn} toward H ◦ZL yields the convergence of
their inverse bijections defined on [−ǫ, ǫ].
Since 0 ∈ [−ǫ, ǫ], it follows that:
limn→∞ [H ◦ Zn]−1 (0) = [H ◦ ZL]−1 (0), or equivalently: limn→∞ sn = sL.
• One has ‖Zn(sn)− ZL(sL)‖∞ ≤ ‖Zn(sn)− Zn(sL)‖∞ + ‖Zn(sL)− ZL(sL)‖∞.
But Zn(sn)− Zn(sL) =
∫ sn
sL
Gn [Zn(s)] ds, yields by uniform similarity:
‖Zn(sn)− Zn(sL)‖∞ ≤ C |sn − sL|,
and limn→∞ sn = sL implies then: limn→∞ ‖Zn(sn)− Zn(sL)‖∞ = 0 .
Besides, the uniform convergence of Zn toward ZL gives:
limn→∞ ‖Zn(sL)− ZL(sL)‖∞ = 0. It follows that:
limn→∞ ‖Zn(sn)− ZL(sL)‖∞ = 0, or equivalently: limn→∞ Zn(sn) = ZL(sL).
1.3.3 Weak Similarity
Definition 4 : Weak Similarity
The rescaled systems (1.18):
(S′n)


dZn
ds = Gn(Zn), 0 < s ≤ sn
Zn(0) = 0,
H (Zn(s)) 6= 0, ∀s < sn and H [Zn(sn)] = 0,
are said to present a weak similarity on nr consecutive slices, starting at slice n0, if the
functions {Hn} governing the rescaled EOS condition are invariant and if:
∃ǫ << 1, ∀n ∈ {n0 + 1, ..., n0 + nr}, ‖Zn(sn)− Zn−1(sn−1)‖∞ < ǫ. (1.35)
We have numerically noticed that a relevant choice of an EOS condition that suits the
global behavior of the physical problem, together with a weak similarity of the rescaled
systems on nr consecutive slices, starting at slice n0, make this weak similarity hold on a
number of slices that is much larger than nr.
This case of weak similarity is encountered, for example, when dealing with unsolvable
mathematical problems deriving from celestial mechanics, like those describing the motion
of a satellite. When the gravitational attraction of the earth is the only force applied to
the satellite, the resulting trajectory is a simple Keplerian ellipse. But many other forces
perturb the motion. However, they are comparatively small and are known to result in
slight variations, changing the Keplerian ellipse into an osculating ellipse, i.e. an ellipse of
which the parameters are no more constant and are slightly different at each instant (see
chapter 7).
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It is clear that invariance and asymptotic similarity are particular (and stronger) cases
of weak similarity.
1.3.4 Uniform Similarity
Definition 5 : Uniform Similarity of the Initial Value Problems
Let JGn(.) : R
K → RK × RK be the Jacobian of Gn. The rescaled initial value problems:
(IV Pn)
{
dZn
ds = Gn(Zn),
Zn(0) = 0,
are said to be uniformly similar, if the selection of the time-rescaling parameter βn leads
to:
∀n ≥ 1, ∀S > 0, ∃C, C ′ > 0, ||W ||∞ ≤ S =⇒
{ ||Gn(W )||∞ ≤ C,
||JGn(W )||∞ ≤ C ′.
(1.36)
It should be noted that C and C ′ depend on S but are independent of n.
Definition 6 : Uniform Similarity of (S′n)
The rescaled initial value shooting problems:
(S′n)


dZn
ds = Gn(Zn), 0 < s ≤ sn,
Zn(0) = 0,
H [Zn(s)] 6= 0, ∀s < sn and H [Zn(sn)] = 0,
are said to be uniformly similar, if the choice of the EOS condition governed by the function
H, together with the selection of the time-rescaling parameters {βn}, are such that:
1. the initial value problems deriving from (S′n):
(IV Pn)
{
dZn
ds = Gn(Zn),
Zn(0) = 0,
are uniformly similar, according to definition 5,
2. the sequence {sn} of resulting end-of-slice rescaled times is uniformly bounded (upper
and lower), independently of n:
∃s, s¯ > 0, ∀n ≥ 1, s ≤ sn ≤ s¯. (1.37)
One should note that the property of uniform similarity results in “similar numerical sim-
ulations” (i.e. same order of magnitude of the computations) on all time slices.
Besides, it favors the local approach of a numerical method in solving the rescaled systems,
whereas one can control the growth of ‖Gn‖∞ and ‖JGn‖∞, i.e. control the stiffness of the
problem. Such local property follows directly from the definition of this type of similarity
which infers the uniform boundedness of ‖Gn(W )‖∞ and ‖JGn(W )‖∞, when ‖W‖∞ < S.
Hence, by introducing an End-Of-Slice condition that could insure the uniform bounded-
ness of ‖Zn‖∞, one gets directly the uniform boundedness of ‖Gn‖∞ and ‖JGn‖∞.
The lower and upper boundedness are discussed in Chapter 2 in the case of explosive
problems.
The following theorem intends to provide a critical choice of {βn}that yields the uniform
similarity of (IV Pn).
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Theorem 2 : Critical choice of {βn}
If for any S > 0, we let for all n ≥ 1:
Cn,1 = max‖Zn‖<S
∥∥D−1n F (Yn−1 +DnZn)∥∥∞ , (1.38)
Cn,2 = max‖Zn‖<S
∥∥D−1n [JF (Yn−1 +DnZn)]Yn−1∥∥∞ , (1.39)
then, the critical choice:
∀n ≥ 1, βn = 1
max {Cn,1, Cn,2} (1.40)
yields the uniform similarity of the initial value problems:
(IV Pn)
{
dZn
ds = Gn(Zn),
Zn(0) = 0,
Proof.
Knowing that:
∀i ∈ {1, 2, · · · ,K}, (Gn(Zn))i = βnD−1n Fi
(
Yn−1 +DnZn
)
,
one deduces:
∀i,m ∈ {1, 2, · · · ,K}, [JGn(Zn)]im =
∂ (Gn(Zn))i
∂Zn,m
= βnD
−1
n
∂ (F (Y ))i
∂Ym
∂Ym
∂Zn,m
,
with ∂Ym∂Zn,m =
{
Yn−1,m if Yn−1,m 6= 0,
1 if Yn−1,m = 0.
Let us assume, without loss of generality, that the nonzeroness condition (1.11) is satisfied.
It follows :
[JGn(Zn)]im = βnD
−1
n [JF (Y )]im Yn−1,m,
and therefore:
‖JGn(Zn)‖∞ = βn
∥∥D−1n [JF (Yn−1 +DnZn)]Yn−1∥∥∞ ,
with:
‖Gn(Zn)‖∞ = βn
∥∥D−1n F (Yn−1 +DnZn)∥∥∞ .
Clearly, the choice (1.40) for {βn} yields:
∀n ≥ 1, ∀S > 0, ||Zn||∞ ≤ S =⇒
{ ||Gn(Zn)||∞ ≤ 1,
||JGn(Zn)||∞ ≤ 1.
Hence, the resulting uniform similarity of (IV Pn).
This way for finding a “critical” value for the time-rescaling parameter, yielding a uniform
similarity of (IV Pn), is explicitly described in chapter 3, in the case where F has the
algebraic form, component wise given by: (F (Y ))i =
∑
j aij(Yi)
kij (Yj)
lij .

Chapter 2
Selection of an EOS Condition
Initially, our time-sliced computation has been motivated by the need to make the general
problem (S) equivalent to a sequence of local problems (Sn) on which robust methods can
be devised, particularly for solving stiff systems that could be explosive. In line with this,
rescaling problems (Sn) into (S
′
n) in a way to get uniform similarity, has proved to yield
robust algorithms.
In this thesis, we intend to use the same time-sliced computation in a way to make problem
(S) equivalent to a sequence of local problems (Sn) that could be solved in parallel. As it
will be shown in Chapter 4, rescaling problems (Sn) into (S
′
n) in a way to get invariance
or near-invariance (i.e. asymptotic or even weak similarity), could provide a prediction
procedure for the starting values of the solution on each slice thus, allowing to solve (S′n)
in a parallel-in-time way.
In general, and under assumption 1, given in Chapter 1, one can find more than one
possible EOS condition for a problem which solution has a given global behavior. The one
providing the desired type of similarity is then selected.
At this point of the development of our method, we have defined and experimented EOS
conditions for problems which solution has one of the two following behaviors: (i) explosive
behavior and (ii) oscillatory behavior.
We know also how to define EOS conditions for other cases such as problems having an
extinctive solution or which solution has an attraction point at infinity (that could be zero,
reducing the problem to an extinctive one). However, we did not experiment our method
on such problems, yet.
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2.1 Case of Explosive Problems
In case of explosive problems:
lim
t→∞ ‖Y (t)‖∞ =∞,
the choices of EOS condition proposed in this section aim at limiting the growth of the
solution.
2.1.1 General Choice
A possible choice of the functions {En}, governing the EOS condition, is obtained by
defining En, for a given S > 0 and for all n, in terms of the starting value Yn−1, as follows:
∀W ∈ RK , En(W ) = ‖W − Yn−1‖∞ − S ‖Yn−1‖∞ . (2.1)
For all S > 0, the EOS condition (1.2):
at t = Tn, En [Y (Tn)] = 0,
∀t ∈ (Tn−1, Tn) , En [Y (t)] 6= 0,
bounds the solution Y (t), on each nth slice, within the closed hyperball of RK , centered
at Yn−1 and of radius ρn = S ‖Yn−1‖∞ using the infinity norm:
Bρn [Yn−1] =
{
Y ∈ RK , ‖Y − Yn−1‖∞ ≤ ρn
}
. (2.2)
For a given S > 0, the nth slice is then ended as soon as the solution satisfies:
at t = Tn, En [Y (Tn)] = 0 ⇐⇒ ‖Y (Tn)− Yn−1‖∞ = S ‖Yn−1‖∞ ,
with ‖(Y (t)− Yn−1)‖∞ < S ‖Yn−1‖∞ , if Tn−1 < t < Tn.
(2.3)
Note that, for all S > 0 and because of the continuity of the solution Y (.) and its ex-
plosive behavior, one has En [Y (t)] = ‖Y (t)− Yn−1‖∞ − S ‖Yn−1‖∞ continuously varying
from En [Y (Tn−1)] = −S ‖Yn−1‖∞ to limt→∞En [Y (t)] =∞.
This makes the set ∆n = {t > Tn−1 |En [Y (t)] = 0} not empty and therefore, the EOS
condition (2.3) is guaranteed to be reached at Tn = min{∆n}.
Rescaled EOS condition:
Applied to Y (t) (t > Tn−1), the function En defined in (2.1) yields:
En [Y (t)] = ‖Y (t)− Yn−1‖∞ − S ‖Yn−1‖∞ and is rescaled as:
En [Yn−1 +DnZn(s)] = ‖DnZn(s)‖∞ − S ‖Yn−1‖∞ .
This yields a family {Hn} of functions, governing the rescaled EOS condition, given by:
∀W ∈ RK , Hn(W ) = ‖DnW‖∞ − S ‖Yn−1‖∞ . (2.4)
Clearly, the functions {Hn} are parametrized by the corresponding starting values {Yn−1}
of each time-slice and therefore, they are not invariant according to definition 1.
For a given cutoff value S > 0, the nth slice is ended as soon as the rescaled solution Z(.)
satisfies:
at s = sn, Hn [Zn(sn)] = 0 ⇐⇒ ‖DnZn(sn)‖∞ = S ‖Yn−1‖∞ ,
with ‖DnZn(s)‖∞ < S ‖Yn−1‖∞ , if 0 < s < sn.
(2.5)
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2.1.2 Case of nonzeroness of {Yn}
In case the nonzeroness condition (1.11) is satisfied:
∀n,∀i : 1 ≤ i ≤ k, Yn,i 6= 0,
another choice would be to define En for all W ∈ RK , in terms of the starting value Yn−1,
by:
∀W ∈ RK , En(W ) = max
i=1,2,...,K
∣∣∣∣Wi − Yn−1,iYn−1,i
∣∣∣∣− S.
By letting, on each nth slice, Dn be the diagonal matrix having Yn−1 on its main diagonal,
the expression of En can equivalently be written as:
En(W ) =
∥∥D−1n (W − Yn−1)∥∥∞ − S. (2.6)
For all S > 0, the EOS condition (1.2) acts on the absolute value of the relative variation
of each component of Y (t) relatively to the same component of Yn−1 and prevents it from
exceeding a cut-off value S.
For a given S > 0, the nth slice is then ended as soon as the solution satisfies:
at t = Tn, En [Y (Tn)] = 0 ⇐⇒
∥∥D−1n (Y (Tn)− Yn−1)∥∥∞ = S,
with
∥∥D−1n (Y (t)− Yn−1)∥∥∞ < S, if Tn−1 < t < Tn. (2.7)
Here also, for all S > 0 and because of the continuity of the solution Y (.) and its explo-
sive behavior, one has En [Y (t)] =
∥∥D−1n (Y (t)− Yn−1)∥∥∞ − S continuously varying from
En [Y (Tn−1)] = −S to limt→∞En [Y (t)] =∞.
This makes the set ∆n = {t > Tn−1 |En [Y (t)] = 0} not empty and therefore, the EOS
condition (2.7) is guaranteed to be reached at Tn = min{∆n}.
Particular Scalar Case:
A particular case would be the scalar case, yielding: ∀n,
∣∣∣Yn−Yn−1Yn−1
∣∣∣ = S, that translates,
in case the solution Y has a constant sign with |Y | monotonously increasing, to:
∀n, Yn
Yn−1
− 1 = S ⇐⇒ ∀n, Yn
Yn−1
= 1 + S = constant,
making {Yn} a geometric sequence, with constant ratio equal to (1 + S) > 1.
Figure 2.1: EOS Condition: Scalar Explosive Positive Increasing Problem
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Rescaled EOS condition:
Under the assumed nonzeroness condition (1.11), the change of variable is given in (1.12):
Y (t) = Dn (1+ Zn(s))
where Dn is the diagonal matrix having Yn−1 on its main diagonal and 1 is the vector of
ones in RK .
Applied to Y (t) (t > Tn−1), the function En defined in (2.6) yields:
En [Y (t)] =
∥∥D−1n (Y (t)− Yn−1)∥∥∞ − S and simplifies after rescaling to:
En [Dn (1+ Zn(s))] = ‖Zn(s)‖∞ − S.
Hence, the Invariance of {Hn}, according to definition 1, since a unique function H :
R
K → R governs the rescaled EOS condition and is defined, independently of n, by:
∀W ∈ RK , H(W ) = ‖W‖∞ − S. (2.8)
For a given cutoff value S > 0, the nth slice is then ended as soon as the rescaled solution
Z(.) satisfies:
at s = sn, H [Zn(sn)] = 0 ⇐⇒ ‖Zn(sn)‖∞ = S,
with ‖Zn(s)‖∞ < S, if 0 < s < sn.
(2.9)
Remark 2 If, moreover, ||Y (t)||∞ monotonously increases with t, one has:
∀t > Tn,
∥∥D−1n (Y (t)− Yn−1)∥∥∞ − S > 0 and therefore, ∀s > sn, ‖Zn(s)‖∞ > S.
This makes the additional assumption of the existence of a bijection, required in corollary
1 of theorem 1, automatically satisfied when the time-slicing is done using EOS condition
(2.9), (2.28), since it implies:
at s = sn, ‖Zn(sn)‖∞ = S,
if 0 < s < sn, ‖Zn(sn)‖∞ < S,
∀s > sn, ‖Zn(sn)‖∞ > S,
making the function H [Zn(.)] define a bijection from [0,∞) toward [−S,∞).
Proposition 1 : Lower boundedness of {sn}
If the selection of {βn} is such that:
∃C, ∀n ≥ 1, max
‖Z‖
∞
≤S
‖Gn(Z)‖∞ ≤ C, (2.10)
then, the EOS condition (2.9) yields a sequence {sn} of rescaled time values at the end of
slices that is uniformly lower bounded, i.e.:
∃s > 0, ∀n ≥ 1, s ≤ sn. (2.11)
Proof.
From dZnds = Gn [Zn(s)], one deduces:
∀n, ∀s ∈ [0, sn] Zn(s) =
∫ s
0
Gn [Zn(σ)] dσ,
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yielding:
∀n, ∀s ∈ [0, sn] ‖Zn(s)‖∞ ≤
∫ s
0
‖Gn [Zn(σ)]‖∞ dσ ≤ Cs ≤ Csn.
At s = sn, the EOS condition (2.9) leads to ‖Zn(sn)‖∞ = S and therefore:
∀n, S ≤ Csn ⇐⇒ s = S
C
≤ sn.
Theorem 3 Upper boundedness of {sn}
If, in case of explosive problems, one has:
1. ||Y (t)||∞ monotonously increases with t and ∀i, ∀t, Yi(t) > 0,
2. ∃i0 ∈ {1, 2, · · · ,K},


∀i, ∀t, Yi(t) ≤ Yi0(t),
limt→∞ Yi0(t) =∞,
limt→∞ Fi0 (Y (t)) =∞,
Fi0 (Y (t)) and Y
−1
i0
Fi0 (Y (t)) are positive and increasing,
3. For a given c0 > 0, the sequence {βn} is selected such as:
∀n ≥ 1, βn = c0Yn−1,i0
Fi0 (Yn−1)
=
c0∥∥D−1n F (Yn−1)∥∥∞ , (2.12)
then, the sequence {sn} of rescaled times, resulting from the EOS condition (2.7), is uni-
formly upper bounded (independently of n):
∀n ≥ 1, ∃s¯ > 0, sn ≤ s¯. (2.13)
Proof.
For any EOS condition generating a coarse grid {Tn} starting at T0 = 0, the explosive
behavior of the solution:
lim
t→∞ ‖Y (t)‖∞ =∞,
together with assumption 1 of the theorem, yields:
0 < ||Y0||∞ ≤ ||Y1||∞ ≤ ||Y2||∞ ≤ · · · ≤ ||Yn||∞ ≤ · · · (2.14)
Besides, since Zn(s) = D
−1
n Y (t)−1, it follows from the same assumption 1 of the theorem,
that Zn,i(s) > 0 (∀i), lims→∞ ‖Zn(s)‖∞ =∞ and ||Zn(s)||∞ monotonously increases with s.
Combined with assumption 2 of the theorem, those results make:
Gi0 [Zn(s)] = βnY
−1
n−1,i0Fi0 (Dn (1+ Zn(s)))
monotonously increasing with s. It follows: ∀n, ∀s > 0 Gn,i0 [Zn(s)] ≥ Gn,i0 [Zn(0)], i.e.:
∀n, ∀s > 0 Gn,i0 [Zn(s)] ≥ βnY −1n−1,i0Fi0 (Yn−1) .
The choice (2.12) for {βn} yields then, for a given c0 > 0:
∀n ≥ 1, ∀s > 0 Gn,i0 [Zn(s)] ≥ c0 > 0, (2.15)
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Besides, and because
dZn,i0
ds = Gn,i0 [Zn(s)], one deduces:
∀n, ∀s > 0 Zn,i0(s) =
∫ s
0
Gn,i0 [Zn(σ)] dσ ≥ c0s.
Applying this to s = sn, where ∀n, Zn,i0(sn) = S (since the EOS condition is reached at
the component i0, ∀n, due to assumption 2 of the theorem), one concludes:
∀n, sn ≤ S
c0
= s¯.
The following is a corollary to both proposition 1 and theorem 3.
Corollary 2 If, under the assumptions of theorem 3, one has:
∃c0 > 0, ∀n, c0∥∥D−1n F (Yn−1)∥∥∞ ≤
1
max {Cn,1, Cn,2} , (2.16)
where Cn,1 and Cn,2 are given in formulae (1.38) and (1.39) of theorem 2 in Chapter 1,
then the choice (2.12) for {βn}, together with the EOS condition (2.7), result, for a given
S, in rescaled problems:
(S′n)


dZn
ds = Gn(Zn), 0 < s ≤ sn,
Zn(0) = 0,
‖Zn(s)‖∞ < S, ∀s < sn and ‖Zn(sn)‖∞ = S,
that are uniformly similar, according to definition 6 in Chapter 1.
The existence of such c0 is proved in theorem 5 of Chapter 3, in the particular case of a
linear problem.
Proof.
• If there exists c0 satisfying (2.16), then the choice (2.12) for {βn} yields:
∀n ≥ 1, βn = c0∥∥D−1n F (Yn−1)∥∥∞ ≤
1
max {Cn,1, Cn,2} .
This makes the proof of theorem 2 of Chapter 1 keep holding, yielding the uniform
similarity of the initial value problems (IV Pn)
{
dZn
ds = Gn(Zn),
Zn(0) = 0.
• Together with the EOS condition (2.7), this uniform similarity of (IV Pn) implies
the lower uniform boundedness of {sn} (by proposition 1).
• The upper uniform boundedness of {sn} is directly deduced from theorem 3.
Hence, the uniform similarity of the rescaled problems (S′n), according to definition 6 in
Chapter 1.
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2.2 Case of Oscillatory solutions
When the behavior of the solution is oscillatory, over a long period of time, in the sense
that there exists a two-dimensional plane P in RK in which the projection of the solution
rotates about a fixed center ω, a slice is ended when the solution completes a full, or almost
full, rotation in that plane. Let P be the i1i2-plane and assume, without loss of generality,
that this rotation occurs about the origin ω.
2.2.1 General Choice
1. Definition of a Rotation Angle θn [Y (t)]:
Let M(t) = (Yi1(t), Yi2(t)) be the projection of the solution Y (t) on the plane P , at
each instant t. The projection of the starting value Yn−1 is then a starting point:
Mn−1 = (Yi1(Tn−1), Yi2(Tn−1)) = (Yn−1,i1 , Yn−1,i2).
While rotating about ω, the point M(t) defines, in the plane P, a monotonously
increasing rotation angle:
θn [Y (t)] =
∣∣( ~ωMn−1, ~ωM(t))∣∣. (2.17)
Figure 2.2: Oscillating Problem: Rotation Angle
2. Evaluation of θn [Y (t)]:
A function ψn, intended to apply on Y (t) through its i1, i2-components for getting
cos (θn [Y (t)]), is defined in terms of the dot product and the euclidean norm in R
2
as:
ψn [Y (t)] = cos
(
~ωMn−1, ~ωM(t)
)
=
~ωMn−1 · ~ωM(t)∥∥∥ ~ωMn−1∥∥∥
2
∥∥∥ ~ωM(t)∥∥∥
2
, (2.18)
or more explicitly:
ψn [Y (t)] =
Yn−1,i1Yi1(t) + Yn−1,i2Yi2(t)√
Y 2n−1,i1 + Y
2
n−1,i2
√
Y 2i1(t) + Y
2
i2
(t)
.
Since the function “cos−1” gives values ranging in [0, π], then a way for defining a
continuously increasing rotation angle θn [Y (t)] in the present case where the pro-
jection of the solution keeps rotating about the origin ω, is done using the following
procedure on successive intervals of range π.
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Definition 7 : Procedure for getting θn [Y(t)] =
∣∣∣( ˜ωMn−1, ˜ωM(t))∣∣∣
(a) At t = Tn−1: θn [Y (t)] = 0.
(b) When Tn−1 < t < Tn− 1
2
, θn [Y (t)] increases from 0 to π and is given by:
θn [Y (t)] = cos
−1 (ψn [Y (t)]) . (2.19)
(c) At t = Tn− 1
2
: θn [Y (t)] = π.
(d) When Tn− 1
2
< t < Tn, θn [Y (t)] increases from π to 2π and is given by:
θn [Y (t)] = 2π − cos−1 (ψn [Y (t)]) . (2.20)
(e) If needed, the process can be continued beyond Tn by repeating the previous steps
and adding 2π to the obtained values (and then, 4π, · · · ).
3. Functions governing the EOS condition:
The functions {En} governing the EOS condition of oscillatory problems are defined,
for all n and in terms of the starting values {Yn−1}, as:
∀Y (t) ∈ Rk, En [Y (t)] = θn [Y (t)]− 2π, (2.21)
where θn(W ) is evaluated, using the procedure given in definition 7.
The nth slice is then ended when the solution completes a full rotation in the pro-
jection plane, i.e. as soon as the solution satisfies:
at t = Tn, En [Y (Tn)] = 0, ⇐⇒ θn [Y (Tn)] = 2π,
with θn [Y (t)] < 2π, if Tn−1 ≤ t < Tn. (2.22)
The direct effect of this EOS condition is to make the polar angle ϕn, at the end of
every slice, equal to the initial polar angle ϕ0 corresponding to the initial value Y0,
yielding functions {ψn} that depend all on the same initial value Y0 of the solution,
instead of the different starting values {Yn−1}:
ψn [Y (t)] =
~ωMn−1∥∥∥ ~ωMn−1∥∥∥
2
·
~ωM(t)∥∥∥ ~ωM(t)∥∥∥
2
=
~ωM0∥∥∥ ~ωM0∥∥∥
2
·
~ωM(t)∥∥∥ ~ωM(t)∥∥∥
2
= ψ [Y (t)] . (2.23)
The function {ψn(.)}, and therefore the functions {θn(.)} and {En(.)}, are indepen-
dent of the starting value Yn−1.
We let: ∀n, ψn(.) = ψ(.), θn(.) = θ(.) and En(.) = E(.).
The expression of {En}, given in (2.21), simplify then to:
∀Y (t) ∈ Rk, E [Y (t)] = θ [Y (t)]− 2π. (2.24)
and the EOS condition (2.22) simplifies also to:
at t = Tn, E [Y (Tn)] = 0, ⇐⇒ θ [Y (Tn)] = 2π,
with θ [Y (t)] < 2π, if Tn−1 < t < Tn.
(2.25)
Note that, because of the oscillatory behavior of the solution Y (.), this EOS condition
is guaranteed to be reached.
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Figure 2.3: EOS Condition: Oscillating Problem
Particular periodic case:
In the case of a scalar second order problem, translating after lowering the order to
a 2-dimensional system, a particular example would be the trivial periodic case that
results on all slices in a common size ∆T and equal starting values {yn} and {y′n}.
Figure 2.4: EOS Condition: Scalar Second Order Periodic Problem
4. Rescaled EOS condition:
If the nonzeroness condition (1.11) is satisfied, then the functions {Hn}, governing
the rescaled EOS condition, have the invariance property according to definition 1,
as proved below.
Under the nonzeroness condition (1.11) and after the change of variables (1.12), the
expression (2.23) of ψ [Y (t)] translates to:
ψ [Dn (1+ Zn(s))] =
Y0,i1Yn−1,i1(1+Zn,i1 (s))+Y0,i2Yn−1,i2(1+Zn,i2 (s))√
Y 20,i1
+Y 20,i2
√
Y 2n−1,i1(1+Zn,i1 (s))
2
+Y 2n−1,i2(1+Zn,i2 (s))
2
=
Yn−1,i1
[
Y0,i1(1+Zn,i1 (s))+Y0,i2
Yn−1,i2
Yn−1,i1
(1+Zn,i2 (s))
]
|Yn−1,i1 |
√
Y 20,i1
+Y 20,i2
√
(1+Zn,i1 (s))
2
+
Y 2
n−1,i2
Y 2
n−1,i1
(1+Zn,i2 (s))
2
.
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But
Yn−1,i1
|Yn−1,i1 | =
Y0,i1
|Y0,i1 | , since all of the starting points {Mn}n≥0 lie in the same quad-
rant.
Besides, the ratios
{
Yn,i2
Yn,i1
}
are the expression of the tangent of the polar angles {ϕn}
at the starting points {Mn} that are all equal to the initial polar angle ϕ0, making
for all n,
Yn,i2
Yn,i1
= tanϕ0.
Hence, the function ψ(.) translates, after rescaling and on all slices, to a function
ψ˜(.) that is independent of the starting values {Yn−1}:
ψ˜ [Zn(s)] = ψ [Dn (1+ Zn(s))]
=
Y0,i1
|Y0,i1 |
Y0,i1(1+Zn,i1 (s))+Y0,i2 tanϕ0(1+Zn,i2 (s))√
Y 20,i1
+Y 20,i2
√
(1+Zn,i1 (s))
2
+(tanϕ0)
2(1+Zn,i2 (s))
2
.
This results in functions θ(.) and E(.) translating also, after rescaling and on all
slices, to functions θ˜(.) and H(.) that are independent of n:
θ˜ [Zn(s)] = θ [Dn (1+ Zn(s))]
H [Zn(s)] = E [Dn (1+ Zn(s))]
(2.26)
Hence, a unique function H : Rk → R governs the rescaled EOS condition and is
defined, independently of n, by:
∀Zn(s) ∈ Rk, H [Zn(s)] = θ˜ [Zn(s)]− 2π. (2.27)
Therefore, the nth slice is ended as soon as the rescaled solution Z(.) satisfies:
at s = sn, H [Zn(sn)] = 0 ⇐⇒ θ˜ [Zn(sn)] = 2π,
with θ˜ [Zn(s)] < 2π, if 0 < s < sn.
(2.28)
Remark 3 • If, for some reason, the nth time-slice is to be extended beyond Tn, the
oscillatory behavior of the solution makes then: |θ [Y (t)]| > 2π, ∀t > Tn.
This translates, after rescaling, to: ∀s > sn, θ˜ [Zn(s)] > 2π.
• In case of oscillatory problems in which the slices are ended when reaching the EOS
condition (2.28), the assumption of boundedness of ‖Zn(s)‖∞ that is required by
theorem 1 is not explicitly proved, but has been verified numerically.
• However, the additional assumption of the existence of a bijection, required in corol-
lary 1 of theorem 1 is automatically satisfied when the time-slicing is done using EOS
conditions (2.28), since it implies:
at s = sn, θ˜ [Zn(sn)] = 2π,
if 0 < s < sn, θ˜ [Zn(s)] < 2π,
∀s > sn, θ˜ [Zn(s)] > 2π.
making the function H [Zn(.)] define a bijection from [0,∞) toward [−2π,∞).
2.2.2 Alternative Choices
• When the EOS condition governed by the functions (2.21) is applied to oscillatory
problems, a slice is ended whenever the trajectory of M(t), in the i1i2-plane, hits
the half-line that makes an angle equal to ϕ0 with the i1-axis.
A variant would be to end a slice whenever the trajectory of M(t) hits the graph C,
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lying in the quadrant containing the initial point M0, of any continuous function Φ
defined on all the semi-interval of R corresponding to this quadrant.
This is done in chapter 5, through an application to a membrane problem, and
has the advantage of yielding (for a critical choice of {βn}) an invariance property
for a specific combination of the problem parameters.
• In some cases where the solution is known to pass regularly across the projection
plane P (at every rotation), one could choose to end each nth slice [Tn−1, Tn] when-
ever the solution crosses the plane P , after completing a whole rotation.
This EOS condition has been chosen in chapter 7, for solving a satellite orbit, in
a non-Keplerian motion, that is known to be an osculating ellipse passing regularly
across the Keplerian plane corresponding to the initial conditions. It has resulted in
a stronger ratio property.
• In case the oscillatory problem has an explosive behavior and the only goal is to kill
the stiffness of the problem, one could choose to use the EOS conditions described
in section 1 of this chapter, for explosive problems.
This has been done in [51] for solving a membrane problem, of which the solu-
tion explodes in an oscillatory way and in finite time, and have yielded (for a critical
choice of {βn}) a property of uniform similarity and accurate approximations for
both the finite time of existence and the values of the solution.
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2.3 Extension to Other Cases
2.3.1 Extinctive Problems
We consider, in this section, extinctive problems, satisfying:
lim
t→∞ ‖Y (t)‖∞ = 0,
of which the solution is known to keep, for t > T0, a constant sign (for all of its compo-
nents). Note first that, under this assumption and for t > T0, the nonzeroness condition
(1.11) is automatically satisfied.
The proposed EOS condition aim at limiting the decay of the ‖Y (t)‖∞.
• Case 1: ∀i, ∀t ≥ 0, Yi(t) has a constant sign
A possible choice of the functions {En}, governing the EOS condition, would be
similar to that of the explosive case, defined in (2.6), by:
En(W ) =
∥∥D−1n (W − Yn−1)∥∥∞ − S,
but by letting:
0 < S < 1. (2.29)
The EOS condition (1.2) acts then on the absolute value of the relative variation of
each component of Y (t) relatively to the same component of Yn−1 and prevents it
from exceeding a cut-off value S.
For a given S ∈ (0, 1), the nth slice is ended as soon as the solution satisfies:
at t = Tn, En [Y (Tn)] = 0 ⇐⇒
∥∥D−1n (Y (Tn)− Yn−1)∥∥∞ = S,
with
∥∥D−1n (Y (t)− Yn−1)∥∥∞ < S, if Tn−1 < t < Tn. (2.30)
For all S ∈ (0, 1) and because of the continuity of the solution Y (.) and its extinctive
behavior, one has En [Y (t)] =
∥∥D−1n (Y (t)− Yn−1)∥∥∞−S continuously varying from
En [Y (Tn−1)] = −S < 0 to limt→∞En [Y (t)] = 1− S > 0.
This makes the set ∆n = {t > Tn−1 |En [Y (t)] = 0} not empty and therefore, the
EOS condition (2.30) is guaranteed to be reached at Tn = min{∆n}.
Particular Scalar Case:
A particular case would be the scalar case, yielding: ∀n,
∣∣∣Yn−Yn−1Yn−1
∣∣∣ = S, that trans-
lates, in case the solution Y (t) has a constant sign and |Y (t)| is decreasing, to:
∀n, 1− Yn
Yn−1
= S ⇐⇒ ∀n, Yn
Yn−1
= 1− S = constant,
making {Yn} a geometric sequence, with constant ratio equal to 0 < (1− S) < 1.
CHAPTER 2. SELECTION OF AN EOS CONDITION 73
Figure 2.5: EOS Condition: Scalar Extinctive Positive Decreasing Problem
Rescaled EOS condition:
Rescaling {En} yields functions {Hn} having the invariance property (∀n,Hn = H),
defined, in the same way as for the explosive problems, by (2.8):
∀W ∈ RK , H(W ) = ‖W‖∞ − S.
For a given cutoff value S ∈ (0, 1), the nth slice is then ended as soon as the rescaled
solution Z(.) satisfies:
at s = sn, H [Zn(sn)] = 0 ⇐⇒ ‖Zn(sn)‖∞ = S,
with ‖Zn(s)‖∞ < S, if 0 < s < sn.
(2.31)
Remark 4 If, moreover, ||Y (.)||∞ monotonously decreases with t, one has:
∀t > Tn,
∥∥D−1n (Y (t)− Yn−1)∥∥∞ − S > 0 and therefore, ∀s > sn, ‖Zn(s)‖∞ > S.
• Case 2: ∃T0 > 0, ∀i, ∀t > T0, Yi(t) has a constant sign
In this case, the problem should first be solved on a preliminary time-slice that
reaches an arbitrary time T1 > T0.
From that point, the assumptions of case 1 are valid. The EOS condition (2.30) can
then be used with any S ∈ (0, 1) for generating the next slices, as done in case 1.
2.3.2 Problems with an attraction point l
We consider, in this section, problems with an attraction point at infinity, satisfying:
lim
t→∞Y (t) = l 6= 0 ∈ R
K .
• Case 1: limt→∞ Y (t) = l is known
In this case, problem (S) is equivalent, through a simple preliminary change of
variables X = Y − l, to the extinctive initial value problem in which one seeks the
solution X : [0,∞)→ RK , such that:{
dX
dt = F (X + l), t > 0 (2.32.1)
X(0) = Y0 − l. (2.32.2) (2.32)
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If X(t) = (Y (t)− l) is known to keep, for t > T0, a constant sign (for all of its
components), then the same EOS condition than that of extinctive problems, given
in the previous section, can be used and applied on the variable X.
• Case 2: limt→∞ Y (t) = l is unknown
One should first note that:
lim
t→∞Y (t) = l ⇐⇒ limt→∞
dY
dt
= 0 ⇐⇒ lim
t→∞F (Y ) = 0.
If the solution is such that F (Y ) is known to keep, for t > T0, a constant sign (for
all of its components), then the nonzeroness of F (Y ):
∀i ∈ {1, 2, · · · ,K}, Fi(Y ) 6= 0,
is automatically satisfied and an EOS condition could aim at limiting the decay of
‖F (Y )‖∞.
In a first step, the problem should be solved on a preliminary time-slice that reaches
an arbitrary time T1 > T0.
From that point, a possible choice of the functions {En}, governing the EOS con-
dition, acts here on F (Y ) and is obtained by defining En, for all n, in terms of the
starting value Yn−1, as follows:
∀W ∈ RK , En(W ) =
∥∥D−1Fn [F (W )− F (Yn−1)]∥∥∞ − S, (2.33)
with:
0 < S < 1, (2.34)
DFn being the diagonal matrix associated with the vector F (Yn−1), which is invert-
ible since ∀i, Fi(Y ) 6= 0. For a given S ∈ (0, 1), the nth slice is then ended as soon
as the solution satisfies:
at t = Tn, En [Y (Tn)] = 0 ⇐⇒
∥∥D−1Fn [F (Y (Tn))− F (Yn−1)]∥∥∞ = S
with
∥∥D−1Fn [F (Y (t))− F (Yn−1)]∥∥∞ < S, if Tn−1 < t < Tn. (2.35)
For all S ∈ (0, 1) and because of the continuity of the solution Y (.) and the extinctive
behavior of its derivative at infinity, one has:
En [Y (t)] =
∥∥D−1Fn [F (Y (t))− F (Yn−1)]∥∥∞ − S,
that continuously vary from En [Y (Tn−1)] = −S < 0 to limt→∞En [Y (t)] = (1−S) >
0.
This makes the set ∆n = {t > Tn−1 |En [Y (t)] = 0} not empty and therefore, the
EOS condition (2.35) guaranteed to be reached at Tn = min{∆n}.
Rescaled EOS condition:
Applied to Y (t) (t > Tn−1), the function En defined in (2.33) is rescaled as:
En [Yn−1 +DnZn(s)] =
∥∥D−1Fn [F (Yn−1 +DnZn(s))− F (Yn−1)]∥∥∞ − S.
This yields a family {Hn} of functions, governing the rescaled EOS condition, given
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by:
∀W ∈ RK , Hn(W ) =
∥∥D−1Fn [F (Yn−1 +DnW )− F (Yn−1)]∥∥∞ − S. (2.36)
Clearly, the functions {Hn} are parametrized by the corresponding starting values
{Yn−1} of each slice. Therefore, they are not invariant according to definition 1.
For a given cutoff value S > 0, the nth slice is ended as soon as the rescaled solution
Z(.) satisfies:
at s = sn, Hn [Zn(sn)] = 0 ⇐⇒∥∥D−1Fn [F (Yn−1 +DnZn(sn))− F (Yn−1)]∥∥∞ = S,
with
∥∥D−1Fn [F (Yn−1 +DnZn(s))− F (Yn−1)]∥∥∞ < S, if 0 < s < sn.
(2.37)
• Another way for ending the time slices
When the solution of (S) is known to have an attraction point l (that could be zero),
a different EOS condition can be used, as partially done in [53].
Unlike all previous choices, this EOS condition is not governed by a family of func-
tions: it rather consists in the choice of a constant number n0 of rescaled time-steps
on which the rescaled solution should be advanced on every time-slice.
However, the resulting coarse grid is not necessarily regular.
The size sn of each rescaled time-slice is constant:
∀n, sn = s0 = n0τ0,
where τ0 is the constant size of each rescaled time-step. But the size of each time-slice
of the coarse grid is modulated by the time-rescaling factor βn:
∀n, Tn − Tn−1 = βns0.
The choice βn = 1 (∀n) is the only one yielding a regular coarse grid.
The Initial Value Problem (S) is equivalent here to a sequence of rescaled Initial
Value Problems in which one seeks for the rescaled function Zn : [0, s0] → RK , on
each nth slice corresponding to [Tn−1, Tn], such that:{
dZn
ds = Gn(Zn), 0 < s ≤ s0, (2.38.1)
Zn(0) = 0, (2.38.2)
(2.38)
where
Gn(Zn) = βnD
−1
n F
(
Yn−1 +DnZn
)
.
Note that since limt→∞ Y (t) = l ∈ RK , one deduces: limn→∞ Yn = l and limn→∞Dn =
Dl, where Dl is the diagonal matrix associated with l ∈ RK .
Together with the end-of-slice relation Yn = Yn−1 +DnZn(sn), this implies:
lim
n→∞Zn(sn) = 0. (2.39)

Chapter 3
Case of an Algebraic Function
For solving the initial value problem (S) : dYdt = F (Y ), Y (0) = Y0, we have defined,
in Chapter 1, an equivalent sequence of initial value shooting problems, on the basis of
an End-Of-Slice condition that should be reached, and under the assumption of existence
of such EOS condition. In Chapter 2, we have proved the existence of EOS conditions
guarantying the generation of a coarse grid and chosen appropriately, depending on the
behavior of the solution (explosive, oscillatory,...).
In this Chapter, we consider a study case where the components of F (.) have the algebraic
form:
(F (Y ))i =
∑
j
aij(Yi)
kij (Yj)
lij , (3.1)
such that aij ∈ R and the coefficients kij and lij are nonnegative integers assumed to
satisfy:
∀i, ∀j, kij ≥ 1, lij ≥ 1, (3.2)
in order to have F satisfying Lipschitz properties.
In section 1, we prove the existence of an EOS condition generating, in a unique way,
an increasing sequence {Tn}n≥0 satisfying (1.1): ∪n≥1[Tn−1, Tn] = [0, T ]T≤∞. Then, we
show how, from such existence analysis, could derive a related sequence {T ′n} and a re-
lated EOS condition making problem (S) equivalent to an infinite sequence of initial value
shooting problems (Sn). It should be noticed that this is done, regardless of the behavior
of the solution.
In section 2, we explain, on this study case, how a “critical” choice for the time-rescaling
parameters {βn} can be done in a way to yield a uniform similarity.
On de´montre, dans ce cas et pour une suite positive {ρn} donne´e, qu’il existe une suite
{(Tn, Yn)}n=1,2,... ⊂ (0,∞)×RK , ou` Yn = Y (Tn), de´duite de (T0 = 0, Y0) et {ρn}, telle que
{Tn} est croissante et le proble`me (S) a une solution unique Y : [0, Tm] → RK ve´rifiant :
∀n ∈ 1, 2, · · · ,m, ∀t ∈ [Tn−1, Tn] , ‖Y (t)− Yn−1‖∞ ≤ ρn.
On montre ensuite comment, de cette e´tude d’existence et d’unicite´ de la solution, on
peut de´duire l’existence d’une suite croissante {T ′n} et d’une suite positive {ρ′n}, avec
∀n, ρ′n ≤ ρn et T ′n ≤ Tn, qui rendent la re´solution du proble`me (S) e´quivalente a` celle
d’une suite de proble`mes (Sn) de tirs a` valeur initiale dans lesquels la condition EOS est
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donne´e par la fonction:
En (Y (t)) = ‖Y (t)− Yn−1‖∞ − ρ′n,
et s’e´crit :
a` t = Tn, En [Y (Tn)] = 0 ⇐⇒ ‖Y (Tn)− Yn−1‖∞ = ρ′n,
avec ‖(Y (t)− Yn−1)‖∞ < ρ′n, si Tn−1 < t < Tn.
L’inte´reˆt de cette e´tude est de prouver l’existence d’une condition EOS ge´ne´rant une grille
grossie`re, inde´pendemment du comportement de la solution !
In section 3, we show how the invariance and asymptotic similarity of the rescaled
initial value shooting problems express, in this study case .
Note that the analysis done in the 3 first sections keeps holding, in the same way, when
F (Y ) = F1(Y ) + F2(Y ) + ..., where each of F1, F2, ... is of the form (3.1). However, a
single term is considered in this chapter, for a simplicity purpose.
In section 4, we consider the particular linear case of F , when ∀i, ∀j kij = 0 and lij = 1,
and we prove the resulting uniform and asymptotic similarity of the rescaled problems, for
some choices of {βn} and under some conditions.
3.1 Proof of the Existence of an EOS Condition defining a
Coarse Grid
The procedure is mainly based on a local approach, as that used for proving the existence
and uniqueness of a solution to an initial value problem.
For all ρ > 0 and for all ω ∈ RK , the closed hyperball Bρ(ω) of RK is defined using
the infinity norm:
Bρ[ω] =
{
Y ∈ RK , ‖Y − ω‖∞ ≤ ρ
}
. (3.3)
When F is of the form (3.1), assumption (3.2) allows to define FY (Y ), ∀Y ∈ RK :
(FY (Y ))im =
{ ∑
j aij(Yi)
kij−1(Yj)lij , if m = i
aim(Yi)
kim(Ym)
lim−1, if m 6= i ,
and to prove consequently the following results.
Lemma 1 Given a function F of the form (3.1) satisfying assumption (3.2), and given
any constant ρ > 0 and any vector ω ∈ RK , there exist M,L ∈ R+, depending on (ρ, ω),
such that:
∀X ∈ Bρ[ω],
{ ‖F (X)‖∞ ≤M,
‖FY (X)‖∞ ≤ L.
(3.4)
Proof.
Because of the continuity of F and FY : R
K → RK and that of the norm
‖.‖∞ : RK → R, and because BR(ω) is a compact space of RK , the boundedness theorem
states that there exist positive numbers M and L such that: ∀X ∈ Bρ[ω], ‖F (X)‖∞ ≤M
and ‖FY (X)‖∞ ≤ L. The extreme value theorem guarantees then that the maximum
values are reached. Hence:
M = supX∈Bρ[ω] ‖F (X)‖∞ and L = supX∈Bρ[ω] ‖FY (X)‖∞.
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Theorem 4 Given the Initial Value Problem (S), where F is of the form (3.1) and sat-
isfies assumption (3.2),
and given a sequence {ρn}n=1,2,... of positive numbers,
there exists a sequence {(Tn, Yn)}n=1,2,... ⊂ (0,∞)× RK , with Yn = Y (Tn), obtained from
(T0 = 0, Y0) and {ρn}, satisfying:
1. {Tn} is increasing: 0 < T1 < T2 < · · · < Tn < · · · , with ∆Tn = Tn − Tn−1 depending
on the choice of {ρn},
2. For all m = 1, 2, · · · , problem (S) has a unique solution Y : [0, Tm]→ RK satisfying:
∀n ∈ 1, 2, · · · ,m, ∀t ∈ [Tn−1, Tn] , Y (t) ∈ Bρn [Yn−1], (3.5)
where Bρn [Yn−1] =
{
V ∈ RK , ‖V − Yn−1‖∞ ≤ ρn
}
.
Proof.
The proof uses mathematical induction.
Base step: Existence of a time T1 > 0, satisfying (3.5).
The Volterra integral equation that is equivalent to problem (S) is:
Y (t) = Y0 +
∫ t
0
F (Y (s))ds.
For T1 > 0, consider the set of continuous functions:
C1 =
{
W : [0, T1]→ RK | ∀s ∈ [0, T1], W (s) ∈ Bρ1 [Y0]
}
,
on which one can define the integral operator Π1:
Π1 : W (s) 7−→ X(t) = Π1 (W (t)) = Y0 +
∫ t
0
F (W (s))ds.
Using lemma (1) and given ρ1, there exist constants M1, L1 ∈ R, depending on (ρ1, Y0),
such that for all X ∈ Bρ1 [Y0], one has:{ ‖F (X)‖∞ ≤M1
‖FY (X)‖∞ ≤ L1
.
It follows that ‖X(t)− Y0‖ ≤
∫ t
0 ‖F (W (s))‖ ds ≤ M1t, implying M1t ≤ ρ1 (for Π(W (.))
to be in C1).
Besides, ∀W1,W2 ∈ C1, X1(t)−X2(t) =
∫ t
0 [F (W1(s))− F (W2(s))] ds.
Therefore: ‖X1(t)−X2(t)‖ ≤
∫ t
0 ‖FY (ξ(s))‖ ‖W1(s)−W2(s)‖ ds, where ξ ∈ C1,
implying:
max
0≤s≤t
{‖X1(s)−X2(s)‖} ≤ L1t max
0≤s≤t
{‖W1(s)−W2(s)‖} .
For the integral operator Π to have a unique fixed point, it should be a contracting map
(Banach fixed point theorem), implying L1t < 1. Together with M1t < ρ1, this con-
dition yields a choice T1 = min
{
ρ1
M1
, 1L1+ǫ
}
> 0, where ǫ is an arbitrary small num-
ber, and therefore a first time-slice [0, T1], on which Picard-Lindelo¨f’s theorem guarantees
the existence and uniqueness of a solution Y (.) to problem (S), this solution satisfying:
∀t ∈ [0, T1] , Y (t) ∈ Bρ1 [Y0].
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Inductive step: The existence of a time Tn−1 satisfying (3.5) implies the existence of a
time Tn > Tn−1, satisfying (3.5).
The same argument is repeated on:
Y (t) = Yn−1 +
∫ Tn−1+t
Tn−1
F (Y (s))ds,
after defining, for Tn > Tn−1, and on the set of continuous functions:
Cn =
{
W : [Tn−1, Tn]→ RK | ∀s ∈ [Tn−1, Tn], W (s) ∈ Bρn [Yn−1]
}
,
the integral operator Πn:
Πn : W (s) 7−→ X(t) = Πn(W )(t) = Y0 +
∫ t
0
F (W (s))ds.
Using lemma (1) and given ρn, there exist constantsMn, Ln ∈ R, depending on (ρn, Yn−1),
such that for all X ∈ Bρn [Yn−1], one has:{ ‖F (X)‖∞ ≤Mn
‖FY (X)‖∞ ≤ Ln
.
In the same way, one can obtain a choice of Tn such that Tn − Tn−1 = min
{
ρn
Mn
, 1Ln+ǫ
}
and define an nth time-slice [Tn−1, Tn] on which Picard-Lindelo¨f’s theorem guarantees
the existence and uniqueness of a solution Y (.) to problem (S). This solution satisfies:
∀t ∈ [Tn−1, Tn] , Y (t) ∈ Bρn [Yn−1].
The two steps prove (3.5), for all n.
Corollary 3
Under the assumptions of theorem (4), there exist a sequence {T ′n} and a sequence {ρ′n},
satisfying ∀n, ρ′n ≤ ρn and T ′n ≤ Tn, and making problem (S) equivalent to a sequence
of initial value shooting problems in which one seeks, on each nth slice, a time T ′n and a
solution Y : [T ′n−1, T
′
n]→ Rk satisfying:
(Sn)


dY
dt = F (Y ), Tn−1 < t ≤ Tn (3.6.1)
Y (T ′n−1) = Yn−1, (3.6.2)
En (Y (Tn)) = 0 and ∀t ∈ (Tn−1, Tn), En (Y (t)) 6= 0, (3.6.3)
(3.6)
where En (Y (t)) = ‖Y (t)− Yn−1‖∞ − ρ′n.
Proof.
Let T ′0 = T0 = 0.
The proof is obtained using the following steps, for all n ≥ 1:
• let ρ′n = supt∈[T ′n−1,Tn] ‖Y (t)− Yn−1‖∞,
• find T ′n ∈ (T ′n− 1, Tn], the first time of the interval at which
‖Y (t)− Yn−1‖∞ = ρ′n.
• update Tn by the new starting time T ′n and obtain Tn−1 accordingly.
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3.2 Existence of {βn} Yielding Uniform Similarity
After selection of an EOS condition and rescaling, problem (S) is equivalent to the rescaled
systems (S′n) given in (1.18). When applied to the study case, the functions Gn(Zn) =
βnD
−1
n F
(
Yn−1 +DnZn
)
are component-wise given by:
(Gn(Zn))i = βnα
−1
n,i
∑
j aij (Yn−1,i + αn,iZn,i)
kij (Yn−1,j + αn,jZn,j)lij ,
or equivalently:
(Gn(Zn))i = βnα
−1
n,i
∑
j aij(αn,i)
kij (αn,j)
lij
(
Yn−1,i
αn,i
+ Zn,i
)kij (Yn−1,j
αn,j
+ Zn,j
)lij
.
Using the explicit expression (1.6) for αn, we let for all i,
δn,i =
Yn−1,i
αn,i
=
{
1, if Yn−1,i 6= 0
0, if Yn−1,i = 0
.
It follows:
(Gn(Zn))i = βn
∑
j aij(αn,i)
kij−1(αn,j)lij (δn,i + Zn,i)kij (δn,j + Zn,j)lij ,
or equivalently:
(Gn(Zn))i =
∑
j
γn,ij (δn,i + Zn,i)
kij (δn,j + Zn,j)
lij , (3.7)
where γn,ij = βnaij(αn,i)
kij−1(αn,j)lij .
The Jacobian of Gn can also be derived. Its general form is:
[JGn(Zn)]im =
∂(Gn(Zn))i
∂Zn,m
=
{
γn,im (δn,i + Zn,i)
kim (δn,m + Zn,m)
lim−1 if m 6= i∑
j
{
γn,ij (δn,i + Zn,i)
kij−1 (δn,j + Zn,j)lij
}
if m = i.
(3.8)
βn is selected such that:{ ∀n, ∀i, ∀j, |γn,ij | = βn |aij | |αn,i|kij−1 |αn,j |lij ≤ 1,
∃i0, ∃j0, ∀n |γn,i0j0 | > 0.
The first condition is meant for controlling the problem parameters and the second prevents
Gn from being equal to the trivial 0-function.
This leads to a possible critical sequence {βn} given, for all n, by:
βn =
1
maxi,j
{
|aij | |αn,i|kij−1 |αn,j |lij
} . (3.9)
The resulting parameters γn,ij , satisfying |γn,ij | ≤ 1 with at least one of these coefficients
equal to 1, give rise, on each nth slice, to a critical function Gn.
Proposition 2
If the initial value problem dYdt = F (Y ), Y (0) = Y0, with F having the algebraic form (3.1)
and satisfying (3.2), is rescaled using the critical choice (3.9) for {βn}, then the rescaled
initial value problems:
(IV Pn)
{
dZn
ds = Gn(Zn),
Zn(0) = 0,
CHAPTER 3. CASE OF AN ALGEBRAIC FUNCTION 82
are uniformly similar.
Proof.
From the critical choice (3.9), It follows directly from (3.7), (3.8) and (3.9) that if ||Zn(s)||∞ ≤
S (∀s), then:
sup||Zn||∞≤S {‖Gn(Zn)‖∞} ≤ maxi
∑
j (1 + S)
kij (1 + S)lij = C and
sup||Zn||∞≤S {‖JGn(Zn)‖∞} ≤ maxi
{∑
j
[
(1 + S)kij−1 (1 + S)lij
]
+
∑
m6=i
[
(1 + S)kim(1 + S)lim−1
]}
= C ′,
where C and C ′ are independent from n.
3.3 Occurrence of Invariance and Asymptotic Similarity
Proposition 3 : Invariance
If the functions {Hn} governing the rescaled EOS condition are invariant,
if also ∀n, ∀i, δn,i = δ1,i, i.e. the ith component of Yn is either zero or nonzero, indepen-
dently of n,
and if ∀n, ∀i, ∀j, γn,ij = γ1,ij, i.e. all the coefficients γn,ij are independent of n, then
the rescaled systems:
(S′n)


dZn
ds = Gn(Zn), 0 < s ≤ sn,
Zn(0) = 0,
H [Zn(s)] 6= 0, ∀s < sn and Hn [Zn(sn)] = 0,
are invariant.
Proof.
From the particular form (3.1) of F follows the explicit expression (3.7) for Gn:
(Gn(Zn))i =
∑
j
γn,ij (δn,i + Zn,i)
kij (δn,j + Zn,j)
lij ,
If ∀n, ∀i, ∀j, γn,ij = γ1,ij , and since ∀n, ∀i, δn,i = δ1,i, then:
∀n, ∀W ∈ RK ∀i, (Gn(W ))i = (G1(W ))i ,
yielding ∀n, Gn(.) = G1(.). Hence the invariance of the rescaled systems.
Proposition 4 : Asymptotic similarity
If the functions {Hn} governing the rescaled EOS condition are invariant,
if also the rescaled initial value problems (S′n) associated with the initial value problem
(S), with F having the algebraic form (3.1) and satisfying (3.2), are such that there exists
S > 0 satisfying:
∀n, ∀s ∈ [0, sn], Zn(s) ∈ BS =
{
W ∈ RK , ‖W‖∞ ≤ S
}
,
and if ∀i, ∀j, limn→∞ (γn,ij) = γL,ij, i.e. all the sequences of coefficients {γn,ij} are
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convergent,
then the rescaled systems (S′n) are asymptotically similar to the limit system defined by the
function GL obtained by substituting, in the expression of Gn, the coefficients {γL,ij} for
{γn,ij}.
Proof.
If ∀i, ∀j, limn→∞ (γn,ij) = γL,ij , then:
∀ǫ, ∀i, ∀j, ∃η(i, j, ǫ), ∀n ≥ η, |γn,ij − γL,ij | < ǫ.
By letting n0(ǫ) = maxi,j η(i, j, ǫ), it follows:
∀ǫ, ∃n0(ǫ), ∀n ≥ n0, ∀i, ∀j, |γn,ij − γL,ij | < ǫ.
By defining, component-wise and for all W ∈ RK , GL(W ) by:
(GL(W ))i =
∑
j γL,ij (δn,i +Wi)
kij (δn,j +Wj)
lij , one gets:
∀W, ∀i, [Gn(W )−GL(W )]i =
∑
j (γn,ij − γL,ij) (δn,i +Wi)kij (δn,j +Wj)lij .
It follows: ∀ǫ, ∃n0(ǫ), ∀n ≥ n0, ∀W ∈ BS , ‖Gn(W )−GL(W )‖∞ < ǫ′,
where ǫ′ =
{
maxi
∑
j
[
ǫ(1 + S)kij+lij
]}
.
Hence, the uniform convergence of Gn(.) toward GL(.) and the asymptotic similarity of
the rescaled models to the limit system defined by GL.
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3.4 Linear Case
Consider the first order initial value problem in which one seeks Y : [0, T ] → Rk, such
that:
(S)
{
dY
dt = AY, t > 0, (3.10.1)
Y (0) = Y0 > 0. (3.10.2)
(3.10)
where A is a constant matrix in RK×K .
Note that this linear form of F (Y ) is a particular case of the algebraic form (ref) studied
in this chapter, with ∀i, ∀j kij = 0 and lij = 1.
Note that, in this linear case, F does not satisfy the condition (3.2).
3.4.1 Analytic Solution
The analytic solution of this problem is known to be: Y (t) = eAtY0, the matrix exponential
being defined, for all K ×K matrix X, by eX = exp(X) =∑∞j=0 1j!Xj .
Proposition 5 Assume that the eigenvalue λ of A having the largest real part is unique
(therefore, this eigenvalue is real since A ∈ RK×K) and let u be a normalized eigenvector
corresponding to λ.
Then, for all x0 ∈ RK satisfying u∗Ax0 6= 0:
lim
t→∞
etAx0
‖etAx0‖2
= ±u (3.11)
Proof:
Consider a Schur decomposition of A:
A = QTQ∗.
Q is a unitary matrix (so that its inverse Q−1 is also conjugate transpose Q∗ of Q), and
its columns are orthonormal eigenvectors of A:
Q = [u1, u2, · · · , uk] with u1 = u.
T is an upper triangular matrix (Schur form of A). Since T is similar to A, it has the
same multiset {λ1, λ2, · · · , λk} of eigenvalues, with λ1 = λ, and since it is triangular, those
eigenvalues are the diagonal entries of T .
The analytic solution of problem (3.10) can then be expressed as:
Y (t) = etAY0 = Qe
tTQ∗Y0, (3.12)
where the diagonal entries of the upper triangular matrix etT are {etλ1 , etλ2 , · · · , etλk},
with etλ1 = etλ.
A block decomposition of the upper triangular matrix T , emphasizing on the eigenvalue
λ, would be:
T =
(
λ r∗
0 S
)
(3.13)
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It follows that:
etA = QetTQ∗ = Q
(
etλ s∗t
0 etS
)
Q∗,
where s∗t is the solution of the Sylvester equation derived from the identity
TetT = etTT (having the same invariant subspaces, T and etT commute) that yields:
λs∗t + r∗etS = etλr∗ + s∗tS, or equivalently:
s∗t (λI − S) = etλr∗ − r∗etS . (3.14)
Let Λ(S) be the spectrum of S. From the assumptions of the proposition, one has:
∀µ ∈ Λ(S), λ > Re(µ), with λ /∈ Λ(S); it follows that (λI − S) is invertible and the
Sylvester equation (3.14) has a unique solution s∗t .
Let xt = e
tAx0 and yt = e
−tλetAx0 = et(A−λI)x0.
As t→∞, the limit of xt can be deduced from that of yt,as shown below.
One has: yt = Q
(
1 e−λts∗t
0 et(S−λI)
)
Q∗x0 with all eigenvalues of (S − λI) having nega-
tive real parts. It follows that limt→∞ et(S−λI) = 0.
Let now: wt = e
−λtst.
This vector is a solution for the following equation, deduced from (3.14):
λw∗t − w∗tS = r∗ − r∗et(S−λI). (3.15)
Since limt→∞ et(S−λI) = 0, equation (3.15) reduces, as t → ∞, to the following limit
equation:
λw∗ − w∗S = r∗ ⇐⇒ λw − S∗w = r,
proving that:
lim
t→∞wt = w with w = (λI − S
∗)−1 r, (3.16)
and yielding:
lim
t→∞ yt = Q
(
1 w∗
0 0
)
Q∗x0 = Q


µ
0
...
0


where µ =
(
1 w∗
)
Q∗x0 is the limit, when t→∞, of µt = u∗t et(A−λI)x0.
General case: µ 6= 0
Having in this case limt→∞ yt = µu, and since xt‖xt‖2 =
yt
‖yt‖2 , it follows that:
lim
t→∞
xt
‖xt‖2
=
µ
|µ|u = ±u.
Particular case: µ = 0
This happens in two ways:
(i) µt is the zero-function, implying u
∗
1Ax0 = 0, contradicting the assumptions.
(ii) µt = 0 for a finite number of values ti (including tj =∞), implying:
∃tm, ∀t > tm, µt 6= 0.
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It follows that u and −u are the two only possible accumulation points of the sequence
{ xt‖xt‖2 }.
Corollary 4 If the eigenvalue λ of A having the largest real part is unique, with u an
eigenvector corresponding to λ, and if the initial condition satisfies u∗AY0 6= 0, then the
solution Y of the initial value problem (3.10) satisfies:
lim
t→∞
Y (t)
‖Y (t)‖2
= ±u (3.17)
Proof:
Since the exact solution of problem (3.10) is Y (t) = eAtY0, it follows directly from propo-
sition 5 that limt→∞ e
tAY0
‖etAY0‖2 = ±u⇐⇒ limt→∞
Y (t)
‖Y (t)‖2 = ±u.
3.4.2 Behavior of the Solution and Choice of an EOS Condition
The global behavior of any solution of the linear problem dY/dt = AY depends on the
spectrum of A, as described in [52].
The EOS condition is then chosen, according the behavior of the solution:
1. In the case where some eigenvalues of A have positive real parts, and that having the
largest real part is real, with multiplicity 1, then the global behavior of the solution
is explosive, in the direction of the eigenvector corresponding to this eigenvalue. The
EOS condition is then chosen similarly to that given in Chapter 2, for explosive
problems.
2. In the case where some eigenvalues of A have positive real parts, and those having
the largest real part are two complex conjugate eigenvalues, with multiplicity 1, then
the global behavior of the solution is explosive, in an oscillatory way in the subspace
spanned by the corresponding eigenvectors. The EOS condition can then be chosen
either similarly to that given in section 2.2, for explosive problems or similarly to
that given in section 2.1, for oscillatory problems.
3. In the case where all eigenvalues of A have negative real parts, then the global
behavior of the solution is extinctive. The EOS condition is chosen similarly to that
given in Chapter 2, for extinctive problems.
4. In the case where all eigenvalues of A have non positive real parts, and if the eigen-
values of which the real part is zero have an algebraic multiplicity equal to 1, then the
solution is bounded. The EOS condition is chosen similarly to that given in Chapter
2, for bounded problems.
5. In the case where all eigenvalues of A are imaginary numbers, then the global be-
havior of the solution is periodic. A slice ends after completion of a full period.
3.4.3 Rescaling & Similarity Properties
Rescaling the problem is done by applying the change of variables (1.5):{
t = Tn−1 + βns,
Y (t) = Yn−1 +DnZn(s),
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where Dn is the diagonal matrix associated with the vector αn ∈ RK that is defined in
(1.6), in terms of the initial value of the solution Yn−1 as follows:
αn,i =
{
Yn−1,i if Yn−1,i 6= 0
1 if Yn−1,i = 0
Assuming the invariance of the functions {Hn} governing the EOS condition, the Initial
Value Problem (3.10) is equivalent to the following sequence of rescaled Initial Value
Shooting Problems:

dZn
ds = An
(
D−1n Yn−1 + Zn
)
= Gn(Zn), 0 < s < sn, (3.18.1)
Zn(0) = 0, (3.18.2)
H [Zn(s)] 6= 0, ∀s < sn and H [Zn(sn)] = 0, (3.18.3)
(3.18)
where
An = βnD
−1
n ADn (3.19)
is a matrix in RK×K , constant on each nth slice, since βn and Dn depend only on the
starting value Yn−1 at the nth slice.
Proposition 6 : Asymptotic Similarity
Under the assumptions of corollary 4 and the nonzeroness condition (1.11), if the sequence
{βn} is convergent, then the rescaled systems (3.18) are asymptotically similar to the limit
problem: 

dZL
ds = GL(ZL), 0 < s ≤ sL, (1.25.1)
ZL(0) = 0, (1.25.2)
H [ZL(s)] 6= 0, ∀s < sL and H [ZL(sL)] = 0, (1.25.2)
(3.20)
where:
GL(ZL) = λ exp (βLsλ)1,
with 1 being the vector of ones in RK , λ being the real eigenvalue of A having the largest
real part and βL = limn→∞ βn.
Proof:
The exact solution to each of the rescaled problems (3.18) is given by:
D−1n Yn−1 + Zn(s) = eAnsD−1n Yn−1, where An = βnD−1n ADn.
It follows for all n and for all s ∈ (0, sn]:
Zn(s) =
(
eD
−1
n βnADnsD−1n Yn−1 −D−1n Yn−1
)
=
(
D−1n eβnAsDn − I
)
D−1n Yn−1
= D−1n
(
eβnAs − I)DnD−1n Yn−1,
yielding:
Zn(s) = D
−1
n
(
eβneAs − I
)
Yn−1. (3.21)
Let un−1 =
Yn−1
‖Yn−1‖∞ and let Un be the diagonal matrix having un−1 on its main diagonal.
Note that the nonzeroness condition on {Yn} implies the nonzeroness of {un} and makes
Un invertible. Equation (3.21) can then be written as:
Zn(s) = D
−1
n ‖Yn−1‖∞
(
eβnAs − I)un−1, yielding:
Zn(s) = U
−1
n
(
eβnAs − I
)
un−1. (3.22)
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Under the assumptions of corollary 4, the eigenvalue λ of A having the largest real part
is unique. By letting u be an eigenvector of A corresponding to λ and U be the diagonal
matrix having u on its main diagonal, it follows from proposition 5 that:
lim
n→∞un−1 = u, (3.23)
and therefore: limn→∞ Un = U .
It follows, by letting βL be the limit of the convergent sequence {βn} of time-rescaling
factors, that the exact solution Zn(s), given in (3.22) approaches the solution:
ZL(s) = U
−1
(
eβLAs − I
)
u = U−1
(
eβLsλ − 1
)
u =
(
eβLsλ − 1
)
1, (3.24)
of the limit problem (3.20).
Hence the asymptotic similarity of the rescaled systems, according to definition 3.
Proposition 7 : Uniform Similarity of the initial value problems (IV Pn)
The critical choice of βn given, for a given c0 > 0, by:
∀n ≥ 1, βn = c0∥∥D−1n ADn∥∥∞ , (3.25)
results in a sequence {βn} that is uniformly upper bounded and makes the initial value
problems:
(IV Pn)
{
dZn
ds = Gn(Zn),
Zn(0) = 0,
uniformly similar, according to definition 5 of Chapter 1.
Proof:
Let ρ(A) be the spectral radius of the matrix A, and therefore that of D−1n ADn.
Since
∥∥D−1n ADn∥∥ ≥ ρ(D−1n ADn) = ρ(A), it follows directly:
∀n ≥ 1, βn = c0∥∥D−1n ADn∥∥∞ ≤
1
ρ(A)
,
proving the uniform upper boundedness of {βn}.
On the other hand, one has: ∀i, j ∈ {1, 2, · · · ,K}, (D−1n ADn)ij = aij αn,jαn,i .
The critical choice (3.25) for {βn} expresses then explicitly as:
∀n ≥ 1, βn = c0
max1≤i≤K
∑K
j=1
∣∣∣aij αn,jαn,i
∣∣∣ . (3.26)
In this linear case, the ith component of Gn(Zn) = βnD
−1
n ADn
(
D−1n Yn−1 + Zn
)
is:
(Gn(Zn))i = βnα
−1
n,i
∑
j aijαn,j
(
Yn−1,j
αn,j
+ Zn,j
)
, or equivalently:
(Gn(Zn))i =
K∑
j=1
γn,ij (δn,j + Zn,j), (3.27)
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where γn,ij = βnaij
αn,j
αn,i
and δn,j =
Yn−1,j
αn,j
=
{
1, if Yn−1,j 6= 0
0, if Yn−1,j = 0
.
It follows a constant jacobian on each slice:
[JGn(Zn)]im =
∂ (Gn(Zn))i
∂Zn,m
= γn,im. (3.28)
But the choice (3.26) for {βn} results in parameters γn,ij satisfying: ∀n, ∀i, j, |γn,ij | ≤ c0.
It follows then, directly from (3.28), that:
‖JGn(Zn)‖∞ ≤ maxi
K∑
m=1
∣∣∣∣∂ (Gn(Zn))i∂Zn,m
∣∣∣∣ = maxi
K∑
m=1
|γn,im| ≤ Kc0 = C ′,
and it follows from (3.27) that if ||Zn(s)||∞ ≤ S (∀s), then:
sup
||Zn||∞≤S
{‖Gn(Zn)‖∞} ≤ maxi
K∑
j=1
(1 + S) ≤ Kc0(1 + S) = C.
Hence the uniform similarity of the initial value problems (IV Pn).
Corollary 5 Under the assumptions of corollary 4 and the nonzeroness condition (1.11):
∀n,∀i : 1 ≤ i ≤ K, Yn,i 6= 0,
the critical choice (3.25) yields a convergent sequence {βn} and makes the rescaled systems
(3.18) asymptotically similar to the limit problem (3.20).
Proof:
The critical choice (3.25) for βn can be expressed, in case of nonzeroness, as:
∀n ≥ 1, βn = c0
maxi
∑K
j=1
∣∣∣∣aij Yn−1,jYn−1,i
∣∣∣∣
= c0
maxi
∑K
j=1
∣∣∣∣∣∣∣aij
Yn−1,j
‖Yn−1‖∞
Yn−1,i
‖Yn−1‖∞
∣∣∣∣∣∣∣
= c0
maxi
∑K
j=1
∣∣∣∣aij un−1,jun−1,i
∣∣∣∣
.
Since limn→∞ un−1 = ±u, it follows that:
lim
n→∞βn = βL, with βL =
1
maxi,j
{
|aij |
∣∣∣ujui
∣∣∣} . (3.29)
Proposition 6 yields then, directly, the asymptotic similarity of the rescaled systems.
The following theorem is in line with theorem 3 of Chapter 2 and its corollary.
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Theorem 5 : Uniform Similarity of (S′n) - Particular explosive linear case
If:
1. the matrix A is tridiagonal:
A =


d1 u1 0 · · · 0
l2 d2 u2
. . .
...
0 l3 d3
. . . 0
...
. . .
. . .
. . . uK−1
0 · · · 0 lk dk


and satisfies:


∀i ∈ 1, 2, · · · ,K, di > 0,
∀i ∈ 1, 2, · · · ,K − 1, ui < 0,
∀i ∈ 2, 3, · · · ,K, li < 0,
∀i ∈ 1, 2, · · · ,K, di > |li|+ |ui| (letting l1 = 0 and uK = 0)
,
2. ||Y (t)||∞ monotonously increases with t and ∀i, ∀t, Yi(t) > 0,
3. ∃i0 ∈ {1, 2, · · · ,K},


∀i, ∀t, 0 < Yi(t) ≤ Yi0(t),
limt→∞ Yi0(t) =∞,
limt→∞ Fi0 (Y (t)) =∞,
Fi0 (Y (t)) and Y
−1
i0
Fi0 (Y (t)) are positive and increasing,
4. the solution Y (t) satisfies the curvature condition:
∀i ∈ 1, 2, · · · ,K, ∀t > 0, Yi−1(t)− 2Yi(t) + Yi+1 < 0, (3.30)
with ∀t > 0, Y0(t) = YK+1(t) = 0,
5. the EOS condition is that, specific to explosive problems in the nonzeroness case,
given in (2.7) in Chapter 2,
6. the sequence {βn} is selected, according to (3.25): ∀n ≥ 1, βn = c0‖D−1n ADn‖
∞
, with:
c0 =
[di0 − |li0 | − |ui0 |]
3maxi {|li| , di, |ui|} (3.31)
then, the rescaled problems:
(S′n)


dZn
ds = Gn(Zn), 0 < s ≤ sn,
Zn(0) = 0,
‖Zn(s)‖∞ < S, ∀s < sn and ‖Zn(sn)‖∞ = S,
are uniformly similar, according to definition 6, given in Chapter 1.
Proof:
Note first that the choice (2.12), given in Chapter 2 for {βn} and for a given c0 > 0,
coincide exactly with the present choice (3.25):
∀n ≥ 1, βn = c0Yn−1,i0
Fi0 (Yn−1)
=
c0∥∥D−1n AYn−1∥∥∞ =
c0∥∥D−1n ADn∥∥∞ .
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As stated in proposition 7, the choice (3.25) for {βn} yields initial value problems:
(IV Pn)
{
dZn
ds = Gn(Zn),
Zn(0) = 0,
that are uniformly similar.
Together with the EOS condition (2.7), this uniform similarity of (IV Pn) yields a sequence
{sn} of rescaled time values at the end of slices that is uniformly lower bounded, according
to proposition 1 of Chapter 2: ∃s > 0, ∀n ≥ 1, s ≤ sn.
It suffices now to prove the uniform upper boundedness of {sn} for deducing the uni-
form similarity of the rescaled problems (S′n).
Under our assumptions, one has for all n:
∥∥D−1n ADn∥∥∞ = maxi
{
|li| Yn−1,i−1Yn−1,i + di + |ui|
Yn−1,i+1
Yn−1,i
}
≤ maxi {|li| , di, |ui|}
[
1 +
Yn−1,i−1
Yn−1,i
+
Yn−1,i+1
Yn−1,i
]
Letting c = maxi {|li| , di, |ui|}, it follows:
∥∥D−1n ADn∥∥∞ ≤ c
[
3 +
Yn−1,i−1 − 2Yn−1,i + Yn−1,i+1
Yn−1,i
]
.
Using now the curvature condition (3.30), one gets:
∥∥D−1n ADn∥∥∞ ≤ 3c and deduces:
∀n, βn ≥ 1
3c
. (3.32)
Besides, our assumptions give for all i ∈ 1, 2, · · · ,K:
(Gn(Zn))i = βnY
−1
n−1,i [liYn−1,i−1 (1 + Zni−1) + diYn−1,i (1 + Zn,i) + uiYn−1,i+1 (1 + Zn,i+1)]
Applying this to the component i0 and at s = 0, at which Zn(s) = 0 (∀n), yields:
(Gn(0))i0 = βnY
−1
n−1,i0 [li0Yn−1,i0−1 + di0Yn−1,i0 + ui0Yn−1,i0+1]
(Gn(0))i0 = βn
[
di0 + li0
Yn−1,i0−1
Yn−1,i0
+ ui0
Yn−1,i0+1
Yn−1,i0
]
But assumption 1 of the theorem makes:
Yn−1,i0−1
Yn−1,i0
≤ 1, Yn−1,i0+1Yn−1,i0 ≤ 1, li0 = − |li0 | and
ui0 = − |ui0 |. Together with (3.32), it leads to:
(Gn(0))i0 ≥
1
3c
[di0 − |li0 | − |ui0 |] = c0 > 0.
As done in theorem 3 of Chapter 2, and because
dZn,i0
ds = Gn,i0 [Zn(s)], one deduces:
∀n, ∀s > 0 Zn,i0(s) =
∫ s
0
Gn,i0 [Zn(σ)] dσ ≥ c0s,
yielding at s = sn, where ∀n, Zn,i0(sn) = S (since the EOS condition is reached at the
component i0, ∀n, due to assumption 2 of the theorem): ∀n ≥ 1, sn ≤ Sc0 = s¯.

Part II
RaPTI Algorithm & Applications
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Chapter 4
Ratio Property & RaPTI
Algorithm
The goal of this chapter is to devise a parallel algorithm for solving some initial value
problems of the form:
(S)
{
dY
dt = F (Y ), t > 0,
Y (0) = Y0.
As described in Chapter 1, our approach for time-slicing is based on obtaining a coarse
grid of time slices {[Tn−1, Tn] , n ≥ 1} where each of the slices is defined by an end-of-slice
condition. Then, the rescaling methodology changes, on every nth time-slice, the variables
(t, Y (t)) into {(s, Zn(s))}, using t = Tn−1 + βnsn and Y (t) = Yn−1 + DnZn(sn). This
makes (S) equivalent to a sequence {(S′n)}n≥1 of rescaled initial value shooting problems:
(S′n)


dZn
ds = Gn(Zn) = βnD
−1
n F
(
Yn−1 +DnZn
)
, 0 < s ≤ sn
Zn(0) = 0,
H [Zn(s)] 6= 0, ∀s < sn and H [Zn(sn)] = 0,
where the EOS condition is assumed to be governed by an invariant function H.
Those rescaled systems can be solved independently and in parallel, provided one can
get predictions {Yn−1} for the starting values of the solution, on each time-slice.
Enabling predictions that use the rescaling methodology and its similarity properties is
at the heart of our new approach for a parallel-in-time algorithm. This approach is fur-
ther strengthened on the basis that the rescaling technique allows to deal in parallel with
the sequence of rescaled initial value shooting problems (S′n), with the local rescaled time
s ∈ [0, sn]. Likewise the sequence {sn}, which is a priori unknown and results from reach-
ing the EOS condition, the sequence {Tn} is also unknown and finalized, after {sn}, using
T0 = 0 and Tn = Tn−1 + βnsn.
Under the nonzeroness condition (1.11), that assumes: ∀n,∀i : 1 ≤ i ≤ K, Yn,i 6= 0,
predictions of {Yn} start with the end-of-slice relation:
Yn = Dn (1+ Zn(sn)) .
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Letting:
Rn = 1+ Zn(sn),
makes the previous relation equivalent to:
Yn = DnRn,
which states that Yn results from a simple components multiplication of the vectors Rn
and Yn−1 (Hadamard product):
∀i, Yn,i = Rn,iYn−1,i ⇐⇒ Yn = DRnYn−1,
where DRn is the diagonal matrix having Rn on its main diagonal.
This shows that Rn can be viewed as a “ratio-vector” between the consecutive starting
values Yn−1 and Yn of the solution.
Besides, the similarity properties, given in definitions (2), (3) and (4) of chapter 1, yield a
near -invariance of the rescaled end-of-slice values {Zn(sn)} and consequently of the ratio-
vectors {Rn}. This makes the starting values of the solution {Y (Tn)} = {Yn}, at the
beginning of each time-slice, well-suited to be predicted!
This rationale leads to a “Ratio-based Parallel Time Integration” procedure which main
features are as follows:
1. A preliminary sequential analysis, that is manually done on the rescaled systems
resulting from an initial value problem (S) of which the solution is known to have a
given behavior, and on which rescaling yields one of the similarity properties given
in definitions (2), (3) or (4) of chapter 1. It consists in:
(a) A sequential run that solves a certain number of rescaled systems (S′n), for
n = 1, 2, · · · , ns. The slice number ns results from a “ratios stabilization test”
expressing the detection of a ratio property.
(b) Based on the obtained ratios, one builds a mathematical model fitting {Zn(sn)},
or equivalently {Rn}, as a function of n.
Figure 4.1: Preliminary Analysis, preceding RaPTI
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2. A predictor-corrector scheme (RaPTI algorithm) that can then be implemented on
parallel architectures and consists in:
(a) Run sequentially, until reaching the ratio property, at slice number ns.
(b) Get the mathematical model’s parameters with the obtained ratios, and use it
for predicting the starting values {Yn}, for n > ns.
(c) Solve, in parallel, the rescaled systems (S′n), for n > ns, with functions {Gn}
based on the predicted values of {Yn}. This is done as long as the corrected
end-of-slice values {Zn(sn)} match with the predicted ones.
(d) Update ns and iterate steps (b) and (c) until the total number N of slices is
solved.
Figure 4.2: RaPTI Algorithm - A New Parallel-in-Time Scheme
As shown in the numerical results given in chapters 5, 6 and 7, RaPTI algorithm results,
whenever it applies, in a speed-up that is close to the maximum speed-up stated by Am-
dahl’s law. This is mainly due to the following facts:
(i) The ratio-based prediction procedure yields predicted values that are close to the exact
ones, especially in the case of asymptotic similarity, attaining therefore the convergence of
the scheme after a small number of iterations.
(ii) The operations involved in the ratio-based prediction procedure are not costly, con-
sisting, in general, of a polynomial fit of a few ratio-vectors that is used for extrapolating
the following ratios.
(iii) Parallel computations are stopped, within an iteration, as soon as one of the slices
fails the matching test, reducing the overhead resulting from needlessly corrected slices
(unlike other parallel methods).
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This chapter is divided as follows.
In section 1, we show how the rescaling methodology, with the various types of simi-
larity properties defined on rescaled systems, in chapter 1, could yield corresponding types
of “ratio properties”.
In section 2, we show how the invariance property of the rescaled systems results in a
rare perfect parallel algorithm. In such a case, RaPTI can be applied for benchmarking,
only. A specific sequential algorithm (RaTI), using the invariance property, is proposed
for solving the rescaled systems.
All other sections deal with non-invariant cases.
In section 3, the sequential analysis that should be done, preliminary to the application of
RaPTI, is discussed. It aims at justifying the applicability of the method and providing a
model fitting the ratios as a function of n.
In section 4, we show how the rescaled systems are solved in parallel, using predicted
functions {Gn} and getting corrected end-of-slice values. A mathematical analysis intends
then to provide a “convergence test” that should hold in order to guarantee the conver-
gence of the corrected solution toward the exact one.
Section 5 starts with an overview of RaPTI algorithm, together with some parallel im-
plementation techniques, allowing a speed-up improvement. Then, all the modules of the
algorithm are detailed.
Finally, in section 6, some choices concerning the numerical integration are given.
Appendix 1 details the implementation of the procedures mentioned in this chapter.
Appendix 2 provides a small analysis of the communication cost of RaPTI algorithm, as
well as the way for evaluating the speed-up and efficiency. It gives also a quick description
of the parallel architecture and the programming language that have been used in the
numerical experiments.
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4.1 Similarity and Ratio Property
4.1.1 Ratio Vectors and End-of-slice Relations
Recall that for all n, Yn = Y (Tn) and αn ∈ RK is defined in (1.6) as:
αn,i =
{
Yn−1,i if Yn−1,i 6= 0
1 if Yn−1,i = 0
Dn is then the diagonal invertible matrix having the vector αn ∈ RK on its main diagonal:
Dn = diag(αn) ∈ RK×K (4.1)
In case the nonzeroness condition (1.11) is satisfied:
∀n,∀i : 1 ≤ i ≤ K, Yn,i 6= 0,
then αn = Yn−1 (∀n) and Dn is simply the diagonal matrix having Yn−1 on its main
diagonal.
Definition 8 : Ratio-Vectors
Under the nonzeroness condition (1.11), the ratio-vector, on the nth slice, is defined by:
Rn = D
−1
n Yn, (4.2)
that is the ratio of the end-of-slice value to the starting value of the solution vector, com-
ponent wise given as:
∀i ∈ {1, 2, ..,K}, Rn,i = Yn,i
Yn−1,i
, (4.3)
Resulting Recurrence:
Under the nonzeroness condition, one has the recurrence relation:
∀n ≥ 1, ∀i ∈ {1, 2, ..,K}, Yn,i = Rn,iYn−1,i, (4.4)
yielding:
∀n ≥ 1, ∀i ∈ {1, 2, ..,K}, Yn,i = Rn,iRn−1,i · · ·R1,iY0,i. (4.5)
The vector form of this recurrence is:
Yn = DRnYn−1, (4.6)
where DRn is, for all n, the diagonal matrix having Rn on its main diagonal, yielding:
Yn = DRnDRn−1 · · ·DR1Y0. (4.7)
Rescaled Ratio Vectors:
The change of variable (1.5.2) yields:
at t = Tn, Yn = Yn−1 +DnZn(sn).
Under the nonzeroness condition, this relation becomes:
∀n, Yn = Dn [1+ Zn(sn)] , (4.8)
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where 1 ∈ RK is a vector of ones, and therefore:
Zn(sn) = D
−1
n Yn − 1 = Rn − 1,
or equivalently:
∀n, ∀βn, Rn = 1+ Zn(sn). (4.9)
One deduces that DRn = D1+Zn(sn) = I + DZn(sn), where I is the identity matrix and
DZn(sn) is the diagonal matrix associated with the vector Zn(sn).
Then, the recurrence (4.6) rescales to:
∀n, Yn =
(
I +DZn(sn)
)
Yn−1. (4.10)
It follows:
Yn =
(
I +DZn(sn)
) · · · (I +DZ1(s1))Y0. (4.11)
4.1.2 Ratio Properties Deriving from Similarity Properties
Proposition 8 : Similarity and Ratio Properties
Under the nonzeroness condition (1.11), one has the following results:
1. Invariant rescaled systems, according to definition 2 of chapter 1, yield a sequence
{Yn} of end-of-slice values of the solution having a perfect ratio property in the
sense that the sequence {Rn} of ratio-vectors is constant:
∀n > 0, Rn = R1. (4.12)
2. If the rescaled systems (S′n) have the property of asymptotic similarity, according to
definition 3 of chapter 1, and if the end-of-slice values of the rescaled solution satisfy:
lim
n→∞Zn(sn) = ZL(sL), (4.13)
then the sequence {Yn} of end-of-slice values of the solution has an asymptotic
ratio property, in the sense that the sequence {Rn} of ratio-vectors is convergent:
lim
n→∞Rn = RL ∈ R
K . (4.14)
3. Rescaled systems presenting a weak similarity on nr consecutive slices, up to a toler-
ance ǫ, according to definition 4 of chapter 1, yield, on those slices, a sequence {Yn}
of end-of-slice values of the solution satisfying a weak ratio property, up to the
same tolerance ǫ, in the sense that:
∀n ∈ {n0 + 1, ..., n0 + nr}, ‖Rn −Rn−1‖∞ < ǫ. (4.15)
proof:
1. The proof follows directly from the definition of invariance stating that ∀n > 0, Gn(.) =
G1(.), making all the rescaled problems equivalent to the unique initial value shooting
problem (S′1). Therefore: ∀n > 0, Zn(sn) = Z1(s1), where Z1(s1) is the end-of-
slice value of the rescaled solution of (S′1).
Since ∀n > 0, Rn = 1+ Zn(sn), it follows that: ∀n > 0, Rn = R1.
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2. The asymptotic similarity, together with (4.13), yields:
lim
n→∞Rn = limn→∞ [1+ Zn(sn)] = 1+ limn→∞Zn(sn) = 1+ ZL(sL) = RL.
3. The proof follows directly from the definition of weak similarity on nr consecutive
slices and from relation (4.9).
Note that ratio properties are induced by a relevant choice of an EOS condition, that
completely determines the end-of-slice values of the solution {Yn} and are not related
to any rescaling. However, the above proposition relates the similarity properties of the
rescaled systems to the ratio properties. This shows how the time-slicing and rescaling
techniques are complementary: (i) the first one providing a sequence {(Sn)} of slice-
based problems where the starting values {Yn} may have a ratio property, making them
predictable; (ii) the second one allowing to use the predictions for solving the rescaled
systems {S′n}, in parallel, using a local time s that starts at 0.
Remark 5
The ideal perfect ratio property is usually met in academic problems only (and is not of
big interest in applications). Asymptotic ratio property can be met in some application
problems such as those considered in Chapters 5 and 6.
Both are stronger (particular) cases of the weak ratio property that is more likely to be met
and is essential for a ratio-based prediction procedure.
An application problem yielding a weak ratio property is considered in Chapter 7.
Remark 6
It is important to notice that uniform similarity, which is of great numerical interest for
solving stiff systems, is not enough for yielding a ratio property.
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4.2 Case of Invariance
In the case of invariant rescaled systems, yielding a perfect ratio property, i.e. a
constant sequence {Rn} of ratio-vectors (∀n > 0, Rn = R1), the sequential computation
of the solution on only one slice allows to get the exact starting values {Yn} of the solution
on all slices, using the recurrence (4.7):
∀n, Yn = (DR1)n Y0 =
(
I +DZ1(s1)
)n
Y0.
Hence, implementing RaPTI algorithm on invariant cases yields a perfect parallelism with
no need of any iteration or communication!
However, the parallelism is of no need here and applying RaPTI algorithm serves for
benchmarking only. This is due to the fact that solving the problem on the first slice
solves it on all slices, as described in the following Ratio-based Time Integration (RaTI)
algorithm, for invariant cases.
RaTI algorithm (Sequential - For invariant cases)
• Step 1: Solve the First Slice
getting the rescaled time s1 and the rescaled solution Z1 : [0, s1] −→ Rk,
and deduce T1 and Y1 : [0, T1] −→ RK .
• Step 2: Get the solution on all slices
Since the rescaled solution Z1 : [0, s1] −→ Rk of the first time-slice solves
all the slices, then the solution on all time-slices is obtained by simply applying
recurrently, onto the rescaled solution of problem (S′1) and for all n > 1, the
change of variables: {
t = Tn−1 + βns, βn > 0
Y (t) = Dn (1+ Z1(s)) ,
In all remaining sections of this chapter, the very particular case of invariance is no longer
considered.
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4.3 Preliminary Sequential Analysis
Consider an initial value problem (S) of which the solution is known to have a given behav-
ior and on which rescaling yields rescaled systems having one of the similarity properties
given in definitions (2), (3) or (4) of chapter 1.
Prior to any application of our ratio-based parallel scheme (RaPTI Algorithm), we carry
a preliminary sequential analysis that has three goals:
1. Justify the applicability of RaPTI, by detecting a ratio property: this is done by
solving sequentially the rescaled initial value shooting problems (S′n) until the end-
of-slice values {Zn(sn)} stabilize at slice number ns, signifying that the ratios {Rn}
stabilize, i.e. a ratio property has been reached.
2. Extract from {Rn}n≤ns a model that is likely to give an accurate estimation for
{Rn}n>ns .
3. Get a first estimate of the total number N of slices that should be solved for covering
a given interval [0, T ] of integration.
After these sequential computation and analysis on ns slices, one can then estimate the
starting values {Yn}n>ns of the solution and envisage solving (S′n), in parallel, on the fol-
lowing slices {ns + 1, ns + 2, · · · , N}.
It should be noticed, as indicated by all our numerical experiments, that the model found
in this preliminary analysis is usually appropriate to be used after each iteration of RaPTI,
with updates based on the new values of ns.
4.3.1 Reaching a Ratio Property
1. Weak Similarity: Numerical Detection of a Ratio Property
When solving sequentially the rescaled systems (S′n), in case the sequence {Rn} is
not convergent, one can sometimes guess a weak ratio property.
Let nr be a predefined number of slices. A ratio property, up to a tolerance ǫ, is said
to be detected on nr consecutive slices and reached at slice number ns = n0 + nr, if
the relation (4.15) is satisfied:
∀n ∈ {n0 + 1, ..., n0 + nr}, ‖Rn −Rn−1‖∞ < ǫ.
Note that this numerical verification of a ratio property does not mean that the
property will hold for all n > ns. However, a relevant choice of the uniform EOS
condition that suits the global behavior of the physical problem, together with the
similarity of the rescaled systems, are assumed to make the ratio property hold be-
yond ns.
The search for a ratio property, up to a tolerance ǫ, is done by means of a pro-
cedure called “DETECT RATIO PROPERTY UP TO ǫ”, detailed in appendix 1,
that stops if the property is not reached at a maximum acceptable slice number nstop.
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Note that, in case a ratio property is reached, advancing the sequential compu-
tations on ns slices should provide enough data for the analysis of ratios evolution,
intended to find a mathematical model fitting the ratios.
2. Asymptotic Similarity: Reaching a Ratio Property
In case of asymptotic similarity, the ratio-vectors {Rn} are known, under the nonze-
roness condition (1.11), to converge toward a limit ratio RL and the ratio property
is mathematically proved. This limit ratio can be calculated by solving the limit
problem (consisting of a unique time-slice).
Since asymptotic similarity guarantees a weak similarity, one can choose to reach
a numerical ratio property, using the procedure described above:
DETECT RATIO PROPERTY UP TO ǫ.
The ratio property is here guaranteed to be detected.
An alternative (and more severe) choice would be to reach the limit ratio RL, up to
ǫ, on nr consecutive slices:
∀n ∈ {n0 + 1, ..., n0 + nr}, ‖Rn −RL‖∞ < ǫ.
The previous procedure translates then to another one, given in appendix 1, called:
“REACH ASYMPTOTIC RATIO PROPERTY UP TO ǫ”.
4.3.2 Ratios Predictive Model
The present section deals with both cases of asymptotic and weak similarity and includes
an additional improvement specific to the case of asymptotic similarity.
The basic idea of a ratio-based prediction procedure is to assume that the existence of
a ratio property makes the sequence of ratios follow a pattern that could be expressed by
a mathematical model.
For that purpose and after the preliminary sequential computations on ns slices (allowing
to reach a ratio property), a data analysis is done on the sequence {R1, · · · , Rns} of avail-
able exact ratios and several mathematical models for fitting {Rn} are devised and com-
pared. Each model j will give a different expression of the nth ratio-vector: Rfitj (n) ≈ Rn.
The models are then evaluated with respect to their ability to predict future ratios: the
model extrapolating best onto next slices will be chosen.
• Simplest Model:
Since the rescaled systems present a ratio property, that can be understood as a
near-invariance of the ratios, then the last computed ratio Rns can approximate the
following ratios that need to be predicted:
∀n ≥ ns, Rpn = Rns . (4.16)
This makes the sequence {Rpn}n>ns constant (as if it was an invariant case) and
approximates each component {Y pn,i}n≥ns with a geometric sequence:
∀n ≥ ns, ∀i ∈ {1, 2, · · · , k}, Y pn,i = (Rns,i)n−ns Y ens,i. (4.17)
where Y ens is the exact sequentially computed end-of-slice value of the solution at
t = Tns .
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However, even if successive ratios are very close (due to the ratio property), the
procedure could yield predicted values that are not good enough.
• Improved Models:
Actually, the slow evolution of the ratios can be anticipated using mathematical
models fitting the sequence {Rn} (n ≤ ns) and extrapolating well for n > ns. Many
mathematical models should be tested and compared.
Each of them necessitates the following steps.
– Choice of a mathematical form:
This form could be a explicit function of the n, where n is the number of slice.
Some examples of explicit forms, tested in this thesis, are:
* polynomial form of degree d:
Rfit(n) = adn
d + · · ·+ a1n+ a0, where a0, · · · , ad are parameters;
* exponential form: Rfit(n) = be
an, where a, b are parameters;
* logarithmic form: Rfit(n) = a log n+ b, where a, b are parameters;
* power form: Rfit(n) = bn
a, where a, b are parameters.
The parameters are determined in a way to fit best the input data in the least-
squares sense.
The mathematical model could also consist in a recurrence relation.
A simple example would be a linear recurrence relation of order d:
Rfit(n) = a0+ a1Rfit(n− 1)+ · · ·+ adRfit(n− d), where a0, · · · , ad are param-
eters, determined by solving linear systems obtained by applying the desired
recurrence onto the last available ratios.
However, our numerical experiments have shown that explicit models approxi-
mate the ratios better than recurrence relations.
Specifically, the models that have been chosen, in this thesis, consist in polyno-
mials of degree 1, 2 or 3.
– Choice of the number of input data:
This number should mainly be enough to determine the parameters of the fit.
As an example, a polynomial of degree d needs at least nmin = d+1 input data.
Thus, nprec ≥ nmin.
However, and because of the predictive goal of the fit, it seems that, for a given
mathematical form, the parameters evaluation yielding the best extrapolation
uses only the minimum number nmin of last computed ratios, namely those
preceding directly the ratios to be predicted.
Case of Asymptotic Ratio Property: Additional Improvement
In case of asymptotic similarity, the ratio-vectors {Rn} converge to a limit ratio RL,
as stated in proposition 8. Even though, and because the ratios might converge very
slowly toward RL, the simple model (4.16) could require the sequential run on a very
large number ns of slices for the predicted values to be good enough and, here also,
an improved mathematical model could be very useful.
Moreover, in this case of asymptotic similarity, the mathematical model could take
into consideration the convergence of {Rn} toward RL by forcing the model to have
a limit equal to the limit ratio RL.
A way for doing this is, for example, to fit [n (Rn −RL)] as a polynomial in the
variable 1n , of degree d. The result would yield:
n (Rn −RL) ≈ n (Rfit(n)−RL) = ad
(
1
n
)d
+ · · ·+ a1
(
1
n
)
+ a0,
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and therefore:
Rn ≈ Rfit(n) = RL + 1
n
[
ad
(
1
n
)d
+ · · ·+ a1
(
1
n
)
+ a0
]
, (4.18)
showing clearly that:
lim
n→∞Rfit(n) = RL.
Note that a polynomial fit of degree d (in 1/n) for [n (Rn −RL)], translates to a
polynomial fit of degree (d+ 1) for Rn.
Because of the available limit ratio for showing the road, predictions obtained in the
case of asymptotic ratio property are, in practice, much better than those obtained
in the case of weak ratio property.
• Choice of a model:
After having been sequentially solved on ns slices, the problem is again sequentially
solved on nadd additional time-slices, providing a validation set {Rns+1, · · · , Rns+nadd}
of nadd additional exact ratio-vectors. Each j
th model is extrapolated over the same
nadd time-slices, yielding its own approximations of the ratios and comparing them
to the validation set thus, getting its maximal error:
errorj = max
ns<n≤ns+nadd
[
max
i∈{1,2,··· ,K}
∣∣Rfitj ,i(n)−Rn,i∣∣
]
.
The mathematical model yielding the least error is chosen. This is done through the
procedure “ FIND RATIOS MODEL ”, given in Appendix 1.
However, this extrapolation test cannot assess the scope of the model, i.e. it cannot
determine in advance the number of slices on which the model extrapolates well.
This scope will be the resulting number of converging slices at the first iteration!
It should be noticed that, if necessary, different mathematical models could be chosen for
fitting the different components of the ratio-vectors.
4.3.3 Estimation of N
Let [0, T ] be the time interval on which the parallel integration of the problem is required.
It is important to bear in mind that the size of the time slices to be solved in parallel,
using RaPTI algorithm, is a priori unknown and obtained as convergence progresses.
Therefore, once a ratio property has been reached and a predictive mathematical model
for the ratios has been devised, one should estimate the total number of slices that is
likely to cover the given interval of integration [0, T ]. This estimation bounds the number
of slices to be solved, in case one of the processor does not get a divergent slice, and is
updated at each iteration.
Besides, when one deals with explosive problems, as in chapters 5 and 6, an additional
condition should stop the solving process as soon as the solution exceeds the machine
capacity, even if the given time T is not reached.
Usually, the estimation of N is done using one of the following ways:
• Refined Estimation of N :
This estimation is done while advancing the predictions.
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Recall first that, after rescaling, the size of each nth time-slice is given by (1.8)
∀n, ∀βn, ∆Tn = Tn − Tn−1 = βnsn, with T0 = 0.
This makes the total time of integration covered by N slices equal to [0, T˜ ] where:
T˜ =
N∑
n=1
βnsn. (4.19)
At the beginning of each kth iteration, one has the values {βn}n≤n(k)s and {sn}n≤n(k)s
only, and should approximate their next values.
Because of the similarity of the rescaled systems, we use s˜n as an estimate for sn,
for n > n
(k)
s , where s˜n could be:
(i) s˜n = sn(k)s
, in general,
(ii) s˜n = s¯ in case of uniform similarity (upper bound of sn),
(iii) s˜n = max
{
s
n
(k)
s
, sL
}
, in case of asymptotic similarity where sL is the limit of
the convergent sequence {sn}.
Besides, since each nth time rescaling factor βn is expressed in terms of the starting
value of the solution Yn−1, it would be easy to predict the values {βn}, for all n > n(k)s ,
using the predicted starting values of the solution.
This results in a simultaneous task to be done before each iteration, consisting in
predicting the starting values of the solution as long as they do not exceed the
machine capacity (call it Ymax) and until the given time interval of integration is
covered, thus yielding the prediction of both {Yn} and N . This is done through the
procedure “PREDICT AND ESTIMATE N”, given in Appendix 1.
• Rough Estimation of N
This is a simpler way that estimates N independently of the predictions.
Based on the values {βn}n≤ns , one devises a rough estimation for βn:
∀n > ns, βn ≈ β˜.
Together with the estimation s˜ for sn, this yields:
T˜ = Tns + (N − ns)β˜s˜.
Thus, the following rough estimation of N :
N =
⌈
ns +
T − Tns
β˜s˜
⌉
. (4.20)
• Case of quasi-periodic problems:
In the case of quasi-periodic problems derived from the perturbation of a periodic
problem, the sizes of successive time-slices differ very slightly from the common
size ∆Tper of all slices of the corresponding periodic problem. Therefore, one could
calculate ∆Tper (by solving one unique slice) and consider that it approximates the
size of any slice:
∀n, ∆Tn = Tn − Tn−1 ≈ ∆Tper.
The following estimation of the total number of slices can then be deduced:
N =
⌈
T
∆Tper
⌉
. (4.21)
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Remark 7 1. In the numerical experiments of this thesis, no refined estimation of N
is done. In Chapters 5 and 6, the problems are explosive and we have chosen to
solve them as long as the solution is not exceeding the machine capacity. Whereas in
Chapter 7, the problem is quasi-periodic and N has been approximately determined
by (4.21), for a given interval [0, T ].
2. In all cases, a rough estimation should be enough since it is updated after each itera-
tion, when the end-of-slices times {Tn} of the slices that have converged are available
and can be compared to T .
Besides, by letting the rough estimation of N be oversized , a simple additional con-
dition can stop the computations as soon as T is reached. The disadvantage then, is
to evaluate some unnecessary predictions (however not costly).
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4.4 Parallel Solving of the Rescaled systems
4.4.1 Predicted Rescaled Systems
In this section, we consider any kth iteration and we omit the superscript (k) that usually
designates the predicted values associated with this kth iteration.
Each nth rescaled initial value shooting problem (n > ns) is solved, starting with a pre-
dicted value Y pn−1 that has the effect of substituting β
p
n, D
p
n and G
p
n for βn, Dn and
Gn respectively. One seeks then for both the rescaled time s
c
n and the rescaled function
Zcn : [0, sn]→ RK , such that:

dZcn
ds = G
p
n(Zcn), 0 < s ≤ scn, (4.22.1)
Zcn(0) = 0, (4.22.2)
H [Zcn(s)] 6= 0, ∀s < scn and H [Zcn(scn)] = 0, (4.22.3)
(4.22)
where Gpn(Zcn) = β
p
n(D
p
n)−1F
(
Y pn−1 +D
p
nZcn
)
.
The numerical integration yields the corrected rescaled end-of-slice values scn and Z
c
n (s
c
n)
of which are deduced the corrected end-of-slice values Y cn and T
c
n:
Y cn = Y
p
n−1 +D
p
nZ
c
n(s
c
n), (4.23)
T cn = T
c
n−1 + β
p
ns
c
n. (4.24)
Note that the time Tn is never predicted: it is calculated as convergence progresses.
Figure 4.3: RaPTI Algorithm - Gaps Between exact and Corrected Values
4.4.2 Convergence Analysis
All our numerical experiments have shown that the corrected values Zcn(.) of the rescaled
solution, as well as the corrected end-of-slice rescaled times scn, are very close to their exact
values (i.e. sequentially computed) when the predicted starting values are good enough.
So far, we did not succeed in proving this important result that is essential for devising
our test of convergence.
This motivates the following assumption.
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Assumption 2 : Convergence of Zcn(.) and s
c
n
The corrected solution (scn, Z
c
n(.)) of problem (4.22) converges to the exact solution (sn, Zn(.))
of problem (S′n):
∀ǫ1, ǫ2 > 0, ∃ǫ > 0,∥∥Y pn−1 − Yn−1∥∥∞ ≤ ǫ =⇒
{ ‖Zcn (scn)− Zn (sn)‖∞ ≤ ǫ1,
|scn − sn| ≤ ǫ2.
(4.25)
Theorem 6 : Convergence of Y cn and T
c
n
1. Under assumption 2, if one has
∥∥Y pn−1 − Yn−1∥∥∞ ≤ ǫ, where ǫ = ψ(ǫ1, ǫ2), then:
‖Y cn − Yn‖∞ ≤ ǫ3, (4.26)
with ǫ3 = ǫ1 ‖Dn‖∞ + ǫ ‖Zn (sn)‖∞ + ǫ+ ǫǫ1.
2. If also
∣∣T cn−1 − Tn−1∣∣ ≤ ǫ4 and βn is a continuous function of Yn−1 verifying a
Lipschitz condition (of constant ν2), then:
|T cn − Tn| ≤ ǫ5, (4.27)
with ǫ5 = ǫ4 + βnǫ2 + snν2ǫ+ ν2ǫǫ2.
Proof.
• Assume ∥∥Y pn−1 − Yn−1∥∥∞ ≤ ǫ, where ǫ = ψ(ǫ1, ǫ2), implying, by assumption 2, that:‖Zcn (scn)− Zn (sn)‖∞ ≤ ǫ1.
Then, there exist vectors ǫv, ǫv1 ∈ RK such that:
Y pn−1 = Yn−1 + ǫv, with ‖ǫv1‖∞ ≤ ǫ, and
Zcn (s
c
n) = Zn (sn) + ǫv1 , with ‖ǫv1‖∞ ≤ ǫ1.
This makes Dpn = Dn + Dǫv where Dǫv is a diagonal matrix having ǫv on its main
diagonal, with ‖Dǫv‖∞ = ‖ǫv‖∞ ≤ ǫ.
Since Y cn = Y
p
n−1 +D
p
nZcn (s
c
n). It follows:
Y cn = Yn−1 + ǫv + [Dn +Dǫv ] [Zn (sn) + ǫv1 ]
= Yn−1 +DnZn (sn) + ǫ1 ‖Dn‖∞ + ǫ ‖Zn (sn)‖∞ + ǫ+ ǫǫ1,
yielding:
Y cn = Yn + ǫvc ,
where ǫvc = ǫ1 ‖Dn‖∞ + ǫ ‖Zn (sn)‖∞ + ǫ+ ǫǫ1 ∈ RK is such that:
‖ǫvc‖∞ ≤ ǫ1 ‖Dn‖∞ + ǫ ‖Zn (sn)‖∞ + ǫ+ ǫǫ1 = ǫ3.
One concludes then: ‖Y cn − Yn‖∞ ≤ ǫ3.
• Assume ∥∥Y pn−1 − Yn−1∥∥∞ ≤ ǫ, where ǫ = ψ(ǫ1, ǫ2), implying, by assumption 2, that:|scn − sn| ≤ ǫ2.
Then there exists ǫa ∈ R, such that: scn = sn + ǫa, with |ǫa| ≤ ǫ2.
On the other hand, since βn is a continuous function of Yn−1 verifying a Lipshitz
condition (of constant ν2), one has:∥∥Y pn−1 − Yn−1∥∥∞ ≤ ǫ =⇒ |βpn − βn| ≤ ν2 ∥∥Y pn−1 − Yn−1∥∥∞ ≤ ν2ǫ,
making βpn = βn + ǫb, where ǫb ∈ R satisfies: |ǫb| ≤ ν2ǫ.
But |T cn − Tn| =
∣∣T cn−1 + βpnscn − Tn−1 − βnsn∣∣. It follows:
|T cn − Tn| ≤
∣∣T cn−1 − Tn−1∣∣+ |βpnscn − βnsn| ⇐⇒
|T cn − Tn| ≤
∣∣T cn−1 − Tn−1∣∣+ |(βn + ǫb) (sn + ǫa)− βnsn| ⇐⇒
|T cn − Tn| ≤
∣∣T cn−1 − Tn−1∣∣+ |βnǫa + ǫbsn + ǫaǫb| ⇐⇒
|T cn − Tn| ≤ ǫ4 + βnǫ2 + snν2ǫ+ ν2ǫǫ2 = ǫ5.
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Note that, in case of explosive solution, ǫ1, ǫ2 and therefore ǫ, should be sufficiently small
for ǫ3 and ǫ5 to be small enough.
Corollary 6 : Test of Convergence
Under assumption 2, if one has
∥∥Y pn−1 − Yn−1∥∥∞ ≤ ǫ, where ǫ = ψ(ǫ1, ǫ2), and if:
‖Y pn − Y cn‖∞ ≤ ǫ6, (4.28)
then:
‖Y pn − Yn‖∞ ≤ ǫ7,
with ǫ7 = ǫ3 + ǫ6.
Proof.
‖Y pn − Yn‖∞ = ‖Y pn − Y cn + Y cn − Yn‖∞ ≤ ‖Y pn − Y cn‖∞ + ‖Y cn − Yn‖∞.
Using theorem 6, one deduces: ‖Y pn − Yn‖∞ ≤ ǫ6 + ǫ4 = ǫ7
The previous results can be understood as follows:
• if the predicted value Y pn−1 is accurate enough, then the corrected values Y cn and T cn
are close enough to the exact values and can approximate them.
This nth slice is considered to have converged.
• if also Y pn is close enough to Y cn , then the predictions are considered to keep being
accurate enough and could be used for the correction of the next slice number n+1.
Since one starts with exact predicted values Yns and Tns , at slice number ns + 1, those
results can be applied recurrently and allow to say that the slices will converge as long as
the test of convergence Y pn ≈ Y cn holds.
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4.5 RaPTI Algorithm
4.5.1 Overview of Parallel Implementation
1. Cyclic Distribution:
Recall that the first ns slices are solved sequentially (by all processors).
Once this initialization stage of the algorithm ends, the remaining time-slices (n >
ns) are statically allocated to the different processors, based on a cyclic distribution.
If there are np active processors, the j
th processor will be assigned slices number n,
where:
n = ns + j + lnp, (4.29)
with l ∈ {0, 1, · · ·
⌊
N−ns−j
np
⌋
}, meaning that (n− ns) is congruent to j mod np.
Figure 4.4: RaPTI Algorithm - Cyclic Distribution of Time Slices
Such choice of a cyclic distribution, besides its simplicity, has the advantage of
facilitating the synchronization of the parallel computations, as it will be detailed in
the correction procedure, thus providing a load balanced distribution of the work.
2. Duplication Approach:
Duplication consists in having sequential procedures, within a parallel algorithm, be
executed simultaneously on all processors. This avoids the communications result-
ing from letting only one processor execute the sequential part and then transmit
its results to the other processors. In this way, communication overhead would de-
crease, reducing the time of the parallel execution, and hence increasing speed-up
and efficiency. Furthermore, idle time for any processor would be avoided.
Note that in the case of RaPTI Algorithm, the sequential part consists of the predic-
tion steps (the first prediction step including the initialization stage). Figure (4.5)
illustrates the difference between the two approaches.
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Figure 4.5: RaPTI Algorithm - Classical approach v/s Duplication Approach
In a classical implementation as that displayed in the left part of Figure (4.5), one
processor predicts the starting values and sends them to all other processors, which
in turn solve in parallel for the solution at each time-slice assigned to each of them.
Subsequently, they send the values needed for the master processor to do the predic-
tions and wait until receiving from the latter another set of predicted values. This
process is iterated until all slices are solved.
The duplication approach is exhibited in the right part of Figure (4.5): the same
sequential work of prediction is being executed on all processors, thus reducing the
communications to one communication step at the end of each iteration.
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3. Overview of RaPTI Algorithm:
Once the preliminary analysis is done, the parallel implementation of RaPTI al-
gorithm is divided into 2 major steps, as detailed below.
RaPTI Algorithm
• Step 1: Initialize
– Reach the Ratio Property (rf. section 4.5.2):
Sequential computations, duplicated on all processors and yielding a
number ns of slices at which the ratio property is reached, up to ǫ
ns
tol, and
the problem completely solved by all processors.
– Initialize the number of iteration at k = 1, and the number of slices having
converged before the first iteration at n
(k−1)
s = ns.
• Step 2: Iterate
– Step 2.1: Predict (rf. section 4.5.3)
∗ Update the parameters of the mathematical model :
Sequential computations, duplicated on all processors.
∗ Predict : Sequential computations, duplicated on all processors, mak-
ing every processor compute the predictions on all remaining slices
(nks < n ≤ N), using the updated model.
– Step 2.2: Correct (rf. section 4.5.4)
Parallel computations: each processor solves its slices as long as not any
slice diverges.
– Step 2.3: Communicate (rf. section 4.5.5)
Communication step, intended to find the number n
(k)
s of the last converg-
ing slice at the kth iteration, the times {T cn}n(k−1)s <n≤n(k)s and allowing, if
T c
n
(k)
s
< T , to communicate the last nprec values of Yn.
– Step 2.4:
If T c
n
(k)
s
< T , let k = k + 1 and repeat Step (2) until T c
n
(k)
s
≥ T .
Conclude
Each processor displays the solution Y (t) of the slices it has computed.
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Figure (4.6) displays the various steps of RaPTI algorithm.
Figure 4.6: RaPTI Algorithm - Organigram.
All the indicated procedures are detailed in the next subsections.
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4.5.2 Procedures for Reaching the Ratio Property
The initialization part of RaPTI algorithm consists mainly in a sequential computation
intended to reach numerically the ratio property, up to a tolerance ǫnstol, providing ns and
a set of exact (sequentially computed) ratios that is necessary for updating the model.
This is redundantly implemented on all processors and uses a procedure
REACH RATIO PROPERTY AND DETERMINE ns that is exactly similar to that used
in the preliminary analysis, after letting ǫ = ǫnstol:
• In case of weak similarity, it is similar to the procedure:
DETECT RATIO PROPERTY UP TO ǫ.
• In case of asymptotic similarity, it could be similar to one of the procedures:
DETECT RATIO PROPERTY UP TO ǫ, or
REACH ASYMPTOTIC RATIO PROPERTY UP TO ǫ.
4.5.3 Procedures for Predictions
Ultimately, the procedure FIND RATIOS MODEL, described in section 4.3.2 and provid-
ing a mathematical model for predicting the ratios, could be repeated at each iteration of
the predictor-corrector scheme.
However, the numerical experiments show that the common EOS condition and choice
of {βn} used in the rescaling technique, and the resulting similarity and ratio properties,
make the same mathematical form of the model Rfit, with the same number nprec of pre-
vious data to be used, hold the extrapolation test at all iterations.
Hence, the procedure FIND RATIOS MODEL is implemented for a given problem, once
for all, in the preliminary stage.
Note first that the prediction steps are duplicated on all processors.
For getting the new predictions, at the beginning of every kth iteration, one should do the
following:
1. Update the parameters of the mathematical model Rfit:
The procedure “GET MODEL PARAMETERS”, given in appendix 1, reevaluates
the model’s parameters that fit best the last nprec ratio-vectors, in the least-squares
sense, yielding the updated model R
(k)
fit.
2. Predict :
The procedure “PREDICT”, given in appendix 1, uses the mathematical model R
(k)
fit
for providing (by extrapolation) the predicted next ratios {Rpn}n>n(k)s , necessary to
the kth iteration:
∀n > n(k)s , Rp
(k)
n = R
(k)
fit(n). (4.30)
The predicted next starting values {Yn}n>n(k)s of the solution are therefore obtained,
using the last calculated value Y c
n
(k)
s
and the recurrence (4.6):
∀n > n(k)s , Y p
(k)
n = D
Rp
(k)
n
· · ·D
Rp
(k)
ns+1
Y c
n
(k)
s
. (4.31)
At this point, one should also update the estimation of the total number of slices to
be solved for covering the given interval of integration [0, T ].
In case one desires a refined estimation of N , then the above procedure is substituted
by the procedure PREDICT AND ESTIMATE N, described in section 4.3.3.
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4.5.4 Procedures for Corrections
The corrections are done in parallel after each prediction step.
Recall that the slices assigned to each processor have been defined, once for all after the
initialization stage, by means of a cyclic distribution.
At each kth iteration, and for n > n
(k−1)
s , each jth processor starts solving its slices.
Let n
(k)
first(j) be the first slice assigned to it, at this point. The processor solves then slices
number:
n ∈ {n(k)first(j) , n(k)first(j) + np , n(k)first(j) + 2np , · · · , n(k)first(j) + l(k)divnp},
using starting predicted values Y p
(k)
n−1 , and evaluates the relative gap between the corrected
end-of-slice value Y cn and the value Y
p(k)
n that it has previously predicted:
GAPn =
Y cn − Y p
(k)
n
max
(
‖Y cn‖∞ ,
∥∥∥Y p(k)n ∥∥∥∞
) . (4.32)
It keeps solving as long as n ≤ N and the test of convergence holds:
‖GAPn‖∞ ≤ ǫgtol, (4.33)
where ǫgtol is a given tolerance.
The first divergence
(‖GAPn‖∞ > ǫgtol) occurs at the last solved slice, i.e. at slice number
n
(k)
div(j) = n
(k)
first(j) + l
(k)
divnp.
When all the processors stop solving, one can get the first slice to have globally diverged,
at the kth iteration:
n(k)s =
(
min
1≤j≤np
n
(k)
div(j)
)
. (4.34)
According to theorem 6 and its corollary, all the slices number:
n ∈ {n(k−1)s + 1, n(k−1)s + 2, · · · , n(k)s },
are guaranteed to have correct starting values {Y p(k)n−1} and to yield correct end-of-slice
values {Y cn}.
Besides, since the iteration is starting with correct time T c
n
(k−1)
s
, the calculated times {T cn}
are also correct (according to the same theorem).
Hence, at the end of the kth iteration, one has the time-slices completely solved, until slice
number n
(k)
s .
Note that there is at least one converging time-slice at each iteration, namely slice number
n
(k−1)
s +1, which is starting with an exact (not predicted) value of the solution. It follows,
like for all similar schemes:
n(k)s ≥ n(k−1)s + 1.
Theoretically, if the test of convergence holds and before it proceeds to solve the next of
its slices, each processor should communicate after solving each nth slice, for confirming
the accuracy of Y pn−1 (that is insured by the processor that is solving the previous slice), in
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order to validate Y cn and Y
p
n (according to theorem 6 and its corollary), before it proceeds
to solve the next of its slices, i.e. slice number n+ np.
Practically, the cyclic distribution of the time slices makes the predictions stop being ac-
curate at about the same point for all processors, i.e. on consecutive slices, creating a kind
of synchronization of the parallel computations, and making such communication useless.
The only risk is that a processor solves an additional slice at each iteration, however saving
a lot of communications!
One should note, at this point, that RaPTI algorithm has the characteristic ability of
letting each processor stop the computations as soon as one of its slices does not converge.
The correction step is done by means of the procedure:
SOLVE MY SLICES IN PARALLEL, given in appendix 1.
4.5.5 Communication Step
Globally, the duplication approach that is used reduces the number of communications to
one communication step at the end of every iteration. Each of these steps consists in what
follows.
1. At the end of the correction step of each kth iteration, every processor j (2 ≤ j ≤ np)
sends to processor 1 (master processor) the number n
(k)
div(j) that he got and the sizes
{∆T cn = βpnscn} of its time-slices that have been solved in the current iteration.
2. The master processor receives the data and evaluates the following:
• The number n(k)s of the last slice having globally converged (on all processors),
given in (4.34):
n(k)s =
(
min
1≤j≤np
n
(k)
div(p)
)
.
• The starting times {T cn}, for n(k−1)s + 1 ≤ n ≤ n(k)s , using the recurrence:
T cn = T
c
n−1 +∆T
c
n,
and starting with T c
n
(k−1)
s
that is available from the previous iteration.
This is done by means of the procedure called DETERMINE n
(k)
s AND {T cn}, given
in appendix 1.
Once these computations done, the master processor sends the results to all other
processors.
3. All processors j (j 6= 1) receive n(k)s and {T cn}n∈{n(k−1)s +1,··· ,n(k)s } and do the following:
• Deduce the scope n(k)conv of the kth iteration, i.e. the number of slices globally
solved during this iteration:
n(k)conv = n
(k)
s − n(k−1)s . (4.35)
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• Evaluate the real time-vector of its solution on each of its computed slices in
the range n ∈ {n(k−1)s , · · · , n(k)s }:
∀t ∈ [T cn−1, T cn], t = T cn−1 + βpnscn.
• – If T
n
(k)
s
< T , all processors update the estimation of N (getting N (k)),
based on T
n
(k)
s
. Besides, each processor having one of the last nprec slices
sends to all other processors the end-of-slice value Y cn of the solution on
those slices, since they are needed for the new predictions.
– If T
n
(k)
s
≥ T , then N (k) = n(k)s and the iterative process stops.
Figure (4.7) displays the communication step that is done after each iteration.
Figure 4.7: RaPTI Algorithm - Communication step
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4.6 About the Numerical Integration
Solving each of the rescaled systems (S′n) necessitates first the preliminary determination
of a time-step to be used within each nth slice. Then, a numerical method should be
chosen for solving the initial value problem and progressing with the rescaled solution
until reaching accurately the EOS condition.
4.6.1 Choice of an Initial Time-Step τ0
For solving the rescaled initial value shooting problem (S′n), on the nth slice, using a
numerical method of order r, an initial rescaled time-step is chosen according to a fixed
computational tolerance ετtol up to which the accuracy is desired. This is done by means
of the following iterative process:,
1. Initialize τ = 12 , an arbitrary time-step.
2. Advance (from s = 0) with the solution in two ways:
• using one step of size τ : the chosen numerical method yields, at s = τ , an
approximation Wτ of the solution Z(τ), satisfying:
Z(τ) =Wτ + a1τ
r +O(τ r+1) , (4.36)
• using two steps of size τ/2: the same numerical method yields, at s = τ , an
approximation W τ
2
of the solution Z(τ), satisfying:
Z(τ) =W τ
2
+ a1(
τ
2
)r +O(τ r+1). (4.37)
Multiplying (4.37) by 2r and then subtracting (4.36) yields:
Z(τ) =W τ
2
+
W τ
2
−Wτ
2r − 1 +O(τ
r+1) . (4.38)
3. Repeat the previous step after substituting τ/2 for τ , until reaching a time-step τ0
satisfying: ∥∥∥∥∥
W τ0
2
−Wτ0
W τ0
2
∥∥∥∥∥
∞
≤ (2r − 1) ετtol ≤
∥∥∥∥Wτ0 −W2τ0Wτ0
∥∥∥∥
∞
. (4.39)
Note that, because of the similarity of the rescaled systems, this choice of initial time-step
τ0 can be done once for all, before solving the first slice, and be used for all slices.
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4.6.2 Choice of a Numerical Method
As a consequence to the local approach for solving each nth slice, resulting from the
rescaling methodology, an explicit method is used in this thesis, namely: the very popular
explicit Runge-Kutta Method of order 4, which is commonly referred to as RK4. It is
well-known that the RK4 method is a fourth-order method, meaning that the error per
step is on the order of τ5, while the total accumulated error has order τ4.
The numerical method leads, on the rescaled time interval [0, sn], a sequence
{Zn,j | j = 1, · · · ,m} that approximates the solution {Zn(jτ) | j = 1, · · · ,m}, where the
time-step τ of the interval of integration [0, sn] is a priori selected on the basis of a com-
putational tolerance, as indicated above.
Since it is clear that, in this context, one is working in the nth slice, the notation Zj is
substituted to Zn,j .
The RK4 method for solving this problem starts with Z0 = 0, at s0 = 0, and evaluates
recurrently Zj+1 at sj+1 = sj + τ , in terms of Zj and τ as follows:
K1 = Gn(Zj)
K2 = Gn(Zj +
1
2τK1)
K3 = Gn(Zj +
1
2τK2)
K4 = Gn(Zj + τK3)
Zj+1 = Zj +
1
6τ(K1 + 2K2 + 2K3 +K4), at sj+1 = sj + τ .
4.6.3 Reaching accurately the EOS condition
For a chosen numerical method, the problem is solved on the nth slice, with a constant
rescaled time-step τ , yielding the value Zj+1 of the solution at time sj+1 from its value Zj
at time sj : Zj+1 = Num (Gn, Zj , τ).
Then, it progresses with the solution until overstepping the EOS condition.
As soon as it happens, the rescaled time-step τ is refined in order to reach accurately (up
to a tolerance εeostol ) the EOS condition, as follows:
1. Substitute τ/2 for τ .
2. Advance with the solution, starting from the previous time instant (at which the
EOS condition was not overstepped yet) and until the EOS condition is overstepped
once more.
3. Repeat steps 1 and 2 while τ is larger than a desired tolerance εeostol .
This is done through the following procedures, given in appendix 1:
• “SOLVE SLICE”: procedure solving a time slice, in the sequential initialization part.
• “SOLVE SLICE PARALLEL”: procedure solving a time slice with an unknown ini-
tial time, in the parallel correction step of the iterative process.
• “SOLVE SLICE LIMIT”: procedure solving the slice of the limit problem.

Chapter 5
Membrane Problem
The considered membrane problem is a second order scalar initial value problem:
y
′′ − b|y′ |q−1 y′ + |y|p−1 y = 0, t > 0, y(0) = y1,0, y′(0) = y2,0.
After lowering the order, it reduces to the general form (S) of a first order initial value
problem, of dimension 2.
When the problem parameters p and q are such that 0 < p ≤ q ≤ 2pp+1 , the solution
on [0,∞) exhibits an explosive behavior, in an oscillatory way.
The application of the time-slicing and rescaling techniques described in Chapter 1, yields
then:
• an invariance property when q = 2pp+1 ,
• an asymptotic similarity when 0 < p ≤ q < 2pp+1 .
This makes RaPTI algorithm to converge very fast, yielding excellent speed-ups (evaluated
as described in Appendix 2).
The notations used in this chapter are those indicated in table 10.1.
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5.1 Description of the problem
Consider the second order initial value problem in which one seeks y : [0, T ] −→ R (T ≤ ∞)
such that: 

y
′′ − b|y′ |q−1 y′ + |y|p−1 y = 0, t > 0, (5.1.1)
y(0) = y1,0, (5.1.2)
y
′
(0) = y2,0. (5.1.3)
(5.1)
This model describes the motion of a membrane element linked to a spring. The non-linear
term in y is related to the rigidity of the spring and that in y′ models a “speed-up” of the
phenomenon when b > 0, and a “slow-down” when b < 0. In this last case, the initial-
value problem is dissipative and the existence of the solution is global on [0,∞) ([55], [56]).
When b > 0, the speed-up of the motion causes a “blow-up” of the solution, i.e. the
existence of Tb ≤ ∞, such that: limt→Tb |y(t)| = limt→Tb |y′(t)| =∞.
This case has been intensively studied by Souplet et al in [57], [58], [59] and [60], where
the existence and uniqueness of the solution have been discussed and the behavior of the
solution determined in some cases: in the case where b = 1 and p, q > 1, they proved the
existence of two critical values q = p and q = 2pp+1 determining, in the (p, q) plane, three
regions of different behaviors. Figure 5.1 and table 5.1 summarize those results.
Figure 5.1: Membrane Problem - Different Behaviors, when b = 1 and p, q > 1.
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p,q Behavior of the Solution
1 < p ≤ q Finite-time blow-up
1 < 2pp+1 < q < p Non-oscillatory blow-up
1 < q ≤ 2pp+1 Oscillatory blow-up
Table 5.1: Membrane Problem - Different Behaviors when b = 1 and p, q > 1.
In [49] and [51], we have successfully applied the rescaled methodology to the case where
p > 1 and q = 2pp+1 , of which the solution is exploding in finite time, in an oscillatory or non
oscillatory way (depending on the value of b). It was done in the purpose of controlling
the stiffness of this explosive problem and resulted in getting very accurate values of the
solution and of the finite time of explosion.
In this chapter, we consider the case:
0 < p ≤ q ≤ 2p
p+ 1
≤ 1, (5.2)
that is represented by the colored area of figure 5.1.
For a pair (p, q) verifying this condition, we did not find (at this point) any reference
proving the existence and uniqueness of a solution, neither its behavior.
However, the numerical integration of (5.1) have shown an explosive behavior, with an
infinite blow-up time and both y and y′ exhibiting oscillatory behaviors, i.e.:
1. limt→∞ |y(t)| = limt→∞ |y′(t)| =∞, and
2. y(t) and y
′
(t) admit an infinite number of roots in the interval [0,∞).
We assume, in this chapter, that the behavior of the solution is indeed explosive, in an
oscillatory way, for all p and q satisfying (5.2).
Such behavior makes the solution, in the phase-plane (y, y′), spiral outwards about the
origin toward infinity.
(a) Y versus t (b) Phase plane
Figure 5.2: Membrane Problem - Global Behavior, when 0 < p ≤ q ≤ 2p
p+1
≤ 1.
Our first step is to write (5.1) as a system of first order ODE’s.
Letting Y1 = y and Y2 = y
′ makes problem (5.1) equivalent to the following system, in
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which one seeks Y1 : [0,∞] −→ R and Y2 : [0,∞] −→ R, such that:

Y
′
1 (t) = Y2, (5.3.1)
Y
′
2 (t) = b|Y2|q−1 Y2 − |Y1|p−1 Y1, (5.3.2)
Y1(0) = Y1,0, (5.3.3)
Y2(0) = Y2,0. (5.3.4)
(5.3)
Hence, problem (5.1) reduces to the first order initial value problem in which one seeks
the solution Y : [0,∞)→ R2, such that:
(S)
{
dY
dt = F (Y ), t > 0
Y (0) = Y0,
where Y0 =
(
Y1,0
Y2,0
)
and:
F
(
Y1
Y2
)
=
(
Y2
b|Y2|q−1 Y2 − |Y1|p−1 Y1
)
. (5.4)
5.2 Rescaling and Similarity Properties
5.2.1 Choice of an EOS condition
As discussed in Chapter 2, in case of oscillatory behavior of the solution and when one
seeks a time-parallelism, the slicing technique would inflict that the slice be ended when
the solution completes a full (or almost full) rotation. One possible way to do it is to end
an nth slice when:{
at t = Tn, Yn,2 = |Yn,1|
p+1
2 with Yn,1 > 0
∀t ∈ (Tn−1, Tn) , Y2(t) 6= |Y1(t)|
p+1
2 or Y1(t) ≤ 0
(5.5)
This EOS condition is governed by a family of functions En : R
2 → R, given by:
∀W ∈ R2, En [W ] =W2 − |W1|
p+1
2 , (5.6)
and defined by adding, to the condition En [Yn] = 0, the additional constraint
Yn,1 > 0 that is intended to make the solution complete an almost full rotation in the
phase plane: {
at t = Tn, En [Yn] = 0 with Yn,1 > 0
∀t ∈ (Tn−1, Tn) , En [Y ] 6= 0 or Y1(t) ≤ 0
Let L be the logical function defined by:{
L [Y (t)] = 0 if Y2(t) = |Y1(t)|
p+1
2 and Y1(t) > 0,
L [Y (t)] = 1 if Y2(t) 6= |Y1(t)|
p+1
2 or Y1(t) ≤ 0.
(5.7)
The EOS condition (5.5) translates then to:
L [Y (Tn)] = 0 and ∀t ∈ (Tn−1, Tn), L [Y (t)] 6= 0. (5.8)
In other words, a slice is ended whenever the trajectory of the solution, in the Y1Y2 phase
plane, intersects the curve Y2 = |Y1|
p+1
2 in the first quadrant.
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The oscillating behavior of the solution makes such EOS condition guaranteed to be
reached (see figure 5.3).
Figure 5.3: Membrane Problem - EOS Condition
This appears as a particular way for completing a rotation.
Another straightforward alternative consists in ending a slice as each time the polar angle,
in the Y1Y2 phase plane, recovers its initial value, as described in the general choice given
in Chapter 2.
However, as indicated later in this chapter, our choice leads to a proper illustration of both
invariance and asymptotic similarity.
(a) Y versus t (b) Phase plane
Figure 5.4: Membrane problem - 100 slices, b = 1, p = 0.7, q = 0.77, Y0 = (1, 1).
Problem (5.3) is then equivalent to the sequence of initial value shooting problems in which
one seeks, on each nth slice (n ≥ 1), for the time Tn and the solution Y : [Tn−1, Tn] −→ R2
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such that: 

dY1
dt = Y2, (5.9.1)
dY2
dt = b|Y2|q−1 Y2 − |Y1|p−1 Y1, (5.9.2)
Y1(Tn−1) = Yn−1,1 (5.9.3)
Y2(Tn−1) = Yn−1,2 (5.9.4)
L [Y (Tn)] = 0 and ∀t ∈ (Tn−1, Tn), L [Y (t)] 6= 0 (5.9.5)
(5.9)
5.2.2 Rescaled Systems
Note first that the EOS condition (5.5) makes the nonzeroness condition (1.11) hold at
end-of-slices.
Problem (5.9) is rescaled through the change of variables (1.12) that is explicitly given in
this 2-dimensional case by:

t = Tn−1 + βns, (5.10.1)
Y1(t) = Yn−1,1(1 + Zn,1(s)), (5.10.2)
Y2(t) = Yn−1,2(1 + Zn,2(s)), (5.10.3)
(5.10)
The equality involved in the EOS condition (5.5) rescales as:
Yn−1,2(1 + Zn,2(sn)) = |Yn−1,1 (1 + Zn,1(sn)) |
p+1
2 , which is equivalent to:
1 + Zn,2(sn) =
|Yn−1,1|
p+1
2
Yn−1,2
|1 + Zn,1(sn)|
p+1
2 .
Assume, without loss of generality, that the EOS condition is satisfied by the initial con-
dition Y0∀n ≥ 1, |Yn−1,1|
p+1
2
Yn−1,2
= 1. (If not, one can always solve a partial time-slice, until
reaching the EOS condition, and initialize the time at that point).
This makes the rescaled EOS condition independent of n:{
at s = sn, 1 + Zn,2(sn) = |1 + Zn,1(sn)|
p+1
2 with 1 + Zn,1(sn) > 0
∀s ∈ (0, sn) , 1 + Zn,2(s) 6= |1 + Zn,1(s)|
p+1
2 or 1 + Zn,1(s) ≤ 0
(5.11)
This rescaled EOS condition is governed by the invariant function H : R2 → R, given by:
∀W ∈ R2, H [W ] = (1 +W2)− |1 +W1|
p+1
2 , (5.12)
and defined by adding, to the condition H [Zn(sn)] = 0, the additional constraint: 1 +
Zn,1(sn) > 0.
Let Lz be the logical function defined by:{
Lz [Zn(s)] = 0 if 1 + Zn,2(s) = |1 + Zn,1(s)|
p+1
2 and 1 + Zn,1(s) > 0
Lz [Zn(s)] = 1 if 1 + Zn,2(s) 6= |1 + Zn,1(s)|
p+1
2 or 1 + Zn,1(s) ≤ 0
(5.13)
The rescaled EOS condition (5.11) translates then to:
Lz [Zn(sn)] = 0 and ∀s ∈ (0, sn), Lz [Zn(s)] 6= 0. (5.14)
Besides, it follows from (5.9) and (5.10) that:
dZ1
ds =
βn
Yn−1,1
Yn−1,2(1 + Z2)
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dZ2
ds = bβn|Yn−1,2|q−1|1 + Z2|q−1(1 + Z2)
− βnYn−1,1Yn−1,2 |Yn−1,1|p−1|1 + Z1|p−1(1 + Z1).
By letting: 

ωn =
βn
Yn−1,1
Yn−1,2, (5.15.1)
γn,1 =
βnYn−1,1
Yn−1,2
|Yn−1,1|p−1, (5.15.2)
γn,2 = βn|Yn−1,2|q−1, (5.15.3)
(5.15)
the resulting rescaled systems are:

dZn,1
ds = Gn,1(Zn), 0 < s ≤ sn, (5.16.1)
dZn,2
ds = Gn,2(Zn), 0 < s ≤ sn, (5.16.2)
Zn,1(0) = Zn,2(0) = 0, (5.16.3)
Lz [Zn(sn)] = 0 and ∀s ∈ (0, sn), Lz [Zn(s)] 6= 0. (5.16.4)
(5.16)
where: {
Gn,1(Zn) = ωn(1 + Zn,2),
Gn,2(Zn) = bγn,2|1 + Zn,2|q−1(1 + Zn,2)− γn,1|1 + Zn,1|p−1(1 + Zn,1).
5.2.3 Critical Choice of {βn}
Taking into consideration the EOS condition (5.5), in the expressions of the coefficients
given in (5.15), one obtains:
ωn = γn,1 = βn|Yn−1,1|
p−1
2 and γn,2 = βn|Yn−1,1|
(p+1)(q−1)
2 .
Thus, the critical choice for the time-rescaling factor
βn = |Yn−1,1|
1−p
2 = |Yn−1,2|
1−p
p+1 , (5.17)
makes: 

ωn = 1, (5.18.1)
γn,1 = 1 , (5.18.2)
γn,2 = |Yn−1,1|
(p+1)(q−1)
2
+ 1−p
2 = γn, (5.18.3)
(5.18)
Note that the explosive behavior of Yn,1 makes γn,2 = γn ≤ 1.
The sequence of rescaled initial value shooting problems (5.16) is then such that, for all n:{
Gn,1(Zn) = 1 + Zn,2,
Gn,2(Zn) = bγn|1 + Zn,2|q−1(1 + Zn,2)− |1 + Zn,1|p−1(1 + Zn,1), (5.19)
with:
γn = |Yn−1,1|
p+1
2
(
q− 2p
p+1
)
≤ 1.
5.2.4 Invariance and Asymptotic Similarity
Theorem 7
1. If q = 2pp+1 , ∀p ≤ 1, then the rescaled systems (5.16) are invariant and equivalent, for
all n, to the unique initial value shooting problem in which one seeks for the rescaled
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time s1 and for the rescaled functions Z1 : [0, s1]→ R2 , such that:

dZ1,1
ds = (1 + Z1,2), 0 < s ≤ s1, (5.20.1)
dZ1,2
ds = b|1 + Z1,2|q−1(1 + Z1,2)
− |1 + Z1,1|p−1(1 + Z1,1), (5.20.2)
Z1,1(0) = Z1,2(0) = 0, (5.20.3)
Lz [Zn(sn)] = 0 and ∀s ∈ (0, sn), Lz [Zn(s)] 6= 0. (5.20.4)
(5.20)
2. If 0 < p ≤ q < 2pp+1 ≤ 1, then the rescaled systems (5.16) are asymptotically similar
to a limit initial value shooting problem in which one seeks for the rescaled time sL
and for the rescaled functions ZL,1 : [0, sL]→ R2 and ZL,2 : [0, sL]→ R2, such that:

dZL,1
ds = 1 + ZL,2, 0 < s ≤ sL, (5.21.1)
dZL,2
ds = −|1 + ZL,1|p−1(1 + ZL,1) , (5.21.2)
ZL,1(0) = ZL,2(0) = 0, (5.21.3)
Lz [ZL(sL)] = 0 and ∀s ∈ (0, sL), Lz [ZL(s)] 6= 0. (5.21.4)
(5.21)
Proof:
1. If q = 2pp+1 , then γn = 1. It follows that all the coefficients involved on the functions
Gn are independent of n, and therefore:
∀n ≥ 1,
{
Gn,1(Zn) = 1 + Zn,2,
Gn,2(Zn) = b|1 + Zn,2|q−1(1 + Zn,2)− |1 + Zn,1|p−1(1 + Zn,1),
or equivalently:
∀n, Gn(.) = G1(.).
Together with the invariance of the function H governing the EOS condition, this
implies the invariance of the rescaled systems, yielding the same rescaled solution
Zn = Z1 and the same rescaled time-slice size sn = s1, for all n.
2. One has:
Gn(Zn) =
(
Gn,1(Zn)
Gn,2(Zn)
)
=
(
1 + Zn,2
bγn|1 + Zn,2|q−1(1 + Zn,2)− |1 + Zn,1|p−1(1 + Zn,1)
)
,
and GL(ZL(s)) =
(
GL,1(ZL)
GL,2(ZL)
)
=
(
1 + ZL,2
−|1 + ZL,1)|p−1(1 + ZL,1)
)
.
It follows, for all W =
(
W1
W2
)
∈ R2:
Gn(W )−GL(W ) =
(
0
bγn|1 +W2|q−1(1 +W2)
)
.
Since p+12
(
q − 2pp+1
)
< 0, the assumption of the explosive behavior of the solution
implies:
lim
n→∞(γn) = limn→∞
(
|Yn−1,1|
p+1
2
(
q− 2p
p+1
))
= 0.
It follows, for all W ∈ R2:
∀ρ > 0, lim
n→∞
[
max
W∈Bρ
‖Gn(W )−GL(W )‖∞
]
= 0,
CHAPTER 5. MEMBRANE PROBLEM 131
Together with the invariance of the function H governing the EOS condition, this
proves the asymptotic similarity of the rescaled systems (5.16) to the limit system
(5.21).
Figure 5.5 illustrates a case of invariance: one notices the exact superposition of the
rescaled solution, in the Z1Z2- phase plane, on all the time-slices.
Figure 5.5: Membrane Problem - A Case of Invariance, b = 1, p = 0.7, q = 2p
p+1
, Y0 = (1, 1).
Figure 5.6 illustrates a case of asymptotic similarity: the rescaled solution on successive
time-slices are represented on the same graph, in the Z1Z2- phase plane. Each trajectory,
corresponding to the nth slice [0, sn], starts at Zn(0) = (0, 0) and ends at Zn(sn). One can
notice how the successive trajectories becomes closer and closer to that corresponding to
the limit problem (in green), as n becomes larger.
Figure 5.6: Membrane Problem - A Case of Asymptotic similarity, b = 1, p = 0.7, q = 0.77, Y0 = (1, 1).
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5.3 Numerical Results: Case of Invariance
When q = 2pp+1 , one obtains a perfect ratio property, as stated in proposition 8, i.e. the
ratios of the solution on any two successive slices are constant. This constant ratio is
evaluated by solving sequentially on the first slice only: ∀n, Rn = R1.
This allows to get:
(i) the exact starting values {Yn} of the solution on all slices, using the recurrence (4.7):
∀n, Yn = (DR1)n Y0.
(ii) the sizes of all time-slices: ∀n, ∆Tn = βns1, where s1 is the invariant size of rescaled
time-slices and βn is deduced from the exact predictions of Yn.
If parallel integration is to be done, one gets a perfect parallelism with no need of any
iteration or communication.
However, and as detailed in Chapter 4, the parallelism is of no need here, since solv-
ing the problem on the first slice solves it on all slices, through a simple change of variable,
using RaTI algorithm.
Table 5.2 shows some cases of invariance that are solved, using RaPTI algorithm. Even if
one knows that no parallelism is needed, this is done as a bench mark, by solving all the
slices, with exact predictions.
Note first that in all the considered cases, the solution is explosive and the computations
stop as soon as the value of the solution exceeds the machine capacity, thus determining
different number of slices, in each case, which is the maximum number.
Case 1 2 3 4 5 6 7 8 9
p 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1
Tsol 4.910
10
2.41019 1.81029 2.81040 1.51053 5.91067 41084 1.410104 3.510127
N 1160 1179 1220 1306 1323 1491 1531 1304 1932
ns 1 1 1 1 1 1 1 1 1
nI 1 1 1 1 1 1 1 1 1
Ts 4.62 4.70 5.26 5.42 5.55 6.25 6.68 5.62 8.25
T2 2.22 2.23 2.50 2.56 2.60 2.97 3.18 2.71 3.85
E2 1.042 1.051 1.052 1.059 1.070 1.051 1.050 1.036 1.073
S2 2.084 2.102 2.104 2.119 2.140 2.103 2.100 2.073 2.145
Smax2 1.998 1.998 1.998 1.998 1.998 1.999 1.999 1.998 1.999
T4 1.15 1.19 1.29 1.33 1.34 1.53 1.62 1.40 1.98
E4 1.003 0.990 1.021 1.020 1.034 1.020 1.031 1.003 1.044
S4 4.012 3.961 4.082 4.082 4.135 4.081 4.125 4.012 4.175
Smax4 3.990 3.990 3.990 3.991 3.991 3.992 3.992 3.991 3.994
T8 0.64 0.64 0.70 0.71 0.73 0.82 0.88 0.75 1.04
E8 0.908 0.919 0.935 0.951 0.954 0.951 0.954 0.935 0.996
S8 7.261 7.348 7.482 7.604 7.633 7.606 7.635 7.483 7.968
Smax8 7.952 7.953 7.954 7.957 7.958 7.963 7.964 7.957 7.971
Table 5.2: Membrane - Cases of Invariance: Application of RaPTI algorithm by solving all slices, with
exact predictions, with b = 1 and q = 2p
p+1
.
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RaPTI has been tested on the considered 9 cases, using 2, 3, 4, 5, 6, 7, and 8 processors.
Figure 5.7 shows how the values of the speed-up, averaged on the 9 cases, vary with the
number of processors. It shows also how close it is to the maximum speed-up, stated by
Amdhal’s law.
Figure 5.7: Membrane - Cases of Invariance: Speed-up, applying RaPTI
Table 5.3 shows how the same cases of invariance should be solved, using RaTI algorithm,
that solves only one time-slice and gets the solution on all other slices by means of a
simple change of variables. This is done on one processor and the time of computation is
compared to the sequential time needed for solving the same slices.
The result is a tremendous, but not surprising, speed-up of the computations.
Case 1 2 3 4 5 6 7 8 9
p 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1
T 4.91010 2.41019 1.81029 2.81040 1.51053 5.91067 41084 1.410104 3.510127
N 1160 1179 1220 1306 1323 1491 1531 1304 1932
Ts 4.62 4.70 5.26 5.42 5.55 6.25 6.68 5.62 8.25
T1 0.107 0.11 0.111 0.115 0.116 0.121 0.127 0.113 0.0.136
S1 43.22 42.69 47.36 47.11 47.87 51.68 52.60 49.77 60.69
Table 5.3: Membrane - Cases of Invariance: Application of RaTI algorithm by solving only one slice, with
b = 1 and q = 2p
p+1
.
5.4 Numerical Results: Case of Asymptotic Similarity
5.4.1 Existence of a Ratio Property
The asymptotic similarity of the rescaled systems, already proved, is a necessary condition
for the existence of an asymptotic ratio property (i.e. limn→∞Rn = RL), as defined in
proposition 8. However, this is not sufficient.
One needs also to have: limn→∞ Zn(sn) = ZL(sL).
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As detailed in theorem 1 and its corollary (given in Chapter 1), the latter convergence
requires the following hypotheses to be satisfied:
1. the rescaled systems are asymptotically similar,
2. the sequence {sn} of rescaled times is uniformly upper bounded,
3. there exists Sˆ > 0 such that:
{ ∀s ∈ [0, sL], ZL(s) ∈ BSˆ ,
∀n, ∀s ∈ [0, sn], Zn(s) ∈ BSˆ ,
4. GL verifies a Lipshitz condition on the domain BSˆ ,
5. there exists ǫ > 0 such that H define bijections mapping an interval containing sL
and, for every n, an interval containing sn, onto the interval [−ǫ, ǫ] ⊂ R.
The asymptotic similarity is proved in the previous subsection and the existence of bijec-
tions is satisfied (see remark 3, in Chapter 2). The three other hypotheses are numerically
verified in all the test cases, but they are not proved. This makes the asymptotic ratio
property unproved, but numerically verified for all the tested cases, as shown below.
Table 5.4 gives a sample of the numerical ratio property obtained for some tested cases
and gives also the ratio RL = 1+ZL(sL), corresponding to the limit problem of each case.
Obviously, the ratios {Rn} seem to become closer and closer to RL, as n becomes larger.
Note that only the first component of the ratios is given in this table, since the sec-
ond component follows directly from the first one, through the uniform EOS condi-
tion: ∀n, 1 + Zn,2(sn) = |1 + Zn,1(sn)|
p+1
2 ⇐⇒ Rn,2 = |Rn,1|
p+1
2 and, similarly,
RL,2 = |RL,1|
p+1
2 .
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Case 1 Case 2 Case 3 Case 4
p = 0.8, q = 0.84 p = 0.7, q = 0.77 p = 0.6, m = 0.66 p = 0.5, m = 0.55
n Rn,1 Rn,1 Rn,1 Rn,1
1 32.01638228 35.14519119 31.96552779 31.80221657
2 18.28056309 19.17433786 13.88417528 12.0969595
3 12.4544877 12.69361351 8.678549884 7.336415221
...
...
...
...
...
331 1.06918957 1.069653695 1.039519338 1.033450754
332 1.068978459 1.06944921 1.039393128 1.033352919
333 1.068768635 1.069245963 1.03926773 1.033255658
...
...
...
...
...
476 1.047930393 1.049027608 1.026942978 1.023482069
477 1.047829064 1.048929175 1.026883374 1.023433977
478 1.047728163 1.048831157 1.026824022 1.023386083
...
...
...
...
...
1060 1.021414334 1.023274032 1.011325179 1.010698606
1061 1.021394043 1.023254365 1.011313186 1.010688666
1062 1.02137379 1.023234735 1.011301216 1.010678744
...
...
...
...
...
1486 1.01524735 1.017307495 1.007678937 1.007665909
1487 1.015237039 1.017297544 1.007672842 1.007660819
1488 1.015226741 1.017287606 1.007666755 1.007655735
...
...
...
...
...
1512 1.014983687 1.017053086 1.007523101 1.007535729
1513 1.014973727 1.017043478 1.007517215 1.007530811
1514 1.014963781 1.017033882 1.007511336 1.007525899
...
...
...
...
...
2999 1.007518218 1.009912732 1.003139833 1.003831921
3000 1.007515689 1.009910354 1.003138374 1.003830661
RL,1 0.999874663 1.00462549 0.996705614 1.000071701
Table 5.4: Membrane: Ratio Property in a Case of Asymptotic Similarity
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5.4.2 Application of RaPTI
Tables (5.5) and (5.6) below summarize some results that were obtained by applying
RaPTI algorithm on the membrane problem, in the case of asymptotic similarity when
p ≤ q < 2pp+1 and for 8 combinations of the problem parameters p and q, with b = 1.
When doing the preliminary analysis, the procedure FIND RATIOS MODEL, described
in section 4.3.2 (of Chapter 4) and providing a mathematical model for predicting the
ratios, could ultimately be repeated for every combination of the problem parameters (p
and q), and for every change in the initial condition.
However, the numerical experiments show that:
- the common global behavior of the solution for the considered set of combinations of
problem parameters
(
p ≤ q < 2pp+1
)
,
- the common EOS condition and choice of {βn} used in the rescaling technique,
- and the resulting similarity and ratio properties,
make the same mathematical form of the model Rfit, with the same number nprec of previ-
ous data to be used, hold the extrapolation test for all combinations of problem parameters
and for any initial condition (within the same global behavior, of course), as well as at all
iterations.
Hence, the procedure FIND RATIOS MODEL is implemented, once for all, in the prelim-
inary stage, for an arbitrary combination (p, q) satisfying p ≤ q < 2pp+1 and for an arbitrary
initial condition.
The resulting mathematical model that has been used for the predictions of the ratios is
a polynomial of degree d = 2, obtained by fitting the last nprec = 3 computed ratios, in
the least-squares sense.
The total number of slices N , and therefore the interval of integration [0, T ], corresponds
to the maximum (or almost) number preventing the explosive solution from exceeding the
machine capacity.
The total number of iterations vary from one case to another, but in all cases, the results
show how small is this number compared to the total number of slices. This ascertains
the fast convergence of RaPTI when applied to the membrane problem.
In all the experiments, the tolerance used for getting the time-step τ is ǫτtol = 10
−14.
Similarly, the tolerance up to which is reached the EOS condition is ǫEOStol = 10
−14.
The only differences between tables (5.5) and (5.6)are:
- the tolerance ǫnstol, used for getting ns and
- the tolerance ǫgtol, on the gaps.
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Case 1 2 3 4 5 6 7 8
p 0.8 0.7 0.7 0.6 0.6 0.6 0.5 0.5
q 0.84 0.74 0.77 0.66 0.69 0.72 0.55 0.60
T 1.01014 1.61029 2.71028 8.31013 1.11018 2.41030 2.51017 1.31025
N 65000 65000 50000 65000 65000 65000 65000 65000
Ts 252.81 255.50 199.94 265.90 262.89 261.47 264.53 262.67
ns 1499 1143 1471 1156 1414 1993 1053 1385
nI 6 11 12 35 28 23 5 5
T2 134.81 132.27 103.37 135.87 135.66 136.64 135.28 135.17
E2 0.94 0.97 0.97 0.98 0.97 0.96 0.98 0.97
S2 1.88 1.93 1.93 1.96 1.94 1.91 1.96 1.94
Smax2 1.95 1.97 1.94 1.97 1.96 1.94 1.97 1.96
T4 70.91 69.74 57.11 74.06 73.77 76.06 71.95 72.34
E4 0.89 0.92 0.88 0.90 0.89 0.86 0.92 0.91
S4 3.57 3.66 3.50 3.59 3.56 3.44 3.68 3.63
Smax4 3.74 3.80 3.68 3.80 3.75 3.66 3.81 3.76
T8 39.07 37.82 32.10 40.47 41.18 43.25 38.80 39.88
E8 0.81 0.84 0.78 0.82 0.80 0.76 0.85 0.82
S8 6.47 6.76 6.23 6.57 6.38 6.05 6.82 6.59
S8max 6.89 7.12 6.63 7.11 6.94 6.59 7.19 6.96
Table 5.5: Membrane Problem - Cases of Asymptotic Similarity: Application of RaPTI, when ǫgtol =
5× 10−6, ǫnstol = 10
−5.
Actually, RaPTI has been tested on the previous 8 cases, using 2, 3, 4, 5, 6, 7, and 8
processors.
Figure 5.8 shows how the values of the efficiency and speed-up, averaged on the 8 cases
of table 5.5, vary with the number of processors. It shows also how large is the efficiency
and how close is the speed-up to the maximum speed-up stated by Amdhal’s law.
Figure 5.8: Membrane Problem - Cases of Asymptotic Similarity: Efficiencies and speed-ups, ǫgtol =
5× 10−6, ǫnstol = 10
−5.
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Case 1 2 3 4 5 6 7 8
p 0.8 0.7 0.7 0.6 0.6 0.6 0.5 0.5
q 0.84 0.74 0.77 0.66 0.69 0.72 0.55 0.60
T 1.01014 1.61029 2.71028 8.31013 1.11018 2.41030 2.51017 1.31025
N 65000 65000 50000 65000 65000 65000 65000 65000
Ts 252.81 255.50 199.94 265.90 262.89 261.47 264.53 262.67
ns 469 361 462 365 451 701 323 422
nI 6 14 16 37 29 34 5 5
T2 130.55 130.08 101.42 134.65 135.36 136.22 133.48 132.94
E2 0.97 0.98 0.99 0.99 0.97 0.96 0.99 0.99
S2 1.94 1.96 1.97 1.97 1.94 1.92 1.98 1.98
Smax2 1.99 1.99 1.98 1.99 1.99 1.98 1.99 1.99
T4 67.06 67.68 53.73 71.82 71.13 71.99 68.90 69.69
E4 0.94 0.94 0.93 0.93 0.92 0.91 0.96 0.94
S4 3.77 3.78 3.72 3.70 3.70 3.63 3.84 3.77
Smax4 3.92 3.93 3.89 3.93 3.92 3.87 3.94 3.92
T8 35.48 35.77 28.57 37.61 38.12 38.82 35.90 36.30
E8 0.89 0.89 0.87 0.88 0.86 0.84 0.92 0.90
S8 7.13 7.14 7.00 7.07 6.90 6.74 7.37 7.24
Smax8 7.62 7.70 7.51 7.70 7.63 7.44 7.73 7.65
Table 5.6: Membrane Problem - Cases of Asymptotic Similarity: Application of RaPTI, when ǫgtol = 10
−5,
ǫ
ns
tol = 10
−4.
Here also, RaPTI has been tested on the previous 8 cases, using 2, 3, 4, 5, 6, 7, and 8
processors, and figure 5.9 shows how the values of the efficiency and speed-up, averaged
on the 8 cases of table 5.6, vary with the number of processors. It shows also how large is
the efficiency and how close is the speed-up to the maximum speed-up stated by Amdhal’s
law.
(a) Efficiency (b) Efficiency
Figure 5.9: Membrane Problem - Cases of Asymptotic Similarity: Efficiencies and speed-ups, ǫgtol = 10
−5,
ǫ
ns
tol = 10
−4.
As expected:
- Larger tolerances imply better efficiencies and speed-ups,
- The efficiencies decrease, as the number of processors increases from 2 to 8, due to com-
munication overhead,
- The speed-ups increase, as the number of processors increases.
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Impact of the choices of ǫgtol and ǫ
ns
tol:
Some additional experiments have been done, on 8 processors only, for analyzing the effect
of a variation of the tolerance ǫnstol, or ǫ
g
tol, on the numbers ns and nI , on the efficiency, on
the speed-up and on the accuracy of the solution.
For that purpose, a relative error has been computed, for comparing T cn and Y
c
n,i to the
sequentially computed end-of-slice values Tn and Yn,i:
errrel = max
1≤n≤N

 maxi∈{1,2}
√(
Y cn,i − Yn,i
)2
+ (T cn − Tn)2√
Y 2n,i + T
2
n

 ,
Figure 5.10: Membrane - Impact of the choices of ǫgtol and ǫ
ns
tol.
The impact of ǫgtol can be deduced by comparing the choices I and II of tolerances, given
in the table of figure 5.10.
For a given ǫnstol = 10
−5, the number ns and the maximum speed-up are unchanged, whereas
decreasing the tolerance on the gaps (choice I) makes:
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• the number of iterations increases (by almost 22%, in average),
• the error decreases (by almost 60%, in average),
• the efficiency and the speed-up increase (by almost 2.8%, in average), in spite of the
increasing nI .
Figure 5.11 compares the resulting speed-ups.
Figure 5.11: Membrane - Comparative Speed-ups, for different ǫgtol.
The impact of ǫnstol is noticed by comparing the choices II and III of tolerances given in the
table of figure 5.10.
For a given ǫgtol = 10
−5, increasing the tolerance on ns (choice III) makes:
• the number ns decreases significantly (by almost 68%, in average),
• the number of iterations increases (by almost 41%, in average),
• the relative error sometimes increases and some other times decreases,
• the efficiency increases (by almost 12%, in average),
• the speed-up increases (by almost 12%, in average) and the maximum speed-up
increases (by almost 10%, in average) .
Figure 5.12 compares the resulting speed-ups.
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Figure 5.12: Membrane - Comparative Speed-ups, for different ǫnstol.
From this comparative study, and since the goal is to have a good speed-up and a good
accuracy, one deduces that:
• The accuracy is almost not affected by any change of ǫnstol, but improves a lot with
smaller ǫgtol.
• The speed-up is almost not affected by any change of ǫgtol, but improves quite well
with larger ǫnstol.
Thus, one should optimize the choices of the tolerances by decreasing ǫgtol and increasing
ǫnstol, as much as possible.

Chapter 6
Reaction-Diffusion Problem
Consider the reaction-diffusion problem of the form:
∂u
∂t
−∆um = aup, x ∈ Ω ⊂ Rd, u(x, t) = 0, x ∈ ∂Ω u(x, 0) = u0(x) > 0,
where a > 0, m, p > 0.
After a space semi-discretization of dimension K, it reduces to the general form (S) of a
first order initial value problem, of dimension K.
When the problem parameters m and p are such that 0 < m ≤ p ≤ 1, the solution
exhibits, on [0,∞), an explosive behavior.
The application of our time-slicing and rescaling techniques yields an asymptotic ratio
property, allowing a quick convergence of RaPTI algorithm and a good speed-up (evalu-
ated as described in Appendix 2).
The particular case m = p = 1, simplifying the problem to a linear one (similar to that
discussed in chapter 2), is independently tested and the application of RaPTI yields a very
good speed-up.
The notations used in this chapter are those indicated in table 10.1 and those given in the
following definition.
Definition 9 • V.α is the component-wise exponentiation to the power α:
∀α ∈ R, ∀V =


V1
V2
...
VK

 ∈ RK with ∀i, Vi > 0, V.α =


V α1
V α2
...
V αK

 (6.1)
• DV is the diagonal K ×K matrix, having the vector V on its main diagonal:
∀V =


V1
V2
...
VK

 ∈ RK , DV =


V1 0 · · · 0
0 V2 · · · 0
...
...
. . .
...
0 0 · · · VK

 ∈ RK×K (6.2)
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6.1 Description of the problem
Consider the reaction-diffusion problem defined by:

∂u
∂t −∆um = aup, x ∈ Ω ⊂ Rd, t > 0 (6.3.1)
u(x, t) = 0, x ∈ ∂Ω, t ≥ 0, (6.3.2)
u(x, 0) = u0(x) > 0, x ∈ Ω. (6.3.3)
(6.3)
where a > 0, m > 0, p > 0, and ∆ is the Laplace operator.
u is a concentration which verifies a positivity property, see [61], ∆um is the diffusion term
and aup is the reaction term that determines the behavior of the solution.
Note that as m, p and the initial conditions vary, the behavior of the solution varies as
well, as given in [61] and summarized below.
p,m Behavior of the Solution
0 < p < m Bounded behavior and global time existence
0 < m ≤ p ≤ 1 Global time existence and explosive behavior for certain initial conditions
0 < m ≤ 1 < p Finite time existence
Table 6.1: RD Problem - Different Behaviors of the Solution
In the present Chapter, we are interested in the case where:
0 < m ≤ p ≤ 1, (6.4)
whose solution can, for some initial conditions, go monotonously to infinity in infinite time
(otherwise, it vanishes in finite time), as proved in [61].
Figure 6.1: Reaction-Diffusion Problem - Global Behavior, when m = 0.7, p = 0.9, a = 3 and u0(x) =
1− x2, with Ω = [−1, 1] ⊂ R.
The particular case m = p = 1, simplifies the problem to a linear one, similar to that
discussed in chapter 2, and is numerically tested in the last section of the chapter.
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The first step, for solving problem (6.3), is to introduce a preliminary change of vari-
able: v = um. By letting also q = 1m , the problem translates to:

∂v
∂t =
1
q
1
vq−1
∆v + aq v
pq−q+1, x ∈ Ω ⊂ Rd, t > 0 (6.5.1)
v(x, t) = 0, x ∈ ∂Ω, t ≥ 0, (6.5.2)
v(x, 0) = v0(x) > 0, x ∈ Ω. (6.5.3)
(6.5)
with v0(x) = [u0(x)]
m = [u0(x)]
1
q , and 0 < 1q ≤ p ≤ 1, yielding q ≥ 1 and 2 − q ≤
pq − q + 1 ≤ 1.
Next, a space semi-discretization of dimension K is applied to the interior of the domain
Ω, using the finite-difference operator A in place of the Laplacian ∆, where A ∈ RK×K is
a sparse symmetric positive definite matrix that discretizes the operator −∆.
The solution v(x, t) and its initial value v0(x) are then approximated by the vectors:
v(x, t) ≈ Y (t) =


Y1(t)
Y2(t)
...
YK(t)

 and v0(x) ≈ Y0 =


Y0,1
Y0,2
...
Y0,K

 .
Problem (6.5) is now equivalent to the initial value problem:{
dY
dt = Fdiff (Y ) + Freac(Y ), t > 0 (6.6.1)
Y (0) = Y0, (6.6.2)
(6.6)
where Fdiff (Y ) and Freac(Y ) correspond respectively to the diffusion and reaction terms
of the problem:
Fdiff (Y ) = −1
q
D−1
Y.q−1
AY, (6.7)
Freac(Y ) =
a
q
Y.pq−q+1. (6.8)
Note that problem (6.6) has the form of the general initial value problem (S), with:
F (Y ) = Fdiff (Y ) + Freac(Y ). (6.9)
We did not find (at this point) any reference specifying where is the blow-up occurring
and how each component of the solution varies. Our numerical integration of (6.3), for
cases satisfying (6.4) motivates the following assumptions.
We consider, in this chapter, that the behavior of the solution satisfies the two follow-
ing assumptions:
Assumption 3 Each component of the solution monotonously increases toward ∞.
Assumption 4 The blow-up occurs on all the components of the solution.
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(a) 0 ≤ t ≤ 33 (b) 0 ≤ t ≤ 300
Figure 6.2: Reaction-Diffusion Problem - Solution Profile, when m = 0.7, p = 0.9, a = 3 and u0(x) =
1− x2, with Ω = [−1, 1] ⊂ R.
6.2 Rescaling and Similarity Properties
6.2.1 Choice of an EOS condition
Since the reaction-diffusion problem (6.3) is known to have a positive solution u, it follows
that the solution Y of the initial value problem (6.6) is positive in all its components:
∀t > 0, ∀i, Yi(t) > 0 As discussed in Chapter 2, in case of explosive behavior of the
solution (and under the nonzeroness condition), the functions {En} governing the EOS
condition could be that defined in (2.6), for all n > 0, by:
En(W ) =
∥∥D−1n (W − Yn−1)∥∥∞ − S.
For a given S > 0, the nth slice is then ended as soon as the solution satisfies:
at t = Tn, En [Y (Tn)] = 0 ⇐⇒
∥∥D−1n (Y (Tn)− Yn−1)∥∥∞ = S,
with
∥∥D−1n (Y (t)− Yn−1)∥∥∞ < S, if Tn−1 < t < Tn, (6.10)
thus, preventing the absolute value of the relative variation of each component of Y (t)
relatively to the same component of Yn−1 from exceeding a cut-off value S.
The explosive behavior of the solution makes such EOS condition guaranteed to be reached.
Moreover, if ||Y (.)||∞ monotonously increases with t, one has:
∀t > Tn,
∥∥D−1n (Y (t)− Yn−1)∥∥∞ > S.
Figure 6.3 represents the central and border component of the solution Y as a function of
t, on the first 50 slices and for the same case than that represented in figures (6.1) and
(6.2).
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(a) Central Component (b) Border Component
Figure 6.3: Reaction-Diffusion Problem - EOS Condition, when m = 0.7, p = 0.9, a = 3 and u0(x) =
1− x2, with Ω = [−1, 1] ⊂ R.
Problem (6.6) is then equivalent to the sequence of initial value shooting problems in which
one seeks, on each nth slice (n ≥ 1), for the time Tn and the solution Y : [Tn−1, Tn] −→ RK
such that: 

dY
dt = Fdiff (Y ) + Freac(Y ), (6.11.1)
Y (Tn−1) = Yn−1, (6.11.2)
En [Y (Tn)] = 0 and ∀t ∈ (Tn−1, Tn), En [Y (t)] 6= 0, (6.11.3)
(6.11)
where Fdiff (Y ) and Freac(Y ) are given in (6.7) and (6.8).
6.2.2 Rescaling
Change of Variables:
Note first that the positivity of Y makes the nonzeroness condition (1.11) hold, for the
end-of-slice values, and problem (6.11) can be rescaled through the change of variables
(1.12) given by: {
t = Tn−1 + βns, βn > 0 (6.12.1)
Y (t) = Dn (1+ Zn(s)) , (6.12.2)
(6.12)
where Dn = DYn−1 , due to the nonzeroness condition.
Rescaled EOS Condition:
As shown in (2.8), the functions {En} governing the EOS condition rescale to a unique
function H : RK → R defined, independently of n, by:
∀W ∈ RK , H(W ) = ‖W‖∞ − S.
For a given cutoff value S > 0, the nth slice is then ended as soon as the rescaled solution
Z(.) satisfies the rescaled EOS condition:
at s = sn, H [Zn(sn)] = 0 ⇐⇒ ‖Zn(sn)‖∞ = S,
with ‖Zn(s)‖∞ < S, if 0 < s < sn.
(6.13)
Rescaled Systems:
It follows from (6.11) and (6.12) that:
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dZn
ds = βnD
−1
n F
(
Dn [1+ Zn(s)]
)
= βnD
−1
n Fdiff
(
Dn [1+ Zn(s)]
)
+ βnD
−1
n Freac (Dn [1+ Zn(s)])
.
The resulting rescaled systems are:

dZn
ds = Gn(Zn) 0 < s ≤ sn, (6.14.1)
Zn(0) = 0, (6.14.2)
∀s < sn, ‖Zn(s)‖∞ < S, and ‖Zn(sn)‖∞ = S. (6.14.3)
(6.14)
where:
Gn(Zn) = Gndiff (Zn) +Gnreac(Zn) (6.15)
with the following expressions for the diffusion and reaction terms of Gn:
Gndiff (Zn) = −
1
q
βnD
−1
(Yn−1).q
D−1
[1+Zn(s)].q−1
ADYn−1 [1+ Zn(s)] , (6.16)
Gnreac(Zn) =
a
q
βnD(Yn−1).pq−q [1+ Zn(s)] .
pq−q+1. (6.17)
Positivity and Boundedness of Zn:
Under assumption (3), one deduces: ∀t, ∀i, Yi(t) > Yn−1,i.
Since ∀n, ∀t ∈ [Tn−1, Tn], ∀i, Yi(t) = Yn−1,i (1 + Zn,i(s)), it follows the positivity of Zn
on all slices:
∀n, ∀s ∈ [0, sn], ∀i, Zn,i(s) ≥ 0, (6.18)
Together with EOS condition (6.13), (6.18) yields:
∀n, ∀s ∈ [0, sn], ∀i, 0 ≤ Zn,i(s) ≤ S, (6.19)
Let for all S > 0,
B+S = {V ∈ RK , ∀i, 0 ≤ Vi ≤ S}. (6.20)
(6.19) is then equivalent to:
∀n, ∀s ∈ [0, sn], Zn(s) ∈ B+S . (6.21)
Some Useful Signs:
Note that 0 < m = 1q ≤ p ≤ 1, implies:

q − 1 > 0,
pq ≥ 1,
−q < 1− q ≤ pq − q ≤ 0,
2− q ≤ pq − q + 1 ≤ 1
(6.22)
with: 

2− q > 0 if 1/2 < m ≤ 1
2− q = 0 if m = 1/2
2− q > 0 if 0 < m < 1/2
(6.23)
6.2.3 Critical Choice of {βn}
Remark 8 : Choice yielding a uniform similarity
For solving sequentially such explosive problem, one would aim at reaching a uniform
similarity of the rescaled systems, in order to control the stiffness of the problem.
Let A = (aij). The i
th component of the expressions (6.7) and (6.8) for Fdiff (Y ) and
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Freac(Y ) expresses as:
[Fdiff (Y )]i = −
1
q
1
Y q−1i
K∑
j=1
aijYj =
K∑
j=1
−1
q
aijY
1−q
i Yj
[Freac(Y )]i =
a
q
Y pq−q+1i .
One notices then, that Fdiff (.) and Freac(.) have the algebraic form of F given in (3.1), in
Chapter 3, but the condition (3.2), assuming the powers are integers larger than 1, does
not hold in this case. However, the positivity of Y , in the present problem, makes the
analysis that has been done, in Chapter 3, hold for any real powers.
It follows a critical value of βn, given in (3.9), that guarantees the uniform similarity of
the rescaled systems and translates here to:
βn =
1
max
[
maxi,j
{
|aij | |Yn−1,i|−q |Y n− 1, j|
}
, maxi
{
a
q
Y pq−qn−1,i
}] . (6.24)
In the present chapter, our goal is to solve the problem in parallel and, for that purpose,
we aim at reaching an asymptotic similarity, in order to get a strong ratio property. But
the critical value (6.24) of βn does not allow to define a limit problem and we rather need
a symbolic expression that is likely to do the job.
Besides, it is well known that the pure diffusion problem vanishes with time [61]. It follows
that the explosive behavior of the solution is due to the reaction term.
Thus, we will try to choose a time rescaling factor βn, given explicitly in terms of Yn−1,
that could control the explosive reaction term and be likely to yield an asymptotic simi-
larity.
Magnitude of Gnreac(Zn):
The expression (6.17) of the reaction term of Gn(.) yields:
‖Gnreac(Zn(s))‖∞ ≤
a
q
βn
∥∥D(Yn−1).pq−q∥∥∞ ∥∥[1+ Zn(s)] .pq−q+1∥∥∞ .
From (6.19) one deduces:
∀n, ∀s ∈ [0, sn], 1 ≤ 1 + Zn,i(s) ≤ 1 + S,
implying for all i:
min
[
1, (1 + S)pq−q+1
] ≤ [1 + Zn,i(s)]pq−q+1 ≤ max [1, (1 + S)pq−q+1] ,
depending on the sign of pq − q + 1 deduced from (6.22) and (6.23). Therefore:∥∥[1+ Zn(s)] .pq−q+1∥∥∞ ≤ max [1, (1 + S)pq−q+1]
Besides:
∥∥D(Yn−1).pq−q∥∥∞ = ‖(Yn−1) .pq−q‖∞.
It follows:
‖Gnreac(Zn(s))‖∞ ≤
a
q
βn
∥∥(Yn−1) .pq−q∥∥∞max [1, (1 + S)pq−q+1] . (6.25)
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Critical choice of βn:
By choosing, for example, the “critical value”:
βn =
1
‖(Yn−1) .pq−q‖∞
, (6.26)
one gets the growth of Gnreac being controlled, since (6.25) and (6.26) yield:
‖Gnreac(Zn(s))‖∞ ≤
a
q
max
[
1, (1 + S)pq−q+1
]
= C1. (6.27)
For the critical choice (6.26) for {βn}, the expressions of the reaction and diffusion terms
of Gn are then:
Gndiff (Zn(s)) = −
1
q
1
‖(Yn−1) .pq−q‖∞
D−1(Yn−1).qD
−1
[1+Zn(s)].q−1
ADYn−1 [1+ Zn(s)] (6.28)
Gnreac(Zn(s)) =
a
q
1
‖(Yn−1) .pq−q‖∞
D(Yn−1).pq−q [1+ Zn(s)] .
pq−q+1 (6.29)
6.2.4 Similarity Properties
Lemma 2
Under assumptions 3 and 4 and for the choice (6.26) for βn, if 0 < m < p ≤ 1, then:
∀W ∈ B+S , limn→∞
∥∥Gndiff (W )∥∥∞ = 0, (6.30)
where B+S is defined in (6.20).
Proof: The expression (6.16) of the diffusion term of Gn(.) yields:
∥∥Gndiff (W )∥∥∞ ≤ 1q βn
∥∥∥D−1(Yn−1).q
∥∥∥
∞
∥∥∥D−1[1+W ].q−1
∥∥∥
∞
‖A‖∞
∥∥DYn−1∥∥∞ ‖1+W‖∞
with W ∈ B+S , implying:
1 ≤ ‖1+W‖∞ ≤ 1 + S and
∥∥∥D−1[1+W ].q−1
∥∥∥
∞
≤ 1 (since q − 1 > 0).
Besides:
∥∥DYn−1∥∥∞ = ‖Yn−1‖∞ and
∥∥∥D−1(Yn−1).q
∥∥∥
∞
= ‖(Yn−1) .−q‖∞.
Together with the choice (6.26) for βn, this yields:
∥∥Gndiff (W )∥∥∞ ≤ (1 + S) ‖A‖∞q 1‖(Yn−1) .pq−q‖∞
∥∥(Yn−1) .−q∥∥∞ ‖Yn−1‖∞ .
On the other hand, one deduces from (6.1) that:
∀V ∈ B+S , ∀α > 0,
{ ‖V.α‖∞ = ‖V ‖α∞ ,
‖V.−α‖∞ =
∥∥V.−1∥∥α∞ .
Since pq − q < 0 and −q < 0, it follows:
∥∥Gndiff (W )∥∥∞ ≤ (1 + S) ‖A‖∞q 1‖(Yn−1) .−1‖q−pq∞
∥∥(Yn−1) .−1∥∥q∞ ‖Yn−1‖∞ . (6.31)
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But, by assumption 4, the explosion occurs on all components.
One gets then: ∀i, limn→∞ |Yn−1,i| = ‖Yn−1‖∞ , implying:
limn→∞
∥∥(Yn−1) .−1∥∥∞ = limn→∞ 1‖(Yn−1)‖∞ .
Therefore:
lim
n→∞
1
‖(Yn−1) .−1‖q−pq∞
∥∥(Yn−1) .−1∥∥q∞ ‖Yn−1‖∞ = limn→∞ ‖Yn−1‖1−pq∞ .
Knowing also that the explosive behavior of the solution yields limn→∞ ‖Yn−1‖ =∞ and
that 0 < m < p ≤ 1 makes 1 − pq < 0, one deduces then, from (6.31), that the diffusion
term vanishes at infinity.
Theorem 8
Under the assumptions of lemma 2, the rescaled systems (6.14), together with the choice
(6.26) for βn, are asymptotically similar to the limit system:

dZL
ds = GL(ZL), 0 < s ≤ sL, (6.32.1)
ZL(0) = 0, (6.32.2)
∀s < sL, ‖ZL(s)‖∞ < S, and ‖ZL(sL)‖∞ = S. (6.32.3)
(6.32)
defined by the function:
GL(ZL) =
a
q
[1+ ZL(s)] .
pq−q+1. (6.33)
Proof:
∀W ∈ B+S , Gn(W ) = Gndiff (W ) +Gnreac(W ), with:{
Gndiff (W ) = − 1q 1‖(Yn−1).pq−q‖∞D
−1
(Yn−1).q
D−1
(1+W ).q−1
ADYn−1(1+W ),
Gnreac(W ) =
a
q
1
‖(Yn−1).pq−q‖∞D(Yn−1).pq−q(1+W ).
pq−q+1.
Therefore:
‖Gn(W )−GL(W )‖∞ =∥∥∥Gndiff (W ) + (aq 1‖(Yn−1).pq−q‖∞D(Yn−1).pq−q − aq I
)
(1+W ).pq−q+1
∥∥∥
∞
,
where I is the identity matrix in RK×K .
Besides, it has been proved in lemma 2 that: ∀W ∈ B+S , limn→∞
∥∥Gndiff (W )∥∥∞ = 0.
Moreover, one has by assumption 4: ∀i, limn→∞
(
Yn−1,i
‖Yn−1‖∞
)
= 1.
This implies: limn→∞
(
1
‖(Yn−1).pq−q‖∞D(Yn−1).pq−q
)
= I.
It follows:
∀ρ ∈ [0, S], ∀W ∈ B+ρ , limn→∞
[
max
W∈B+ρ
‖Gn(W )−GL(W )‖∞
]
= 0.
Thus, the asymptotic similarity of the rescaled systems, according to definition 3 of Chap-
ter 1 and restricted to B+S .
Figure 6.4 illustrates a case of asymptotic similarity: the rescaled solution Zn(s) on succes-
sive time-slices are represented on the same graph (central and border component only).
Each curve, corresponding to the nth slice [0, sn], starts at Zn,i(0) = 0 and ends at Zn,i(sn).
One can notice how the successive curves become closer and closer to that corresponding
to the limit problem (in black), as n becomes larger.
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(a) Central Component (b) Border Component
Figure 6.4: Non Linear RD Problem - Z versus s, on 30 slices, when m = 0.7, p = 0.9, a = 3, S = 2,
with Ω = [−1, 1] ⊂ R and u0(x) = 1− x
2
Remark 9 The case where p = m = 1 (implying 1 − pq = 0) corresponds to the linear
case of the reaction diffusion problem and presents also an asymptotic similarity as that
described in Chapter 3.
6.3 Numerical Results: Nonlinear case
6.3.1 Existence of a Ratio Property
The asymptotic similarity of the rescaled systems is a necessary condition for the exis-
tence of an asymptotic ratio property (i.e. limn→∞Rn = RL), as defined in proposition 8.
However, this is not sufficient.
One needs also to have: limn→∞ Zn(sn) = ZL(sL).
As detailed in theorem 1 and its corollary, the latter convergence requires the following
hypotheses to be satisfied:
1. the rescaled systems are asymptotically similar,
2. the sequence {sn} of rescaled times is uniformly upper bounded,
3. there exists Sˆ > 0 such that:
{ ∀s ∈ [0, sL], ZL(s) ∈ BSˆ ,
∀n, ∀s ∈ [0, sn], Zn(s) ∈ BSˆ ,
4. GL verifies a Lipshitz condition on the domain BSˆ ,
5. there exists ǫ > 0 such that H define bijections mapping an interval containing sL
and, for every n, an interval containing sn, onto the interval [−ǫ, ǫ] ⊂ R.
The asymptotic similarity is proved in the previous subsection, the existence of Sˆ results
directly from the EOS condition and the existence of bijections is satisfied (see remark 2,
in Chapter 2). The two other hypotheses are numerically verified in all the test cases, but
they are not proved. This makes the asymptotic ratio property unproved, but numerically
verified for all the tested cases, as shown below.
Tables 6.2, 6.3 and 6.3 give a sample of the ratio property obtained for some tested cases
and gives also the ratio RL = 1+ZL(sL), corresponding to the limit problem of each case.
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Obviously, the ratios {Rn} become closer and closer of RL, as n becomes larger.
Note that only the border and central components of the ratio vectors are given.
Besides, we also show, for different values of ǫnstol, the number of slices that should be solved
sequentially for reaching the ratio property, up to ǫnstol.
In the experiments done for getting those tables, we used the following:
- space domain: Ω = [−1, 1] ⊂ R, - space discretization step: h = 1/8,
- initial condition: u0(x) = (1− x2), - initial time-step of integration: τ = h22 ,
- a = 3, - S = 3.
Case A Case B
p = 1 m = 0.9 p = 1 m = 0.5
n Rn,border Rn,central Rn,border Rn,central
1 2.83559541326472 3.99999999999997 1.44193431436541 3.99999999999998
2 3.99999999999998 3.99999999999998 3.99999992871993 3.99999999999995
3 3.99999999999999 3.99999999999999 3.99999999636228 3.99999999999994
4 3.99999999999993 3.99999999999993 3.99999999934348 3.99999999999993
5 3.99999999999999 3.99999999999999 3.99999999984815 3.99999999999996
6 3.99999999999990 3.99999999999990 3.99999999996271 3.99999999999993
7 3.99999999999998 3.99999999999998 3.99999999999065 3.99999999999991
8 3.99999999999996 3.99999999999996 3.99999999999762 3.99999999999994
9 3.99999999999989 3.99999999999989 3.99999999999940 3.99999999999998
10 3.99999999999996 3.99999999999996 3.99999999999982 3.99999999999997
...
...
...
...
...
99 3.99999999999990 3.99999999999990 3.99999999999999 3.99999999999999
100 3.99999999999998 3.99999999999998 3.99999999999999 3.99999999999999
RL,border = 4 RL,central = 4 RL,border = 4 RL,central = 4
Table 6.2: Non Linear RD Problem - Asymptotic Ratio Property (1).
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Case C Case D
p = 0.9 m = 0.6 p = 0.8 m = 0.6
n Rn,border Rn,central Rn,border Rn,central
1 1.78364023119042 3.99999999999996 1.83352562285065 3.99999999999998
2 3.99999999999997 3.88317268196282 3.99999999999997 3.87222653761075
3 3.99999999999999 3.81487247996191 4.00000000000000 3.82121933675045
...
...
...
...
...
30 3.99999999999998 3.99072144146599 3.99999999999996 3.99804360152481
31 3.99999999999996 3.99263112282502 3.99999999999998 3.99869478299589
32 3.99999999999992 3.99414851379288 3.99999999999996 3.99913194536777
...
...
...
...
...
61 3.99999999999995 3.99999278730452 3.99999999999999 3.99999999667659
62 3.99999999999995 3.99999427527719 3.99999999999999 3.99999999786274
63 3.99999999999995 3.99999545628284 3.99999999999996 3.99999999862609
...
...
...
...
...
94 3.99999999999995 3.99999999647811 3.99999999999997 3.99999999999997
95 3.99999999999995 3.99999999720467 3.99999999999997 3.99999999999997
96 3.99999999999995 3.99999999778133 3.99999999999997 3.99999999999997
RL,border = 4 RL,central = 4 RL,border = 4 RL,central = 4
Table 6.3: Non Linear RD Problem - Asymptotic Ratio Property (2).
Case E Case F
p = 0.7 m = 0.5 p = 0.6 m = 0.5
n Rn,border Rn,central Rn,border Rn,central
1 1.61221552351503 3.99999999999999 1.63655354424360 3.99999999999999
2 3.99999999999999 3.74612487708889 3.99999999999999 3.86170558448441
3 3.99999999999999 3.64559494510411 3.99999999999999 3.83084363332960
...
...
...
...
...
20 3.99999999999996 3.99152300638580 3.99999999999999 3.82686086557656
21 3.99999999999999 3.99501827578468 3.99999999999998 3.85871127476992
22 3.99999999999997 3.99708879119099 3.99999999999998 3.88637404614876
...
...
...
...
...
61 3.99999999999999 3.99999999999874 3.99999999999997 3.99999715308105
62 3.99999999999998 3.99999999999926 3.99999999999997 3.99999784243600
63 3.99999999999997 3.99999999999955 3.99999999999999 3.99999836487060
...
...
...
...
...
86 3.99999999999999 3.99999999999999 3.99999999999999 3.99999999721978
87 3.99999999999999 3.99999999999999 3.99999999999999 3.99999999789297
RL,border = 4 RL,central = 4 RL,border = 4 RL,central = 4
Table 6.4: Non Linear RD Problem - Asymptotic Ratio Property (3).
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ǫnstol 10
−3 10−6 10−9
Case A
ns
3 3 3
Case B 3 3 5
Case C 34 64 94
Case D 30 47 63
Case E 24 36 49
Case F 36 61 86
Table 6.5: Non Linear RD Problem - Values of ns for different ǫ
ns
tol.
6.3.2 Application of RaPTI
Tables (6.6) and (6.7) below summarize some results that were obtained by applying
RaPTI algorithm on the reaction-diffusion problem, in the case of asymptotic similarity
when 0 < m < p ≤ 1 and for 15 combinations of the problem parameters p and m.
When doing the preliminary analysis, the procedure FIND RATIOS MODEL, described
in section 4.3.2 (of Chapter 4) and providing a mathematical model for predicting the
ratios, could ultimately be repeated for every combination of the problem parameters (p
and m), and for every change in the initial condition.
However, here also, the numerical experiments show that the rescaling technique and the
resulting similarity and ratio properties make the same mathematical form of the model
Rfit, with the same number nprec of previous data to be used, hold the extrapolation test
for all combinations of problem parameters and for any initial condition (within the same
global behavior, of course), as well as at all iterations.
Hence, the procedure FIND RATIOS MODEL is implemented, once for all, in the pre-
liminary stage, for an arbitrary combination (p,m) satisfying 0 < m < p ≤ 1 and for any
initial condition yielding the same global behavior.
The resulting mathematical model that has been used for the predictions of the ratios is
a polynomial of degree d = 2, obtained by fitting the last nprec = 3 computed ratios, in
the least-squares sense.
The total number N of slices, and therefore the interval of integration [0, T ], corresponds
to the maximum number preventing the explosive solution from exceeding the machine
capacity. The total number of iterations vary from one case to another, but in all cases,
the results show how small is this number compared to the total number of slices. This
ascertains the fast convergence of RaPTI when applied to the reaction-diffusion problem.
In the experiments done for getting tables (6.6) and (6.7), we used:
- space domain: Ω = [−1, 1] ⊂ R, - space discretization step: h = 1/8,
- a = 3 - S = 3,
- initial condition: u0(x) = (1− x2), - initial time-step of integration: τ = h22 ,
- ǫeostol = 10
−14, - ǫnstol = ǫ
g
tol = 10
−8, nmins = 8.
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Case 1 2 3 4 5 6 7
p 1 1 1 1 1 0.9 0.9
m 0.9 0.8 0.7 0.6 0.5 0.8 0.7
T 243 239 239 238 238 1.9× 1031 2× 1031
N 460 409 358 307 255 410 359
Ts 19.53 19.54 16.91 16.42 14.57 19.82 19.33
ns 8 8 8 8 8 143 101
nI 1 1 1 1 1 1 1
T2 10.6 10.65 9.47 9.17 8 15.6 13.59
E2 0.921 0.917 0.893 0.895 0.911 0.635 0.711
S2 1.842 1.835 1.786 1.791 1.821 1.271 1.422
Smax2 1.966 1.962 1.956 1.949 1.939 1.483 1.561
T4 5.9 5.77 5.34 5.11 4.66 12.54 10.33
E4 0.828 0.847 0.792 0.803 0.782 0.395 0.468
S4 3.310 3.386 3.167 3.213 3.127 1.581 1.871
Smax4 3.802 3.778 3.749 3.710 3.656 1.955 2.169
T8 3.61 3.38 3.26 3.16 2.94 11.17 8.91
E8 0.676 0.723 0.648 0.650 0.619 0.222 0.271
S8 5.410 5.781 5.187 5.196 4.956 1.774 2.169
Smax8 7.132 7.037 6.918 6.766 6.559 2.325 2.694
Table 6.6: Non Linear RD Problem - Application of RaPTI (1).
Case 8 9 10 11 12 13 14 15
p 0.9 0.9 0.8 0.8 0.8 0.7 0.7 0.6
m 0.6 0.5 0.7 0.6 0.5 0.6 0.5 0.5
T 2.03× 1031 2.1× 1031 5.9× 1061 6.2× 1061 6.7× 1061 2.6× 1092 2.9× 1092 1.4× 10123
N 308 257 359 308 257 308 257 257
ns 84 70 112 58 43 94 45 78
nI 1 1 3 1 1 9 1 4
Ts 17.76 16.76 21.17 19.7 19.58 22.16 21.85 26.21
T2 13.01 11.83 16.19 13.58 12.45 17.68 14.52 21.13
E2 0.683 0.708 0.654 0.725 0.786 0.627 0.752 0.620
S2 1.365 1.417 1.308 1.451 1.573 1.253 1.505 1.240
Smax2 1.571 1.572 1.524 1.683 1.713 1.532 1.702 1.534
T4 9.92 9.21 12.78 9.53 8.59 14.47 10.25 17.15
E4 0.448 0.455 0.414 0.517 0.570 0.383 0.533 0.382
S4 1.790 1.820 1.656 2.067 2.279 1.531 2.132 1.528
Smax4 2.200 2.201 2.066 2.556 2.663 2.088 2.622 2.094
T8 8.37 7.91 11.31 7.64 6.85 12.97 8.35 15.26
E8 0.265 0.265 0.234 0.322 0.357 0.214 0.327 0.215
S8 2.122 2.119 1.872 2.579 2.858 1.709 2.617 1.718
Smax8 2.750 2.752 2.513 3.451 3.685 2.551 3.594 2.560
Table 6.7: Non Linear RD Problem - Application of RaPTI (2).
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Actually, RaPTI has been tested on the previous 15 cases, using 2, 3, 4, 5, 6, 7, and 8
processors.
Figure 6.3.2 shows how the averaged values of the efficiency and speed-up vary with the
number of processors.
(a) Efficiency (b) Speed-up
Figure 6.5: Non Linear RD Problem - Efficiencies and speed-ups.
Besides, figure (6.6) illustrates the speed-up, while using 8 processors, and the correspond-
ing upper bound in each of the 15 cases. It shows clearly the high speed-ups in the cases
1 to 5 (corresponding to p = 1), due to a quick stabilization of the ratios.
Figure 6.6: Non Linear RD Problem - Speed-up Using 8 Cores
6.4 Numerical Results: Linear case
The particular case m = p = 1, simplifies the reaction-diffusion problem to a linear one,
similar to that discussed in chapter 2, with the same explosive global behavior as that
described for the considered general case 0 < m ≤ p ≤ 1.
The differential equation reduces to:
∂u
∂t
= ∆u+ au.
A space semi-discretization of dimension K, yields then the equivalent initial value prob-
lem: {
dY
dt = −AY + aY, t > 0
Y (0) = Y0,
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where A ∈ RK×K is a sparse symmetric positive definite matrix that discretizes the oper-
ator −∆.
The problem has now the general form of the linear first order initial value problem (3.10.1),
given in Chapter 3, in which one seeks Y : [0, T ]→ Rk, such that:
(S)
{
dY
dt = BY, t > 0, (6.34.1)
Y (0) = Y0 > 0. (6.34.2)
(6.34)
where:B = (aI −A) is a constant matrix in RK×K , I being the identity matrix.
Using the EOS condition (6.10) and rescaling with the critical choice (1.40) for βn make
solving problem (6.34) equivalent to solving, on each nth slice [0, sn], corresponding to
[Tn−1, Tn], an initial value shooting problem:

dZn
ds = An (1+ Zn) = Gn(Zn), 0 < s < sn (6.35.1)
Zn(0) = 0, (6.35.2)
∀s < sn, ‖Zn(s)‖∞ < S, and ‖Zn(sn)‖∞ = S. (6.35.3)
(6.35)
where 1 is the vector of ones in RK , and:
An = D
−1
n ADn (6.36)
is a matrix in RK×K , constant on each nth slice, since Dn depends only on the starting
value Yn−1 at the nth slice.
Proposition 9 : Asymptotic Similarity
If the eigenvalue λ of A having the largest real part is unique, with u an eigenvector
corresponding to λ, and if the initial condition satisfies u∗AY0 6= 0, then the rescaled
systems (3.18) are asymptotically similar to the limit problem:

dZL
ds = GL(ZL), 0 < s ≤ sL, (6.37.1)
ZL(0) = 0, (6.37.2)
∀s < sn, ‖Zn(s)‖∞ < S, and ‖Zn(sn)‖∞ = S. (6.37.2)
(6.37)
where:
GL(ZL) = λ exp (sλ)1,
Proof:
The proof follows directly from proposition 6, given in Chapter 3, together with the nonze-
roness condition, that is known to be satisfied in this reaction-diffusion problem, and the
choice βn = 1, (∀n).
Figure 6.7 illustrates this asymptotic similarity: the rescaled solution Zn(s) on successive
time-slices are represented on the same graph (central and border component only). Each
curve, corresponding to the nth slice [0, sn], starts at Zn,i(0) = 0 and ends at Zn,i(sn).
The curve corresponding to the first slice is in red and that corresponding to the limit
problem is in black. All others are in green.
One can notice how quick (starting from the second slice) the curves superpose on that
corresponding to the limit problem (in black).
Zooming out does not even allow, in this case, to point out the intermediate curves in
green!
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(a) Central Component (b) Border Component
Figure 6.7: Linear RD Problem - Z versus s, on 30 slices, m = p = 1, a = 3, S = 2, with Ω = [−1, 1] ⊂ R
and u0(x) = 1− x
2.
6.4.1 Existence of a Ratio Property
Tables 6.8 and 6.9 give a sample of the asymptotic ratio property obtained for some tested
cases and gives also the ratio RL = 1+ ZL(sL), corresponding to the limit problem.
Note that only two components of the ratio vectors are given.
In the experiments done for getting those tables, we used the following:
- space domain: Ω = [−1, 1] ⊂ R, - space discretization step: h = 1/8,
- S = 2, - ǫeostol = 10
−15,
- initial time-step of integration: τ = h
2
2 .
The initial condition u0(x) is respectively:
(i) symmetric, in table 6.8, and equal to:
u1(x) = (1− x2) (6.38)
(ii) non symmetric, in table 6.8, and equal to:
u2(x) =
{
2x+ 2, if − 1 ≤ x ≤ −12
−23x+ 23 , if − 12 ≤ x ≤ 1
(6.39)
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Case A Case B
a = 3 u0(x) = u1(x) a = 3.3 u0(x) = u1(x)
n Rn,1 Rn,central Rn,1 Rn,central
1 2.49715612019833 2.99999999999999 2.49715603875983 2.99999999999999
2 2.99999999999999 2.99999999806807 2.99999999999824 2.99999990022867
3 2.99999999999999 2.99999999999999 2.99999999999985 2.99999999999999
4 2.99999999999999 2.99999999999999 2.99999999999999 2.99999999999999
5 2.99999999999999 2.99999999999999 2.99999999999999 2.99999999999999
6 2.99999999999999 2.99999999999999 2.99999999999999 2.99999999999999
...
...
...
...
...
29 2.99999999999999 2.99999999999999 2.99999999999999 2.99999999999999
30 2.99999999999999 2.99999999999999 2.99999999999999 2.99999999999999
RL,1 = 3 RL,central = 3 RL,1 = 3 RL,central = 3
Table 6.8: Linear RD Problem - Asymptotic Ratio Property (1).
Case C Case D
a = 3 u0(x) = u2(x) a = 3.3 u0(x) = u2(x)
n Rn,1 Rn,central Rn,1 Rn,central
1 1.00113381871731 1.92337614706756 1.01378183327573 1.93541743577233
2 2.99660239696541 2.99814457356693 2.95921903654898 2.97949271999232
3 2.99999999914856 2.99999999956283 2.9999975002082 2.99999875013544
4 2.99999999999999 2.99999999999999 2.9999999998568 2.9999999999284
5 2.99999999999999 2.99999999999999 2.99999999999999 2.99999999999999
6 2.99999999999999 2.99999999999999 2.99999999999999 2.99999999999999
...
...
...
...
...
29 2.99999999999999 2.99999999999999 2.99999999999999 2.99999999999999
30 2.99999999999999 2.99999999999999 2.99999999999999 2.99999999999999
RL,1 = 3 RL,central = 3 RL,1 = 3 RL,central = 3
Table 6.9: Linear RD Problem - Asymptotic Ratio Property (2).
6.4.2 Application of RaPTI
Table (6.10) below summarizes some results that are obtained by applying RaPTI algo-
rithm on the linear reaction-diffusion problem (when m = p = 1), for 4 different values
of the problem parameter a and for two different initial conditions: u0(x) = u1(x) and
u0(x) = u2(x), where u1 and u2 are given in (6.38) and (6.39).
The mathematical model that has been used for the predictions of the ratios is a poly-
nomial of degree d = 2, obtained by fitting the last nprec = 3 computed ratios, in the
least-squares sense.
The total number N of slices, and therefore the interval of integration [0, T ], corresponds
to the maximum number preventing the explosive solution from exceeding the machine
capacity.
The results show that, when applied to those 8 linear cases, RaPTI algorithm converges
in only one iteration!
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In the experiments done for getting table (6.10), we used the following:
- space domain: Ω = [−1, 1] ⊂ R, - space discretization step: h = 1/8,
- initial time-step of integration: τ = h
2
2 , S = 2,
- ǫeostol = 10
−15, - ǫgtol = 10
−8,
- ǫnstol = 10
−8, - nmins = 6.
Case 1 2 3 4 5 6 7 8
u0(x) = u1(x) u0(x) = u2(x)
a 3 3.1 3.2 3.3 3 3.1 3.2 3.3
T 1315.86 1110.74 961.21 847 1316.41 1109.87 960.36 846.43
N 646 646 646 646 646 646 646 646
Ts 5.96 5.4 4.61 4.31 5.94 5.33 4.6 4.3
ns 6 6 6 6 6 6 6 6
nI 1 1 1 1 1 1 1 1
T2 3.21 2.92 2.52 2.40 3.17 2.88 2.53 2.40
E2 0.93 0.92 0.91 0.90 0.94 0.93 0.91 0.90
S2 1.86 1.85 1.83 1.80 1.87 1.85 1.82 1.79
Smax2 1.98 1.98 1.98 1.98 1.98 1.98 1.98 1.98
T4 1.86 1.70 1.52 1.43 1.86 1.67 1.53 1.43
E4 0.80 0.79 0.76 0.75 0.80 0.80 0.75 0.75
S4 3.20 3.18 3.03 3.01 3.19 3.19 3.01 3.01
Smax4 3.89 3.89 3.89 3.89 3.89 3.89 3.89 3.89
T8 1.23 1.12 1.05 1.01 1.23 1.13 1.06 1.02
E8 0.61 0.60 0.55 0.53 0.60 0.59 0.54 0.53
S8 4.85 4.82 4.39 4.27 4.83 4.72 4.34 4.22
Smax8 7.51 7.51 7.51 7.51 7.51 7.51 7.51 7.51
Table 6.10: Linear RD Problem - Application of RaPTI.
RaPTI has been tested on the previous 8 cases, using 2, 3, 4, 5, 6, 7, and 8 processors.
Figure 6.4.2 shows how the values of the efficiency and speed-up, averaged on the 8 cases,
vary with the number of processors.
(a) Efficiency (b) Speed-up
Figure 6.8: Linear RD Problem - Efficiencies and speed-ups.
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Remark 10
One can notice that the resulting speed-ups, in those linear cases, are not close enough to
the maximum speed-ups (stated by Amdahl’s law), in spite of:
• the very strong ratio property (yielding ns = nmins = 6) and
• the perfect convergence of the algorithm, in only one iteration.
Those two properties are, usually, ideal conditions for getting very high speed-ups that are
much close to the maximum ones.
We suspect the very small times of execution (of order 5 seconds, in the sequential com-
putations) to block the speeding-up of the parallel computations.
Chapter 7
Satellite Trajectories
Spatial vehicles need locating systems. The adapted orbit model is a system of second
order differential equations and needs all through the mission to regularly be updated (see
[7], [62]). This “orbit restoration” aims at taking into account any modification of the
trajectory as well as the imperfections of the orbit model. For reaching a high accuracy,
a mass of computations that are extremely time-consuming are required, due to the big
amount of perturbations that must be taken into account.
This makes time parallelism well suited for tackling such real-time problems. Erhel and
Rault proposed, in [7] and [62], an interesting parallel method for solving the problem,
namely a multiple shooting method, and all perturbing forces were taken into considera-
tion.
Since the computation of the different perturbing forces requires some specialized pro-
grams, we propose to apply RaPTI Algorithm, in this Chapter, to a simplified model of
the problem.
In section 1, we start by deriving the simplified J2-model that takes into consideration
the central earth attraction in addition to a unique perturbation: the one deriving from
the flattening of the earth. We give the explicit differential equations modeling the result-
ing motion and describe the effects of the J2-perturbation.
In section 2, we define the rectangular coordinate system that we use and translate the
problem, in this coordinate system, to a first order system of ODE’s.
In section 3, we apply the sequential RaTI algorithm onto the case of invariance that
corresponds to a Keplerian motion (with no perturbation).
In section 4, we show how our method yields a weak ratio property, in the J2-perturbed
motion, and we apply RaPTI Algorithm. It yields significant speed-ups.
The notations used in this chapter are those indicated in table 10.1.
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7.1 Derivation of a Simplified Satellite Model
7.1.1 Differential Equations Describing the Problem
Below are described some basic results concerning satellite trajectories. Our main refer-
ence is that of O.Zarrouati [63].
General Equation of a Satellite Motion:
Satellite trajectories are computed by solving a system of second order differential equa-
tions that follows from the general equation of motion given by Newton’s second law:
~F = m~¨r (7.1)
where:
m is the mass of the satellite,
~r is the position-vector of the satellite (radius vector from earth’s center)
~¨r is the acceleration vector of the satellite, and
~F is the resultant vector-force applied on the satellite.
Keplerian Motion:
In the proximity of the earth, it can be considered that the gravitational attraction, as-
sumed to be centered, is the only force that is applied to the satellite:
~F = −GM m‖~r‖3~r = −µ
m
‖~r‖3~r (7.2)
where G is the universal gravitational constant, M the earth’s mass and
µ = GM = 3986005× 108m3/s2. (7.3)
Then, equation (7.1) reduces to the following system of differential equations which is
characteristic of a Keplerian motion:
~¨r = − µ‖~r‖3~r. (7.4)
In such a case, the satellite moves in a fixed plane through the center of the earth, along
an ellipse having this center as one focus. The “Keplerian plane” is completely defined by
the initial position and velocity vectors of the satellite.
If a and b denote the semi-major and semi-minor axes respectively, then the eccentricity
of the elliptical orbit is e =
√
a2−b2
a , and its semi-latus rectum is p =
b2
a = a(1− e2).
• Kepler’s first law gives the polar equation of the orbital ellipse:
r =
p
1 + e cos θ
,
where r is the distance to the center of the earth and θ is the polar angle determined
when the origin is at the earth’s center and θ = 0 along the major axis directed
toward the perigee,
• Kepler’s second law gives: r2θ˙ =
√
µa(1− e2),
• Kepler’s third law gives: n2a3 = µ, where n = 2πP is the mean motion of the satellite
(i.e. mean angular velocity) and P is the period of the the satellite.
CHAPTER 7. SATELLITE TRAJECTORIES 165
Thus, a Kelplerian motion is periodic of period:
P = 2π
√
a3
µ
. (7.5)
Perturbing Forces:
In fact, many other forces perturb the satellite motion (the least that can be cited is that
the gravitational attraction is not centered!).
Some of these perturbation forces derive from gravitational potentials (of the earth, the
moon, the sun,...) and some others are surface forces (atmospheric frictional force, solar
radiation pressure,...).
All these forces are detailed by Rault in [62] and their order of magnitude, compared to
that of the centered attraction of the earth, is estimated as follows:
Centered gravitational attraction of the earth : 1
Force due to the flattening of the earth : 10−3
Force due to other geometric irregularities of the earth : 10−6
Force due to atmospheric frictions : 10−9 to 10−5
Force due to the moon gravitational attraction : 10−7
Force due to the sun gravitational attraction : 10−8
Force due to the solar radiation pressure : 10−9
In [62], Rault considered all these forces and relied, in their calculation, on programs pro-
vided by the CNES (Centre National des Etudes Spatiales).
In this thesis, we will only consider the perturbation due to the flattening of the earth since
it causes (by far) the most important perturbation of the motion. Moreover, numerical
approximations of this perturbation can be given explicitly.
However, the numerical method we are devising, can be extended to other perturbing forces
if one has available programs for their calculation.
General Earth’s Gravitational Potential:
The earth’s flattening comes from the zonal harmonic J2 which causes the ellipticity of
the earth (whose linear effect is a− b ≈ 20 km) making the earth’s shape like an ellipsoid
rather than a sphere.
But the earth’s shape is not exactly an ellipsoid: it is rather shaped like a pear. This pear
shape is caused by the spherical harmonic J3. However, its effect at the North and South
Poles, is of order 30 m only.
The gravitational potential taking into consideration all the geometric irregularities of the
earth can be expanded into a series of spherical harmonics:
U = µr
{
1 +
∑∞
n=1
( req
r
)n
JnPn(sinϕ)+∑∞
n=1
∑n
m=1
( req
r
)n
[Cnm cos(mλ) + Snm sin(mλ)]Pnm(sinϕ)
} (7.6)
where r is the magnitude of the position vector ~r, req the equatorial radius,
ϕ the geocentric latitude, λ the longitude,
Pk the Legendre polynomials of degree k,
Pn,m the Legendre functions of degree n and order m,
Jn the zonal harmonics of order n (with J1 = 0),
Snm and Cnm the tesseral harmonics of degree n and order m.
CHAPTER 7. SATELLITE TRAJECTORIES 166
The effects of the zonal harmonics on satellite orbits is much greater than that of the
tesseral harmonics. Only zonal harmonics (J2, J3, J4,...) will give observable variations of
the orbital elements themselves.
The tesseral harmonics cause oscillatory disturbances that rapidly change their sign,
whereas the effect of zonal harmonics is cumulative.
The earth’s flattening, due to the zonal harmonic J2, causes the largest deviation of the
earth’s gravitational field from that of a homogeneous sphere.
The J2-Perturbed Earth’s Gravitational Potential:
Hence, the J2-model takes into consideration the central earth attraction in addition to a
unique perturbation: the one deriving from the flattening of the earth (which is, in fact,
the dominant one), neglecting all other perturbations.
In this case, the earth’s gravitational potential function is given by:
u(J2) =
µ
r
{
1 +
(req
r
)2
J2P2(sinϕ)
}
, (7.7)
where:
µ = 3986005× 108m3/s2, as given in (7.3),
the equatorial radius req is:
req = 6378.137km, (7.8)
the zonal harmonic J2, of order 2, is equal to:
J2 = −11.10−4, (7.9)
r = ‖~r‖2 is the magnitude of the position vector,
P2(sinϕ) is the second degree Legendre polynomial, in the variable sinϕ (ϕ being the
latitude):
P2(sinϕ) =
3
2
sin2 ϕ− 1
2
, (7.10)
Differential Equation Modelizing the J2-Problem:
Since ~∇u(J2) is the force deriving from this gravitational potential, per mass unit, then
the force applied to the satellite is: ~F = m~∇u(J2), and the general equation of the motion
(7.1) leads to a second-order differential equation:
~¨r = ~∇u(J2) (7.11)
It is then necessary to specify a set of initial conditions to completely determine the
trajectory of the orbit.
7.1.2 Reference Coordinate Systems
Below, are presented two classical coordinate systems that will be used, further along in
this chapter.
• Earth Centered Inertial Coordinate Frame (ECI):
Also called “Geocentric Equatorial Inertial” system (GEI), it is an earth-based carte-
sian coordinate system
(
O,~i,~j,~k
)
, earth centered, where:
– The X-axis points from the center of the Earth through the equator at a fixed
spot in space called “the first point in Aries”, or the “the vernal equinox” (i.e.
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the position of the sun at the vernal equinox). This direction is the intersection
of the Earth’s equatorial plane and the ecliptic plane,
– The Z-axis is parallel to the rotation axis of the Earth, and
– The Y-axis completes the right-handed orthogonal set, i.e. ~j = ~k ×~i.
These axes are fixed in the center of the Earth and their directions are fixed in
space. This means that every point on the Earth (except for the poles) rotate 360◦
around the z-axis every day! Furthermore, although the directions of the axes are
fixed, the center of the coordinate system is not, as it moves around the sun every
365 days. Thus the ECI coordinate system is not really inertial (“fixed” in space)
but is a moving coordinate system. For this reason it is called an Earth Centered
Inertial coordinate frame. It is sort of fixed, so long as we stay very close to the
Earth. When we are dealing with Earth orbiting satellites, virtually no accuracy at
all is lost by treating this coordinate system as truly fixed in space; however, when
studying interplanetary trajectories, we must account for the Earth’s motion.
Figure 7.1: Earth Centered Inertial Coordinate Frame (ECI)
• Perifocal Coordinate Frame (PQW):
This is a satellite-based cartesian coordinate system
(
O, ~P , ~Q, ~W
)
for an earth’s
satellite orbit, earth centered, whose rectangular axes are defined as follows:
– the X-axis (O, ~P ) points from the center of the Earth toward the direction of
perigee in the elliptical orbital plane,
– the Y-axis (O, ~Q) lies in the plane of the orbit and points from the center of
the earth in a direction 90◦ advanced from the direction of perigee,
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– the Z-axis (O, ~W ) points from the center of the earth in a direction perpendic-
ular to the orbital plane in such a way that the triad ~P , ~Q, ~W forms a right-
handed coordinate system, i.e. ~W = ~P × ~Q.
It is to be noticed that, in a perturbed (non-Keplerian) motion, we deal with a moving
orbital plane, defined instantaneously by
(
~r(t), ~˙r(t)
)
, so that the PQW-Frame is a
moving frame in which ~P and ~Q lie in the instantaneous orbital plane, while ~W is
normal to it.
Figure 7.2: Perifocal Coordinate Frame (PQW)
7.1.3 Variables of the Motion
The motion of the satellite can be completely described by 6 independent variables.
In general, they consist of classical Cartesian variables or of Keplerian orbital elements.
Actually, any analytic analysis of the problem uses the orbital elements, whereas numerical
computation uses Cartesian variables.
In our computations, we will consider the orbital elements for defining the initial condi-
tions, only.
• Cartesian variables:
An obvious set of parameters is (x, y, z, x˙, y˙, z˙), made of the cartesian components
(x, y, z) of the position vector ~r and the cartesian components (x˙, y˙, z˙) of the velocity
vector ~˙r.
• Orbital Elements: Another possible set of parameters is the set of six Keplerian
orbital elements (a, e, i, ω,Ω,M), with:
– a: semi-major axis of the orbit,
– e: eccentricity of the orbit,
– i: inclination of the orbit, i.e. the angle between the earth’s equatorial plane
and the orbital plane,
– Ω: longitude (or right ascendant) of the ascending node, i.e. the angle measured
in the equatorial plane between the x-axis and the intersection of the satellite’s
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orbit and equatorial plane as it moves from the southern hemisphere to the
northern hemisphere (this point of intersection is called the ascending node of
the orbit),
– ω: argument of perigee, i.e. the angle measured in the plane of the orbit between
the ascending node and the perigee, and
– M: the mean anomaly, i.e. the fraction of the orbital period that has elapsed
since the last passage at perigee, expressed as an angle. Alternatively, the ec-
centric anomaly E and the true anomaly θ can be used and the three anomalies
are related by M = E − e. sinE and cos θ = cosE−e1−e. cosE .
Remark 11 It is also convenient to define the mean motion n that depends directly
on a:
n =
√
µ
a3
and represents the mean angular velocity.
Note that, in a Keplerian motion, all the orbital elements are constant except for the
mean anomaly that varies linearly with respect to time:
M =M0 + n(t− T0).
Figure 7.3: Satellite Orbital Elements (a, e, E, θ)
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Figure 7.4: Satellite Orbital Elements (i, ω, Ω)
Osculating Ellipse:
Even if the satellite is subject to perturbing forces, we may still consider the satellite orbit
as an ellipse but then, the parameters of this ellipse (the orbital elements) will no longer
be constant: at each instant, this ellipse will be slightly different.
Imagine that at the instant under consideration all perturbing forces suddenly vanish, then
the satellite will continue its motion along an exact ellipse: this is the osculating ellipse.
7.1.4 Coordinate Transformations
Here also, are described some basic results given in Zarrouati [63].
Those coordinate transformations will be used, in this chapter, for translating any ini-
tial condition, given by its six orbital elements, into its Cartesian coordinates and for
converting coordinates that are explicitly given in the ECI-frame, into coordinates in a
PQW-frame.
Orbital Elements −→ PQW-coordinates:
Since ~P and ~Q lie in the orbital plane, it is easily shown that, given a set of 6 orbital ele-
ments (a, e, i,Ω, ω,M), the corresponding position and velocity vectors in the PQW-frame
are:
~rPQW =

 a(cosE − e)a√1− e2 sinE
0

 and ~˙rPQW =

 −
na sinE
1−e cosE
na
√
1−e2 cosE
1−e cosE
0

 (7.12)
where n =
√
µ
a3
is the mean motion of the satellite.
PQW-coordinates ←→ ECI-coordinates:
Since the orbital elements i, Ω and ω are all measured from the axes of the inertial co-
ordinate frame ECI, the easiest way to derive the coordinate transformation from the
ECI-frame to the PQW-frame is via rotation matrices, by performing (in an equivalent
way) the following three rotations, in succession:
• rZ(Ω): rotate by Ω about the Z-axis,
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• rX(i): rotate by i about the new X-axis,
• rZ(ω): rotate by ω about the newer Z-axis.
Let RZ(Ω), RX(i) and RZ(ω) be the rotation matrices of these 3 rotations, respectively.
The base vectors
(
~P , ~Q, ~W
)
of the PQW-frame are the images of the vectors
(
~i,~j,~k
)
by
the successive 3 rotations and satisfy:

~P
~Q
~W

 = A

 ~i~j
~k

 (7.13)
where A is the following transformation matrix, given in terms of the orbital elements i,
Ω and ω by:
A =

 cosω. cosΩ− sinω. cos i. sinΩ cosω. sinΩ + sinω. cos i. cosΩ sinω. sin i− sinω. cosΩ− cosω. cos i. sinΩ − sinω. sinΩ + cosω. cos i. cosΩ sin i. cosω
sin i. sinΩ − sin i. cosΩ cos i

 .
(7.14)
Therefore, and knowing that the transformation matrix A is orthogonal (A−1 = AT ), the
cartesian coordinates (x1, y1, z1) and (x2, y2, z2) of any point (or vector) of the space, in
the ECI and PQW frames respectively, are then related by:
 x2y2
z2


PQW
= A

 x1y1
z1


ECI
(7.15)
or equivalently: 
 x1y1
z1


ECI
= AT

 x2y2
z2


PQW
(7.16)
Orbital Elements −→ ECI-coordinates:
Combining relations (7.12) and (7.13) leads to the transformation from orbital elements
to coordinates in the ECI-frame of the position and velocity vectors:{
~rECI = a(cosE − e) ~PECI + a
√
1− e2 sinE ~QECI
~˙rECI = − na sinE1−e cosE ~PECI + na
√
1−e2 cosE
1−e cosE ~QECI
(7.17)
where ~PECI , ~QECI and ~WECI are found, using (7.13).
ECI-coordinates −→ Orbital Elements
Given cartesian coordinates in the ECI frame of the position and velocity vectors: ~r =
 xy
z

 =

 r1r2
r3

 and ~˙r =

 x˙y˙
z˙

 =

 r˙1r˙2
r˙3


1. First compute: r2 = x2 + y2 + z2 and v2 = x˙2 + y˙2 + z˙2
2. Deduce the semi-major axis a using:
1
a
=
2
r
− v
2
µ
(7.18)
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3. Compute: e cosE = t1 =
rv2
µ − 1 and e sinE = t2 =
‖~r‖‖~˙r‖√
µa
4. Deduce the eccentricity e and the eccentric and mean anomalies E and M :

e =
√
t21 + t
2
2
E = tan−1 t2t1
M = E − e sinE = E − t2
(7.19)
5. Compute for i = 1, 2, 3,

Pi =
ri
r cosE − r˙i
√
a
µ sinE
Qi =
ri
r
sinE+r˙i
√
a
µ
(cosE−e)
√
1−e2
6. Deduce the inclination i, the argument of perigee ω and the longitude of ascending
node Ω: 

i = tan−1
√
P 23+Q
2
3
P1Q2−P2Q1
ω = tan−1 P3Q3
Ω = tan−1 P2Q3−P3Q2P1Q3−P3Q1
(7.20)
7.1.5 Mathematical Analysis of the J2-problem
This analysis is of no need for the numerical computations. However, it is essential for
understanding the problem.
After reducing the problem to Lagrange equations (in the six orbital elements), a pertur-
bation method is described for solving those equation (as detailed by Zarrouati in [63]).
Then the results are interpreted for clarifying the effects of the J2-Perturbation on the
satellite motion, as given by Duriez in [65].
Reduction to Lagrange Equations:
Let us first split the J2-Perturbed Earth’s Gravitational Potential
U = u(J2) =
µ
r
{
1 +
( req
r
)2
J2P2(sinϕ)
}
into two components:
U =
µ
r
+R
where µ/r is the Newton component and R is the perturbing potential:
R = +
µ
r
(req
r
)2
J2P2(sinϕ). (7.21)
A classical transformation of ~¨r = ~∇u(J2) (7.11) leads to Lagrange’s equations, as de-
tailed by Zarrouati in [63], that express the time rate of change of the orbital elements
(a, e, i, ω,Ω,M) as functions of the partial derivatives of the perturbing potential R:


da
dt
de
dt
di
dt
dΩ
dt
dω
dt
dM
dt − n


=ML(a, e, i)


∂R
∂a
∂R
∂e
∂R
∂i
∂R
∂Ω
∂R
∂ω
∂R
∂M


(7.22)
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where n =
√
µ
a3
is the mean osculating motion and ML(a, e, i), is a square 6-by-6 antisym-
metric matrix depending on the 3 first orbital elements a, e, i and given by:
ML(a, e, i) =


0 0 0 0 0 M16
0 0 0 0 M25 M26
0 0 0 M34 M35 0
0 0 M43 0 0 0
0 M52 M53 0 0 0
M61 M62 0 0 0 0


with:
M16 = −M61 = 2na
M26 = −M62 = 1−e2na2e
M52 = −M25 =
√
1−e2
na2e
M43 = −M34 = 1na2 sin i√1−e2
M35 = −M53 = cosina2 sin i√1−e2
Thus, Lagrange’s equations are explicitly expressed by:

da
dt =
2
na
∂R
∂M
de
dt = −1−e
2
na2e
(
∂R
∂ω −
√
1− e2 ∂R∂M
)
di
dt = − 1na2 sin i√1−e2
(
∂R
∂Ω − cos i∂R∂ω
)
dΩ
dt =
1
na2 sin i
√
1−e2
∂R
∂i
dω
dt =
√
1−e2
na2e
∂R
∂e − cos ina2 sin i√1−e2
∂R
∂i
dM
dt = n− 2na ∂R∂a − 1−e
2
na2e
∂R
∂e
(7.23)
Note that the time rate of change of the three first orbital elements involves only the
partial derivatives of R with respect to the three last orbital elements, and vice-versa.
Note also that the presence of e and sin i in the denominator of these equations can cause
some problem for quasi-circular orbits (small e) and for equatorial orbits (small i). A
change of variables must then be used for getting a better conditioned system of equa-
tions, as was done in [63].
Perturbation Method for Solving Lagrange’s Equations (as given in [63]):
Let A = (a, e, i, ω,Ω,M − nt) be the vector of modified orbital elements.
Lagrange’s equations can then be written as:
dA
dt
= ǫD(A, t), (7.24)
where ǫ = J2 and D is the differential operator such that ǫD(A, t) describes the right-
hand-sides of Lagrange’s equations.
However, the expression ǫD(A, t) is quite complicated and does not allow an analytic and
direct integration of (7.24).
Note first that the differential system
dA
dt
= 0, (7.25)
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describes the the motion of a Keplerian motion and can be solved exactly.
Moreover, and since ǫ = J2 ≈ 10−3, then ǫD(A, t) is a small term of order J2.
It follows that Lagrange’s equations (7.24) can be formulated by adding a “small” term
to the Keplerian problem (7.25) that is exactly solvable.
Hence, the perturbation theory is applicable and consists of finding an approximate solu-
tion to the J2-problem (7.24) which cannot be solved exactly, by starting from the exact
solution of the related Keplerian problem (7.25).
The perturbation method leads to an expression of the desired solution in terms of a power
series in the “small” parameter ǫ = J2 that quantifies the deviation from the exactly solv-
able problem. The leading term in the power series is the solution of the exactly solvable
problem, while further terms describe the deviation in the solution, due to the deviation
from the initial problem.
Formally the form of the approximate full solution is:
A = ǫ0A0 + ǫ
1A1 + ǫ
2A2 + ...
where A0 is the known solution to the exactly solvable initial problem and A1,A2,... rep-
resents the “higher orders” which are found iteratively by some systematic procedure. For
small ǫ, these higher orders are presumed to become successively less important.
Usually, an approximate “perturbation” solution is obtained by truncating the series by
keeping only the first two terms,
A ≈ A0 + ǫ1A1,
that is: the initial exact solution and the “first order” perturbation correction.
• First iteration:
Only the centered component µ/r of the potential is considered. The resulting system
(7.25) to integrate:
dA
dt
= 0
has an exact solution that is known and can be expressed as:
A0 = (a, e, i, ω,Ω,M − nt) = constants
• Second iteration:
The perturbing gravitational potentialR is expressed in terms of the orbital elements:
R =
3µr2eqJ2
2a3
(
1 + e cos θ
1− e2
)3 [1
3
+
sin2 i
2
(cos 2(θ + ω)− 1)
]
,
with dθdM =
a2
√
1−e2
r2
, for getting the new Lagrange system to integrate:
dA
dt
= J2D(A0, t). (7.26)
The right hand side of this system depends only on constant parameters and on the
true anomaly θ. Therefore, it varies periodically with the same period as that of the
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Keplerian revolution. Thus, it can be decomposed as follows:
J2D(A0, t) = J2Dc(A0, t) + J2Ds(A0),
where J2Ds(A0) is the average over one revolution of J2D(A0, t), and J2Dc(A0, t)
represents the periodic deviation of J2D(A0, t) with respect to this average, with:{
Ds(A0) =
1
2π
∫ 2π
0 D(A0, t)dM
1
2π
∫ 2π
0 Dc(A0, t)dM = 0.
The integration of (7.26), with decomposed right hand side, yields:
A(t) = A0 + J2∆Ac(t) + J2∆As(t), (7.27)
where {
J2∆Ac(t) =
∫ t
t0
J2Dc(A0, t)dt
J2∆As(t) =
∫ t
t0
J2Ds(A0)dt = J2Ds(A0)(t− t0).
Since the average of Dc(A0, t) is zero over one revolution, the term J2∆Ac(t) repre-
sents periodic variations of the orbital elements (with the same orbital period), and
is hence called “short-periodic” term.
As for the term J2∆As(t), and since Ds(A0) is constant for one revolution, it repre-
sents linear in time variations of the orbital elements and is called “secular” term.
The explicit expressions for J2∆As(t) are simple:

∆as = 0
∆es = 0
∆is = 0
∆Ωs = −32nJ2
( req
a
)2 cos i
(1−e2)2 (t− t0)
∆ωs =
3
4nJ2
( req
a
)2 (4−5 sin2 i)
(1−e2)2 (t− t0)
∆Ms =
[
n+ 34nJ2
( req
a
)2 (2−3 sin2 i)
(1−e2)3/2
]
(t− t0)
(7.28)
whereas the explicit expressions for J2∆Ac(t) are rather complicated and can be
found in [63]. Note that all of the six orbital elements undergo short-periodic varia-
tions (that is, on the period of the orbit).
• Third iteration:
One should now integrate the new Lagrange system:
dA
dt
= J2D(A0 + J2∆Ac + J2∆As). (7.29)
The solution to this system has the same form as (7.27) but with an additional term:
A(t) = A0 + J2∆Ac(t) + J2∆As(t) + ∆AL. (7.30)
Zarrouati gives an analysis of this additional term and proves in [63] that this term
is of order J2 (and not J
2
2 as expected) and is a harmonic function of kω. Since ω
varies much slower than θ, ∆AL is said to be a “long-periodic” term.
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The explicit expressions for ∆AL are given in [63] and we only cite here the remark-
able result:
∆aL = 0.
Hence, the semimajor axis does not change long-periodically, whereas all of the other
orbital elements undergo long-period variations.
Note finally that if a solution of order J2 is requires, one should take into account
long-periodical terms due to J3 and J4 (that are of order J
2
2 ), since those terms
appears in the third iteration when terms in J22 are considered in Lagrange’s equation
and yield terms of order J2.
Effects of the J2-Perturbation on the Orbital Elements:
If the previous iterative method is restricted to the second iteration and integrated over
one revolution, then only the secular terms will remain. It follows, as detailed by Duriez in
[65], that the averaged orbital elements a¯, e¯ and i¯ are constant (and equal to their initial
values):
a¯ = a0, e¯ = e0, i¯ = i0, and n¯ = n0, with n
2
0a
3
0 = µ (7.31)
whereas the averaged angular orbital elements Ω¯, ω¯ and M¯ are linear functions of t:
Ω¯ = Ω0 + nΩt with nΩ = −3
2
n0J2
r2eq
a20
cos i0(
1− e20
)2 (7.32)
ω¯ = ω0 + nωt with nω =
3
4
n0J2
r2eq
a20
(
4− 5 sin2 i0
)
(
1− e20
)2 (7.33)
M¯ =M0 + nM t with nM = n0 +
3
4
n0J2
r2eq
a20
(
2− 3 sin2 i0
)
(
1− e20
)3
/2
(7.34)
nΩ and nω being respectively the rate of change of the averaged longitude of the ascending
node and that of the averaged argument of the perigee.
From the formulas above, Duriez derived in [65] the following conclusions:
• Since J2 ≈ 10−3, one notes that the angular velocities nΩ and nω of the ascending
node and the perigee are around a thousand times smaller than the constant mean
angular velocity n0 of the satellite on its orbit (ex: if a satellite performs 15 revo-
lutions per day, then the ascending node and the perigee rotate about 5◦ per day).
Therefore, the ascending node and the perigee also rotate around the earth, but much
slower than the satellite itself.
• For fixed values of e0 and i0, the velocities nΩ and nω decrease very quickly when a0
increases: they vary like n0
a20
.Thus, for two orbits of semi-major axes a0 and a
′
0, one
has n20a
3
0 = µ = n
′2
0 a
′3
0 yielding
n
′
0
a
′2
0
=
n0
a20
(
a0
a
′
0
)7/2
.
Doubling for example the semi-major axis results in dividing the angular velocities
nΩ and nω of the ascending node and the perigee by 2
7/2 ≈ 11.3.
Thus, the effect of the flattening of the earth is of greater importance for the satellites
that are closer to earth.
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• For fixed values of e0 and i0, nΩ and nω vary inversely with the semi-latus rectum
of the ellipse p0 = a0(1− e20).
• The J2-Perturbation causes the orbit plane to precess like a top, the precession
frequency being nΩ. Note that the precession of the ascending node depends on the
sign of nΩ (that is the sign of cos i0). Thus, the precession of the ascending node is
maximum for small values of i0 that are close to 0, is retrograde when i0 < 90
◦ and
advances when i0 > 90
◦.
• Similarly, the relative variation of the perigee with respect to the ascending node
depends on the sign of nω, that is the sign of
(
4− 5 sin2 i0
)
, which is 0 for i1 = 63
◦26′
and for i2 = 180
◦ − i1 = 116◦34′. As a result, the perigee advances relative to the
ascending node if i0 < i1 or i0 > i2, is invariant if i0 = i1 or i0 = i2 (critical
inclinations) and is retrograde if i1 < i0 < i2.
Note that when the inclination i0 is close to the critical values i1 and i2, the previous
approximation is no more valid since nω might then be of the order of J
2
2 making
the term in J4 no more negligible.
• The mean motion nM is equal to n0 when
(
2− 3 sin2 i0
)
= 0, that is when i0 = 54
◦44′
or 125◦16′, and is larger or less than n0 depending on if the inclination i0 is between
these two values or not. However, and since the mean motion nM is never zero, there
is no critical inclinations in this case.
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7.2 J2-perturbed Motion as a System of ODE’s
In the next sections of this chapter, we solve the J2-perturbed problem numerically, and
in a time-parallel way.
But first, we define the system of rectangular coordinates that we will use and reduce the
J2-perturbed problem to a first order system of ODE’s of the general form (S).
7.2.1 Our Coordinate System: Initially Perifocal Coordinate Frame (IPQW-
Frame)
In the perturbed motion, the trajectory of the satellite is always tangential to an instanta-
neous ellipse (the osculating ellipse) defined by the instantaneous values of the time-varying
orbital elements.
Therefore, this trajectory is in a moving orbital plane (containing the osculating ellipse),
defined instantaneously by
(
~r(t), ~˙r(t)
)
, so that the PQW-Frame is a moving frame in
which ~P and ~Q lie in the instantaneous orbital plane, while ~W is normal to it.
Since the moving PQ-plane expresses the perturbation about what would have been the
Keplerian plane in a Keplerian motion (i.e. the plane containing the osculating ellipse at
the initial time t0), we will adopt in our computations the IPQW-frame, which is the
PQW-frame corresponding to the initial conditions and keep it unchanged with
the time t. We consider that the effect of the perturbation will be more significant in this
frame than in any other.
7.2.2 Explicit Expression of ~∇U
Explicit Expression of U :
Let ~r =

 xy
z

, implying ~˙r =

 x˙y˙
z˙

 and ~¨r =

 x¨y¨
z¨

.
The considered gravitational potential is given by (7.7):
U = u(J2) =
µ
r
{
1 +
(req
r
)2
J2P2(sinϕ)
}
.
First of all, it is interesting to notice that the gravitational potential U = u(J2) is the
sum of a term due to the centered component of the gravity of the earth (that we will call
“Keplerian term”, since it is the only term in a Keplerian motion) and a second term due
to the J2-perturbation:
U = UK + UP , (7.35)
where:
UK =
µ
r
, (7.36)
and:
UP =
µ
r
(req
r
)2
J2P2(sinϕ). (7.37)
Recall that r = ‖~r‖2 =
√
x2 + y2 + z2 and µ, req and J2 are constants given in (refmu),
(refreq) and (refJ2) respectively.
For getting an explicit expression of UP (in terms of (x, y, z)), one must first express
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the geocentric latitude ϕ in terms of the rectangular coordinates. This latitude is the
angle that the ray, from the center of the Earth to the satellite, makes with the plane of
the equator (North latitude is positive, South latitude is negative).
It follows that sinϕ expresses very simply in the ECI-frame, since its xy-plane is the
equatorial plane, as:
sinϕ =
[z
r
]
ECI
,
yielding, in the ECI-frame:
P2(sinϕ) =
3
2
sin2 ϕ− 1
2
=
[
3
2
z2
r2
− 1
2
]
ECI
.
Therefore:
UP =
[
3µJ2r
2
eq
2
z2
r5
− µJ2r
2
eq
2
1
r3
]
ECI
. (7.38)
Explicit Expression of ~∇U :
Note first that:
~∇U = ~∇UK + ~∇UP ,
and let:
~fK (~r) = ~∇UK
and:
~fP (~r) = ~∇UP ,
making:
~∇U = ~fK(~r) + ~fP (~r), (7.39)
In any rectangular coordinate system in which ~r =

 xy
z

 and r = √x2 + y2 + z2, the
partial differentiation of UK yields:
~fK (~r) = ~fK

 xy
z

 =


∂UK
∂x
∂UK
∂y
∂UK
∂z

 =

 −µ xr3−µ y
r3
−µ z
r3

 . (7.40)
But for the partial differentiation of UP to be explicitly carried out, it should be done in
the ECI-frame, where one has the explicit expression (7.38) for UP :

 ~fP

 xy
z


ECI


ECI
=


∂UP
∂x
∂UP
∂y
∂UP
∂z


ECI
=


3µJ2r2eq
2
(
1− 5 z2
r2
)
x
r5
3µJ2r2eq
2
(
1− 5 z2
r2
)
y
r5
3µJ2r2eq
2
(
3− 5 z2
r2
)
z
r5


ECI
(7.41)
Using the transformation matrix A given in (7.14) and formulae (7.15) and (7.16), one
deduces: 
 ~fP

 xy
z


IPQW


IPQW
= A

 ~fP

AT

 xy
z


IPQW




ECI
, (7.42)
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where
[
~fP (.)ECI
]
ECI
is given by (7.41).
7.2.3 Equivalent System of First Order ODE’s
The differential equation (7.11), combined with initial conditions, yields a second-order
initial value problem, describing the J2-perturbed problem, in which one seeks ~r : [0,∞)→
R
3 such that: 

~¨r(t) = ~f (~r) , t > 0, (7.43.1)
~r(0) = ~r0, (7.43.2)
~˙r(0) = ~˙r0, (7.43.3)
(7.43)
where:
~f (~r) = ~∇U. (7.44)
Lowering the Order:
Letting:
~r1(t) = ~r(t) and ~r2(t) = ~˙r(t).
makes solving the second order problem (7.43) equivalent to solving, for ~r1, ~r2 : [0,∞)→
R
3, the first order problem:

d~r1
dt = ~r2, t > 0, (7.45.1)
d~r2
dt =
~f (~r1) , t > 0, (7.45.2)
~r1(0) = ~r0, (7.45.3)
~r2(0) = ~˙r0. (7.45.4)
(7.45)
We let now:
Y =
(
~r1
~r2
)
∈ R6, Y0 =
(
~r1(0)
~r2(0)
)
=
(
~r0
~˙r0
)
∈ R6.
Problem (7.45) can then be rewritten, in a more compact way, as a first-order initial
value problem of dimension 6, of the general form (S), in which one seeks a function
Y : [0,∞)→ R6 satisfying: {
dY
dt = F (Y ) , t > 0,
Y (0) = Y0
(7.46)
where:
F (Y ) =
(
~r2
~f (~r1)
)
∈ R6.
Since ~f (~r1) = ~∇U = ~fK(~r) + ~fP (~r), as stated in (7.39), it follows that F (Y ) can also be
split in a sum of a Keplerian term and a perturbing term:
F (Y ) = FK(Y ) + FP (Y ), (7.47)
with:
FK(Y ) =
(
~r2
~fK (~r1)
)
, (7.48)
FP (Y ) =
(
~0
~fP (~r1)
)
. (7.49)
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Expression of F (Y ), in the IPQW-frame:
[~r]IPQW =

 xy
z

 and [~˙r]
IPQW
=

 x˙y˙
z˙

 yield: [Y ]IPQW =


Y1
Y2
Y3
Y4
Y5
Y6


=


x
y
z
x˙
y˙
z˙


.
The expressions of ~fK(.) and ~fP (.) are given relatively to the coordinates in the IPQW-
frame, in (7.40) and (7.42) respectively, and yield:
[FK(Y )]IPQW =


Y4
Y5
Y6
−µ Y1
R3
−µ Y2
R3
−µ Y3
R3


(7.50)
and:
[FP (Y )]IPQW =


0
0
0
A ~fP

AT

 Y1Y2
Y3






, (7.51)
where ~fP (.) is given in (7.42) and R =
√
Y 21 + Y
2
2 + Y
2
3 .
7.3 RaTI Applied to a Keplerian Motion
7.3.1 EOS Condition, Rescaling & Invariance
In a Keplerian motion, as described in the first section of this chapter, the satellite moves in
a fixed plane, that is completely defined by the initial position and velocity vectors, along
a fixed ellipse having the center of the earth as one focus. This confines the satellite’s
trajectory in the xy-plane of our IPQW- frame, making Y3(t) = Y6(t) = 0 (∀t).
Besides, a Kelplerian motion is periodic of period P = 2π
√
a3
µ .
Problem (7.46) reduces, in such a case, to:{
dY
dt = FK(Y ), t > 0
Y (0) = Y0,
(7.52)
where:
FK(Y ) =


Y4
Y5
0
−µ Y1
R3
−µ Y2
R3
0


. (7.53)
Selection of an EOS Condition
In addition to yielding Y3(t) = Y6(t) = 0 for all t, a Keplerian motion results in periodic
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oscillations of Yi(t)i∈{1,2,4,5} with respect to the time t.
Figure 7.3.1 illustrates such behavior.
(a) Keplerian Ellipse (b) Periodic Solution: Y1 versus t
Figure 7.5: Satellite - Keplerian motion (e0 = 0.1, a0 = 7300km, i0 = 98
◦, ω0 = 10
◦, Ω0 = 45
◦,
M0 = 123
◦).
As discussed in Chapter 2, in case of oscillatory behavior of the solution, the functions
{En} governing the EOS condition could be that defined in (2.21), for all n > 0, by:
∀Y (t) ∈ Rk, En [Y (t)] = θn [Y (t)]− 2π,
where θn(W ) is the rotation angle (in the xy-plane), at each instant t, given in (2.17) and
evaluated using the procedure described in definition 7 of Chapter 2.
The nth slice is then ended when the solution completes a period in the Keplerian plane,
making the polar angle, at the end of every slice, equal to the initial polar angle corre-
sponding to the initial value Y0.
This yields the following EOS condition:
at t = Tn, En [Y (Tn)] = 0, ⇐⇒ θn [Y (Tn)] = 2π,
with θn [Y (t)] < 2π, if Tn−1 ≤ t < Tn. (7.54)
Figure 7.6 represents the first component of the solution Y as a function of t, on the first
10 slices, for the same initial conditions than those of figure 7.3.1.
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Figure 7.6: Satellite - EOS Condition for Keplerian Motion (e0 = 0.1, a0 = 7300km, i0 = 98
◦, ω0 = 10
◦,
Ω0 = 45
◦, M0 = 123
◦)
Problem (7.52) is then equivalent to the sequence of initial value shooting problems in
which one seeks, on each nth slice (n ≥ 1), for the time Tn and the solution Y such that:

dY
dt = FK(Y ) t > Tn−1, (7.55.1)
Y (Tn−1) = Yn−1, (7.55.2)
θn [Y (Tn)] = 2π and ∀t ∈ (Tn−1, Tn), θn [Y (t)] < 2π, (7.55.3)
(7.55)
where FK(Y ) is given in (7.53).
Change of Variables:
Note first that the periodicity of the motion inflicts to keep the time-scale invariant, on
all slices and therefore, to choose a time-rescaling factor βn = 1 (∀n). The only effect of
the change of variable t = Tn−1 + βns, is then to reset the time-variable to zero, at the
beginning of each slice:
t = Tn−1 + s. (7.56)
Knowing that Y3(t) = Y6(t) = 0 for all t ≥ 0 and assuming, without loss of generality, that
Yn,i 6= 0 for all i ∈ {1, 2, 4, 5} and for all n > 1, one has, according to (1.6):
∀n > 1, αn =


Yn−1,1
Yn−1,2
1
Yn−1,4
Yn−1,5
1


. (7.57)
Recall that the general change of the solution variable Y is given in (1.5.2) by: Y (t) =
Yn−1 +DnZn(s), where Dn is the diagonal matrix associated with the vector αn. In this
case, this change of variable yields:{
Yi(t) = Yn−1,i(1 + Zn,i(s)), if i ∈ {1, 2, 4, 5},
Yi(t) = Zn,i(s) = 0, if i ∈ {3, 6}. (7.58)
Rescaled EOS condition:
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As shown in (2.27), the functions {En} governing the EOS condition (7.54) rescale to a
unique function H : R6 → R defined, independently of n, by:
∀Zn(s) ∈ Rk, H [Zn(s)] = θ˜ [Zn(s)]− 2π,
where θ˜ is given in (2.26) by: θ˜ [Zn(s)] = θ [Yn−1 +DnZn(s)].
The nth slice is ended as soon as the rescaled solution Z(.) satisfies:
at s = sn, H [Zn(sn)] = 0 ⇐⇒ θ˜ [Zn(sn)] = 2π,
with θ˜ [Zn(s)] < 2π, if 0 < s < sn.
(7.59)
Resulting Rescaled Systems:
From the change of variables (7.56) and (7.58) follows the vector-wise differentiation:
dZn
ds =
dZn
dY
dY
dt
dt
ds = D
−1
n
dY
dt βn = D
−1
n
dY
dt = D
−1
n FK(Y ),
where FK(Y ) is given by (7.53). It implies:
Gn,K(Zn) =
dZn
ds
= D−1n


Y4
Y5
0
−µ Y1
R3
−µ Y2
R3
0


=


Yn−1,4
Yn−1,1
[1 + Zn,4(s)]
Yn−1,5
Yn−1,2
[1 + Zn,5(s)]
0
−µ
(
Yn−1,1
Yn−1,4
)
1+Zn,1(s)
R3
−µ
(
Yn−1,2
Yn−1,5
)
1+Zn,2(s)
R3
0


(7.60)
where R =
√
Y 21 + Y
2
2 =
√
Y 2n−1,1 [1 + Zn,1(s)]
2 + Y 2n−1,2 [1 + Zn,2(s)]
2.
Using the End-Of-Slice condition (7.54) and rescaling with the change of variables (7.56)
and (7.58), make the satellite problem (7.68) equivalent to the following sequence of
rescaled systems:

dZn
ds = Gn,K(Zn), s > 0 (7.61.1)
Zn(0) = 0, (7.61.2)
θ˜ [Zn(sn)] = 2π, and ∀s ∈ (0, sn), θ˜ [Zn(s)] < 2π. (7.61.3)
(7.61)
where Gn,K(Zn) is given in (7.60).
Invariance:
Knowing the periodicity of the motion, and since the EOS condition is chosen so as to end
a slice at the end of every period, one has then:
∀n, ∀i, Yn,i = Y0,i. (7.62)
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This makes:
∀n, Gn,K(Zn) =


Y0,4
Y0,1
[1 + Zn,4(s)]
Y0,5
Y0,2
[1 + Zn,5(s)]
0
−µ
(
Y0,1
Y0,4
)
1+Zn,1(s)
R3
−µ
(
Y0,2
Y0,5
)
1+Zn,2(s)
R3
0


= G1,K(Zn). (7.63)
where R =
√
Y 21 + Y
2
2 =
√
Y 20,1 [1 + Zn,1(s)]
2 + Y 20,2 [1 + Zn,2(s)]
2.
Therefore: ∀n, Gn(.) = G1(.). Together with the invariance of the function H governing
the rescaled EOS condition (7.59), this yields the invariance of the rescaled systems (7.61),
according to definition 2 of Chapter 1.
7.3.2 Numerical Results: Application of RaTI
According to property 1, given in Chapter 1, the invariance of the rescaled problems (S′n)
implies:
∀n > 1, Zn(.) = Z1(.) and sn = s1,
(and therefore, a constant sequence {Yn}: ∀n, Yn = Y0).
It follows that the rescaled solution Z1 of the first time-slice solves all the slices, by simply
applying, for all n > 1, the change of variables (7.56) and (7.58):
∀n > 1, ∀s ∈ [0, s1],


t = Tn−1 + s,
Yi(t) = Y0,i(1 + Z1,i(s)) if i ∈ {1, 2, 4, 5},
Yi(t) = Z1,i(s) = 0 if i ∈ {3, 6},
The numerical solution of this periodic problem can then be obtained, using the sequential
Ratio-based Time Integration (RaTI) algorithm described in Chapter 4, for invariant cases.
Tables (7.1) and (7.2) below summarize the numerical results, for 12 different initial condi-
tions. Each initial condition is given by its six Keplerian orbital elements (a0, e0, i0, ω0,Ω0,M0).
This is done on one processor and the time of computation is compared to the time
needed for solving sequentially the same number of slices, without using the invariance
property.
In all the experiments:
- The time-step of integration that has been used is τ = 60 seconds.
- The tolerance up to which is reached the EOS condition is ǫeostol = 10
−11.
- The total number of slices is N = 600.
CHAPTER 7. SATELLITE TRAJECTORIES 186
Case 1 2 3 4 5 6
e0 0.1 0.1 0.1 0.0005 0.15 0.1
a0 7300 km 7650 km 8000 km 7300 km 7300 km 7300 km
i0 98
◦ 98◦ 98◦ 98◦ 98◦ 80◦
ω0 10
◦ 10◦ 10◦ 10◦ 10◦ 10◦
Ω0 45
◦ 45◦ 45◦ 45◦ 45◦ 45◦
M0 123
◦ 123◦ 123◦ 123◦ 123◦ 123◦
ndays 43.11 46.24 49.45 43.11 43.11 43.11
Tseq 28.64 32.21 32.7 27.67 29.37 28.69
Tinv 0.53 0.59 0.56 0.52 0.55 0.48
Speed-up 54.04 54.59 58.39 53.21 53.40 59.77
Table 7.1: Satellite, Keplerian Motion - Application of RaTI (1).
Case 7 8 9 10 11 12
e0 0.1 0.1 0.1 0.1 0.1 0.1
a0 7300 km 7300 km 7300 km 7300 km 7300 km 7300 km
i0 98
◦ 98◦ 98◦ 98◦ 98◦ 98◦
ω0 5
◦ 20◦ 10◦ 10◦ 10◦ 10◦
Ω0 45
◦ 45◦ 10◦ 120◦ 45◦ 45◦
M0 123
◦ 123◦ 123◦ 123◦ 20◦ 60◦
ndays 43.11 43.11 43.11 43.11 43.11 43.11
Tseq 29.1 29.04 28.72 28.69 29.52 29.51
Tinv 0.51 0.54 0.53 0.51 0.52 0.5
Speed-up 57.06 53.78 54.19 56.25 56.77 59.02
Table 7.2: Satellite, Keplerian Motion - Application of RaTI (2).
Clearly, the application of RaTI algorithm results in a tremendous, but not surprising,
speed-up of the computations.
7.4 RaPTI Applied to a J2-Perturbed Motion
7.4.1 Choice of an EOS Condition
As stated in a previous section, the satellite orbit is, in this case of J2-perturbed motion,
an osculating ellipse of which the parameters vary at each instant. Since all of the instan-
taneous ellipses have the center of earth at one focus, the satellite orbit will pass regularly
across the xy-plane (which is, in our case, the Keplerian plane corresponding to the initial
conditions).
Besides, ans as discussed in Chapter 2, in case of oscillatory behavior of the solution and
when one seeks a time-parallelism, the slicing technique would inflict that each slice is
ended when the solution completes a full (or almost full) rotation.
One possible way to do it is to end each nth slice [Tn−1, Tn] whenever the satellite crosses
the xy-plane, after completing a whole rotation, that is as soon as:
Yn,3 = 0, (7.64)
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for the second time, after having been satisfied by Yn−1,3 = 0 at the previous slice.
This EOS condition is governed by a family of functions En : R
6 → R, given by:
∀W ∈ R6, En [W ] =W3 (7.65)
and defined by adding, to the condition En [Yn] = 0, the additional constraint that omits
to stop when this condition is satisfied for the first time. This is intended to make the
solution complete an almost full rotation in the phase plane.
Let L be the logical function defined by:{
L [Y (t)] = 0 if Y3(t) = 0 for the second time after Y3(Tn−1) = 0
L [Y (t)] = 1 if Y3(t) 6= 0 or Y3(t) = 0 for the first time after Y3(Tn−1) = 0 (7.66)
The EOS condition (7.64) translates then to:
L [Y (Tn)] = 0 and ∀t ∈ (Tn−1, Tn), L [Y (t)] 6= 0. (7.67)
The behavior of the solution makes such EOS condition guaranteed to be reached (see
figures 7.7 and 7.8)
Figure 7.7: Satellite, J2-perturbed Motion - EOS Condition and Orbit (e0 = 0.1, a0 = 7300km, i0 = 98
◦,
ω0 = 10
◦, Ω0 = 45
◦ and M0 = 123
◦)
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Figure 7.8: Satellite, J2-perturbed Motion - Y1 versus t (e0 = 0.1, a0 = 7300km, i0 = 98
◦, ω0 = 10
◦,
Ω0 = 45
◦, M0 = 123
◦)
Problem (7.46) is then equivalent to the sequence of initial value shooting problems
in which one seeks, on each nth slice (n ≥ 1), for the time Tn and the solution Y :
[Tn−1, Tn] −→ R6 such that:

dY
dt = F (Y ) = FK(Y ) + FP (Y ), t > Tn−1, (7.68.1)
Y (Tn−1) = Yn−1, (7.68.2)
L [Y (Tn)] = 0 and ∀t ∈ (Tn−1, Tn), L [Y (t)] 6= 0, (7.68.5)
(7.68)
where FK(Y ) and FP (Y ) are given by (7.48) and (7.49).
Remark 12 Another natural choice of an EOS condition could have been to end a slice
whenever the projection of the satellite’s position on the xy-plane returns the polar angle
to its initial value (modulo 2π). However, the numerical experiments gave a better ratio
property with EOS condition (7.67).
7.4.2 Rescaling
Change of Variables:
As described in formulae (1.5) of Chapter 1, the time t and the solution Y (t) are changed
into rescaled time s and rescaled solution Z(s) respectively, as follows:{
t = Tn−1 + βns,
Y (t) = Yn−1 +DnZn(s).
Recall that Dn = diag(αn) ∈ R6×6 is a diagonal matrix associated with the vector αn ∈ R6
that is defined in (1.6), in terms of Yn−1 as:
αn,i =
{
Yn−1,i if Yn−1,i 6= 0
1 if Yn−1,i = 0
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EOS condition (7.67) makes the third component of all starting values equal to 0, i.e.:
∀n ≥ 1, Y3(Tn) = 0.
Assuming also, without loss of generality, that:
* Yi(0) 6= 0, for all i ∈ {1, 2, 4, 5}, and
* Yi(Tn) 6= 0 for all i ∈ {1, 2, 4, 5, 6} and for all n ≥ 1, we get, in this non-Keplerian
motion, the following expression for the vector αn:
∀n > 1, αn,i =
{
Yn−1,i if i 6= 3,
1 if i = 3,
(7.69)
yielding the change of variables:

t = Tn−1 + βns, (7.70.1)
Yi(t) =
{
Yn−1,i(1 + Zn,i(s)) if i 6= 3
Zn,i(s) if i = 3
(7.70.2)
(7.70)
Note that for n = 1, and since Y0,6 = 0, we have also: αn,6 = 1 yielding Y6(t) = Zn,6(s).
We will give, in all what follows, expressions corresponding to n > 1, knowing that the
case n = 1 can easily be deduced.
Rescaled EOS Condition:
The equality involved in the EOS condition (7.64) rescales simply as:
Zn,3(sn)) = 0.
Let Lz be the logical function, derived from the function L given in (7.66) and defined by:{
Lz [Zn(s)] = 0 if Zn,3(s)) = 0 for the second time after Zn,3(0)) = 0
Lz [Zn(s)] = 1 if Zn,3(s)) 6= 0 or Zn,3(s)) = 0 for the first time after Zn,3(0)) = 0
(7.71)
The EOS condition (7.67) translates then to:
Lz [Zn(sn)] = 0 and ∀s ∈ (0, sn), Lz [Zn(s)] 6= 0. (7.72)
Choice of the Time-Rescaling Factor βn:
Since the global behavior of the solution consists of slight successive variations, that can be
viewed as small perturbations of a periodic solution, we will keep the time-scale invariant
by choosing:
βn = 1 (7.73)
The only effect of the change of variable (7.70.2) t = Tn−1 + βns = Tn−1 + s, is then to
reset the time-variable to zero at the beginning of each slice, thus allowing to use a local
time for solving the slices in parallel.
Resulting Rescaled Systems:
From the change of variables (7.70) and the choice (7.73) of βn, follows the vector-wise
differentiation:
dZn
ds =
dZn
dY
dY
dt
dt
ds = D
−1
n
dY
dt βn = D
−1
n
dY
dt = D
−1
n F (Y ) = D
−1
n [FK(Y ) + FP (Y )].
where FK(Y ) and FP (Y ) are given by (7.50) and (7.51) respectively.
It implies:
dZn
ds
= Gn,K(Zn) +Gn,P (Zn),
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where Gn,K(Zn) = D
−1
n FK(Y ) and Gn,P (Zn) = D
−1
n FP (Y ).
Explicit expressions of Gn,K(Zn) and Gn,P (Zn) can be deduced from that of FK(Y ) and
FP (Y ), as described below.
Gn,K(Zn) = D
−1
n FK(Y ) = D
−1
n


Y4
Y5
Y6
−µ Y1
R3
−µ Y2
R3
−µ Y3
R3


=


Yn−1,4
Yn−1,1
[1 + Zn,4(s)]
Yn−1,5
Yn−1,2
[1 + Zn,5(s)]
Yn−1,6 [1 + Zn,6(s)]
−µ
(
Yn−1,1
Yn−1,4
)
1+Zn,1(s)
R3
−µ
(
Yn−1,2
Yn−1,5
)
1+Zn,2(s)
R3
−µ
(
1
Yn−1,6
)
Zn,3(s)
R3


, (7.74)
Gn,P (Zn) = D
−1
n FP (Y ) = D
−1
n


0
0
0
A ~fP

AT

 Yn−1,1 [1 + Zn,1(s)]Yn−1,2 [1 + Zn,2(s)]
Zn,3(s)






, (7.75)
where ~fP (.) is given in (7.42) and R =
√
Y 21 + Y
2
2 + Y
2
3 , i.e.:
R =
√
Y 2n−1,1 [1 + Zn,1(s)]
2 + Y 2n−1,2 [1 + Zn,2(s)]
2 + [Zn,3(s)]
2. (7.76)
Using the End-Of-Slice condition (7.67) and rescaling with the change of variables (7.70),
together with βn = 1, make solving the satellite problem (7.68) equivalent to solving, on
each nth slice [0, sn], corresponding to [Tn−1, Tn], a rescaled initial value shooting problem
in which one seeks for sn ∈ R and Zn : [0, sn] −→ R6 such that:

dZn
ds = Gn(Zn), s > 0 (7.77.1)
Zn(0) = 0, (7.77.2)
Lz [Zn(sn)] = 0 and ∀s ∈ (0, sn), Lz [Zn(s)] 6= 0. (7.77.3)
(7.77)
where:
Gn(Zn) = Gn,K(Zn) +Gn,P (Zn), (7.78)
Gn,K(Zn) and Gn,P (Zn) being given in (7.74) and (7.75) respectively.
7.4.3 Existence of a Weak Ratio Property
Since the nonzeroness condition (1.11) is not satisfied for the third component of {Yn}, we
start with the following definition.
Definition 10 : Generalized Ratio-Vectors
The ratio-vector, on the nth slice, is defined by:
Rn = D
−1
n Yn. (7.79)
In the present case, where Yn,3 = 0, (∀n), this general definition is, for all n > 1, compo-
nent wise given as: {
Rn,i =
Yn,i
Yn−1,i
, if i 6= 3,
Rn,i = 1, if i = 3.
(7.80)
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This means that Rn,i is the ratio of the end-of-slice value to the starting value of the
solution, for all the nonzero components, and is equal to 1 otherwise. (Note that Rn is
not defined for n = 1, since Y0,6 = 0 due to the choice of the xy-plane).
Since Yn,3 = 0 (∀n) and Rn,3 = 1, (7.80) yields:
∀n > 1, ∀i ∈ {1, 2, · · · , 6}, Yn,i = Rn,iYn−1,i.
This makes the recurrence relation, given in formula (4.6) of chapter 4, keep holding for
n > 1:
Yn = DRnYn−1. (7.81)
Rescaled Ratio Vectors:
The change of variable (1.5.2) yields:
at t = Tn, Yn = Yn−1 +DnZn(sn).
This relation becomes:
Zn(sn) = D
−1
n (Yn − Yn−1) = D−1n Yn −D−1n Yn−1 = Rn −D−1n Yn−1.
This is equivalent to:
∀n > 1, Rn = D−1n Yn−1 + Zn(sn), (7.82)
making Rn component wise given, for all n > 1, by:{
Rn,i = 1 + Zn,i(sn), if i 6= 3,
Rn,i = 1, if i = 3.
(7.83)
Since Zn,3(sn) = 0, one deduces also that formula (4.9), given in Chapter 4, keeps holding
too:
∀n, Rn = 1+ Zn(sn).
Then, the recurrence (7.81) rescales to:
∀n, Yn =
(
I +DZn(sn)
)
Yn−1. (7.84)
Numerical Ratio Property:
Note first that a Keplerian motion is periodic and would have led, for an EOS condition
defining a complete rotation around the earth, to a perfect ratio property.
As stated previously, all perturbing forces are very small compared to the centered force
defining the Keplerian motion. It follows that any perturbing force (in particular, that
of the J2-problem) results in a small perturbation of the periodic problem. This yields
a sequence of IVP’s of which the end-of-slice values {Yn} of the solution present slight
variations between two consecutive slices: they start with a value Y1 that is close to Y0,
then Y2 that is close to Y1, and so on...
Translated to the rescaled solutions, those slight variations yield a weak similarity, as
described in definition 4 of Chapter 1:
∃ǫ << 1, ∃n0 ∈ N, ∃nr ≥ 1,
∀n ∈ {n0 + 1, ..., n0 + nr}, ‖Zn(sn)− Zn−1(sn−1)‖∞ < ǫ.
Figure 7.4.3 gives the graphs of the first and sixth components of Zn, with respect to s,
on 80 consecutive time-slices. The graphs corresponding to each slice alternate the colors:
that of the first slice appears clearly in blue. One can notice the slight differences between
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the graphs on two consecutive slices and, moreover, how close are the end-of-slice values
Zn(sn) of the rescaled solution, on all slices.
(a) First component (b) Sixth component
Figure 7.9: Satellite, J2-perturbed Motion - Zn versus s on 80 time-slices (e0 = 0.1, a0 = 7300km,
i0 = 98
◦, ω0 = 10
◦, Ω0 = 45
◦, M0 = 123
◦).
As stated in proposition 8 of Chapter 4, the weak similarity of the rescaled systems trans-
lates to a weak ratio property:
∃ǫ << 1, ∃n0 ∈ N, ∃nr ≥ 1,
∀n ∈ {n0 + 1, ..., n0 + ks}, ‖Rn −Rn−1‖∞ < ǫ.
Note that the slight variations of the end-of-slice values {Yn} of the solution between
consecutive slices yield:
∀n, ‖Rn‖∞ ≈ 1.
Note also that for all n, one has Yn,3 = Zn,3(sn) = 0 (due to the EOS condition), implying:
∀n, Rn,3 = 1.
Tables 7.3, 7.4, 7.5 and 7.6 verify numerically the weak ratio property obtained when com-
puting a satellite trajectory, in a J2-perturbed motion, for 4 different initial conditions.
Each initial condition is given by its six Keplerian orbital elements (a0, e0, i0, ω0,Ω0,M0).
The tables give, for n = 1, 2, 4, 5 and 6, the differences Rin − Rin−1 of each ith component
of consecutive ratios.
One can notice that the ratio property is the weakest for the 6th component.
This is due to the fact that this component, that is zero in a Keplerian motion (due to
the choice of the xy-plane of the IPQW-frame), expresses strongly the perturbation of the
motion, especially on the first slices.
However, the numerical experiments show, not surprisingly, that as soon as Y3 reaches the
same order of magnitude than Y1 and Y2, and Y6 reaches the same order of magnitude
than Y4 and Y5, the ratio property becomes also of the same order for all components.
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Case A
e0 = 0.1, a0 = 7300 km, i0 = 98
◦, ω0 = 10◦, Ω0 = 45◦, M0 = 123◦
n R1n −R1n−1 R2n −R2n−1 R4n −R4n−1 R5n −R5n−1 R6n −R6n−1
2 1.44618E-01 -1.97842E-02 -1.48477E-02 1.14859E-01 -7.80803E-01
3 3.97542E-02 -3.39519E-03 -2.41280E-03 2.89542E-02 -2.05384E-01
4 1.64725E-02 -1.18967E-03 -8.26582E-04 1.15840E-02 -9.56773E-02
...
...
...
...
...
...
51 8.39849E-06 -3.08709E-07 -1.43054E-06 -4.48296E-07 -4.12030E-04
52 7.90664E-06 -2.89081E-07 -1.40890E-06 -7.61838E-07 -3.95821E-04
53 7.45149E-06 -2.71338E-07 -1.38848E-06 -1.05147E-06 -3.80550E-04
54 7.02969E-06 -2.55305E-07 -1.36917E-06 -1.31939E-06 -3.66147E-04
55 6.63815E-06 -2.40825E-07 -1.35086E-06 -1.56760E-06 -3.52548E-04
...
...
...
...
...
...
196 -6.33299E-07 -6.65711E-07 -3.60991E-07 -5.60294E-06 -2.62486E-05
197 -6.40445E-07 -6.70923E-07 -3.55889E-07 -5.60425E-06 -2.59728E-05
198 -6.47544E-07 -6.76132E-07 -3.50801E-07 -5.60555E-06 -2.57012E-05
199 -6.54579E-07 -6.81338E-07 -3.45728E-07 -5.60682E-06 -2.54336E-05
200 -6.61575E-07 -6.86540E-07 -3.40670E-07 -5.60809E-06 -2.51699E-05
Table 7.3: Satellite, J2-perturbed Motion - Ratio Property, (A)
Case B
e0 = 0.1, a0 = 7650 km, i0 = 98
◦, ω0 = 10◦, Ω0 = 45◦, M0 = 123◦
n R1n −R1n−1 R2n −R2n−1 R4n −R4n−1 R5n −R5n−1 R6n −R6n−1
2 1.44600E-01 -1.97855E-02 -1.48502E-02 1.14848E-01 -7.80802E-01
3 3.97494E-02 -3.39555E-03 -2.41297E-03 2.89522E-02 -2.05388E-01
4 1.64705E-02 -1.18984E-03 -8.26476E-04 1.15838E-02 -9.56793E-02
...
...
...
...
...
...
51 8.42450E-06 -3.09811E-07 -1.25374E-06 5.50658E-07 -4.11970E-04
52 7.93387E-06 -2.88918E-07 -1.23347E-06 2.36388E-07 -3.95762E-04
53 7.47994E-06 -2.69906E-07 -1.21442E-06 -5.39747E-08 -3.80492E-04
54 7.05935E-06 -2.52604E-07 -1.19648E-06 -3.22618E-07 -3.66090E-04
55 6.66903E-06 -2.36852E-07 -1.17955E-06 -5.71543E-07 -3.52491E-04
...
...
...
...
...
...
196 -4.28889E-07 -4.76154E-07 -3.73518E-07 -4.63678E-06 -2.63654E-05
197 -4.34866E-07 -4.80122E-07 -3.69491E-07 -4.63786E-06 -2.60909E-05
198 -4.40805E-07 -4.84090E-07 -3.65473E-07 -4.63894E-06 -2.58205E-05
199 -4.46684E-07 -4.88058E-07 -3.61464E-07 -4.63999E-06 -2.55541E-05
200 -4.52527E-07 -4.92025E-07 -3.57463E-07 -4.64103E-06 -2.52917E-05
Table 7.4: Satellite, J2-perturbed Motion - Ratio Property, (B)
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Case C
e0 = 0.0005, a0 = 7300 km, i0 = 98
◦, ω0 = 10◦, Ω0 = 45◦, M0 = 123◦
n R1n −R1n−1 R2n −R2n−1 R4n −R4n−1 R5n −R5n−1 R6n −R6n−1
2 1.25554E-01 -9.98703E-03 -9.98222E-03 1.25577E-01 -7.49305E-01
3 3.33172E-02 -1.73365E-03 -1.73439E-03 3.33241E-02 -2.02539E-01
4 1.35964E-02 -6.07054E-04 -6.08181E-04 1.35988E-02 -9.49112E-02
...
...
...
...
...
...
51 6.56125E-06 -2.16403E-07 -1.41967E-06 5.36804E-06 -4.11892E-04
52 6.17347E-06 -2.03936E-07 -1.40735E-06 4.97991E-06 -3.95692E-04
53 5.81498E-06 -1.92416E-07 -1.39599E-06 4.62106E-06 -3.80429E-04
54 5.48306E-06 -1.81757E-07 -1.38550E-06 4.28881E-06 -3.66034E-04
55 5.17530E-06 -1.71878E-07 -1.37578E-06 3.98071E-06 -3.52441E-04
...
...
...
...
...
...
196 -3.67265E-09 -6.29744E-09 -1.26205E-06 -1.26196E-06 -2.68958E-05
197 -5.07409E-09 -6.25458E-09 -1.26258E-06 -1.26401E-06 -2.66253E-05
198 -6.43648E-09 -6.21307E-09 -1.26313E-06 -1.26603E-06 -2.63589E-05
199 -7.76905E-09 -6.17259E-09 -1.26367E-06 -1.26802E-06 -2.60965E-05
200 -9.07144E-09 -6.13313E-09 -1.26422E-06 -1.26998E-06 -2.58381E-05
Table 7.5: Satellite, J2-perturbed Motion - Ratio Property, (C)
Case D
e0 = 0.1, a0 = 7300 km, i0 = 110
◦, ω0 = 10◦, Ω0 = 45◦, M0 = 123◦
n R1n −R1n−1 R2n −R2n−1 R4n −R4n−1 R5n −R5n−1 R6n −R6n−1
2 1.44961E-01 -1.97825E-02 -1.48547E-02 1.15001E-01 -7.80836E-01
3 3.98526E-02 -3.39565E-03 -2.41889E-03 2.89880E-02 -2.05407E-01
4 1.65106E-02 -1.19016E-03 -8.32490E-04 1.15954E-02 -9.56906E-02
...
...
...
...
...
...
51 3.11166E-06 -5.92193E-07 -7.60738E-06 -3.70349E-06 -4.13966E-04
52 2.65506E-06 -5.68757E-07 -7.59624E-06 -4.01049E-06 -3.97759E-04
53 2.23502E-06 -5.47203E-07 -7.58642E-06 -4.29368E-06 -3.82491E-04
54 1.84818E-06 -5.27357E-07 -7.57781E-06 -4.55525E-06 -3.68090E-04
55 1.49147E-06 -5.09061E-07 -7.57031E-06 -4.79720E-06 -3.54493E-04
...
...
...
...
...
...
196 -2.29309E-06 -4.11479E-07 -9.34435E-06 -9.15482E-06 -2.88588E-05
197 -2.28286E-06 -4.13464E-07 -9.37028E-06 -9.16850E-06 -2.85883E-05
198 -2.27266E-06 -4.15458E-07 -9.39644E-06 -9.18234E-06 -2.83219E-05
199 -2.26248E-06 -4.17462E-07 -9.42284E-06 -9.19636E-06 -2.80596E-05
200 -2.25232E-06 -4.19475E-07 -9.44948E-06 -9.21056E-06 -2.78012E-05
Table 7.6: Satellite, J2-perturbed Motion - Ratio Property, (D)
7.4.4 Numerical Results: Application of RaPTI
Tables (7.7), (7.8), (7.9) and (7.10) below summarize the numerical results that were ob-
tained by applying RaPTI algorithm for computing a satellite trajectory, in a J2-perturbed
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motion, for 12 different initial conditions. Each initial condition is given by its six Keple-
rian orbital elements (a0, e0, i0, ω0,Ω0,M0).
The mathematical model that has been used for the predictions of the ratios, resulting
from implementing the procedure FIND RATIOS MODEL in the preliminary analysis, is
a polynomial of degree d = 2 obtained by fitting the last nprec = 3 computed ratios, in the
least-squares sense.
Knowing that the sizes of successive time-slices of this quasi-periodic problem differ very
slightly from the common size ∆Tper of all slices of the corresponding periodic problem,
the total number of slices N has been approximated by:
N =
⌈
T
∆Tper
⌉
,
where T is the desired time of integration.
In average on the 12 cases, ∆Tper ≈ 0.72 days. The experiments have been done for
N = 600 (corresponding to about 43 days) and for N = 1500 (corresponding to about 108
days).
The total number of iterations vary from one case to another, but here also, the results
show that this number is small, compared to the total number of slices, in spite of the
absence of any strong similarity property.
In all the experiments:
- The time-step of integration that has been used is τ = 60 seconds.
- The tolerance up to which is reached the EOS condition is ǫeostol = 10
−9.
- The tolerance used for getting ns is ǫ
ns
tol = 5× 10−4.
- The minimum value for ns is ns,min = 20.
- The tolerance on the relative gaps is ǫgtol = 10
−5.
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Case 1 2 3 4 5 6
e0 0.1 0.1 0.1 0.0005 0.15 0.1
a0 7300 km 7650 km 8000 km 7300 km 7300 km 7300 km
i0 98
◦ 98◦ 98◦ 98◦ 98◦ 80◦
ω0 10
◦ 10◦ 10◦ 10◦ 10◦ 10◦
Ω0 45
◦ 45◦ 45◦ 45◦ 45◦ 45◦
M0 123
◦ 123◦ 123◦ 123◦ 123◦ 123◦
N 600 600 600 600 600 600
ndays 43.12 46.26 49.47 43.15 43.11 43.12
Ts 26.2 26.84 28.03 25.61 24.41 25.83
ns 46 46 46 46 46 46
nI 10 9 9 10 10 11
T2 16.94 17.44 17.97 16.79 17 17.06
E2 0.77 0.77 0.78 0.76 0.72 0.76
S2 1.55 1.54 1.56 1.53 1.44 1.51
Smax2 1.86 1.86 1.86 1.86 1.86 1.86
T4 11.56 11.89 12.52 11.63 11.66 11.97
E4 0.57 0.56 0.56 0.55 0.52 0.54
S4 2.27 2.26 2.24 2.20 2.09 2.16
Smax4 3.25 3.25 3.25 3.25 3.25 3.25
T8 10.31 10.31 10.84 10.23 10.42 10.82
E8 0.32 0.33 0.32 0.31 0.29 0.30
S8 2.54 2.60 2.59 2.50 2.34 2.39
Smax8 5.21 5.21 5.21 5.21 5.21 5.21
Table 7.7: Satellite, J2-perturbed Motion - Application of RaPTI, N = 600 (1).
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Case 7 8 9 10 11 12
e0 0.1 0.1 0.1 0.1 0.1 0.1
a0 7300 km 7300 km 7300 km 7300 km 7300 km 7300 km
i0 98
◦ 98◦ 98◦ 98◦ 98◦ 98◦
ω0 5
◦ 20◦ 10◦ 10◦ 10◦ 10◦
Ω0 45
◦ 45◦ 10◦ 120◦ 45◦ 45◦
M0 123
◦ 123◦ 123◦ 123◦ 20◦ 60◦
N 600 600 600 600 600 600
ndays 43.14 43.1 43.13 43.13 43.14 43.25
Ts 25.71 25.94 25.54 25.95 25.34 25.86
ns 46 46 46 46 46 46
nI 10 10 10 10 11 10
T2 16.71 16.95 16.68 16.82 16.94 17.05
E2 0.77 0.77 0.77 0.77 0.75 0.76
S2 1.54 1.53 1.53 1.54 1.50 1.52
Smax2 1.86 1.86 1.86 1.86 1.86 1.86
T4 11.61 11.75 11.49 11.57 11.85 11.53
E4 0.55 0.55 0.56 0.56 0.53 0.56
S4 2.21 2.21 2.22 2.24 2.14 2.24
Smax4 3.25 3.25 3.25 3.25 3.25 3.25
T8 10.37 10.41 10.31 10.37 10.8 10.43
E8 0.31 0.31 0.31 0.31 0.29 0.31
S8 2.48 2.49 2.48 2.50 2.35 2.48
Smax8 5.21 5.21 5.21 5.21 5.21 5.21
Table 7.8: Satellite, J2-perturbed Motion - Application of RaPTI, N = 600 (2).
RaPTI has been tested on the previous 12 cases, on 600 slices, using 2, 3, 4, 5, 6, 7, and 8
processors. Figure 7.10 shows how the values of the efficiency and speed-up, averaged on
the 12 cases, vary with the number of processors.
Figure 7.10: Satellite, J2-perturbed Motion - Efficiencies and Speed-ups, Averaged on the 12 Cases, for
N = 600.
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Case 1 2 3 4 5 6
e0 0.1 0.1 0.1 0.0005 0.15 0.1
a0 7300 km 7650 km 8000 km 7300 km 7300 km 7300 km
i0 98
◦ 98◦ 98◦ 98◦ 98◦ 80◦
ω0 10
◦ 10◦ 10◦ 10◦ 10◦ 10◦
Ω0 45
◦ 45◦ 45◦ 45◦ 45◦ 45◦
M0 123
◦ 123◦ 123◦ 123◦ 123◦ 123◦
N 1500 1500 1500 1500 1500 1500
ndays 107.81 115.65 123.68 107.88 107.78 107.81
ns 46 46 46 46 46 46
nI 18 15 14 17 22 48
Ts 64.17 67.70 70.96 64.35 64.02 64.41
T2 40.48 41.95 44.17 39.67 41.06 43.35
E2 0.79 0.81 0.80 0.81 0.78 0.74
S2 1.59 1.61 1.61 1.62 1.56 1.49
Smax2 1.94 1.94 1.94 1.94 1.94 1.94
T4 24.95 25.31 26.36 24.51 26.03 30.20
E4 0.64 0.67 0.67 0.66 0.61 0.53
S4 2.57 2.67 2.69 2.63 2.46 2.13
Smax4 3.66 3.66 3.66 3.66 3.66 3.66
T8 19.96 19.45 20.02 19.35 22.29 28.95
E8 0.40 0.44 0.44 0.42 0.36 0.28
S8 3.21 3.48 3.54 3.33 2.87 2.22
Smax8 6.59 6.59 6.59 6.59 6.59 6.59
Table 7.9: Satellite, J2-perturbed Motion - Application of RaPTI, N = 1500 (1).
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Case 7 8 9 10 11 12
e0 0.1 0.1 0.1 0.1 0.1 0.1
a0 7300 km 7300 km 7300 km 7300 km 7300 km 7300 km
i0 98
◦ 98◦ 98◦ 98◦ 98◦ 98◦
ω0 5
◦ 20◦ 10◦ 10◦ 10◦ 10◦
Ω0 45
◦ 45◦ 10◦ 120◦ 45◦ 45◦
M0 123
◦ 123◦ 123◦ 123◦ 20◦ 60◦
N 1500 1500 1500 1500 1500 1500
ndays 108.08 108.11 107.81 107.81 107.81 108.10
Ts 65.16 65.06 63.65 64.85 64.81 64.16
ns 46 46 46 46 46 46
nI 34 25 18 18 17 18
T2 42.08 41.00 40.46 40.45 40.38 40.22
E2 0.77 0.79 0.79 0.80 0.80 0.80
S2 1.55 1.59 1.57 1.60 1.60 1.60
Smax2 1.94 1.94 1.94 1.94 1.94 1.94
T4 27.25 25.84 24.93 24.78 24.60 24.75
E4 0.60 0.63 0.64 0.65 0.66 0.65
S4 2.39 2.52 2.55 2.62 2.63 2.59
Smax4 3.66 3.66 3.66 3.66 3.66 3.66
T8 23.68 20.37 19.96 19.87 19.33 20.21
E8 0.34 0.40 0.40 0.41 0.42 0.40
S8 2.75 3.19 3.19 3.26 3.35 3.17
Smax8 6.59 6.59 6.59 6.59 6.59 6.59
Table 7.10: Satellite, J2-perturbed Motion - Application of RaPTI, N = 1500 (2).
RaPTI has been tested on the previous 12 cases, on 1500 slices, using 2, 3, 4, 5, 6, 7, and
8 processors. Figure 7.11 shows how the values of the efficiency and speed-up, averaged
on the 12 cases, vary with the number of processors.
Figure 7.11: Satellite, J2-perturbed Motion - Efficiencies and Speed-ups, Averaged on the 12 Cases, for
N = 1500.
One can notice that the absence of asymptotic ratio property makes the application of
RaPTI yield a speed-up that is quite far from the maximum speed-up stated by Amdahl’s
law.
However, since the goal of time-parallelism is to tackle real-time problems, any speed-up
is welcome.

Chapter 8
Conclusion & Perspectives
From Rescaling to RaPTI Algorithm
In this thesis, we have devised a new approach for solving, in a time-parallel way, the first
order Initial Value Problems: dYdt = F (Y ), t > 0, Y (0) = Y0, assumed to have a unique
and continuous solution.
A rescaling methodology underlies our approach. It is based on (i) an end-of-slice condition
that generates automatically a coarse grid of time slices and (ii) a rescaling technique that
changes both the time variable t and the solution Y (t) into a rescaled time variable s and
a rescaled solution Zn(s), setting them both to zero at the onset of every slice. The result
is a sequence of rescaled problems that can be solved by means of a standard numerical
method.
For some choices of the end-of-slice condition and time-rescaling factors, one obtains a
uniform similarity of the rescaled problems that adds to the method a robustness that
makes it well-suited to tackle stiff problems.
Some other choices might yield an invariance, or near-invariance, of the rescaled problems
that result in a ratio property. This provides a ratio-based prediction procedure of the
starting values of the solution.
Since rescaling sets the time at 0 at the onset of every slice, parallel computations can
then be done for solving the rescaled problems on different slices, within the local time
and starting with the predicted initial values.
The result is a Ratio-based Parallel Time Integration (RaPTI) algorithm.
RaPTI algorithm has been successfully applied to problems on which the rescaling method-
ology has led to the following cases of similarity:
(i) Invariance (membrane problem, Keplerian satellite problem): It has shown a perfect
parallelism with no iterations and no communication; perfect to such a point that no par-
allelism is needed!
(ii) Asymptotic similarity (linear problems, membrane problem, reaction-diffusion prob-
lem): the algorithm converges in a very small number of iterations; the speed-up is very
good and quite close to the maximum speed-up stated by Amdahl’s law.
(iii) Weak similarity (J2-perturbed satellite problem): the algorithm converges in a rela-
tively small number of iterations; the speed-up is quite acceptable.
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Scope of Application of RaPTI Algorithm
As shown throughout this thesis, the application of RaPTI Algorithm for solving initial
value problems in a time-parallel way, is not unconditional and requires the following
conditions to be satisfied:
1. Existence of an EOS condition defining a coarse grid:
The choice of an appropriate EOS condition is problem-dependent and necessitates
the prior knowledge of the behavior of the solution. Moreover, this behavior should be
likely to induce an EOS condition yielding, in a unique way, an increasing sequence
{Tn}n≥0 satisfying ∪n≥1[Tn−1, Tn] = [0, T ]T≤∞.
2. Existence of a ratio-property:
The existence of a ratio-property is essential for yielding good predictions and there-
fore fast convergence of RaPTI algorithm. This is possible if one can combine the
choice of a relevant EOS condition with that of time-rescaling factors, in a way that
yields invariance or near-invariance properties.
Those two constraints determine and reduce the scope of application of RaPTI Algorithm.
Relevance of RaPTI Algorithm
When RaPTI algorithm is applicable, and as shown in the numerical results given in
chapters 5, 6 and 7, the number of iterations is much less than the number of slices and
the resulting speed-up is close to the maximum speed-up stated by Amdahl’s law. This is
mainly due to the following facts:
1. Accuracy of the ratio-based predictions:
By following the path of the solution, a relevant EOS condition generates a coarse
grid that is well adapted to the behavior of the solution, and yields a sequence {Yn}
satisfying a ratio property.
The ratio-based prediction procedure provides then:
- exact predictions, in case of invariance,
- very accurate predictions, in case of asymptotic similarity,
- quite good predictions, in case of weak similarity.
2. Predictions do not require any sequential integration on the coarse grid:
The only operations involved in the ratio-based prediction procedure are not costly
and consist of a polynomial fit of a few ratio-vectors that is used for the evaluation
(by extrapolation) of the remaining ratios. Note also that the corrective step that
updates the predictions, at each iteration, consists simply of new predictions based on
the last converged ratio-vectors. However, RaPTI algorithm needs the preliminary
sequential integration on a small number ns of slices on which will rely the ratio-based
predictions of the first iteration.
3. Not all the time-slices are solved at each iteration:
In general, time-parallel schemes, such as multiple shooting methods or parareal
algorithm, need to solve in parallel and at each iteration all the not-yet-converged
time-slices of the coarse grid, in order to evaluate the jumps and apply the corrective
step that is intended to update the predictions. Whereas RaPTI algorithm solves the
time-slices as long as the resulting jumps are within the desired tolerance. It stops the
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parallel computations as soon as a slice fails the test of convergence thus, reducing
the total overhead coming from parallel computations. This is due to the fact that
the ratio-based prediction procedure requires nothing but the last few convergent
ratios.
Hence, when it applies, RaPTI algorithm is likely to outperform other time-parallel schemes.
Perspectives
A good speed-up is the main goal of any parallel-in-time algorithm.
Because the ratio-based prediction procedure of RaPTI algorithm is likely to provide
quite good predictions and to require very little sequential computations, and since good
predictions and little sequential computations are the main key for a time-parallel scheme
to yield a fast convergence and a high speed-up, RaPTI algorithm seems to have a great
potential in time-parallelism.
Future work on the subject could have the following objectives:
1. Mathematical Investigation of the convergence of the method:
This convergence is not completely proved. The difficulty lies in the fact that the
predictions are done on a coarse grid that is unknown! Therefore, both sequences
{Y cn} and {T cn}, of the corrected end-of-slice values of the solution and the time,
should be proved to converge to their exact values. However, since the convergence
is numerically verified (by comparing the values obtained with RaPTI algorithm to
those obtained with a sequential computation), further investigations are likely to
confirm this convergence with a mathematical proof, under some relevant conditions.
An error analysis should follow and enhance the relevance of RaPTI.
2. Experimentation of problems where the solution has an attraction point at ∞:
A relevant EOS condition has been proposed in Chapter 2. Interesting application
problems should be found and experimented.
3. Determination of the exact scope of application of RaPTI:
All possible behaviors should be considered, in order to check, for each case, if one
can find EOS conditions generating a coarse grid and a sequence {Yn} presenting a
ratio property.
4. Comparative analysis:
Our research will not be convincing before we apply RaPTI algorithm to problems
on which other time-parallel algorithms have been implemented, in order to compare
the resulting speed-ups.
The first of these objectives seems to have priority and will be probably be our next target.

Chapter 9
Appendix 1: Procedures used in
RaPTI
1. Procedure DETECT RATIO PROPERTY UP TO ǫ:
For given rescaled systems (S′n) and a given tolerance ǫ, this procedure keeps solving
sequentially and stops when (i) a ratio-property is detected at slice number ns or
(ii) a maximum number nmax of slices is solved with no ratio property numerically
detected.
Initialize n = 1
SOLVE SLICE % Procedure described in item 11
Initialize Test R = 2ǫ
Label 1 While Test R > ǫ and n ≤ nstop − nr
n=n+1
SOLVE SLICE
Test R = ‖Rn −Rn−1‖∞
End While
n0 = n.
If Test R ≤ ǫ
While Test R ≤ ǫ and n ≤ n0 + nr
n=n+1
SOLVE SLICE
Test R = ‖Rn −Rn−1‖∞
End While
If n = n0 + nr
ns = n % Ratio property numerically detected
Else if n < nstop − nr
Goto Label 1 % Ratio property not holding on nr slices
Else
“No ratio property”
End if
Else
“No ratio property”
End if
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2. Procedure REACH ASYMPTOTIC RATIO PROPERTY UP TO ǫ:
For given rescaled systems (S′n), a given limit problem SL and a given tolerance
ǫ, this procedure solves the limit problem and keeps solving (S′n) sequentially until
the asymptotic ratio-property is reached at slice number ns.
SOLVE SLICE LIMIT % Procedure described in item 10
Initialize n = 1
SOLVE SLICE % Procedure described in item 11
Initialize Test R = 2ǫ
Label 1 While Test R > ǫ
n=n+1
SOLVE SLICE
Test R = ‖Rn −RL‖∞
End While
n0 = n.
While Test R ≤ ǫ and n ≤ n0 + nr
n=n+1
SOLVE SLICE
Test R = ‖Rn −RL‖∞
End While
If n = n0 + nr
ns = n % Ratio property reached
Else
Goto Label 1 % Ratio property not holding on nr slices
End if
3. Procedure FIND RATIOS MODEL:
Given nM models Rfitj (1 ≤ j ≤ nM ) fitting the exact ratios {Rn}1<n≤ns , and
given a validation set {Rns+1, · · · , Rns+nadd} of nadd additional exact ratio-vectors,
this procedure choses the model extrapolating best on the nadd slices, thus providing
the predictive mathematical model Rfit to be used.
Initialize test error =∞
For j = 1 to nM
For n = ns + 1 to ns + nadd
Evaluate Rfitj (n),
End For
errorj = maxns<n≤ns+nadd
[
maxi∈{1,2,··· ,K}
∣∣Rfitj ,i(n)−Rn,i∣∣] .
If errorj < test error % Extrapolation Test
Rfit = Rfitj
test error = errorj
End If
End For
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4. Procedure PREDICT AND ESTIMATE N:
When a refined estimation of the total number of slices N is required, this pro-
cedure is duplicated on all processors, at the beginning of each kth iteration.
Given the number n
(k−1)
s of slices having converged before this iteration and given
the interval
[
0, T
n
(k−1)
s
]
on which the problem has been so far solved, one gets the
new predictions {Y p(k)n }n>n(k−1)s together with the estimated cumulative time T˜ , until
reaching T and without overstepping Ymax.
The last value of n gives then an estimation of the total number of slices N .
Initialize T˜ = T
n
(k−1)
s
, n = n
(k−1)
s and Y
p(k)
n
(k−1)
s
= Y
n
(k−1)
s
While T˜ < T
n = n+ 1
Predict Rp
(k)
n = R
(k)
fit(n) and Y
p(k)
n = D
Rp
(k)
n
Y p
(k)
n−1
if Y p
(k)
n < Ymax
predict βp
(k)
n in terms of Y
p(k)
n−1
T˜ = T˜ + βp
(k)
n s˜n
else
n = n− 1 % The solution oversteps Ymax before reaching T
break
end if
end while
N = n.
5. Procedure “GET MODEL PARAMETERS”:
Given a chosen model Rfit, this procedure is duplicated on all processors, at the
beginning of each kth iteration.
It reevaluates the model’s parameters that fit best the last nprec ratio-vectors, in the
least-squares sense (function “Update Model”).
The resulting mathematical model, at the kth iteration, is denoted by R
(k)
fit.
For i = 1 to nprec
X(i) = R
n
(k−1)
s −nprec+i
End For
R
(k)
fit = Update Model [X(1), · · · , X(nprec)]
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6. Procedure “PREDICT”:
This procedure is duplicated on all processors, at the beginning of each kth iter-
ation. It uses the mathematical model R
(k)
fit for getting predicted ratios {Rpn}n>n(k−1)s
and deduces the predicted starting values {Yn}n>n(k−1)s of the solution.
Initialize Y p
(k)
n
(k−1)
s
= Y c
n
(k−1)
s
.
For n = n
(k−1)
s + 1 to N
Rp
(k)
n = R
(k)
fit(n),
Y p
(k)
n = D
Rp
(k)
n
Y p
(k)
n−1 ,
End For
7. Procedure SOLVE MY SLICES IN PARALLEL:
At each kth iteration, this procedure is implemented on all processors.
For n > n
(k−1)
s , each processor j solves the time slices that are assigned to it (ac-
cording to the cyclic distribution) and stops solving as soon as the convergence test
stops holding, i.e. at slice number nkdiv(j).
Initialize n = n
(k)
first(j) % First slice assigned to j, at the k
th iteration
Initialize n
(k)
div(j) = n
(k)
last(j) % Last slice assigned to j
While n ≤ N
SOLVE SLICE PARALLEL % Procedure described in item 12
TEST SLICE CONVERGENCE % Procedure described in item 8
If TEST SLICE CONVERGENCE = True
n = n+ np % Converging slice... continue solving!
Else
n
(k)
div(j) = n % A slice diverges... stop solving.
Break
End If
End While
One can devise a variant of this procedure in a way that, as soon as a processor has
a divergent slice, it sends a flag to all other processors, asking to end the iteration.
This would necessitate to check for a flag before solving every slice, inducing more
communications, and has been said to be useless because of the cyclic distribution.
CHAPTER 9. APPENDIX 1: PROCEDURES USED IN RAPTI 209
8. Procedure TEST SLICE CONVERGENCE:
When the time slices are solved in parallel, using predicted starting values, this
procedure evaluates the relative gap (GAPn) between the predicted and corrected
values of Yn, at the end of each n
th solved slice.
If ‖GAPn‖∞ ≤ ǫgtol (ǫgtol being a given tolerance on relative gaps), the value “true”
is assigned to a logical variable.
Else, the value “false” is assigned to the variable.
GAPn =
Y cn−Y p
(k)
n
max
(
‖Y cn‖∞,
∥∥∥∥Y p(k)n
∥∥∥∥
∞
)
If ‖GAPn‖∞ > ǫgtol
TEST SLICE CONVERGENCE = False,
Else
TEST SLICE CONVERGENCE = True,
End
9. Procedure DETERMINE n
(k)
s AND {T cn}:
This procedure is implemented on the master processor only (processor 1).
After having received, at the end of each kth iteration and from each processor j
(2 ≤ j ≤ np), the number n(k)div(j) of its divergent slice and the sizes {∆T cn = βpnscn}
of its solved slices, the master processor evaluates:
(i) the number n
(k)
s of the last slice having globally converged (on all processors),
(ii) the starting times {T cn}, for n(k−1)s + 1 ≤ n ≤ n(k)s .
divergence = n
(k)
div(1)
For j = 2 to np
If n
(k)
div(j) < divergence
divergence = n
(k)
div(j)
End If
End For
n
(k)
s = divergence
For n = n
(k−1)
s + 1 to n
(k)
s
T cn = T
c
n−1 +∆T
c
n
End For
10. Procedure SOLVE SLICE LIMIT:
This procedure is exactly similar to SOLVE SLICE (see below), but solves the limit
problem on one slice (i.e. it uses the function GL instead of Gn).
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11. Procedure SOLVE SLICE:
Given a chosen numerical method, a rescaled time-step τ , a function Gn, an initial
value Yn of the solution, and an initial time Tn, this procedure is duplicated on all
processors, in the initialization stage, for solving each of the first ns slices.
Evaluate βn and Dn
Initialize j = 0, s0 = 0 and Z0 = 0
While τ > ǫeostol and EOS is not overstepped
temp Z = Num(Gn, Zj , τ)
if EOS is not overstepped
Zj+1 = temp Z
sj+1 = sj + τ
Yj+1 = Dn (1+ Zj+1) % Solution on fine grid
tj+1 = Tn−1 + βnsj+1 % Time variable on fine grid
else
τ = τ2
End If
End While
Yn = Yj+1 % End-of-slice value of the solution
Tn = tj+1 % End-of-slice value of the time variable
12. Procedure SOLVE SLICE PARALLEL:
This procedure is similar to SOLVE SLICE, but solves a slice, using predicted start-
ing values, i.e. using the functions {Gpn} instead of {Gn}.
Besides, each processor stocks the solution of the time slices that are assigned to
it and within the local time s, only. It evaluates however the size ∆T cn = β
p
nscn =
T cn − T cn−1 of each of its slices, with respect to the real time t.
Evaluate βpn and D
p
n
Initialize j = 0, sc0 = 0 and Z
c
0 = 0.
While τ > ǫeostol and EOS is not overstepped
temp Z = Num(Gpn, Zcj , τ)
if EOS is not overstepped
Zcj+1 = temp Z
scj+1 = sj + τ
Y cj+1 = D
p
n
(
1+ Zcj+1
)
% Solution on fine grid
else
τ = τ2
End If
End While
Y cn = Y
c
j+1 % Corrected end-of-slice value of the solution
scn = s
c
j+1 % End-of-slice value of the rescaled time
∆T cn = β
p
nscn % Real size of the time-slice
Chapter 10
Appendix 2: Some Features of
Parallel Implementation
Communication Cost
The cost of sending a message can be represented by two parameters: the message startup
time ts, which is the time required to initiate a communication, and the transfer time tn
required to send a message made of only one number. The time required to send a message
of size L numbers is then:
Tmsg = ts + Ltn.
Therefore, the communication cost depends on the number of messages and on their sizes
and is described below for the communication step occurring after each kth iteration.
1. Each processor p sends to a master processor:
• the number n(k)div(p):
The sent data is a single number, of size L1 = 1.
• The sizes {∆T cn = βpnscn}(p) of its slices (i.e. slices number n, where n ∈
{n(k−1)s + 1, · · · , n(k)s } and n− ns congruent to p modulo np).
The sent data is of size equal to the number of slices that have been solved by
processor p, that is averaged by:
L′1 =
1
np
[
maxp n
(k)
div(p)− n(k−1)s
]
≈ 1np [nconv(k) + np]
The total number of sent messages is n1 = np − 1.
2. The master processor sends to all other processors:
• the number n(k)s of the last slice having globally converged to the other proces-
sors.
The sent data is a single number, of size L2 = 1.
• the starting times {T cn}, for n(k−1)s + 1 ≤ n ≤ n(k)s .
The sent data is of size L′2 = n
(k)
conv.
The total number of sent messages is n2 = np − 1.
3. Every processor having one of the last nprec slices sends to all processors a vector
containing the end-of-slice value of the solution, i.e. a vector having the dimension
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K of the problem, of size L3 = K.
The total number of sent messages is n3 = (np − 1)nprec.
The communication cost of the communication step that occurs after each kth iteration is
then the sum of the 3 following terms:
T
(k)
comm1 = n1 [2ts + (L1 + L
′
1) tn]
= (np − 1)
[
2ts +
(
1 + 1np
[
n
(k)
conv + np
])
tn
]
= (np − 1)
[
2ts +
(
2 + n
(k)
conv
np
)
tn
]
T
(k)
comm2 = n2 [2ts + (L2 + L
′
2) tn]
= (np − 1)
[
2ts +
(
1 + n
(k)
conv
)
tn
]
T
(k)
comm3 = n3 [ts+ L3tn]
= nprec(np − 1) [ts+Ktn] .
This yields, over the nI iterations, a communication time that is the sum of the following
3 sums:
Tcomm1 =
∑nI
k=1 T
(k)
comm1 =
∑nI
k=1 (np − 1)
[
2ts +
(
2 + n
(k)
conv
np
)
tn
]
= 2nI (np − 1) ts + 2nI (np − 1) tn + np−1np tn
∑nI
k=1 n
(k)
conv
= 2nI (np − 1) ts + 2nI (np − 1) tn + np−1np tn (N − ns) .
Tcomm2 =
∑nI
k=1 T
(k)
comm2 =
∑nI
k=1 (np − 1)
[
2ts +
(
1 + n
(k)
conv
)
tn
]
= 2nI (np − 1) ts + nI (np − 1) tn + (np − 1) tn
∑nI
k=1 n
(k)
conv
= 2nI (np − 1) ts + nI (np − 1) tn + (np − 1) tn (N − ns) .
Tcomm3 =
∑nI−1
k=1 T
(k)
comm3 =
∑nI−1
k=1 nprec(np − 1) [ts+Ktn]
= (nI − 1)nprec(np − 1) [ts +Ktn] .
Thus, the total communication time, after nI iterations, is
Tcomm = Tcomm1 + Tcomm2 + Tcomm3 , i.e.:
Tcomm = 4nI (np − 1) ts + 3nI (np − 1) tn + (np − 1)
(
1
np
+ 1
)
tn (N − ns)
+ (nI − 1)nprec(np − 1) [ts +Ktn] .
Tcomm = nI (np − 1) [4ts + 3tn + nprec (ts +Ktn)]
+ (np − 1)
[(
1
np
+ 1
)
tn (N − ns)− nprec (ts +Ktn)
]
.
(10.1)
For a problem of a given size K, that needs to be solved on N time-slices and for which the
predictive model uses nprec values, expression (10.1) shows clearly how Tcomm increases
with the number np of processors and with the number nI of iterations.
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Speed-up and Efficiency Evaluation
Let Ts be the sequential execution time of the algorithm on a single processor and Tnp its
parallel execution time on np identical processors.
In all the tables of this thesis, Ts is the wall clock time of the sequential implementation
where there is no predictions, ratio computations, corrections, nor iterations. This se-
quential implementation is simply the application of the rescaling method, using the same
numerical integration method, on the total number of slices considered in the parallel ex-
ecution.
Tnp is the wall clock time of the parallel implementation.
Let N be the total number of slices globally solved: N = N (nI) = n
(nI)
s .
Knowing that α = nsN is the sequential fraction of RaPTI algorithm that cannot be done
in parallel, and assuming that the time needed for solving one slice is TsN , for all processors,
then Tnp can be expressed, in terms of the sequential execution time Ts, as:
Tnp = αTs + (1− α)
Ts
np
+ Toverhead,
where Toverhead is the total overhead due to the parallelization, i.e. the total time spent
by all processors doing work that is not done by the sequential algorithm.
This is mainly due to:
1. The computation of the ratios and the predictions, yielding an overhead Tpred de-
pending on the chosen model, on the number of remaining slices at each iteration
and on the total number nI of iterations.
2. The repetition of the integration of one non-converging slice at the end of every
iteration, by almost all processors and under the assumption that the divergence
occurs on consecutive slices. This yields an overhead equal to TsN , at each iteration
(except for the last one), making:
Tcorr = (nI − 1)Ts
N
. (10.2)
3. The communication time Tcomm, given in (10.1).
The total overhead is then:
Toverhead = Tpred + Tcorr + Tcomm. (10.3)
For a convenience purpose, we let:
ǫoverhead =
Toverhead
Ts
=
Tpred + Tcorr + Tcomm
Ts
.
This makes Tnp equal to:
Tnp =
ns
N
Ts + (1− ns
N
)
Ts
np
+ ǫoverheadTs. (10.4)
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The parallel system’s speed-up Snp is the ratio of the sequential execution time to the
parallel execution time on np processors: Snp =
Ts
Tnp
, or more explicitly:
Snp =
1
ns
N + (1− nsN ) 1np + ǫoverhead
. (10.5)
The maximum speed-up is evaluated by letting the total overhead be equal to zero:
Smaxnp =
1
ns
N +
1
np
(
1− nsN
) . (10.6)
meeting exactly Amdahl’s law [68]. However, and even in the best case where the con-
vergence occurs after one iteration only, the maximum speed-up could never be reached:
there is a minimum overhead due to the first predictions and to the communication of the
time-vectors.
Even though, it should be noted that the application of RaPTI algorithm yields, in case of
asymptotic similarity, speed-ups that are very close to the maximum speed-up (see chap-
ters 5 and 6). The results are not as good, in case of weak similarity (see chapter 7).
On the other hand, a lower bound of the speed-up, which is actually a speed-down, is
obtained by assuming that only one slice converges at each iteration, which is guaran-
teed since the first slice is solved with an exact starting value. The result would then
be to have, for n > ns, one divergent (therefore unnecessarily solved) slice for every
solved slice! Then, one has n
(k)
s = n
(k−1)
s + 1 (∀k), nI = N − ns, Tcorr = N−nsN Ts and
Tnp =
(
1 + N−nsN
)
Ts + Tpred + Tcomm, where Tpred and Tcomm are quite large, due to the
large number of iterations. The speed-down becomes:
Sminnp =
Ts
Tnp
=
1(
1 + N−nsN
)
+
Tpred+Tcomm
Ts
, (10.7)
Under our assumption that the divergence occurs on consecutive slices, this is obviously
the worst case! In practice, ratio properties make several slices to converge, at each itera-
tion, yielding good speed-ups.
The parallel system’s efficiency Enp is the ratio of the speed-up to the number of pro-
cessors:
Enp =
Ts
np × Tnp
=
N
npns + (1− ns) + npNǫoverhead . (10.8)
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Parallel Architecture, Programming Model & Language
All the experiments of RaPTI algorithm have been done on a dual quad core Intel Xeon
E5410 at 2.33 GHz processors with 8 GB of memory and 2xHD 500 GB each. The hard
disks are mirror raid configured. The operating system is windows 2008 server.
We have implemented RaPTI algorithm, in this thesis, using the high-level technical lan-
guage MATLAB (which stands for matrix laboratory) in its R2009a version, together with
the Parallel Computing Toolbox of MATLAB, version 4.1.
The parallel programming model is based on a distributed memory paradigm. The proces-
sors communicate using the message passing functions of the Parallel Computing Toolbox
(Interlab Communication Within a Parallel Job), mainly:
numlabs : Total number of labs operating in parallel on current job
labindex : Index of this lab
labReceive : Receive data from another lab
labSend : Send data to another lab
labSendReceive : Simultaneously send data to and receive data from another lab
labBroadcast : Send data to all labs or receive data sent to all labs
labProbe : Test to see if messages are ready to be received from other lab
labBarrier : Block execution until all labs reach this call
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Notations
The following table lists the main notations of chapter 4, that are used throughout chapters
5 to 7.
[0, T ] Given interval of integration
N Total number of slices to be solved
ns Number of slices sequentially solved, before starting the parallel process
np Number of active processors
nI Number of iterations
ǫτtol Tolerance used for getting the initial rescaled time-step τ
ǫeostol Tolerance up to which is reached the EOS condition
ǫgtol Tolerance on relative differences of gaps
ǫnstol Tolerance on relative differences of ratios, for getting ns
Ts Time (in seconds) needed for solving (S) sequentially
Tnp Time (in seconds) needed for solving (S) in parallel using np processors
Enp Efficiency while using np processors
Snp Speed-up while using np processors
Smaxnp Maximum speed-up, stated by Amdahl’s law, while using np processors
S Preset threshold value
Yn Value of the solution at the end of slice n, that is at t = Tn.
Rn Value of the ratio-vector at slice n
p Superscript designating predicted values
c Superscript designating corrected values
(k) Superscript designating values associated with the kth iteration
n
(k)
s Total number of converged slices at the end of the kth iteration
n
(k)
conv Number of slices having converged during the kth iteration
Table 10.1: List of Notations
Note that the superscript (k) is used for the predicted ratios Rp
(k)
n and predicted starting
values Y p
(k)
n of the solution, in order to specify that those predictions are done at the kth
iteration. However, there is no need to use the (k) superscript for the corrected end-of-
slice values Y cn and for the gaps GAPn, because they are evaluated only once, since the
correction procedure stops as soon as a divergence occurs.
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Il me demanda :
Reˆves et re´alite´ peuvent-ils se rejoindre ?
Je lui re´pondis :
Nous reˆvons notre avenir,
et plac¸ons nos reˆves a` des instants inconnus...
Puis le temps passe et la re´alite´ progresse,
meˆle´e aux ale´as de notre vie...
Nos reˆves sont alors corrige´s,
et leurs instants pre´cise´s...
Ce processus est re´ite´re´,
jusqu’a` la fin de notre parcours...
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