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Abstract—Many sequential mathematical optimization meth-
ods and simulation-based heuristics for optimal control and
design of water distribution networks rely on a large number
of hydraulic simulations. In this paper, we propose an efficient
inexact subspace Newton method for hydraulic analysis of water
distribution networks. By using sparse and well-conditioned
fundamental null space bases, we solve the nonlinear system
of hydraulic equations in a lower-dimensional kernel space of
the network incidence matrix. In the inexact framework, the
Newton steps are determined by solving the Newton equations
only approximately using an iterative linear solver. Since large
water network models are inherently badly scaled, a Jacobian
regularization is employed to improve the condition number of
these linear systems and guarantee positive definiteness. After
presenting a convergence analysis of the regularised inexact
Newton method, we use the conjugate gradient (CG) method
to solve the sparse reduced Newton linear systems. Since CG
is not effective without good preconditioners, we propose tai-
lored constraint preconditioners that are computationally cheap
because they are based only on invariant properties of the null
space linear systems and do not change with flows and pressures.
The preconditioners are shown to improve the distribution of
eigenvalues of the linear systems and so enable a more efficient
use of the CG solver. Since contiguous Newton iterates can have
similar solutions, each CG call is warm-started with the solution
for a previous Newton iterate to accelerate its convergence rate.
Operational network models are used to show the efficacy of
the proposed preconditioners and the warm-starting strategy in
reducing computational effort.
Index Terms—Water distribution networks, hydraulic analysis,
inexact Newton method, preconditioned conjugate gradient, null
space algorithm, constraint preconditioners
I. INTRODUCTION
WATER distribution networks (WDNs) are typically partof an aging infrastructure, which face challenges to
efficiently and sufficiently serve a growing population under
more stringent economic and environmental constraints. Some
of the main operational challenges for WDNs include reducing
pressure driven leakage (or high levels of non-revenue wa-
ter) [1], monitoring and control of drinking-water quality [2]
and reducing cost associated with high energy usage in pump-
ing [3]. In recent years, novel valve technologies and advances
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in sensor and control capabilities, and considerable growth in
the provision of cloud-based analytics and IT solutions are
enabling these operational problems to be solved in near real
time and for increasingly larger systems [4].
For a given network topology with specific physical com-
ponents and their properties (i.e. pipe length and diameters,
material properties like pipe flow resistance, node elevations,
control settings of valves and pumps), the hydraulic analysis
problem involves the computations of flows in pipes and
pressures at the nodes. We solve a set of nonlinear equations
that govern the conservation of mass (flow continuity) and
conservation of energy principles to simulate the system be-
haviour. The network hydraulic analysis problem is, however,
more than just a simulation tool since it plays a vital role
in optimal control, resilience analysis and design problems
for WDNs. Many of the WDN optimization problems are
difficult because they often involve a large number of non-
convex (and some non-smooth) constraints, and a mixture of
continuous and integer decision variables; the resulting large
scale optimization problems are either non-convex nonlinear
programs or mixed-integer nonlinear programs [5]. The use
of simulation-based heuristics in solving difficult optimization
problems in water resources management has been an active
area of research for at least two decades; a large list of
formulations can be found in the review paper [6]. For exam-
ple, by coupling conventional hydraulic simulation software
like EPANET [7] with evolutionary algorithms, a least cost
design/rehabilitation of a water network is carried out in [8].
Scalable mathematical optimization approaches have also
been proposed based on hydraulic analysis. In [3], extended
time hydraulic simulations are used within a sequential linear
programming (SLP) framework to find optimal pump sched-
ules that reduce the cost of electricity by shifting pumping
to cheap tariff periods. An adjoint approach is employed
in [9] to optimize reservoir dynamics over a finite horizon,
where hydraulic analysis is used to compute the system state,
adjoint equations, and subsequently the objective function and
Jacobians of constraints. In [2], in addition to minimizing
energy cost or pump operational time, a discrete-time optimal
scheduling problem is also reformulated to minimize deviation
of chemical concentrations from desired values for water
quality. Since their control variables are the only independent
variables, and other state variables (i.e. flow, pressure, tank
level and chemical concentration values) implicitly depend
on the control variables through the nonlinear hydraulic con-
straints, a generalized reduced gradient (GRG) method is used
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computed using the Jacobian of the constraints [10]; at each
step of the GRG nonlinear program solver, the implementation
in [2] calls the EPANET hydraulic and water quality simulator
to solve for the system states and numerically approximate the
Jacobians of the constraints or to check constraint feasibility
for steps taken. Motivated by leakage reduction, we consider
in [11] optimal pressure and dynamic topology control of
sectorized WDNs using pressure reducing valves (PRVs).
We employ an SLP method, where a sequence of linear
programs are solved by linearizing constraints at each iterate.
We use an Armijo-type line search coupled with hydraulic
analysis to keep the SLP iterates strictly feasible and guarantee
improved convergence properties to local optima. Since the
computational bottleneck of all these optimization approaches
is the repeated application of hydraulic analysis, this article is
concerned with their efficient solution.
As for many other nonlinear equations, the classical al-
gorithm for solving the hydraulic equations is the Newton
method, where a a sequence of linear equations are formed
and solved at each iteration [12]. Since solving these linear
systems to high accuracy is the bottleneck of the Newton
method, multiple approaches have been proposed to reduce the
computational burden [13]. The Newton method for hydraulic
analysis has a Jacobian with the same saddle point structure
that equality constrained quadratic programs have [13], [14].
In the analysis of water and gas pipe networks, both Schur [15]
and null space [13], [16]–[18] algorithms have been adapted
to exploit this structure. More recently, null space methods
have been shown as a more efficient alternative in repeated
demand-driven simulations [13], [18].
In this article, we propose a null space inexact Newton
method for hydraulic analysis. The inexact method solves the
nonlinear hydraulic equations to the same level of accuracy
as an exact method. In the inexact framework, however, the
system of linear equations are solved only approximately to
find the Newton steps when the initial iterations are far away
from the solution, with the accuracy becoming progressively
finer as we get closer to a solution. Iterative linear solvers are
employed in inexact Newton methods because, unlike direct
solvers, they can be terminated early and so allow a trade-
off between accuracy and computational effort for the linear
solves at each Newton iterate [19], [20].
For WDNs, which are networks with a sparse graph,
the Newton steps are computed by solving linear equations
projected onto a smaller dimensional kernel space of the
flow conservation constraints. By using sparse basis, we
get reduced linear equations that are sparse, symmetric and
positive definite. The conjugate gradient (CG) [14] method
is therefore considered for solving them. Compared to direct
linear solvers, which can produce denser factorizations due to
fill-in (i.e. the number of nonzeros in the factors of a matrix
A but with corresponding zeros in the matrix A itself [21]),
iterative methods like the CG algorithm exploit sparsity better
because they involve only matrix-vector multiplication. This
can result in a smaller computational effort, and reduced
storage requirements that only depend on the number of non-
zero entries of the linear systems [22].
Iterative solvers can, however, have poor performance when
the linear systems are ill-conditioned. The linear systems we
consider are inherently very badly conditioned due to the large
scale of variation in pipe friction coefficients and flows in
operational water network models. Therefore, preconditioning
techniques are important to accelerate the convergence rate
of the CG method [22]. We consider the use of a simple
Jacobian regularization technique [23] in the Newton method
to prevent the condition numbers from becoming too large
or the linear systems becoming semidefinite; we propose
appropriate condition number bounds for the regularization
that will not negatively affect the convergence properties
of the Newton method. We also derive, from the physical
properties of the network links, different tailored constraint
preconditioners [14] that enhance the rate of convergence of
the CG iterations. Iterative methods can have a much improved
convergence if warm-started with a good initial guess. Since
contiguous Newton iterates have close solutions, warm-starting
is exploited by initializing each CG iteration by a solution to
a previous Newton iterate.
The remainder of this article is organised as follows.
In the next section, we will present the hydraulic analysis
problem, the Newton method for solving it and a proof of
its convergence properties. Section III discusses a null space
Newton algorithm for hydraulic analysis and summarises its
computational advantages relative to a Schur approach. In Sec-
tion IV, we describe the inexact Newton method for hydraulic
equations and consider Jacobian regularizations. Section V
considers the use of CG within the inexact method and the new
tailored preconditioners. The efficacy of these preconditioners
and a warm-starting approach are shown using a numerical
study with a number of operational network models, followed
by our conclusions in Section VI.
Notation: For a vector v∈Rn, we define the usual p-norms
as ‖v‖p := (∑ni=1 |vi|p)1/p, p = 1,2 and ‖v‖p = maxi |vi| if p =
∞. ||v||X :=
√
vT Xv for a square matrix X . For a matrix A,
||A||p = max||x||=1
||Ax||p
||x||p , where ||Ax||p, ||x||p are the corresponding
vector norms. AT denotes the transpose of the matrix A. For
an invertible matrix X , we denote its condition number by
κ(X)p := ‖X‖p‖X−1‖p. The (right) null space of a matrix A
is also denoted by ker(A).
II. PROBLEM FORMULATION
In this work, we consider a demand-driven model for a
WDN, where water demand is estimated for consumption
nodes from measurements across the system and are assumed
known. The network is represented by a graph G (V,E), where
the set of vertices V consists of the set of nodes with unknown
pressures, and the set of reservoirs and tanks with known
piezometric pressure heads. The set of edges E represents the
set of np links, which includes pipes and a set of nv PRVs
Ev, where Ev ⊂ E. For a network with np links connecting
nn(< np) unknown head nodes, and n0 known head nodes,
we define the vector of unknown flows and pressure heads as
q = [q1, . . . ,qnp ]
T and h = [h1, . . . ,hnn ]
T , respectively. Let pipe
p j have flow q j going from node i to node k, and with pressure
3heads hi and hk at nodes i and k, respectively. The frictional
headloss (or flow resistance) across the pipe is represented as:
hi−hk = r j|q j|n−1q j, (1)
where r j, the resistance coefficient of the pipe, can be mod-
elled as either independent of the flow or implicitly dependent
on flow q j and is given as r j = αL j/(Cnj Dmj ). The variables
L j, D j and C j denote the length, diameter and roughness
coefficient of pipe j, respectively. The triplet α, n and m
depend on the energy loss model used; Hazen–Williams (HW:
r j = 10.670L j/(C1.852j D
4.871
j )) and Darcy–Weisbach (DW) are
two commonly used frictional head loss formulae [23]. In DW
models, the formulae vary with Reynolds number and the
dependence of the resistance coefficient on flow is implicit;
see [24, (1)–(2)]. The mass and energy conservation laws that
describe the water distribution system are defined by the set
of equations:
A11(q)q+A12h+A10h0+A13u = 0, (2a)
AT12q−d = 0, (2b)
where the variables h0 ∈Rn0 and d ∈Rnn represent the known
heads (eg. at a reservoir or tank) and demands consumed
at nodes, respectively, and u ∈ Rnv are the control inputs
(i.e. variables that enforce additional headloss across their
respective PRVs). The elements of the matrix A12 ∈ Rnp×nn ,
which is the node-edge incidence matrix relating the np links
with the nn unknown head nodes, are defined as
A12( j, i) =

−1, if pipe j leaves node i
1, if pipe j enters node i
0, otherwise
(3)
where inflows into a node are considered positive and outflows
as negative. The incidence matrix A10 for the fixed-head nodes
is defined using the same convention as (3). Demands d
consumed at nodes are represented by positive values. The
diagonal matrix A11 ∈ Rnp×np is has the elements
A11(i, i) = ri|qi|ni−1, i = 1, . . . ,np, (4)
where r ∈ Rnp is the vector of frictional resistance factors of
the pipes and n ∈ Rnp are constants related to the frictional
head loss. For the HW and DW friction formula for pipes,
ni = 1.85 and ni = 2, respectively. For valves, ni = 2 and
an empirical value for ri is generally supplied by the valve
manufacturer.
At each step of the SLP algorithm for optimal pressure
control in [11], we solve the nonlinear equations (2) for given
control settings u, known reservoir peizometric heads h0 and
demands d. The Newton method is the classical method for
solving non-linear equations and unconstrained optimization
problems because of its fast local convergence properties [12],
[25]; it has similarly been applied to solve hydraulic equations
as far back as in [26]. Let f (q,h) represent the nonlinear
equations in (2). By considering the Jacobian of f (q,h) with
respect to the unknown x := [q h]T , and using the head loss
model for the ith link (4), the Newton iterations for the solution
of (2) solve the linear equations ∇ f (xk)(xk+1−xk) =− f (xk),
i.e. :[
Fk A12
AT12 0
][
dq
dh
]
=
[
−(A11(qk)qk +A12hk +A10h0+A13uk)
d−AT12qk
]
(5)
where
[
dq
dh
]
=
[
qk+1−qk
hk+1−hk
]
, N := diag(ni), i= 1, . . . ,np, and
Fk := NA11(qk). An equivalent representation for the set of
linear equations (5) is:[
Fk A12
AT12 0
][
qk+1
hk+1
]
=
[
ck
d
]
, (6)
where ck := (Fk −Gk)qk −A10h0−A13u, Gk := A11(qk) and
all the variables on the right hand side are known at the kth
Newton iteration. In Lemma 1, we first state the convergence
properties of the Newton method for hydraulic analysis. This
proof allows us to study/guarantee convergence properties of
modified null space algorithms by posing them as inexact
Newton methods in Section IV.
Lemma 1: Let x∗ := [q∗ h∗]T ∈D, with open convex set D,
be a non-degenerate solution of (2), i.e. the Jacobian ∇ f (x∗) is
not singular, and let {xk} be the sequence of states generated
by the Newton iteration (5). For xk ∈ D sufficiently near x∗,
the Newton sequence exists (i.e. ∇ f (xi) is nonsingular for all
i > k) and has local superlinear convergence (i.e. better than
linear rate of convergence).
Proof: ( [13, Lemma 1]) We show in [13] that f (·) is
continuously differentiable in Rnp+nn . If we assume x∗ is non-
degenerate, the proof is a standard result and is given in [12,
Thm. 11.2] .
Remark 1: It can also be shown that the Jacobian of the loss
functions is Lipschitz either when a Darcy–Weisbach equation
is used (for laminar/low flows) or when the solution does not
have zero flows. In such cases, the Newton algorithm will have
local quadratic convergence [12, Thm. 11.2].
III. NULL SPACE METHOD FOR HYDRAULIC ANALYSIS
The Newton linear equations (6) have a saddle point
structure [27]; if the 2× 2 block structure is considered,
the A11 block is symmetric positive definite or semidefinite,
A21 =AT12 ∈Rnn×np , np≥ nn, and A22 = 0. This structure arises
in many equality constrained optimization problems in fluid
mechanics, electrical circuit analysis, computational structural
mechanics and other applications; see [27, Sec. 6] for a large
list of literature on such applications and a complete survey
of solution methods.
If A11 is invertible, considering the block partitions of (6)
and applying block substitutions (a Schur complement reduc-
tion [27, Sec. 5]), an equivalent linear system with a smaller
number of primary unknowns is:
AT12(F
k)−1A12hk+1 = AT12(F
k)−1ck−d (7a)
qk+1 = (Fk)−1(ck−A12hk+1). (7b)
This Schur reformulation in (7) is what is what often called the
nodal formulation in the hydraulics engineering literature [15]
4because the pressure heads at the nodes are solved for first
and the flows are computed by substitution.
An efficient approach in solving these involves eliminating
the linear equality constraints to solve a reduced problem in
the null space of the constraints [13], [18]. Suppose that the
columns of a full-rank matrix Z ∈ Rnn×nl , nl = np−nn, span
the null space of AT12, i.e. A
T
12Z = 0. Then any flow q
k+1 that
satisfies the equality constraint (2b) can be written as the sum
qk+1 = A12w+Zv, for some w ∈ Rnn and v ∈ Rnl , where the
constant vector q∗ := A12w ∈ Rnp satisfies the mass balance
constraint (2b). Therefore, substituting for qk+1 in the first
block row of (6) and pre-multiplying by ZT gives:
ZT FkZv = ZT [ck−Fkq∗]. (8)
With qk+1 = q∗+Zv computed, the heads hk+1 are calculated
by solving
AT12A12h
k+1 = AT12(c
k−Fkqk+1). (9)
A null space algorithm based Newton method first solves for
q∗ such that AT12q
∗ = d, and then iteratively solves (8) and (9)
in sequence until convergence is achieved. Of course, (9) need
not be solved at each iteration but when the iterates are near
convergence because the flow equations (8) do not depend on
the pressure heads hk; this reduces computational effort. A
discussion on converegnce criteria can be found in [13], [23].
Additional reasons why null space methods can be com-
putationally superior compared to Schur approaches for hy-
draulic simulation are summarized here. Where the null space
dimension nl is small, the linear system in (8) is smaller than
the Schur method linear equations (7a). Since Fk is diagonal,
the null space problem will be sparse if Z is sparse. With an
appropriate choice of Z, the number of non-zeros in ZT FkZ
is much less than the number of non-zeros in AT12F
kA12 for
most WDN models. The matrices ZT FkZ can be shown to be
symmetric positive definite (SPD) even when Fk is singular
if ker(Fk)∩kerAT12 = {0}. Depending on the the method of
choice for computing Z, a number of null space methods can
be adopted; our work in [13] contains a study of various
approaches for generating very sparse and well conditioned
fundamental null space basis Z. In addition, the matrix Z
is computed only once for multiple hydraulic simulations.
Algorithm 1 shows the null space Newton method tailored
to demand-driven hydraulic analysis.
The matrix coefficient of (9), AT12A12, is similarly SPD – see
the appendix of [18] for proof that the incidence matrix for
WDNs A12 has full rank, and positive definiteness follows.
Since this matrix depends only on the network topology
and does not change with Newton iterations or demand, a
single numeric factorization can be used for multiple hydraulic
analyses. In extended time simulations, we need to solve for
different q∗ as the demands d vary with time. Now, since
q∗ = A12w, w ∈ Rnn and substituting for q∗ in (2b) we get:
AT12A12w = d. (10)
Therefore, the same single factorization of the SPD matrix
AT12A12 can be used to solve for the pressure heads in (9) and
for q∗ by forward and back substitutions, resulting in further
Algorithm 1 Null Space Newton Method
Preprocessing for extended time simulations: Compute all
constants
1) Compute null-space basis Z
2) Factorise AT12A12 (i.e. compute L such that LL
T = AT12A12)
3) Compute and Factorise preconditioners
Preprocessing for given demand d:
1) Solve for q∗ from (10): LLT w = d, q∗← A12w
Input: δN , kmax, (q∗, L, Z) , q1,h1,u,h0
1: set k = 1, and compute G1, F1, ‖ f (q1,h1)‖∞
2: while ‖ f (qk,hk)‖∞ > δN AND k ≤ kmax do
3: Fk = Regularize(Fk)
4: Solve ZT FkZvk = bk
5: qk+1 = q∗+Zvk
6: Recompute Gk, Fk
7: IF Near Convergence, THEN
8: Solve LLT hk+1 = b(qk+1)
9: Compute the Residual error ‖ f (qk,hk)‖∞
10: Set k to k+1
11: end while
1 2
Figure 1. Proportion of links (≈ 58%) involved in flow updates are in black
edges for network WCnet; see the appendix for network details.
computational savings.
Another computational saving comes from the fact that
only a fraction of the network graph edges are projected
into the null space when appropriate fundamental null space
basis are used [13]. The repeated headloss computations for
both Hazen–Williams and Darcy–Weisbach models take a
significant fraction of total flops used by the Newton iterations.
For example, for the operational network shown in Figure 1,
only about 60% of pipes are involved in the loop equations (8)
and 40% of links are excluded from unnecessary computations
by our approach in [13]. For the sparser network BWFLnet,
70% of links will not be involved in loop equations. At each
Newton iteration k, by updating headlosses Gk, Fk and ck only
for pipes involved in the loop equations, [13] shows a CPU
time reduction of up to 1/3 for the sparsest networks.
IV. INEXACT NEWTON METHOD FOR SOLVING HYDRAULIC
EQUATIONS
By Lemma 1, Algorithm 1 is a Newton method for the
hydraulic equations in (2). At each Newton iteration k, the
algorithm solves the linear equation ∇ f (xk)sk =− f (xk) in (5)
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Figure 2. Histograms showing the distribution of (a) pipe flows for BWKnet network at 8:15 am. (b) frictional loss coefficients for the pipes and (c) associated
elements in the diagonal matrix A11 in (5). Zero values are plotted as machine precision (eps,≈ 2e−16) here.
to find the Newton steps sk := xk+1−xk. In exact Newton meth-
ods, these linear equations are solved exactly to sufficiently
small tolerances using direct or iterative solvers; for example,
the solutions would satisfy ‖∇ f (xk) + f (xk)‖ ≤ etol‖ f (xk)‖,
where etol > 0 can be made as small as possible depending on
the machine precision and condition number of the problem.
Solving these linear systems to high accuracy is the bottleneck
of the Newton method [12, Sec. 11.1]. Since exact methods
are often computationally expensive, inexact Newton methods
solve the linear equations only approximately to find a step sk
that satisfies the milder condition
‖∇ f (xk)sk+ f (xk)‖≤ ηk‖ f (xk)‖, for some ηk ∈ [0,η ], (11)
where η ∈ [0,1) [19]. This step is not the same as the
Newton step and approaches the Newton step as ηk→ 0. The
parameter {ηk} is referred to as the forcing sequence and
determines how accurately the Newton linear equations are
solved. Using only the condition (11) with η < 1 and stan-
dard continuous differentiability assumptions on the nonlinear
equation to be solved, [19] shows that linear local convergence
can be achieved. The additional condition ηk→ 0 guarantees
better than linear (superlinear) local convergence [12, Thm.
11.3]. For η that is sufficiently small, the linear equations
f (xk)sk =− f (xk) are solved with progressively smaller error
as we get closer to the solution. Iterative linear solvers are
especially suited for this since, unlike direct methods, they
allow early termination.
For null space methods, it has been shown in [16] that the
problem stays well posed (i.e. the linear matrix coefficient
ZT FkZ stays strictly positive definite ) as long as none of the
loops have zero flows in all pipes. Therefore, compared to a
Schur method, a null space algorithm is more robust in dealing
with zero flows [13], [18]. However, it is quite usual to have
badly conditioned linear systems when large scale operational
networks are considered. For example, Figure 2 shows the
distribution of flow magnitudes, frictional loss coefficients and
the elements of the diagonal matrix Gk := Ak11, for network
BWKWnet; see the Appendix for details of networks used in
this article. The ratio of the largest to the smallest friction
factors is of order 108; this, when coupled with a large
range for pipe flows, results in very large condition numbers
for the linear system coefficient matrices ZT FkZ. Therefore,
the convergence rate of CG will not be acceptable without
approaches that reduce the condition number.
A. Jacobian Regularization as an inexact Newton method
To avoid numerical ill conditioning and possible positive
semidefiniteness of the linear systems (6) due to zero or very
small diagonal elements of A11, zero and very small flows were
replaced by arbitrary small positive number in [15] and related
literature; zero flow cases are never allowed for in any link.
However, as can be seen in Figure 2, even when zero flows
are replaced by a small constant (for example, by the value
10−6), the condition number of A11 is quite large resulting
high condition numbers for ZT FkZ and AT12(F
k)−1A12 (of the
order 1012 for this example). A rule of thumb implies a loss
of a single decimal place in solving a linear system for every
power of 10 increase in the condition number [23].
Therefore, a systematic Jacobian regularization method is
proposed in [23] to restrict the condition number of the
Newton linear systems (6). Using simple computations, the
work in [23] suggests a systematic way to choose a diagonal
regularization matrix J so that the condition number of the
‘regularised’ matrix F˜k := Fk +Jk is bounded above by some
given number κ¯ , i.e. κ2(Fk +Jk)≤ κ¯. For example, choosing
Jkj j = max
 maxi∈[1,np]F
k
ii
κ¯
−Fkj j,0
 , (12)
will guarantee that κ2(F˜k) ≤ κ¯. Because F˜k is diagonal and
invertible, it is straightforward to derive the bound on the 2-
norm condition number κ2(ZT (F˜k)−1Z)≤ κ2(F˜k)κ(Z)2 using
the triangle inequality for the matrix norm. This approach
reduces the loss of accuracy or convergence caused by solving
a badly conditioned system.
Proposition 1: (Regularized Inexact Newton Method) As-
sume the Newton method of Algorithm 1 with error tolerance
δN and inexact linear solves is modified to regularize the Fk
term in (5) with the formula Fk ← Fk + Jk, where Jk is as
in (12). Then, an appropriate condition number bound κ¯ exists
such that the regularized scheme is an inexact Newton method,
guaranteeing at least linear local convergence.
Proof: Let T k be the regularization matrix that perturbs
the linear system (5) solved at each Newton iterate; i.e.
6A˜k s˜k +bk = 0 is solved, where A˜k = Ak + T k, Ak := ∇ f (xk),
bk := f (xk) and T k := diag(Jk, 0). Since the matrix T k is
determined only by the condition number constraint Jkj j =
max(λmax(F
k
ii )
κ¯ − Fkj j,0), its magnitude becomes bigger as we
set κ¯ to be smaller and vice versa. Now assume this perturbed
linear system is solved to a sufficiently small relative error
tolerance etol << 1 to find the inexact step s˜k, i.e.
A˜k s˜k +bk = β k, ‖β k‖ ≤ ektol‖bk‖. (13)
Substituting for A˜k and bk and rearranging, the residual for the
Newton method is Ak s˜k +b = β k−T s˜. This implies:
‖Ak s˜k +bk‖
‖bk‖ ≤
‖β k‖
‖bk‖ +
‖T k s˜k‖
‖bk‖ ≤ e
k
tol +
‖T k s˜k‖
‖bk‖ . (14)
For the Newton method with the inexact linear solve pro-
cess (13), based on the relative error bound (14), we define
the ‘forcing sequence’ as
ηk := ektol +
‖T k s˜k‖
‖bk‖ . (15)
Assume now that ektol is sufficiently less than 1 for all k.
Considering the non-zero elements of T k, the ratio ‖T
k s˜k‖∞
‖bk‖∞
is bounded by max
j∈[1,np]
(
max
i∈[1,np ],i 6= j
niri|qi|ni−1
κ¯δN
)
|skj|. Therefore, for
a given tolerance δN , the forcing term can be made to satisfy
the condition ηk ∈ [0,1) by choosing a sufficiently large bound
κ¯.
We have shown here that the forcing term can satisfy the
condition ηk ∈ [0,1) provided the bound on the condition
number of the regularized matrix is not too strict. In Fig-
ure 3 and Figure 4, we show how ηk evolves for different
bounds on κ¯ using HW and DW models, respectively. At the
early Newton iterates, where ‖bk‖ is large, the ‖T k s˜k‖‖bk‖ term
is usually small. However, as the condition number of the
system increases near convergence, the ratio ‖T
k s˜k‖
‖bk‖ can grow
with increasing magnitudes in Jk and decreasing values for
‖bk‖. On the other hand, the decreasing size in the steps sk
diminishes this ratio near convergence. Therefore, we can keep
the ‖T
k s˜k‖
‖bk‖ term and, therefore, η
k small by making sure κ¯ is
is sufficiently large for the given Newton tolerance δN .
For the BWKWnet (see the Appendix for details), typical
non-regularized condition numbers of ZT FkZ can be up to
the order 1e12. Restricting the condition number of Fk to 1e5
via Jacobian regularization improves the condition number by
many orders of magnitude; see Figure 5a. A similar plot is
shown for the Richnet model in Figure 5b. The regularized
linear systems result in positive definite reduced systems with
better condition numbers, which can be solved more accurately
or efficiently by CG. However, if tighter condition number
bounds are used, the linear solve solutions will be further away
from the Newton steps and so can slow convergence of the
Newton iterations as we perturb the linear systems with larger
matrices T k. For κ¯ = 1e3, the forcing sequence ηk approaches
1; we note that little progress is made by the Newton iterates
as shown by the convergence properties of the solution errors
‖bk‖ in Figure 3c and Figure 4c. The inexact method is not
even able to converge to the required Newton tolerance of δN =
1e−6 within the maximum 100 Newton iterations set. After
extended time simulations with all network models used in
this article, it seems that setting κ¯ below about 1e5 deteriorates
convergence. For any network, an appropriate bound can be
chosen using test simulations.
V. TAILORED CONSTRAINT PRECONDITIONERS FOR CG
Subspace iterative methods are an attractive option for solv-
ing large scale sparse saddle point systems [27]. As outlined
in [28], constraint preconditioning can be employed to improve
convergence properties in solving the reduced linear systems
with any of the Krylov subspace linear solvers like CG or
MINRES. However, we only investigate preconditioning CG
here because, as also discovered for the library of problems
in [28], our preliminary analysis showed that preconditioned
CG has better performance in solving the positive definite
reduced systems (8). The comparison of different Krylov
methods is beyond the scope of this paper.
Since we solve the reduced linear system (8) only approx-
imately, it renders the outer iterations into an inexact Newton
method. As implied by (15) and the results in Figure 3, the
relative tolerance of the linear solver does not need to be very
small for ηk to be uniformly smaller than 1; it need not be
much smaller than a small ‖T
k s˜k‖
‖bk‖ term. This allows the CG
solver to terminate early by using a relative error tolerance
as an input argument; this ability to trade-off accuracy and
computational time is, of course, not possible with direct
solvers. Here we propose the use of the decreasing function
ektol,CG =min{ε,ε‖bk‖}, where ε > 0 is some sufficiently small
number and ‖bk‖ is the nonlinear function residual at the kth
Newton iterate. Therefore, (8) is solved with a CG tolerance
of ε at early iterations. As k increases, the tolerance ektol,CG
becomes proportionally smaller with the Newton residual
‖bk‖, finding steps that are closer to the exact Newton search
directions at later iterations.
In addition to the required accuracy for the solution, an
important property that affects CG performance is the distri-
bution of eigenvalues of the regularized linear systems. Since
the convergence properties of iterative schemes worsen when
the condition number of the linear systems becomes large,
they do not perform well without suitable preconditioners [27].
To solve the null space reduced system Xkv =−ckz , where
Xk := ZT FkZ, −ckz is the right hand side of (8), the ideal
preconditioner Wz would result in W−1z Xk = I; i.e. Wz = ZT FkZ
results in clustering all the eigenvalues of the preconditioned
system at exactly 1 [29]. However, finding and inverting such
a preconditioner at each Newton iterate k is as costly as
solving (8).
Therefore, we consider instead preconditioners of the form
Wz := ZT HZ, where Wz is SPD and a constant diagonal matrix
H approximates Fk. The proposed preconditioner is called
a constraint preconditioner since only the A11 block of the
saddle point system is approximated by such a preconditioner,
ensuring that the preconditioned system satisfies the linear
constraints in (2b) exactly [14], [28] . Algorithm 2 shows
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Figure 3. A plot of ‖T
k s˜k‖
‖bk‖ and the residual ‖bk‖ for the Newton method under different condition number bounds κ¯, unregularized Newton method takes 5
steps, BWKWnet network with a HW model.
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Figure 4. A plot of ‖T
k s˜k‖
‖bk‖ and the residual ‖bk‖ for the Newton method under different condition number bounds κ¯, unregularized Newton method takes 12
steps, Richnet network with a DW model.
1 2 3 4 510
0
105
1010
1015
Newton iteration k
κ
(X
k
) Original
Regularized
(a) BWKWnet model, κ¯ = 1e5
0 5 10 1510
4
106
108
1010
Newton iteration k
κ
(X
k
) Original
Regularized
(b) Richnet model, κ¯ = 1e5
Figure 5. A typical example of how regularization can reduce the condition
number of the matrices ZT FkZ: (a) and (b) show the evolution of the condition
number for the examples in Figure 3a and Figure 4a, respectively.
preconditioned CG (PCG) applied to the reduced systems
in (8). The CG iterations are terminated when the residual
norm ‖rz‖/‖cz‖ are sufficiently small or when the maximum
number of CG iterations allowed is reached, whichever comes
first.
We want to find a tailored preconditioner Wz = ZT HkZ that
will cluster the eigenvalues of ZT FkZ but does not change
with Newton iterations, i.e. Hk = H. For a given network
model, this would allow a single sparse incomplete Cholesky
factorization [22, Ch. 11] of the preconditioner Wz to be used
for all Newton solve CG calls. We note that the spread in
the eigenvalues of Xk is due to both the varied scales of
diagonal elements in Fk matrices and the matrix Z. From
Figure 2 and the formula Fkj j = n jr j|q j|n j−1 for a HW model,
in addition the large range in flow values, the spread in the
the different scales in Fk are caused mainly by the spread
in the pipe resistance coefficients r j, which are a constant
property of the links. Therefore, we propose the use of the
preconditioner W1 = ZT HZ, where H is the diagonal matrix
with H j j = n jr j. For a DW model, r j is dependent on the flow
conditions and so varies with Newton iterations. However, in
both laminar and turbulent flows, we have that r j ∝ L jD−4j [24,
Eq. 2]. Therefore, we propose the use of H j j = L jD−4j for the
DW case. Alternatively, we consider the simple case where
preconditioner is the orthogonal projection onto the null space
W2 = ZT Z, (i.e. H = I) [14].
Another factor that affects the convergence properties of
CG is the initial condition. For a linear problem Ax = b
with solution x∗, the ith CG iterate finds the unique mini-
mizer of the error norm ‖xi− x∗‖A in the Krylov subspace
Ki := Span{A jb} j=ij=0 and so CG iterates have non-monotonic
convergence of the residual error ‖Axi−b‖. Although solving
for x in Ax = b and solving for z in Az = b− Ax0, where
x = z+ x0 are equivalent, the Krylov subspace iterates gener-
ated from the two initial points are not the same. This makes
the convergence of CG dependent on the initial guess. The
closer the initial guess is to the solution, the fewer iterations
CG takes to converge in practice. In our application here, since
the coefficient matrix and the right hand side have similarity
to previous Newton iterates, we consider warm-starting each
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Figure 6. Comparison of rate of convergence of PCG in solving (8) at Newton iterates k. In (d), warm starting is used at the specified Newton step. Network
BWFLnet with HW headloss model used.
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Figure 7. Comparison of rate of convergence of PCG in solving (8) at Newton iterate (a) k = 1 (b) k = 8. In (d), warm starting is used at the specified
Newton step. Network model Wolf Coldera with DW headloss model used. Preconditioners W1 and W2 are compared with unpreconditioned case W3.
Algorithm 2 Preconditioned CG for reduced systems
ZT FkZv+ ckz = 0
1: Initialization:
Choose initial v ∈ Rnl
Choose a preconditioner Wz
Inputs: F, Z, cz, v, Wz
2: rz = ZT FZv+ cz, gz =Wz\rz, pz =−gz
3: while Not Converged do
4: α ← rTz gz/pTz ZT FZpz
5: v← v+α pz
6: r+z ← rz+αZT FZpz
7: g+z ←Wz\r+z
8: β ← (r+z )T g+z /(rTz gz)
9: pz← β pz−g+z
10: rz← r+z , gz← g+z
11: end while
12: return v
CG call with a solution from a previous Newton iterate.
In Figure 6 and Figure 7, we compare the proposed pre-
conditioners and warm starting approach using two WDN
examples with a HW and a DW headloss models, respectively.
In Table I, we test their performance in extended time sim-
ulations with 500 demand scenarios in each simulation. All
computations were performed within MATLAB R2013b-64 bit
for Windows 7.0 installed on a 2.4 GHz Intel R© Xeon(R) CPU
E5-2665 0 with 16 Cores. The parameters ε, δN and κ were
set to 10−3, 10−6, and 105 respectively. The details of the
water network models can be found in the Appendix.
Figure 6c and Figure 7c we use a single Newton solve (i.e.
a single period hydraulic simulation) to show the convergence
of the Newton iterations when the CG method is started with
a zero initial guess. As the residual of these Newton iterates
‖bk‖ := ‖ f (xk)‖ become small, the tolerances passed to the in-
ner CG iterations min{ε,ε‖bk‖} become smaller. Therefore, as
shown in the transition from Figure 6a to Figure 6b and from
Figure 7a to Figure 7b, the latter Newton iterates will require
more CG iterations. When the solution of previous Newton
iterates are used as an initial guess for the CG algorithm,
Figure 6d and Figure 7d show the number of warm-started
CG iterates being reduced by a factor of approximately 2
compared to starting from zero initial conditions for Figure 6b
and Figure 7b, respectively.
In Table I, we show the average CPU times for the PCG
solves in extended time simulations with different precondi-
tioners and warm starting. Since we average the CPU time over
large numbers of PCG calls (of order 104) for each network
model, CPU time can be used as a measure of number of CG
iterations taken. Similar to the results in Figure 6 and Figure 7,
Table I shows the effect of the proposed preconditioners at re-
ducing the number of iterations required for CG convergence.
For both the HW and DW models, W1 (i.e. the precondioner
that takes into account both the pipe resistance and null basis)
performs the best. For the example networks, compared to the
non-preconditioned case (W3), the preconditioner W1 reduces
CG iterates by 2–4 times. The preconditioner W2 also results
in significant reductions with numbers of iterations somewhere
in between the W1 preconditioned and non-preconditioned
cases. On average, warm starting reduces computational time
of the preconditioned CG by more than a factor of 2. The
best PCG implementation, which uses preconditioner W1 with
warm starting, reduces computational time by up to a factor
of 9 compared to non-preconditioned CG. In all cases, the
matrices are regularized before preconditioning.
9Table I
A COMPARISON OF AVERAGE PCG SOLVE TIMES WITH DIFFERENT
PRECONDITIONERS VS UNPRECONDIONED SOLVER (W3). THE W1 (WS)
REFERS TO PRECONDITIONER W1 WITH WARM STARTING, DATA FROM 500
HYDRAULIC SOLVES USED.
Speedup: t(W3) / t(Wi)
WDN W3 (ms) W2 W1 W1(ws)
CTnet 8.0 1.2 1.9 3.8
Richnet 4.8 1.0 1.2 3.1
WCnet 51.5 2.9 3.6 8.7
BWFLnet 17.1 1.4 2.2 3.0
BWKWnet 23.7 1.2 2.4 4.1
Figure 8 shows a plot of the eigenvalues of the matri-
ces ZT FkZ, and the effects of Jacobian regularization and
preconditioning on the distribution of eigenvalues. Although
the eigenvalues are non-negative real for all cases, we plot
them one above the other on the Cartesian plane for clarity.
Comparing the blue circes with the green x’s, we note that
regularization does not improve the clustering of eigenvalues;
it only moves the eigenvalues close to zero away towards
the largest eigenvalue. This is intuitive from (12), where the
regularization is designed merely to improve the condition
number this way. Preconditioning of both the regularized and
original (unregularized) matrices results in a tighter clustering
of the eigenvalues. In preconditioning the regularized matrix
(green x’s) with W1, the main distribution of eigenvalues
in [10−1,104] becomes clustered around the tighter range
[10−4,10−2]. This tighter clustering is observed for the unregu-
larized case too. Since better clustering (i.e. a tighter clustering
of eigenvalues around one or more eigenvlaues away from
zero) results in improved converegnce of iterative solvers like
CG and MINRES [22], [28], Figure 8 is in agreement with the
results in Table I, where the regularized but unpreconditioned
case (W3), has the poorest convergence.
Finally, we employ the best of the PCG linear solvers, to
compare the inexact approach with an exact Newton imple-
mentation, where the linear systems are solved to an accuracy
of 10−9 at each Newton iteration. Over all simulations shown
in Table I, we sum the total CPU times for the Newton linear
solve blocks for comparison. Relative to the exact method, the
inexact approach has speed ups of 1.78, 3.23, 2.52, 1.70, and
1.95, respectively, for the networks listed in Table I from top
10−15 10−10 10−5 100 105
Eigenvalues
 
 
Original
Regularized
Original+Preconditioned
Regularized+Preconditioned
(a) BWKWnet, Preconditioner W1, κ¯ = 1e5
Figure 8. A typical case of how regularization and preconditioning change the
clustering of eigenvalues for the matrices ZT FkZ for the example in Figure 3a.
to bottom.
VI. CONCLUSIONS
In this paper, we have formulated a null space inexact
Newton method for hydraulic simulation of water distribution
networks. The saddle point structure of the Jacobian in the
Newton linear systems is exploited by sparse null space
approaches, which solve the nonlinear hydraulic equations in
the kernel space of the mass continuity constraints with less
computational resources. In the inexact Newton framework,
the nonlinear hydraulic equations are solved to the same level
of accuracy as in an exact method but the linear systems for
computing the Newton steps are solved only approximately
to reduce linear solve times. Iterative linear solvers are used
in this framework because they allow early termination with
prescribed sufficient accuracy for the linear solves.
We show that the large variation in flow values, and range
of scales in pipe roughness, length and diameters result in ill-
conditioned Newton linear systems. A Jacobian regularization
scheme was, therefore, adopted to improve the condition
number of the linear systems and to avoid semi-definiteness.
By posing the regularized algorithm as an inexact Newton
method, we propose practical condition number parameters
that keep the regularised system steps not too far away from
the Newton steps and so do not require more Newton iterations
for convergence.
Since linear solvers CG are not effective without good
preconditioners, we have proposed tailored constraint precon-
ditioners. These preconditioners are computationally efficient
because they only require a single factorisation for multiple
solves as they are functions of only invariant properties of the
network model. We have shown that, unlike Jacobian regular-
ization, the new constraint preconditioners result in a much
favourable clustering of eigenvalues and so better rates of
convergence for the CG linear solver. Numerical experiments
with real network and published network models are then
used to demonstrate the effectiveness of a preconditioned CG
based inexact Newton method compared to an exact approach.
Results show that the new preconditioners, and warm-starting
can reduce CPU time of linear solves by the CG method by
approximately a factor of 4 on average and by up to a factor of
9 for one case. We demonstrate the impact of warm-starting by
motivating why it is effective and showing speed up of about 2
for the linear solves. We finally compare the proposed inexact
Newton method with its exact Newton equivalent and show
overall Newton method speed ups of 1.78, 3.23, 2.52, 1.70,
and 1.95, respectively, for the example networks and using
the best of the proposed constraint preconditioners and warm-
starting.
APPENDIX
CASE STUDY NETWORK MODELS
As examples, we use five networks that vary in size and
levels of ‘loopedness’, here measured by the average degree
of the graph, i.e. the average number of pipes incident at each
node (deg = 2∗np/nn) . The proprietary operational models
BWFLnet and BWKnet [13] are from a typical network in a
10
Table II
CASE STUDY NETWORKS: DEG REPRESENTS THE GRAPH’S AVERAGE
DEGREE (I.E. DEG = 2np/nn)
Network np nn nl n0 deg
nnz(A12)
nn Headloss Model
CTnet 444 388 48 8 2.24 3.25 HW
Richnet 934 848 86 8 2.20 3.17 DW
WCnet 1976 1770 206 4 2.23 3.22 DW
BWFLnet 2369 2303 66 2 2.05 3.05 HW
BWKWnet 4648 4577 71 1 2.03 3.03 HW
built up (urban) area in England, UK. The networks Richnet
(a real network from Yokshire, UK), WCnet (Wolf-Cordera,
part of a real network in Colorado Springs, USA) are detailed
in [18]. The relatively smaller size artificial network CTnet is
from [30]. Table II summarises properties of the case study
networks and some basic topological characteristics, ordered
by increasing size.
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