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GENERALIZED HOPF-ORE EXTENSIONS
LAN YOU, ZHENWANG, AND HUI-XIANG CHEN
Abstract. We derive necessary and sufficient conditions for an Ore extension of a Hopf
algebra to have a Hopf algebra structure of a certain type. This construction generalizes
the notion of Hopf-Ore extension, called a generalized Hopf-Ore extension. We describe
the generalized Hopf-Ore extensions of the enveloping algebras of Lie algebras. For some
Lie algebras g, the generalized Hopf-Ore extensions of U(g) are classified.
Introduction
For some special algebras, to investigate Hopf algebra structures over them is an effec-
tive method for studying and classifying Hopf algebras. The algebraic structures of Ore
extensions have been studied extensively in the past several years. In particular, one can
consider Hopf algebra structures over them. For example, many Hopf algebras have been
constructed and classified by means of Ore extensions [1, 2, 7, 8]. In [7], a class of Hopf
algebra structures over Ore extension were defined and studied. Let A be a Hopf algebra
and A[z; τ, δ] an Ore extension of A. Under certain conditions, A[z; τ, δ] becomes a Hopf al-
gebra by setting ∆z = z⊗ r1+ r2⊗ z for some group-like elements r1, r2 ∈ A, which is called
Hopf-Ore extension of A [7, Definition 1.0]. Recently, general Hopf algebra structures
over Ore extension were discussed in [3].
In this paper, we generalize the notion in [7] by setting ∆z = z⊗ r1 + r2 ⊗ z+ x⊗ y for some
r1, r2, x, y ∈ A such that A[z; τ, δ] is a Hopf algebra. We call A[z; τ, δ] with this type of Hopf
algebra structure a generalized Hopf-Ore extension of A. In [9], two kinds of connected
Hopf algebras A(λ1, λ2, α) and B(λ) were constructed and were used to classify connected
Hopf algebras of GK-dimension three over an algebraically closed field of characteristic
zero. These Hopf algebras can be regarded as the generalized Hopf-Ore extensions of the
enveloping algebras of 2-dimensional Lie algebras. Moreover, the half quantum group
U≥0q (sl(3)) (see [4]) can be constructed by the generalized Hopf-Ore extension.
This paper is organized as follows. In Section 1, we give a sufficient and necessary con-
dition for A[z; τ, δ] to have this type of Hopf algebra structures and study the properties of
the generalized Hopf-Ore extension A[z; τ, δ]. For two such Hopf algebra structures over
Ore extensions, we give a sufficient and necessary condition for them to be isomorphic.
In Section 2, we describe the generalized Hopf-Ore extensions of the enveloping algebras
U(g) of Lie algebras g. The generalized Hopf-Ore extensions of U(g) are classified when g
is a 1-dimensional Lie algebra over an arbitrary field, a 2-dimensional Lie algebra over an
arbitrary field, and an n-dimensional abelian Lie algebra over a field of characteristic zero,
respectively.
Throughout, we work over a field k. Let k× denote the set of all non-zero elements of k,
which is a multiplicative group. We refer to [6] for basic notions concerningHopf algebras.
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1. Hopf algebra structures on Ore extensions
Let A be a k-algebra. Let τ be an algebra endomorphism of A and δ a τ-derivation of A.
The Ore extension A[z; τ, δ] of the algebra A is an algebra generated by the variable z and
the algebra A with the relation
za = τ(a)z + δ(a), a ∈ A. (1)
If {ai | i ∈ I} is a k-basis of A, {aiz
j | i ∈ I, j ∈ N} is a k-basis of A[z; τ, δ] (see [5, 2.1]).
Furthermore, assume that A has a Hopf algebra structure. Then we can define a Hopf
algebra structure on A[y; τ, δ], which generalizes the Hopf-Ore extension defined in [7].
Definition 1.1. Let A be a Hopf algebra and H = A[z; τ, δ] an Ore extension of A. If there
is a Hopf algebra structure on H such that A is a Hopf subalgebra of H and
∆(z) = z ⊗ r1 + x ⊗ y + r2 ⊗ z
for some r1, r2, x, y ∈ A, then H is called a generalized Hopf-Ore extension of A. In this
case, we also say that H has a Hopf algebra structure determined by (r1, r2, x, y).
Note that r1, r2 are nonzero. When x ⊗ y = 0, one recover the definition of usual Hopf-Ore
extension in [7].
Let A be a Hopf algebra. Recall that an element g ∈ A is a group-like element if ∆g = g⊗ g
and ε(g) = 1. Let G(A) denote the group of group-like elements in A. For g, h ∈ G(A),
an element a ∈ A is a (g, h)-primitive element if ∆(a) = a ⊗ g + h ⊗ a. Let Pg,h(A) denote
the set of all (g, h)-primitive elements of A. When g = h = 1, a (1, 1)-primitive element is
simply called a primitive element of A, and P1,1(A) is simply written as P(A).
Proposition 1.2. Let A be a Hopf algebra, H = A[z; τ, δ] and r1, r2, x, y ∈ A. If H has
a Hopf algebra structure determined by (r1, r2, x, y), then r1, r2 ∈ G(A), and one of the
followings is satisfied:
(a) x = 0 or y = 0;
(b) x = αr2 and y = βr1 for some α, β ∈ k
×;
(c) x ∈ Pr3,r2(A) and y ∈ Pr1,r3(A) for some r3 ∈ G(A).
Proof. Note that H is a free left A-module under left multiplication with the basis {zi | i ≥
0}. Consequently, H ⊗ H ⊗ H is a free left A ⊗ A ⊗ A-module with the basis {zi ⊗ z j ⊗ zs |
i, j, s ≥ 0}. By comparing
(∆ ⊗ id)∆(z) = z ⊗ r1 ⊗ r1 + x ⊗ y ⊗ r1 + r2 ⊗ z ⊗ r1 + ∆x ⊗ y + ∆r2 ⊗ z
with
(id ⊗ ∆)∆(z) = z ⊗ ∆r1 + x ⊗ ∆y + r2 ⊗ z ⊗ r1 + r2 ⊗ x ⊗ y + r2 ⊗ r2 ⊗ z,
one gets
∆(r1) = r1 ⊗ r1, ∆(r2) = r2 ⊗ r2, (2)
x ⊗ y ⊗ r1 + ∆(x) ⊗ y = x ⊗ ∆(y) + r2 ⊗ x ⊗ y. (3)
Since r1 , 0 and r2 , 0, it follows from (2) that r1 and r2 are both group-like elements. We
have x = 0 or y = 0 or x, y , 0. When x, y , 0 and x = αr2 for some α ∈ k
×, the equation
(3) becomes αr2⊗y⊗r1+αr2⊗r2⊗y = αr2⊗∆(y)+r2⊗αr2⊗y. Applying ε⊗ε⊗ id to both
sides, one gets that y = ε(y)r1. Let β = ε(y). Then x = αr2 and y = βr1 for some α, β ∈ k
×
in this case. When x, y , 0 and x , αr2 for any α ∈ k
×, {r2, x} are linearly independent.
Hence we have ∆(x) = r2 ⊗ x + u and ∆(y) = y ⊗ r1 + w for some u,w ∈ A ⊗ A with u , 0.
Then it follows from (3) that u ⊗ y = x ⊗ w, which implies u = x ⊗ u′ and w = w′ ⊗ y for
some non-zero elements u′,w′ ∈ A. Hence x⊗ u′⊗ y = x⊗w′ ⊗ y, and so u′ = w′. Thus, by
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∆(x) = r2 ⊗ x + x ⊗ u
′ and (∆ ⊗ id)∆(x) = (id ⊗ ∆)∆(x), we have that ∆u′ = u′ ⊗ u′. Hence
u′ is a group-like element. This completes the proof by letting r3 = u
′. 
If x = 0 or y = 0, then x ⊗ y = 0, and so all Hopf algebra structures on H determined by
(r1, r2, x, y) are the same. Hence we may assume that x = y = 0 in this case. If x = αr2 and
y = βr1 for some α, β ∈ k
×, let z′ = z+αβr2, δ
′(a) = δ(a)+αβ(r2a−τ(a)r2) for a ∈ A. Then
δ′ is a τ-derivation of A, A[z′; τ, δ′] = A[z; τ, δ] as algebras, and ∆z′ = z′⊗ r1+ r2⊗ z
′. Thus,
A[z; τ, δ] has a Hopf algebra structure determined by (r1, r2, x, y) if and only if A[z
′; τ, δ′]
has a Hopf algebra structure determined by (r1, r2, 0, 0). In this case, we have A[z
′; τ, δ′] =
A[z; τ, δ] as Hopf algebras.
Notation 1.3. Suppose that H = A[z; τ, δ] has a Hopf algebra structure determined by
(r1, r2, x, y). By Proposition 1.2 and the discussion above, we assume in what follows that
x is an (r3, r2)-primitive element, y is an (r1, r3)-primitive element for some group-like
element r3 ∈ A. In particular, we assume that x = 0 if and only if y = 0.
Corollary 1.4. Let A be a Hopf algebra and H = A[z; τ, δ], r1, r2, x, y ∈ A. If H has a Hopf
algebra structure determined by (r1, r2, x, y), then
ε(z) = 0, (4)
S (z) = r−12 xr
−1
3 yr
−1
1 − r
−1
2 zr
−1
1 . (5)
Proof. The first equation follows from Notation 1.3 and (ε ⊗ id)∆(z) = z. The second
equation follows from Notation 1.3 and (S ⊗ id)∆(z) = ε(z) = 0. 
By Notation 1.3, we have ∆(z) = z ⊗ r1 + x ⊗ y + r2 ⊗ z, ∆(x) = x ⊗ r3 + r2 ⊗ x and ∆(y) =
y⊗ r1 + r3 ⊗ y. Replacing the generating element z by z
′
= r−1
3
z, the quaternion (r1, r2, x, y)
by (r′
1
, r′
2
, x′, y′) = (r−1
3
r1, r
−1
3
r2, r
−1
3
x, r−1
3
y), we have ∆(z′) = z′ ⊗ r′
1
+ x′ ⊗ y′ + r′
2
⊗ z′,
∆(x′) = x′ ⊗ 1 + r′
2
⊗ x′ and ∆(y′) = y′ ⊗ r′
1
+ 1 ⊗ y′.
Notation 1.5. Preserving the above notation, we assume in what follows that if H =
A[z; τ, δ] has a Hopf algebra structure determined by (r1, r2, x, y), then r1, r2 ∈ G(A),
x ∈ P1,r2(A), y ∈ Pr1,1(A) and the element z satisfies the relation
∆(z) = z ⊗ r1 + x ⊗ y + r2 ⊗ z. (6)
Under this assumption, the equation (5) becomes
S (z) = r−12 (xy − z)r
−1
1 . (7)
Let Ada(b) :=
∑
a1bS (a2) for any a, b ∈ A. The next theorem gives a sufficient and
necessary condition for an Ore extension of a Hopf algebra to have a generalized Hopf-
Ore extension structure, which generalizes [7, Theorem 1.3].
Theorem 1.6. Let A be a Hopf algebra, r1, r2 ∈ G(A), x ∈ P1,r2(A), y ∈ Pr1,1(A) and
H = A[z; τ, δ]. Then H has a Hopf algebra structure determined by (r1, r2, x, y) if and only
if the following conditions are satisfied:
(a) there is a character χ : A → k such that τ(a) =
∑
χ(a1)Adr1(a2), ∀a ∈ A;
(b)
∑
χ(a1)Adr1(a2) =
∑
Adr2(a1)χ(a2), ∀a ∈ A;
(c) ∆(τ(a))(x ⊗ y) + ∆(δ(a)) = (x ⊗ y)∆(a) +
∑
δ(a1) ⊗ r1a2 +
∑
r2a1 ⊗ δ(a2), ∀a ∈ A.
Proof. Similarly to [7, Theorem 1.3], the proof can be divided into three steps. First we
show that the comultiplication ∆ of A can be extended to H = A[z; τ, δ] by (6) if and only
if the conditions (a)-(c) are satisfied. Secondly, we prove that if the conditions (a)-(c) are
satisfied, then H admits an extension of counit from A by (4). Lastly, we show that if the
conditions (a)-(c) are satisfied, then H has antipode S extending the antipode of A by (7).
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Step 1. Assume that the comultiplication ∆ of A can be extended to H by (6). Then by (1),
we have ∆(z)∆(a) = ∆(τ(a))∆(z) + ∆(δ(a)). By (6), we have
∆(z)∆(a) = (z ⊗ r1 + x ⊗ y + r2 ⊗ z)(
∑
a1 ⊗ a2)
=
∑
τ(a1)z ⊗ r1a2 +
∑
δ(a1) ⊗ r1a2 +
∑
(x ⊗ y)(a1 ⊗ a2)
+
∑
r2a1 ⊗ τ(a2)z +
∑
r2a1 ⊗ δ(a2)
=
∑
(τ(a1) ⊗ r1a2)(z ⊗ 1) +
∑
(r2a1 ⊗ τ(a2))(1 ⊗ z)
+
∑
δ(a1) ⊗ r1a2 +
∑
(x ⊗ y)(a1 ⊗ a2) +
∑
r2a1 ⊗ δ(a2)
and
∆(τ(a))∆(z) + ∆(δ(a)) =
∑
(τ(a)1 ⊗ τ(a)2)(z ⊗ r1 + x ⊗ y + r2 ⊗ z) + ∆(δ(a))
=
∑
(τ(a)1 ⊗ τ(a)2r1)(z ⊗ 1) +
∑
(τ(a)1r2 ⊗ τ(a)2)(1 ⊗ z)
+
∑
(τ(a)1 ⊗ τ(a)2)(x ⊗ y) + ∆(δ(a)).
It follows that
∆(τ(a)) = τ(a1) ⊗ r1a2r
−1
1 (8)
∆(τ(a)) = r2a1r
−1
2 ⊗ τ(a2) (9)
∆(τ(a))(x ⊗ y) + ∆(δ(a)) =
∑
δ(a1) ⊗ r1a2 +
∑
(x ⊗ y)(a1 ⊗ a2) +
∑
r2a1 ⊗ δ(a2)
for any a ∈ A. The last equation coincides with the equation in (c).
Define χ : A → A by χ(a) :=
∑
τ(a1)r1S (a2)r
−1
1
, where S is the antipode of A. Then
∆(χ(a)) =
∑
(τ(a1) ⊗ r1a2r
−1
1 )(r1S (a4)r
−1
1 ⊗ r1S (a3)r
−1
1 )
=
∑
τ(a1)r1S (a4)r
−1
1 ⊗ r1a2S (a3)r
−1
1
=
∑
τ(a1)r1S (a2)r
−1
1 ⊗ 1 = χ(a) ⊗ 1.
Hence χ(a) ∈ k, and so χ can be regarded as a linear map from A to k. It is easy to check
that χ(1) = 1 and χ(ab) = χ(a)χ(b) for any a, b ∈ A. Hence χ is a character of A. One
can recover τ from χ as follows:
∑
χ(a1)r1a2r
−1
1
=
∑
τ(a1)r1S (a2)r
−1
1
r1a3r
−1
1
= τ(a). This
proves (a). Then by (8) and (9), we have
∑
χ(a1)r1a2r
−1
1 ⊗ r1a3r
−1
1 =
∑
r2a1r
−1
2 ⊗ χ(a2)r1a3r
−1
1 .
Applying id ⊗ ε to both sides, one gets
∑
χ(a1)r1a2r
−1
1
=
∑
r2a1r
−1
2
χ(a2). This proves (b).
Conversely, assume that conditions (a)-(c) are satisfied. Then (8) and (9) are clearly satis-
fied too. Thus, by the computation above, one can see that the comultiplication ∆ of A can
be extended to H = A[z; τ, δ] by (6).
Step 2. Assume that the conditions (a)-(c) are satisfied. Note that ε(x) = ε(y) = 0. Apply-
ing ε ⊗ ε to the equation in (c), one gets ε(δ(a)) = ε(δ(a)) + ε(δ(a)), and so ε(δ(a)) = 0
for all a ∈ A. Thus, if we put ε(z) = 0, then ε(z)ε(a) = ε(τ(a))ε(z) + ε(δ(a)) for all a ∈ A.
Therefore, H admits an extension of counit from A by (4).
Step 3. Assume that the conditions (a)-(c) are satisfied. In order to show that H has
antipode S extending the antipode of A by (7), it is enough to show that if we put S (z) =
r−1
2
(xy − z)r−1
1
then S (a)S (z) = S (z)S (τ(a)) + S (δ(a)) for all a ∈ A.
By ε(a)1 =
∑
a1S (a2), we have
0 = δ(ε(a)1) =
∑
δ(a1S (a2)) =
∑
δ(a1)S (a2) +
∑
τ(a1)δ(S (a2)). (10)
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Applying m ◦ (id ⊗ S ) to the equation in (c), we have
ε(a)xyr−11 =
∑
τ(a)1xyr
−1
1 S (τ(a)2) +
∑
δ(a1)S (a2)r
−1
1 +
∑
r2a1S (δ(a2)).
Then by (a), (b), (9), (10) and the above equation, we have
S (a)r−12 xyr
−1
1 =
∑
S (a1)r
−1
2 ε(a2)xyr
−1
1
=
∑
S (a1)r
−1
2 τ(a2)1xyr
−1
1 S (τ(a2)2) +
∑
S (a1)r
−1
2 δ(a2)S (a3)r
−1
1
+
∑
S (a1)r
−1
2 r2a2S (δ(a3))
=r−12 xyr
−1
1 S (τ(a)) +
∑
S (a1)r
−1
2 δ(a2)S (a3)r
−1
1 + S (δ(a))
=r−12 xyr
−1
1 S (τ(a)) −
∑
r−12 χ(a1)δ(S (a2))r
−1
1 + S (δ(a)).
Again by (a) and (b), we have
S (a)r−12 =
∑
r−12 χ(a1)r2S (a3)r
−1
2 χ(S (a2)) = r
−1
2 χ(a1)τ(S (a2)).
Now putting S (z) = r−1
2
(xy − z)r−1
1
. Then for any a ∈ A, we have
S (a)S (z) = S (a)r−12 (xy − z)r
−1
1 = S (a)r
−1
2 xyr
−1
1 − S (a)r
−1
2 zr
−1
1
= r−12 xyr
−1
1 S (τ(a)) −
∑
r−12 χ(a1)δ(S (a2))r
−1
1 + S (δ(a))
−
∑
r−12 χ(a1)τ(S (a2))zr
−1
1
= r−12 xyr
−1
1 S (τ(a)) − r
−1
2 zχ(a1)S (a2)r
−1
1 + S (δ(a))
= r−12 xyr
−1
1 S (τ(a)) − r
−1
2 zr
−1
1 S (τ(a)) + S (δ(a))
= S (z)S (τ(a)) + S (δ(a)).
This completes the proof. 
Corollary 1.7. Let A be a Hopf algebra and H = A[z; τ, δ]. If H has a Hopf algebra
structure determined by some (r1, r2, x, y) of elements A, then
(a) χ is (convolution) invertible in A∗ with χ−1 = χ◦S , where χ is the character determined
by τ as in Theorem 1.6(a);
(b) τ is an algebra automorphism with τ−1(a) =
∑
χ−1(a1)r
−1
1
a2r1 =
∑
r−1
2
a1r2χ
−1(a2) for
all a ∈ A;
(c) r1r2 = r2r1.
Proof. (a) is known. (b) follows from a straightforward verification. By Theorem 1.6(b),
we have
∑
χ(a1)r1a2r
−1
1
=
∑
r2a1r
−1
2
χ(a2). Taking a = r1, then χ(r1)r1r1r
−1
1
= r2r1r
−1
2
χ(r1).
Since χ(r1) , 0, we have r1r2 = r2r1. This shows (c). 
Corollary 1.8. Let A be a Hopf algebra and H = A[z; τ, δ]. Assume that H has a Hopf
algebra structure determined by some (r1, r2, x, y) of elements of A.
(a) If A is cocommutative, then r−1
1
r2, r
−1
2
r1 ∈ Z(A), the center of A;
(b) If A is commutative, then χ ∈ Z(A∗), the center of the dual algebra A∗ of A.
Proof. (a) Assume that A is cocommutative. It suffices to show r−1
1
r2 ∈ Z(A) since
r−1
2
r1 is the inverse of r
−1
1
r2. By Theorem 1.6(b),
∑
χ(a1)r1a2r
−1
1
=
∑
r2a1r
−1
2
χ(a2) =∑
r2a2r
−1
2
χ(a1), which implies that
∑
χ(a1)a2r
−1
1
r2 =
∑
χ(a1)r
−1
1
r2a2 for any a ∈ A. Hence
ar−1
1
r2 =
∑
χ−1(a1)χ(a2)a3r
−1
1
r2 =
∑
χ−1(a1)χ(a2)r
−1
1
r2a3 = r
−1
1
r2a for any a ∈ A, and so
r−1
1
r2 ∈ Z(A).
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(b) Assume A is commutative. Then the equation in Theorem 1.6(b) becomes
∑
χ(a1)a2 =∑
a1χ(a2) for all a ∈ A. Hence for any f ∈ A
∗, we have
∑
χ(a1) f (a2) =
∑
f (a1)χ(a2).
Thus, χ ∈ Z(A∗). 
Corollary 1.9. If x⊗y satisfies ∆(τ(a))(x⊗y) = (x⊗y)∆(a) for any a ∈ A, then the equation
in Theorem 1.6(c) becomes
∆(δ(a)) =
∑
δ(a1) ⊗ r1a2 +
∑
r2a1 ⊗ δ(a2). (11)
Proof. It is clear. 
Notation 1.10. Let A be a Hopf algebra and H = A[z; τ, δ] which has a Hopf algebra
structure determined by some (r1, r2, x, y) of elements of A. Denote the generalized Hopf-
Ore extension H = A[z; τ, δ] by H = A(χ, r1, r2, x, y, δ), where χ : A → k is a character
such that τ(a) =
∑
χ(a1)Adr1(a2), r1 and r2 are group-like elements, x is a (1, r2)-primitive
element, y is a (r1, 1)-primitive element, and the equations in Theorem 1.6(b) and (c) are
satisfied for {χ, r1, r2, x, y, δ}.
Two Hopf-Ore extensions H = A(χ, r1, r2, x, y, δ) and H
′
= A′(χ′, r′
1
, r′
2
, x′, y′, δ′) of Hopf
algebras A and A′ are said to be isomorphic if there is a Hopf algebra isomorphism Ψ :
H → H′ such that Ψ(A) = A′.
Let m′, 1,∆′, ε′, S ′ denote the multiplication, the unit, the comultiplication, the counit and
the antipode of H′, respectively.
Proposition 1.11. Two Hopf-Ore extensions A(χ, r1, r2, x, y, δ) and A
′(χ′, r′
1
, r′
2
, x′, y′, δ′)
are isomorphic if there exists a scalar λ ∈ k×, a group-like element r ∈ G(A′), an element
b ∈ A′ and a Hopf algebra isomorphism Φ : A → A′ such that
(a) Φ(ri) = rr
′
i
, i = 1, 2,
(b) ∆′(b) = b ⊗ r′
1
+ r′
2
⊗ b + λr−1Φ(x) ⊗ r−1Φ(y) − x′ ⊗ y′, hence ε′(b) = 0,
(c) χ′Φ = χ,
(d) δ′ = λr−1ΦδΦ−1 + δ′′,
where δ′′ is an inner τ′-derivation of A′ defined by δ′′(a′) = τ′(a′)b − ba′ for all a′ ∈ A′,
τ′ is determined by χ′ as in Theorem 1.6(a). The converse holds if A (or A′) has no zero-
divisors.
Proof. Let H = A(χ, r1, r2, x, y, δ) and H
′
= A′(χ′, r′
1
, r′
2
, x′, y′, δ′), and let τ and τ′ be the
algebra automorphisms of A and A′ induced by χ and χ′ as in Theorem 1.6(a), respectively.
Then τ and τ′ are algebra automorphisms by Corollary 1.7(b).
Assume that there exists some λ ∈ k×, a group-like element r ∈ G(A′), b ∈ A′ and a Hopf
algebra isomorphism Φ : A → A′ such that the conditions (a)-(d) are satisfied. Let Ψ(a) =
Φ(a) for all a ∈ A and Ψ(z) = λ−1r(z′ + b). Then a straightforward computation shows
that Ψ can be uniquely extended to an algebra isomorphism from H to H′. Furthermore,
one can check that ∆′(Ψ(z)) = (Ψ ⊗ Ψ)(∆(z)) and ε′(Ψ(z)) = ε(z). Hence Ψ is a bialgebra
isomorphism. Consequently, Ψ is a Hopf algebra isomorphism since any bialgebra map
between two Hopf algebras is a Hopf algebra map.
Conversely, assume that A (or A′) has no zero-divisors and that there is a Hopf algebra
isomorphism Ψ : H → H′ such that Ψ(A) = A′. Then Φ = Ψ|A is a Hopf algebra
isomorphism from A to A′, and so neither of A′ and A has zero-divisors. Hence Ψ(z) =
γ′z′ + η′ for some γ′, η′ ∈ A′ and γ′ , 0. Similarly, Ψ−1(z′) = γz + η for some γ, η ∈ A and
γ , 0. Thus z′ = ΨΨ−1(z′) = Φ(γ)γ′z′ + Φ(γ)η′ + Φ(η). By comparing the coefficients of
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z′, we have Φ(γ)γ′ = 1. Similarly, one gets Φ−1(γ′)γ = 1 from z = Ψ−1Ψ(z). Applying Φ
on it, we have γ′Φ(γ) = 1. Thus γ′ is invertible with the inverse Φ(γ).
Since Ψ is a coalgebra map, ∆′(Ψ(z)) = (Ψ⊗Ψ)(∆(z)) and ε′(Ψ(z)) = ε(z). Hence we have
∆
′(γ′)(z′⊗r′
1
+ x′⊗y′+r′
2
⊗z′)+∆′(η′) = (γ′z′+η′)⊗Φ(r1)+Φ(x)⊗Φ(y)+Φ(r2)⊗(γ
′z′+η′)
and ε′(η′) = 0. By comparing the two sides of this equation, we have
∆
′(γ′)(1 ⊗ r′1) = γ
′ ⊗ Φ(r1), (12)
∆
′(γ′)(r′2 ⊗ 1) = Φ(r2) ⊗ γ
′, (13)
∆
′(γ′)(x′ ⊗ y′) + ∆′(η′) = η′ ⊗ Φ(r1) + Φ(x) ⊗ Φ(y) + Φ(r2) ⊗ η
′. (14)
Applying ε′ ⊗ id to both sides of (12), we obtain Φ(r1) = ε
′(γ′)−1γ′r′
1
since γ′ is invertible.
Hence ε′(γ′)−1γ′ is a group-like element. Similarly, applying id ⊗ ε′ to both sides of (13),
we have Φ(r2) = ε
′(γ′)−1γ′r′
2
. Let λ := ε′(γ′)−1 and r := λγ′. Then λ , 0, r is a group-like
element and Φ(ri) = rr
′
i
, i = 1, 2. Let b = γ′−1η′. Then one gets the first equation in (b)
by multiplying ∆′(γ′−1) on the two sides of (14) from the left. From ε′(η′) = 0, one gets
ε′(b) = 0.
Since Ψ is an algebra map, we have Ψ(z)Ψ(a) = Ψ(τ(a))Ψ(z) + Ψ(δ(a)). This means that
γ′τ′(Φ(a))z′ + γ′δ′(Φ(a)) + η′Φ(a) = Φ(τ(a))γ′z′ + Φ(τ(a))η′ + Φ(δ(a)).
By comparing its two sides, we have
γ′τ′(Φ(a)) = Φ(τ(a))γ′, (15)
γ′δ′(Φ(a)) + η′Φ(a) = Φ(τ(a))η′ + Φ(δ(a)). (16)
Since Φ is a Hopf algebra isomorphism, it follows from Theorem 1.6(a) and (15) that
∑
γ′χ′(Φ(a1))r
′
1Φ(a2)(r
′
1)
−1
=
∑
χ(a1)Φ(r1)Φ(a2)Φ(r1)
−1γ′
=
∑
χ(a1)rr
′
1Φ(a2)(r
′
1)
−1r−1γ′
=
∑
χ(a1)γ
′r′1Φ(a2)(r
′
1)
−1.
Hence
∑
χ′(Φ(a1))Φ(a2) =
∑
χ(a1)Φ(a2). Applying ε
′ on its both sides, one gets χ′(Φ(a)) =
χ(a) for all a ∈ A, i.e., χ′Φ = χ. Since Φ is bijective, we may substitute a by Φ−1(a′) in
(16), where a′ ∈ A′. Then we have
γ′δ′(a′) + η′a′ = γ′τ′(a′)γ′−1η′ + ΦδΦ−1(a′),
here we use the relation (15). Define δ′′ : A′ → A′ by δ′′(a′) = τ′(a′)b− ba′ for all a′ ∈ A′.
Then δ′ = λr−1ΦδΦ−1 + δ′′ by γ′−1η′ = b and λ−1r = γ′. 
Corollary 1.12. Let A(χ, r1, r2, x, y, δ) be a generalized Hopf-Ore extension of a Hopf al-
gebra A. Then as generalized Hopf-Ore extensions, we have
(a) A(χ, r1, r2, x, y, δ)  A(χ, r1, r2, αx, βy, αβδ) for all α, β ∈ k
×.
(b) A(χ, r1, r2, α(1−r2), y, δ)  A(χ, r1, r2, 0, 0, δ+δ
′), where α ∈ k and δ′(a) = α(τ(a)y−ya)
for all a ∈ A.
(c) A(χ, r1, r2, x, β(1−r1), δ)  A(χ, r1, r2, 0, 0, δ+δ
′′), where β ∈ k and δ′′(a) = β(τ(a)x−xa)
for all a ∈ A.
(d) Assume that x and y are linearly dependent and x < kG(A). Then r1 = r2 = 1.
Furthermore, if char(k) , 2, then A(χ, 1, 1, x, αx, δ)  A(χ, 1, 1, 0, 0, δ + δ′), where α ∈ k
and δ′(a) = 1
2
α(τ(a)x2 − x2a) for all a ∈ A.
(e) A(χ, r1, r2, x, y, δ)  A
′(χΦ−1,Φ(r1),Φ(r2),Φ(x),Φ(y),ΦδΦ
−1), where Φ : A → A′ is a
Hopf algebra isomorphism.
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Proof. (a) Let A(χ, r1, r2, x, y, δ) = A[z; τ, δ] and A(χ, r1, r2, αx, βy, αβδ) = A[z
′; τ, αβδ].
An isomorphism Ψ : A[z; τ, δ] → A[z′; τ, αβδ] is given by Ψ(a) = a for all a ∈ A and
Ψ(z) = α−1β−1z′.
(b) Let A(χ, r1, r2, α(1 − r2), y, δ) = A[z; τ, δ] and A(χ, r1, r2, 0, 0, δ + δ
′) = A[z′; τ, δ + δ′].
An isomorphism Ψ : A[z; τ, δ] → A[z′; τ, δ + δ′] is given by Ψ(a) = a for all a ∈ A and
Ψ(z) = z′ + αy.
(c) Let A(χ, r1, r2, x, β(1 − r1), δ) = A[z; τ, δ] and A(χ, r1, r2, 0, 0, δ + δ
′′) = A[z′; τ, δ + δ′′].
An isomorphism Ψ : A[z; τ, δ] → A[z′; τ, δ + δ′′] is given by Ψ(a) = a for all a ∈ A and
Ψ(z) = z′ + βx.
(d) By Notation 1.5, x is a (1, r2)-primitive element and y is an (r1, 1)-primitive element.
Hence r1 = r2 = 1 since x and y are linearly dependent and x < kG(A). Assume that
char(k) , 2. Let A(χ, 1, 1, x, αx, δ) = A[z; τ, δ] and A(χ, 1, 1, 0, 0, δ+ δ′) = A[z′; τ, δ + δ′].
An isomorphism Ψ : A[z; τ, δ] → A[z′; τ, δ + δ′] is given by Ψ(a) = a for all a ∈ A and
Ψ(z) = z′ + 1
2
αx2.
(e) It follows from Proposition 1.11 by putting λ = 1, r = 1, b = 0 there. 
Example 1.13. Let A = kG be the group algebra of a group G over k. If H = A[z; τ, δ]
has a Hopf algebra structure determined by (r1, r2, x, y), then x = α(1 − r2), y = β(1 − r1)
for some α, β ∈ k×. By Corollary 1.12(b) and (c), H  A(χ, r1, r2, 0, 0, δ
′) as generalized
Hopf-Ore extensions. Hence H is a usual Hopf-Ore extension. Thus, it follows from [7,
Propositionp 2.2] that every generalized Hopf-Ore extension of A = kG is isomorphic to a
usual Hopf-Ore extension A(χ, 1, r, 0, 0, δ), where χ is a group character, r is an element of
the center of the groupG, and δ is given by δ(g) = α(g)(1− r)g, g ∈ G, for some 1-cocycle
α ∈ Z1χ(kG). Note that a 1-cocycle α ∈ Z
1
χ(kG) means a linear map α : kG → k satisfying
α(gh) = α(g) + χ(g)α(h) for all g, h ∈ G.
Example 1.14. The half quantum group U≥0q (sl(3)) is the upper triangular Hopf subal-
gebra of quantum group Uq(sl(3)). Let A be a Hopf algebra generated by K1,K2,K
−1
1
,
K−1
2
, E1, E2, subject to the relations
KiK j = K jKi, KiK
−1
i = K
−1
i Ki = 1, (17)
KiE jK
−1
i = q
a jiE j. (18)
Then A is a Hopf algebra with the comultiplication ∆, counit ε and antipode S given by
∆(Ei) = Ki ⊗ Ei + Ei ⊗ 1, ∆(Ki) = Ki ⊗ Ki, ∆(K
−1
i
) = K−1
i
⊗ K−1
i
,
ε(Ei) = 0, ε(Ki) = 1, S (Ei) = −K
−1
i
Ei, S (Ki) = K
−1
i
,
where q ∈ k×, 1 ≤ i, j ≤ 2 and a11 = a22 = 2, a12 = a21 = −1. Define τ(Ki) = q
−1Ki,
τ(K−1
i
) = qK−1
i
for i = 1, 2, τ(E1) = q
−1E1 and τ(E2) = qE2. Then τ can be uniquely
extended to an algebra automorphism of A. Let H = A[z; τ, 0] be the Ore extension of
A. Taking r1 = 1, r2 = K1K2, x = (q − q
−1)K2E1 and y = E2. Then (q − q
−1)K2E1 is a
(K2,K1K2)-primitive element and E2 is a (1,K2)-primitive element. Let ∆z = z ⊗ 1 + (q −
q−1)K2E1 ⊗ E2 + K1K2 ⊗ z. By Proposition 1.2, H has a Hopf algebra structure determined
by (1,K1K2, (q− q
−1)K2E1, E2). Let I = 〈z− E1E2 + q
−1E2E1〉 be the ideal of H generated
by z − E1E2 + q
−1E2E1. Then one can check that I is a Hopf ideal of H. Moreover, H/I is
isomorphic to the half quantum group U≥0q (sl(3)) as a Hopf algebra.
2. Classification of generalized Hopf-Ore extensions of some Hopf algebras
In this section, we investigate the generalized Hopf-Ore extensions for the enveloping al-
gebras of Lie algebras. In particular, we classify the generalized Hopf-Ore extensions of
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U(g) when g is a 1-dimensional or 2-dimensional Lie algebra over an arbitrary field, or an
n-dimensional abelian Lie algebra over a field with characteristic zero.
By the discussion in the last section, each generalized Hopf-Ore extension A[z; τ, δ] of a
Hopf algebra A can be written as A(χ, r1, r2, x, y, δ), where χ : A → k is a character, r1, r2 ∈
G(A), x ∈ P1,r2(A), y ∈ Pr1,1(A) and Theorem 1.6(b)-(c) are satisfied for (χ, r1, r2, x, y, δ).
We also assume that x = 0 if and only if y = 0.
2.1. Generalized Hopf-Ore extensions of U(g). Let g be a Lie algebra and U(g) its en-
veloping algebra. Then U(g) is a Hopf algebra as usual. It is well-known that U(g) has no
zero-divisors. Let {aλ | λ ∈ Λ} be a fixed ordered basis of g. Let us use the notations in
[6, pp. 73]. Say functions n : Λ → N with finite support if n(λ) , 0 ⇔ λ ∈ {λ1, · · · , λm},
where λ1 < λ2 < · · · < λm. Then a
n denotes the basis monomial a
n(λ1)
λ1
a
n(λ2)
λ2
· · · a
n(λm)
λm
, and
any b ∈ U(g) may be written as b =
∑
n αna
n, where αn ∈ k are almost all zero. Define
m ≤ n ifm(λ) ≤ n(λ) for all λ ∈ Λ. Let n! = Πλ∈Λn(λ)! and

n
m
 = Πλ∈Λ

n(λ)
m(λ)
. Then for
all basis monomials an,
∆an =
∑
0≤m≤n

n
m
 am ⊗ an-m. (19)
Lemma 2.1. ([6, Proposition 5.5.3]) Let g be a Lie algebra over k and H = U(g). Then
(a) H is connected with H0 = k1.
(b) If chark = 0, then P(H) = g.
(c) If chark = p > 0, then P(H) = gˆ, the restricted Lie algebra spanned by all {ap
r
| a ∈
g, r ≥ 0}.
When chark = p > 0, it follows from Lemma 2.1 that {a
pr
λ
| λ ∈ Λ, r ≥ 0} is a basis of gˆ.
This is a totally ordered set if we define a
pr
λ
≤ a
ps
λ′
when λ < λ′ or λ = λ′ and r ≤ s. In
particular, a
pr
λ
= a
ps
λ′
if and only if λ = λ′ and r = s.
Lemma 2.2. Let I be an ordered set and B = {bi | i ∈ I} a basis of g (resp., gˆ) when
chark = 0 (resp., chark = p > 0). Let c ∈ U(g).
(a) If chark = 0 (resp., chark = p > 2) and ∆(c) = c ⊗ 1 + 1 ⊗ c +
∑
i, j∈I αi jbi ⊗ b j for some
αi j ∈ k, then αi j = α ji for any i, j ∈ I, i.e.,
∆(c) = c ⊗ 1 + 1 ⊗ c +
∑
i, j∈I,i< j
αi j(bi ⊗ b j + b j ⊗ bi) +
∑
i∈I
αiibi ⊗ bi.
In this case, c −
∑
i, j∈I,i< j αi jbib j −
1
2
∑
i∈I αiib
2
i
∈ g (resp., ∈ gˆ).
(b) If chark = 2 and ∆(c) = c ⊗ 1 + 1 ⊗ c +
∑
i, j∈I αi jbi ⊗ b j for some αi j ∈ k, then αi j = α ji
for any i , j in I and αii = 0 for any i ∈ I, i.e.,
∆(c) = c ⊗ 1 + 1 ⊗ c +
∑
i, j∈I,i< j
αi j(bi ⊗ b j + b j ⊗ bi).
In this case, c −
∑
i, j∈I,i< j αi jbib j ∈ gˆ.
Proof. (a) follows from the cocommutativity of U(g) immediately. For (b), by chark = 2,
∆(b2) = b2 ⊗ 1 + 1 ⊗ b2 for any b ∈ gˆ. Hence bi ⊗ bi can’t appear in the expression of
∆(c). 
The usual Hopf-Ore extension of U(g) has been classified in [7, Proposition 2.3] when
chark = 0. We will discuss the generalized Hopf-Ore extension of U(g) for an arbitrary
field k.
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Let H = U(g)[z; τ, δ] be an Ore extension of U(g). If H has a Hopf algebra structure
determined by (r1, r2, x, y), then r1 = r2 = 1, x and y are primitives by Lemma 2.1. Since
r1 = r2 = 1 and U(g) is cocommutative, any character χ of U(g) satisfies Theorem 1.6(b).
Since U(g) is generated by g as an algebra, Theorem 1.6(a) is equivalent to that there exists
a character χ of U(g) such that τ(a) = a + χ(a) for all a ∈ g. In this case, the equation in
Theorem 1.6(c) becomes
∆(τ(a))(x ⊗ y) + ∆(δ(a)) = (x ⊗ y)∆(a) +
∑
δ(a1) ⊗ a2 +
∑
a1 ⊗ δ(a2), (20)
where a ∈ U(g). We claim that if a, b ∈ U(g) satisfy (20) then so does ab. In fact, since
∆(τ(u)) = ∆(
∑
χ(u1)u2) =
∑
τ(u1) ⊗ u2 =
∑
u1 ⊗ τ(u2) for any u ∈ U(g), we have
∆(τ(ab))(x ⊗ y) + ∆(δ(ab))
= ∆(τ(a))∆(τ(b))(x ⊗ y) + ∆(δ(a))∆(b) + ∆(τ(a))∆(δ(b))
= ∆(τ(a))(∆(τ(b))(x⊗ y) + ∆(δ(b))) + ∆(δ(a))∆(b)
= ∆(τ(a))((x ⊗ y)∆(b) +
∑
δ(b1) ⊗ b2 +
∑
b1 ⊗ δ(b2)) + ∆(δ(a))∆(b)
= (∆(τ(a))(x ⊗ y) + ∆(δ(a)))∆(b)+ ∆(τ(a))(
∑
δ(b1) ⊗ b2 +
∑
b1 ⊗ δ(b2))
= ((x ⊗ y)∆(a) +
∑
δ(a1) ⊗ a2 +
∑
a1 ⊗ δ(a2))∆(b)
+
∑
τ(a1)δ(b1) ⊗ a2b2 +
∑
a1b1 ⊗ τ(a2)δ(b2)
= (x ⊗ y)∆(a)∆(b) +
∑
δ(a1)b1 ⊗ a2b2 +
∑
a1b1 ⊗ δ(a2)b2
+
∑
τ(a1)δ(b1) ⊗ a2b2 +
∑
a1b1 ⊗ τ(a2)δ(b2)
= (x ⊗ y)∆(ab) +
∑
δ(a1b1) ⊗ a2b2 +
∑
a1b1 ⊗ δ(a2b2)
= (x ⊗ y)∆(ab) +
∑
δ((ab)1 ⊗ (ab)2 +
∑
(ab)1 ⊗ δ((ab)2).
This shows the claim. Thus, Theorem 1.6(c) is equivalent to that (20) is satisfied for any
a ∈ g since U(g) is generated by g as an algebra. On the other hand, when c ∈ P(U(g)),
(20) becomes
∆(δ(c)) = δ(c) ⊗ 1 + 1 ⊗ δ(c) + [x, c] ⊗ y + x ⊗ [y, c] − χ(c)x ⊗ y, (21)
where [u, v] = uv − vu for any u, v ∈ U(g). Summarizing the discussion above together
with Theorem 1.6, we have the following proposition.
Proposition 2.3. Let H be a generalized Hopf-Ore extension of U(g). Then H is iso-
morphic to U(g)(χ, 1, 1, x, y, δ) for some x, y ∈ P(U(g)), a character χ of U(g) and a
τ-derivation δ of U(g) such that (21) is satisfied for all c ∈ g, where τ is an algebra
automorphism of U(g) determined by τ(c) = c + χ(c), ∀c ∈ g.
In what follows, denote U(g)(χ, 1, 1, x, y, δ) by U(g)(χ, x, y, δ) simply. Let AutHopf(U(g))
denote the group of all Hopf algebra automorphisms of U(g).
2.2. The case of dim(g)=1. Throughout this subsection, let g = ka be a 1-dimensional
Lie algebra. ThenG(U(g)) = {1} by Lemma 2.1(a).
For any α ∈ k, there is a character χα : U(g) → k determined by χα(a) = α. Moreover,
any character of U(g) is equal to some χα with α ∈ k. Note that χ0 = ε, the counit of U(g).
Each character χα induces an algebra automorphism τα of U(g) given by τα(a) = a + α as
stated in Proposition 2.3. In particular, τ0 is exactly the identity map on U(g), and a τ0-
derivation is a usual derivation. Obviously, a derivation δ of U(g) is uniquely determined
by the value δ(a). Let δ0 be the derivation of U(g) determined by δ0(a) = a.
For any α ∈ k×, one can define a Hopf algebra automorphism Φα of U(g) by Φα(a) = αa.
The we have the following lemma.
Lemma 2.4. The map Φ : k× → AutHopf(U(g)), α 7→ Φα, is a group isomorphism.
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Proof. It follows from a straightforward verification. 
Now let H be a generalized Hopf-Ore extension of U(g) Then by Proposition 2.3, H =
U(g)(χα, x, y, δ), where α ∈ k, x, y ∈ P(U(g)) and δ is a τα-derivation of U(g) such that (21)
is satisfied for all c ∈ g.
In case chark = 0, x = βa and y = γa for some β, γ ∈ k by Lemma 2.1. Note that we
always assume that x = 0 if and only if y = 0. By Corollary 1.12(d), H is isomorphic to a
usual Hopf-Ore extension U(g)(χα, 0, 0, δ
′). Then by (21), ∆(δ′(a)) = δ′(a)⊗ 1+ 1 ⊗ δ′(a),
and so δ′(a) ∈ g by Lemma 2.1.
Proposition 2.5. Assume chark = 0. Then up to isomorphism, there are three generalized
Hopf-Ore extensions of U(g): U(g)(ε, 0, 0, 0), U(g)(ε, 0, 0, δ0), U(g)(χ1, 0, 0, 0), where δ0
is the derivation of U(g) given before.
Proof. We first show that U(g)(ε, 0, 0, 0),U(g)(ε, 0, 0, δ0) and U(g)(χ1, 0, 0, 0) are not iso-
morphic to each other as generalized Hopf-Ore extensions of U(g). Since εΦ = ε , χ1
for any Hopf algebra automorphism Φ of U(g), it follows from Proposition 1.11 that both
U(g)(ε, 0, 0, 0) and U(g)(ε, 0, 0, δ0) are not isomorphic to U(g)(χ1, 0, 0, 0). Suppose that
U(g)(ε, 0, 0, 0) and U(g)(ε, 0, 0, δ0) were isomorphic generalized Hopf-Ore extensions of
U(g). Since G(U(g)) = {1}, it follows from Proposition 1.11 that there exists an element
b ∈ U(g) such that ∆(b) = b ⊗ 1 + 1 ⊗ b and δ0 = δ
′′, where δ′′ is an inner derivation of
U(g) defined by δ′′(a′) = a′b − ba′ for all b′ ∈ U(g). Since U(g) is commutative, δ′′ = 0.
This shows δ0 = 0, a contradiction. Therefore, U(g)(ε, 0, 0, 0) and U(g)(ε, 0, 0, δ0) are not
isomorphic generalized Hopf-Ore extensions of U(g).
Now let H be a generalized Hopf-Ore extensions on U(g). By the discussion before, we
may assume that H = U(g)(χα, 0, 0, δ), where α ∈ k and δ is a τα-derivation of U(g) with
δ(a) ∈ g. Hence δ(a) = ηa for some η ∈ k. If α = 0 and η = 0, then χα = χ0 = ε
and δ = 0, and hence H = U(g)(ε, 0, 0, 0). If α = 0 and η , 0, then δ = ηδ0, and so
it follows from Corollary 1.12(a) that H is isomorphic to U(g)(ε, 0, 0, δ0) as a generalized
Hopf-Ore extension of U(g). Finally, if α , 0, then using Proposition 1.11 with λ = 1,
r = 1, b = −δ(a) and Φ = Φα, one can check that H is isomorphic to U(g)(χ1, 0, 0, 0) as a
generalized Hopf-Ore extension of U(g). 
In case chark = p > 0, x, y ∈ gˆ by Lemma 2.1. If x = y = 0, then H = U(g)(χα, 0, 0, δ), and
δ(a) ∈ gˆ as above. Now assume that x , 0 and y , 0. Then (21) becomes
∆(δ(a)) = δ(a) ⊗ 1 + 1 ⊗ δ(a) − αx ⊗ y.
If chark = p = 2, then it follows from Lemma 2.2(b) that α = 0. In general, if α = 0, then
τ0(a) = a and δ(a) ∈ gˆ. Now assume that α , 0. Then chark = p > 2. By Lemma 2.2(a),
we have that x = λy for some λ ∈ k×. By Corollary 1.12(d), H is isomorphic to a usual
Hopf-Ore extension. Thus, we have the following proposition.
Proposition 2.6. Assume that chark = p > 0. Then up to isomorphism, there are four
classes of generalized Hopf-Ore extensions of U(g) as follows:
(a) U(g)(ε, 0, 0, 0);
(b) U(g)(ε, 0, 0, δ1), where δ1 is a derivation of U(g) with 0 , δ1(a) ∈ gˆ;
(c) U(g)(χ1, 0, 0, 0);
(d) U(g)(ε, x, y, δ2), where 0 , x, y ∈ gˆ with kx , ky, and δ2 is a derivation of U(g) with
δ2(a) ∈ gˆ.
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Moreover, U(g)(ε, 0, 0, 0), U(g)(ε, 0, 0, δ1), U(g)(χ1, 0, 0, 0) and U(g)(ε, x, y, δ2) are pair-
wise non-isomorphic generalized Hopf-Ore extensions on U(g).
Proof. Let H be a generalized Hopf-Ore extension of U(g). By the discussion above, we
may assume H = U(g)(χα, 0, 0, δ) for some α ∈ k and τα-derivation δ with δ(a) ∈ gˆ, or
H = U(g)(ε, x, y, δ2) for some 0 , x, y ∈ gˆ with kx , ky, and derivation δ2 with δ(a) ∈ gˆ.
Similarly to the proof of Proposition 2.5, one can show that as generalized Hopf-Ore ex-
tensions of U(g), U(g)(ε, 0, 0, 0), U(g)(ε, 0, 0, δ1) and U(g)(χ1, 0, 0, 0) are pairwise non-
isomorphic, U(g)(χ1, 0, 0, 0) and U(g)(ε, x, y, δ2) are not isomorphic, and U(g)(χα, 0, 0, δ)
is isomorphic to one of U(g)(ε, 0, 0, 0), U(g)(ε, 0, 0, δ1) and U(g)(χ1, 0, 0, 0). Now we
consider U(g)(ε, 0, 0, δ) and U(g)(ε, x, y, δ2), where δ = 0 or δ = δ1. If U(g)(ε, 0, 0, δ)
and U(g)(ε, x, y, δ2) are isomorphic as generalized Hopf-Ore extensions of U(g), then by
Proposition 1.11, there exists an element b ∈ U(g) such that ∆b = b ⊗ 1 + 1 ⊗ b − x ⊗ y.
By Lemma 2.2, we have that p > 2 and kx = ky, which contradicts kx , ky. Hence
U(g)(ε, x, y, δ2) is neither isomorphic to U(g)(ε, 0, 0, 0) nor isomorphic to U(g)(ε, 0, 0, δ1)
as a generalized Hopf-Ore extension of U(g). This completes the proof. 
For two generalized Hopf-Ore extensions in Proposition 2.6(b) or (d), one can use Propo-
sition 1.11 to determine when they are isomorphic.
2.3. The case of dim(g)=2. It is well known that up to isomorphism, there are two 2-
dimensional Lie algebras over k: the abelian Lie algebra g1 = ka ⊕ kb and the non-abelian
Lie algebra g2 = ka ⊕ kb with [a, b] = a. Obviously, U(g1) and U(g2) are not isomor-
phic as (Hopf) algebras. Consequently, a generalized Hopf-Ore extension of U(g1) is not
isomorphic to a generalized Hopf-Ore extension of U(g2) by Proposition 1.11.
For any α, β ∈ k, one can define a character χα,β : U(g1) → k by χα,β(a) = α and χα,β(b) =
β. Moreover, any character of U(g1) has the form χα,β for some α, β ∈ k. The algebra
automorphism τα,β of U(g1) induced by χα,β is given by τα,β(a) = a+ α and τα,β(b) = b+ β
(see Proposition 2.3). Let χ1 = χ0,1 and τ1 = τ0,1. Note that χ0,0 = ε and τ0,0 = id.
Similarly, for any α ∈ k, one can define a character χα : U(g2) → k by χα(a) = 0 and
χα(b) = α. Moreover, any character of U(g2) has the form χα for some α ∈ k. The algebra
automorphism τα of U(g2) induced by χα is given by τα(a) = a and τα(b) = b + α. Note
that χ0 = ε and τ0 = id.
Let GL(gi) be the group of all linear automorphisms of gi, i = 1, 2. Under the basis {a, b}
of gi, GL(gi) is isomorphic to GL2(k), the group of all invertible 2 × 2-matrices over k. For
any A =

α11 α12
α21 α22
 ∈ GL2(k), the corresponding linear automorphism φA ∈ GL(gi) is
determined by φA(a, b) = (a, b)A. Since g1 is abelian, φA is a Lie algebra automorphism
of g1 for any A ∈ GL2(k). It is easy to check that φA is a Lie algebra automorphism of g2
if and only if α21 = 0 and α22 = 1. Let G2 be the subgroup of GL2(k) consisting of all
matrices of form

α β
0 1
 with α ∈ k× and β ∈ k.
If φA is a Lie algebra automorphism of gi, then φA can be uniquely extended to a Hopf
algebra automorphism of U(gi), denoted by ΦA. Conversely, assume that chark = 0 and
Φ is a Hopf algebra automorphism of U(gi). Then it follows from Lemma 2.1 that the
restriction Φ|gi is a Lie algebra automorphism of gi. Thus, we have the following lemma.
Lemma 2.7. Under the hypotheses above, we have
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(a) The map GL2(k) → AutHopf(U(g1)), A 7→ ΦA is a group monomorphism.
(b) The map G2 → AutHopf(U(g2)), A 7→ ΦA is a group monomorphism.
(c) If chark = 0, then the two maps in (1) and (2) are group isomorphisms.
Lemma 2.8. In U(g2), we have
(a) [an, b] = nan and [bn, a] =
∑n−1
i=0 (−1)
n−i
(
n
i
)
abi, ∀n ≥ 1;
(b) if chark = p > 0 then [ap
n
, b] =

a, n = 0
0, n ≥ 1
and [bp
n
, a] = (−1)p
n
a, ∀n ≥ 0.
Proof. (a) follows by induction on n, and (b) follows from (a). 
Now we discuss the generalized Hopf-Ore extensions on U(gi) in three cases: chark = 0,
chark > 2 and chark = 2, respectively.
Case 1: chark = 0. In this case, we only consider the generalized Hopf-Ore extensions of
U(g2). The generalized Hopf-Ore extensions of U(g1) will be considered in Section 2.4.
Let H be a generalized Hopf-Ore extension on U(g2). Then by Proposition 2.3, we may
assume that H = U(g2)(χα, x, y, δ), where α ∈ k, x, y ∈ g2 and δ is a τα-derivation of
U(g2) such that (21) is satisfied for all c ∈ g. If x = y = 0 or kx = ky , 0, then by
Corollary 1.12(d), H  U(g2)(χα, 0, 0, δ) with δ(g2) ⊆ g2, a usual Hopf-Ore extension of
U(g2). In case that x, y ∈ g are linearly independent, we have (x, y) = (a, b)A for some
A =

α11 α12
α21 α22
 ∈ GL2(k). By (21), we have
∆(δ(b)) = δ(b) ⊗ 1 + 1 ⊗ δ(b) + [x, b] ⊗ y + x ⊗ [y, b] − χα(b)x ⊗ y
= δ(b) ⊗ 1 + 1 ⊗ δ(b) + (2 − α)α11α12a ⊗ a − αα21α22b ⊗ b
+(1 − α)α11α22a ⊗ b + (1 − α)α12α21b ⊗ a.
By Lemma 2.2(a), (1−α)α11α22 = (1−α)α12α21, and so α = 1. Let λ = det(A)
−1 ∈ k× and
b′ = 1
2
λα11α12a
2
+ λα12α21ab+
1
2
λα21α22b
2 ∈ U(g2). Then a straightforward computation
shows that ∆(b′) = b′ ⊗ 1 + 1 ⊗ b′ + λx ⊗ y − a ⊗ b. Let δ′′ : U(g2) → U(g2) be defined
by δ′′(u) = τ1(u)b
′ − b′u for all u ∈ U(g2), and let δ
′
= λδ + δ′′. Then it follows from
Proposition 1.11 that U(g2)(χ1, x, y, δ) is isomorphic, as a generalized Hopf-Ore extension
of U(g2), to U(g2)(χ1, a, b, δ
′). Again by (21), we have
∆(δ′(a)) = δ′(a) ⊗ 1 + 1 ⊗ δ′(a) − a ⊗ a, ∆(δ′(b)) = δ′(b) ⊗ 1 + 1 ⊗ δ′(b).
Hence δ′(b) ∈ g2. By Lemma 2.2(a), δ
′(a) + 1
2
a2 ∈ g2.
Proposition 2.9. Assume that char(k) = 0. Then up to isomorphism, there are two classes
of generalized Hopf-Ore extensions of U(g2) as follows:
(a) U(g2)(χα, 0, 0, δ1), where α ∈ k and δ1 is a τα-derivation of U(g2) with δ1(g2) ⊆ g2;
(b) U(g2)(χ1, a, b, δ2), where δ2 is a τ1-derivation of U(g2) with δ2(a) +
1
2
a2 ∈ g2 and
δ2(b) ∈ g2.
Moreover, U(g2)(χα, 0, 0, δ1) and U(g2)(χ1, a, b, δ2) are not isomorphic generalized Hopf-
Ore extensions of U(g2). Furthermore, U(g2)(χα, 0, 0, δ1) is isomorphic, as a Hopf algebra,
to the enveloping algebras of some 3-dimensional Lie algebra.
Proof. The first claim follows from the discussion above, the second one follows from
Proposition 1.11, and the last one is obvious. 
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Using Proposition 1.11, it is easy to determine when two generalized Hopf-Ore extensions
in the same class of Proposition 2.9 are isomorphic.
Case 2: chark = p > 2. Firstly, let H be a generalized Hopf-Ore extension of U(g1). By
Proposition 2.3, we may assume that H = U(g1)(χα,β, x, y, δ), where α, β ∈ k, x, y ∈ gˆ1 and
δ is a τα,β-derivation of U(g1) such that (21) is satisfied for all c ∈ g.
If x = y = 0 or kx = ky , 0, then by Corollary 1.12(d), H is isomorphic toU(g1)(χα,β, 0, 0, δ)
with δ(g1) ⊆ gˆ1. If (α, β) , (0, 0), then one can choose a matrix A ∈ GL2(k) such that
(α, β) = (0, 1)A. In this case, χα,βΦA−1 = χ1. By Corollary 1.12(e) and Lemma 2.7(a),
U(g1)(χα,β, 0, 0, δ)  U(g1)(χ1, 0, 0,ΦAδΦA−1). Hence H is isomorphic to U(g1)(ε, 0, 0, δ)
or U(g1)(χ1, 0, 0, δ) as a generalized Hopf-Ore extension of U(g1), where δ is a derivation
or a τ1-derivation of U(g1) with δ(g1) ⊆ gˆ1. If x, y ∈ gˆ1 are linearly independent, then by
(21) we have
δ(a) = δ(a) ⊗ 1 + 1 ⊗ δ(a) − αx ⊗ y,
δ(b) = δ(b) ⊗ 1 + 1 ⊗ δ(b) − βx ⊗ y.
Thus, by Lemma 2.2(a), α = β = 0, and so H = U(g1)(ε, x, y, δ) with δ(g1) ⊆ gˆ1. Summa-
rizing the discussion above, we have the following proposition.
Proposition 2.10. Assume that char(k) = p > 2. Then up to isomorphism, there are three
classes of generalized Hopf-Ore extensions of U(g1) as follows:
(a) U(g1)(ε, 0, 0, δ1), where δ1 is a derivation of U(g1) with δ1(g1) ⊆ gˆ1;
(b) U(g1)(χ1, 0, 0, δ2), where δ2 is a τ1-derivation of U(g1) with δ2(g1) ⊆ gˆ1;
(c) U(g1)(ε, x, y, δ3), where 0 , x, y ∈ gˆ1 with kx , ky, and δ3 is a derivation of U(g1) with
δ3(g1) ⊆ gˆ1.
Moreover, as generalized Hopf-Ore extensions, U(g1)(ε, 0, 0, δ1), U(g1)(χ1, 0, 0, δ2) and
U(g1)(ε, x, y, δ3) are pairwise non-isomorphic.
Proof. The first claim follows from the discussion above, and the second one follows from
Proposition 1.11. 
Next, let H be a generalized Hopf-Ore extension of U(g2). Then similarly, we may assume
that H = U(g2)(χα, x, y, δ), where α ∈ k, x, y ∈ gˆ2 and δ is a τα-derivation of U(g2) such
that (21) is satisfied for all c ∈ g. If x = y = 0 or kx = ky , 0, then H  U(g2)(χα, 0, 0, δ)
with δ(g2) ⊆ gˆ2, a usual Hopf-Ore extension of U(g2). Now assume that x, y ∈ gˆ2 are
linearly independent. Then x =
∑
i≥0(αia
pi
+ α′
i
bp
i
) and y =
∑
i≥0(βia
pi
+ β′
i
bp
i
) for some
almost all zero elements αi, α
′
i
, βi, β
′
i
∈ k. Let α′ = −
∑
i≥0 α
′
i
and β′ = −
∑
i≥0 β
′
i
. Then by
(21) and Lemma 2.8, we have
∆(δ(a)) = δ(a) ⊗ 1 + 1 ⊗ δ(a) + α′a ⊗ y + β′x ⊗ a,
∆(δ(b)) = δ(b) ⊗ 1 + 1 ⊗ δ(b) + α0a ⊗ y + β0x ⊗ a − αx ⊗ y.
By Lemma 2.2(a), we have the following equations (*):
α′βi = β
′αi, ∀i ≥ 1; α
′β′
i
= β′α′
i
, ∀i ≥ 0;
(1 − α)α0βi = (1 − α)β0αi, ∀i ≥ 1; ααiβ j = αα jβi, ∀ j > i ≥ 1;
(1 − α)α0β
′
i
= (1 − α)β0α
′
i
, ∀i ≥ 0; ααiβ
′
j
= αα′
j
βi, ∀i ≥ 1, j ≥ 0;
αα′
i
β′
j
= αα′
j
β′
i
, ∀ j > i ≥ 0.
Suppose α , 1. If α0 , 0, then β0 = γα0 for some γ ∈ k. Thus, from the equations above
one gets that βi = γαi, ∀i ≥ 1 and β
′
i
= γα′
i
, ∀i ≥ 0. Hence y = γx, a contradiction. This
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shows that α0 = 0. Then we have β0αi = β0α
′
i
= 0, ∀i ≥ 0, and so β0 = 0 since x , 0.
Furthermore, suppose α , 0. Then from the equations above, one can see that x and y
are linearly dependent over k, a contradiction. Thus, we have proven that either α = 0 or
α = 1, and that α0 = β0 = 0 when α = 0.
In case α = 0, α0 = β0 = 0, and the equations (*) become
α′βi = β
′αi, ∀i ≥ 1; α
′β′
i
= β′α′
i
, ∀i ≥ 0.
Then a similar argument as above shows that α′ = β′ = 0. Hence δ(a), δ(b) ∈ gˆ2.
In case α = 1, the equations (*) become
α′βi = β
′αi, ∀i ≥ 1; α
′β′
i
= β′α′
i
, ∀i ≥ 0;
αiβ j = α jβi, ∀ j > i ≥ 1; αiβ
′
j
= α′
j
βi, ∀i ≥ 1, j ≥ 0; α
′
i
β′
j
= α′
j
β′
i
, ∀ j > i ≥ 0.
The above equations are equivalent to that x − α0a and y − β0a are linearly dependent.
Moreover, either x − α0a , 0 or y − β0a , 0 since x and y are linearly independent.
If x − α0a = 0, then y − β0a , 0, α
′
= 0, and α0 , 0 by x , 0. In this case, we may
assume x = a by Corollary 1.12(a), i.e., α0 = 1. Then by Lemma 2.2(a), δ(a) −
1
2
β′a2 ∈ gˆ2
and δ(b) − 1
2
β0a
2 ∈ gˆ2. Similarly, if y − β0a = 0, then x − α0a , 0, β
′
= 0, y = a,
δ(a) − 1
2
α′a2 ∈ gˆ2 and δ(b) −
1
2
α0a
2 ∈ gˆ2. Now suppose that x − α0a , 0 and y − β0a , 0.
Then y − β0a = λ(x − α0a) for some λ ∈ k
×. By Corollary 1.12(a), we may assume λ = 1.
Then y−β0a = x−α0a and β
′
= α′. Since x and y are linearly independent, β0 , α0. Hence
y = (β0 − α0)a+ x, and so (β0 − α0)
−1y = a+ (β0 − α0)
−1x. Again by Corollary 1.12(a), we
may assume β0 − α0 = 1. Then y = a + x, and so
∆(δ(a)) = δ(a) ⊗ 1 + 1 ⊗ δ(a) + α′a ⊗ a + α′(a ⊗ x + x ⊗ a),
∆(δ(b)) = δ(b) ⊗ 1 + 1 ⊗ δ(b) + α0a ⊗ a + α0(a ⊗ x + x ⊗ a) − x ⊗ x.
Thus, by Lemma 2.2(a), we have δ(a)− 1
2
α′a2−α′ax ∈ gˆ2 and δ(b)−
1
2
α0a
2−α0ax+
1
2
x2 ∈ gˆ2.
Summarizing the discussion above, we have the following proposition.
Proposition 2.11. Assume that char(k) = p > 2. Then each generalized Hopf-Ore exten-
sions of U(g2) is isomorphic to one of the followings:
(a) U(g2)(χα, 0, 0, δ1), where δ1 is a τα-derivation of U(g2) with δ1(g2) ⊆ gˆ2;
(b)U(g2)(ε, x, y, δ2), where x =
∑
i≥1 αia
pi
+
∑
i≥0 α
′
i
bp
i
, 0 and y =
∑
i≥1 βia
pi
+
∑
i≥0 β
′
i
bp
i
,
0 for some almost all zero elements αi, α
′
i
, βi, β
′
i
∈ k with kx , ky and
∑
i≥0 α
′
i
=
∑
i≥0 β
′
i
= 0,
δ2 is a derivation of U(g2) with δ2(g2) ⊆ gˆ2;
(c) U(g2)(χ1, x, y, δ3), where 0 , x, y ∈ gˆ2, and δ3 is a τ1-derivation of U(g2) such that one
of the followings is satisfied:
(1) x = a, y =
∑
i≥0(βia
pi
+ β′
i
bp
i
) , β0a for some almost all zero elements βi, β
′
i
∈ k,
δ3(a) −
1
2
β′a2 ∈ gˆ2, δ3(b) −
1
2
β0a
2 ∈ gˆ2, where β
′
= −
∑
i≥0 β
′
i
;
(2) y = a, x =
∑
i≥0(αia
pi
+ α′
i
bp
i
) , α0a for some almost all zero elements αi, α
′
i
∈ k,
δ3(a) −
1
2
α′a2 ∈ gˆ2, δ3(b) −
1
2
α0a
2 ∈ gˆ2, where α
′
= −
∑
i≥0 α
′
i
;
(3) x =
∑
i≥0(αia
pi
+ α′
i
bp
i
) , α0a for some almost all zero elements αi, α
′
i
∈ k,
y = a + x, δ3(a) −
1
2
α′a2 − α′ax ∈ gˆ2 and δ3(b) −
1
2
α0a
2 − α0ax +
1
2
x2 ∈ gˆ2, where
α′ = −
∑
i≥0 α
′
i
.
Moreover, as generalizedHopf-Ore extensions of U(g2), U(g2)(χα, 0, 0, δ1), U(g2)(ε, x, y, δ2)
and U(g2)(χ1, x, y, δ3) are pairwise non-isomorphic.
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Proof. The first statement follows from the discussion above, and the second one follows
from Proposition 1.11. 
Case 3: chark = 2. Firstly, let H be a generalized Hopf-Ore extension on U(g1). By
Proposition 2.3, we may assume that H = U(g1)(χα,β, x, y, δ), where α, β ∈ k, x, y ∈ gˆ1
and δ is a τα,β-derivation of U(g1) such that (21) is satisfied for all c ∈ g1. If x = y =
0, then an argument similar to Case 2 shows that H is isomorphic to U(g1)(ε, 0, 0, δ) or
U(g1)(χ1, 0, 0, δ), where δ is a derivation or τ1-derivation of U(g1) with δ(g1) ⊆ gˆ1. If x , 0
and y , 0, then by (21), we have
∆(δ(a)) = δ(a) ⊗ 1 + 1 ⊗ δ(a) − αx ⊗ y,
∆(δ(b)) = δ(b) ⊗ 1 + 1 ⊗ δ(b) − βx ⊗ y.
By Lemma 2.2(b), α = β = 0. Hence δ(a), δ(b) ∈ gˆ1. Thus, we have the following
proposition.
Proposition 2.12. Assume that char(k) = 2. Then each generalized Hopf-Ore extensions
on U(g1) is isomorphic to one of the followings:
(a) U(g1)(ε, 0, 0, δ1), where δ1 is a derivation of U(g1) with δ1(g1) ⊆ gˆ1;
(b) U(g1)(χ1, 0, 0, δ2), where δ2 is a τ1-derivation of U(g1) with δ2(g1) ⊆ gˆ1;
(c) U(g1)(ε, x, y, δ3), where 0 , x, y ∈ gˆ1, and δ3 is a derivation of U(g1) with δ3(g1) ⊆ gˆ1.
Moreover, U(g1)(ε, 0, 0, δ1), U(g1)(χ1, 0, 0, δ2) and U(g1)(ε, x, y, δ3) are pairwise non-isomorphic
generalized Hopf-Ore extensions on U(g1).
Proof. The first statement follows from the discussion above, and the second one follows
from Proposition 1.11. 
Next, let H be a generalized Hopf-Ore extension onU(g2). Then similarly, we may assume
that H = U(g2)(χα, x, y, δ), where α ∈ k, x, y ∈ gˆ2 and δ is a τα-derivation of U(g2)
such that (21) is satisfied for all c ∈ g. If x = y = 0, then H  U(g2)(χα, 0, 0, δ) with
δ(g2) ⊆ gˆ2, a usual Hopf-Ore extension on U(g2). Now assume x , 0 and y , 0. Then
x =
∑
i≥0(αia
2i
+ α′
i
b2
i
) and y =
∑
i≥0(βia
2i
+ β′
i
b2
i
) for some almost all zero elements
αi, α
′
i
, βi, β
′
i
∈ k. Let α′ =
∑
i≥0 α
′
i
and β′ =
∑
i≥0 β
′
i
. Then by (21) and Lemma 2.8, we have
∆(δ(a)) = δ(a) ⊗ 1 + 1 ⊗ δ(a) + α′a ⊗ y + β′x ⊗ a, (22)
∆(δ(b)) = δ(b) ⊗ 1 + 1 ⊗ δ(b) + α0a ⊗ y + β0x ⊗ a − αx ⊗ y. (23)
By Lemma 2.2(b), we have the following equations (**):
α′βi = β
′αi, ∀i ≥ 0; α
′β′
i
= β′α′
i
, ∀i ≥ 0;
(1 − α)α0βi = (1 − α)β0αi, ∀i ≥ 1; ααiβ j = αα jβi, ∀ j > i ≥ 1;
(1 − α)α0β
′
i
= (1 − α)α′
i
β0, ∀i ≥ 0; ααiβ
′
j
= αα′
j
βi, ∀i ≥ 1, j ≥ 0;
αα′
i
β′
i
= ααiβi = 0, ∀i ≥ 0; αα
′
i
β′
j
= αα′
j
β′
i
, ∀ j > i ≥ 0.
Suppose α , 0 and α , 1. If α0 , 0, then β0 = 0 by αα0β0 = 0. Then from (1 − α)α0βi =
(1 − α)β0αi, ∀i ≥ 1 and (1 − α)α0β
′
i
= (1 − α)α′
i
β0, ∀i ≥ 0, one gets βi = 0, ∀i ≥ 1 and
β′
i
= 0, ∀i ≥ 0. Hence y = 0, a contradiction. Thus, α0 = 0. Similarly, β0 = 0. Since
x , 0, there exists an integer i0 ≥ 1 or i0 ≥ 0 such that αi0 , 0 or α
′
i0
, 0. If αi0 , 0
for some i0 ≥ 1, then βi0 = 0 by ααi0βi0 = 0. Then from ααiβ j = αα jβi, ∀ j > i ≥ 1 and
ααiβ
′
j
= αα′
j
βi, ∀i ≥ 1, j ≥ 0, one gets βi = 0, ∀i0 , i ≥ 1 and β
′
i
= 0, ∀i ≥ 0. Hence y = 0,
a contradiction. Similarly, if α′
i0
, 0 for some i0 ≥ 0, then y = 0, a contradiction. Thus, we
have proven that either α = 0 or α = 1.
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In case α = 0, the equations (**) become
α′βi = β
′αi, ∀i ≥ 1; α
′β′
i
= β′α′
i
, ∀i ≥ 0,
α0βi = β0αi, ∀i ≥ 1; α0β
′
i
= α′
i
β0, ∀i ≥ 0.
If kx = ky, then y = γx for some γ ∈ k×. In this case, we may assume that y = x by
Corollary 1.12(a). Moreover, δ(a) − α′ax ∈ gˆ2 and δ(b) − α0ax ∈ gˆ2. Now assume that
kx , ky. If α0 , 0, then β0 = γα0 for some γ ∈ k. Then from α0βi = β0αi, ∀i ≥ 1 and
α0β
′
i
= α′
i
β0, ∀i ≥ 0, one gets βi = γαi, ∀i ≥ 1 and β
′
i
= γα′
i
, ∀i ≥ 0. This implies y = γx.
By x, y , 0, γ , 0 and kx = ky, a contradiction. Hence α0 = 0. Similarly, we have β0 = 0.
Then from α′βi = β
′αi, ∀i ≥ 1 and α
′β′
i
= β′α′
i
, ∀i ≥ 0, a similar argument as above shows
that α′ = β′ = 0. In this case, δ(a) ∈ gˆ2 and δ(b) ∈ gˆ2.
In case α = 1, the equations (**) become
α′βi = β
′αi, ∀i ≥ 0; α
′β′
i
= β′α′
i
, ∀i ≥ 0;
αiβ j = α jβi, ∀ j > i ≥ 1; αiβ
′
j
= α′
j
βi, ∀i ≥ 1, j ≥ 0;
α′
i
β′
i
= αiβi = 0, ∀i ≥ 0; α
′
i
β′
j
= α′
j
β′
i
, ∀ j > i ≥ 0.
These equations implies that x − α0a and y − β0a are linearly dependent. If x − α0a =
y − β0a = 0, then x = α0a and y = β0a. Since α0β0 = 0, α0 = 0 or β0 = 0, and hence x = 0
or y = 0, a contradiction. It follows that either x − α0a , 0 or y − β0a , 0.
If x − α0a , 0, then y − β0a = γ(x − α0a) for some γ ∈ k, and there is an integer i0 ≥ 1
(or i0 ≥ 0) such that αi0 , 0 (or α
′
i0
, 0). Hence βi0 = 0 (or β
′
i0
= 0) by αi0βi0 = 0
(or α′
i0
β′
i0
= 0). However, βi0 = γαi0 (or β
′
i0
= γα′
i0
), hence γ = 0. Thus, y = β0a and
β0 , 0, which implies α0 = 0 by α0β0 = 0. In this case, we may assume y = a by
Corollary 1.12(a), i.e., β0 = 1. Hence β
′
= 0, and α′ = 0 by α′β0 = β
′α0. Then by
Lemma 2.2(b), δ(a), δ(b) ∈ gˆ2.
Similarly, if y − β0a , 0, then x − α0a = 0. We may assume x = a. Moreover, we have
α′ = β0 = β
′
= 0 and δ(a), δ(b) ∈ gˆ2. In this case, H  U(g2)(χ1, a, y, δ). We claim that
U(g2)(χ1, a, y, δ)  U(g2)(χ1, y, a, δ) as generalized Hopf-Ore extensions on U(g2). In fact,
let b′ = ay. Then∆(b′) = ∆(a)∆(y) = (a⊗1+1⊗a)(y⊗1+1⊗y) = ay⊗1+1⊗ay+a⊗y+y⊗a =
b′⊗1+1⊗b′+a⊗ y− y⊗a. Define a map δ′′ : U(g2) → U(g2) by δ
′′(u) = τ1(u)b
′−b′u for
any u ∈ U(g2). Then δ
′′ is a τ1-derivation of U(g2). By Lemma 2.8(b), a straightforward
computation shows that δ′′(a) = δ′′(b) = 0. Hence δ′′ = 0, and so δ + δ′′ = δ. Thus, it
follows from Proposition 1.11 that U(g2)(χ1, a, y, δ) and U(g2)(χ1, y, a, δ) are isomorphic
generalized Hopf-Ore extensions on U(g2).
Summarizing the discussion above, we have the following proposition.
Proposition 2.13. Assume char(k) = 2. Then each generalized Hopf-Ore extension on
U(g2) is isomorphic to one in the followings:
(a) U(g2)(χα, 0, 0, δ1), where α ∈ k and δ1 is a τα-derivation of U(g2) with δ1(g2) ⊆ gˆ2.
(b) U(g2)(ε, x, x, δ2), where x =
∑
i≥0(αia
2i
+ α′
i
b2
i
) , 0 for some almost all zero elements
αi, α
′
i
∈ k, α′ =
∑
i≥0 α
′
i
, and δ2 is a derivation of U(g2) with δ2(a) − α
′ax ∈ gˆ2 and
δ2(b) − α0ax ∈ gˆ2.
(c) U(g2)(ε, x, y, δ3), where x =
∑
i≥1 αia
2i
+
∑
i≥0 α
′
i
b2
i
, 0, y =
∑
i≥1 βia
2i
+
∑
i≥0 β
′
i
b2
i
, 0
for some almost all zero elements αi, α
′
i
, βi, β
′
i
∈ k with kx , ky and
∑
i≥0 α
′
i
=
∑
i≥0 β
′
i
= 0,
and δ3 is a derivation of U(g2) with δ3(g2) ⊆ gˆ2.
(d) U(g2)(χ1, x, a, δ4), where x =
∑
i≥1 αia
2i
+
∑
i≥0 α
′
i
b2
i
, 0 for some almost all zero
elements αi, α
′
i
∈ k with
∑
i≥0 α
′
i
= 0, and δ4 is a τ1-derivation of U(g2) with δ4(g2) ⊆ gˆ2.
Moreover, U(g2)(χα, 0, 0, δ1), U(g2)(ε, x, x, δ2), U(g2)(ε, x, y, δ3) and U(g2)(χ1, x, a, δ4) are
pairwise non-isomorphic generalized Hopf-Ore extensions on U(g2).
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Proof. The first statement follows from the discussion above, and the second one follows
from Proposition 1.11. 
2.4. The case of dim(g)=n with n ≥2 and char(k)=0. Throughout this subsection, as-
sume that char(k) = 0 and g is an n-dimensional abelian Lie algebra. Let {a1, a2, · · · , an}
be a fixed basis of g over k.
For any α = (α1, α2, · · · , αn) ∈ k
n, one can define a character χα : U(g) → k by χα(ai) = αi,
1 ≤ i ≤ n. Moreover, any character of U(g) is equal to some χα, α ∈ k
n. The algebra
automorphism τα of U(g) induced by χα is given by τα(ai) = ai + αi, 1 ≤ i ≤ n (see
Proposition 2.3). Note that χ0 = ε and τ0 = id. Let 1 = (1, 0, · · · , 0) ∈ k
n.
Let Mn(k) be the algebra of all n× n-matrices over k, andGLn(k) the group of all invertible
matrices in Mn(k). For any A = (αi j) ∈ Mn(k), one can define a linear endomorphism
φA ∈ Endk(g) by φA(ai) =
∑n
j=1 α jia j, 1 ≤ i ≤ n. Moreover, the map φ : Mn(k) → Endk(g),
A 7→ φA, is an algebra isomorphism. Let GL(g) be the group of all linear automorphisms
of g. Then A ∈ GLn(k) if and only if φA ∈ GL(g). Since g is abelian, φA is a Lie algebra
endomorphism (or automorphism) of g for any A ∈ Mn(k) (or GLn(k)). Therefore φA can
be uniquely extended to a Hopf algebra endomorphism (or automorphism) ΦA of U(g).
Conversely, since chark = 0, any Hopf algebra endomorphism (or automorphism) of U(g)
is equal to some ΦA, A ∈ Mn(k) (or A ∈ GLn(k)). Thus, we have the following lemma.
Lemma 2.14. Under the hypotheses above, we have
(a) The map φ : Mn(k) → Endk(g), A 7→ φA is an algebra isomorphism.
(b) The map Φ : GLn(k) → AutHopf(U(g)), A 7→ ΦA is a group isomorphism.
Let α ∈ kn. Since U(g) is generated as an algebra by g, a τα-derivation of U(g) is deter-
mined by its value on g. Suppose that δ is a τα-derivation of U(g). Since g is abelian,
δ(aia j) = δ(a jai) for all 1 ≤ i, j ≤ n, which means that αiδ(a j) = α jδ(ai), 1 ≤ i, j ≤ n.
If δ(g) ⊆ g, then the restriction δ|g can be regarded as a linear endomorphism of g, i.e.,
δ|g ∈ End(g). By Lemma 2.14(a), there is a matrix A = (αi j) ∈ Mn(k) such that δ|g = φA. In
this case, αiδ(a j) = α jδ(ai) 1 ≤ i, j ≤ n, if and only if
αiαl j = α jαli, 1 ≤ i, j, l ≤ n. (24)
Conversely, if a matrix A = (αi j) ∈ Mn(k) satisfies (24), then φA can be uniquely extended
to a τα-derivation of U(g), denoted by δα,A. In particular, if α = 0, δ0,A is a derivation of
U(g) for any A ∈ Mn(k).
Now let H be a generalized Hopf-Ore extension on U(g). By Proposition 2.3, we may
assume that H = U(g)(χα, x, y, δ), where α = (α1, α2, · · · , αn) ∈ k
n, x, y ∈ g and δ is a
τα-derivation of U(g) such that (21) is satisfied for all c ∈ g.
Firstly, assume that x = y = 0 or kx = ky , 0. Then by Corollary 1.12(d), H 
U(g)(χα, 0, 0, δ), a usual Hopf-Ore extension over U(g). By Lemma 2.1 and (21), one
knows that δ(g) ⊆ g. If α , 0, then we may choose a matrix P ∈ GLn(k) such that
α = 1P. In this case, χα = χ1ΦP, and it follows from Corollary 1.12(e) and Lemma 2.7
that H is isomorphic to U(g)(χ1, 0, 0,ΦPδΦP−1). Obviously, ΦPδΦP−1(g) ⊆ g, and hence
ΦPδΦP−1 = δ1,A for some A = (αi j) ∈ Mn(k). Since δ1,A is a τ1-derivation, it follows from
(24) that αl j = 0 for all 1 ≤ l ≤ n and 2 ≤ j ≤ n. Therefore, δ1,A(a1) =
∑n
j=1 α j1a j and
δ1,A(ai) = 0 for all 2 ≤ i ≤ n. Let b = −δ1,A(a1). Then ∆(b) = b ⊗ 1 + 1 ⊗ b. Define
δ′′ : U(g) → U(g) by δ′′(u) = τ1(u)b − bu, u ∈ U(g). Then δ
′′(a1) = τ1(a1)b − ba1 =
(a1 + 1)b − ba1 = b = −δ1,A(a1) and δ
′′(ai) = τ1(ai)b − bai = aib − bai = 0 for all
2 ≤ i ≤ n. Hence δ′′ = −δ1,A, and so U(g)(χ1, 0, 0, δ1,A)  U(g)(χ1, 0, 0, 0) by Propo-
sition 1.11. Let A, B ∈ Mn(k). By Proposition 1.11 and Lemma 2.14(b), one can check
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that U(g)(ε, 0, 0, δ0,A)  U(g)(ε, 0, 0, δ0,B) as generalized Hopf-Ore extensions if and only
if B = λPAP−1 for some λ ∈ k× and P ∈ GLn(k).
Now assume that x, y ∈ g are linearly independent. Then there is an invertible matrix A
in GLn(k) such that ΦA(x) = a1 and ΦA(y) = a2. Since χαΦA−1 = χαA−1 , we have general-
ized Hopf-Ore extension isomorphism U(g)(χα, x, y, δ)  U(g)(χαA−1 , a1, a2,ΦAδΦA−1) by
Corollary 1.12(e). Thus, we may assume that H = U(g)(χα, a1, a2, δ). Then by (21), we
have
∆(δ(ai)) = δ(ai) ⊗ 1 + 1 ⊗ δ(ai) − αia1 ⊗ a2, 1 ≤ i ≤ n.
By Lemma 2.2(a), αi = 0, 1 ≤ i ≤ n. Hence α = 0 and δ(g) ⊆ g. It follows that δ = δ0,A for
some A ∈ Mn(k).
Lemma 2.15. Let A = (αi j), B = (βi j) ∈ Mn(k). Then U(g)(ε, a1, a2, δ0,A) is isomorphic
to U(g)(ε, a1, a2, δ0,B) as a generalized Hopf-Ore extension of U(g) if and only if there
is a matrix P = (pi j) ∈ GLn(k) with pi1 = pi2 = 0 for all 2 < i ≤ n such that B =
(p11p22 − p12p21)
−1PAP−1.
Proof. Suppose U(g)(ε, a1, a2, δ0,A)  U(g)(ε, a1, a2, δ0,B) as generalized Hopf-Ore exten-
sions of U(g). Then by Proposition 1.11 and Lemma 2.14, there is an element b ∈ U(g), a
scale λ ∈ k× and a matrix P = (pi j) ∈ GLn(k) such that ∆(b) = b ⊗ 1 + 1 ⊗ b + λΦP(a1) ⊗
ΦP(a2) − a1 ⊗ a2 and δ0,B = λΦPδ0,AΦP−1 . Hence B = λPAP
−1 and
∆(b) = b ⊗ 1 + 1 ⊗ b + λ
∑n
i, j=1 pi1p j2ai ⊗ a j − a1 ⊗ a2
= b ⊗ 1 + 1 ⊗ b + λ
∑n
i=1 pi1pi2ai ⊗ ai
+(λp11p22 − 1)a1 ⊗ a2 + λp21p12a2 ⊗ a1
+
∑
3≤i≤n λ(p11pi2a1 ⊗ ai + pi1p12ai ⊗ a1)
+
∑
2≤i< j≤n λ(pi1p j2ai ⊗ a j + p j1pi2a j ⊗ ai).
Then by Lemma 2.2(a), we have λ(p11p22 − p12p21) = 1, p11pi2 = pi1p12, 3 ≤ i ≤ n,
and pi1p j2 = p j1pi2, 2 ≤ i < j ≤ n. It follows that pi1 = pi2 = 0 for all 3 ≤ i ≤ n and
λ = (p11p22 − p12p21)
−1.
Conversely, suppose that there is a matrix P = (pi j) ∈ GLn(k) with pi1 = pi2 = 0 for all
2 < i ≤ n such that B = (p11p22 − p12p21)
−1PAP−1. Then by det(P) , 0 and pi1 = pi2 = 0
for all 2 < i ≤ n, one gets p11p22 − p12p21 , 0. Let λ = (p11p22 − p12p21)
−1 and
b = 1
2
λ
∑2
i=1 pi1pi2a
2
i
+ λp12p21a1a2. Then λp11p22 − 1 = λp12p21, δ0,B = λΦPδ0,AΦP−1 and
∆(b) = 1
2
λ
∑2
i=1 pi1pi2(ai ⊗ 1 + 1 ⊗ ai)
2
+λp12p21(a1 ⊗ 1 + 1 ⊗ a1)(a2 ⊗ 1 + 1 ⊗ a2)
=
1
2
λ
∑2
i=1 pi1pi2a
2
i
⊗ 1 + 1 ⊗ 1
2
λ
∑2
i=1 pi1pi2a
2
i
+ λ
∑2
i=1 pi1pi2ai ⊗ ai
+λp12p21a1a2 ⊗ 1 + λp12p211 ⊗ a1a2 + λp12p21a1 ⊗ a2 + λp12p21a2 ⊗ a1
= b ⊗ 1 + 1 ⊗ b + λ
∑2
i=1 pi1pi2ai ⊗ ai
+(λp11p22 − 1)a1 ⊗ a2 + λp21p12a2 ⊗ a1
= b ⊗ 1 + 1 ⊗ b + λ
∑2
i, j=1 pi1p j2ai ⊗ a j − a1 ⊗ a2
= b ⊗ 1 + 1 ⊗ b + λΦP(a1) ⊗ΦP(a2) − a1 ⊗ a2.
It follows from Proposition 1.11 that U(g)(ε, a1, a2, δ0,A)  U(g)(ε, a1, a2, δ0,B) as general-
ized Hopf-Ore extensions of U(g). 
Define a relation ∼ on Mn(k) as follows: for A, B ∈ Mn(k), A ∼ B if and only if there is a
scalar λ ∈ k× and a matrix P ∈ GLn(k) such that B = λPAP
−1. Then ∼ is an equivalence
relation onMn(k). Let Mn(k)/ ∼ be the corresponding set of equivalence classes. Similarly,
define a relation ∼′ on Mn(k) as follows: for A, B ∈ Mn(k), A ∼
′ B if and only if there
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is a matrix P = (pi j) ∈ GLn(k) with pi1 = pi2 = 0 for all 3 ≤ i ≤ n such that B =
(p11p22−p12p21)
−1PAP−1. Then∼′ is also an equivalence relation onMn(k). Let Mn(k)/ ∼
′
be the corresponding set of equivalence classes.
Proposition 2.16. Each generalized Hopf-Ore extension of U(g) is isomorphic to one of
the followings:
(a) U(g)(ε, 0, 0, δ0,A), where A ∈ Mn(k)/ ∼;
(b) U(g)(χ1, 0, 0, 0);
(c) U(g)(ε, a1, a2, δ0,B), where B ∈ Mn(k)/ ∼
′.
Moreover, as generalized Hopf-Ore extensions of U(g), U(g)(ε, 0, 0, δ0,A), U(g)(χ1, 0, 0, 0)
and U(g)(ε, a1, a2, δ0,B) are pairwise non-isomorphic.
Proof. The first claim follows from the discussion above and Lemma 2.15, the second one
follows from Proposition 1.11. 
When n = 2, g is exactly the Lie algebra g1 given in Subsection 2.3. Thus, let n = 2 in
Proposition 2.16, one gets the classifications of the generalized Hopf-Ore extensions of
U(g1) with char(k) = 0. In this case, two matrices A, B ∈ M2(k) satisfy A ∼
′ B if and only
if there is a matrix P ∈ GL2(k) such that B = det(P)
−1PAP−1.
Remark 2.17. Assume that k is an algebraically closed field of characteristic zero. In [9],
author constructed two kinds of connected Hopf algebras A(λ1, λ2, α) and B(λ) and proved
that every connected Hopf algebra of GK-dimension three is isomorphic to one of the fol-
lowing: the enveloping algebra U(g) for a 3-dimensional Lie algebra g, the Hopf algebras
A(0, 0, 0), A(0, 0, 1), A(1, 1, 1), A(1, λ, 0) and B(λ), λ ∈ k. Clearly, one can check that these
Hopf algebras are the generalized Hopf-Ore extensions of the enveloping algebras of some
2-dimensional Lie algebras.
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