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PREVIOUS EXAMINATIONS OF MULTISENSORY processes demonstrated that perception by means of distinct sensory channels not only contributes to the richness of each sensory experience but also improves object detection and recognition (for a review, see Doehrmann and Naumer 2008) . Simple low-level stimulus properties, including temporal correspondence and spatial congruence, mediate multisensory facilitation in auditory and visual modalities. Indeed, a stimulus presented in one sensory modality can facilitate the detection of a spatially coincident stimulus presented in a distinct sensory modality. McDonald et al. (2000) used an auditory cross-modal cueing paradigm to demonstrate that the co-occurrence of an irrelevant sound decreased the speed of detection of a subsequent light when the target light appeared in the same location as the sound. In addition, Diederich and Colonius (2004) provided evidence of faster response times (RTs) to monochromatic lights when they were accompanied by simple tones presented simultaneously or at short intervals before or after target stimuli. Therefore, a temporally synchronized stimulus in one sensory modality facilitates the detectability of another stimulus presented in another sensory modality.
Behavioral facilitation in multisensory contexts capitalizes on the spatial and temporal properties of cross-modal, audiovisual (AV) stimuli as well as their semantic relatedness. The critical stimuli used in the present study included complex sounds and semantically related black-and-white line drawings of animate and inanimate objects. We examined the neural processes that mediate the associations between familiar auditory and visual stimuli, which can be referred to as semantic multisensory integration resembling naturalistic situations of multisensory stimulation. Multisensory integration, in the present context, refers to the neural process by which unisensory signals are combined to form a unique signal that is specifically associated with the cross-modal stimulus. It is operationally defined as a multisensory response, both neural and behavioral, that is significantly distinct from the sum of the responses evoked by the modality-specific component stimuli (cf. Stein et al. 2010) .
Whereas integration of semantically congruent cross-modal stimuli speeds up object detection and recognition, crossmodal conflicts impair performance (Chen and Spence 2010) . Previous research demonstrated the presence of visual dominance during cross-modal conflicts, with ambiguous visual inputs impairing the recognition of complex sounds more than ambiguous auditory information impaired visual object recognition (Laurienti et al. 2004; Yuval-Greenberg and Deouell 2009) . Furthermore, studies from Spence and colleagues (Hartcher-O'Brien et al. 2008; Koppen et al. 2008; Spence 2007a, 2007b; Sinnett et al. 2007 Sinnett et al. , 2008 reported longer RTs following cross-modal stimuli when participants were required to detect the presence of simple tones embedded within cross-modal presentations. These findings further support the interference of the more dominant visual sensory modality on the detection of auditory targets.
To date, few studies have examined the effects of both multisensory facilitation and competition on performance. Sinnett et al. (2008) showed that presentations of complex sounds alongside visual objects can either speed up or slow down RTs depending on task demands. Participants were significantly faster to detect visual targets when they were embedded within cross-modal presentations than when they were presented alone. However, when required to identify complex sounds that were either presented in isolation or as cross-modal pairs, participants were significantly slower to respond to crossmodal stimuli compared with unimodal ones.
Given the behavioral advantages of multisensory integration and the performance decreases following cross-modal conflicts, more research is required to determine whether a common network of brain regions is responsible for processing cross-modal conflict compared with multisensory facilitation processes. Furthermore, more research is required to determine the extent to which multisensory processes are modulated by the degree of semantic correspondence between visual and auditory stimuli. Thus, in the present study, we used magnetoencephalography (MEG) recordings to investigate the neural mechanisms underlying both multisensory facilitation and cross-modal conflict during the presentation of complex sounds and semantically related black-and-white line drawings of animate and inanimate objects.
Noninvasive electrophysiological studies in humans that used semantically related AV stimuli and contrasted crossmodal with unimodal stimulus presentations demonstrated modulations of both early and late event-related related potentials (ERPs) over both sensory-specific and modality-independent cortical areas (e.g., Molholm et al. 2004; Yuval-Greenberg and Deouell 2007) . For instance, recent studies found increases in the visual N1 waveform at occipital sites for cross-modal presentations compared with unimodal ones (Molholm et al. 2004; Yuval-Greenberg and Deouell 2007) . YuvalGreenberg and Deouell (2007) also examined oscillatory gamma-band activity (30 -70 Hz) in response to cross-modal stimuli using a name verification task of naturalistic objects. Early and late gamma-band activity at 90 and 260 ms, respectively, was associated with low-level feature integration and higher level object representation. Similarly, using a perceptual decision task, Schneider et al. (2008) found enhanced gamma-band activity between 120 and 180 ms in response to semantically congruent relative to semantically incongruent cross-modal pairs of common objects.
There is increasing evidence that meaning and semantic relatedness play an important role in multisensory integration. For instance, Senkowski et al. (2007) compared the effects of natural and abstract stimuli reflecting motion. Participants were presented with a random stream of naturalistic and abstract video clips and static target stimuli. Each stimulus class consisted of unimodal auditory, unimodal visual, and cross-modal presentations. The participants' task was to count the target stimuli embedded within the natural and abstract stimulus classes. Only the former showed evidence of early multisensory integration within 120 ms after stimulus onset. Furthermore, naturalistic motion represented by AV presentations engaged occipital, temporal, and frontal regions. Murray et al. (2004) , on the other hand, demonstrated the efficacy of cross-modal stimuli on subsequent memory recall by showing that visual images were more likely to be remembered when they were previously presented along with semantically related complex sounds than when they were presented only in the visual modality. Cross-modal presentations, in this case, led to increases in cortical activity in the right lateral occipital complex (LOC), which has been previously linked to visual object recognition (Malach et al. 1995) .
Electrophysiological research of semantic cross-modal conflicts has focused primarily on conflicts regarding the phonetic perception of speech. Whereas congruent articulatory gestures significantly speed up auditory processes related to speech (van Wassenhove et al. 2005) , incompatible visual input can greatly impair speech perception. The most documented case of crossmodal conflict during speech is the McGurk effect (McGurk and MacDonald 1976) , in which incongruent or temporally asynchronous visual representations of speech modify the auditory percept phonetically (McGurk and MacDonald 1976) .
Several MEG studies (e.g., Kaiser et al. 2005; Nishitani and Hari 2002) showed oscillatory gamma-band activity in response to McGurk-like stimuli beginning in the posterior parietal scalp region at 160 ms and extending over occipital and temporal-to-inferior frontal regions between 200 and 320 ms. To determine the brain regions that are chiefly involved in multisensory integration during speech, previous studies used transcranial magnetic stimulation (TMS) and temporally perturbed task-related neural activity. Disruption of posterior parietal activity 200 ms after stimulus onset impaired AV integration of tones and shapes (Pourtois and de Gelder 2002) . In addition, TMS applied to the superior temporal sulcus (STS) significantly reduced the McGurk effect within 100 ms after auditory syllable onset (Beauchamp et al. 2010) .
With respect to semantically incongruent combinations of nonspeech sounds and visual objects, large negative amplitude deflections were captured 390 ms after stimulus onset (Molholm et al. 2004 ). This ERP pattern resembled the N400 component, which was previously implicated in semantic mismatch processing of objects in linguistic contexts (Kutas and Federmeier 2000) . Although the effects of cross-modal incongruence were not explicitly examined, recent functional magnetic resonance imaging (fMRI) studies suggested that cingulate and inferior frontal cortices were recruited during semantic conflicts (Laurienti et al. 2003; Van Petten and Luka 2006) .
In the present study, we investigated the effects of both multisensory facilitation and semantic cross-modal conflicts in sensory-specific and modality-independent brain regions. We predicted that the integrated neural signal would be larger and, most importantly, that multisensory processes would engage a distinct set of brain regions than each of the responses evoked by the modality-specific component stimuli. We considered it to be a principled prediction that multisensory integration processes are not simply the linear combination of unisensory responses. Recent multiple cell recording studies (Molholm et al. 2006) and functional neuroimaging studies in humans (Baumann and Greenlee 2007; Bishop and Miller 2008; Calvert et al. 2001; Grefkes et al. 2002; Macaluso et al. 2004; Moran et al. 2008) showed that cross-modal stimuli not only elicited increased activity in sensory-specific cortices but also activated a distinct network of posterior parietal brain regions, including the inferior parietal sulcus (IPS), the inferior parietal lobule (IPL), and the superior parietal lobule (SPL).
All conditions used in the present study included both unimodal and cross-modal presentations of familiar complex sounds and visual objects. Behavioral multisensory facilitation effects that capitalize on the semantic relatedness of crossmodal stimuli were assessed by asking participants to categorize stimuli based on their animacy (i.e., living vs. nonliving objects). Conversely, both behavioral and neural responses to cross-modal conflicts were examined by requiring participants to detect the level of semantic correspondence between auditory and visual stimuli embedded within cross-modal presentations that were either semantically congruent or incongruent. We were particularly interested to compare multisensory integration processes in conditions of semantic congruence and behavioral facilitation to multisensory processes in conditions containing cross-modal semantic conflict and reductions in performance.
MATERIALS AND METHODS

Participants
Eighteen young adults (9 males, ages 19 -25 yr, mean Ϯ SD: 24.17 Ϯ 3.9 yr), all right-handed with healthy neurological histories, normal to corrected-to-normal vision and hearing, and an average of 16.39 yr of education, participated in this study. The study was approved by the joint Baycrest Centre-University of Toronto Research Ethics Committee, and the rights and privacy of the participants were observed. All participants gave formal informed consent before the experiment and received monetary compensation for participation.
Stimuli
Stimuli were selected to have semantically congruent auditory and visual representations. Two types of stimuli, animate and inanimate, were used in the study. Items were selected from four distinct categories: 1) animals, 2) musical instruments, 3) automobiles, and 4) household objects. The first category of stimuli was labeled as "animate," whereas the remaining three categories were considered "inanimate" objects.
Black-and-white line drawings, selected from the Snodgrass and Vanderwart (1980) , served as the visual stimuli. All visual stimuli were matched according to size (in pixels), brightness, and contrast. Participants sat in an upright position and viewed the visual stimuli on a back-projection screen that subtended ϳ30 degrees of visual angle when they were seated 70 cm from the screen. Semantically related nonspeech, complex sounds were matched in terms of loudness by computing the mean root mean square value. Each complex sound was assigned the mean amplitude; thus louder sounds were reduced, whereas softer ones were amplified. Complex sounds were delivered binaurally at an intensity level of 60 dB HL based on the audiometric mean across both ears. Binaural auditory stimuli were presented via an OB 822 Clinical Audiometer through ER30 transducers (Etymotic Research, Elk Grove, IL) and connected with a 1.5-m length of matched plastic tubing and foam earplugs to the participants' ears.
Complex sounds and line drawings were paired to create crossmodal congruent stimulus combinations in which the AV stimuli matched semantically (e.g., picture of a lion paired with the sound of a roar or picture of an ambulance car paired with a siren). Incongruent cross-modal stimulus combinations, on the other hand, were created by randomly pairing complex sounds with visual objects from distinct categories; thus a complex sound or a picture from the animate category was always paired with a picture or complex sound from the inanimate category. In summary, four stimulus types were employed: 1) auditory unimodal (A), 2) visual unimodal (V), 3) cross-modal congruent (AVϩ), and 4) cross-modal incongruent (AVϪ).
To ensure that the complex sounds were easily nameable and identifiable, we assessed accuracy values and RTs for each stimulus exemplar in an initial behavioral pilot. Five young adults (mean age: 26 yr) participated in this initial pilot. Complex sounds were excluded if detection accuracy levels fell below 75% and RTs exceeded 2 SD above the mean RT values for each individual subject. Furthermore, after behavioral testing, we also asked participants to rate complex sounds based on their recognizability. On the basis of the behavioral findings and the postexperiment questionnaire results, we excluded several complex sounds along with their visual counterparts. Thus, for each animate or inanimate category, 30 different exemplars from each sensory modality (auditory and visual) were selected because they were unambiguously categorized. See Table 1 for a complete list of the visual and auditory stimuli used in the experiment. In total, 60 animate stimuli (30 auditory and 30 visual) and 60 inanimate stimuli (30 auditory and 30 visual) were used.
Procedure
Each stimulus or stimulus pair was presented for 400 ms; for the auditory stimuli, the 400-ms interval also included a 5-ms fall and rise time. The time interval between the end of the stimulus presentation and the beginning of the next trial varied between 2 and 4 s (equiprobable). See Fig. 1 for an illustration of the paradigm.
Multisensory facilitation, the RT gain following semantically congruent AV stimuli, was assessed using a simple detection and a feature classification task. During the detection task, participants were instructed to respond (left index finger response) as quickly as possible to any trial type: unimodal A, unimodal V, cross-modal congruent (AVϩ), and cross-modal incongruent (AVϪ). Forty random presentations of each stimulus type and a total of 160 trials were used in this condition. Therefore, because we used 30 exemplars for each trial type, certain auditory or visual stimuli were presented more than once.
In the semantic classification task, participants were required to make animacy or inanimacy judgments following unimodal A, unimodal V, and cross-modal congruent AVϩ trial types (left index and middle finger responses for animate and inanimate judgments, respectively). The correspondence between the response keys and the type of stimulus presentation was counterbalanced between participants. Forty randomized presentations of each stimulus type and a total of 120 trials were used in this condition.
To assess cross-modal conflicts, we asked participants to indicate whether auditory and visual signatures within cross-modal presentations were semantically congruent or not. As such, in the congruency task, participants discriminated between congruent and incongruent cross-modal presentations by pressing one of two responses (left index and middle finger response keys). Forty random presentations of each stimulus type were used. The correspondence between the response keys and the type of stimulus presentation was counterbalanced between participants to control for any finger dominance effects on response latencies.
Presentation software (version 10.3; Neurobehavioral Systems, San Francisco, CA; http://www.neurobs.com/) was used to control visual and auditory stimulus delivery and to record participants' response latency and accuracy.
MEG Recordings
The MEG was recorded in a magnetically shielded room at the Rotman Research Institute, Baycrest Centre, using a 151-channel whole head neuromagnetometer (OMEGA; VSM Medtech, Vancouver, Canada). MEG collection was synchronized to the onset of each visual stimulus by recording the luminance changes of the screen with a photodiode. With respect to the auditory stimuli, the MEG data collection was synchronized to the onset of the auditory sound envelope.
Participants' head positions within the MEG scanner were determined at the start and at the end of each recording block using indicator coils placed on nasion and bilateral preauricular points. These fiducial points established a head-based Cartesian coordinate system for preprocessing and analysis of the MEG data. Three participants were eliminated from the analysis due to excessive head motion during the MEG scan. Thus MEG data from a total of 15 participants were preprocessed and subsequently analyzed.
Neuromagnetic activity was sampled at a rate of 1,250 Hz and was recorded continuously in 6 experimental blocks (i.e., 3 experimental conditions repeated once) of 15 min recording time each. Participants took a minimum 5-min break between each block. We divided the conditions into 15-min blocks to maximize the total number of trials for each condition while also keeping the blocks short to minimize the amount of head motion in the MEG scanner. The simple detection condition was always presented first; however, the order of the rest of the experimental condition blocks was randomly assigned to each participant.
MEG Preprocessing
Third-gradient noise correction was applied to the continuous MEG data. Afterwards, the MEG data were parsed into epochs including a 200-ms prestimulus and 1,000-ms poststimulus activity window, and DC offsets were removed from the entire epoch. Finally, MEG data were band-pass filtered between 0.1 and 55 Hz and averaged across all trial types.
Neuromagnetic activity was also coregistered to each participant's individual structural MRI. To constrain the sources of activation to each participant's head shape and structural anatomy, we acquired MRI scans for each participant using a 3.0T Siemens Tim MAGNE-TOM Trio MRI scanner (syngo.MR software; Siemens Medical, Erlangen, Germany) with 12-channel head coil. All participants' structural MRIs and MEG source data were spatially normalized to the Talairach standard brain using Analysis of Functional Neuroimaging software (AFNI; Cox 1996) .
MEG Data Analysis
Event-related SAM analysis. The "nonlinear beamformer" or synthetic aperture magnetometry (SAM) technique was used to model the source of the measured magnetic field (Robinson and Vrba 1998; Sekihara et al. 2001 ). SAM minimizes power or the variance of the measured MEG signals such that signals emitted from sources outside each specified voxel are suppressed (Brookes et al. 2007; Cheyne et al. 2007 ). This enables one to display simultaneously active sources at multiple sites, provided that they are not perfectly synchronized. To obtain spatial precision without integrating power over long temporal windows, we used an event-related version of the SAM analysis technique, event-related SAM or ER-SAM, introduced by Cheyne et al. (2006) to identify evoked brain responses from unaveraged singletrial data.
Despite their advantages in terms of spatial resolution and localization accuracy, the performance of beamformers can be reduced in the presence of sources with high temporal correlations. However, beamformers used to localize time-locked brain activity, including ER-SAM, have been shown to be fairly robust in the presence of sources with small to moderate correlations, exhibiting only small decreases in amplitude in the presence of such sources (Gross et al. 2001; Hadjipapas et al. 2005; Sekihara et al. 2002) . It is important to consider, however, that the proximity between highly correlated sources may reduce estimated power in such sources. Quraan and Cheyne (2010) used simulations of fully correlated bilateral sources in the auditory cortex as well as correlated bilateral sources in striate and extrastriate areas with random Gaussian noise and demonstrated that source cancellations were less likely to occur at signal-to-noise levels typical of neural sources in current MEG systems. Another reason for selecting ER-SAM over more traditional beamformers is that it can localize sources that are time-locked to stimulus events even in the presence of artifacts and instrumental noise (Cheyne et al. 2007 ). , 2) unimodal auditory (A; example, sound of a "roar"), 3) cross-modal congruent or simultaneous auditory and visual stimuli that were matched semantically (AVϩ; example, picture of a bird matched with a corresponding "chirp" sound), and 4) cross-modal incongruent or simultaneous auditory and visual stimuli that were semantically mismatched (AVϪ; example, picture of a lion matched with a "siren" sound). Each stimulus or stimulus pair was presented for 400 ms; for the auditory stimulus, the 400-ms interval also included a 5-ms fall and rise time. The time interval between the end of the stimulus presentation and the beginning of the next trial (ITI) varied between 2 and 4 s (equiprobable).
Similarly to previous beamforming approaches, the ER-SAM analysis uses the individual trials of each condition and the forward solution for modeling optimal current direction to calculate a spatial filter for each voxel using the minimum-variance beamforming algorithm (Cheyne et al. 2006) . The spatial filter we used included 72 brain regions of interest adapted from the regional map coarse parcellation scheme of the cerebral cortex proposed by Kotter and colleagues (Bezgin et al. 2008; Kotter and Wanke 2005) . See Table 2 for a complete listing of the brain regions used with their respective Talairach coordinates. Each brain region was defined by a threedimensional position vector and consisted of a unique set of sensor coefficients that constituted a weighting matrix. Thus all brain regions were constrained to be the same size.
The MEG data were then projected through this spatial filter to give a measure of current density, as a function of time, in the target brain region. Because this source time series was calculated using a weighted sum of the MEG sensors, it had the same millisecond time resolution as the original MEG sensor data. To enhance the spatial precision of this technique, we used the participants' structural MRIs to constrain the ER-SAM images to each participant's individual MRI and to allow for spatial normalization and group averaging in stereotaxic space. The individual functional maps were overlaid on the individual participant's MRI based on coregistration with the indicator coils placed on the nasion and bilateral preauricular points. The functional data were then transformed to the standard TalairachTournoux space using the same transformation applied to the structural MRI (AFNI software; Cox 1996) .
PLS analysis. We used partial least squares (PLS) analysis (McIntosh et al. 1996) to examine neuromagnetic brain activity across all 72 brain regions of interest as a function of task demands, namely, multisensory facilitation and cross-modal conflict. The term "partial least squares" refers to the computation of an optimal squares fit to part of a covariance structure that is attributable to the experimental manipulations. PLS applied to MEG data is conceptually analogous to the analysis of MEG difference waveforms, because it identifies task-related differences in amplitude across all MEG sources by deriving the optimal least squares contrasts that code for the task differences. Because PLS performs this computation across the entire dataset in time and space simultaneously, there is no need to specify a priori MEG sources or time intervals for the analysis.
In the original version of PLS, singular value decomposition (SVD) was used to identify the strongest effects in the data. For several analyses discussed in this study, we used a nonrotated version of task PLS, in which a priori contrasts restricted the spatiotemporal patterns derived from PLS. This version of PLS has the advantage of allowing direct assessment of hypothesized experimental effects. Task differences were examined across the entire epoch, including the prestimulus baseline (Ϫ0.2 s) and the poststimulus interval (1 s).
The relationship between two sets of matrices is analyzed: the first pertains to the experimental design (or to the performance measures), whereas the second contains MEG source activity across all time points. The relationship between the two blocks of data is stored in a cross-product matrix. Application of SVD decomposes this matrix into three new matrices: 1) task saliences, 2) singular values, and 3) source saliences. The task saliences indicate the experimental design profiles that best characterize the given matrix. The source saliences reflect the MEG sources that characterize the corresponding task pattern across space (expressed across a collection of MEG sources) and time (expressed across all time points included in the analysis). Task and source saliences are linked together via singular values, which represent the square root of the eigenvalues. The cross-product between the task saliences and original matrix creates "brain scores," which reflect the expression of the task contrast across all participants (see Figs. 4 -7) .
Statistical assessment. For statistical assessment of task effects, two complementary resampling techniques were employed. First, permutation tests assessed whether the task saliences were significantly different from random noise. Second, the reliability of each source contribution was assessed using a bootstrap estimation of standard errors for the MEG source saliences. The primary purpose of the bootstrap is to determine those portions of the source waveforms that show reliable experimental effects across subjects. Importantly, with the use of bootstrap estimation of standard errors, no correction for multiple comparisons was necessary, because the source saliences were calculated in a single mathematical step on the whole brain at once (McIntosh et al. 1996; McIntosh and Lobaugh 2004) . These two resampling techniques provide complementary information about the statistical strength of the task effects and its reliability across participants. Statistical evaluation of task effects was performed using an optimal number of 500 permutations (cf. Nichols and Holmes 2002) and 300 bootstrap iterations (cf. Efron and Tibshirani 1986; McIntosh et al. 1996) .
RESULTS
Behavioral Results
Performance accuracy. In the simple detection condition, accuracy levels were at ceiling in all four trial types (i.e., AVϩ, AVϪ, A, and V). In the animacy condition, a larger number of errors were observed for unimodal A compared with AVϩ and unimodal V trial types [F(2,13) ϭ 207.33, P Ͻ 0.001]. Furthermore, in the congruency condition, participants showed more false alarms in response to AVϩ trial types. In other words, participants were more likely to classify AV stimuli as incongruent in cases of semantic congruence [F(1,14) ϭ 131.81, P Ͻ 0.0001]. See Table 3 for means and SD values in the three conditions and four trial types.
Response times. MULTISENSORY FACILITATION. Only correct responses were used in the RT data analysis. In multisensory facilitation conditions (simple detection and semantic classification), RTs were analyzed using a 2 ϫ 3 repeated-measures analysis of variance (ANOVA) in which trial type (i.e., A, V, and AVϩ) and condition (i.e., simple detection and semantic classification) were the within-subject factors. First, a main effect of condition was observed [F(1, 14) ϭ 478.96, P Ͻ 0.001] with RTs for semantic classification conditions being longer (mean Ϯ SD: 657 Ϯ 17 ms) than RTs in the simple detection condition (289 Ϯ 14 ms). Second, a main effect of trial type was identified [F(2, 28) ϭ 135.83, P Ͻ 0.001] with unimodal A trial types showing significantly longer RTs than unimodal V and cross-modal trial types across all three conditions (see Table 3 for means Ϯ SD values in each condition and trial type; Fig. 2, A and B) .
Finally, an interaction between conditions and trial types was also found [F(2, 28) ϭ 29.90, P Ͻ 0.0001] reflecting significant behavioral facilitation to cross-modal compared with unimodal A presentations in both semantic classification and simple detection conditions (see Table 4 for an overview of the repeated-measures ANOVA results). In the simple detection condition, post hoc t-tests suggested that RTs to unimodal V trial types were also significantly slower than RTs to AVϩ trial types (t ϭ 11.47, P Ͻ 0.001) and RTs to AVϪ trial types (t ϭ 11.35, P Ͻ 0.001). In conclusion, multisensory facilitation was captured across both auditory and visual modalities in the simple detection condition and in the auditory modality only in the semantic classification condition.
CROSS-MODAL CONFLICTS. We examined the effects of crossmodal incongruence on performance by comparing congruent (AVϩ) and incongruent (AV-) trial types in both simple detection and congruency conditions. In the detection condition, we expected to find no differences between congruent and incongruent presentations. However, in the congruency condition, we anticipated that RTs would be slower as participants were required to assess the degree of mismatch between the auditory and visual stimuli embedded within cross-modal presentations.
We found a significant interaction between trial types and conditions [F(1,14) ϭ 37.39, P Ͻ 0.001]. As predicted, crossmodal congruent and incongruent trial types did not differ in the simple detection condition; however, in the congruency condition, incongruent compared with congruent trial types exhibited significantly longer RTs (Fig. 2C ). In the congruency condition, post hoc t-tests revealed significant differences between congruent and incongruent AV trial types [t(14) ϭ 6.19, P Ͻ 0.0001]. Participants were slower to respond to incongruent AV trial types by ϳ140 ms. Although they were slower, participants were also more accurate in categorizing incongruent compared with congruent presentations. Because we were primarily interested in task differences in RTs, we instructed participants to respond as fast as possible to each stimulus type. Thus, in the congruency condition, responses to congruent AV stimuli were faster, but also less accurate, than incongruent ones. Performance accuracy was 4% lower in congruent compared with incongruent trials (t ϭ 11.4, P Ͻ 0.0001) averaging at 85% and 89%, respectively.
Cumulative distribution functions.
To investigate the behavioral effects of multisensory integration further, we contrasted cross-modal trial types (i.e., AVϩ and AV-) against the inequality model proposed by Miller (1982) . The group-averaged probability for each cross-modal trial type was analyzed against the predictions of the model based on the unimodal Coordinates are included for the 72 brain regions of interest adapted from the regional map coarse parcellation scheme of the cerebral cortex proposed by Kotter and Wanke (2005) . Brodmann areas (BA) were determined using the brain atlas of Talairach and Tournoux (1988) , because these landmarks provide more meaningful representations of the magnetoencephalography source locations. Values are percentages for accuracy and milliseconds for response time (RT) for unimodal auditory (A), unimodal visual (V), cross-modal congruent (AVϩ), and cross-modal incongruent (AVϪ) trial type statistics. distributions. We generated subject-specific cumulative distribution functions (CDFs) for each trial type by dividing the time series into smaller, 5-ms time bins, similar to the procedure used by Laurienti and colleagues under similar task demands (Laurienti et al. 2006; Peiffer et al. 2007 ). The race model CDF was generated for each subject and averaged at each time bin. Paired t-tests were used to compare multisensory responses against the statistical facilitation predictions of the race model based on the unimodal RT distributions for each participant. In the simple detection condition, the probability of detecting faster RTs following cross-modal presentations exceeded the probability predicted by statistical facilitation associated with redundant unisensory stimuli (t ϭ 69.92, P Ͻ 0.001). Similarly, in the semantic classification condition, multisensory responses were also faster than those predicted by the race model (t ϭ 19.25, P Ͻ 0.003). Note that the probabilities of detecting shorter RTs in AVϩ trials were not larger than the probabilities of detecting short RTs in unimodal visual trials in the semantic classification condition, further indicating that semantic classification of visual objects does not benefit from concurrent auditory presentations (see Fig. 3B ).
MEG Results
Multisensory processing. In both simple detection and semantic classification conditions, significant differences between cross-modal and unimodal auditory presentations were detected [first-order latent variable (LV1) ϭ 48.94, P Ͻ 0.001; Fig. 4A ]. Multisensory integration, or increased MEG source activity in response to cross-modal compared with unimodal auditory stimuli, was captured in the left temporal pole (BA 38) and the left angular gyrus (BA 39) between 100 -300 and 200 -400 ms, respectively (Fig. 4B) . Cross-modal and unimodal V trial types also differed significantly (LV1 ϭ 52.43, P Ͻ 0.001; Fig. 4C ). Multisensory processes were captured in the left cuneus (BA 18) and the left IPL (BA 40) between 100 -300 and 200 -400 ms, respectively, with these sources showing larger amplitude modulations to cross-modal stimuli compared with visual ones. (Fig. 4D) .
Our initial prediction that posterior parietal cortices responded preferentially to cross-modal trial types was also supported by an analysis that compared cross-modal (AVϩ and AVϪ) with unisensory presentations (LV1 ϭ 44.96, P Ͻ 0.05; Fig. 5A ). When comparing cross-modal stimuli with their respective unisensory components, we found evidence of multisensory integration in the left precuneus (BA 7) and the right primary motor cortex (BA 4) between 100 -200 and 300 -600 ms after stimulus onset, respectively (Fig. 5B) .
EFFECTS OF SEMANTIC EVALUATION. The multisensory integration neural processes described above were captured in both Values are results of repeated-measures analysis of variance (ANOVA) and other descriptive statistics as indicated. df, Degrees of freedom. Fig. 3 . Cumulative probability density function (CDF) for cross-modal trial types and multisensory responses predicted by the race (or inequality) model. Multisensory and calculated (predicted) race model CDFs are shown. Multisensory responses were faster than those predicted by the race model in both detection (A) and semantic classification conditions (B). Note that in the semantic classification condition, multisensory facilitation was only detected when auditory stimuli were accompanied by visual ones, rather than vice versa. simple detection and semantic classification conditions. In the semantic classification condition, increased amplitude modulations in response to semantically congruent cross-modal stimuli were observed in a distinct set of brain regions. In addition to multisensory responses in sensory-specific and posterior parietal brain regions, increased activity in posterior cingulate and superior temporal cortices were observed as participants were required to classify cross-modal trial types into animate and inanimate categories (LV1 ϭ 48.13, P Ͻ 0.05; Fig. 6A ). The posterior cingulate cortex and the left STS showed larger amplitudes in response to AVϩ trial types between 100 -300 and 500 -700 ms, respectively (Fig. 6B) .
The effects of semantic classification across cingulate and superior temporal regions were specific to semantically congruent cross-modal presentations. The specificity of cingulate and temporal activity in response to cross-modal stimuli was tested explicitly by assessing the impact of semantic categorization on unisensory processing. In visual-only trial types, there was a trend toward increased activity in the left fusiform gyrus as participants classified pictures into animate or inanimate categories. A similar trend was observed in the auditory modality in the insula. These differences, however, were not significant by permutation tests. Thus we concluded that posterior cingulate and left STS activity between 100 -300 and 500 -700 ms was specific to cross-modal presentations in the semantic classification condition.
EFFECTS OF CROSS-MODAL CONFLICT. Compared with the multisensory facilitation effects in the simple detection conditions, performance decreases were observed in AVϩ and AVϪ trials as participants were required to determine the degree of con- Fig. 4 . Cross-modal compared with unimodal auditory (A and B) and unimodal visual processing (C and D) in multisensory facilitation conditions. The source waveforms were derived from the Talairach coordinates displayed at left. The bootstrap ratios above the source waveforms reflect the positive expression of the task contrast (A and C), i.e., larger amplitude modulations for cross-modal compared with unimodal auditory and unimodal visual trial types. The left temporal pole and angular gyrus (AG) showed increased activity in response to cross-modal compared with unimodal auditory trial types between 100 -300 and 200 -600 ms, respectively (B). The left cuneus and inferior parietal lobule (IPL) showed increased activity in response to cross-modal compared with unimodal visual trial types between 100 -300 and 200 -400 ms (D). gruency between auditory and visual targets. We observed significant differences between cross-modal trial types in the simple detection and the congruency conditions (LV1 ϭ 55.25, P Ͻ 0.001; Fig. 7A ). Large-amplitude modulations extending between 200 -400 and 500 -1,000 ms after stimulus onset were captured in the congruency condition when participants were required to determine whether cross-modal presentations matched semantically.
Cortex Fig. 6 . Effects of semantic feature categorization on multisensory processing. The source waveforms were derived from the Talairach coordinates displayed at left. The bootstrap ratios below the source waveforms reflect the negative expression of the task contrast (A), i.e., larger amplitude modulations for cross-modal trial types in the semantic classification condition compared with cross-modal trial types in the simple detection condition. The medial posterior cingulate and left superior temporal sulcus showed increased activity in response to cross-modal trial types in the semantic classification condition between 100 -300 and 500 -700 ms (B). Fig. 7 . Effects of cross-modal conflict on multisensory processing. The source waveforms were derived from the Talairach coordinates displayed at left. The bootstrap ratios below the source waveforms reflect the negative expression of the task contrast (A), i.e., larger amplitude modulations for cross-modal trial types in the congruent condition compared with the simple detection condition, and larger amplitudes for incongruent compared with congruent trial types. The left parahippocampal cortex (PHC), dorsomedial prefrontal cortex (PFC), premotor cortex (PMC), and bilateral orbitofrontal cortex (OFC) showed increased activity in response to cross-modal trial types in the congruency condition between 200 -500 and 600 -1,000 ms (B).
The left parahippocampal cortex (PHC) and the left dorsomedial prefrontal cortex (PFC) showed large amplitude modulations between 200 -400 and 400 -600 ms in response to AVϩ and AVϪ trial types in the congruency condition compared with the simple detection condition (Fig. 7B) . Furthermore, the bilateral orbitofrontal cortex (BA 11) and the left dorsolateral premotor cortex (PMC) were also associated with cross-modal presentations in the congruency condition between 400 -600 and 600 -1,000 ms (Fig. 7B) . Source activity in the left dorsolateral PMC was positively correlated with RTs across all trial types in the congruency condition between 500 and 1,000 ms after stimulus onset (r ϭ 0.942, 0.945, 0.71, and 0.82, P Ͻ 0.001, in AVϩ, AVϪ, A, and V trial types, respectively).
Within the congruency condition, we also observed differences between congruent and incongruent trial types (LV1 ϭ 41.98, P Ͻ 0.05; Fig. 8A ). The left dorsomedial PFC and the left centrolateral PFC showed larger responses to incongruent compared with congruent trial types between 100 and 300 ms (Fig. 8B ).
DISCUSSION
Behavior Results
Multisensory facilitation at the behavioral level was observed in simple detection and semantic classification conditions with faster RTs and improved accuracy for cross-modal compared with unimodal trial types. Multisensory responses in both simple detection and semantic classification conditions also exceeded the responses predicted by the race model (cf. Fig. 3 ). In the semantic classification condition, however, the presentation of the visual target facilitated auditory object recognition, but not vice versa. Although motor performance was slower for unimodal A compared with cross-modal trial types, no significant differences between the unimodal visual and cross-modal trial types were observed. Indeed, previous studies demonstrated an asymmetry between auditory and visual stimuli with increased dominance of vision over auditory perception during object recognition tasks. As demonstrated previously, concurrent visual presentations helped disambiguate auditory object processes more than vice versa (Jaekl and Harris 2009; Yuval-Greenberg and Deouell, 2009) .
Although the behavioral results in the semantic classification condition indicate dominance of vision over audition, recent ERP studies suggest that, similarly to the visual sensory modality, auditory animacy judgments begin within 100 ms after stimulus onset (Murray et al. 2006) . Similarly, Thorpe et al. (1996) showed that animacy judgments of visual objects increase neural activity in sensory-specific areas 100 ms after stimulus presentation.
In the congruency condition, which assessed the effects of cross-modal semantic relatedness on classification performance, slower RTs and an increased number of false alarms were observed in response to congruent presentations relative to incongruent ones. When they were faster, participants were also more likely to judge cross-modal stimuli as congruent. Similar to previous behavioral findings (cf., Laurienti et al. 2003 Laurienti et al. , 2004 Noppeney et al. 2008) , even after incorrect trials were excluded, RTs to congruent presentations continued to be significantly faster than RTs to incongruent presentations.
Distinct Effects of Multisensory Facilitation and Cross-Modal Conflict on Neuromagnetic Activity
MEG recordings and ER-SAM analysis allowed us to examine multisensory processes both temporally and spatially. We observed evidence of multisensory integration across sensory-specific and posterior parietal sources in both auditory and visual modalities. These spatiotemporal patterns were captured in both simple detection and semantic classification conditions. Within 100 -200 ms after stimulus onset, cross-modal stimuli, compared with unimodal stimuli, elicited increased amplitude modulations in left posterior parietal cortices, including the left precuneus, left angular gyrus, and the left IPL. MEG source activity in the left temporal pole and angular gyrus increased in response to cross-modal presentations relative to unimodal auditory presentations. Although we observed significant sensory modality differences in performance, the timing of multisensory responses did not differ between auditory and visual modalities. Similar to the auditory modality, larger amplitudes to cross-modal compared with unimodal visual trial types extended between 100 -300 and 200 -400 ms. In addition, examination of multisensory responses against the responses evoked by both modality-specific components revealed enhanced activity in the left posterior parietal sources, including the left precuneus, and the right motor cortex between 100 and 400 and at 100 ms, respectively, in response to cross-modal stimuli.
Posterior parietal activity has been previously linked to multisensory processing. Neuroimaging studies using fMRI recordings to examine multisensory integration processes Fig. 8 . Congruent compared with incongruent cross-modal matching. The source waveforms were derived from the Talairach coordinates displayed at left. The bootstrap ratios below the source waveforms reflect the negative expression of the task contrast (A), i.e., larger amplitude modulations for cross-modal trial types in the congruent condition compared with the simple detection condition, and larger amplitudes for incongruent compared with congruent trial types. The left dorsomedial PFC and the left centrolateral PFC showed increased activity to incongruent compared with congruent trial types between 100 and 300 ms (B).
showed that posterior parietal regions including IPS, the IPL (BA 40), and the SPL (BA 39) responded preferentially to cross-modal compared with unimodal presentations (Baumann and Greenlee 2007; Bishop and Miller 2008; Calvert et al. 2001; Grefkes et al. 2002; Macaluso et al. 2004; Moran et al. 2008) . Previous ERP studies also found early-amplitude deflections across sensory-specific channels and late-amplitude deflections in parietal scalp regions during the presentation of semantically and spatially congruent AV stimuli (Giard and Peronnet 1999; Teder-Salejarvi et al. 2002 .
Although multisensory processes were captured bilaterally in posterior parietal cortices, the difference between crossmodal and unimodal trial types was larger and more stable across participants in the left hemisphere. This left hemispheric bias in posterior parietal activity during multisensory processing is not uncommon. There is growing evidence that when cross-modal activation patterns are not found bilaterally, they are usually observed in the left hemisphere (cf. Baumann and Greenlee 2007; Calvert et al. 2001; Grefkes et al. 2002; Molholm et al. 2006) .
In addition to increased amplitude modulations associated with cross-modal stimuli, we also demonstrated that activity in cingulate and superior temporal regions increased 100 and 500 ms after stimulus onset as participants were required to determine which cross-modal pairs pertained to animate or inanimate categories. These MEG source activation patterns were specific to cross-modal trial types, because they were not detected when contrasting unisensory responses across simple detection and semantic classification conditions. Previous neuroimaging studies also showed that simultaneously presented complex sounds and semantically-related visual stimuli recruited anterior cingulate and adjacent medial prefrontal cortices (Laurienti et al. 2003) . Furthermore, consistent with our current results, Beauchamp et al. (2004) and van Atteveldt et al. (2010) showed that blood oxygen leveldependent activity in the posterior STS and the superior temporal cortex was specifically associated with the processing of familiar, semantically related cross-modal stimuli. The present study extends this line of research by demonstrating that neural activity related to semantic feature classification begins 100 ms after stimulus onset in cingulate regions and extends to superior temporal regions 400 ms later in response to cross-modal stimulus presentations only.
In cross-modal matching trial types, activity in the left PHC increased between 200 -400 and 600 -1,000 ms across both congruent and incongruent cross-modal pairs. Furthermore, the bilateral orbitofrontal cortex (BA 11) and the left PMC showed similar task-related activation patterns at later processing stages, between 500 and 1,000 ms after stimulus onset. We also found that increased activity in the left PMC predicted slower performance in response to cross-modal stimuli as participants assessed the degree of congruence between their auditory and visual counterparts. Because response latencies in the congruency condition averaged at ϳ858 ms, increased premotor activity in this condition may reflect motor response preparation. On the other hand, recent research has shown that left PMCs respond preferentially to inanimate objects such as tools (Maravita et al. 2002; Weisberg et al. 2007 ). Although we were not interested in differences between animate and inanimate stimuli, we compared the two stimulus categories and found a lack of significant differences between animate and inanimate trial types in motor and premotor sources.
Within cross-modal trial types, the left dorsomedial and centrolateral prefrontal cortices responded preferentially to incongruent cross-modal combinations compared with congruent ones 100 -400 ms after stimulus onset. Previous fMRI studies that examined the effects of semantic congruence on multisensory integration suggested that the inferior frontal cortex activated in response to cross-modal stimuli when auditory and visual representations were semantically mismatched. Noppeney et al. (2008 Noppeney et al. ( , 2010 used pictures of animate (animals) and inanimate (man-made) objects concurrently presented with matching and nonmatching complex sounds or spoken words. Stronger effects of semantic relatedness were observed in the posterior STS and middle temporal gyrus in response to words. However, only medial and inferior frontal cortices showed incongruency effects for both spoken words and complex sounds when paired with animate or inanimate pictures. In line with these results, Belardinelli et al. (2004) also demonstrated that the inferior frontal cortex responded more strongly to incongruent cross-modal combinations of complex stimuli (Belardinelli et al. 2004 ).
The present study extends previous examinations of crossmodal conflict by demonstrating that detecting the degree of semantic AV incongruence elicits increased activity in medial and centrolateral prefrontal cortices as early as 100 ms after stimulus onset. Furthermore, as participants are instructed to identify the degree of cross-modal semantic relatedness, additional sources, namely, left PHC, show large-amplitude modulations as early as 200 ms after stimulus onset. After ϳ250 ms, premotor and bilateral orbitofrontal cortices show similar task-related amplitude modulations with premotor activity reflecting motor response preparation.
Conclusion
Multisensory integration, or the distinct neural processes associated with cross-modal relative to unimodal events, was captured in sensory-specific and posterior parietal brain regions within 100 and 200 ms after stimulus onset. Cingulate and superior temporal cortices responded preferentially to cross-modal presentations between 100 and 500 ms as participants classified cross-modal pairs into animate or animate categories. Finally, in trials that required participants to detect the level of cross-modal incongruence, medial and centrolateral prefrontal cortices showed early amplitude modulations in response to incongruent pairs compared with congruent ones. These results suggest that integration of semantically related complex sounds and pictures unfolds in multiple stages and across distinct parietal and medial frontal cortical regions: first, sensory-specific and posterior parietal neurons respond preferentially to cross-modal stimuli irrespective of task demands and as early as 100 ms after stimulus onset; second, regions in superior temporal and posterior cingulate cortices respond to cross-modal stimuli during semantic feature classification trials between 100 and 500 ms; and finally, within 100 -400 ms and 400 -800 ms after stimulus onset, parahippocampal, medial prefrontal, and orbitofrontal regions process crossmodal conflicts and respond to cross-modal stimuli when complex sounds and pictures are semantically mismatched.
