EQUALLY SPACED, NE = UNEQUALLY SPACED, NS = ASYMMETRIC Fig. 4(b). To the best of our knowledge, the result reported in [5] is the best in the literature for an array of 25 elements over 50X. The side lobes were limited to -12.20 dB, the width of the main lobe was ffl-3dB = 0.0189 and the CTR was equal to 5.8. As mentioned earlier, SA produced an array with limited side lobes (1.3 dB lower), a narrower main lobe, and a lower CTR. Moreover, for the array synthesized by SA, the value of the parameter B, (for n = 50) is equal to 0.5 dB. This value is close to the lowest value reported in [lo] for an unequally spaced array obtained for n E 15, i.e., under simpler conditions than those used in our case. Finally, we evaluated the performances of an array made up of 25 elements spaced at X/2 intervals, with the Dolph-Chebychev weight coefficients. Such coefficients allowed main lobe to be contained in the area allowed (ustart = 0.04), but caused the side lobes to rise up to -7 dB. The size of the array was only equal to 12X, but the width of the main lobe was considerable (U-3dB = 0.0268), and so was the CTR value, which was equal to 11.4. Table IV summarizes the characteristics of the arrays compared in this sub-section.
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VI. CONCLUSION
The synthesis of unequally spaced arrays, with an average spacing many times as large as X/2, exhibits some difficulties related to the height of side lobes. The application of SA to solve this problem yields better results than those obtained by other methods proposed in the literature. Satisfactory results can be achieved thanks to the possibility of synthesizing asymmetric arrays (with more degrees of freedom) and to the simultaneous optimizations of positions and weight coefficients. Future work will be aimed at the synthesis of planar arrays, or at using SA to minimize the number of elements necessary to obtain a specific BP. Moreover, a deeper study of the BP behavior in terms of number of elements and spatial aperture may allow a more precise definition of the optimality concept for an antenna. This will lead us to the formulation of adequate energy functions for obtaining optimal array-sensor configurations. [l] [9] , which are mainly useful for narrowband filter design, the subset selection method is effective in designing a broad range of filter types, including wideband and nonlinear phase FIR filters. Filter design using the subset selection algorithm, however, is computationally inefficient and cannot guarantee a desired filter with minimal complexity. This is because the "subset size" of the subset selection method is determined by trial and error.
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In this correspondence, we formulate an optimization problem for designing a nonuniformly spaced, linear-phase FIR filter with minimal complexity. This problem, then, is solved by mixed integer linear programming (MILP) [lo] . Through some examples, we shall show that our technique is applicable over a wide range of filter types and can outperform the subset selection-based design methods.
THE FILTER DESIGN METHOD
The technique proposed in this section can be applied to linear phase FIR filter design. We shall illustrate our method for the case where impulse response is symmetric and filter length is even.
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Let h(n), n = 0, 1, . . . ,2N -1 denote the impulse response of a nonuniformly spaced linear-phase FIR filter. It is assumed that 2N is greater than 2Nc, which is the minimum length of a conventional filter needed to meet the filter specifications. If
for n = 0,1, . . . , N --I, its frequency response is given by (omitting the linear phase term exp (- 
We define sequences Id(n) and Pd(n) indicating the existence and location of the nonzero values of d(n) as follows:
Note that
&(n) is the number of nonzero values of d(n) and that maxn[Pd(n)] is proportional to the memory required in implementing h(n).
In orlder to design a filter with minimal complexity, we formulate the following optimization problem:
when w E passband when w E stopband where JA(.) and .rO(.) are the costs for arithmetic operations (multiplications and additions) and delay, respectively, and 5 ( w ) is the ripple size given in the filter specifications. Our objective is to find d ( n ) minimizing the cost J ( d ( n ) ) under the constraints of filter specifications. Before defining the costs JA(.) and J D (.), we describe some desirable properties that need to be satisfied by these costs.
Desirable Properties of the Costs
Consider two sequences dl(n) and d z ( n ) , n = 0,1,. . . , N -1, having M I and MZ nonzero values, respectively.
These properties indicate that between two sequences,
--needs more computations should have the larger cost and that when the required computational load is the same, the one with more delay has the larger cost. Now, we define
with CA a constant, since the number of arithmetic operations is is satisfied by this J A ( . ) . The following delay cost JD(.) meets the FrOPeW in (7)
n=O where when n = 0 when n = 1.
r q ( i ) when n 2 2
Here, q(n) = ~~~~
in (7) .
Observation I: The delay cost in (9) C~A;' q ( n )~d ,
, where the first inequality comes from the fact that q(m1) 2
Now the overall cost 
Proof: Assume that C A 2 c : :
The overdl cost in (1 1) is a linear function of Id (n). Next we shall show that Id(n) can be generated from d(n) using linear inequalities. 
The proof for this observation is simple and is not shown here. Summarizing the above results, the optimization problem rewritten as 
In. DESIGN EXAMPLES
The M E P problems considered in this section were solved by using the commercial package noted in [ 1 11. The required computation time for each problem was less than five minutes in a Sparc 2 workstation. Note that we have purposely chosen a "difficult" wideband problem where the passband and stopband have slightly different widths. The Parks-McClellan algorithm determined that a length 2Nc = 48 linear-phase FIR filter meets this specification. Using our method, we were able to find a length 50, nonuniformly spaced FIR filter satisfying the given specification. The frequency response of this filter is shown in Fig. 2 . The impulse response has 40 nonzero coefficients. Thus, at least four multiplications and eight additions are reduced at the expense of only two delays, as compared with the conventional filter.
Example 3 (Interpolated FIR Filter Design): This example shows that our method is also useful for designing the interpolated FIR (IFIR) filter [7] , [8] . We consider an example in [7] . The desired filter specifications in normalized frequency are as follows: In [7] , the filter was designed as a cascade of twofold expanded model filter and a second-order interpolator; the model filter, whose passband and transition widths are twice the corresponding widths of the desired filter, was designed using the Parks-McClellan algorithm. The resulting model filter has the length 2Nc = 56. We applied our method to the design of this model filter and obtained a length 58, nonuniformly spaced filter. The frequency responses of this model filter, interpolator, and the overall IFIR filter are shown in Fig. 3 . The impulse response of this filter has 44 nonzero coefficients. Thus, at least six multiplications and 12 additions are reduced at the expense of only two delays as compared with the conventional filter.
pp. 1337-1340.
For filters with low or moderate sample size (less than 128), time domain convolution is usually used to obtain the system output. If systems with larger impulse response are required, it is inefficient to directly compute the convolution. An alternative to obtain the system output is to use the transform domain algorithms, the socalled overlap-and-add (OLA) or overlap-and-save (OLS) methods. However, in some applications we are faced with a problem of feeding an input function to filters with shq-cutoff. On implementing the convolution with the OLA or OLS method, such long filter impulse may be too large for the discrete Fourier transform (DFT) to compute. To perform a convolution in the transform domain while using the DFT efficiently, an improved algorithm is derived by dividing both the long input and the impulse sequences into proper length of segments. The input segments are convolved with each impulse section and obtain a corresponding output. After properly combining the output sequence corresponding to each impulse section, we may obtain the linear convolution of the original sequence. From the analysis of computational complexity, the modified algorithm behaves better than the OLA and OLS methods.
II. MODIFIED OLA AND OLS ALGORITHM
The OLA and OLS algorithms are reviewed below for the convenience of developing the improved method. Assume the system impulse h(n) is M points of length; for the OLA method, the input sequence z ( n ) is divided into segments of length L1, with the kth section Z k ( n ) defined as 
k=--m
The overall system output y(n) is equal to the sum of zk(n) convolved with h(n)
Since zk(n) has L1 nonzero points and h(n) has M points, to obtain a linear convolution the DFT must have at least (L1 + M -1) points. Thus, the output segments will overlap each other by ( M -1)
points. The overlapping sequences are added up to produce the entire convolution.
For the OLS method, we section the input z ( n ) into segments of length N so that each segment overlaps the preceding section by ( M -1) points. 
