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Abstract
The Collatz Conjecture (also known as the 3x+1 Problem) proposes that the following algo-
rithm will, after a certain number of iterations, always yield the number 1: given a natural
number, multiply by three and add one if the number is odd, halve the resulting number, then
repeat. In this article, for each N for which the Collatz Conjecture holds we define the Nth
Collatz polynomial to be the monic polynomial with constant term N and kth term (for k > 1)
the kth iterate of N under the Collatz function. In particular, we bound the moduli of the roots
of these polynomials, prove theorems on when they have rational integer roots, and suggest
further applications and avenues of research.
Keywords Collatz conjecture, generating function, 3x+1, polynomial roots, bounds on
roots
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1 Introduction
The Collatz Conjecture (or 3x+1 Problem) proposes that repeated iteration of any natural num-
ber N under the Collatz function
c(N) =

3N+1
2
, N odd
N
2
, N even
(1)
or, equivalently, under the commonly-used alternative Collatz function
ĉ(N) =

3N +1, N odd
N
2
, N even
(2)
eventually leads to the number 1. Though easily stated and understood, this conjecture has
proved notoriously intractable, to an extent that even Paul Erdo˝s famously remarked of it that
“mathematics is not yet ready for such problems” [Lagarias, 1985]. The failure of direct ap-
proaches to the problem, as well as the uselessness of experimental approaches for providing
its rigorous solution, has led to its rephrasing as a problem in other domains, including ergodic
theory [Matthews, 2010] and the theory of computation [Conway, 1972], as well as the solution
of more approachable related problems (as exemplified by [Tao, 2019]).
To each natural number N for which the Collatz Conjecture holds, we define the Nth Collatz
polynomial to be that monic polynomial whose coefficients are iterates of the Collatz function.
We then use bounds by Kalantari and showcased in [Kalantari, 2004] and [Kalantari, 2008],
as well as Fujiwara’s bound, to bound the moduli of the roots of such polynomials. The upper
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bound we find improves asymptotically with the base t of N (a parameter which we will define)
and the lower bound improves asymptotically with N itself.
2 Definitions
Define the Nth Collatz polynomial to be the generating polynomial
PN(z) := ∑
k≥0
ck(N)zk (3)
= N + c(N)z+ ...+ c j(N)z j + ...+2tzn−t + ...+2zn−1+ zn (4)
of iterations of N under the Collatz function, where
• ck : N→ N is defined recursively to be
ck(N) =

N, k = 0
c(ck−1(N)), 1≤ k ≤ n
0, k > n (where n is defined as below)
(5)
• n is the total stopping time of N, the least k such that
ck(N) = 1 (6)
• t is the base of N, the logarithm base 2 of the first iterate of N that is a power of two.
EXAMPLE P5(z) = 5+8z+4z
2+2z3+ z4.
In section 5, we will also consider the Nth alternative Collatz polynomial P̂N(z), whose
coefficients are the iterates of N under the alternative Collatz function.
EXAMPLE P̂5(z) = 5+16z+8z
2+4z3+2z4+ z5.
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3 Bounds for the moduli of roots
3.1 An upper bound
Lemma 1 For m ≥ 2, the equation
f (x) = xm−1+ x−1= 0 (7)
has exactly one solution rm on the interval [
1
2
,1).
PROOF The derivative
f ′(x) = (m−1)xm−2+1 (8)
of the left-hand side is positive on the interval, so the solution to the equation is unique if it
exists. If m = 2 then the solution is x = 1
2
; otherwise,
f
(
1
2
)
=
(
1
2
)m−1
+
1
2
−1< 0 (9)
f (1) = 1> 0 (10)
and the Intermediate Value Theorem implies the existence of a solution. 
Lemma 2
c j(N)≤ 2n− j
PROOF The inequality holds for j = n, and c j−1(N) is either exactly twice c j (N) or strictly
less than c j (N). 
Lemma 3 If t ≥ 3 then
2t+2+1
3
≤ 11
64
·2t+3
3
PROOF Equality holds for t = 3, and from the tth to the (t +1)th term the left-hand side in-
creases by a ratio of strictly less than 2. 
Lemma 4 The quantity rm increases to 1 as m increases.
PROOF We rewrite the equation
xm−1+ x−1= 0
as
x = 1− xs (11)
and take the derivative of x with respect to s.
dx
ds
=−(logx)xs (12)
By Lemma 1, logx < 0, and so the derivative is positive and rm is increasing.
To prove that rm → 1, we first rearrange Equation (7) and take logarithms to obtain
log(rm) =
log(1− rm)
m−1 (13)
By the Monotone Convergence Theorem, rm approaches a finite limit less than or equal to 1 as
m → ∞. Suppose rm 6→ 1. Then log(1−rm)m−1 → 0 as m → ∞. However, log(rm) 6→ 0 as m → ∞, a
contradiction. Therefore, rm → 1. 
Theorem 1 Given N ∈ N with base t, for any root ξ of PN ,
|ξ | ≤ h(t) := 2
rt+3
·
(
75
32
+2−(t+2)
) 1
t+2
where rt+3 is the unique root of
xt+2+ x−1 (14)
contained in the interval x ∈ [1
2
,1).
Moreover, h(t) decreases monotonically to 2 as t → ∞.
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PROOF Let
f (z) = anz
n +an−1zn−1+ ...+a1z+a0 (15)
be a general complex polynomial of degree n of which ξ is any root; for any natural number
m ≥ 2, define
Am,k =

an−1 an−2 · · · an−m+1 an−k+1
an an−1 · · · an−m+2 an−k+2
0 an · · · an−m+3 an−k+3
...
. . .
. . .
...
...
0 · · · 0 an an−k+m

(16)
Kalantari proves in [Kalantari, 2004] and [Kalantari, 2008] that any root ξ satisfies
|ξ | ≤ 1
rm
· max
k:m≤k≤m+n−1
∣∣det(Am−1,k)∣∣1/(k−1) =:Um (17)
where rm is the root of
xm−1+ x−1
contained in the interval
[
1
2
,1
)
(a root that, by Lemma 1, exists and is unique). Since N has
base t, the preimage of 2t under c is 2
t+1−1
3
. Thus, setting m = t +3 we obtain, for the Collatz
polynomial
PN(z) =
n
∑
j=0
a jz
j
the matrix
At+2,k =

2 4 · · · 2t 2t+1−1
3
an−k+1
1 2 · · · 2t−1 2t an−k+2
0 1 2 · · · 2t−1 an−k+3
...
. . .
. . .
. . .
...
...
...
. . . 1 2 an−k+t+2
0 · · · · · · 0 1 an−k+t+3

(18)
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Subtracting twice the second row from the first row yields a matrix with the same determinant;
thus,
∣∣det(At+2,k)∣∣=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
det

0 0 · · · 0 −2t+2+1
3
an−k+1−2an−k+2
1 2 · · · 2t−1 2t an−k+2
0 1 2 · · · 2t−1 an−k+3
...
. . .
. . .
. . .
...
...
...
. . . 1 2 an−k+t+2
0 · · · · · · 0 1 an−k+t+3

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(19)
=
∣∣∣∣(−1)t+2(−2t+2+13 ·an−k+t+3+2an−k+2−an−k+1
)∣∣∣∣ (20)
=

2t+2+1
3
·an−k+t+3, an−k+1 even and non-zero
2t+2+1
3
·an−k+t+3+2an−k+2, an−k+1 zero
2t+2+1
3
·an−k+t+3+2an−k+1+1, an−k+1 odd
(21)
By Lemmas 2 and 3, these bounds become, respectively,
≤

11
32
·2k−1, an−k+1 even and non-zero
43
32
·2k−1, an−k+1 zero(
75
32
+2−(k−1)
)
·2k−1 an−k+1 odd
(22)
Hence the quantityUt+2 of Equation (17) is bounded above by
2
rt+3
·
(
75
32
+2−(k−1)
)1/(k−1)
For k > 1, the derivative of this quantity with respect to k is negative, yielding the upper bound
2
rt+3
·
(
75
32
+2−(t+2)
)1/(t+2)
(23)
Since
(
75
32
+2−(t+2)
)1/(t+2)
→ 1 as t → ∞ and has negative derivative with respect to t, it
follows that h(t) decreases to 2 as t → ∞. 
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Values of h(t) for increasing values of t are shown below:
t 3 10 103 105 107
h(t) 3.1498 2.5185 2.0122 2.0002 2.000002
Table 1: Particular values of h(t)
3.2 A lower bound
Lemma 5
c j(N)
N
≤
(
3
2
) j
·
(
1+
1
N
)
PROOF A direct corollary of Lemma 5 in [Berg, 1994]. 
Lemma 6 (Fujiwara’s bound, [Fujiwara, 1916]) For any root ξ of the general complex poly-
nomial of Equation (15),
|ξ | ≤max
{
max
i=1,...,n−1
∣∣∣∣an−ian
∣∣∣∣ 1i , ∣∣∣∣ a02an
∣∣∣∣
}
✷
Theorem 2 For any root ξ of PN ,
|ξ | ≥ 2
3
(
1+ 1
N
)
PROOF We apply Fujiwara’s bound to the reciprocal polynomial of PN(z). By Lemma 5,∣∣∣∣ aia0
∣∣∣∣ 1i ≤ 32 ·
(
1+
1
N
) 1
i
(24)
The maximum of this quantity over i = 1, ...,n−1 is 3
2
(
1+ 1
N
)
, which is greater than∣∣∣∣ an2a0
∣∣∣∣= 12N (25)
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Since the zeros of the original polynomial are the reciprocals of those of the reciprocal polyno-
mial, the bound follows. 
4 Remarks
1. The upper bound given by Theorem 1 could be expressed in terms of N (albeit perhaps
as a much less tight bound) if there existed a function ℓ(N) bounding t below uniformly
– i.e., such that
ℓ(N) ≤ t (26)
However, any such function must have the property
liminf
N→
ℓ(N) = 3 (27)
because, in particular, 2k ·5 has base 3 for all k.
2. As proved in [Jin, 2006], the bound from Equation (17) converges to the greatest absolute
value of the roots of the polynomial f (z) as m → ∞. Thus, we would expect that taking
a greater number of iterates of N into account would result in a more precise bound
for PN(z). However, such bounds become difficult to calculate by hand. In calculating
|det(Am−1,k)| for m = t + 2+ ℓ, there are 2ℓ−1 possible preimages of 2t under c, hence
2ℓ−1 different determinants to calculate and compare. Moreover, the technique exhibited
in the proof of Theorem 1 does not extend to the calculations of lower bounds: whereas
an−1
an
=
an−2
an−1
= · · ·= an−t
an−t+1
= 2 (28)
there is no common ratio between the consecutive terms a0,a1, ....
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3. Applied to the reciprocal polynomial of PN(z), Um bounds |ξ | below poorly; applied to
PN(z) itself, however, it bounds |ξ | above better than other standard bounds, even at the
relatively low values of m we use.
For example, Fujiwara’s bound provides at best the unhelpful inequality |ξ |< 2·(3
2
)n−1
(N +1).
Indeed, ∣∣∣∣ a02an
∣∣∣∣= N2 (29)
while Lemma 2 implies ∣∣∣∣an−ian
∣∣∣∣1/i ≤ 2 (30)
and Lemma 5 implies
∣∣∣∣an−ian
∣∣∣∣1/i ≤(32
) n
i
−1
(N +1)1/i <
(
3
2
)n−1
(N +1) (31)
Moreover, the following bound by Sun and Hsieh is superior to Cauchy’s bound [Sun and Hsieh,
1996] and improves on the bound given by Fujiwara, yet is strictly weaker than ours for any
value of t.
Lemma 7 (Sun-Hsieh bound, [Sun and Hsieh, 1996]) Let
f (z) = anz
n +an−1zn−1+ ...+a1z+a0 (32)
be a general complex polynomial of degree n of which ξ is any root. Then
|ξ | ≤ 1+d (33)
where d is the unique positive real root of
x3+(2−|an−1|)x2+(1−|an−1|− |an−2|)x−max{|ai|} (34)
✷
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Since an−1 = 2 and an−2 = 4 for N > 2, we have that d is the positive real root of
x3−5x−max{|ai|}= 0 (35)
Proposition 1 Let d(N) signify the value of d yielded by PN(z). Then
1+d(N)> h(3) = 3.1498
PROOF Let d1(t) signify the positive real root of
x3−5x− t = 0 (36)
Then d′1(t)> 0. Indeed, we rearrange Equation (36) and take the derivative with respect to both
sides to obtain
dx
dt
=
1
5
(
3x2 · dx
dt
−1
)
(37)
dx
dt
=
1
3x2−5 (38)
Since d1(t)>
√
5
3
for all t > 0, this quantity is positive, hence
d(N) = d1
(
max
k
ck(N)
)
≥ d1(N)> d1(0) (39)
Since 1+d1(0) = 1+
√
5= 3.23606 · · · , we are done. 
5 Bounds for the alternative Collatz polynomial
Define the alternative Collatz polynomial P̂N to be the generating polynomial whose coeffi-
cients are iterates of the alternative Collatz function, often itself designated the “Collatz func-
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tion,”
ĉ(N) =

3N +1, N odd
N
2
, N even
(40)
Lemma 8
1
3
(
5 ·2t +1)≤ 41
96
·2t+2
PROOF This proof is an analogue to the proof of Lemma 3. Equality holds for t = 3, and the
left-hand side increases by a ratio of less than 2 as t increases by 1. 
Theorem 3 For any root ξ of P̂N ,
|ξ | ≤ 2
r6
·
(
521
96
+2 ·2−(t+2)
) 1
t+2
≤ 3.72444268658138218
PROOF Analogous to the proof of the upper bound of PN . The quantity in the absolute values
of Equation 20 becomes
− 1
3
(
5 ·2t +1)an−k+t+3+2an−k+2−an−k+1 (41)
and the cases of Equation (21) become
1
3
(5 ·2t +1) ·an−k+t+3, an−k+1 even and non-zero
1
3
(5 ·2t +1) ·an−k+t+3+2an−k+2, an−k+1 zero
1
3
(5 ·2t +1) ·an−k+t+3+5an−k+1+2, an−k+1 odd
(42)
These quantities are bounded above by, respectively,
≤

41
96
·2k−1, an−k+1 even and non-zero
137
96
·2k−1, an−k+1 zero(
521
96
+2 ·2−(k−1)
)
·2k−1, an−k+1 odd
(43)

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Lemma 9
ĉ j(N)
N
≤ 3 j ·
(
1+
1
N
)
PROOF Analogous to the proof of Lemma 5 of [Berg, 1994]. Since
ĉm+1(N)≤ 3 · ĉm(N)+1 (44)
it follows that
ĉm+1(N)+1≤ 3 · (ĉm(N)+1) (45)
From the initial condition ĉ0(N) = N, the conclusion follows. 
Theorem 4 For any root ξ of P̂N ,
|ξ | ≥ 1
3
(
1+ 1
N
)
PROOF Fujiwara’s bound combined with Lemma 9. 
6 Miscellaneous theorems
Theorem 5 For N ≥ 3, PN has at least one non-real root.
PROOF First, note that PN has no non-negative roots: this fact is a consequence of Descartes’s
Rule of Signs and the fact that PN has a non-zero constant term. Suppose that all roots of PN
are real and label them in increasing order:
−2≤ r1 ≤ r2 ≤ ...≤ rn < 0 (46)
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where−2≤ r1 follows from the fact that all the roots are negative and have sum−2. By Vieta’s
formulas,
3≤ N = ∏ |ri| (47)
If −1≤ r1, then
3≤ N = ∏ |ri| ≤ 1 (48)
a contradiction. And if −2≤ r1 <−1, then −1< r2 ≤ ...≤ rn < 0, yielding
3
2
≤ N
2
≤ N|r1| =
n
∏
i=2
|ri|< 1
also a contradiction. 
Hereafter, let m(N) (just m when context allows) be the number of odd numbers in the
Collatz trajectory of N, i.e., the sequence
N,c(N), ...,cn(N) = 1
Lemma 10 If Ni is the i
th odd number appearing in the Collatz trajectory of N, with each Ni
appearing at the end of a subsequence
2ℓi−1Ni,2ℓi−2Ni, ...,Ni
of length ℓi, then
PN(z) =
m(N)
∑
k=1
(
2ℓkNk
)(
zℓ1+...+ℓk−1
)(1−( z
2
)ℓk
2− z
)
Theorem 6 With notation as above, PN(−2) = 0 if and only if ℓi is even for all i = 1, ...,m.
PROOF One direction follows by direct substitution of −2 into the formula for PN(z).
For the other direction, note that the equality
0= PN(−2) =
m
∑
k=1
(
2ℓkNk
)(
(−2)ℓ1+...+ℓk−1
)(1− (−1)ℓk
4
)
(49)
= ∑
k: ℓk odd
Nk · (−2)ℓ1+...+ℓk−1 (50)
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is, if at least one ℓk is odd, equivalent to −2 being the root of a non-zero polynomial with only
odd coefficients. This is impossible, contradiction. 
In what follows, let c−1(N) signify the odd preimage of N under the Collatz function.
Theorem 7 If N = c−1(2t), where t is the base of N, and N is not a power of two, then
PN(−1) = 0.
PROOF
PN(−1) = 2
t+1−1
3
+2t+1 ·
t+1
∑
k=1
2−k (−1)k (51)
=
2t+1−1
3
+2t+1 ·
(
−1
2
)
· 1−
(−1
2
)t+1
1−(−1
2
) (52)
=
2t+1−1
3
− 1
3
·2t+1 (1− (−2)−t−1) (53)
Since the base of N is always odd if N is not a power of 2, (−2)−t−1= 2−t−1 and this expression
simplifies to
=
2t+1−1
3
− 2
t+1−1
3
= 0 (54)

Theorem 8 If
PN(−1) = 0
then m(N) is even.
PROOF If
PN(−1) = 0
then
PN(1) = 0
in (Z/2Z) [z], but this is true if and only if PN(z) has an even number of odd coefficients. 
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Unfortunately, a full converse of Theorem 7 has proved elusive. For example,
P820569(−1) = 0
yet c(820569) = 1230854= 2 ·615427, which is not a power of two; in fact, a consequence of
Lemma 11 is that
PN(−1) = 0
for every odd preimage N of 2k ·615427 where k is odd.
Lemma 11 If Pc−1(N)(−1) = 0 then Pc−1(4N)(−1) = 0.
PROOF If Pc−1(N)(−1) = 0 then PN(−1) = c−1(N) = 2N−13 . But then
Pc−1(4N) = c
−1(4N)−4N +2N−PN(−1) (55)
=
8N−1
3
− 12N
3
+
6N
3
− 2N−1
3
(56)
= 0 (57)

Finally, there exist N even such that PN(−1) = 0. The least such example is
N = 6094358= 2 ·83 ·36713 (58)
Another example is
N = 46507804= 22 ·7 ·593 ·2801 (59)
These two prime factorizations are apparently unrelated.
7 Conclusion
Having proved several general properties of Collatz polynomial zeros, including upper and
lower bounds, we hope to continue our research along several avenues. First, we would like
15
to improve the determinantal bounds proved here, perhaps by finding a way of calculating the
quantity Um of Equation (17) for general large m. Second, we seek to uncover further connec-
tions, similar to the conclusions drawn in analytic combinatorics for meromorphic generating
functions generally, between the nature of the zeros of Collatz polynomials and the behavior of
the Collatz dynamical system. Third, we would like to consider applications of the unique (and
likely difficult to calculate) factorization of the integer N that the Nth Collatz polynomial pro-
vides by its unique decomposition into linear factors in C[z]; perhaps, for example, this unique
factorization could serve as the basis for new cryptographic methods. Finally, we mention that
Collatz polynomials provide a good source for polynomial root-finding algorithms, especially
those that seek to find all the roots of a polynomial.
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