Abstract Allochthonous resources can be found in many foodwebs and can influence both the structure and stability of an ecosystem. In order to better understand the role of how allochthonous resources are transferred as quarry from one predator-prey system to another, we propose a predator-prey-quarry-resource-scavenger (PPQRS) model, which is an extension of an existing model for quarryresource-scavenger (a predator-prey-subsidy (PPS) model). Instead of taking the allochthonous resource input rate as a constant, as has been done in previous theoretical work, we explicitly incorporated the underlying predator-prey relation responsible for the input of quarry. The most profound differences between PPS and PPQRS system are found when the predator-prey system has limit cycles, resulting in a periodic rather than constant influx of quarry (the allochthonous resource) into the scavenger-resource interactions. This suggests that the way in which allochthonous resources are input into a predator-prey system can have a strong influence over the population dynamics. In order to understand the role of seasonality, we incorporated non-autonomous terms and showed that these terms can either stabilize or destabilize the dynamics, depending on the parameter regime. We also considered the influence of spatial motion (via diffusion) by constructing a continuum partial differential equation (PDE) 
Introduction
The classic predator-prey models of Lotka (1925) and Volterra (1926) are cornerstones of mathematical ecology. Since they were first proposed in the early 1900s, they have been studied extensively. Their models have been improved, leading to more realistic models such as, amongst others (see Berryman (1992) for a review), the equations of Solomon (1949) , Holling (1959 Holling ( , 1965 , Real (1977) and Leslie (1948) . Models with two prey and one predator, known as apparent competition models, are also well studied theoretically (Holt 1977; Vandermeer 2006) . Instead of the addition of an extra prey, a two species model can also be extended by the addition of an allochthonous resource. The use of allochthonous resources from nearby communities is important in many ecosystems (Huxel et al. 2002) . Examples include Californian coyotes that base a large part of their diet on aquatic food (Rose and Polis 1998) , trouts that feed on mosquito's (Berg and Hellenthal 1992) , and river-dwelling organisms that receive organic carbon from upstream sources (Vannote et al. 1980; Huxel et al. 2002) . To understand the influence of allochthonous resources on ecosystem dynamics, several predator-prey-subsidy (PPS) models have been studied (Huxel and McCann 1998; Huxel et al. 2002; Pang and Wang 2004; Nevai and Van Gorder 2012) . In those models, the subsidy is treated as an external food source that enters the ecosystem at a rate that is independent of other species dynamics. In reality, the input rate of the subsidy will depend on species dynamics of a nearby ecosystem.
In this paper, we will consider a model that consists of two independent predator-prey relations, where part of the prey of the first system is introduced as an allochthonous resource into the second system. We will call our five-dimensional model a predator-prey-quarryresource-scavenger (PPQRS) system. Here, part of the prey is eaten by the predator and another part of it, in the form of quarry, by the scavenger, whose primary food source is the resource. Note that in PPS systems, the PP ecosystem is subsidized, whereas in our PPQRS model, the PP (sub-)system subsidizes another PP subsystem in which the scavengers (S) are the predators and the resources (R) the prey.
Our motivating example throughout this paper will be the Arctic ecosystem. We will extend the model used in Nevai and Van Gorder (2012) . They studied an autonomous predator-prey model involving Arctic foxes (predator), lemmings (prey) and seal carcasses (subsidy). The primary prey of Arctic foxes (Alopex lagopus) are lemmings (Cricetidae family). During the winter months, when the lemming population is low, foxes use the carcasses of seals (Phocidae family) left by polar bears (Usrsus martimus) as a subsidary food source (Roth 2002; 2003) . So, in our PPQRS model, the polar bears will act as the predator, the seals as the prey, the seal carcasses as the quarry, the lemmings as the resource and the foxes, finally, as the scavenger.
We compare our results with the ones as found by Nevai and Van Gorder for their autonomous PPS model (Nevai and Van Gorder 2012) and with the ones as found by Levy et al. (2016) for their PPS model with oscillating subsidy input rate. We will also discuss the difference between the PPQRS model and apparent competition models, which we will find to look very similar to our system. The most profound differences between PPS and PPQRS system are found when the predator-prey system has limit cycles, resulting in a periodic rather than constant influx of quarry (the allochthonous resource) into the scavenger-resource interactions. This suggests that the way in which allochthonous resources are input into a predator-prey system can have a strong influence over the population dynamics.
We will start with an introduction of the ordinary differential equation (ODE) model in "The autonomous PPQRS model". We examine the steady states and their stability in "Steady and non-equilibrium dynamics", and then consider numerical simulations for non-equilibrium dynamics. In "Non-constant quarry input rate", we focus on dynamics equivalent to their being a non-constant subsidy input rate and obtain non-equilibrium dynamics and chaos. In "PPQRS model with seasonality", we consider a nonautonomous form of the model in order to study the influence of seasonality on the PPQRS dynamics. In "Exten-sion to a spatial PDE model", we extend the ODE model to a partial differential equation (PDE) model, in order to better study spatial separation of the quarry and the resource. In "Discussion and biological implications", we discuss the mathematical results and their biological implications. Finally, in "Conclusions", we give brief conclusions.
The autonomous PPQRS model
The PPQRS model we will study in this paper is given by the following five-dimensional system of autonomous ODEs:
2)
3) Here, u(t), v(t), x(t) and y(t) are the population sizes of the seals (prey), polar bears (predator), lemmings (resource) and foxes (scavenger), respectively, and s(t) is the amount of seal carrion (quarry) available for the foxes. We assume that u, v, s, x, y ≥ 0 and t ≥ 0. The constants c and k are the carrying capacities of the prey and the resource and ρ and r are their respective growth rates. The parameters φ and θ are the maximum rates at which the predators and scavengers consume their prey. The mortality rate of the predator is denoted by β and of the scavenger by δ. The parameters h and g are half-saturation constants and γ is the decay rate of the quarry. Finally, ζ , , η and μ are conversion factors, which we assume to be positive and smaller than unity. We also assume that ζ φ > β and either θ > δ or ηψ > δ, so that dv dt > 0 and dy dt > 0 for sufficiently large u and y, respectively. We assume that part of the killed prey is turned into quarry. Our model does not allow prey that die for other reasons to become available to the scavengers. This would require a separate death rate in the equation for v, and while this could be included, it is not standard for such models.
The inflow of quarry comes from predation of the predators u on the prey v via the first term in Eq. 2.3. This term is what couples the predator-prey system to the resourcescavenger-quarry system.
The model (2.1)-(2.5) is an extended, modified version of the PPS model suggested in Nevai and Van Gorder (2012) , which is given by Eqs. 2.4 and 2.5 with Eq. 2.3 replaced by
Observe that this PPS model is identical to Eqs. 2.3-2.5, except for the constant input rate i, which we replaced by the term μφ uv u+g in Eqs. 2.3-2.5. The PPS model is in its turn an extension of the Rosenzweig-MacArthur predatorprey model (Rosenzweig and MacArthur 1963; Gasull et al. 1997) . The Rosenzweig-MacArthur model is one of the many predator-prey models that have been studied and proposed (Murray 2002, p. 88) . We have chosen this Gausetype model (Gause et al. 1936 ), because it is more realistic than the classic predator-prey models by Lotka (1925) and Volterra (1926) , but is still very simple. The multi-species functional response in Eqs. 2.1-2.5 is the same as was used in Nevai and Van Gorder (2012) and is a natural generalization of the Holling type II response to two distinct resource inputs for the scavenger.
We note that our system has similarities with an apparent competition model (two resources and one consumer), such as studied for example in Abrams et al. (1998) . The difference is that in our case, the amount of quarry does not grow logistically, but depends on the separate predatorprey system. The quarry is also assumed to be decaying in time. We will discuss the consequences of these differences in "Comparison with apparent competition models". There are apparent similarities to nutrient cycling (DeAngelis 1980; Vitousek 1982) or nutrient recycling (DeAngelis et al. 1989) , in that some of the remaining prey biomass can be transferred to the resource-scavenger-quarry system, although the dynamics are a bit different.
Throughout this paper, we will assume ψ = 5, θ = 5, φ = 5, h = 1, γ = 1, g = 1, β = 0.1, ζ = 0.1, = 0.1, η = 0.1 and δ = 0.1. These standard values are chosen because they are similar to the values as used in Nevai and Van Gorder (2012) and Levy et al. (2016) , so we can make easy comparisons with their PPS models. When applied to a real biological system, either an Arctic system as considered throughout this paper, or any other system where allochthonous resources are important, their values should be adjusted accordingly. We did not assign standard values to ρ, r, μ, c and k, as they are useful parameters to vary in order to sample the variety of dynamics possible.
Steady and non-equilibrium dynamics
In Appendix A, we consider the feasibility, local and global stability of the equilibrium states of our autonomous model, given by Eqs. 2.1-2.5, where we define an equilibrium state as a solution of our model that is constant in time. In Table 1 , we give a summary of our results. As stated in Appendix A, whenc < c <c, the prey and predators are in a stable equilibrium and our input rate is constant. We note that in this case, our model gives equivalent dynamics to those in Nevai and Van Gorder (2012) .
In Fig. 1 , we plot the bifurcation diagrams of the full dynamics of the system, including non-equilibrium dynamics (which may include limit cycles, quasi-periodic orbits and chaos). We took different values of μ and ρ. Above, we saw that the resource-free equilibrium is only stable when both c <c and . Forc < c <c, the constant input rate is given by . Because i is dependent on c, we see that the resource-free equilibrium will never be stable if . Indeed, we see in Fig. 1a -c that the resource-free equilibrium is never stable. We will now investigate what happens when we let c >c, so that the prey and predators will be in limit cycle and the input rate i is not constant any more.
Non-constant quarry input rate
We now turn our attention to the case where the predatorprey system is in a limit cycle (as the dynamics are planar, this is the most complicated example of non-equilibrium dynamics possible). We shall attempt to understand how this will modify the resource-scavenger system for parameter values which would normally indicate steady states or limit cycles.
We consider three cases: (i)k < k <k (so that the scavenger-resource system is in positive equilibrium if no quarry, (ii)k > k (so that we have both a limit cycle from the predator-prey dynamics and one from the scavengerresource dynamics with no quarry), (iii) and finallyk > k with μ = 0.9 and c = 5 (which should give even more extreme oscillations). To motivate the third case, it is known that the amplitude of the limit cycle of the predator-prey system grows for increasingc < c (Hofbauer and Sigmund 1998) . As the input rate of quarry is dependent on the predator-prey system, the amplitude of the input rate will also grow when c grows. Further, by increasing the conversion factor μ, we can increase the amplitude of the input rate of quarry even further.
In case (i), regular periodic dynamics are observed, due to the periodic forcing from the predator-prey system. In 
and i * * (k) is a complicated curve which denotes the onset of limit cycles, as discussed in Appendix A case (ii), we observe more interesting dynamics, as shown in Fig. 2 . We see that the phase-portrait of s, x and y is torus-shaped, indicating a quasi-periodic solution. Therefore, depending on the dynamics of the scavenger-resource system, a limit cycle in the predator-prey system can result in simple limit cycles or quasi-periodic orbits. For case (iii), Fig. 3 shows irregular and perhaps chaotic dynamics. Since u and v dominate the top time series, we plot a second time series for x and y, and in this, the scavenger-resource dynamics appear irregular. Note that the scavenger and resource populations evolve on a slower timescale than the predator and prey populations. Therefore, these dynamics might easily have been overlooked. Regarding less regular non-equilibrium dynamics, note that Rinaldi et al. (1993) and Levy et al. (2016) found chaotic behaviour in non-autonomous predator prey models. , μ = 0.9 and ρ = 0.5 (bottom left), μ = 0.9 and ρ = 1 (top right) and μ = 0.9 and ρ = 2 (bottom right). The various regions are resource-free (yellow), predator-and scavenger-free (bottom left, in purple), predator-free (bottom middle, in orange), scavengerfree (middle left, in red), and the positive equilibria (middle, in blue), and non-equilibrium dynamics (right and top, in green). The labelled arrows in the bottom right diagram will be used in Section 1 to motivate our analysis of the PDE model Fig. 2 Numerical solution of the PPQRS system with parameter values r = 0.1, μ = 0.1, c = 1.6, k = 1.6 and ρ = 1. We plot the phase-portraits of x and y and of s, x and y for 2500 units of time When one parameter of a originally autonomous model was replaced by a sinusoidal forcing term, steady-state solutions became periodic solutions and periodic solutions were replaced by either quasi-periodic or, for high magnitudes of the forcing term, aperiodic solutions. Because we have two interacting limit cycles, we might expect to also find chaos in our model.
To explore if we indeed found chaos in our system, we will use a common test for chaotic behaviour: the maximal Lyapunov exponent (MLE) test. Lyapunov exponents describe the exponential rate at which a perturbation to a trajectory of a dynamical system grows or decays with time. When all Lyapunov exponents of a system are negative, we have a stable fixed point. Periodic cycles always have one Lyapunov exponent equal to zero. When we have a stable limit cycle, the other Lyapunov exponents must be negative. An n-period quasi-periodic solution has n zero Lyapunov exponents. Finally, one or more positive Lyapunov exponents are a sign of chaotic behaviour. For a theoretical discussion of this, see Appendix B. To test for chaos in our system, we numerically approximated the largest Lyapunov exponent of our system from time series data for different Fig. 4 Bifurcation diagrams with the red cells corresponding to at least two Lyapunov exponents with an absolute value smaller than 2 × 10 −3 (indicating quasi-periodic solutions), MLE larger than 10 −3 (indicating chaos) in yellow and all MLE smaller than 10 −3 (indicating steady states or limit cycles) in blue. We took parameter values r = 0.1 and ρ = 1, and c = 1.6, k = 1.6 and μ = 0.9 (when not specified) parameter values. We used the MATLAB code as developed by Govorukhin (2004) , based on techniques as described in Wolf et al. (1985) and ran the test for t = 10 4 units of time.
In Fig. 4 we plot the MLE for varying c, k and μ. Yellow regions are predicted to be chaotic, red regions give quasi-periodic dynamics and blue regions give limit cycles or steady states. Theory tells us that a 2-torus has two Lyapunov exponents equal to zero. The red regions therefore correspond to at least two Lyapunov exponents with an Fig. 3 Numerical solution of the PPQRS system with parameter values r = 0.1, μ = 0.9, c = 5, k = 1.6 and ρ = 1. We plot the phase-portraits of x and y and of s, x and y for 2500 units of time absolute value smaller than 2 × 10 −3 . We know that when c or k are smaller thanc andk, respectively, we do not have two interacting limit cycles. Indeed, we see that below c = 1.5 andk = 1.5, almost no yellow values are found. When c and k grow above these values, the Lyapunov exponents do indicate quasi-periodic solutions, like the one as shown in Fig. 2 , until the MLE grows too large, indicating chaos.
PPQRS model with seasonality
The Arctic ecosystem is strongly affected by seasonal and long-term changes. The prime reason for this is the extreme change in temperature during the year. The average air temperature in the Arctic region varies from just above 0 • C in July to around −30 • C in January (Jones et al. 1999) . Firstly, these changes in temperature affect the seal carcass availability during the year, by their influence on both the decay rate of the carrion and polar bear activity. Polar bears eat mostly whales and nargal during the summer, when there is little ice, but change their diet to seals during winter months (Roth 2003) . Arctic foxes are found to obtain almost half their intake of protein from marine foods during these winter months, when the lemming population is low (Roth 2002) . The lemming population is also known to oscillate over a longer timescale, with sharp peaks every 3 to 4 years (Fuller et al. 1975) . These oscillations too are reflected in the population dynamics and food choice of Arctic foxes; in Roth (2003) , a strong correlation was found between the body mass of polar bears and the population size of the Arctic foxes in years with little lemmings, and no correlation was found in years with many lemmings available for the foxes. As the body mass of a polar bear depends on the amount of seals it has caught, this suggests that in winters with a low lemming population, marine food sources are a much more important part of the Arctic fox's diet.
We use the same approach as Levy et al. (2016) (who studied a non-autonomous generalization of the PPS model in order to understand the role of seasonality in modifying predator-prey-subsidy dynamics) and replace the constants δ, ρ, β, r and γ by the following time-dependent parameters:
where
Here, τ is equal to the length of a year. We obtained the equations for ρ(t) and c(t) by multiplying the growth rate of the seals ρx 1 − x c by a seasonal term:
The constant ρ 0 is the average yearly rate of natural increase of the prey. Note that if we take ρ 1 = 0, we get back our autonomous rate of growth (Turchin and Hanski 1997). We have chosen for a simple sinusoidal form of our oscillations, following (Levy et al. 2016) and (Turchin and Hanski 1997) . We see that ρ(t) has a minimum at t = 1 4 τ . Consequently, mid-winter occurs at t = 1 4 τ in our model, as we assume that the population growth of seals is the lowest in the winter.
We assume that the polar bear and lemming populations grow the least in the winter as well, which leads to a similar expression for r(t). The constant β 0 is the average death rate of the bears and the constant δ 0 is the average death rate of the foxes. We assume that the most foxes and bears die in winter, which is why we multiplied β 0 and δ 0 by 1 + β 1 sin 2πt τ and 1 + δ 1 sin 2πt τ , respectively. On top of this, polar foxes are known to migrate every 3 to 4 years (Wrigley and Hatch 1976) . This migrating is a second cause of oscillations in the mortality rate, because of the lack of food, increased risk of disease and risk of getting trapped by hunters during the migration (Levy et al. 2016; Wrigley and Hatch 1976) . We incorporated those effects of 4-yearly migration in our model by multiplying our expression for δ(t) with 1 + δ 2 sin πt 2τ . Finally, we expect that the decay rate of the seal carrion is dependent on the temperature. We assume that the temperature takes the form
, where T 0 is the average temperature and A 0 the amplitude of the yearly fluctuations in temperature, and we assume that t = n/365 with n the number of passed days. We take the decay rate of the seal carrion to be
where γ 0 is the reference decay rate and γ 1 = 0 a scaling parameter. Note that when we take A 0 = 0, we have T (t) = T 0 and γ (t) = γ 0 .
With this, our non-autonomous model reads
Since Levy et al. (2016) already considered a systematic study of what is essentially the decoupled form of Eqs. 5.3-5.5, we shall be most interested in the role of seasonality in Eqs. 5.1-5.2 and then the influence of this has on modifying the resulting dynamics of Eqs. 5.3-5.5. As such, we shall focus on non-autonomous form of these equations using ρ(t) and β(t). We also ran simulations using r(t), γ (t) and δ(t), yet the resulting dynamics were akin to those in Levy et al. (2016) and will not be repeated here.
Effect of parameter oscillations on steady states
We fix all parameters except c 0 and k 0 to correspond to Fig. 1 (lower right panel). T 0 = 258 K is the average Arctic temperature (Jones et al. 1999) . By varying k and c, we can fix our solutions to one of the five possible steady states: the resource-free, predator-and scavengerfree, predator-free, scavenger-free, or positive equilibrium. We start with k = 1 and c = 0.5, so that we are in the positive equilibrium area. We varied ρ 1 and β 1 and plot the resulting time series for x and y in Figs. 5 and 6, respectively. An increase in either parameter is seen to increase the amplitude of boom and bust dynamics, and to make such dynamics more intermittent and less regular in time.
We see that there are a few cases where the oscillations push the resources or scavengers to extinction and one case where oscillations are necessary for the scavengers to survive. We found cases were the scavengers went extinct as a result of non-autonomous oscillations in β(t), the death rate of the predators. Remarkably, this β 1 turned out to be necessary for the survival of the scavengers in another case, which we plot in Fig. 7 for various β 1 . This demonstrates that the predator-prey dynamics can have a great influence on the resource and scavenger populations; particularly in fragile ecosystems that are in a state that is close to a bifurcation, changes in seasonal variation can bring the preservation of species in danger. 
Effect of parameter oscillations on periodic, quasi-periodic and aperiodic solutions
We investigate the effects of non-autonomous terms on the periodic, quasi-periodic and aperiodic solutions of our system. Again, we examine one time-dependent parameter at a time. We vary the amplitude of the oscillating parameter between 0 and 1 and vary the period by taking τ = 1.15 i , for i = 1, 2, 3 . . . 100. By varying τ , we change the relative timescale between the oscillating parameter and the natural oscillations of the system.
We give sample bifurcation diagrams of the MLE in Fig. 8 . Depending on the parameter regime selected, quasiperiodic or chaotic dynamics can either be rare or ubiquitous in parameter space, highlighting the sensitivity of the system on the carrying capacities c and k.
An interesting observation is that there are stability regions in the bifurcation diagrams, in spite of nonautonomous seasonal forcing. Indeed, for some cases, introducing a non-autonomous seasonal forcing term actually stabilizes non-equilibrium dynamics. As an example, we plot time series of the solution for δ 1 = 0 (the autonomous case), and for δ 1 = 1, with various τ , in Fig. 9 . For τ = 1.15 50 and δ 1 = 1, we find that the non-autonomous oscillations drive the resource to extinction.
Extension to a spatial PDE model
In the Arctic, the seal carcasses are spatially separated from the lemmings. Lemmings live on the land, while the seals are caught by bears on the ice. To investigate the effects of this spatial separation, we propose a continuum partial differential equation (PDE) model:
This model is based on the model proposed in Bassett et al. (2017) for PPS dynamics and hence, is a suitable spatial extension of the PPQRS model. We consider a circular, two-dimensional domain 1 on which the resources live, surrounded by a ring-shaped domain 2 for the prey, predators and quarry. On 1 , s = 0 and on 2 , x = 0. The scavengers are assumed to move freely between the two domains. We take no-flux boundary conditions and assume that the carcasses are not able to move. The bears, seals, foxes and lemmings are assumed to move at rates d 1 , d 2 , d 4 and d 5 , respectively.
Before considering our full PPQRS system, we note that in Medvinsky et al. (2002) , a spatial Rosenzweig-Macarthur model, equivalent to our Eqs. 6.1 and 6.2, was examined on a rectangular domain. There, two cases were considered: Fig. 9 Time series of the resource x(t) with varying δ 1 and τ . We took parameter values
c <c, the stationary case, and c >c, the limit cycle case. When c <c, the system approaches a spatially homogeneous steady state that is equal to the ODE solution: u = u * and v = v * . When c >c, for a not too weakly perturbed initial distribution, a jagged spatial pattern was found that is persistent in time (Medvinsky et al. 2002, p. 329) .
Simulation method and conditions
We used the finite element solver of COMSOL Multiphysics. We consider a circular domain ⊂ R 2 of radius 500 units of length, centred around (0, 0), which we divide in two areas 1 and 2 . The inner domain 1 is also circular and centred around (0, 0), with a radius of 250 units of length. In our motivating example, this would be the land on which the lemmings live. The outer domain 2 is an annular region, inhabited by the seals and bears. The foxes are assumed to be able to move freely over the whole domain = 1 ∪ 2 . Further, at first, we assume that the seals, bears, foxes and lemmings all diffuse at the same rate
The carcasses cannot move (so, d 3 = 0). This is because, although systems of two reaction-diffusion equations usually need different diffusivities in order to exhibit the Turing instability and resulting pattern formation, higher-order systems can have less regularity and hence, in some cases, parameter restrictions can be less restrictive yet Turing instabilities can still be found. Therefore, it is sensible to start with all non-trivial diffusivities the same, if one is searching for patterns in our spatial model. A comprehensive study of the spatial system with different diffusivities, in order to classify the various routes to the Turing instability and hence to spatial patterning, could be an interesting direction for future work.
As initial conditions for u, v, x and y, we take a random perturbation in both spatial directions of u * , v * , x * and y * , where u * and v * are defined in Eq. A.7 and
Those are the equilibrium values of the scavengers and resources if no quarry is present. We take s(0) = 0. Note that we presently assume that the scavengers do not have a preference to one of the two domains and have equal access to every part of the region. As an extension we might for example consider the case where the scavengers would only move to the outer domain when the number of resources is below a certain threshold.
Comparison between PDE and ODE dynamics
We will take parameter values as in Fig. 1d : k = 1.6, μ = 0.9, ρ = 2, r = 0.1 and d = 1. We take those values because the resource-free equilibrium is stable for certain values of c. We take consecutively c = 0.55, such that i < i * (0), c = 0.60, such that i * (0) < i < i * , c = 0.65, such that i > i * and c = 1, such that i i * . We plot spatial dynamics for the scavenger y in Fig. 10 . These choices of parameter regimes correspond to the labels given in Fig. 1d : A, in the red (scavenger free) region for c = 0.55, B, in the blue (positive equilibrium) region for c = 0.60, C, just in the yellow (resource-free) region for c = 0.65 and D, in the yellow (resource-free) region for c = 1.
We see that as i increases, the number of scavengers on the outer ring increases. While in the ODE model, the resources would not have survived for c = 0.65 (see yellow region in Fig. 1d ), in the spatial PDE model, they do survive. When we increase to c = 1, we see that the oscillations of the resources and scavengers disappear. We find that x → x * and y → y * for all x and y on the circle. So, we found a spatially uniform positive equilibrium, even though the ODE model would give a resource-free equilibrium area (yellow region in Fig. 1d ). Hence, spatial dispersion has allowed both populations to persist.
When we the value of c further, so that the prey and predator are in a limit cycle (green region in Fig. 1) , we see that we obtain a spatial non-homogeneous pattern of scavengers on both the inner circle and the outer ring (see Fig. 11a ). For this case, we also plot select time series in Fig. 12 . In particular, we plot time series at a single point in the domain, for the population averaged over the domain, and also for the ODE model solution with the same parameter values. While populations in individual locations appear to oscillate with period different to the ODE model, the spatially averaged plot appears to oscillate with a period close to that of the ODE model (approximately 14.6 time units).
We explored the chaotic case by increasing c and k even further. We plot a pattern-rich solutions of y at t = 5000 in Fig. 11b . The corresponding MLE is 0.012, and we likely have spatio-temporal chaos. We plot corresponding time series in Fig. 13, again showing time series for a single Fig. 10 The scavenger population y for t = 5000 with parameter values k = 1.6, μ = 0.9, ρ = 2, r = 0.1 and d = 1 and a c = 0.55, b c = 0.60, c c = 0.65 and d c = 1. Note the smoothing of the spatial dynamics for the scavenger (y) due to the increase in c, which in turn increases the quarry point in the domain, the spatially averaged population in the domain and the ODE model solution. It is interesting to see that the average number of scavengers is almost constant and is never close to zero. Clearly, the spatial model gives a different solution from the ODE case. In particular, while oscillations are present in the average population, the oscillations are small enough so that the population is ever close to extinction. In this manner, the spatial diffusion regularizes the solutions and resolved the paradox-of-enrichment in this setting.
Similar behaviour was observed for a spatial Rosenzweig-Macarthur model (Petrovskii et al. 2004) . It is well known that in the ODE Rosenzweig-Macarthur model, for large values of c, both the predator and prey populations are very small for most of the time and might easily go extinct. This effect is known as the 'paradox of enrichment' and was first described by Rosenzweig (1971) .
In Petrovskii et al. (2004) , it was observed that the addition of spatial diffusion can resolve this paradox, as the amplitude of the oscillations stays small in the spatial PDE case, preventing extinction. This is exactly what we observe for the more complicated PPQRS model when spatial diffusion is permitted.
Discussion and biological implications
When analysing the PPQRS model, we found that its steadystate behaviour was equivalent to the PPS model that was studied by Nevai and Van Gorder (2012) . Therefore, we will only look at the periodic, quasi-period and aperiodic solutions. We will compare our results with the PPS model that was studied by Nevai and Van Gorder (2012) and will compare them with the non-autonomous PPS system with Fig. 11 The scavenger population y for t = 5000 with parameter values μ = 0.9, ρ = 3, r = 1, d = 1 and a c = 1.6, k = 1.6 and b c = 3.5, k = 2.5. Larger carrying capacity results in more drastic spatial variation, as might be expected from the paradox of enrichment. However, unlike for an ODE model, here, there are always regions of large concentration for all time, and hence, the boom and bust dynamics are highly localized, with the overall population remaining safe from extinction even though local extinction on small timescales could be possible varying input rate that was studied by Levy et al. (2016) . We will also briefly compare our PPQRS model with an apparent competition model and compare the ODE and PDE models.
Non-equilibrium solutions
When c >c, the predator-prey system is in a limit cycle and the input rate i of quarry is therefore not constant, but given by
In Fig. 14 , we plot the non-constant input rate i(t) for various values of c. When also k >k, we have two interacting limit cycles. When c is just larger thanc, we see in Fig. 14 that the input rate has a sinusoidal shape. In Levy et al. (2016) , the non-autonomous PPS model was studied, with i replaced by
When the parameters i 1 and τ were varied, the largest MLE that was found had a value of 0.0012, for i 1 = 14 15 and When we further increase c in the PPQRS model, the input rate function approaches zero, with sharp peaks every once in a while. This causes the scavenger-resource dynamics to become chaotic (see Fig. 3 for an example). Note that the scavenger and resource populations evolve on a slower timescale than the predator and prey populations. Therefore, the chaotic dynamics might easily be overlooked. It is interesting to see that we can find chaotic solutions in the PPQRS model without increasing k, where the PPS model with a sinusoidal time varying input rate and k = 2 does not give chaos. We suspect that it is the peaked form of the input rate function for larger c that causes the chaotic behaviour of our solution. In biological terms, this indicates that if for most of the time, there are no carcasses, but if there is quarry, it comes in large amounts; this can push a sinusoidal limit cycle of foxes and lemmings, where k is just larger thank, in to chaos. As bears are known to only eat seals during a short period of time in the year (Roth 2003 ), a 'peak-like' input rate like the one for c = 5.0 in Fig. 14 is probably more realistic than the sinusoidal one considered in Levy et al. (2016) .
Comparison with autonomous and non-autonomous PPS models
The main difference between our PPQRS model given by Eqs. 2.1-2.5 and the PPS model (Nevai and Van Gorder 2012) is the addition of an extra limit cycle of prey and predators to the system. Because of this limit cycle, we found that in certain cases, the resource-free equilibrium is not stable for any value of c or k, whereas in the PPS model of Nevai and Van Gorder (2012) , this equilibrium can always be made stable. The existence of a second limit cycle results in the occurrence of quasi-periodic and aperiodic solutions, which were not found in the PPS model of Nevai and Van Gorder (2012) . Finally, in Levy et al. (2016) , a nonautonomous PPS model was studied, with a non-constant input rate of the form Eq. 7.2. This oscillating input rate did interact with the existing limit cycle of the scavengers and resources, resulting in quasi-periodic solutions. Unlike for our autonomous PPQRS model, no aperiodic solutions were found for this non-autonomous PPS model.
Including seasonality in our model, as done in Section 8, can fundamentally change the solutions of the autonomous system, turning equilibria into periodic solutions and periodic solutions into quasi-periodic and even aperiodic solutions. In one case, the addition of a non-constant death rate of the predators β(t) was actually found to be necessary for the scavengers to persist. Our findings show that the predator dynamics can have a great influence on the resource and scavenger populations. Especially in fragile systems, that are in a state that is close to a bifurcation, changes in seasonal variation can bring the preservation of species in danger. Although part of these results could have been found for non-autonomous PP and PPS models as well, we have not found them in the literature.
Comparison with apparent competition models
As we noted before, our system has similarities with an apparent competition model, consisting of two resources and one consumer. While the two resources do not compete directly, they do have a negative effect on each other through their shared predator: they are in 'apparent' competition. In our model, the Q and R would be the resources and the S the consumer. In both type of models, we can find steadystate solutions, limit cycles and chaos (Abrams et al. 1998) . Our resource and quarry are also in apparent competition. Recall for instance that an increase in the amount of quarry can push the resource in extinction.
A difference between the second resource in an apparent competition model and the quarry in the PPQRS model is the independence of the growth rate of the quarry on the amount of quarry already present. When only quarry and one consumer are present in the PPQRS model, the system will tend either to a quarry only equilibrium or to an equilibrium where both consumer and quarry coexist. This two-species subsystem does not exhibit limit cycle solutions (Nevai and Van Gorder 2012) . However, when we add the predator prey system, we can let the consumer quarry system oscillate due to an externally driven oscillation in the growth rate of the quarry. So, both in the apparent competition model and the PPQRS model, we can have two sources of oscillations. In both models, the first is the limit cycle that arises from the consumer (scavenger) and resource dynamics. The second one is different in both models. For the apparent competition model, the second cycle arises again from intra specific interaction dynamics. In the PPQRS model, the second cycle arises by an external forcing term of the growth rate of the quarry, which is why we compared our model with the non-autonomous model as studied in Nevai and Van Gorder (2012) .
Comparison between ODE and PDE models
We found just as in the ODE model that an abundance of quarry can push the scavenger-resource dynamics to a homogeneous steady state that is constant in time. Further, we found that in order for scavengers to enter the predatorprey-quarry area, there needs to be enough quarry available for the scavengers to survive on it alone, without having to depend on resources as well. This result is especially important for larger areas, where it takes some time for scavengers to travel from an area of resources to an area of quarry. Arctic foxes are known to migrate every 3-4 years, as a result of a decline in the lemming population (Wrigley and Hatch 1976, p. 149 ). On such a timescale, we would expect this to have an influence on our model. When the amount of quarry is too low for scavengers to enter the quarry-rich area, this does not mean that the existence of quarry has no influence on our system. Scavengers can live close to the border of the two areas, eating both quarry and resources. We saw that by decreasing the amount of quarry available, we could alter the dynamics of the scavengers and resources from a positive steady state to a limit cycle.
Finally, in the ODE model, we found chaotic behaviour for large carrying capacities c and k. The population sizes tend to oscillate wildly, with sharp peaks and valleys. In the PDE model, we see that the average population sizes do actually vary less when the carrying capacities are increased. So, increasing c turns out to be stabilizing instead of destabilizing when animals can move around. When a predator has eaten all prey in a certain area, it can just move on to the area next to it. But when migration is not longer possible, this might ultimately drive the predator to extinction. This could happen when the living area of a predator decreases, for example because of melting ice.
Biological implications
Biologically, it is perhaps most interesting to consider how the interaction between the predator-prey system and the resource-scavenger-quarry system will modify the stability of individual equilibrium or non-equilibrium states. We exhibit a rich variety of dynamics in the PPQRS model (2.1)-(2.5), corresponding to resource-free equilibrium, predator-and scavenger-free equilibrium, predator -free equilibrium, scavenger-free equilibrium, positive equilibrium values, as well as non-equilibrium dynamics consisting of simple limit cycles and less regular dynamics such as chaos. The destabilization of any such state as well as the transition between states is of strong importance to the well-being of any particular population.
We find that the conversion factor, μ, as well as the individual carrying capacities c and k of the prey and resource, respectively, are useful bifurcation parameters. As either is made sufficiently large, we can often observe a transition from equilibrium to non-equilibrium dynamics such as limit cycles. In cases where limit cycles are already present, an increase in either of these parameters may push the system into chaotic dynamics. As limit cycles are a proxy for boomand-bust dynamics, within which one or more populations may become close to extinction, understanding when such cycles are possible is important for sake of conservation efforts.
When the predator-prey population is in equilibrium, we tend to observe equilibrium or limit cycle dynamics in the resource-scavenger-quarry system. A change in equilibrium value of the predator-prey system is sufficient to destabilize a positive equilibrium in the resource-scavenger-quarry system and push it into boom-and-bust dynamics. Therefore, while the predator-prey system is decoupled from the other dynamics, its behaviour strongly determines the behaviour of the resource-scavenger-quarry system, depending on how reliant the scavenger is on the quarry input from the predator-prey system.
In the case where the predator-prey system exhibits limit cycles, these dynamics can destabilize those of the resource-scavenger-quarry system, resulting in limit cycles or even less regular dynamics such as chaotic fluctuations in population of the scavenger and the resource. Hence, the stability of the resource-scavenger-quarry system is tied strongly to the stability of the predator-prey system. However, when the systems are weakly coupled (little biomass is transferred through the quarry, perhaps because it has a much lower utility to the scavenger than the resource), then the resource-scavenger-quarry system will be more robust against changes in the predator-prey system dynamics.
If the predator-prey and resource-scavenger-quarry systems are on two different timescales, then it may be more difficult to ascertain the influence of the first on the latter. As an example, when the predator-prey system evolves on a faster timescale than does the resource-scavenger-quarry system, there may be slow chaotic dynamics which might be mistaken for periodic dynamics if one takes a small sample size of observations. Therefore, the understanding the the interlinked dynamics from these model may be relevant for ascertaining whether such coupled ecological systems are really in sync or if the resource-scavenger-quarry system falls out of sync with the predator-prey systems. This can lead to less regularity in boom-and-bust dynamics, making bust events, which may require external intervention to conserve a particular species, harder to predict.
In Levy et al. (2016) , it was found that increasing the amplitude of the death rate of the foxes δ(t) could push them to extinction. We see that in this case, the population of foxes becomes so large, that it drives the lemming population to extinction. This type of dynamics is known as 'boom and bust' dynamics and is indeed observed in nature (see for example Dickman et al. (2010) or Kingsford et al. (1999) ). In PPQRS dynamics, we observe similar boom and bust behaviours from non-autonomous contributions to the death rate of the predators, β(t). We saw that the addition of non-autonomous seasonal terms can lead to chaos. In Oksanen and Oksanen (1992) , the population sizes of Arctic lemmings and subarctic voles were compared. Where the lemming dynamics were chaotic, the vole dynamics were found to be periodic. In Levy et al. (2016) , it was suggested that large temperature differences on the Arctic could be responsible for the chaotic dynamics of the lemmings. Other explanations are also possible, such as defensive chemicals produced by plants as response to grazing by the lemmings (Seldal et al. 1994) . Finally, in the cases that the autonomous system showed chaotic behaviour already, we found that the addition of non-autonomous terms could, for certain parameter values, resolve this chaos by pushing the resource to extinction or other steady states.
We observed spatial patterning when multiple species were permitted to move throughout a spatial domain via diffusion. As in the purely temporal dynamics, a variety of spatially uniform steady states were possible for such models, yet additional spatially heterogeneous dynamics were apparent up to large times in numerical simulations. These states often correspond to limit cycles in the purely time-dependent model, only with the amplitude of the fluctuations varying as a function of spatial position, we well. It may be possible that some of the structures observed correspond to spatio-temporal chaos.
Ecologically, the spatial dynamics are interesting as fluctuations in populations appear to be less extreme than in the purely time-dependent model. This suggests that making heterogeneous spatial regions available can mitigate boom-and-bust dynamics which might otherwise lead to extinction events. This might be one reason why boom-andbust dynamics associated with the paradox of enrichment are hard to find in real-world examples. As many real-world examples have some degree of spatial heterogeneity, it may be that very extreme fluctuations in populations due to an increase in, say, carrying capacity of the prey are strongly moderated by spatial diffusion processes. The moderating role of spatial diffusion in a PDE system for the predatorprey-subsidy system alone was recently studied in Bassett et al. (2017) . In Bassett et al. (2017) , the dynamics usually resulted in solutions which, while heterogeneous, had a degree of spatial symmetry. The kinds of irregular heterogeneous patterns we observe here (such as in Figs. 8 and 10) were not found, implying that coupling of the two systems as we do results in more exotic dynamics, and hence, that more variation is possible in real-world systems which are interconnected rather than modelled in isolation. However, this may also be due to the fact that there was only one predator in that model, whereas in our model, the top predator is confined to one region while the secondary predator (the scavenger) has mobility over the entire domain, thereby complicating and possibly destabilizing the model dynamics.
Conversely, these findings for the spatial model may suggest that limiting the spatial region available to a particular population may destabilize the population dynamics. Such results were recently shown on discrete stepping stone domains for the predator-prey-subsidy system in Shen and Van Gorder (2017) . In that paper, variations in the underlying network structure or topology were seen to alter the structure of bifurcations from equilibrium values to nonequilibrium dynamics. Spatial structure, particularly heterogeneous structures where certain populations are confined to subsets of the whole environment, can therefore modify stability of predator-prey dynamics. This is an important point for conservation ecology, as destruction of habitat may result in such a stability loss.
Conclusions
The main difference between our PPQRS model given by Eqs. 2.1-2.5 and the PPS model of (Nevai and Van Gorder 2012) is the addition of an extra limit cycle in the predatorprey system, which can destabilize the PPQRS systems in ways not possible in the PPS system. Because of this limit cycle, we found that the resource-free equilibrium is not stable for any value of c or k, whereas in the PPS model of Nevai and Van Gorder (2012) , this equilibrium can always be made stable. The existence of a second limit cycle does also result in the occurrence of quasi-periodic and aperiodic solutions, which, again, were not found in the PPS model of Nevai and Van Gorder (2012) . In Levy et al. (2016) , a PPS model with a non-constant input rate of the form (7.2). This oscillating input rate did interact with the existing limit cycle of the scavengers and resources, resulting in quasi-periodic solutions. However, the simple sinusoidal form of Eq. 7.2 did not generate chaotic solutions, while our autonomous PPQRS model did give us chaos.
We found that adding non-autonomous terms (in order to model seasonality) can fundamentally modify dynamics of the autonomous system, turning equilibria into periodic solutions, and periodic solutions into quasi-periodic and even aperiodic solutions. These results agree with the findings in Levy et al. (2016) for their PPS system. Adding seasonality can both prevent species from extinction and drive species to extinction. Although some of these results could have been found for non-autonomous PP and PPS models as well, we have not found them in the existing literature. In the cases where the autonomous system already exhibited chaotic behaviour, we found that the addition of non-autonomous terms could, for certain parameter values, resolve this chaos by pushing the resource to extinction or to other steady states. Our findings show that the predator-prey dynamics under seasonal terms (non-autonomous forcing) can have a large influence on the resource and scavenger populations.
We investigated a spatial PDE model numerically. We were especially interested in the interaction of the scavenger dynamics on the two different domains we introduced: a resource-free and a quarry-free area. In cases where the ODE model showed limit cycle behaviour, the PDE model showed spatially non-homogeneous solutions that were oscillating in time. In situations where increasing the carrying capacity in the ODE model drives the amplitude of the oscillations up, we found that a large carrying capacity in the PDE model results in a very small variation in average population size. That the addition of spatial variation can decrease the average amplitude of the oscillations has been observed before in Petrovskii et al. (2004) for a simple predator-prey system with one limit cycle. We extended these results to the chaotic solutions that we found in our autonomous ODE model, showing that there, too, the addition of spatial variation can smooth out the effects of high carrying capacities. Finally, we found that when the amount of quarry is not high enough, scavengers will not enter the predator-prey-quarry area. This difference with our ODE model is especially important for large domains or slow rates of diffusion, when scavengers are more sensitive to the area in which they will live, as they remain for a larger period of time.
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Note that 0 <c < 2c + g =c. Hofbauer and Sigmund (1998) for a more thorough discussion of the above results).
A.2 The full PPQRS model
We turn to the full five-dimensional model (2.1)-(2.5). We examined the feasibility and local stability of the equilibrium points, by looking at the sign of the eigenvalues of the Jacobian of the linearised system for all stable points. There exist five possibly stable steady states, which we will call the predator-and scavenger-free (c, 0, 0, k, 0), the predatorfree (c, 0, 0, x * , y * ), the scavenger-free (u * , v * , i γ , k, 0), the resource-free and the positive equilibrium (u * , v * , s * , x * , y * ), respectively. Consider the first steady state of (A.1) and (A.2), where u = v = 0. In this case, there are neither prey nor predators and consequently, no quarry is created. Then, our model reduces two a standard two-species model with only scavengers and resources. So u = v = 0 leads to the following three steady states: (0, 0, 0, 0, 0), (0, 0, 0, k, 0) and (0, 0, 0, x * , y * ). These equilibria are never stable, as the Jacobian J has at least one eigenvalue with positive real part, i.e. λ 1 = ρ > 0.
At the second steady state of Eqs. A.1 and A.2, there are no predators. Again, no quarry is created and the model reduces to a system of scavengers, resources and unhunted prey. As we saw above, this state can be stable if c <c. We find the three steady states (c, 0, 0, 0, 0), (c, 0, 0, k, 0) and (c, 0, 0, x * , y * ). We have J (c,0,0,0,0) The characteristic polynomial is given by Notice that the lower right (2 × 2) block reduces to a predator prey relation as the one we considered above. We deduce that this block has a feasible positive equilibrium (x * , y * ) if and only if k >k and its eigenvalues are negative if and only ofk < k <k, wherek
The characteristic polynomial of Eq. A.12 is given by 
We define and write our system as 
The characteristic polynomial is of the form
Because r > 0, this equilibrium point is always unstable. For u * , v * , i γ , k, 0 , the Jacobian takes the form
The characteristic polynomial is of the form .26) It follows that the equilibrium point is stable if and only if c < c <c and
The second condition is equivalent to k <k and i < i * (k). The characteristic polynomial is of the form
It follows that the equilibrium point is stable if and only if c < c <c, J 44 < 0 and the equation
has two roots with negative real part. The condition J 44 < 0 is satisfied if and only if (see Nevai and Van Gorder (2012, p. 897) ). For the negative roots, we need J 33 < 0 and J 35 J 53 < 0. Rewriting and we see that J 33 < 0 and J 35 J 53 < 0 is always satisfied.
We conclude that is stable if and only ifc < c <c and . We finally turn to the steady state (u * , v * , x * , y * , s * ). We still assumec < c <c, so that the number of prey and predators is stable. In Nevai and Van Gorder (2012), Nevai and Van Gorder found (s * , x * , y * ) to be feasible in three different cases:
(i) k <k and i * (k) < i < i * , (ii)k < k <k and i < i * , (iii) k >k and i < i * .
Therefore, we will determine the local stability in these three different cases. For this, we will look at the signs of the different elements of Eq. A.30. Now, because J 21 J 12 < 0 and J 11 < 0, the positive equilibrium is stable if and only if J (3:5,3:5) has eigenvalues with negative real part. We can write the characteristic polynomial of J (3:5,3:5) as a 0 λ 3 + a 1 λ 2 + a 2 λ + a 3 , (A.36) with a 0 = 1, a 1 = −tr (J (3:5,3:5) ), a 2 = J 44 J 33 − (J 34 J 43 + J 35 J 53 + J 45 J 54 ) and a 3 = − det (J (3:5,3:5) ). We use the Routh-Hurwitz criterion: in order for the roots of a polynomial of the form (A.36) with real coefficients and a 0 = 0 to have all negative real parts, it is necessary and sufficient that a 0 a 1 > 0 and a 1 a 2 > a 0 a 3 (Gantmacher 1959, p. 231) . When k <k, we have tr (J (3:5,3:5) ) < 0 and det (J (3:5,3:5) ) < 0. It follows that J is stable if and only if a 1 a 2 > a 3 . Unfortunately, it is complicated to determine when this inequality holds, based on parameter values alone. When k >k, it becomes even more difficult to determine the roots of the polynomial (Nevai and Van Gorder 2012, p. 901). Therefore, following (Nevai and Van Gorder 2012), we have numerically investigated the stability of the system.
Appendix B: Lyapunov exponents
This appendix consists of an introduction to Lyapunov exponents, based on the theoretical discussion in Nayfeh and Balachandran (1995, p. 525-529) . Consider an ndimensional autonomous system of differential equations:
with a trajectory X(t) and a small perturbation δ(t) of this trajectory. We linearise around the perturbation to obtain with λ i an eigenvalue of the Jacobian matrix A of the linearised system around the fixed point. When all the real parts of the eigenvalues are negative, all Lyapunov exponents are negative as well and we have a stable fixed point. Periodic cycles always have one Lyapunov exponent equal to zero, corresponding to a perturbation δ(t) along a tangent to the cycle X(t). When we have a stable limit cycle, the other Lyapunov exponents must be negative, corresponding to perturbations in directions normal to the trajectory. An n-period quasi-periodic solution has n zero Lyapunov exponents, corresponding to the n tangential directions on the torus. Finally, one or more positive Lyapunov exponents are a sign of chaotic behaviour. A positive Lyapunov exponent corresponds to a perturbation direction in which a trajectory that is separated from the original trajectory will diverge.
