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ABSTRACT 
Dynamic graphics are a collection of data visualization techniques that employ 
interaction and real-time updating to enhance graphical displays. Traditionally, dynamic 
graphics have been used to augment classic statistical plots, such as scatter plots. This thesis 
describes the novel application of dynamic graphics to explore several different areas: 
traditional unsupervised learning algorithms, graphs, and new applications of clustering 
algorithms to graphs. 
Unsupervised learning algorithms are automated methods for exploring and finding 
the interesting aspects of ahigh-dimensional data set. The grand tour is a multivariate data 
visualization technique used to observe the unsupervised learning algorithms. Making the 
plots interactive and utilizing linked brushing presents more information to the user. 
A graph consists of nodes and edges. Graphically, nodes are small shapes like circles 
and edges are shown as lines connecting the nodes. Interaction with the visualization allows 
for structure modification such as node addition/deletion, edge 
addition/modification/deletion, and node and edge figure placement. The nodes and edges of 
a graph can have multiple properties, or variables, associated with them, and these values can 
be shown in the visualization by mapping them to visual attributes of the nodes and edges, 
like node shape or edge color. 
A path is a sequence of nodes and edges of a graph and a cycle is a path that leads 
back to the starting node. Many of these cycles in a graph will contain some. of the same 
nodes and edges. Groups of similar cycles can be found by using a clustering algorithm on 
the cycles of the graph. A suitable distance metric for comparing cycles and a definition of 
the median of a set of cycles are required by the clustering algorithm. Once the clusters of 





Dynamic graphics axe a collection of data visualization techniques that employ 
interaction and real-time updating to enhance graphical displays. Allowing the user to 
interact with the display and updating that display using animation can show much more 
information than static plots. Traditionally, dynamic graphics have been used to augment 
classic statistical plots, such as scatter plots. These techniques can be applied to other 
domains as well, offering new visualization and analysis methods. This thesis describes the 
novel application of dynamic graphics to explore several different areas: traditional 
unsupervised learning algorithms, graphs, and new applications of clustering algorithms to 
graphs. 
Unsupervised learning algorithms are automated methods for exploring and finding 
the interesting aspects of a data set. These methods are typically used on high dimensional 
data sets to find cluster structure or reduce dimensionality. Visualization, if used in an 
analysis of the results at all, has traditionally been limited to static two-dimensional scatter 
plots. However, dynamic graphics offer several new techniques for more effectively 
visualizing and understanding unsupervised learning algorithms. As will be shown, these 
techniques create much more powerful and expressive visualizations than traditional methods 
used in the pattern recognition and machine learning communities. 
Unsupervised learning occurs in the high dimensional space of the data. Visualizing 
the progress and results of the learning algorithm in the high dimensional space with the data 
points is important, both to understand how the algorithm works and to validate its results. 
The grand tour is a multivariate data visualization technique used to observe the 
unsupervised learning algorithms. Using the grand tour, one can see how the algorithm 
operates in the high dimensional data space. Static low-dimensional projections do not 
always provide this level of model validation. 
The unsupervised learning algorithms can produce more information than can be 
effectively conveyed in a single static plot of the data. By making the plots interactive, the 
user can choose and customize which information is shown. Also, linking the display of 
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several different plots can present more information to the user by showing multiple 
interactive views of the data. 
A graph consists of two sets: a set of objects called nodes, and a set of either ordered 
or unordered pair wise relations between nodes called edges. Graphically, nodes are shown 
as small shapes like circles or squares and edges are shown as lines connecting the nodes. If 
the edges are ordered (or directed), there will be an arrowhead on one end of the line. A 
graph layout algorithm is used to compute the positions of the node and edge figures based 
on the structure of the nodes and edges in the graph. This is all that is needed to draw a static 
picture of a graph. 
Basic interaction with the graph visualization allows for graph structure modification 
such as node addition/deletion and edge addition/modification/deletion. In addition, the node 
and edge figures _themselves can be repositioned without affecting the graph structure. 
Panning and zooming allow a Large graph to be viewed in a small window with different 
levels of detail. Many graph visualization packages only produce static pictures of nodes and 
edges. FCModeler, the graph visualization package described in this thesis, allows full 
interaction with the graph. 
Graphs are used to model real-world data, like telephone calls, social interactions, or 
metabolic networks. Thus, the nodes and edges of a graph can have multiple properties, or 
variables, associated with them. Each node and edge then has a specific value for each 
property. These values can be shown in the graph visualization by mapping them to specific 
visual attributes of the nodes and edges, like node shape or edge color. This new mapping 
process, also implemented in FCModeler, can be done at run-time by a user and adds a 
greater amount of information about the graph to the visualization than other available 
packages. 
A path is a sequence of nodes and edges of a graph, built by starting at a node and 
following an edge to another node, then following a different edge to another node, and so 
on. A cycle is a path that leads back to the starting node. Depending on the problem domain, 
cycles can be interesting to analyze and efficient algorithms exist to find all of the cycles in a 
graph. 
Large graphs can produce a very large number of cycles. Many of these cycles will 
come from similar regions of the graph and will thus contain some of the same nodes and 
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edges. Groups of similar cycles can be found by using a clustering algorithm on the cycles of 
the graph. A suitable distance metric for comparing cycles and a definition of the median of 
a set of cycles are required by the clustering algorithm. Once the clusters of similar cycles 
are found, dynamic graphics methods can be used to visualize them effectively. 
Overview of Results 
This thesis describes several new applications of dynamic graphics. The first is the 
visualization of three unsupervised learning algorithms: k-means clustering, fuzzy c-means 
clustering, and self-organizing maps. The first two algorithms find the cluster structure in a 
data set while the third algorithm can be used both to find the cluster structure and reduce the 
dimensionality of the data set. The visualization methods are based on using the grand tour 
to visualize the algorithm and data in the high dimensional data space and interactive plots to 
explore the results of the learning algorithms. These visualization methods can also be 
applied to various other unsupervised learning algorit~uns. 
Second is the use of dynamic graphics with multivariate graph visualization. In 
particular, the nodes and edges of the graph have multiple categorical variables associated 
with them. Dynamic graphics methods are used to allow graph structure and graph view 
modification by making the graph visualization interactive. In addition, mappings are made 
from values of the node and edge variables to visual attributes of the node and edge figures. 
These mappings are done in real-time in the visualization, letting the user see the values of 
the node and edge variables. 
Finally, dynamic graphics are used to visualize the results of clustering the cycles of a 
graph. After the cycles of a graph have been found, self-organizing maps are used to find 
groups of similar cycles based on their node and edge content. This involves creating a 
distance metric for cycles and defining the generalized median for a set of cycles. The 
results are shown in an interactive display, where the user can effectively visualize the 
groups of similar cycles. 
k-Means Clustering 
The k-means clustering algorithm iteratively partitions the data set into clusters of 
data points and calculates a prototype, or mean, for each cluster. The means are shown in the 
grand tour view as large data points and move through the data space as the algorithm 
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progresses. Since each data point is assigned to one of the clusters, color is used to show the 

















Figure 1. A snapshot of the grand tour view of the k-means clustering algorithm. The cluster means are 
shown as large data points and the data points are colored according to their cluster membership. 
Fuzzy c-Means Clustering 
The fuzzy c-means algorithm is similar to the k-means algorithm except that it 
assigns a membership value in each cluster to each data point, instead of membership in only 
a single cluster. Thus, each data point belongs to all clusters to different degrees. Again the 
grand tour is used to visualize the data and the cluster means in the high dimensional data 
space. 
Cluster membership visualization is much more difficult for fuzzy c-means than for 
k-means, since each data point has a membership value in each cluster. For more than two 
clusters, showing all of the membership values on each data point would produce a very 
messy plot. To reduce the amount of information shown to a comprehendible amount, two 
classes of membership visualization methods were developed: showing membership in a 
single cluster using some other variable (like color or height) and showing membership in all 
clusters above a certain threshold value (using convex hulls or translucent glyphs). Figure 2 
S 
below shows an example of the first membership visualization method, where each data point 
is colored based on its membership in the blue (lower left) cluster. Red represents a high 






















Figure 2. A snapshot of the grand tour view of the fuzzy c-means clustering algorithm. The data points 
are colored according to their membership in the blue (lower left) cluster, with red representing high 
membership and light blue representing low membership. 
Self-Organizing Maps 
The self-organizing map (SOM) is an unsupervised learning algorithm that can be 
used for clustering and dimensionality reduction. It takes a low dimensional (usually 1-D or 
2-D) grid of points and spreads it throughout the high dimensional data space, approximating 
the data distribution. The points on the map will be pulled to the natural clusters of data 
points, and the data points can then be projected from the high dimensional data space to the 
low dimensional space of the map. 
The grand tour is used again to visualize the data and the map in the high dimensional 
data space. This view provides trust to the user that the map does indeed approximate the 
distribution. A view of the low dimensional space is also used to visualize the map. The two 
views are linked, so that interacting with one view causes changes to occur in the other view. 
For example, the data points can be interactively projected onto the map by brushing them in 
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the tour view with different colors. The corresponding map units are then automatically 
brushed with the same color. Figure 3 shows an example of the SOM visualization methods. 
,. 
.~ 
Figure 3. Example of the SUM visualization methods. The grand tour view (left) shows the data and the 
map in the high dimensional space, while the map view (right) shows the data projected into the low 
dimensional space. The data points and map were colored interactively based on the clusters in the data. 
Graph Visualization 
Graph visualization is awell-studied topic, and many commercial software packages 
exist that are used for visualizing graphs. The main contribution of the author to this area is 
the creation of the FCModeler software. FCModeler is a Java-based software package used 
to visualize, analyze, and simulate metabolic networks. It can be used as a more general tool 
however, for interactively visualizing multivariate graphs in general. The visualization 
supports full interaction, including graph structure modification, graph view modification, 
panning, and zooming. 
FCModeler also provides the capability of mapping values of specific node and edge 
variables to visual attributes of the node and edge figures, respectively. These mapping rules 
allow such complex sentences such as "If the node is a molecule and its location is the 
plastid, then its shape is an ellipse". The system dynamically determines which values of the 
various node and edge variables exist, and lets the user map them to any specific visual 
attribute, such as node shape, node fill color, edge color, edge dash pattern, etc. Figure 4 
below shows an example of a graph in FCModeler. 
ECModeter - ExampteForTfiesis.xmi 
fife view graph properties 
~n~r 
Figure 4. Example of a directed graph shown in FCModeler. The different visual attributes convey 
different values of the node and edge variable associated with the graph. 
Cycle Clustering and Visualization 
Cycles obtained from directed graphs maybe similar to each other based on their 
node and edge content. Thus, clustering algorithms maybe used to find natural groups of 
similar cycles. Prior to clustering, a distance metric and generalized set median must be 
defined for the objects to be clustered. Several possible representations for the cycles are 
discussed, including strings, graphs, and weighted sets. Weighted sets are chosen because of 
the simplicity of the associated metric and median. Self-organizing maps (SOM) are used to 
find the clusters of cycles obtained from a directed graph. This innovative approach is 
implemented in FCModeler and uses the JSOMap package for self-organizing maps. 
The results of the SOM clustering are shown in a grid of graph views, each 
representing a cluster of cycles discovered by the SOM algorithm. Clicking on one of these 
small graph views shows the cluster of cycles in a larger, more easily understandable 
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window. These interactive visualizations effectively show the results of the SOM clustering 
so they can be analyzed by the user. 
Thesis Organization 
This thesis consists of a general introduction chapter, four research papers, and a 
general conclusions chapter. References for all chapters are included in a comprehensive 
reference listing immediately following the conclusions chapter. The research papers are as 
follows: 
Publication 1. Cox, Z., J. A. Dickerson, D. Cook. (2001). Visualizing Membership 
in Multiple Clusters after Fuzzy c-Means Clustering. Proceedings of Visual Data Exploration 
and Analysis VIII, San Jose, CA. 
This paper describes the use of dynamic graphics techniques to visualize the k-means 
and fi~:zy c-means clustering algorithms. The grand tour was used to visualize the 
positioning of the means by both algorithms in the high dimensional data space. Color of the 
data points was used to visually distinguish the clusters calculated by the k-means algorithm. 
Four new methods of visualizing the memberships of the data points calculated by the fuzzy 
c-means algorithm were also presented. The author conceptualized the fuzzy c-means 
visualization methods, implemented the methods in software, and was principal author of the 
paper. 
Publication 2. Cox, Z. (to be submitted). "Visual Exploration of Self-Organizing 
Maps Using the Graph Tour and Linked Brushing." Journal of Statistical Software. 
This paper describes the use of dynamic graphics techniques to visualize self-
organizing maps. The grand tour was used to visualize how the algorithm progressively 
positioned the map in the high dimensional space of the data. The grand tour view was 
linked to a view of the map in feature space to allow the user to interactively explore the 
mapping between input space and feature space. The author designed the visualization 
methods, implemented them in software, created an obj ect-oriented self-organizing map 
package, and was principal author of the paper. 
Publication 3. Dickerson, J. A., D. Berleant, Z. Cox, W. Qi, D. Ashlock, E. Wurtele, 
A. W. Fulmer. (to be published in 2002). Creating and Modeling Metabolic and Regulatory 
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Networks Using Text Mining and Fuzzy Expert Systems. Computational Biology and 
Genome Informatics. C. H. Wu, P. Wang and J. T. L. Wang, World Scientific. 
This book chapter describes the Gene Expression Toolkit. This toolkit will aid in the 
analysis and comparison of large microarray, proteomics and metabolomics data sets. It also 
aids in the synthesis of the new test results into the existing body of knowledge on 
metabolism. The user can select parameters for comparison such as species, experimental 
conditions, and developmental stage. The author designed and implemented FCModeler, a 
software tool used to visualize, analyze, and simulate metabolic networks, which is a 
significant part of the Gene Expression Toolkit. The author also contributed significantly to 
the sections of the book chapter describing FCModeler. 
Publication 4. Cox, Z. (to be submitted). "Clustering Cycles Using Self-Organizing 
Maps." Journal of Statistical Software. 
This paper describes the use of self-organizing maps to cluster the cycles obtained 
from a directed graph. It presents an overview of the different cycle representations, 
including strings, graphs, and weighted sets. Various distance metrics and generalized set 
medians for the different representations are also reviewed. Once the clustering is complete, 
the results are visualized in informative, interactive graph visualizations. The author 
researched the different cycle representations, implemented .the clustering using weighted 
sets, created the visualization methods, and was principal author of the paper. 
Literature Review 
Dynamic Graphics 
The use of interactive computer graphics in statistical analysis dates back to the 
1970's. The first major interactive statistical graphics system was PRIM-9 (Fisherkeller, 
Friedman et al. 1974) which featured dynamic tools for projecting, rotating, isolating, and 
masking multidimensional data in up to nine dimensions. PRIM-9 and other related systems 
are described in (Cleveland and McGill 1988). (Becker, Cleveland et al. 1988; Buja, Cook et 
al. 1996) present good general introductions to dynamic graphics techniques. 
The grand tour is a dynamic graphics method for visualizing high dimensional data, 
and is first described as a data analysis tool in (Asimov 1985). (Cook, Buja et al. 1995) 
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guide the projections of the grand tour using projection pursuit, and (Cook and Buja 1997) 
present methods for manually controlling the variable contributions to the projection. 
Linked brushing is the general method of connecting multiple views of a data set, so 
that the appearance of data points in all of the plots is the same. (McDonald 1982; Becker 
and Cleveland 1987) provide descriptions of interacting with one of a collection of plots and 
having the other plots updated in real-time to show the changes. 
Unsupervised Learning Algorithms 
Unsupervised learning is awell-studied field, with roots in pattern recognition, 
machine learning, artificial intelligence, and density approximation. According to 
(Cherkassky and Mulier 1998), unsupervised learning methods can be used in four different 
ways: data/dimensionality reduction, interpretation of the data set, predictive modeling for 
future samples, and preprocessing for supervised learning. 
There are many good references for the k-means clustering algorithm; any text on 
pattern recognition or machine learning will most likely contain a description. (Nadler and 
Smith 1993; Ripley 1996) provide good introductions to unsupervised learning algorithms. 
The fuzzy c-means clustering algorithm is also widely studied, with the classic reference 
(Bezdek 1981). Self-organizing maps (also called Kohonen maps) were created by Kohonen 
and he describes them in (Kohonen 1984; Kohonen 1995; Kohonen 1997; Kohonen 2001). 
Analysis of Unsupervised Learning Algorithms 
In general, there are two traditional ways to analyze the results of clustering 
algorithms such as k-means and fuzzy c-means. The first involves calculating some validity 
index that shows how well the clustering algorithm partitioned the data (Jain and Dubes 
1988). Usually the clustering algorithm is run on the data several times with different 
parameters, and then the validity index for each run shows which partition is "the best". In 
the second method, the traditional pair wise scatterplot shows the cluster means and different 
glyphs are drawn for the data points to represent the different clusters. Visualization can 
provide confidence in the clustering algorithm and may suggest different parameters to try 
for more effective results. 
(Fayyad, Grinstein et al. 2002) is the only real text covering more in-depth 
visualization of data mining algorithms, but it doesn't really give clear examples of how to 
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visualize the many different algorithms. They mainly describe the various multivariate 
visualization methods currently available and present "requirement specification" papers on 
what successful data mining visualizations should be Like. The paper by (Thearling, Becker 
et a1.2002) in the previous text discusses model visualization, but only for supervised 
learning methods such as decision trees and tables. The visualizations they describe also 
have nothing to do with viewing the models in the high dimensional data space. 
Little work has been done on visualizing the fizzy c-means clustering algoritlun. The 
Fuzzy Logic Toolbox (MathWorks 2002), an add-on to the popular technical computing 
environment MATLAB, uses 2-D scatterplots to show the results of the fuzzy c-means 
clustering algorithm. These scatterplots show the cluster means and use color to show the 
cluster each data point belongs to the most. 
FCLUST (Egan, Krishnamoorthy et al. 1998), a visualization tool for fuzzy 
clustering, shows 2-D and 3 -D scatterplots of the data set and uses color based on the highest 
membership of the data points. It also highlights data points with membership values above 
a certain threshold, which is similar to the threshold method described in this thesis. 
However, none of the inherent problems of their method are discussed, nor are any potential 
solutions suggested. 
More research has been done related to SOM visualization than that of the k-means or 
fuzzy c-means clustering algorithms. This is probably due to the fact that the SOM itself can 
be used as a data mining visualization tool, projecting high dimensional data to a 2-D 
display. Much of the work has focused on the 2-D map display, with little attention paid to 
the map in the high dimensional data space. 
(Vesanto 1999) provides an overview of several state-of-the-art SOM visualization 
methods, which are all based on the 2-D map view. In one method, connections between the 
nodes of the map are colored based on the distance between the nodes' models in input 
space. The larger the distance between the models, the darker the connections are colored on 
the map. Thus, clusters are dense groups of white connections on the map, with black 
connections separating them. Also, the size of a node in the map view can be made 
proportional to the average distance from its model to all of its neighboring nodes' models. 
This plot shows basically the same information as the first, where clusters are now shown as 
groups of small nodes with large nodes separating them. A third method they describe uses 
12 
component planes, where each node of the map is colored based on its model's value of a 
single variable. This visualization can show where high or Iow values of certain variables are 
located on the map. Data histograms are another method, where the nodes are colored based 
on how many data points are projected to them. 
(Kaski, Venna et al. 1999) describe a method for assigning colors to the nodes of the 
map in order to accentuate the cluster structure of a data set. This is more or less an 
extension of several methods described in (Vesanto 1999), where an entire color space is 
used instead of just grayscale or glyph size. Nodes of the map with similar models in the 
input space are colored similarly, while nodes with dissimilar models are colored differently. 
In the 2-D map view, clusters can then be seen as groups of nodes with similar color. 
(Himberg 1998) produces two different views of the SOM and links the coloring of 
the nodes of the map between the two views. The two views used are Sammon's proj ection 
(Sammon 1969) and the traditional 2-D map view. The node colors are calculated from the 
map unit's 2-D positions in either plot and are static. This coloring is meant to show the user 
how the map was positioned in the high dimensional data space. The Sammon's projection 
view shows only the projected map, with no data points. 
Note that except for (Himberg 199$), all of these visualizations show a single static 
view of the map in feature space. There is absolutely no analysis of the map's position in the 
data space, aside from the Sammon's proj ection view. And in that view, the data points are 
not even shown ! 
(Thearling, Becker et al. 2002) discuss the importance of using visualization to 
promote understanding and trusting of the model. Clearly, the aforementioned SOM 
visualization methods provide neither, since there is no way to determine if the map actually 
matches the distribution of the high dimensional data. Using the grand tour to visualize the 
map with the data and interactively linking that view with the traditional map view provides 
the necessary trust (or, for that matter, distrust) in the model. 
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VISUALIZING MEMBERSHIP IN MULTIPLE CLUSTERS 
AFTER FUZZY GMEANS CLUSTERING 
A paper published in the Proceedings of Visual Data Exploration and Analysis VIII 
Zach Coxi, Julie A. Dickersoni, and Dianne Cooke
Abstract 
Cluster analysis is an exploratory data mining technique that involves grouping data 
points together based on their similarity. Objects or data points are often similar to points in 
more than one cluster; this is typically quantified by a measure of membership in a cluster, 
called fuzziness. Visualizing membership degrees in multiple clusters is the main topic of 
this paper. We use Orca, a Java-based high-dimensional visualization environment, as the 
implementation platform to test several approaches, including convex hulls, glyphs, coloring 
schemes, and 3 -dimensional plots. 
Keywords: Clustering, fuzzy c-means, visualizing uncertainty, Orca, Java 
Introduction 
Clustering algorithms attempt to divide a data set into meaningful groups or clusters. 
These algorithms start with a set of data points and assign them to groups such that the 
similarity between data points within a group is much higher than the similarity between data 
points in different groups. These clusters represent some kind of grouping within the data 
set. For example, clustering has been used to find patterns in RNA expression (Eisen, 
Spellman, et al 1998), image segmentation (Krishnapuram and Keller 1994), and causes of 
ischemic stroke (Dickerson, Matalon et al. 1998). 
1. Electrical and Computer Engineering Department, 2215 Coover Hall, Iowa State University, Ames, IA, 50011. 
2. Statistics Department, 325 Snedecor Hall, Iowa State University, Ames, IA, 5001 l . 
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Many data sets do not have separate, distinct clusters. These sets contain data points 
that don't necessarily fit well into only a single cluster. Instead, these intermediate cases are 
described to a certain degree by several different clusters. As a simple example, consider a 
set of apples. Suppose that a clustering algorithm divided this set into two clusters: red 
apples and green apples. There are probably a number of apples in the red group that have 
some amount of green on their skins, likewise there are probably some green apples with red 
on their skins. Depending on the actual data set, these two clusters could blend together 
smoothly instead of being split into two independent groups. Taking this indistinct nature of 
the data set into consideration may be a desirable quality of the clustering algorithm used to 
analyze it. 
One such algorithm is the fuzzy c-means (FCM) clustering algorithm (Bezdek 19$1). 
The FCM algorithm allows each data point to belong to all clusters simultaneously instead of 
restricting each data point to belonging to only one cluster. The degree to which a data point 
belongs to a cluster is shown in its membership value for that cluster. In other words, the 
membership value expresses how well the data point is described by the cluster. In this way, 
an apple can belong to both the red group and the green group, and its membership in each 
group depends on the red-ness and green-ness of the. apple. 
The membership values obtained from the FCM algorithm are important to analyze. 
They provide a quantitative description of how well each data point fits in with each cluster. 
Using data visualization techniques to perform this analysis is the topic of this paper, and we 
describe several useful methods for doing this. The data visualization toolkit Orcas is used to 
test the different membership visualization methods. 
The FCM algorithm will be presented in more detail in Section 2. The visualization 
environment used to test the different methods of membership visualization, Orca, is 
described in Section 3. The membership visualization methods themselves are illustrated in 
Section 4, and Section 5 discusses their various advantages and disadvantages. 
Fuzzy c-Means Clustering 
The FCM algorithm minimizes the objective function (Bezdek 1981) 
fl C 
'I (U ~ v) - ~ ~j l u ik ~ II'x k - v i 
k=1 i=1 
iZ C 
subject to u~ E[0,1~ and ~u;k =1 d k (1) 
-~ 
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U is the partition matrix that shows to what degree the k-th data point xk belongs to 
each cluster as measured by its distance from the centroid of the i-th cluster, vi. m is a 
weighting exponent, c is the number of clusters and n is the number of data points. This 
well-known algorithm has the steps listed below (Bezdek 1981): 
1) Fix the number of clusters c, 2 < c < n ;choose an inner product metric, such as the 
Euclidean norm and the weighting exponent m, 1 < m < oo. Initialize the partition U(D) . 
2) Calculate the c fuzzy cluster centers {v;~l~ }using 
n 
~m 
Cuik 1 X k 











gk — v> 
(Z) 
(3) 
4 If U ~j+ l~ — U ~l) < E then sto otherwise re eat ste s 2 throw h 4. p~ p p g 
Using the above steps, the FCM algorithm assigns each data point xi a membership 
value ul,k in each cluster k. The membership values are in the range [0.0, 1.0], and all of the 
membership values for a data point must sum to 1.0. In the limiting case where the 
membership values are binary (0 or 1), the FCM algorithm reduces to the K-Means clustering 
algorithm (Duda and Hart 1973). The FCM algorithm also calculates the centroids, or 
means, of each cluster. It is these two pieces of information, the membership values ul,k and 
cluster means vk, that are used to create the membership visualization. 
Orca 
Orca is a toolkit for producing useful views of data (Sutherland, Rossini et al. 2000}. 
It is written entirely in Java and provides basic functionality for data visualization such as 
data file parsing, data processing, familiar plots, and user interface management. The 
software is structured by a pipeline architecture, in which the different pipe sections perform 
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different aspects of data processing and rendering. For example, a typical pipeline starts with 
a data source pipe, which is responsible for reading the data from a file into an internal array. 
This raw data (which is assumed in this project to be in arbitraryp-dimensions) is then 
passed to a standardization pipe where each variable is standardized, for instance to the range 
[-1, 1 ] or [0, 1 ]. The p-dimensional data may now be projected to a lower d-dimension for 
some type of display (typically d = 2 for a computer screen, or d = 3 for a virtual reality 
display). The d-dimensional data is then converted to display coordinates and rendered for 
the user in a specific plot. The aforementioned pipeline is a basic, typical setup completely 
provided by core Orca classes. 
This core package is also built heavily on Java Interfaces, allowing Orca to be 
extended easily by end-users to create their own data processing and custom renderings. By 
providing a few specified methods these custom classes plug-in to the basic API, and gain 
access to the internal data structures of Orca. This saves an immense amount of development 
time, as the researcher can focus on specific experimental ideas instead of the rudimentary 
tasks done by the existing Orca pipe sections. Orca has been used to analyze multivariate 
time and space measurements in relation to studying the El Nino effect from buoys in the 
Pacific Ocean (custom time and spatial views of the data were created). It has also been used 












Figure 5.Orca pipeline for the membership visualization project. Custom pipe sections are shaded gray. 
We created two custom pipe sections to experiment with membership visualization 
methods: a clustering pipe and a rendering pipe. The resulting pipeline is shown in Figure S . 
The clustering pipe receives the coordinate-free data from the standardization pipe and 
performs the FCM clustering algorithm on it. This pipe also provides the coordinates of the 
means and the membership of the data points after each step of the algorithm to pipes farther 
down the line. The second custom pipe, the rendering pipe, extends the original scatter plot 
pipe provided by Orca. This new scatter plot uses the information provided by the clustering 
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pipe to implement the various membership visualization schemes. The basic functionality of 
Orca was used to greatly simplify the design and coding of this project. 
Orca also features a Grand Tour engine (Buj a, Cook et al. 1996; Swayne, Cook et al. 
1998). Since the data to be analyzed is in arbitrary p-dimensions, a way of prof ecting it 
down to 2-dimensions is needed for rendering in the scatter plot. This projection is done by 
the grand tour. It creates 2-dimensional projections ofthe p-dimensional data, and rotates 
smoothly between the projections. The smooth rotation creates a tour, or movie, of the data, 
which is very useful in determining the structure and features of a multivariate data set. 
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Figure 6. Example of a Grand Tour sequence. 
Figure 6 shows four successive snapshots of a Grand Tour running on a data set of 
200 data points in 6 variables. Although somewhat difficult to see in static images, the points 
toward the top of the plot are moving up and left, while the points toward the bottom are 
moving down and right. We use the grand tour in this project to see not only the data from 
different angles, but the membership information as well. 
Once the clustering algorithm finishes, Orca can use the cluster means to produce a 
more informative tour aver the data set. The basic touring algorithm (described above) 
works in the p-dimensional space of the data, randomly projecting it down to two 
dimensions. However, the tour can project from the lower dimensional space defined by the 
cluster means, once they axe obtained, instead of from the p-dimensional space of the data. 
This method tends to produce better views of the clusters, because any of the p variables that 
do not contribute to the structure of the clusters axe left out. Although this idea of a cluster 
guided tour is not new, its previous implementations have been less than adequate. The 
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method used in Orca is mathematically correct, and we intend to actively pursue research on 
this subject in the future. 
Membership Visualization Methods 
We developed a number of different visualization methods to explore the membership 
information obtained from FCM clustering. These methods build upon the Grand Tour / 
scatter plot combination of Orca by adding additional graphics to the scatter plot. The 
graphics are derived in various ways from the membership values of the data points. Figure 
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Figure 7. Hierarchy of membership visualization methods. 
Threshold 
The threshold method begins by finding a subset S~ of the data points x; that have 
membership values u,,; above a threshold value t for each cluster j: 
x~ E S~ iff ul~ >_ t, dij 
The subset of data points S~ can then be visually distinguished in some manner from 
the data points not in S; . This allows a kind of membership boundary for each cluster to be 
displayed, in that any data points within the boundary belong to that cluster more than the 
threshold value. The description thus far of the threshold method ~is fairly vague, and several 
more specific implementations can be obtained from it. Two such implementations were 
carried out in this project: convex hulls and individual points. 
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Convex Hulls 
The convex hull of a set of points in two dimensions is defined as the smallest convex 
polygon that encloses all of the points. This can be thought of as a rubber band stretched 
around the set of points, and released to conform to the shape of their outline. Since the 2-D 
coordinates of the points in S;  are known (from the Grand Tour), the convex hull of this 
subset can be easily calculated. For each frame of the tour, the Quickhull algorithm 
(O'Rourke 1998) is used to calculate the convex hull of each S~. The hull is then rendered on 
the scatter plot as a translucent polygon. 
Figure 9 (which appears on the last page of this paper, along with all other color 
figures) shows the threshold method using convex hulls for several different threshold 
values. The large circles represent the cluster means, and are rendered using different colors 
for clarity. The data points are colored based on the cluster they belong to the most. 
Similarly, the convex hulls are colored according to the cluster's membership boundary they 
represent. 
An important point to note is that the data sets used in this study typically contain 3 or 
more variables. Thus, they exist in a higher order space than can be adequately represented 
on paper (which is of course 2-dimensional). All of the figures used in this paper are simply 
snap shots of a running tour, and show 2-dimensional projections of ap-dimensional data set. 
These 2-dimensional scatter plots are therefore not fully representative of the overall 
structure of the data, and this fact should be remembered when viewing the figures. 
Individual Points 
Instead of creating afilled-in region to differentiate data points with memberships 
above the threshold from those below it, the individual points method changes the glyph used 
to represent these data points. Stated more mathematically, it uses a different glyph for the 
data points in S~ than data points not in S~. There are many choices for this new glyph, 
including a different shape (square as opposed to circle), different size, etc., as long as it is 
visually different from the glyph used for data points not contained in S~. We chose to 
implement this method using a slightly larger translucent circle superimposed over the data 
point, so that it is not too distracting and multiple circles can be combined since they are 
translucent. 
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The individual points visualization method is illustrated in Figure 10. The data set 
and threshold values are the same as those used in Figure 9 for comparison. Again, the data 
points are colored according to the cluster they belong to the most. A translucent circle is 
then rendered on top of the data points for each cluster in which they have a membership 
value above the threshold. Thus, there could be multiple translucent circles on each data 
point if that point has membership values in several clusters above the threshold. This can be 
seen in Figure 10 (d), where the data point at the top right of the red cluster has both red and 
green translucent circles. 
Continuous 
The continuous membership visualization method is not restricted to either showing 
membership information or not showing the information, as the threshold method is. Instead, 
it allows each data point to visually express its membership value in a single cluster. In this 
way, the variation of membership values across the entire data set can be easily seen. There 
are obviously many ways to visually express the membership values, and we now present 
several useful methods for doing this. 
Color 
The color of the data point is one way to show its membership in a cluster. Two 
different colors, co and cl, are assigned to the minimum and maximum values of the 
membership value (0.0 and 1.0 respectively). Then the color of the data point is found by 
interpolating between co and cl in some manner. The term interpolation is used loosely in 
this context, and does not necessarily refer to simple linear interpolation between two colors 
(as in color gradient calculation). We investigated several methods of interpolation, and a 
simple temperature scheme provided the best results. 
This temperature method assigns hot and cold colors to the data points based on their 
membership values. Since the colors representing hot and cold are not well defined, there is 
room for interpretation in their selection. However, it is generally understood that red stands 
for hot, and blue stands for cold. Thus, the red, green, and blue (RGB) values for co and cl
were assigned as follows: 
co = [0.0 1.0 1.0] 
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cl = [1.0 0.0 0.0] 
These RGB values produce cyan (a light blue color) for co and red for cl. The 
interpolation to obtain the color of the data point, c, is then implemented as three piecewise 
linear interpolations, based on the membership value ul~. 
0.0_<ul~<0.33 
0.3 3 < ul~ _< 0.67 
0.67 < ul~ < 1.0 
interpolate between [0.0 1.0 1.0] and [0.0 0.0 1.0] to get c 
interpolate between [0.0 0.0 1.0] and [ 1.0 0.0 1.0] to get c 
interpolate between [1.0 0.0 1.0] and [1.0 0.0 0.0] to get c 
This amounts to starting with co and decreasing the green value in the first interval, 
then increasing the red value in the second interval, and finally decreasing the blue value in 
the third interval to obtain cl. The temperature coloring method is shown in Figure 11, with 
the red cluster selected. Note that the data points near the red cluster's mean have hot colors, 
and data points farther away have cooler colors. 
3-D Plots 
Extending the 2-D scatter plot to three dimensions is another way to show the 
membership values of the data points. This can be thought of as turning the points in the 
scatter plot into lines perpendicular to the 2-D plane of the plot (or coming out of the 
monitor, for example). The height of the lines is directly proportional to their membership 
value in the selected cluster. 
This method obviously adds an extra dimension to the visualization, which the 
computer monitor cannot directly support. The Java3D package is used in this case to handle 
the 3-D data. A flat plane is created, which represents the two dimensions of the scatter plot. 
The data points are then extended into the third dimension using their membership values. 
The scene can be rotated in all directions using the mouse, to gain a better perspective of the 
data. Figure 12 shows the same data set as Figure 11, using the 3 -D plot method. 
Results /Discussion 
Like any data visualization, the methods described in this paper all have different 
advantages and disadvantages based on the structure of the data set. More effort is required 
to identify these strengths and weaknesses, as this research in visualizing the membership 
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values provided by the FCM clustering algorithm is still young. Some degree of work has 
been done in this area however, and the results are presented in this section. 
Convex H u i is 
The use of convex hulls provides a fast, easy way to show the data points contained in 
S;. The translucent polygon rendered on the scatter plot represents the p-dimensional convex 
hull of S;  projected down to two dimensions, and thus quickly shows all of the data points 
within the membership boundary defined by the threshold value. The hull is also additive to 
the scatter plot; that is, it still allows the underlying data points to be seen. 
An important part of any visualization algorithm used with the Grand Tour is its 
computation time. The tour algorithm conceptually creates frames of a movie that need to be 
rendered fast enough to appear smooth to the user. Thus, any computation on a frame of the 
tour must finish before the next frame needs to be shown. The Quickhull algorithm has an 
average computation time of O(n log n) (O'Rourke 1998), where n is the number data points 
in S;. This algorithm is fast enough to appear real-time to the user, and does not slow down 
the tour at all. 
The major disadvantage of the convex hull method arises from the projection of high 
dimensional data down to two dimensions. Occasionally, data points with membership 
values below the threshold axe projected inside the convex hull. These data points are then 
falsely identified as having membership values above the threshold. Figure 13 illustrates this 
case, showing both the convex hull and individual points methods with the same threshold 
value. The data points highlighted by blue squares have memberships in the red cluster 
below the threshold value, however they are projected into the red convex hull by the tour. 
The individual points method clearly shows that these data points are not contained in S;  by 
the glyphs used to represent them. 
Individual Points 
Figure 13, discussed in the convex hull section, demonstrates a strong point of the 
individual points visualization method. Using this method, there is absolutely no confusion 
as to which data points are contained by S~ since they are rendered using different glyphs. An 
implementation of the individual points method could use any glyph to distinguish the data 
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points. This illustrates the flexibility of the method, although only one such glyph was used 
in this project. 
For low threshold values, the individual points method becomes somewhat unusable. 
Since the different glyphs are rendered for each cluster the data point belongs to more than 
the threshold value, multiple glyphs are shown at low threshold values. This results in a 
muddy plot, as shown in Figure 14 (a). This problem is averted by only considering some 
subset of St's when creating the plot. For example, Figure 14 (a) uses all three clusters when 
creating the membership visualization information, while Figure 14 (b) renders information 
for only the red cluster. 
Color 
The color method is useful for visualizing how the membership values in a single 
cluster vary over the data set, without having to change a threshold value. However, color is 
a very inaccurate amibute to work with. The exact membership value expressed by a certain 
color can't easily be identified; only the approximate range of the membership value can be 
seen. Also, the interpolation used to calculate the color of the data point greatly affects how 
the membership values appear to change. Figure 8 (a) shows a histogram of the membership 
values for a data set with three clusters (for each bin there are three bars, one for each cluster: 
a dark one, a lighter one, and another dark one). This histogram shows that most of the 
membership values are either below 0.2 or above 0.7. If the simple white to black gradient of 
Figure 8 (b) is used, there will only appear to be two different colors in the plot: a light gray 
and black. Figure 8 (c) shows the data set used to generate the histogram of Figure 8 (a) 
using the interpolation in Figure 8 (b) for the individual points method. 
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Figure 8. (a) Histogram of data set with three clusters. (b) Simple white to black gradient. (c) Data set 
used to create histogram in (a), using gradient in (b) for individual points visualization method. 
3-D Plots 
The 3-D plots provide several good features for visualizing the membership values. 
The different membership values are easy to see, since the height of the line is directly 
proportional to the membership value. There is no ambiguity from color as in the previous 
method. Also, the height of the lines is an exact quantity; the plot could contain axes and the 
membership value could be readily obtained from the plot. 
The main drawback of the 3-D plots method stems from the fact that it is 3-
dimensional. In order to see the heights of the lines, the scatter plot plane must be rotated. It 
then becomes non-orthogonal to the viewer. This rotation results in a slightly skewed view 
of the scatter plot plane. However, this typically does not affect the quality of the 
visualization, and the general structure of the 2-D scatter plot remains. 
Conclusion 
Through this research, we introduced several methods for visualizing the membership 
information provided by the FCM clustering algorithm. These methods can provide great 
insight into the cluster structure of a data set. They allow the user to actively explore how 
the data set was clustered, using a mix ofwell-defined and novel data visualization 
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techniques. Some weaknesses of these methods were also pointed out, as it is important to 
realize the scope in which they are useful. Investigation on this topic is ongoing, and will 
most definitely yield better-defined scenarios in which the different methods are most 
valuable. We hope that the material presented in this paper may provide other researchers 
with new tools to better analyze and understand the results of fuzzy c-means clustering. 
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Figure 9. Convex hull visualization method with decreasing threshold values. (a) t = 0.87. (b) t = 0.75. 
(c) t = 0.44. (d) t = 0.38. 
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Figure 10. Individual points visualization method with decreasing threshold values. (a) t = 0.87. (b) t = 




Figure 11. Color visualization method using temperature interpolation scheme. 
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Figure 12. 3-D plot visualization method. 
(b) 
Figure 13. Illustration of data points with low membership values projected into convex hull. (a) Convex 
hull method. (b) Individual points method. 
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Figure 14. (a) Individual points method with all clusters produces a muddy plot. (b) Individual points 
method using only the red cluster produces a more understandable plot. 
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VISUAL EXPLORATION OF SELF-ORGANIZING MAPS 
USING THE GRAND TOUR AND LINKED BRUSHING 
A paper to be submitted to the Journal of Statistical Software 
Zach Cox 
Abstract 
The Self-Organizing Map (SOM) is a popular and well-studied unsupervised machine 
learning technique. Much work has been done recently on visualizing the results of the 
SOM, using static non-interactive approaches. This paper presents two new SOM 
visualization methods, based on the grand tour and linked brushing. These new methods use 
animation to show the SOM in the true high-dimensional space of the data, and interactivity 
to let the user explore the link between the map in input space and feature space. The new 
methods were implemented in Java using JSOMap, a new Java-based SOM package, and 
Orca, a Java-based data visualization package. Several different data sets are used to 
demonstrate the new methods. 
Introduction 
The Self-Organizing Map (SOM) is a very flexible machine learning tool. It is 
formulated mathematically as an unsupervised neural network, and during training it can be 
thought of as anon-parametric regression method to fit a low dimensional map to a data set's 
distribution in higher dimensions in an ordered fashion. After training, the SOM can be used 
for non-linear projection, mapping points in high dimensional input space onto a discrete set 
of points in a low dimensional feature space. 
Researchers have used the SOM in numerous areas. (Kohonen 2001) claims over 
4000 research papers have been written about SOM since its inception in the early 1980's 
and lists applications in machine vision, speech analysis, telecommunications, robotics, 
neurophysiology, chemistry, finance, and many others. 
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Research is now being done on how best to visualize the results of SOM and how to 
interpret these results. For example, (Kaski, Venna et al. 1999) color nodes of the map to 
accentuate the cluster structure of the data set, (Vesanto 1999) colors nodes of the map based 
on their models' values of single variables, and (Himberg 1998) links coloring between the 
map in feature space and Sammon's projection of the map in input space. These 
visualizations represent the end-results of the SOM algorithm and are all static; that is, the 
appearance of the nodes and models is fixed. 
In an exploratory setting however, moro insight can be gained about the SOM by 
using dynamic graphics techniques. The grand tour (Asimov 1985; Buj a, Cook et al. 1997) 
allows the SOM to be visualized in the true high-dimensional space of the data by creating 
projections from the input space to 2-D. The grand tour animation also allows the iterations 
of the SOM algorithm to be visualized, showing exactly how the model vectors of the nodes 
in the map are updated as the algorithm progresses. 
Allowing the user to interact with several different plots of the map provides a greater 
understanding of the outcome of the SOM algorithm. Linked brushing (McDonald 1982; 
Becker and Cleveland 1987) between a plot of the map in input space and a plot of the map 
in feature space lets the user identify certain nodes and models in the two views and 
interactively project data points onto the map. 
Orca (Sutherland, Rossini et al. 2000), aJava-based data visualization package, was 
used for the creation of these new visualizations. Orca features excellent support for basic 
data visualization tasks such as appropriate data structures, file UO, and user interfaces, 
allowing researchers to focus their efforts on processing and custom visualizations. In 
addition, JSOMap was created to handle_all of the SOM-related computations. JSOMap 
(Cox 2002) is a flexible, extensible, object-oriented Java-based package for using Self-
Organizing Maps. 
Self-Organizing Maps 
The SOM (Kohonen 2001) is an unsupervised neural network and can be used for 
non-parametric regression, non-linear projection, dimensionality reduction, feature 
extraction, clustering, and visualization depending on the interpretation and use of its results. 
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Figure 15. The SOM as an unsupervised neural network. The SOM consists of an input layer, where the 
input patterns are presented, and an output layer of connected neurons. These neurons exist as discrete 
points in some space, in this case 2-D, and each neuron has a weight vector of the same dimensionality as 
the input patterns. 
Each neuron, or node, in the output layer has two vectors associated with it that exist 
in two different spaces: feature space and input space. Feature space is the space in which 
the nodes exist (which is typically 1-D or 2-D) and input space is the space in which the data 
exists (typically 2-D or higher). The first vector describes the position of the node in feature 
space, and the second represents the weight vector of the neuron. Each neuron has a weight 
associated with each input variable; the lines in Figure 15 represent these weights, and 
together they form a vector of the same dimensionality as the input data. These weight 
vectors can also be represented as points in input space; in this case, they are referred to as 
models since they are the input space representation of the nodes. When referring to the map 
as a neural network, it is natural to refer to neurons and weight vectors; when referring to 
points in feature space and input space, nodes and models are used instead. 
The goal of the S OM algorithm is to adjust the weight vectors of the neurons to match 
the training data. One can also think of this as positioning the models of the nodes in input 
space to match the distribution of the data. The algorithm attempts to do this so that nodes 
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near each other in feature space will have models near each other in input space. Positioning 
the models to approximate the data distribution can be thought of as non parametric 
regression, much like discretized principal curves (Hastie and Stuetzle 1989; Muller and 
Cherkassky 1995). The trained map can then perform non-linear projection of data points in 
input space, by finding the nearest model to the data point and projecting the point onto the 
model's node in feature space. For a more detailed description of the SOM algorithm, please 
see (Kohonen 2001) 
The JS~Map Package 
JSOMap (Cox 2002) is a Java-based package for working with Self-Organizing 
Maps. Utilizing obj ect-oriented and smart software design principles (Gamma, Helm et al. 
1995; Bloch 2001), it is intended to be incredibly easy to use in a variety of applications, 
from pure number crunching to interactive demos, while also being very flexible and 
supportive of customization. A collection of Java interfaces specifies the different parts 
involved in the SOM algorithm. Fully functioning default implementation classes, ready for 
use by the user, back these interfaces. Custom implementations axe easily integrated into the 
existing class structure since the API refers to interfaces, not concrete classes. 
There are three main parts to the SOM: the data, the map, and the algorithm. The 
data set is made up of patterns (or data points, cases, examples, etc.). The map is comprised 
of nodes and models, each of which represents a pattern in feature space or input space, 
respectively. The algorithm iteratively places the models of the map in input space to 
approximate the distribution of the patterns, and uses several other functions such as a 
distance metric and kernel. 
Accordingly, a collection of interfaces represents these parts of the SOM in the 
JSOMap API. Figure 16 below shows a UML diagram of these main interfaces._ The Pattern 
interface represents a basic pattern (or data point, case, example, etc.) and the Data interface 
is an indexed collection of Pattern objects. The Model and Node interfaces represent the 
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Figure 16. UML diagram of main interfaces of JSOMap API. 
Many concrete, implementations of these classes, performing basic functionality, are 
also provided in the JSOMap package. For instance, the following code segment shows a 
complete program to read the training data, initial models, node positions, and node 
adjacency from files, train the map, and print out the resulting models: 
import java.io.*; 




public class jsomapTest { 
public static void main (String args[]) { 
//read in data and create the map 
Data data =new DoubleDataReader(new FileReader("data.txt")); 
DoubleData nodes = new DoubleDataReader(new FileReader("nodes.txt")}; 
DoubleData models =new DoubleDataReader(new FileReader("models.txt")); 
IntegerData adjMatrx =new IntegerDataReader(new FileReader("adjMatrix.txt")); 
Map map =new TraditionalMap(nodes, models, adjMatrix); 
//setup the parameters 
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int iterations = 20; 
Metric metric = new EuclideanDoubleMetric(); 
Kernel kernel = new GaussianKernel(metric, new Decayl(0.9d, O.000ld, 
iterations)); 
BatchUpdater updater =new BatchDoubleUpdater(}; 
Parameters params =new BatchParameters(iterations, metric, kernel, updater); 
//run the batch SOM algorithm 
Algorithm algorithm =new BatchAlgorithm(data, map, params); 
algorithm.start(); 
//print the models 
System.out.println("models = "); 
for (int i= 0 ; i <map .count () ; i++) { 




Specifying these components as interfaces instead of classes creates a very flexible 
API. For instance, in the above code example a DoubleDataReader instance is created, 
which implements the Data interface, and i s given to the Algorithm. Any other concrete 
Data implementation could have been used to .provide training data to the algorithm. For 
example, BasicDoubleData, which just wraps a double [J [] ,could have also been used. 
Or, a user could define a custom Data implementation, and give that to the algorithm as 
training data. This custom implementation could access any data source, such as a database 
or some existing data object. 
JSUMap also provides support for event notification (via the AlgorithmListener 
interface and AZ gor i thmEvent class), multi-threaded use (via the Runnab 1 eAl go r i thm 
wrapper class), and more fine-controlled algorithms (via the Cont ro 11 ab 1 eAl gor i thm 
interface). A complete software design description is beyond the scope of this paper, 
although the above descriptions give a flavor of the overall API design. For more 
information, please see (Cox 2002). 
Implementation in Orca 
Orca is a toolkit for producing views of data (Sutherland, Rossini et al. 2000) using 
dynamic graphics. It is written entirely in Java and provides basic functionality for data 
visualization such as data file parsing, data processing, familiar plots, and user interface 
management. The software is structured by a pipeline architecture, in which the different 
pipe sections perform different aspects of data processing and rendering. 
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For example, a typical pipeline starts with a data source pipe, which is responsible for 
reading the data from a file into an internal array. This raw data (which is assumed in this 
project to be in arbitrary p-dimensions) is then passed to a standardization pipe where each 
variable is standardized, for instance to the range [-1, 1 ] or [0, 1 ] . The p-dimensional data 
may now be projected to a lower d-dimension for display (d = 2 in this prof ect). The d-
dimensional data is then converted to display coordinates and rendered for the user in a 
specific plot. The aforementioned pipeline is a basic, typical setup completely provided by 
core Orca classes. 
This core package is also built heavily on Java interfaces, allowing Orca to be 
extended easily by end-users to create their own data processing and custom renderings. By 
providing a few specified methods these custom classes plug-in to the basic API, and gain 
access to the internal data structures of Orca. This saves an immense amount of development 
time, as the researcher can focus on specific experimental ideas instead of the rudimentary 
tasks done by the existing Orca pipe sections. Orca has been used to analyze multivariate 
time and space measurements in relation to studying the El Nino effect from buoys in the 
Pacific Ocean (custom time and spatial views of the data were created). It has also been used 
for research on interaction with graph data, where the nodes and edges have multiple 
variables. 
Orca provides a grand tour (Asimov 1985; Buja, Cook et al. 1997) engine for 
projecting high-dimensional data to 2-D for display. The grand tour creates 2-dimensional 
projections ofthe p-dimensional data, and rotates smoothly between the projections. The 
smooth rotation creates a tour, or movie, of the data, which is very useful in determining the 
structure and features of a multivariate data set. 
Orca also offers a basic scatter plot for rendering the data projected by the grand tour. 
However, this needed to be extended for rendering the models and connecting lines. Also, a 
custom scatter plot was needed for rendering the nodes in feature space. Figure 17 below 
shows the resulting Orca pipeline for the SOM visualization project. Pipe sections shaded 
gray are custom sections created for this project, while un-shaded sections are provided by 
Orca. Using the basic Orca pipe sections saved a good deal of time. 
The above pipeline creates the two Orca plot windows shown in Figure 18 below. 
The main plot shows the grand tour view of the data points and models in input space. The 
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user interface on this window controls execution of the algorithm, the map topology, and 
configures the brushing used on the plot. The second plot shows the nodes in feature space, 
and its user interface simply configures the brushing type. 
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Figure 18. The two Orca plot windows used to investigate the new SOM visualization methods. The plot 
on the left shows a snapshot of the grand tour, while the plot on the right shows the nodes in feature 
space. 
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Visualization of the SOM in Input Space 
The first new SOM visualization method is an animation of the algorithm created in 
the grand tour view. This animation shows the models being positioned in the input space by 
the SOM algorithm. Figure 19 below shows an example, using a 3-D uniformly distributed 
data set, where the variance of the third variable is very small. The top left plot shows an
early iteration, and the algorithm progresses to the end in the bottom right plot. Note that 
there are many iterations of the algorithm in between these snapshots. 
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Figure 19. Successive iterations of the SOM algorithm, shown in an animation 
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The grand tour (Asimov 1985; Buja, Cook et al. 1997) was used as the method of 
choice for showing the data and models in input space for two main reasons. First, since the 
training data is multivariate and we want to view the algorithm positioning the models in 
input space with the data, some projection method is needed. The grand tour is a good 
method because it shows the data from different angles, allowing inherent structure of the 
data to be observed. Second, Orca provides convenient access to grand tour projections. 
Note that the grand tour is not the only possible projection method for visualizing the models 
and training data in input space; many other methods (PCA, CCA, projection pursuit, 
Sa~mmon's mapping, etc.) could have also been used. --
When viewed on-screen in real time, you can really see which model is being 
updated, and "pulling" the rest of the map along with it. This model corresponds to node c 
(see the Self-Organizing Maps section above), and the "elasticity" of the map is controlled by 
the neighborhood function, n(c, i, k). Also, it is very informative to actually see the models 
being stretched around the data in input space. The animation therefore provides confidence 
in the proper functioning of the SOM algorithm. A static plot of the end-results of the 
algorithm may not provide this certainty. 
The animation also provides a means for checking the parameters of the algorithm. 
For instance, almost all of the models should move towards the data point x during early 
iterations of the algorithm, while during later iterations only the models corresponding to 
node c and its immediate neighbors should move, and they should not move very far. If the 
neighborhood function is not performing this behavior, it can be easily identified during the 
animation and fixed. Watching the animation helped immensely during debugging of the 
JSOMap code. 
Linked Brushing Between Grand Tour View and Map View 
Linked brushing (McDonald 1982; Becker and Cleveland 1987) is a powerful 
graphical way of posing queries, or asking questions, about data. Multiple different views of 
the same data can be linked; a user can then query one view and have the other views provide 
the response to the query. For example, pair wise scatterplots of a multivariate data set can 
be graphically linked. The user can then brush data points in one plot to a new color and the 
same data points in the other plots will be updated to this color as well. In this case, the 
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query is conditioning on the two variables in the first scatter plot. It basically means, "How 
do variables xl and x2 affect the values of other variables in this data set?" 
Linked brushing can also be used to pose queries about the SOM. By linking 
multiple views of the SOM, brushing on one view can ask a question which in turn is 
answered in another view. Three types of linked brushing are described in this paper: 
• Brushing nodes and models 
• Connecting data. point brushing to node and model brushing 
• Connecting node and model brushing to data point brushing 
These brushing types provide answers to three different questions: 
• Where did the algorithm position certain models in the input space? 
• Which nodes) in feature space axe certain data points projected to? 
• Which data points) in input space aze projected on to certain nodes in feature 
space? 
Brushing Nodes and Models 
Brushing nodes in the map view tells you where the models of those nodes are 
located in the tour view. This is related to the method in (Himberg 1998) except that it is 
interactive. The user can brush any node in the map view to any color, and the 
corresponding model in the tour view will be brushed in real time. Brushing can also be 
done on models in the tour view. In this case, brushing tells you the nodes in the map view 
that the brushed models belong to. This type of brushing can be used to gain more insight 
into the effects of the SOM algorithm. 
Figure 20 shows an example of this type of brushing. The SOM algorithm positioned 
models of the map as shown in the tour view on the left. By brushing nodes in the map view 
on the right, it is easy to see the corresponding models in the tour view. Another realization 
is that the algorithm seems to have "flipped" the map. There is no requirement that the SOM 
algorithm must preserve any relative positions; just that neighboring nodes in feature space 
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Figure 20. Brushing nodes in the map view (on the right) automatically brushes their corresponding 
models in the tour view (on the left). This type of brushing tells the user where the algorithm positioned 
the models in input space. 
Connecting Data Point Brushing to Map Brushing 
The second type of brushing tells you how data points in input space are projected 
onto the nodes of the map in feature space. The user can brush any group of points in the 
tour view, and the nodes they are projected on to are also brushed in the map view. For 
convenience, the corresponding models in the tour view axe also automatically brushed. 
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Figure 21. Brushing data points in the tour view (on the left) automatically brushes the nodes they are 
projected on to in the map view (on the right). This type of brushing tells the user how the data points 
are projected from input space to feature space. 
Several data points in the tour view of Figure 21 have been brushed to different colors 
and projected on to the map view by linked brushing. This projection is done by simply 
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finding the nearest model to the brushed data point in input space (using the Euclidean 
distance metric), and brushing the corresponding node in feature space. Thus, the user can 
interactively project data points from input space to feature space. 
Connecting Map Brushing to Data Point Brushing 
The third type of brushing tells you the data points in input space that are projected 
onto certain nodes in feature space. The user can brush nodes in the map view and all data 
points projected onto those brushed nodes are automatically brushed in the tour view. 
Models can also be brushed in this way in the tour view. In this case, all data points that are 
projected onto the nodes of those models are brushed in the tour view. The corresponding 
nodes in the map view are brushed as well. 
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Figure 22. Brushing nodes in the map view (on the right) automatically brushes data points in the tour 
view (on the left) that are projected onto the brushed nodes. This type of brushing tells the user all of the 
data points in input space that are projected onto a specific node in feature space. 
Figure 22 shows an example of this third type of brushing. Several nodes in the map 
view have been brushed with different colors (the same colors as in Figure 20). The data 
points that are projected onto these nodes are automatically brushed in the tour view. This 
type of brushing can roughly show the "projection boundaries" for the different nodes. 
Applications 
Several examples were presented in the previous section on linked brushing. The 
data set used in these examples is artificial; it is uniformly distributed in three dimensions, 
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with a much smaller variance on the third variable. Since SOM is useful not only on toy data 
sets, an example with a real world data set is in order. 
The data set presented here consists of various measurements on fleas. It consists of 
75 data points (each representing a flea), 6 variables, and contains 3 classes of fleas. The 
classes of fleas are somewhat easily separated, by watching the grand tour. Each class tends 
to "move" across the screen in a different direction than the other classes during the tour. 
Figure 23 shows a snapshot of the tour, where the classes are visually separable. 
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Figure 24. The data points in Figure 9 are brushed according to the visible classes (far left). The models 
are then added to the tour view, with adjacency connections (middle) and without (far right). 
After fitting the SOM to this data, the data points in the tour view are brushed 
according to the classes seen in Figure 23. Figure 24 above shows the results of this brushing 
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in the tour view. The data points are brushed without even seeing the models —the models 
are only added to the plot after the data points have been brushed. 
You can see from the middle plot of Figure 24 that there are a much higher number of 
connections between models within the clusters than there are between models in different 
clusters. This suggests that the models within the clusters belong to adjacent nodes in the 
feature space. Naturally, this can be examined from the map view, shown below in Figure 
25. 
Figure 25. Map view after brushing in Figure 10. Note that the data points in the clusters in input space 
are projected to adjacent nodes in feature space. Also note the dark-colored nodes, which have no data 
points projected on to them. 
It is very easy to see that data points in the same cluster in input space are projected 
on to adjacent nodes in feature space from the map view in Figure 25 . Also, note that there 
are four nodes in Figure 25 that have no data points projected on to them, colored with dark 
blue. These nodes appear to be on the boundaries between the three clusters. Inspecting the 
tour view in Figure 24 again, it is apparent that these "empty" nodes do in fact lie between 
the clusters in input space. 
By observing the grand tour, visually picking out clusters in the data, running the 
SOM algorithm, and brushing the data points based on their cluster, a sort of exploratory 
clustering has been performed. The SOM algorithm seems to agree with the clusters; 
remember that the algorithm positions the models of neighboring nodes in feature space to 
similar regions of input space. 
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When brushing the data points in the tour view, the following query is effectively 
posed: "Are these data points, which appear to be in the same clusters in input space, 
projected onto similar regions of feature space?" By observing the response in the map view, 
where the same colors appear in the same regions of the map and there are "empty" nodes 
between these regions, the answer is a definite "yes". 
This example shows that the SOM algorithm indeed positions the models in input 
space in an ordered fashion according to their corresponding nodes in feature space, and 
preserves distance relations among data points when projecting from input space to feature 
space. Also, the SOM algorithm has effectively done feature extraction on this data set. 
Originally, a supervised learning algorithm would have to create decision functions in 6-
dimensional input space. However, after non-linear projection by the SOM, the supervised 
learning algorithm then only has to work in 2-D feature space, greatly simplifying the 
learning task. It is also obvious from the map view in Figure 25 that the projected classes are 
linearly separable in feature space. 
Conclusions 
This paper has presented two new methods for visualizing Self-Organizing Maps. 
The first, based on an animation of the SOM algorithm (or learning process) and the grand 
tour shows how the algorithm positions the models in input space to approximate the data's 
distribution. The second method uses linked brushing between two different views of the 
SOM to allow a user to pose queries about the mapping between input space and feature 
space. Examples using two different data sets show the effectiveness of these two new 
visualization methods. 
Although the tour view and map view are both good visual representations of the data 
and the SOM, they are definitely not the only possible informative plots. Many other ways 
of visualizing the data and models in input space are possible. These other views could also 
utilize the two new SOM visualization methods: they could show the animation of the SOM 
algorithm, and provide linked brushing between all of the views. Orca provides this linking 
capability, and the JSOMap package. handles the SOM algorithm. All that is needed for new 
input space views are new Orca pipe sections that perform the appropriate projection from 
input space to 2-D and render the data and models to the screen. 
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CREATING METABOLIC NETWORK MODELS USING TEXT 
MINING AND EXPERT KNOWLEDGE 
A chapter to be published in the book Computational Biology and Genome Informatics 
J.A. Dickerson, D. Berleant, Z. Cox, W. Qi, D. Ashlock, E.S. Wurtele and A.W. Fulmer 
Introduction 
RNA profiling analysis and new techniques such as proteomics (the profiling of 
proteins) and metabolomics (the profiling of small molecules) are yielding vast amounts of 
data on gene expression. This points to the need to develop new methodologies to identify 
and analyze complex biological networks. This chapter describes the development of a 
JavaTM-based tool that helps dynamically find and visualize metabolic networks. The tool 
consists of three parts. The first part is atext-mining tool that pulls out potential metabolic 
relationships from the PubMed database. These relationships are then reviewed by a domain 
expert and added to an existing network model. The result is visualized using an interactive 
graph display module. The basic metabolic or regulatory flow in the network is modeled 
using fuzzy cognitive maps. Causal connections are pulled out from sequence data using a 
genetic algorithm-based logical proposition generator that searches for temporal patterns in 
microarray data. Examples from the regulatory and metabolic network for the plant hormone 
gibberellin show how this tool operates. 
The goal of this project is to develop a publicly available softwaze suite called the 
Gene Expression Toolkit (GET). This toolkit will aid in the analysis and comparison of large 
microarray, proteomics and metabolomics data sets. It also aids in the synthesis of the new 
test results into the existing body of knowledge on metabolism. The user can select 
parameters for comparison such as species, experimental conditions, and developmental 
stage. The key tools in the Gene Expression Toolkit are: 
• PathBinder: Automatic document processing system that mines online 
literature and extracts candidate relationships from publication abstracts. 
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• ChipView: Explanatory models synthesized by clustering techniques together 
with a genetic algorithm-based data-mining tool. 
• FCModeler: Predictive models summarize known metabolic relationships in 
fuzzy cognitive maps (FCMs). 
Figure 26 shows the relationship between the different modules. The PathBinder 
citations are available to the researcher and smoothly transferable for use in 
annotating displays in other parts of the package and as links in building models. ChipView 
searches for link hypotheses in microarray data. The FCModeler tool for gene regulatory and 
metabolic networks is intended to easily capture the intuitions of biologists and help test 
hypotheses along with providing a modeling framework for putting the results of large 
microarray studies in context. 
Structure of Concepts and Links 
The nodes in the metabolic network represent specific biochemicals such as proteins, 
RNA, and small molecules(metabolites), or stimuli, such as light, heat, or nutrients. Three 
basic types of directed links are specified: conversion, regulatory, and catalytic. In a 
conversion link (black arrow, shown as a heavy dotted line), a node (usually representing a 
chemical) is converted into another node, and used up in the process. In a regulatory link 
(green and red arrows, shown as solid and dashed arrows respectively), the node activates or 




















Figure 26. The Gene Expression Toolkit consists of PathBinder, FCModeler, and ChipView. The inputs 
to the system are the literature databases such as PubMed; experimental results form RNA microarray 
experiments, proteomics, and the expert knowledge and experience of the biologists that study an 
organism. The result will be a predictive model of the metabolic pathways. 
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A catalytic link (blue arrows, shown as a thick line) represents an enzyme that 
enables a chemical conversion and does not get used up in the process. Figure 27 shows a 
small part of a graph for the Arabidopsis metabolic and regulatory network. There is also an 
undirected link that defines a connection between two nodes and does not specify a direction 
of causality. 
In the metabolic network database, the type of link is further delineated by the link 
mechanism and the certainty. Some of the current mechanisms are: direct, indirect, and 
ligand. Direct links assume a direct physical interaction. Indirect links assume that the 
upstream node activates the downstream node indirectly and allows for the existence of 
intermediate nodes in such a path. The ligand link is a "second messenger" mechanism in 
which a node produces or helps produce a ligand- (small molecule that binds) and either 
"activates" or "inhibits" a target node. often the nature of the link is unknown and it cannot 
be modeled in the current framework. The Link certainty expresses a degree of confidence 
about the link. This will be used for hypothesis testing. 
other key features include concentrations of the molecules (nodes), strengths of the 
links, and subcellular compartmentation. These data- can be added as they are identified 
experimentally. Currently the biologist user can include or ignore a variety of parameters, 
such as subcellular compartmentation and link strength. Since the node and link data is 
entered into a relational database, individual biologists can easily sort, share, and post data on 
the web. Future versions will distinguish between regulation that results in changes in 
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Figure 27. This is a map of a simple metabolic model of gibberellin (active form is GA4). The sequence is 
started by translation of 3_beta_ hydroxylase_RNA into the 3_beta_ hydroxylase protein. Bold dashed 
lines are conversion links, bold lines are catalytic links, thin solid lines are positive regulatory links and 
dashed thin lines are negative regulatory links. 
PathBinder: Document Processing Tool 
PathBinder identifies information about the pathways that mediate biological 
processes from the scientific literature. This tool searches through documents in MEDLINE 
for passages containing terms that indicate relevance to signal transduction or metabolic 
pathways of interest. Microarray data can be used to hypothesize causal relationships 
between genes. PathBinder then mines MEDLINE for information about these putative 
pathways, extracting passages most likely to be relevant to a particular pathway and storing 
this desired information. The information is presented in auser-friendly format that supports 
efficiently investigating the pathways. 
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Related Work on Knowledge Extraction from Biochemistry Literature 
An increasing body of work addresses extraction of knowledge from biochemical 
literature. Some works compare documents, such as MEDLINE abstracts, and extract 
information from the comparisons. For example, Shatkay et al. and Stapley assess the 
relatedness of genes based on the relatedness of texts in which they are mentioned (Shatkay 
2000; Stapley 2000). Shatkay et al. get documents containing a particular gene, compare the 
set of documents to the set relevant to other genes, and if two sets are similar then the two 
genes are deemed related. Stapley compares the literatures of two genes and assesses 
relatedness of genes based on the rate at which papers contain both of them. The system 
presented by Usuzaka et al. learns to retrieve relevant abstracts from MEDLINE based on 
examples of known relevant articles (LJsuzaka 1998). 
Other works directly address the relationships among entities such as proteins, genes, 
drugs, and diseases. An initial requirement for such a system is identifying relevant nouns. 
This can be done by extracting names from free text based on their morphological properties. 
Sekimizu et al. [1998] parse text to identify noun phrases, rather than concentrating on the 
nouns themselves. The GENIA system and the PROPER system address the need to identify 
relevant terms automatically to enable automatic maintenance of lexicons of proteins and 
genes (Fukuda, T. Tsunoda et a1. 1998; Collier 1999). Proux et al. [ 1998] concentrate on gene 
names and symbols. 
Once the lexicon problem has been addressed, text can be analyzed to extract 
relationships among entities discussed therein. (Andrade and Valencia 1998) extract 
sentences that contain information about protein function. Rindflesch et al. [1999] 
concentrate specifically on binding relationships (among macromolecules). Rindflesch et al. 
[2000] emphasizes drug-gene-cell relationships bearing on cancer therapy. Thomas et al. 
[2000] use automatic protein name identification to support automatic extraction of 
interactions among proteins. Sekimizu et al. [ 1998] use automatically identified relevant 
noun phrases in conjunction with ahand-generated list of verbs to automatically identify 
subject-verb-object relationships stated in texts in MEDLINE. Craven and Kumlien [1999] 
extract relationships between proteins and drugs. They investigate two machine learning 
techniques in which ahand-classified training set is given to the system, which uses this set 
to infer criteria for deciding if other passages describe the relevant relationships. One 
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machine learning technique is based on modeling passages as unordered sets of words, and 
assumes word co-occurrence probabilities are independent of one another (the Naive Bayes 
approach). Tanabe et al. [ 1999] extract relationships between genes and between genes and 
drugs. Their MedMiner system supports human literature searches by retrieving and serving 
sentences from abstracts on MEDLINE over the Web, based on their keyword content. 
MedMiner is tuned to finding relationship-relevant sentences in abstracts that contain a gene 
name and relationship keyword, pair of gene names and relationship keyword, or a gene and 
a drug name and relationship keyword. MedMiner can also handle Boolean queries, such as 
those containing two protein names. In such cases MedMiner takes a query consisting of an 
OR' ed list of "primary" terms and an AND' ed list of "secondary" terms. A returned sentence 
must contain a "primary" term and a relationship word. Relationship words are from a 
relatively large lexicon of such terms predefined by the system. 
A number of works address extracting relationships among proteins from biochemical 
texts. A solution enables both automatic construction of biochemical pathways, and 
assistance to investigators in identifying relevant information about proteins of interest to 
them. 
Humphreys et a1. [2000) specifically address enzyme reactions extracted from 
Biochimica et Biophysica Acta and FEMS Microbiology Letters. Such interactions are 
intended to support metabolic network construction. Rindflesch et al. [ 1999] apply non-
trivial natural language processing (NLP) to extract assertions about binding relationships 
among proteins. Noun phrases are identified by a sophisticated combination of text 
processing and reference to existing name repositories. 
Other systems have been reported that extract many interactions among diverse 
proteins. Blaschke et al. [ 1999] extracts such interactions by first identifying phrases 
conforming to the template p r o t e i n . . . ve rb c l a s s . . .protein, where 
ve rb c 1 a s s is one of 14 sets of pathway relevant verbs (such as "bind") and their 
inflections. Protein names and synonyms are provided as an input and sentences containing 
extracted phrases are returned. The BioNLP subsystem, a component of a larger system, 
extracts sentences containing pathway relevant verbs determined by the user and applies 
templates to them to identify path relevant relationships among proteins (Ng 1999; Wong 
2001). Protein names are determined automatically. The subsystem, CPL2Perl, thresholds the 
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results so that it ignores interactions with a single relevant sentence. This is useful if the 
sentence analysis was mistaken. Such a thresholding strategy tends to increase precision at 
the expense of reducing recall. Thomas et al. [2000] distinguish between verbs that are 
relatively more and less reliable in indicating protein interactions. Their system automatically 
recognizes protein names and relies on the strategy of tuning an existing sophisticated 
general-purpose natural language processing system to the protein interaction domain. Ono et 
al. [2001 ]use part-of-speech (POS) tagging, key verbs, and template matching on phrases to 
extract protein-protein interactions. Their system has an information retrieval effectiveness 
measure of up to 0.89 (Ding, Berleant et al. 2002). 
PathBinder Operation 
The PathBinder system, like previous works, extracts relevant passages about protein 
relationships from MEDLINE. The PathBinder work differs from these due to a combination 
of system design decisions. PathBinder avoids syntactic analysis of text in favor of word 
experts for pathway relevant verbs. Word experts are sets of rules for interpreting words 
(Berleant 1995). PathBinder also is oriented toward assisting humans in constructing 
pathways rather than fully automatic construction, thus avoiding some information retrieval 
precision limitations. We are also investigating the relative performances of several 
algorithms for identifying relevant sentences, including verb-free algorithms that rely instead 
on protein term co-occurrences. PathBinder relies on the sentence unit rather than abstracts, 
phrases, or other units because sentences rate highly on information retrieval effectiveness 
under reasonable conditions (Ding, Berleant et al. 2002). 
How PathBinder Works 
Step 1: user input. Keyboard input of biomolecule names in pathways of interest by 
the user. 
Step 2: synonym extraction. Auser-editable synonym file is combined with a more 
advanced module that will automatically access the HUGO 
(http://www.gene.ucl.ac.uk.publicfiles/nomen/nomenclature.txt) and OMIM 
(www.ncbi.nlm.nih.gov/htbinpost/Omim~ nomenclature databases, and extract synonyms. 
Step 3: document retrieval. PubMed is accessed and queried using terms input in Step 
1. The output of this step is a list of URLs with high relevance probabilities. 
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Step 4: sentence extraction. Each URL is downloaded and scanned for pathway-
relevant sentences that satisfy the query. These sentences constitute pathway-relevant 
information "nuggets." 
Repetition of steps 2 through 4, using different biomolecule names extracted from 
qualifying sentences. These new biomolecule names are candidates for inclusion in the 
pathways of interest. 
Step S: sentence index. Process the collection of qualifying sentences into a more 
user-friendly form, amulti-level index (Figure 28), with the number of levels dependent on 
the sentence extraction criteria. This index conforms to a pattern, displayed by a Web 
browser, and the sentences in it are clickable. When a sentence is clicked, the document from 
which it came appears in the Web browser. 
Step 6: integration with the rest of the software and the microarray data sets. The 
index can be used to create a graphical representation in which verbs are represented by lines, 
interconnecting the biomolecule names and forming aweb-like relationship diagram of the 
extracted information. 
PathBinder is useful as both a standalone tool and an integrated subsystem of the 
complete system. The multilevel indexes transform naturally into inputs for the network 
modeling tools. The networks that PathBinder helps identify will form valuable input to the 
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Figure 28. The Long and somewhat disorganized sentence set that PathBinder extracts is converted into a 
multilevel index which is more suited to a human user. "Protein A", "Protein B", etc. are placeholders for 
the actual name of apath-relevant protein, and "Sentence 1", "Sentence 2", etc. are placeholders that 
would be actual sentences in the PathBinder-generated index. 
Example of a Sample PathBinder Query 
The query is to find sentences containing (either gibberellin, gibberellins, or GA) 
AND (either SPY, SPY-4, SPY-5, or SPY-7). Three relevant results were found and 
incorporated into the metabolic and regulatory visualization. A single sentence example is 
show below. 
Sentence: "T'he results of these experiments show that spy-7 and gar2-1 affect the GA 
dose-response relationship for a wide range of GA responses and suggest that all GA-
regulated processes are controlled through a negatively acting GA-signaling pathway." 
Source Information: UI-99214450, Peng J, Richards DE, Moritz T, Cano-Delgado 
A, Harberd NP, Plant Physiol 1999 Apr; 119(4):1199-1208. 
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Chip View: Logical Proposition Generator 
Gene expression data is gathered as a series of snapshots of the expression levels of a 
large number of genes. The snapshots may be organized as a time series or a sequence of 
organism states. When multiple gene expression experiments are performed, the choice of 
genes, time points, or organism states often varies. Finally, the data gathered often contain 
many unusable points for a number of reasons. The variation in which data is collected, the 
noisy character of the data, and the fact that data is often missing mean that a gene expression 
analysis tool must be designed with all these limitations in mind. Current analysis tools, 
mostly built around clustering of various sorts, are quite valuable in cutting through the 
thickets of data generated by gene expression technology to find nuggets of truth (Eisen, 
Spellman et al. 1998; Brown, Grundy et al. 2000). These tools, however, do not currently 
suggest possible interpretations to the researcher and incorporate many ad hoc assumptions 
about the mathematical and algorithmic behavior of various clustering techniques. 
One possible way of addressing both the data collection limitations and lack of 
theoretical foundation is the Logical Proposition Generator. The key features of this tool are: 
• Filtration of data items by behavioral abstractions that yield both interpretation of 
data and partial resistance to variations in data collection. 
• Incorporation of a vast space of clustering techniques into the tool to create data 
driven, problem-specific clustering on the fly. 
• Designing the tool so that its basic data objects are logical propositions about the 
data it is working with. 
This makes the analogy to clustering in the logical proposition generator one that 
transparently supplies multiple potential interpretations of the data. The output of the tool is 
in the form of logical sentences with atoms drawn from absolute and differential 
classifications of expression profiles and relative abstractions of pairs of gene expression 
prof les. The prototype tool was written for gene expression profiles that are time series. The 
goal is to extend the logical proposition generator to have logical primitives that are 
appropriate for non-time series data are one of the goals as well. 
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Operation of the Logical Proposition Generator 
Let us now specify the atoms and connective of the logical proposition language that 
is the target of the tool's search of the data for meaning. The tool permits the user to specify 
the expression level E that they believe specifies up or down regulation of a gene and the 
minimum change in expression level D that represents a significant change between adjacent 
time points. The tool recognizes classes of expression profiles given by the regulation state at 
each time point. Thus, "up, not down, not unchanged, down, down, not up, unchanged," 
specifies one of the possible classes of a seven point time series. Likewise, if +/— means 
significant change up or down since the last time step "+++00 — —" would represent a class of 
profiles that first increased, then stayed level, and later decreased their regulation between 
time steps. These two types of classes of expression prof les form the single expression 
profile atoms of the language. 
The tool also uses logical atoms that compare pairs of profiles. These compute 
representative facts about the profiles, such as "profile one has its maximum before profile 
two", "the maximum change in regulation of the second profile exceeds that of the first", or 
"upregulation in the first profile does not occur unless a change in regulation has occurred in 
the second". The absolute and differential (single expression profile) atoms and the relative 
(two expression profile) atoms both return a "true" or "false" result. With these atoms 
available we then use traditional Boolean connectives AND, OR, NOT, XOR, etc. to build 
logical propositions. 
Once we have the ability to make logical statements about gene expression profiles, 
the problem them becomes locating interesting and informative propositions. Statements that 
are always true, tautologies, are not interesting. Instead, we use a form of evolutionary 
computation, genetic programming (Koza 1992; Kinnear 1994; Koza 1994; Angeline 1996) 
to locate propositions that are true of subsets of the expression profiles. While this can be 
done blindly, with utility similar to clustering, it is also possible to force the expressions to be 
true when one of their arguments comes from a restricted class of genes of interest, e.g. a 
class we are trying to modify the expression of by some intervention. Thus, to find genes 
important to the upregulation of a class of genes X, we would search for propositions P[x, y] 
that are often true when x is in X, seldom true when x was not in X, for some substantial but 
not universal collection Y of values for y. These vague statements about "usually true" and 
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"substantial" become mathematically precise when embedded into the evolutionary search 
tool as a fitness function. One target of the research is an understanding of which fitness 
function among those possible provide results useful to biological researchers. 
The relation {x E 2233333} n 4y E 5566666} n ~x first up before y} defines a binary 
relation of expression profiles. x must not change significantly at first while y must change at 
first. Later, x must not go down while y must not go up OR the first significant 
upregulation of x must be before that of y. Evolving such expressions permits the 
computation of interesting hypotheses about relations between profiles including 
relationships that use edges in the graphical models. 
The logical proposition generator, by working with abstractions of the data in the 
form of the logical atoms described above yields the advantage that it is resistant, though 
certainly not immune, to variations in exactly which data are collected. The absolute and 
differential expression classes represent primitive fragments, which Boolean operations fuse 
together into data partitions, i.e. clusters. This means that the clustering techniques required 
to make sense of gene expression data are incorporated transparently into the logical 
proposition generator. Finally, in addition to locating genes that are implicated in the 
regulation of genes of interest, something clustering tools can do to some degree, the logical 
character of the tool will sometimes simultaneously suggests the "what" or "why" of the 
relationship, easing the work of interpretation and providing a source of tentative links for 
the other tools. This tool is not intended to replace clustering tools but to complement them. 
One way to locate a target set of genes, for example, might be to choose a tight cluster 
containing a few genes of interest and use this as a group of interest for the logical 
proposition generator. 
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Table 1. Codes for changes in the expression profiles. 









Didn't change significantly 
Didn't downregulate 
Downregulated 
Changed significantly from the baseline 
Didn't upregulate 
Matches anything 
Example of Logical Proposition Generator Operation 
The logical proposition generator operates on sets of expression profiles. It 
characterizes desired sequences as a series of numbers, e.g. Y in L: 124 means that Y is in the 
set of profiles that are in the state "Upregulated, didn't change, and downregulated". Table 1 
gives the codes used in this example. An example logical proposition is given below: 
(NAND 
(NOR 
(Y in L :757243126155) 
(NAND (SamePro Y X) F)) 
(AND T (NOT (NOT (NOR F T))) 
This is a logical .proposition that acts on two 12-time-point expression profiles X and 
Y. It uses the logical operations NAND, NOR, NOT, and AND and the constants T and F. The 
logical proposition uses the binary predicate "SamePro" which is true if two profiles are 
significantly up-and-down regulated in the same pattern. It also uses the unary predicate "Y 
in L:525634163157" which tests to see if Y is in the class of profiles that displays a particular 
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pattern of up and down regulation in its twelve time points according to the scheme in Table 
1. 
Logical propositions of this form have the potential to encode very complex classes 
of expression profiles in very short statements. The following logical proposition also uses 
OR and Say, which we use to encode the logical identity, as well as differential classes, e.g. 
"X in D:73 512467452" which check for changes in regulation since the last time step rather 
than as compared to the baseline: 
(NOR (Say (X in D:73512467452)) 
(Say (OR (OR (X in D:71661716551) (X in L:177621456644)) 
(NAND T (Say (Y in D:13376357161)))) 
The Say operation does nothing but it leaves space in an expression that makes it 
easier for the evolutionary training techniques we use to move around sub-expressions that 
form coherent logical units. 
Fuzzy Cognitive Map Modeling Tool for Metabolic Networks 
The FCModeler tool for gene regulatory and metabolic networks captures the known 
metabolic information and expert knowledge of biologists in a graphical form. The node and 
link data for the metabolic map is stored in a relational database. This tool uses fuzzy 
methods for modeling network nodes and links and interprets the results using fuzzy 
cognitive maps (Kosko 1986; Kosko 1986; Dickerson and Kosko 1994). This tool 
concentrates on dynamic graphical visualizations that can be changed and updated by the 
user. This allows for hypothesis testing and experimentation. 
Metabolic Network Mapping Projects 
Two existing projects for metabolic networks are the Kyoto Encyclopedia of Genes 
and Genomes (Kanehisa and Goto 2000) (KEGG http://www.genome.ad.jp/kegg) and the 
WIT Project (Overbeek, Larsen et al. 2000) (http://wit.mcs.anl.gov/WIT2/WIT). The WIT 
Project produces "metabolic reconstructions" for sequenced (or partially sequenced) 
genomes. It currently provides a set of over 39 such reconstructions in varying states of 
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completion from the Metabolic Pathway Database constructed by Evgeni Selkov and his 
team. A metabolic reconstruction is a model of the metabolism of the organism derived from 
sequence, biochemical, and phenotypic data. This work is a static presentation of the 
metabolism asserted for an organism. The purpose of KEGG is to computerize current 
knowledge of molecular and cellular biology in terms of the information pathways that 
consist of interacting genes or molecules and, second, to link individual components of the 
pathways with the gene catalogs being produced by the genome projects. These metabolic 
reconstructions form the necessary foundation for eventual simulations. 
E-CELL is amodel-building kit: a set of software tools that allows a user to specify a 
cell's genes, proteins, and other molecules, describe their individual interactions, and then 
compute how they work together as a system (Tomita, Hashimoto et al. 1997; Tomita, 
Hashimoto et al. 1999; Tomita 2001). Its goal is to allow investigators to conduct 
experiments "in silico." Tomita's group has used versions of E-CELL to construct a 
hypothetical cell with 127 genes based on data from the WIT database. The E-CELL system 
allows a user to define a set of reaction rules for cellular metabolism. E-CELL simulates cell 
behavior by numerically integrating the differential equations described implicitly in these 
reaction rules. 
EcoCyc is a pathway/genome database for Escherichia coli that describes its 
enzymes, and its transport proteins (Karp, Riley et al. 2000) 
(http://ecocyc.DoubleTwist.com/ecocyc~. MetaCyc is ametabolic-pathway database that 
describes pathways and enzymes for many different organisms. These functional databases 
are publicly available on the web. The databases combine information from a number of 
sources and provide function-based retrieval of DNA or protein sequences. Combining this 
information has aided in the search for effective new drugs (Karp, Krummenacker et al. 
1999). EcoCyc has also made significant advances in visualizing metabolic pathways using 
stored layouts and linking data from microarray tests to the pathway layout (Karp, 
K:rummenacker et al. 1999). 
Visualizing Metabolic Networks 
The known and unknown biological information in the metabolic network is 
visualized using a graph visualization tool. Figure 29 shows a screenshot of the FCModeler 
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tool display window. The graph visualization is based on for visualizing and interacting with 
dynamic information spaces. FCModeler uses Diva, aJava-based software information 
visualization package (see http://v~v~ww.gigascale.org/diva~ for its basic graph data structure, 
rendering, and interaction controls. In addition, it extends Diva to provide custom graphics-
related features such as dynamic figures, graph layout, and panning and zooming. This 
allows for a greater variety of visualization objects on the display. The front end of the 
FCModeler tool is a Java TM interface that reads and displays data from a database of links 
and nodes. The graph layout program is dot, which is part of the Graphviz program 
developed at AT&T research labs (see http://v~~vvw.research.att.com/ sw/tools/graphviz.~. 
The nodes and edges in the FCModeler graph have properties, which can be specified 
in an ~;ML file or created at run-time by the user. There is a set of properties for nodes and 
also one for edges. In a bioinformatics application, a node property may be "type of node". 
Then each node would have a specific value for this property, such as "DNA", "RNA", 
"protein", "environmental factor", etc. Similarly, an edge property could be "type of 
reaction" with the specific values "conversion" or "regulatory." Figure 30 shows the visual 
property window from FCModeler for some of the nodes and edges of the Arabidopsis graph 
shown in Figure 29. 
Interaction 
FCModeler currently supports several forms of user interaction with the graph model 
and view. One basic form of interaction is selection. Node and edge f gores can be selected 
individually by clicking on them with the mouse, or by dragging a selection rectangle around 
a group of them. The selected node and edge figures are then visually distinguished from the 
rest 
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Figure 29. Screenshot of an FCModeler graph. The bold blue arrows represent catalyst links. The 
dashed arrows are conversion links. The proteins are shown as ellipses. The rectangles are small 
molecules. Nodes of interest can be highlighted by the user. 
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Figure 30. The attribute editor in FCModeler. The color, shape, and fill of the nodes can be changed 
according to the existing properties. The color, line thickness, and dash pattern can be changed for the 
edges. 
by some form of highlighting. Selection of node and edge figures can provide a starting point 
for other operations on the graph. 
The user can reposition the nodes and edges on the screen by dragging them with the 
mouse. All of the selected figures will then be translated in the direction of the mouse 
movement. In addition, edge figures are rendered as Bezier curves (Angel 2000) and 
dragging with the mouse relocates the edge figures' individual control points. 
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FCModeler supports graphical modification the underlying metabolic map model. 
Node and edge figures can be added to and removed from the view. The user can also change 
the tail or head node of an edge by dragging the desired edge end to a new node figure. 
Zooming and panning allow the user to examine different parts of the graph in 
varying levels of detail. The graph may just be too large to be viewed as a whole on the 
screen, or a layout algorithm could use more space than is viewable at once for its layout. 
The view port can also be programmatically set to arbitrary coordinates. 
Graph Layout 
Any Diva graph view can use an arbitrary graph layout algorithm to compute the 
positions of its node and edge figures. Diva comes with several layout algorithms, but opens 
its views to custom implementations. FCModeler uses the Dot graph layout engine, which is 
part of the Graphviz graph drawing software from AT&T labs (http://www.research.att.com/ 
sw/tools/graphviz~. Dot produces fairly nice layouts, and is easy to use. However, other 
more specialized layout algorithms may produce better layouts for the specific kinds of 
graphs visualized in FCModeler (Becker and Rojas 2001). Diva makes pluggable layout 
algorithms easy by separating the view logic from the layout logic. 
Database and Object Properties 
FCModeler allows nodes and edges in the graph model to have properties. The 
specific values of these properties determine the visual attributes of the corresponding node 
and edge figures in the view. These mappings from properties to visual attributes are 
encapsulated by a set of mapping rules, which can be specified in an XML file or created at 
run-time by the user. 
node - Label 'Name Cflmmems _ ~ organelle category of compurid 
serine aerine Isenne O:cytasol Tamall molecule 
cysteine `cysteine cysUeine 'O:cytosol :Taman molecule 
aceM_CoA :acetyl CoA :acetyl_C:oA C: activated acetate in cytosol :C~:cytosol Tsmalt molecule _. . . 
roA CoA Coen2ymeA  C:activates acetate, malate, fatty acids, etc. ',O:cytosol Tamall molecule 
edge~from node , to node 2 ; certamiy` .._type ....... - ~atfected tr~c_. 'domain exper~..__locat~on....:j....5.pecies..
'Eve 1+Vurteie Arabidopsis ... ..... 
ed66 senne dummyii2 ... t _ corrrerted _Eve YYurtele Arabdopsis 
ed68 oummy6? CoA .., t converted Eve cvurteie Nabidopsis 
ed65 acetyl roA dummy62 ::., t cornert~d 
__ 
Eve Wurtele _ Arabidopsis 
ed67 dummyfi2 ;tysteine ... 1 :concerted 
Figure 31. The property viewer displays information about the selected nodes and edges. The properties 
are defined in an XML graph file generated by the relational database. 
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The node and link information is stored in a relational database that interacts with the 
graphical modeling program. The purpose of this database is to store information such as 
Links and nodes data, search results, literature sources, and microarray data in a searchable 
database to support development of the Gene Expression Toolkit. This system will be used to 
model the structure of metabolic networks using data provided by users. It will also track the 
results from the tests. Figure 31 shows a property window that displays the database 
information about the highlighted nodes and links. 
Animation 
The visual attributes of the node and edge figures can be changed over time, 
producing an animation of the graph view. This animation consists of discrete time steps, 
each having a set of mapping rules. An animation controller in FCModeler applies the 
mapping rules to the node and edge figures for each time step in order, with a configurable 
delay between time steps. The node and edge figures axe set back to a permanent state at the 
beginning of each time step, and then the new mapping rules are applied to all figures in the 
view. Thus, the mappings only last for a single time step, and then the figures revert back to 
their previous state. The user specifies the sets of mapping rules for each time step of the 
animation in an XML file. This file is similar to the attributes XML file, but with the addition 
of time step tags. Users can produce these animation files to show how the nodes interact 
with each other in the graph. 
Metabolic Network Modeling using Fuzzy Cognitive Maps 
The FCModeler tool models regulatory networks so that important relationships and 
hypotheses can be mined from the data. Some types of models that have been studied for 
representing gene regulatory networks are Boolean networks (Liang, Fuhrman et al. 1998; 
Akutsu, Miyano et al. 1999), linear weighting networks (Weaver, Workman et al. 1999), 
differential equations (Tomita, Hashimoto et al. 1999; Akutsu 2000) and Petri nets (Matsuno 
2000). Circuit simulations and differential equations such as those used in the E-cell project 
require detailed information that is not yet known about the regulatory mechanisms between 
genes. Another problem is the numerical instability inherent in solving large networks of 
differential equations. Boolean networks analyze binary state transition matrices to look for 
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patterns in gene expression. Each part of the network is either on or off depending on 
whether a signal is above or below apre-determined threshold. These network models lack 
feedback. Linear weighting networks have the advantage of simplicity since they use simple 
weight matrices to additively combine the contributions of different regulatory elements. 
However, the Boolean an d weighting networks are feedforward systems that cannot model 
the feedback present in metabolic pathways. Petri nets can handle a wide variety of 
information, however their complexity does not scale up well to systems that have both 
continuous and discrete inputs (Alla and David 1998; Reisig and Rozenberg 1998). 
Fuzzy cognitive maps (FCMs) have the potential to answer many of the concerns that 
arise from the existing models. Fuzzy logic allows a concept or gene expression to occur to a 
degree—it does not have to be either on or off (Kosko 1986). FCMs have been successfully 
applied to systems that have uncertain and incomplete models that cannot be expressed 
compactly or conveniently in equations. Some examples are modeling human psychology 
(Hagiwara 1992), and on-line fault diagnosis at power plants (Lee, Kim et al. 1996). All of 
these problems have some common features. The first is the lack of quantitative information 
on how different variables interact. The second is that the direction of causality is at least 
partly known and can be articulated by a domain expert. T'he third is that they link concepts 
from different domains together using arrows of causality. These features are shared by the 
problem of modeling the signal transduction and gene regulatory networks. 
We use a series of +/— links to model known and hypothesized signal transduction 
pathways. Another link type suggests a relationship between concepts with no implied 
causality. These links will be constructed by mining the literature using PathBinder and from 
Gene Expression Toolkit Database that contains the expert knowledge of biologists. Given 
the metabolic network, FCModeler contains advanced tools that: 
• Locate and visualize cycles and strongly connected components of the graph. 
Simulate intervention in the network (e.g. what happens when a node is shut offl 
and search for critical paths and control points in the network. 
• Capture information about how edges between graph nodes change when different 
regulatory factors are present. 
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Metabolic Network Modeling 
Fuzzy cognitive maps are fuzzy digraphs that model causal flow between concepts or, 
in this case, genes, proteins, and transcription factors (Kosko 1986; Kosko 1986). The 
concepts are linked by edges that show the degree to which the concepts depend on each 
other. FCMs can be binary state systems called simple FCMs with causality directions that 
are + 1, a positive causal connection, -1, a negative connection, or zero, no causal connection. 
The fuzzy structure allows the gene or protein levels to be expressed in the continuous range 
[0,1] .The input is the sum of the product of the fuzzy edge values. The system nonlinearly 
transforms the weighted input to each node using a threshold function or other nonlinear 
activation. FCMs are signed digraphs with feedback. Nodes stand for causal fizzy sets where 
events occur to some degree. Edges stand for causal flow. The sign of an edge (+ or -) shows 
causal increase or decrease between nodes. The edges between nodes can also be time 
dependent functions that create a complex dynamical system. Neural learning laws and 
expert heuristics encode Limit cycles and causal patterns. One learning method is differential 
Hebbian learning in which the edge matrix updates when a causal change occurs at the input 
(Dickerson and Kosko 1994). 
Each causal node CI(t) is a nonlinear function that maps the output activation into a 
fuzzy membership degree in [0,1] .Simple or trivalent FCMs have causal edge weights in the 
set { -1,0,1 }and concept values in { 0,1 } or { - l , l } . Simple FCMs give a quick approximation 
to an expert's causal knowledge. More detailed graphs can replace this link with atime-
dependent and/or nonlinear function. 
FCMs recall as the FCM dynamical system equilibrates. Simple FCM inference is 
matrix-vector multiplication followed by thresholding. State vectors Cn cycle through the 
FCM edge matrix E, that defines the edges ekl where k is the upstream node and i is the 
downstream node. The system nonlinearly transforms the weighted input to each node C;: 
Ci ~tn+l J = S [~ eki ~tn~ Ck ~tn~~ 
S(y) is a monotonic signal function bounded function such as the sigmoid function: 
si ~y>~ l+e-c ~yJ-T~) 
1 
65 
In this case c=1000 and T~ = 0.5 for all nodes. This is equivalent to a step function 
with a threshold at 0. S . The edges between nodes can also be time dependent functions that 
create a complex dynamical system. 
Regulatory Links: The regulatory edges are modeled using a simple FCM model that 
assumes binary connecting edges: ekj = {-1,1}for the single edge case. When there are 
multiple excitatory or inhibitory connections, the weights are divided by the number of input 
connections in the absence of other information. As more information becomes known about 
details of the regulation, for example how RNA level affects the translation of the 
corresponding protein, the function of the Link models will be updated. The regulatory nodes 
will also have self-feedback since the nodes stay on until they have been inhibited. 
Conversion Links: Conversion relationships are modeled in different ways depending 
on the goal of the simulation study. The first case corresponds to investigating causal 
relationships between nodes. The node is modeled in the same manner as a regulatory link in 
which the presence of one node causes presence at the next node. When information about 
the rate of change in a reaction is available, a simple difference equation can model the 
gradually rising and falling levels of the nodes. When stoichiometric information is available, 
the links can be modeled as a set ofmass-balance equations. The step size depends on the 
reaction rate and the stoichiometric relationship between the nodes. 
Catalyzed Links: Catalyzed reactions add a dummy node that acts upon a conversion 
link. This allows one link to modify another link. In the current model, the catalyzed link is 
simulated by weighting the inputs into the dummy node in such a way that both inputs much 
be present for the node to be active. Another method of modeling catalyzed links is an 
augmented matrix that operates on the edges between the nodes. The catalyst node acts as a 
switch that allows a reaction to occur in the proper substrates are available. Since all of the 
compounds must be present in these links for a reaction to occurs the pieces must be modeled 
as a logical AND operation. This operation is commonly modeled as a minimum function, 
however, it can also be modeled as a product of ali the input values (Kosko 1992). 
Forcing functions: In biological systems such as cells, many of the metabolic network 
elements axe always present. This is modeled as a node is active unless it is being inhibited: 
Ci ~tn+l~ —'s[~eki ~tn ~Ck ~tn~+l) 
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Example of PathBinder-FCModeler Integration 
This example shows how the pieces of the Gene Expression Toolkit can be used to 
create or update metabolic maps of a system using expert knowledge. The process starts with 
a map created by an expert or an existing metabolic pathway from a database such as KEGG 
or WIT (Kanehisa and Goto 2000; Overbeek, Larsen et al. 2000). The next step is to perform 
a PathBinder literature search for new relationships between the nodes of the existing graph. 
These relationships can then be assessed and added into the metabolic map. FCModeler 
models the effects of the changes for biologist user. An expert in the area of gibberellin 
metabolism constructed the map shown in Figure 32. Next a PathBinder Query is performed 
as shown below. 
~1c-nrhr•~rne~ R~crp~~,i• f jr G~! 
1
.~ he°tn /» ~~ti•n.r ~ ~trtrc• Rry:-! 
1,
1 
~ • `Ii L~t~ 
Figure 32. Hypothetical network of gibberellin metabolism and regulation in Arabidopsis. Heavy lines 
are catalyzed links, heavy dashed lines are conversion links, and thin lines are regulatory links. All 
proteins are shown in elliptical boxes. 
Query: Find sentences containing (either gibberellin, gibberellins, or GA) AND 
(either SPY, SPY-4, SPY-5, or SPY-7). 
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Figure 33. The updated map based on the PathBinder query result. The new nodes are shaded in. 
Sentence: "Here we describe detailed studies of the effects of two of these 
suppressors, spy-7 and gar2-1, on several different GA-responsive growth processes 
(seed germination, vegetative growth, stem elongation, chlorophyll accumulation, and 
flowering) and on the in plant amounts of active and inactive GA species." Source: UI 
99214450 Peng J, Richards DE, Moritz T, Cano-Delgado A, Harberd NP, Plant Physiol 1999 
Apr;119(4): 1199-1208. Figure 33 shows the new graph after the information provided by the 
new links is added into the graph. 
Example of Nefiwork Modeling 
The metabolism and signal transduction of the plant hormone gibberellin in 
Arabidopsis (Hedden and Phillips 2000; Sun 2000) was used to test this modeling scheme. 
Figure 7 shows the nodes used in this test. An expert researcher in the field created the link 
types and causality directions. The key element in this graph is the block labeled GA4. This 
compound regulates many other regulatory mechanisms in plants. GAI, GRS, SPY, and 
GA MYB had forcing functions applied to them. Figure 34 and Figure 35 show visualized 
networks at different time steps to analyze the interactions in the network. Figure 34 shows 
the operation of the catalyzing node, 3_beta hydroxylase. When the node is active, GA4 is 
produced. These figures show how GA4 can regulate its own production through the 
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transcription factor SHI. The result is a homeostatic control of GA4 levels. The oscillation of 
the GA levels directs the generation of biomolecules that, in the absence of other 
constraining factors, are implicated in the formation of new cellular proliferation centers, 
referred to as meristems. Many key features of this model, including timing, can be tested 
experimentally and relatively rapidly by globally monitoring temporal profiles of niRNA, 
protein, and metabolite. 
Conclusions 
The integration of a graph visualization tool with literature mining and directed 
searches in microarray data allows biologists to gather and combine information from the 
literature, their expert knowledge, and the public databases of mRNA results. Metabolic and 
regulatory networks can be modeled using fuzzy cognitive maps. Future plans include: 
simulating 
lt~e~~fth~•~i~cr_Rc~~•~/~fn~! f~Jf~_ ~~ 
~~_ 
Figure 34. The catalyst, 3-beta-hydroxylase is present at this step. This allows GA9 to be converted into 
the active form of gibberellin, GA4. Active nodes are shaded. The nodes, SPY, CRS, and GAI are forced 








Figure 35. GA4 regulates its own production in part through the putative DNA regulatory factor SHI. 
SHI inhibits the 3-beta-hydroxylase-RNA, which eventually shuts down the production of GA4. 
intervention in the network (e.g. what happens when a node is shut off), searching for critical 
paths and control points in the network, and capturing information about how edges 
between graph nodes change when different regulatory factors are present. 
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CLUSTERING CYCLES USING SELF-ORGANIZING MAPS 
A paper to be submitted the Journal of Statistical Software 
Zach Cox 
Abstract 
Cycles obtained from directed graphs may be similar to each other based on their 
node and edge content. Thus, clustering algorithms may be used to find natural groups of 
similar cycles. Prior to clustering, a distance metric and generalized set median must be 
defined for the objects to be clustered. Several possible representations for the cycles are 
discussed, including strings, graphs, and weighted sets. Weighted sets are chosen because of 
the simplicity of the associated metric and median. Self-organizing maps are used to find the 
clusters of cycles obtained from a directed graph. This approach is implemented in 
FCModeler, a bioinformatics tool, and uses the JSOMap package for self-organizing maps. 
An example with real-world data is used to show the effectiveness of the SOM in finding 
clusters of similar cycles. 
Introduction 
Many directed graphs contain cycles. Depending on the problem domain that the 
graph represents, these cycles may be interesting to analyze. Efficient algorithms exist for 
finding all of the cycles in a directed graph. Once all of the cycles are found, it may be 
interesting to compare the cycles based on their node and edge content. A clustering 
algorithm can be used to find groups of cycles that share common nodes and edges. 
Traditionally, clustering algorithms are used to find groups of similar vectors. These 
algorithms typically use some distance metric to compare the similarity between two vectors. 
They also generally compute a prototype, or centroid, for each cluster using the mean of the 
vectors in that cluster. To use a clustering algorithm with cycles, both a distance metric and 
generalized set median must be defined. 
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Two representations for cycles immediately come to mind: strings and graphs. In the 
string representation, cycles are alternating sequences of nodes and edges. In the graph 
representation, they are graphs consisting of a node set and an edge set. Both representations 
have been used for pattern recognition in the past; distance metrics and generalized set 
medians for strings and graphs have been proposed. However, they are usually too 
computationally expensive to compute directly. 
This paper describes the use of weighted sets as a way to represent cycles for 
clustering. They make the distance metric and generalized set median computations simple, 
while still producing good results in a clustering algorithm. A weighted set is simply a set in 
which the elements have non-zero real-valued weights associated with them. These sets can 
be computed with just like vectors of real-valued numbers; therefore we can adapt the 
Euclidean distance metric and statistical mean to weighted sets. This makes them easy to use 
in a clustering algorithm. 
The self-organizing map (SOM) is used to demonstrate the use of weighted sets in 
finding groups of similar cycles. The SOM is an unsupervised neural network, typically used 
to find the cluster structure or reduce the dimensionality of a data set. The clustering is done 
in FCModeler using the JSOMap package, and the results of the SOM clustering are shown 
in an interactive graph display, where users can fully explore the results. 
Cycle Search Algorithms 
The cycles of a directed graph are found using a cycle enumeration, or search, 
algorithm. The problem of finding all of the elementary cycles in a directed graph has been 
well studied. Research on cycle search algorithms was done mainly in the early-middle 
1970's. (Tiernan 1970; Weinblatt 1972; Tarjan 1973) published early work in this area, but 
used inefficient algorithms for the search problem. (Mateti and Deo 1976) provide a good 
overview and comparison of the various types of algorithms, with that of (Johnson 1975) 
being the most efficient. The algorithm is bounded by a time complexity of O~~n + eXc + 1~~ 
and space complexity of O~n + e~, where n is the number of nodes, e is the number of edges, 
and c is the number of elementary cycles in the graph. Thus, for each cycle, the algorithm is 
linear in the number of nodes and edges of the graph. 
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Johnson's algorithm is basically adepth-first search (DFS) that is modified to 
improve the search efficiency. The integer labels }1,2, ... n} are first assigned to the nodes of 
the graph to induce an ordering, and cycles are defined to begin with the minimum labeled 
node. Each node s in the graph is chosen successively and the graph is searched for cycles 
rooted at that node. When all cycles rooted at node s axe found, the next node s + 1 is chosen 
and the graph is searched again. 
Strongly connected components (SCC) are used to find areas of the graph that contain 
all cycles rooted at a particular node s. Specif cally, a graph F is induced from the original 
graph G by the nodes ~s, s + 1, ... n} . Then, the strongly connected components of F are 
found, and the component K that contains node s is searched for all cycles rooted at s. SCC's 
have the property that all nodes are reachable from all other nodes. Thus, the SCC 
containing node s contains all cycles rooted at s. (Tarj an 1972) first presented an algorithm 
for finding all the SCC's of a directed graph in time O~n + e), and (Bang-Jensen and Gutin 
2001) provide a good description of the algorithm. 
During the search for cycles rooted at node s, information is stored about nodes and 
edges that don't lead to cycles. This prevents those nodes and edges from being searched 
again in the future. This information is stored using blocked nodes and B-sets. Basically, 
nodes are blocked when they shouldn't be added to the search path and are only unblocked if 
the algorithm determines that they are on a cycle rooted at s. Each node also has a B-set that 
contains its predecessors that should be unblocked if it becomes unblocked. Blocked nodes 
and B-sets are key both to the algorithm's correctness (finding all elementary cycles only 
once) and its efficiency. For more information on the algorithm and its proof, please see 
(Johnson 1975). 
Cycle Data Structures 
For any kind of analysis to be done, the cycles must be represented somehow. There 
are basically three different representations for cycles: strings, graphs, and weighted sets. As 
seen in the following sections, each representation will have different distance metrics and 
generalized set medians associated with them. In all cases, C is the cycle, v is a node (or 
vertex), e is an edge, and k is the length of the cycle. 
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Strings 
Since a cycle is just a path through a graph that ends at its beginning, it can be 
represented by a string. The string is an alternating sequence of nodes v; and edges e; that 
compose the cyclic path through the graph. The starting and ending nodes are the same, and 
each edge connects its surrounding nodes: 
C = V1e1V2 ... Vk-lek-lvk 
Vk = VI
e; = v; , v~ 
Note that since the cycle does not have a specif c beginning or end, all cyclic 
permutations of the same string are equivalent to each other: 
C = V~ el V2 e2 V3 ... Vk-1 ek_1 Vk = V2 e2 V3 ... Vk-1 e k-1 Vk e l V2 
The string can also be compressed by removing all of the nodes or edges. In this 
case, additional processing is required to determine the missing nodes or edges: 
C = e,e2 ... ek_i 
C = vlv2 ... vk
Graphs 
Since a cycle is made up of nodes and edges that connect those nodes, it is a graph. 
Technically it is a subgraph of the original graph, but is a graph in it's own right. Therefore, 
the cycle can be represented identically to a general graph: 
C = CV = {V1, V2 , ... , Vk -1 }, E _ {el , e2 , ... , ek _ 1 }) 
Weighted Sets 
A vector space can be defined by the original graph, with one dimension for each 
node and edge of the graph. Any cycle (or subgraph for that matter) is then a vector of ones 
and zeros, with a one representing the existence of that node or edge in the cycle, and a zero 
the absence of that node or edge. Real numbers can also be used in place of ones and zeros, 
where a zero represents the absence of the node or edge and anon-zero real number 
represents the weighted presence of the node or edge. In this representation, cycles are 
vectors, and any computations like euclidean distance or statistical average can be done with 
them. 
~s 
In general, these cycle vectors will contain many zero terms: that is, most cycles 
consist of a small subset of the nodes and edges of the graph. Weighted sets enhance the 
efficiency of the vector space representation. A weighted set is just a normal set in which 
each element a has an associated non-zero real-valued weight w: 
S = t~e>>x'~~~eZ, wZ~,..., l en~ Wn~J 
e; E ~ . 
w; E ~. 
The operator [], when applied to a weighted set, returns the weight of a specified 
element. 
w; ife; ES 
S~e;~= 
0 otherwise 
Similarly, a new weight can be assigned to a specified element by using the [] 
operator. 
`S[er J = Wnew 
Weighted sets are basically just vectors without the zeros; computations can be done 
with them in the same way as regular vectors: 
S~ + SZ = {~e, , S, ~e, ~+ SZ ~e, A... , ~e„ , S~ ~e„ ~+ SZ ~e„ D} 
A weighted graph WG can be created from a regular graph G by using weighted sets 
in place of the node and edge sets, and initializing all of the weights to one: 
G = ~{vl, v2,..., vk_, }, {e,, e2,..., ek-, }~ --~ WG = ~{~v,,l~, ~v2 ,1~,..., ~vk_,,1~}, {~e,,l~, ~e2 ,1~,..., ~ek_,,1~}~ 
Operations on weighted graphs are similar to those on weighted sets: 
G, +GZ = (Y, +VZ,E, +Ez ~ 
Distance Metrics 
A metric compares two objects and calculates the distance or dissimilarity between 
them. A metric function d must satisfy the following conditions: 
1. d~a,b~=0aa=b 
2. d~a,b~ = d~b,a~ 
3. d(a,b~+d(b,c~<_d~a,c~ 
Distance metrics are fundamental to clustering algorithms and can be defined for all 
three cycle representations. 
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Strings 
The so-called Levenshtein edit distance (Wagner and Fischer 1974) is the most well-
known distance metric for strings. It is commonly used in spell-checking applications, where 
it compares strings of alphabetic characters. The distance between two strings is defined as 
the minimum number of insertions, deletions, and substitutions of characters that are required 
to transform one string into the other string. For example, the distance between the words 
`true' and `truth' is two: substitute `t' for `e' and insert `h' at the end of the first string to 
transform it into the second string. (Wagner and Fischer 1974) give an eff dent dynamic 
programming-based algorithm that runs in O~nm) time, where n and m are the lengths of the 
two strings. 
This distance metric faces several problems when applied to cycles. First, not all 
possible strings form valid cycles in the given graph. In other words, the graph structure 
determines which nodes or edges can be inserted, deleted, or substituted. This adds 
additional complexity to the algorithm and its running time. 
As stated previously, these are cyclic strings. That is, all cyclic permutations of the 
same string are equivalent to each other. This presents a problem when computing the edit 
distance between two strings. The edit distance must now be restated as the minimum 
number of insertions, deletions, and substitutions needed to transform one string into any 
cyclic permutation of the other string. (Maes 1990; Bunke and Buhler 1993; Gregor and 
Thomason 1993; Marzal and Barrachina 2000; Mollineda, Vidal et al. 2000) present various 
exact and approximate metrics for comparing cyclic strings. All of these algorithms are 
much more complex and worse in time complexity than the Levenshtein metric for linear 
strings. 
Graphs 
Determining the similarity of graphs, or graph matching, is also awell-studied area in 
pattern recognition, where graphs are used to abstractly represent different objects. In the 
literature, there are two main approaches to computing the distance between two graphs: 
graph edit distance and maximal common subgraph (Bunke 2000). 
Graph edit distance is basically the string edit distance introduced earlier applied to 
graphs. The edit distance between two graphs is defined as the minimum number of node 
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and edge insertions, deletions, and substitutions that are required to transform one graph into 
the other (Bunke 1999; Jiang, Munger et al. 2001). The algorithms for computing graph edit 
distance are known to be NP-complete. 
The maximal common subgraph of two graphs offers another way to compute the 
distance between two graphs (Bunke and Shearer 1998). A graph G is a common subgraph 
of two other graphs G, and GZ if G is isomorphic to a subgraph of Gl and a subgraph of GZ . 
G is maximal if there is no other common subgraph G' that contains more nodes than G. 
Algorithms have been presented that run in O~~nm~"~ and 0~2"~ time. 
Note that in (Bunke and Shearer 1998), nodes and edges are allowed to have the same 
labels, which results in the poor computational efficiency. If a restriction is placed on the 
graph such that all nodes and edges have distinct labels, the computational complexity can be 
reduced. T'he distance metric is then given by: 
d G,G .l_  
Imcs~Gt,G2 ~ _1_ IG, nG2 ~ ~ z~ 
m~liG~~~~Gz~~ m~VG~~~~GZ~~ V 
G, nG2 =(V, nYZ,E, nE2 ~ 
~G~ — ~V~ + ~E~ 
Weighted Sets 
As stated earlier, weighted sets are equivalent to vectors of real numbers, so pair wise 
operations such as addition, subtraction, multiplication, and division are easily defined. The 
distance between two weighted sets can then be defined similarly to the euclidean distance 
between two vectors: 
d~s>>Si~=~ ~~S~~e~—SZ~e~~2 
ee(S~ vS2
Likewise, the distance between two weighted graphs is simply the sum of the distance 
between the two node sets and the distance between the two edges sets: 
d(G,,GZ~= d(V,,VZ~+d(E,,E2 ~ 
Generalized Set Median 
The median of a set of objects is defined as the element of the set that minimizes the 
sum of distances between that element and all other elements in the set. The generalized 
median of a set of objects is some element of the set of all possible objects that minimizes the 
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sum of distances between that element and all other elements in the set. Clustering 
algorithms generally compute a prototype for each cluster of objects. In the case of vectors, 
this prototype is simply the arithmetic mean of all the vectors in the cluster. To use a 
clustering algorithm with cycles, we therefore need a suitable generalized median for a set of 
cycles, depending on the specific cycle representation. 
Strings 
Let ~ be some alphabet of characters, and let ~* be the set of all finite-length strings 
of characters from ~ . Then, the generalized median s of a set of strings S = {s,, s2, ..., sn } is 
defined as: 
n 
s = arg min d s, s;
SEE 
l=1 
That is, s is the string in the set of all finite-length strings that minimizes the sum of 
distances between it and the strings in the set S. Generally, finding the string s requires 
computing the distance between every string in ~* and the set S, resulting in an NP-complete 
problem (Higuera and Casacuberta 2000). Faster algorithms have been proposed (Kohonen 
1985; Martinez-Hinarejos, Juan et al. 2000) that produce approximate solutions to the 
generalized median string. 
Graphs 
Given some set of possible nodes and a set of possible edges let Ube the set of all 
possible graphs, such that each node and edge can be used only once. Then, the generalized 
median g of a set of graphs G = {gl , g2, ..., gn } is defined as: 
n 
g = arg min d (g, g; ) 
gEU i=1 
That is, g is the graph in the set of all possible graphs that minimizes the sum of 
distances between it and the graphs in the set G. Like the generalized median string problem, 
finding the generalized median graph is NP-complete (Bunke 2000). Methods for finding 
approximate solutions have been proposed using other techniques such as genetic algorithms 
(Jiang, Munger et al. 2001). 
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Weighted Sets 
The generalized median s of a set of weighted sets S = {s,,sZ ,...s n } can be adapted 
from the definition of the statistical mean of a set of vectors: 
n 
S!
S =  i=1 
n 
Likewise, the generalized median g of a set of weighted graphs G = {gl , g 2 , ... , g n } is 
given as 
n 
Obviously, computing the generalized median of a set of weighted graphs is much 
simpler than of a set of strings or graphs as shown earlier. Basically it amounts to creating 
the union of all the graphs in G, summing the weights of the nodes and edges and dividing by 
n. 
Using Self-Organizing Maps to Find Clusters of Cycles 
The SOM (Kohonen 2001) is an unsupervised neural network and can be used for 
non-parametric regression, non-linear projection, dimensionality reduction, feature 
extraction, clustering, and visualization depending on the interpretation and use of its results. 
Figure 15 below shows a typical architecture of the neural network. 
Each neuron, or node, in the output layer has two vectors associated with it that exist 
in two different spaces: feature space and input space. Feature space is the space in which 
the nodes exist (which is typically 1-D or 2-D) and input space is the space in which the data 
exists (typically 2-D or higher). The first vector describes the position of the node in feature 
space, and the second represents the weight vector of the neuron. Each neuron has a weight 
associated with each input variable; the lines in Figure 15 represent these weights, and 
together they form a vector of the same dimensionality as the input data. These weight 
vectors can also be represented as points in input space; in this case, they are referred to as 
models since they are the input space representation of the nodes. When referring to the map 
as a neural network, it is natural to refer to neurons and weight vectors; when referring to 
points in feature space and input space, nodes and models are used instead. 
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Figure 36. The SOM as an unsupervised neural network. The SOM consists of an input layer, where the 
input patterns are presented, and an output layer of connected neurons. These neurons exist as discrete 
points in some space, in this case .2-D, and each neuron has a weight vector of the same dimensionality as 
the input patterns. 
The goal of the SOM algorithm is to adjust the weight vectors of the neurons to match 
the training data. One can also think of this as positioning the models of the nodes in input 
space to match the distribution of the data. The algorithm attempts to do this so that nodes 
near each other in feature space will have models near each other in input space. Positioning 
the models to approximate the data distribution can be thought of as non parametric 
regression, much like discretized principal curves (Hastie and Stuetzle 1989; Muller and 
Cherkassky 1995). The trained map can then perform non-linear projection of data points in 
input space, by finding the nearest model to the data point and projecting the point onto the 
model's node in feature space. For a more detailed description of the SOM algorithm, please 
see (Kohonen 2001). 
There are many different algorithms that can be used to position the models of the 
map in the input space of the data. One commonly used algorithm, called the Batch SOM 
algorithm, is as follows: 
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1. Assign each pattern to the node with the most similar model 
V~ 
~p 
d~xp,m~~= mind~xp,m; ~} 
2. Update the models of the map using the sets V~ ,medians x~ ,and neighborhood 
function K~ ~. 
V~ K~n;,n~ 
K~n;,n~~ 
3. Decrease the width of the neighborhood function and return to step 1 
As can be seen in the algorithm above, both a distance metric function d(~ and a 
generalized median x are required. Since the patterns being compared in this case are cycles 
represented by weighted graphs, the distance metric and generalized median presented earlier 
can be used. With these two functions, the SOM can now be used to find the clusters of 
cycles obtained from a directed graph. 
Visualizing the Results 
A good deal of research has been done on SOM visualization (Himberg 1998; Kaski, 
Venna et al. 1999; Vesanto 1999; Cox to be submitted). However, this previous work has 
concentrated on the use of the SOM with traditional numerical vectors. Since this paper 
focuses on clustering cycles and not numerical vectors, a custom approach was needed for 
visualizing the results. 
The cycle clustering is implemented as a part of FCModeler, a software tool used to 
visualize, analyze, and simulate metabolic networks (Dickerson, Berleant et al. 2001; 
Dickerson, Cox et al. 2001; Dickerson, Berleant et al. to be published in 2002). Figure 3 7 
below shows a large metabolic network graph in FCModeler. First, Johnson's algorithm 
(Johnson 1975) is used to find all of the cycles in the directed graph, then the cycles are 
organized into clusters by the SOM. The JSOMap package (Cox 2002) provided support for 
using the SOM. 
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Figure 37. Example of a large metabolic network graph shown in FCModeler. 
Once the SOM algorithm is finished, the results are viewed in another window. This 
map view window shows a grid of small graphs, one for each unit of the map. Each graph 
represents the model for that particular map unit. The models are just the generalized median 
of the set of cycles assigned to that map unit, as presented earlier. Figure 3 8 below shows an 
example of a 4-by-4 SOM applied to the graph in Figure 37. Node color and edge thickness 
are used to show the weights of the nodes and edges of the models. Brighter red corresponds 
to higher weights of the nodes, while thicker lines correspond to higher weights of the edges. 
As Figure 3 8 shows, it can be a bit difficult to fully examine the model graphs in the 
map view. Clicking on one of the graphs in the map view puts it in an additional FCModeler 
window for easier analysis. A good cluster of cycles can be seen in Figure 39 below, which 
is a view of the model graph in the bottom-left map unit of Figure 3 8. This model represents 
ten individual cycles. All cycles contain the nodes ACC_synthase, ACC, ethylene, CTR 1, 
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EIN2, EIN3, senescence, NIT2, and IAA. Note the dark red color of these nodes and the 
edges between them, showing the maximum weight value. Also, note the eve different paths 
between ethylene and CTR1, and the two different paths between CTR1 and EIN2. There 
are two cycles for each of the five different paths between ethylene and CTR1: one path 
going from CTRL directly to EIN2 and another going through MAPx:K and MAPK. This is 
where the ten cycles come from. Obviously, the SOM correctly grouped together these ten 
cycles into one cluster. 
Figure 38. Map view showing results of the SOM algorithm. Each graph shows the model of the 
corresponding map unit, which is the generalized median of the cycles assigned to that map unit. 
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Figure 39. Full view of the bottom-left map unit, showing ten cycles clustered together. 
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In addition to the map view and individual model view, tables showing all of the node 
and edge weights are also created. Each column in the table represents one map unit, while 
each row represents one node or one edge. The entries in the table are the weights of each 
node or edge in each map unit. The node and edge tables for the example discussed in this 
section are shown below in Figure 40 and Figure 41. To make visualization easier, the zero 
entries can be removed from the table, and the cells can be rendered based on the weight 
(with exactly the same color scheme as the node coloring). 
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Figure 40. Node weights for the example presented in this section. 
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Figure 41. Edge weights for the example presented in this section. 
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Conclusion 
This paper demonstrated the clustering of cycles using self-organizing maps and 
effective ways of visualizing the results. Johnson's cycle enumeration algorithm was briefly 
discussed and serves as the search algorithm for finding all of the cycles in a directed graph. 
Several possible representations for the cycles were discussed, including strings, graphs, and 
weighted sets. Based on the ~ available distance metrics and generalized medians, weighted 
sets were chosen because of the simplicity of computing with them. An example with real-
world data showed the effectiveness of the SOM in finding clusters of similar cycles, as seen 





Unsupervised learning algorithms are often ad-hoc, exploratory methods for 
analyzing a high dimensional data set. It is not always obvious if the results of unsupervised 
learning are good or even meaningful. Exploratory data analysis techniques like dynamic 
graphics offer new ways of visualizing unsupervised learning algorithms. These methods 
allow the user to view how the algorithms work, visualize their results in the high 
dimensional space of the data, and interact with the plots to customize the information 
shown. 
For all three of the unsupervised learning algorithms described in this thesis, the 
grand tour shows the progression of the algorithm and its results in the high dimensional 
space of the data. Viewing the process of the algorithms with the data offers an 
understanding of how they work. By visualizing their results in the data space, confidence in 
the algorithms can be increased (or decreased). 
The amount of information calculated by the fuzzy c-means clustering algorithm is 
too great to show effectively on a single static plot of the data all at once. Four different 
methods for reducing this information to a displayable amount were presented. These 
methods calculate shapes and colors based on the fuzzy membership matrix and render them 
onto the grand tour view in real-time, to provide a better understanding of the results of the 
fuzzy c-means algorithm. The user can also interact with the view to change and customize 
how the membership information is shown. 
In addition to the grand tour view, a map view was used for the self-organizing map 
visualization. This map view shows the 2-dimensional grid of points that the SOM algorithm 
stretches around the high dimensional input space of the data. The appearance of the two 
views was linked so that changes in one view affected the other as well. This linked brushing 
aids the user in exploring the mapping from input space to feature space calculated by the 




FCModeler not only provides a good environment for exploring metabolic networks, 
it is a general graph visualization and analysis tool. By utilizing interactive graphics, users 
can freely modify both the underlying graph structure and the visualization itself. New 
layout algorithms can be seamlessly integrated into the software to give multiple perspectives 
of a graph. The dynamic property to visual attribute mapping functionality of FCModeler 
allows the user to visualize the multiple categorical variables of the nodes and edges in an 
intuitive way. 
Cycle Clustering 
Cycle clustering is an interesting application of unsupervised learning, dynamic 
graphics, and graph visualization. Of the three different representations reviewed, weighted 
sets were chosen as the data structure for the clustering based on the simplicity of their 
associated distance metric and generalized set median. Visualization of the results proved 
challenging, as the basic patterns being clustered (the cycles) are non-traditional data objects. 
Custom visualizations, including the map view showing the clusters of cycles and the node 
and edge weight tables, presented the results of the self-organizing maps in an 
understandable manner. 
Recommendations for Future Research 
Unsupervised Learning 
Data visualization is just starting to find uses in data mining (Fayyad, Grinstein et al. 
2002). Thus, there are plenty of areas that need additional work and many new ideas to try 
out. Instead of covering everything, only ideas for future research related to unsupervised 
learning algorithms will be discussed in this section. 
The grand tour as used in this research creates random 2-D projections of the data and 
smoothly rotates between them. However, projection pursuit can be used with the grand tour 
to search for more interesting projections (Cook, Buja et al. 1995). Perhaps new projection 
pursuit indices could be created based on the results of the unsupervised learning algorithms, 
providing better tours over the data. 
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The grand tour is definitely not the only method for visualizing high dimensional 
data. Many other multivariate visualization techniques exist, including scatterplot matrices, 
parallel coordinates, radviz, etc. (Hoffman and Grinstein 2002) provide a good overview of 
the many available methods. One or several other multivariate views could be used together 
with the grand tour to show the data from another angle. Using linked brushing, all of the 
views could show the same information and support interaction. 
Several other SOM-based visualizations were discussed in the literature review. 
Although they are static and focus mainly on the map view, it would be interesting to 
combine them with the high dimensional, interactive techniques presented in this thesis. 
Also, the SOM is not restricted to a 2-dimensional feature space even though that is primarily 
what is used in practice. A multivariate view could be used to show the SOM in the high 
dimensional feature space, much like the 2-D map view. 
These visualization methods are not restricted to the three unsupervised learning 
algorithms used in this research. Using a high dimensional view to see the model along with 
the data and interactive plots are general ideas that could be used with other learning 
algorithms, such as model-based clustering, hierarchical clustering, self-supervised multi-
layer perceptron neural networks, etc. Also, these techniques may prove useful for 
visualizing supervised learning algorithms as well, such as neural networks,- support vector 
machines, CART, etc. In this case, the visualizations may focus more on showing the 
decision function created by the learning algorithm. 
Cycle Clustering 
Although weighted sets turned out to be a good data representation for the cycles, it 
would be interesting to implement both the string and graph representations as well. Of 
course, this would also require the implementation of the associated metrics and medians, 
which in most cases are known to be NP-complete problems. The approximate solutions, 
discussed in the previous chapter, would be needed to make the approach tractable. Also, 
one could define a measure of similarity not on specific node and edge content of the cycles, 
but on the values of the multiple variables of the nodes and edges. This would allow the 
search for cycles with similar properties, not with the same nodes and edges. 
90 
APPENDIX: ACCOMPANYING CD-ROM 
AND OPERATING INSTRUCTIONS 
System requirements: Any operating system capable of running Java software; approximately 
150MB hard disk space; 64MB minimum RAM 
CD-ROM contains the following software packages: 
• Orca —Java-based data visualization package 
• JSOMap --Java-based self-organizing maps package 
• FCModeler —Java-based graph visualization and analysis package 
Since the software is written in Java, Java virtual machines and installation instructions are 
provided for the following operating systems, located in the j dk directory: 
• Windows 95, 98 (1st or 2nd edition), NT 4.0 with Service Pack 5, ME, 2000 
Professional, 2000 Server, 2000 Advanced Server, or XP 
• Linux 
• Solaris 
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