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INFINITELY MANY GLOBAL CONTINUA BIFURCATING FROM A
SINGLE SOLUTION OF AN ELLIPTIC PROBLEM WITH
CONCAVE-CONVEX NONLINEARITY
THOMAS BARTSCH, RAINER MANDEL
Abstract. We study the bifurcation of solutions of semilinear elliptic boundary value prob-
lems of the form
(0.1)
{
−∆u = fλ(|x|, u, |∇u|) in Ω,
u = 0 on ∂Ω,
on an annulus Ω ⊂ RN , with a concave-convex nonlinearity, a special case being the non-
linearity first considered by Ambrosetti, Brezis and Cerami: fλ(|x|, u, |∇u|) = λ|u|q−2u +
|u|p−2u with 1 < q < 2 < p. Although the trivial solution u0 ≡ 0 is nondegenerate if λ = 0
we prove that (λ0, u0) = (0, 0) is a bifurcation point. In fact, the bifurcation scenario is
very singular: We show that there are infinitely many global continua of radial solutions
C±j ⊂ R× C1(Ω), j ∈ N0 which bifurcate from the trivial branch R× {0} at (λ0, u0) = (0, 0)
and consist of solutions having precisely j nodal annuli. A detailed study of these continua
shows that they accumulate at R≥0 × {0} so that every (λ, 0) with λ ≥ 0 is a bifurcation
point. Moreover, adding a point at infinity to C1(Ω) they also accumulate at R × {∞}, so
there is bifurcation from infinity at every λ ∈ R.
1. Introduction
The boundary value problem
(1.1)
{
−∆u = λ|u|q−2u+ |u|p−2u in Ω,
u = 0 on ∂Ω,
with Ω ⊂ RN a bounded domain, 1 < q < 2 < p and λ ∈ R, has received a lot of attention
since being first investigated by Ambrosetti, Brezis and Cerami in [ABC94]. Using sub- and
supersolutions it is proved in [ABC94] that there exists Λ > 0 such that (1.1) has a positive
solution uλ for 0 < λ ≤ Λ. If in addition p < 2∗ = 2N(N−2)+ then solutions of (1.1) correspond
to critical points of the functional
Iλ(u) =
1
2
∫
Ω
|∇u|2 − λ
q
∫
Ω
|u|q − 1
p
∫
Ω
|u|p
defined on H10 (Ω), hence variational methods apply. In that case a second positive solution
uλ exist for 0 < λ ≤ Λ as was shown in [ABC94], Theorem 2.3. Moreover, there exists λ∗ > 0
such that for every 0 < λ < λ∗ problem (1.1) has infinitely many solutions uλ,j satisfying
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Iλ(uλ,j) < 0, and there exist infinitely many solutions uλ,j satisfying Iλ(uλ,j) > 0. In [BW95]
Bartsch and Willem showed λ∗ =∞ as well as Iλ(uλ,j)→ 0 and Iλ(uλ,j)→∞ as j →∞. In
addition they showed that the solutions uλ,j also exist for λ ≤ 0. Furthermore, Wang [Wan01]
proved that the solutions uλ,j not only tend to 0 energetically but also uniformly on Ω. Wang
even deals with more general classes of nonlinearities fλ(u) instead of λ|u|q−2u+ |u|p−2u. The
variational structure and the oddness of the nonlinearity, however, are essential to obtain
infinitely many solutions uλ,j and uλ,j. As a consequence of these results for every λ ≥ 0
the trivial solution (λ, 0) is a bifurcation point and there is bifurcation from infinity at every
λ ∈ R.
A precise description of the set of solutions in the one-dimensional case Ω = (a, b) for
positive λ is due to Liu [Liu01] and Cheng [Che02]. For j ∈ N0 and 0 < λ < Λj the solutions
uλ,j and uλ,j have precisely j nodes and thus exactly j + 1 nodal intervals. These pairs of
solutions exist for 0 < λ < Λj and form a continuous curve Cj ⊂ R× C1[a, b] which, for any
j ∈ N0, bifurcates from the trivial solution branch at the point (0, 0) ∈ R× C1[a, b]. Notice
that the curve has a unique turning point at λ = Λj where uΛj ,j = uΛj ,j holds. We shall show
in the appendix that the sets Cj can be continued to the range λ ≤ 0, not as curves but as
continua (connected sets). Schematically this may be illustrated as in Figure 1.
λ
‖ · ‖C1(Ω)
Λ0 Λ1 Λ2 Λ3
C0
C1
C2
C3
uλ,3
uλ,3
Figure 1. The solution curves in the 1D case Ω = (a, b).
Due to the oddness of the right hand side, there are actually two families of such curves:
C+j = Cj and C−j = {(λ,−u) : (λ, u) ∈ Cj}. In [Che02, Liu01] only the case λ > 0 has been
treated. For λ < 0 the situation becomes more complicated because there exist solutions with
dead cores, that is, nontrivial solutions which vanish identically on sets of positive measure.
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As a consequence, the curves Cj split and get blurred for λ < µj where µj < 0 can be explicitly
computed. Since it is instructive and motivates the conjecture that this phenomenon occurs
generically (see Remark 2.2) we shall give a detailed description of this phenomenon at the
end of the paper. A similar behavior has been observed, for instance, in [DHM09] for a
quasilinear equation, and in [GRS12] for a Neumann boundary problem with concave-convex
nonlinearity and a parameter in the boundary condition. The papers [DHM09,GRS12] deal
with ordinary differential equations, but in [DHM09] one can also find a discussion of the
literature on dead core solutions for elliptic problems on higher dimensional domains, and on
the internal free boundaries which the dead cores have.
It seems to be out of reach to obtain such detailed results for (1.1) on an arbitrary bounded
domain. In this paper we shall deal with a radially symmetric setting, but with a rather
general nonlinearity which need not be variational nor odd in u. We consider the boundary
value problem
(1.2)
{−∆u = fλ(|x|, u, |∇u|) in Ω,
u = 0 on ∂Ω,
on the annulus Ω := {x ∈ RN : ρ1 < |x| < ρ2} with radii ρ2 > ρ1 > 0. The nonlinearity
fλ(r, z, ξ) has a concave behavior for z near 0, and grows superlinearly for |z| → ∞. The case
fλ(r, z, ξ) = λ|z|q−2z + |z|p−2z with 1 < q < 2 < p <∞ will be covered. Our aim is to show
that there are disjoint continua C±j ⊂ R × C1(Ω) of solutions (λ, u) of (1.2) which bifurcate
from the trivial solution (0, 0), that is: C±j ∩ R× {0} = {(0, 0)}. We shall also give a precise
description of the global behaviour of the continua. They accumulate at R≥0 × {0} and at
R×{∞}, where ∞ is a point at infinity added to C1(Ω). More precisely we prove that every
(λ, 0) with λ ≥ 0 is a bifurcation point and there is bifurcation from infinity at every λ ∈ R.
For (λ, u) ∈ C±j the function u is radial and has precisely j + 1 nodal annuli. However, in
case λ < 0 it may have dead cores consisting of unions of annuli.
There are a number of difficulties to overcome. Firstly, there is no uniqueness of positive or
negative radial solutions of (1.2) in annuli which would allow to patch solutions as in [BW93]
or as in the proof of the result for (1.1) on an interval. Secondly, the problem is in general non-
variational, and the nonlinearity is not odd in u, hence Ljusternik-Schnirelmann theory does
not apply. Thirdly, the bifurcation scenario is very singular, and results like Rabinowitz’
global bifurcation theorem do not apply either. In fact, due to the concave behavior of
fλ(r, z, ξ) for z near 0 equation (1.2) cannot be linearized at z = 0, except when λ = 0.
This concave behavior of f also causes problems when applying ODE techniques, and it is
responsible for the existence of dead core solutions.
Here is an outline of the paper. In Section 2 we will state the precise assumptions on f , and
we will formulate and discuss our main results on the existence and shape of the continua
C±j . In Section 3 we transform the ODE boundary value problem corresponding to (1.2)
into an equivalent problem on (0, 1) using a suitable nonlinear transformation of the radial
coordinate. The corresponding result will be formulated in Theorem 3.2. In Section 4 we
use a modification of the time map technique to prove (mostly explicit) a-priori estimates for
solutions of the ODE problem depending on the number of their nodal intervals. In Section 5
these estimates will be used to perform a degree argument in order to prove Theorem 3.2
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which, using the corresponding inverse transformation, almost immediately provides the proof
of Theorem 2.1. In Appendix A we explicitly determine the solution continua C±j for the one-
dimensional Ambrosetti-Brezis-Cerami problem in the interval (0, 1) and all λ ∈ R. This
includes a detailed description of the dead cores which appear for λ < 0. For λ ≥ 0 the
existence of the solutions is not new, as mentioned above, but we include it in order to recall
how exact multiplicity results can be proved with the aid of the time-map technique when
the space dimension is one (so that the ODE problem is autonomous). In Appendix B we
give the proof of some technical propositions.
2. Statement of results
We first state our hypotheses. We assume that there are positive numbers m1,M1 and
exponents p, q satisfying 1 < q < 2 < p <∞ such that the following holds:
(A1) The map
f : R× [ρ1, ρ2]× R× R≥0 → R, (λ, r, z, ξ) 7→ fλ(r, z, ξ),
is continuous, and it is differentiable with respect to r, ξ. Moreover, for all λ, s > 0
there is a K1(λ, s) > 0 such that
|∂rfλ(r, z, ξ)|, |∂ξfλ(r, z, ξ)| ≤ K1(λ, s)|fλ(r, z, ξ)|
for r ∈ [ρ1, ρ2] and 0 ≤ |z|, ξ ≤ s.
(A2) For all λ ≥ 0, r ∈ [ρ1, ρ2], z ∈ R, ξ ∈ R≥0 we have
m1(λ|z|q + |z|p) ≤ zfλ(r, z, ξ) ≤M1(λ|z|q + |z|p)
(A3) For all λ ≤ 0, r ∈ [ρ1, ρ2], z ∈ R, ξ ∈ R≥0 we have
M1λ|z|q +m1|z|p ≤ zfλ(r, z, ξ) ≤ m1λ|z|q +M1|z|p.
Moreover we want to add an assumption which allows to estimate the energy of the con-
structed solutions in case the system is variational, i.e. when the right hand side in (1.2) does
not depend on |∇u|. To this end we introduce the following condition:
(A4) fλ(r, z, ξ) = fλ(r, z) and the function Fλ(r, z) :=
∫ z
0
fλ(r, s) ds satisfies
lim inf
|z|→∞
inf
r∈[ρ1,ρ2]
fλ(r, z)z
Fλ(r, z)
> 2 if λ ∈ R, lim sup
|z|→0
sup
r∈[ρ1,ρ2]
fλ(r, z)z
Fλ(r, z)
< 2 if λ > 0.
In this case the energy is defined by
Iλ(u) :=
1
2
∫
Ω
|∇u(x)|2 dx−
∫
Ω
Fλ(|x|, u(x)) dx.
As mentioned earlier all of these conditions are satisfied for nonlinearities of Ambrosetti-
Brezis-Cerami type. For instance, (A1),(A2),(A3) are satisfied if f is given by
fλ(r, z, ξ) = λaq(r, ξ, λ)|z|q−2z + gλ(r, z, ξ) + ap(r, ξ, λ)|z|p−2z
where 1 < q < 2 < p <∞, aq, ap are bounded continuously differentiable functions which are
bounded from below by a positive constant, and g satisfies gλ(r, z, ξ)/max{|z|q−1, |z|p−1} → 0
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as |z| → 0 or |z| → ∞. Clearly, (A4) holds in that case if and only if aq, ap and g do not
depend on ξ.
We work on the space X = C1rad(Ω,R) of radial C1-functions u : Ω → R. A solution
(λ, u) ∈ R×X of (1.2) is defined to be a solution of the integral equation associated to (1.2)
since only the latter makes sense for merely continuously differentiable functions. Given the
radial symmetry and assumption (A1) it is immediate that every solution of the integral
equation is twice continuously differentiable on Ω and solves the boundary value problem
(1.2) in the classical sense. The set of solutions
S = {(λ, u) ∈ R×X : u 6= 0, (λ, u) is a classical solution of (1.2)}
contains the sets
S±j = {(λ, u) ∈ S : u has precisely j + 1 nodal annuli A0, . . . , Aj, sign(u|Ak) = ±(−1)k},
j ∈ N0. Here a function u : Ω → R is said to have precisely j + 1 nodal annuli if there
are mutually disjoint open annuli A0, . . . , Aj ⊂ Ω such that |u| > 0 on Ak for k = 0, . . . , j,
and u = 0 on Ω \ ⋃jk=0Ak. In particular, sign(u|Ak) is well-defined for k = 0, . . . , j. If the
space dimension is one a nodal annulus will be called a nodal interval. Notice that we do not
require Ω =
⋃j
k=0Ak so that dead core solutions are permitted. Indeed, for our purposes such
a requirement would be too restrictive since solutions (λ, u) ∈ S±j are expected to possess
dead cores if the parameter λ is negative and has sufficiently large absolute value, see also
Remark 2.2 (d) and Proposition 6.5. We can now state our result.
Theorem 2.1. Let f satisfy (A1), (A2), (A3) for 1 < q < 2 < p < ∞. Then there are
maximal connected sets C±j ⊂ S±j , j ∈ N0, having the following properties:
(i) C±j \ C±j = {(0, 0)} for all j ∈ N0.
(ii) C±j ∩ C±k = C+j ∩ C−j = {(0, 0)} for all j, k ∈ N0 with j 6= k.
(iii) There are sequences (Λ±j )j∈N0 in (0,∞) tending to infinity such that pr(C±j ) = (−∞,Λ±j ].
(iv) We have lim infj→∞ C±j = lim supj→∞ C±j = R≥0 × {0}. Furthermore:
(a) For all λ > 0 the point (λ, 0) is a bifurcation point but not a branching point for
(1.2) and there is a number j±(λ) ∈ N0 such that for all j ≥ j±(λ) there are
solutions (λ, u±j ) ∈ C±j with ‖u±j ‖C1 → 0 as j →∞.
(b) Any λ ∈ R is a bifurcation point from infinity but not a branching point from
infinity for (1.2), and setting j±(λ) = 0 for λ ≤ 0, for all j ≥ j±(λ) there are
solutions (λ, u±j ) ∈ C±j with ‖u±j ‖∞ →∞ as j →∞.
(v) In case (A4) holds the solutions from (iv)(a),(b) satisfy
Iλ(u
±
j )→ 0− and Iλ(u±j )→∞ as j →∞.
Before we comment on this result let us explain the notation which we used in the statement
of Theorem 2.1. For C ⊂ R×X the set pr(C) denotes the projection of C onto the parameter
space which is formally defined by
pr(C) := {λ ∈ R : there is u ∈ X such that (λ, u) ∈ C}.
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The symbol lim supj→∞ Cj denotes the set of accumulation points of the sequence (Cj)j which
consists of all points (λ, u) ∈ R × X such that every neighbourhood of (λ, u) contains el-
ements of infinitely many Cj . Similarly, lim infj→∞ Cj is the set of limit points containing
precisely those points such that every neighbourhood contains elements of almost all Cj . In
Theorem 2.1 (iv)(a) the point (λ, 0) is called a bifurcation point (with respect to the family
R × {0} of trivial solutions) if there is a sequence (λk, uk)k in S with (λk, uk) → (λ, 0) and
uk 6= 0 as k → ∞. In Theorem 2.1 (iv)(b) we say that λ is a bifurcation point from infinity
if there is a sequence (λk, uk)k in S with ‖uk‖∞ → ∞ and λk → λ as k → ∞. Finally, a
bifurcation point (λ, 0) is called a branching point if there is a connected set in S the closure
of which contains (λ, 0). Similarly, λ is said to be a branching point from infinity if there is a
connected set in S such that there are solutions (µ, u) belonging to this connected set which
satisfy ‖u‖C1 →∞ and µ→ λ.
Remark 2.2. a) A main feature of Theorem 2.1 is the fact that it proves the existence
of infinitely many connected continua in a degenerate bifurcation setting. The results
of Ambrosetti-Brezis-Cerami [ABC94, Theorem 2.5], Bartsch-Willem [BW95, Theo-
rem 1.1] and Wang [Wan01, Theorem 1.1] are significantly improved in the special
case of the annulus. It would be very interesting to investigate the case of a ball. Here
for the global behavior of the continua one probably has to distinguish the cases p < 2∗,
p = 2∗ and p > 2∗; see Fig. 2, p.523, in [ABC94]. In the case of a general bounded
domain the existence of solution continua and the geometry of the nodal sets as in
Theorem 2.1 remain a challenging open problem.
b) The properties of the solution continua C±j from Theorem 2.1 are of qualitative nature.
Aiming for a result which is strongest possible we could include the a-priori bounds for
the associated ODE boundary value problem from Lemma 4.1 and Lemma 4.7 which
provide further information about the localization of the solution continua. Since these
estimates require the definition of several constants and mappings we decided not to
include them into Theorem 2.1.
c) As mentioned in the introduction the above result can be proved by explicit means
when n = 1 and fλ(r, z, ξ) = λ|z|q−2z + |z|p−2z. We shall do this in Theorem 6.5 of
Appendix A. The proof there shows that the solutions have a dead core for λ≪ 0.
d) The analysis of the one-dimensional case (see appendix A) leads to the conjecture
that there is a threshold value λj(Ω, p, q) < 0 such that every solution (v, λ) ∈ S±j
with λ < λj(Ω, p, q) has a dead core. A thorough investigation of the formation of
dead cores as λ→ −∞ remains open.
3. Transforming the problem
Since we aim at proving the existence of radially symmetric solutions u of (1.2) with a
prescribed number of zeros it is convenient to consider the corresponding boundary value
problem for the radial profile w defined by the equation u(x) = w(|x|) and satisfying w(ρ1) =
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w(ρ2) = 0. This boundary value problem is given by
(3.1)

 − w
′′ − N − 1
r
w′ = fλ(r, w, |w′|) in (ρ1, ρ2),
w(ρ1) = w(ρ2) = 0.
In Proposition 3.1 we show that the diffeomorphism φ : [0, 1]→ [ρ1, ρ2] given by
(3.2) φ(r) := ρ1−r1 ρ
r
2 if N = 2, φ(r) := (ρ
2−n
1 + r(ρ
2−n
2 − ρ2−n1 ))1/(2−n) if N 6= 2,
transforms (3.1) into the boundary value problem
(3.3)
{
− v′′(r) = hλ(r, v(r), |v′(r)|) in (0, 1),
v(0) = v(1) = 0,
where the function hλ : [0, 1]× R× R≥0 is defined by
(3.4) hλ(r, z, ξ) = φ
′(r)2fλ(φ(r), z, ξ/φ
′(r)).
Proposition 3.1. The following holds for functions u : Ω→ R and w : [ρ1, ρ2] → R related
by u(x) = w(|x|).
(i) A function u is a classical solution of (1.2) if and only if w ◦ φ is a classical solution
of (3.3).
(ii) We have 0 < m2 ≤ φ′(r) ≤M2 for all r ∈ [0, 1] where m2,M2 are given by
m2 = ρ1 ln
(ρ2
ρ1
)
, M2 = ρ2 ln
(ρ2
ρ1
)
in case N = 2,
m2 =
ρ1
N − 2
(
1−
(ρ1
ρ2
)N−2)
, M2 =
ρ2
N − 2
((ρ2
ρ1
)N−2
− 1
)
in case N 6= 2.
Proof. Clearly u solves (1.2) if, and only if, w solves (3.1). One immediately checks that
φ′′ = (φ′)2 · N − 1
φ
on (0, 1), φ(0) = ρ1, φ(1) = ρ2.
Hence, the function v := w ◦ φ : [0, 1]→ R satisfies v(0) = v(1) = 0 and
−v′′(r) = −w′′(φ(r))φ′(r)2 − w′(φ(r))φ′′(r) = φ′(r)2
(
−w′′(φ(r))− N − 1
φ(r)
w′(φ(r))
)
= φ′(r)2fλ(φ(r), w(φ(r)), |w′(φ(r))|) = hλ(r, v(r), |v′(r)|)
so that v is a classical solution of (3.3). Similarly it can be checked that the opposite
implication is true and we obtain part (i). The estimate from part (ii) follows from
φ′(r) = ρ1−r1 ρ
r
2 ln
(ρ2
ρ1
)
for r ∈ [0, 1] if N = 2,
φ′(r) =
ρ2−N1 − ρ2−N2
N − 2
(
ρ2−N1 + r(ρ
2−N
2 − ρ2−N1 )
)(N−1)/(2−N)
for r ∈ [0, 1] if N 6= 2.

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By Proposition 3.1 (i) the original problem (1.2) is equivalent to the boundary value
problem (3.3) on the interval (0, 1) and we may content ourselves with proving the ODE
version of Theorem 2.1. To this end let us fix the properties of the function hλ from (3.4)
which correspond to the assumptions (A1), (A2), (A3) for the function fλ. Setting
(3.5)
m := m1m
2
2, M := M1M
2
2 and
K(λ, s) := 2m−12 ‖φ′′‖∞ + (sm−22 ‖φ′′‖∞ +m−12 +M2)K1(λ, s/m2)
for m1,M1, K1 as in (A2) and m2,M2, φ as in Proposition 3.1 (ii) we obtain the following:
(B1) The map
h : R× [0, 1]× R× R≥0, (λ, r, z, ξ) 7→ hλ(r, z, ξ)
is continuous, and it is continuously differentiable with respect to r and ξ. Moreover,
for all λ, s > 0 there is a K(λ, s) > 0 such that
|∂rhλ(r, z, ξ)|, |∂ξhλ(r, z, ξ)| ≤ K(λ, s)|hλ(r, z, ξ)|
for r ∈ [ρ1, ρ2] and 0 ≤ |z|, ξ ≤ s.
(B2) For all λ ≥ 0, r ∈ [0, 1], z ∈ R, ξ ∈ R≥0 we have
m(λ|z|q + |z|p) ≤ zhλ(r, z, ξ) ≤M(λ|z|q + |z|p)
(B3) For all λ ≤ 0, r ∈ [0, 1], z ∈ R, ξ ∈ R≥0 we have
Mλ|z|q +m|z|p ≤ zhλ(r, z, ξ) ≤ mλ|z|q +M |z|p.
In Theorem 3.2 we will formulate our results concerning the boundary value problem (3.3)
for all nonlinearities hλ satisfying the assumptions (B1), (B2), (B3). As before we find a
statement about the energy of the constructed solutions once we require that the equation is
variational and satisfies the following condition:
(B4) hλ(r, z, ξ) = hλ(r, z) and the function Hλ(r, z) :=
∫ z
0
hλ(r, s) ds satisfies
lim inf
|z|→∞
inf
r∈[0,1]
hλ(r, z)z
Hλ(r, z)
> 2 if λ ∈ R, lim sup
|z|→0
sup
r∈[0,1]
hλ(r, z)z
Hλ(r, z)
< 2 if λ > 0.
In case (B4) holds the energy functional Jλ : Y → R associated to (3.3) is given by
Jλ(v) :=
1
2
∫ 1
0
v′(r)2 dr −
∫ 1
0
Hλ(r, v(r)) dr
where Y := C1([0, 1],R). In the statement of Theorem 3.2 we need the following subsets of
R× Y which are the one-dimensional analogues of the subsets S,S±j of R×X :
Σ = {(λ, v) ∈ R× Y : v 6= 0 and (λ, v) solves (3.3)},
Σ±j = {(λ, v) ∈ Σ : v has precisely j + 1 nodal intervals I0, . . . , Ij, sign(v|Ik) = ±(−1)k}.
Then the analogue of Theorem 2.1 for the boundary value problem (3.3) then reads as follows.
Theorem 3.2. Let hλ satisfy (B1),(B2),(B3) for 1 < q < 2 < p < ∞. Then there are
maximal connected sets D±j ⊂ Σ±j , j ∈ N0, having the following properties:
(i) D±j \ D±j = {(0, 0)} for all j ∈ N0.
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(ii) D±j ∩ D±k = D+j ∩ D−j = {(0, 0)} for all j, k ∈ N0 with j 6= k.
(iii) There are sequences (Λ±j )j∈N0 in (0,∞) tending to infinity such that pr(D±j ) = (−∞,Λ±j ].
(iv) We have lim infj→∞D±j = lim supj→∞D±j = R≥0 × {0}. Furthermore:
(a) For all λ > 0 the point (λ, 0) is a bifurcation point but not a branching point for
(3.3), and there is a number j±(λ) ∈ N0 such that for all j ≥ j±(λ) there are
solutions (v±j , λ) ∈ D±j with ‖v±j ‖C1 → 0 as j →∞.
(b) Every λ ∈ R is a bifurcation point from infinity but not a branching point from
infinity for (3.3), and setting j±(λ) = 0 for λ ≤ 0, for all j ≥ j±(λ) there are
solutions (v±j , λ) ∈ D±j with ‖v±j ‖∞ →∞ as j →∞.
(v) In case (B4) holds the solutions from (iv)(a),(b) satisfy
Jλ(v
±
j )→ 0− and Jλ(v±j )→∞ as j →∞.
4. A priori estimates
In this section we prove a-priori estimates for nontrivial solutions of (3.3) depending on
their number of zeros. For further reference we introduce the map
(4.1) gλ(z) = λ|z|q−2z + |z|p−2z for z ∈ R.
The first result deals with the case λ ≤ 0.
Lemma 4.1. Assume that (B1), (B3) hold, and let j ∈ N0. Then there are positive numbers
Dj and d independent of j such that all (λ, v) ∈ Σj with λ ≤ 0 satisfy
d
(
(j + 1)
2
p−2 + |λ| 1p−q ) ≤ ‖v‖∞ ≤ Dj(1 + |λ| 1p−q ) and ‖v′‖∞ ≤Mg|λ|(‖v‖∞),
where M is from (B3). Moreover, for every nodal interval I of v we have
‖v‖L∞(I) ≥ d
(|I|− 2p−2 + |λ| 1p−q ).
Proof. Let (λ, v) ∈ Σ±j with λ ≤ 0 and let I be a nodal interval of v. Multiplying the
differential equation (3.3) with v and integrating the resulting equation over I gives∫
I
v′(r)2 dr =
∫
I
hλ(r, v(r), v
′(r))v(r) dr ≤ mλ
∫
I
|v(r)|q dr +M
∫
I
|v(r)|p dr.
Using the fact that pi2|I|−2 is the smallest Dirichlet eigenvalue of the differential operator
− d
dr2
on I we obtain the estimate
pi2|I|−2 +m|λ|‖v‖q−2L∞(I) ≤
∫
I
v′(r)2 dr +m|λ|‖v‖q−2∞
∫
I
v(r)2 dr∫
I
v(r)2 dr
≤
∫
I
v′(r)2 dr +m|λ| ∫
I
|v(r)|q dr∫
I
v(r)2 dr
≤ M
∫
I
|v(r)|p dr∫
I
v(r)2 dr
≤ M‖v‖p−2L∞(I).
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From this we infer
‖v‖L∞(I) =
(m
M
) 1
p−q |λ| 1p−q · α where αp−2 − αq−2 ≥ |I|−2|λ| 2−pp−q · pi2m 2−pp−qM q−2p−q
and thus the lower estimate follows from
‖v‖L∞(I) ≥
(m
M
) 1
p−q |λ| 1p−q ·max
{
1,
(
|I|−2|λ| 2−pp−q · pi2m 2−pp−qM q−2p−q
) 1
p−2
}
=
(m
M
) 1
p−q |λ| 1p−q ·max
{
1, |I|− 2p−2 |λ| 1p−q · pi 2p−2m− 1p−qM q−2(p−2)(p−q)
}
≥
(m
M
) 1
p−q |λ| 1p−q · pi
2
p−2m−
1
p−qM
q−2
(p−2)(p−q)
1 + pi
2
p−2m−
1
p−qM
q−2
(p−2)(p−q)
· (1 + |I|− 2p−2 |λ|− 1p−q )
=
pi
2
p−2M−
1
p−2
1 + pi
2
p−2m−
1
p−qM
q−2
(p−2)(p−q)
· (|λ| 1p−q + |I|− 2p−2 )
where we have used the inequality max{1, xy} ≥ y
1+y
(1 + x) for all x, y > 0. This proves the
last assertion of the Lemma. Using the fact that a solution (λ, v) ∈ Σ±j has at least one nodal
interval of length |I| ≤ 1
j+1
we obtain the lower estimate for ‖v‖∞ from ‖v‖∞ ≥ ‖v‖L∞(I).
The upper bound for ‖v′‖∞ follows from
‖v′‖∞ ≤
∫ 1
0
|v′′(r)| dr ≤
∫ 1
0
M
(|λ||v(r)|q−1 + |v(r)|p−1) dr ≤Mg|λ|(‖v‖∞).
Recall that g|λ| was defined in (4.1).
The upper bound for ‖v‖∞ is proved by a blow-up argument. Let us assume for contradic-
tion that there exists a sequence (λn, vn) in Σ
±
j with λn ≤ 0 and ‖vn‖∞(1 + |λn|
1
p−q )−1 →∞
as n→∞. We set
v˜n(r) := t
−1
n vn(rn + t
− p−2
2
n r)
where tn := ‖vn‖∞ and rn ∈ [0, 1] denotes a maximizer of |vn|. Then (tn)n is a sequence
tending to +∞, and we have |v˜n(0)| = 1 as well as |v˜n(r)| ≤ 1, the latter being defined
whenever 0 ≤ rn + t−(p−2)/2n r ≤ 1. Furthermore,
−v˜′′n(r) = t1−pn hλn(rn + t−
p−2
2
n r, tnv˜n(r), |v′n(rn + t−
p−2
2
n r)|).
From assumption (B3) we infer that the sequence of functions on the right hand side is
bounded. The Arzela`-Ascoli Theorem provides a subsequence of (v˜n)n which converges locally
uniformly along with its first derivatives to a function v˜ ∈ C1(J) which is defined on some
unbounded interval J containing 0 and which changes sign at most j times on J . Since the
sequence (‖v˜′′n‖∞)n is bounded we even have v˜ ∈ C1,1(J), i.e. v˜′ is Lipschitz continuous so
that v˜′′ exists almost everywhere in J . Moreover v˜ satisfies |v˜(r)| ≤ 1 for all r ∈ J , v˜(0) = 1
as well as
m|v˜|p ≤ −v˜′′v˜ a.e. on J.
Here we used the lower estimate from assumption (B3) and tn → ∞. In particular v˜ is
strictly concave on nodal intervals where v˜ > 0 and it is strictly convex on nodal intervals
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where v˜ < 0 holds. Now let us show that each nodal interval is bounded. Indeed, if I is such
an interval and |v˜(ξ)| = ‖v˜‖L∞(I) > 0 then a comparison between v˜ and the unique solution
of the initial value problem −ζ ′′ = m|ζ |p−1ζ, ζ ′(ξ) = 0, ζ(ξ) = v˜(ξ) provides a finite upper
bound for the length of I. As a consequence the union of the nodal intervals is bounded so
that v˜ has to vanish identically on some maximal unbounded interval J ′ ⊂ J, J ′ 6= J , the
boundary of which has a common point η ∈ ∂J ′ with some nodal interval. This, however,
implies v˜(η) = v˜′(η) = 0 due to v˜|J ≡ 0 as well as v˜′(η) 6= 0 due to the strict concavity or
convexity on the neighbouring nodal interval. Hence, the assumption was false and the result
follows. 
Remark 4.2. From the estimates in Lemma 4.1 we deduce that nodal intervals of solutions of
(3.3) cannot degenerate within the parameter range λ ∈ (−∞, 0]. More precisely we observe
that shrinking a nodal interval (i.e. |I| → 0) of j-nodal solutions can only occur for λ→ −∞.
In addition, the second estimate in the Lemma implies that there is no sequence of solutions
(λk, vk) with nodal intervals Ik such that ‖vk‖L∞(Ik) tends to zero as k → ∞. This is quite
remarkable given the fact that dead-core solutions are expected to exist for sufficiently negative
λ. We will use these observations in the proof of Theorem 6.5 part (ii).
Before we can prove the a-priori estimates for nonnegative λ we provide a technical result
which gives some elementary information about the shape of any nontrivial solution of (3.3).
As usual a point x0 ∈ [0, 1] will be called a node of v ∈ Y if v(x0) = 0 and v′(x0) 6= 0. The
proof of the following Proposition is based on ideas taken from [RW97, p. 60-61].
Proposition 4.3. Let (B1), (B2) hold and let (λ, v) ∈ Σ with λ ≥ 0. Then the function v
has a finite number of zeros and each zero is a node. In particular the length of all nodal
intervals sum up to 1. Moreover, each nodal interval I of v contains a uniquely determined
point ξ ∈ I˚ having the property
|v(ξ)| = ‖v‖L∞(I), v′(ξ) = 0, v′ 6= 0 on I \ {ξ}.
Moreover, maxI |v′| is attained on ∂I.
Proof. The second claim follows from the observation that assumption (B2) implies
−v′′(r)v(r) = hλ(r, v(r), |v′(r)|)v(r) > 0 whenever λ ≥ 0, v(r) 6= 0.
Hence, |v| is strictly concave on every nodal interval which gives the result.
Now it remains to prove that each zero of a given solution v is a node. To this end it
suffices to prove v ≡ 0 if v satisfies v(r0) = v′(r0) = 0 for some r0 ∈ [0, 1]. We define
η(r) :=
∫ v(r)
0
hλ(r, z, |v′(r)|) dz for r ∈ [0, 1]. Multiplying the differential equation with 2v′
and integrating from r0 to r gives
−v′(r)2 = 2
∫ r
r0
hλ(t, v(t), |v′(t)|)v′(t) dt
= 2
∫ r
r0
η′(t) dt− 2
∫ r
r0
∫ v(t)
0
∂rhλ(t, z, |v′(t)|) + ∂ξhλ(t, z, |v′(t)|) sign(v′(t))v′′(t) dz dt
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= 2η(r)− 2
∫ r
r0
∫ v(t)
0
∂rhλ(t, z, |v′(t)|) + ∂ξhλ(t, z, |v′(t)|) sign(v′(t))v′′(t) dz dt.
Notice that differentiation under the integral is justified since (B1) implies that the functions
∂rhλ and ∂ξhλ are bounded on compact sets so that the dominated convergence theorem may
be applied to the sequence of difference quotients. From (B2) and λ ≥ 0 we infer that η(r)
is positive whenever v(r) 6= 0. Now choose a sequence (rn) in [0, 1] with |rn − r0| ≤ 1n and
η(rn) = max{η(r) : r ∈ [0, 1], |r − r0| ≤ 1n}. Then we have η(rn) → 0 and assumption (B1)
implies for L := max{|v′′(t)| : t ∈ [0, 1]} and some positive number K
0 ≥ −1
2
v′(rn)
2
= η(rn)−
∫ rn
r0
∫ v(t)
0
∂rhλ(t, z, |v′(t)|) + ∂ξhλ(t, z, |v′(t)|) sign(v′(t))v′′(t) dz dt
≥ η(rn)−
∫ max{r0,rn}
min{r0,rn}
∫ max{0,v(t)}
min{0,v(t)}
|∂rhλ(t, z, |v′(t)|)|+ L|∂ξhλ(t, z, |v′(t)|)| dt
≥ η(rn)−K(1 + L)
∫ max{r0,rn}
min{r0,rn}
∫ max{0,v(t)}
min{0,v(t)}
|hλ(t, z, |v′(t)|)| dz dt
= η(rn)−K(1 + L)
∫ max{r0,rn}
min{r0,rn}
∫ v(t)
0
hλ(t, z, |v′(t)|) dz dt
= η(rn)−K(1 + L)
∫ max{r0,rn}
min{r0,rn}
η(t) dt
≥ η(rn) · (1−K(1 + L)|rn − r0|).
This implies η(rn) = 0 and thus η ≡ 0 on [0, 1]∩ [r0− 1n , r0+ 1n ] for sufficiently large n. Hence,
v is trivial in a neighbourhood of r0 and this implies v ≡ 0 on [0, 1].
Now it remains to prove that each zero of a given solution v is a node. To this end it
suffices to prove v ≡ 0 if v satisfies v(r0) = v′(r0) = 0 for some r0 ∈ [0, 1]. We define
η(r) :=
∫ v(r)
0
hλ(r, z, |v′(r)|) dz for r ∈ [0, 1]. Multiplying the differential equation with 2v′
and integrating from r0 to r gives
−v′(r)2 = 2
∫ r
r0
hλ(t, v(t), |v′(t)|)v′(t) dt
= 2
∫ r
r0
η′(t) dt− 2
∫ r
r0
∫ v(t)
0
∂rhλ(t, z, |v′(t)|) + ∂ξhλ(t, z, |v′(t)|) sign(v′(t))v′′(t) dz dt
= 2η(r)− 2
∫ r
r0
∫ v(t)
0
∂rhλ(t, z, |v′(t)|) + ∂ξhλ(t, z, |v′(t)|) sign(v′(t))v′′(t) dz dt.
Notice that differentiation under the integral is justified since (B1) implies that the functions
∂rhλ and ∂ξhλ are bounded on compact sets so that the dominated convergence theorem may
be applied to the sequence of difference quotients. From (B2) and λ ≥ 0 we infer that η(r)
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is positive whenever v(r) 6= 0. Now choose a sequence (rn) in [0, 1] with |rn − r0| ≤ 1n and
η(rn) = max{η(r) : r ∈ [0, 1], |r − r0| ≤ 1n}. Then we have η(rn) → 0 and assumption (B1)
implies for L := max{|v′′(t)| : t ∈ [0, 1]} and some positive number K
0 ≥ −1
2
v′(rn)
2
= η(rn)−
∫ rn
r0
∫ v(t)
0
∂rhλ(t, z, |v′(t)|) + ∂ξhλ(t, z, |v′(t)|) sign(v′(t))v′′(t) dz dt
≥ η(rn)−
∫ max{r0,rn}
min{r0,rn}
∫ max{0,v(t)}
min{0,v(t)}
|∂rhλ(t, z, |v′(t)|)|+ L|∂ξhλ(t, z, |v′(t)|)| dt
≥ η(rn)−K(1 + L)
∫ max{r0,rn}
min{r0,rn}
∫ max{0,v(t)}
min{0,v(t)}
|hλ(t, z, |v′(t)|)| dz dt
= η(rn)−K(1 + L)
∫ max{r0,rn}
min{r0,rn}
∫ v(t)
0
hλ(t, z, |v′(t)|) dz dt
= η(rn)−K(1 + L)
∫ max{r0,rn}
min{r0,rn}
η(t) dt
≥ η(rn) · (1−K(1 + L)|rn − r0|).
This implies η(rn) = 0 and thus η ≡ 0 on [0, 1]∩ [r0− 1n , r0+ 1n ] for sufficiently large n. Hence,
v is trivial in a neighbourhood of r0 and this implies v ≡ 0 on [0, 1]. 
Now let us prove the a-priori estimates for positive λ. The idea of our approach comes
from the analysis of the one-dimensional Ambrosetti-Brezis-Cerami problem
(4.2)
{
− u′′ = λ|u|q−2u+ |u|p−2u in (0, 1),
u(0) = u(1) = 0,
where the existence and the precise shape of the solution continua D±j enjoying the properties
(i)-(v) from Theorem 3.2 can be proved using the so-called energy method or time-map
technique. We refer the interested reader to Appendix A for the proof of the corresponding
result, cf. Theorem 6.5. The primitive of the map gλ from (3.5) is denoted by
Gλ(z) =
λ
q
|z|q + 1
p
|z|p for z ∈ R.
For λ > 0 the ”time map” Tλ : R>0 → R>0 associates to α > 0 the first time t > 0 such that
a solution u of
(4.3) − u′′ = gλ(u), u(0) = 0, ‖u‖∞ = α
satisfies |u(t)| = ‖u‖∞ = α. Observe that such a solution is uniquely defined up to sign. The
time map is given explicitly by
(4.4) Tλ(α) =
∫ α
0
1√
2(Gλ(α)−Gλ(z))
dz.
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Since a solution u of (4.3) with u(T ) = ‖u‖∞ satisfies u(T + t) = u(T − t), it follows that
a solution α of Tλ(α) =
1
2j+2
yields a j-nodal solution of (4.2) with |u( 1
2j+2
)| = ‖u‖∞ = α.
This fact will be proved in Proposition 6.3. In the analysis of the nonautonomous boundary
value problem (3.3), however, such an exact solution theory is out of reach since the a-priori
information about the localization of maximizers of an arbitrary solution of (3.3) with j + 1
nodal intervals is not available. Nevertheless we find a weaker result stating that every such
solution of (3.3) satisfies
√
m · sj
2
≤ Tλ(‖v‖∞) ≤
√
M · tj
2
where sj =
1
aj(j + 1)
, tj := 1− jsj.(4.5)
Here, the number a > 1 is given by
a := max
{(M
m
)1/q
(C1C2)
(2−q)/2q,
(M
m
)(p−1)/p
(C1C2)
(p−2)/2p
}
(4.6)
and the positive numbers C1, C2 ≥ 1 will be provided in Proposition 4.6. In the proof of
the a-priori estimates for λ ≥ 0 we will need several properties of the time map Tλ which
we summarize in the following two Propositions 4.4 and 4.6 the proofs of which we defer
to Appendix B. These prelimary results tell us that for positive λ the time map Tλ may be
qualitatively depicted as in Figure 2.
α
α1
T1(α)
α10
T10(α)
α50
T0.1(α)
Figure 2. Qualitative plots of Tλ for q = 1.5, p = 4 and λ ∈ {0.1, 0.2, 1, 10, 50}.
Proposition 4.4. For all λ > 0 there is a uniquely determined αλ > 0 such that Tλ is strictly
increasing on (0, αλ] and strictly decreasing on [αλ,∞). Moreover, we have
lim
α→0+
Tλ(α) = lim
α→∞
Tλ(α) = 0
and there is a positive number C3 ≥ 1 such that Tλ(αλ) ≤ C3λ(2−p)/2(p−q) for all λ > 0
INFINITELY MANY GLOBAL CONTINUA BIFURCATING FROM A SINGLE SOLUTION 15
Remark 4.5. Explicit calculations give for α > 0:
T0(α) =
√
p
2
∫ 1
0
1√
1− sp ds · α
(2−p)/2.
In particular, the time map T0 does not have the properties described in Proposition 4.4. This
corresponds to the fact that the bifurcation result from Theorem 3.2 (iv)(a) is not true for
λ = 0 while it is true for all λ > 0.
Proposition 4.6. There are positive numbers C1, C2 ≥ 1 only depending on p, q such that
for all λ ≥ 0 the following estimates hold:
Gλ(β1)
Gλ(β2)
≤ C1
(Tλ(β1)
Tλ(β2)
)2q/(2−q)
for 0 < β1, β2 ≤ αλ,
Gλ(β1)
Gλ(β2)
≤ C2
(Tλ(β2)
Tλ(β1)
)2p/(p−2)
for β1, β2 ≥ αλ,
Gλ(β1)
Gλ(β2)
≤ C1C2min
{(Tλ(β1)
Tλ(αλ)
)2q/(2−q)
,
(Tλ(β2)
Tλ(αλ)
)2p/(p−2)}
for β1 ≤ αλ ≤ β2.
Next let us use these technical propositions in order to prove a priori estimates for j-nodal
solutions of (3.3).
Lemma 4.7. Assume that (B1), (B2) hold, and fix j ∈ N0. Then the following estimates
hold for all (λ, v) ∈ Σ±j with λ ≥ 0:
λ ≤
(2C3(j + 1)
m
)2(p−q)/(p−2)
,
√
m · sj
2
≤ Tλ(‖v‖∞) ≤
√
M · tj
2
, ‖v′‖∞ ≤
√
2MGλ(‖v‖∞)
where sj, tj are given by (4.5).
Proof. Let (λ, v) ∈ Σj be a solution of (3.3) with closed nodal intervals I0, . . . , Ij of length
l0, . . . , lj > 0 satisfying l0+ . . .+ lj = 1; see Proposition 4.3. We set α := ‖v‖L∞([0,1]) and βi :=
‖v‖L∞(Ii) for i = 0, . . . , j. Proposition 4.3 implies that every nodal interval Ii =: [ηi, ηi + li]
contains a uniquely determined point ξi ∈ I˚i having the property
(4.7) |v(ξi)| = βi, v′(ξi) = 0, v′ 6= 0 on [ηi, ηi + li] \ {ξi},
and maxIi |v′| is attained on ∂Ii.
Step 1: Estimate for βi in terms of li. Our first aim is to prove for i = 0, . . . , j the
estimates
(4.8)
√
mli
2
≤ Tλ(βi) ≤
√
Mli
2
and
√
2mGλ(βi) ≤ |v′|∂Ii| ≤
√
2MGλ(βi).
We only prove the assertion in case v|Ii > 0 since the reasoning for the case v|Ii < 0 is similar.
From (4.7) and (B2) we get
−v′′v′ = hλ(r, v, |v′|)v′ ≥ mgλ(v)v′ on [ηi, ξi],
and
−v′′v′ = hλ(r, v, |v′|)v′ ≤ mgλ(v)v′ on [ξi, ηi + li].
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Integrating these inequalities from x to ξi for all x ∈ Ii gives
(v′)2 ≥ 2m(Gλ(βi)−Gλ(v)) on Ii.(4.9)
From this inequality and (4.7) we infer
2Tλ(βi) =
∫ βi
0
1√
2(Gλ(βi)−Gλ(z))
dz +
∫ βi
0
1√
2(Gλ(βi)−Gλ(z))
dz
=
∫ v(ξi)
v(ηi)
1√
2(Gλ(βi)−Gλ(z))
dz +
∫ v(ξi)
v(ηi+li)
1√
2(Gλ(βi)−Gλ(z))
dz
=
∫ ξi
ηi
v′(t)√
2(Gλ(βi)−Gλ(v(t)))
dt+
∫ ηi+li
ξi
−v′(t)√
2(Gλ(βi)−Gλ(v(t)))
dt
≥
∫ ξi
ηi
√
mdt+
∫ ηi+li
ξi
√
mdt
=
√
mli(4.10)
and similarly one proves
(v′)2 ≤ 2M(Gλ(βi)−Gλ(v)) on Ii, 2Tλ(βi) ≤
√
Mli.(4.11)
The inequalities (4.9)–(4.11) and Gλ(v)|∂Ii = v|∂Ii = 0 imply (4.8).
Step 2: Estimate for ‖v′‖∞. Proposition 4.3 implies ‖v′‖L∞(Ii) = max∂Ii |v′| for all i ∈
{0, . . . , j}. From (4.8) and the monotonicity of gλ, Gλ we deduce
‖v′‖L∞([0,1]) = max
i=0,...,j
‖v′‖L∞(Ii) ≤ max
i=0,...,j
√
2MGλ(βi) =
√
2MGλ(α).
Step 3: Estimate for λ. From l0 + . . . + lj = 1, (4.8) and the inequality Tλ(αλ) ≤
C3λ
(2−p)/2(p−q) from Proposition 4.4 we obtain
(4.12)
√
m
2(j + 1)
≤
√
m
2
max
k=0,...,j
lk ≤ Tλ(αλ) ≤ C3λ(2−p)/2(p−q)
and hence the estimate for λ.
Step 4: Estimate for l0, . . . , lj and ‖v‖∞. From (4.8) we obtain the estimate for ‖v‖∞
once we have shown the inequality
(4.13) sj ≤ li ≤ tj for all i ∈ {0, . . . , j}.
Since this estimate is trivial in case j = 0 we only consider the case j ≥ 1. Due to l0 +
. . . + lj = 1 and tj = 1 − jsj, see (4.5), it suffices to prove the lower estimate. Since
∂Ii ∩ ∂Ii+1 is non-empty for all i ∈ {0, . . . , j − 1} we infer from (4.8) that the intervals[√
2mGλ(βi),
√
2MGλ(βi)
]
and
[√
2mGλ(βi+1),
√
2MGλ(βi+1)
]
overlap. In particular this
entails
m
M
≤ Gλ(βi)
Gλ(βi+1)
or
m
M
≤ Gλ(βi+1)
Gλ(βi)
.(4.14)
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In view of the case distinction from Proposition 4.6 we define the covering {J1, J2} of the
index set {0, . . . , j − 1} as follows:
J1 := {i ∈ {0, . . . , j − 1} : βi ≤ αλ ≤ βi+1 or βi+1 ≤ αλ ≤ βi}.
J2 := {i ∈ {0, . . . , j − 1} : βi, βi+1 ≤ αλ or αλ ≤ βi, βi+1}.
1st case: J2 = ∅. From Proposition 4.6 we get for all i ∈ {0, . . . , j − 1}:
m
M
≤ C1C2
( Tλ(βi)
Tλ(αλ)
)2q/(2−q)
if βi ≤ αλ,
m
M
≤ C1C2
( Tλ(βi)
Tλ(αλ)
)2p/(p−2)
if βi ≥ αλ.
From (4.8) and (4.12) we deduce:√
Mli
2
≥ Tλ(βi) ≥ Tλ(αλ) ·
( m
MC1C2
)(2−q)/2q
≥
√
m
2(j + 1)
( m
MC1C2
)(2−q)/2q
if βi ≤ αλ,
√
Mli
2
≥ Tλ(βi) ≥ Tλ(αλ) ·
( m
MC1C2
)(p−2)/2p
≥
√
m
2(j + 1)
( m
MC1C2
)(p−2)/2p
if βi ≥ αλ,
which, by definition of a and sj in (4.5), in particular implies
li ≥ 1
j + 1
·min
{(m
M
)1/q
(C1C2)
(q−2)/2q ,
(m
M
)(p−1)/p
(C1C2)
(2−p)/2p
}
=
1
a(j + 1)
≥ sj
so that (4.13) is proved in this special case.
2nd case: J1 = ∅. Using the estimates from (4.14), Proposition 4.6 and (4.8) we obtain
for all i ∈ {0, . . . , j − 1}:
m
M
≤ C1
( √Mli√
mli+1
)2q/(2−q)
,
m
M
≤ C1
(√Mli+1√
mli
)2q/(2−q)
if βi, βi+1 ≤ αλ,
m
M
≤ C2
(√Mli+1√
mli
)2p/(p−2)
,
m
M
≤ C2
( √Mli√
mli+1
)2p/(p−2)
if βi, βi+1 ≥ αλ.
In both cases the choice for a from (4.6) and C1, C2 ≥ 1 imply a−1li+1 ≤ li ≤ ali+1 for all
i ∈ {0, . . . , j − 1} and thus
1 = l0 + . . .+ lj ≤ min{l0, . . . , lj} · (1 + a+ . . .+ aj) ≤ min{l0, . . . , lj} · 1
sj
which gives (4.13).
3rd case: J1 6= ∅, J2 6= ∅. As in the previous cases we obtain a−1li+1 ≤ li ≤ ali+1 for all
i ∈ J1 as well as lk, lk+1 ≥ 1a(j+1) ≥ sj for all k ∈ J2. For any given i ∈ J1 choose k(i) ∈ J2
such that |k(i)− i| = min{|k − i| : k ∈ J2}. Then we have
li ≥ a−1li+1 ≥ . . . ≥ a−(k(i)−i)lk(i) ≥ a−(j−1) · 1
a(j + 1)
= sj in case k(i) > i,
li ≥ a−1li−1 ≥ . . . ≥ a−(i−k(i)−1)lk(i)+1 ≥ a−(j−1) · 1
a(j + 1)
= sj in case k(i) < i,
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which is all we had to show. This finishes the proof. 
5. Proof of Theorem 2.1 and Theorem 3.2
Since we are going to use Leray-Schauder degree theory we introduce the solution operator
Sλ : Y → Y associated to the boundary value problem (3.3). Using the Green’s function
G : [0, 1]× [0, 1]→ R, (x, s) 7→
{
x(1− s) if 0 ≤ x ≤ s ≤ 1,
s(1− x) if 0 ≤ s ≤ x ≤ 1,
of the differential operator − d2
dx2
on the interval (0, 1) associated to homogeneous Dirichlet
boundary conditions we define
Sλ(v) := v −
∫ 1
0
G(·, s)hλ(s, v(s), |v′(s)|) ds.
This defines a continuous and compact perturbation of the identity. A solution (λ, v) of
Sλ(v) = 0 is a classical solution of (6.4). In order to prove that the degree of S0 over a
suitable open set (whose closure does not contain the trivial solution; see (5.3)) is non-zero
we introduce the homotopy H : Y × [0, 1]→ Y given by
(5.1) H(v, t) := v −
∫ 1
0
G(·, s)
(
t ·m|v(s)|p−2v(s) + (1− t) · h0(s, v(s), |v′(s)|)
)
ds
which relates the original boundary value problem (3.3) for λ = 0 to the autonomous bound-
ary value problem
(5.2) − v′′ = m|v|p−2v, v(0) = v(1) = 0.
Here, the positive number m is given by assumption (B2), (B3). The following result is
well-known, we include a proof for completeness.
Proposition 5.1. For all j ∈ N0 the boundary value problem (5.2) has a unique solution
with precisely j nodes in (0,1) and positive slope at 0. This solution, called ζj, satisfies
‖ζj‖∞ =
(
(j + 1)
√
2p
m
∫ 1
0
(1− sp)−1/2 ds
)2/(p−2)
and it is nondegenerate, i.e. the boundary value problem
−φ′′ = (p− 1)m|ζj|p−2φ, φ(0) = φ(1) = 0
only has the trivial solution.
Proof. After rescaling we may assume m = 1. Observe that (5.2) has a unique positive
solution ζ0 which extends to an odd, 2-periodic function on R. Then ζj(x) = (j+1)
2
p−2 ζ0((j+
1)x) is the unique solution of (5.2) with j nodes and ζ ′j(0) > 0. Notice that the explicit
formula for T0 from Remark 4.5 and the equation T0(‖ζ0‖∞) = 12 yield the desired formula
for ‖ζ0‖∞, hence for ‖ζj‖∞.
It remains to prove non-degeneracy of ζj. Since for all α > 0 the function vα(x) :=
α2/(p−2)ζj(αx) satisfies vα(0) = 0 and −v′′α = |vα|p−2vα we obtain that the function ϕ :=
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d
dα
|α=1vα spans the one-dimensional linear space consisting of all solutions of the linear dif-
ferential equation −φ′′ = (p − 1)|ζj|p−2φ with φ(0) = 0. From ζj(1) = 0 and ζ ′j(1) 6= 0 we
infer
ϕ(1) =
d
dα
∣∣∣
α=1
vα(1) =
2
p− 2ζj(1) + ζ
′
j(1) 6= 0.
Hence the boundary value problem
−φ′′ = (p− 1)|ζj|p−2φ, φ(0) = φ(1) = 0,
only has the trivial solution which proves that ζj is non-degenerate. 
Proof of Theorem 3.2. We fix j ∈ N0 and prove the assertion for D+j only; the proof for D−j
proceeds analogously. For t ∈ [0, 1] we define
ht : [0, 1]× R× R≥0 → R, ht(r, z, ξ) = t ·m|z|p−2z + (1− t) · h0(r, z, ξ)
so that solving H(v, t) = 0 is equivalent to solving the boundary value problem
−v′′(r) = ht(r, v(r), |v′(r)|), v(0) = v(1) = 0.
Since ht satisfies (B1) as well as the inequality from (B2) for λ = 0, the a-priori estimates
from Lemma 4.7 for λ = 0 yield 0 /∈ H(∂V +j , [0, 1]) for the homotopy H from (5.1) where the
bounded open set V +j ⊂ Y is given by
(5.3)
V +j :=
{
v ∈ Y : v 6= 0 has precisely j + 1 nodal intervals I0, . . . , Ij , sign(v|Ik) = (−1)k
and
√
m · sj
4
< T0(‖v‖∞) <
√
M · tj , ‖v′‖∞ < 2
√
MG0(‖v‖∞)
}
.
Moreover, Proposition 5.1 gives that ζj is the only solution of H(v, 1) = 0 in V
+
j and that this
solution is non-degenerate. Hence, the homotopy invariance of the Leray-Schauder degree
yields
(5.4) deg(S0, V
+
j , 0) = deg(H(·, 0), V +j , 0) = deg(H(·, 1), V +j , 0) = ind(H(·, 1), ζj) 6= 0.
Now let D+j denote the maximal connected set in Σj containing the nonempty set of all
solutions (0, v) of S0(v) = 0 with v ∈ V +j . We define the subcontinua D+j,≤0,D+j,≥0 by
D+j,≤0 := {(λ, v) ∈ D+j : λ ≤ 0}, D+j,≥0 := {(λ, v) ∈ D+j : λ ≥ 0}.
For a better understanding of the following proofs of the parts (i)-(iii) we include Figure 3
which depicts the a priori bounds using dashed lines and the boundary of the open sets O
appearing in (i),(iii) using dotted lines.
Proof of (i): Since D+j ⊂ Σj is connected and contains solutions of (3.3) lying in {0}×V +j
we deduce that every (λ, v) ∈ D+j belongs to Σ+j . Indeed, one may use Proposition 4.3 and
Lemma 4.1 to show that the set of nontrivial solutions with j + 1 nodal intervals I0, . . . , Ij
and sign (−1)k on Ik is open and closed in Σ; see Remark 4.2. Furthermore, the a-priori
estimates from Lemma 4.1 and Lemma 4.7 imply that for all ε > 0 there is a positive number
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λ
‖ · ‖C1
λ
‖ · ‖C1
Figure 3. A priori bounds, the open sets O and the solution continua
cε such that ‖v‖∞ ≥ cε for all (λ, v) ∈ Σ+j with |λ| ≥ ε. Hence, we have (λ, 0) /∈ Σ
+
j for all
λ 6= 0 and thus
D+j \ D+j ⊂ {(0, 0)}.
It remains to show (0, 0) ∈ D+j,≥0 for all j ∈ N0. If this were not true then the a-priori
estimates from Lemma 4.7 and Whyburn’s Lemma (see for example Lemma 3.5.2 in [Cha05])
would provide a bounded relatively open set O in R≥0 × Y such that D+j,≥0 ⊂ O, (0, 0) /∈ O,
and such that the relative boundary of O does not contain any solution of the equation
Sλ(v) = 0; see Figure 3. Since the slice (D+j )0 contains all solutions of S0(v) = 0 in V +j so
does O0, and we deduce, using the excision property and the generalized homotopy invariance
of the Leray-Schauder degree,
deg(S0, V
+
j , 0) = deg(S0,O0, 0) = lim
λ→+∞
deg(Sλ,Oλ, 0) = 0
which contradicts (5.4). Hence, we obtain (0, 0) ∈ D+j and claim (i) is proved.
Proof of (ii): This follows immediately from (i) because the sets D±j , D±k are pairwise
disjoint by definition.
Proof of (iii): We first show that D+j,≤0 is unbounded to the left. Otherwise we could use
Whyburn’s Lemma and the a-priori estimates from Lemma 4.1 to find a bounded relatively
open set O in R≤0×Y with D+j,≤0 ⊂ O such that the relative boundary of O does not contain
any solution of (3.3). As above we get
deg(S0, V
+
j , 0) = deg(S0,O0, 0) = lim
λ→−∞
deg(Sλ,Oλ, 0) = 0
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which contradicts (5.4). Hence, we obtain
(5.5) pr(D+j,≤0) = (−∞, 0].
Now let us show that the positive numbers Λ+j := max pr(D+j,≥0) tend to infinity as j → ∞.
The continuum D+j,≥0 contains a solution (0, vj) with vj ∈ V +j and (5.3) implies T0(‖vj‖∞) <√
M · tj . The formula for T0 from Remark 4.5 and tj ≤ 1 give
(5.6) ‖vj‖∞ ≥
( 1
tj
√
p
2M
∫ 1
0
1√
1− sp ds
)2/(p−2)
≥
(√ p
2M
∫ 1
0
1√
1− sp ds
)2/(p−2)
.
Since D+j,≥0 is connected, for any A > 0 smaller than the right hand side in (5.6) there is
a solution (µj, wj) ∈ D+j,≥0 such that ‖wj‖∞ = A. By definition of Λ+j we moreover have
µj ≤ Λ+j . If a subsequence of (Λ+j )j were bounded from above then so would a subsequence
of (µj)j , and the Arzela`-Ascoli-Theorem would yield a convergent subsequence of (µj, wj)j .
Since the number of nodes of wj tends to infinity as j → ∞ the limit function would be a
solution of (3.3) having at least one zero of multiplicity two. By Proposition 4.3 this limit
function would have to be trivial which contradicts ‖wj‖∞ = A > 0 for all j ∈ N0. Hence,
the assumption was false and thus Λ+j →∞ as j →∞.
Proof of (iv). From the lower a-priori estimates from Lemma 4.1 we obtain
lim sup
j→∞
D+j,≤0 = ∅.(5.7)
Now assume for contradiction that there is ε > 0 and (λj, vj) ∈ D+j,≥0 satisfying the inequal-
ities ε ≤ ‖vj‖∞ ≤ ε−1 and 0 ≤ λj ≤ ε−1 for infinitely many j ∈ N0. Arguing as in the proof
of (iii) we may use the Arzela`-Ascoli Theorem to find a uniformly converging subsequence
which converges to the trivial solution which contradicts ε > 0. Hence, the assumption was
false and we obtain
lim sup
j→∞
D+j,≥0 ⊂
⋂
ε>0
{(λ, v) ∈ R≥0 × Y : (λ, ‖v‖∞) /∈ [0, ε−1]× [ε, ε−1]} = R≥0 × {0}.(5.8)
From (5.7) and (5.8) we get
lim sup
j→∞
D+j ⊂ R≥0 × {0}.(5.9)
On the other hand (i) implies (0, 0) ∈ lim infj→∞D+j so that assertion (iv) is proved once we
show (λ, 0) ∈ lim infj→∞D+j for all λ > 0. Indeed, once this is proved we have
R≥0 × {0} ⊂ lim inf
j→∞
D+j ⊂ lim sup
j→∞
D+j ⊂ R≥0 × {0}
which gives the result. Since the claim (λ, 0) ∈ lim infj→∞D+j is a direct consequence of
(iv)(a) it remains to prove the claims (iv)(a) and (iv)(b).
Proof of (iv)(a),(b): Let λ ∈ R be fixed. According to (iii) there is a smallest number
j+(λ) ∈ N0 such that
Λ+j > λ for all j ≥ j+(λ),
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in particular j+(λ) = 0 for all λ ≤ 0. From (5.5) and the definition of Λ+j we infer λ ∈
(−∞,Λ+j ] = pr(D+j ) so that we may define v+j , v+j to be the nontrivial solutions of (3.3) in
D+j of least respectively largest maximum norm. These (not necessarily different) solutions
exist due to our a-priori estimates and the Arzela`-Ascoli Theorem since minimizing and
maximizing sequences of solutions of (3.3) are equibounded away from zero or infinity. Now
let us prove ‖v+j ‖∞ → ∞ as j → ∞ for every λ ∈ R and ‖v+j ‖∞ → 0 as j → ∞ for every
λ > 0. Observe that ‖v+j ‖∞ → 0 implies ‖v+j ‖C1 → 0.
So let ε > 0 be arbitrary. From (5.9) we infer that there is a natural number j¯+ ≥ j+(λ)
depending on λ and ε such that
(‖v‖∞, µ) /∈ [0, ε−1]× [−|λ|, 0] ∪ [ε, ε−1]× (0, λ] for all (v, µ) ∈ D+j , j ≥ j¯+,
see Figure 4. In case λ > 0 the connectedness of D+j implies ‖v+j ‖∞ < ε, ‖v+j ‖∞ > ε−1
whereas in case λ > 0 we have ‖v+j ‖∞ > ε−1. Since ε > 0 was chosen arbitrarily we obtain
that (λ, 0) is a bifurcation point for (3.3) for positive λ and that λ is a bifurcation point at
infinity for all λ ∈ R. Finally, Proposition 4.4 and Lemma 4.7 imply that (λ, 0) is not a
branching point for (3.3) since the number of nodal intervals is constant along continua away
from the trivial solution. Similarly the a-priori estimates from Lemma 4.1 and 4.7 imply that
there is no branching point at infinity at any given λ ∈ R.
λ
‖ · ‖C1
ε
ε−1
Figure 4. Illustration for the proof of part (iv)
Proof of (v): Now assume that (B4) is satisfied. Then every solution (λ, v) of (3.3) satisfies∫ 1
0
v′(r)2 dr =
∫ 1
0
hλ(r, v(r))v(r) dr.
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In case λ > 0 the solutions (λ, v+j ) from (iv)(a) exist for j ≥ j+(λ). Using the above identity
as well as ‖v+j ‖∞ → 0 as j →∞ we obtain from the second inequality in (B4)
Iλ(v
+
j ) =
1
2
∫ 1
0
(v+j )
′(r)2 dr −
∫ 1
0
Hλ(r, v
+
j (r)) dr
=
1
2
∫ 1
0
(
hλ(r, v
+
j (r))v
+
j (r)− 2Hλ(r, v+j (r))
)
dr
→ 0−.
Now let λ ∈ R be arbitrary so that the solutions (λ, v+j ) from (iv)(b) exist for j ≥ j+(λ). In
order to prove Iλ(v
+
j )→∞ as j →∞ we use the estimate
‖v+j ‖2∞ ≤
∫ 1
0
|(v+j )′(r)|2 dr
= (1− t)
∫ 1
0
hλ(r, v
+
j (r))v
+
j (r) dr + t ·
(
2Iλ(v
+
j ) + 2
∫ 1
0
Hλ(r, v
+
j (r)) dr
)
= 2tIλ(v
+
j ) +
∫ 1
0
2tHλ(r, v
+
j (r)) + (1− t)hλ(r, v+j (r))v+j (r) dr
for all t ∈ R. From the first inequality in assumption (B4) we obtain hλ(r, z)z ≥ µHλ(r, z)
for some µ > 2 and all r ∈ [0, 1], |z| ≥ z0. Using the above estimate for t = µµ−2 we obtain
2tHλ(r, z) + (1− t)hλ(r, z)z ≤ 0 for all r ∈ [0, 1], |z| ≥ z0 and thus
‖v+j ‖2∞ ≤ 2tIλ(v+j ) + C where C := max
|z|≤z0,r∈[0,1]
2tHλ(r, z) + (1− t)hλ(r, z)z
From ‖v+j ‖∞ →∞ as j →∞ we obtain the result. 
Proof of Theorem 2.1. Let the assumptions of Theorem 2.1 hold, so that fλ is a nonlinearity
satisfying the assumptions (A1), (A2), (A3) for 1 < q < 2 < p < ∞ and m1,M1 > 0 and
K1(λ, s) as required. Let then hλ be defined as in (3.4), i.e.
hλ(r, z, ξ) = φ
′(r)2fλ(φ(r), z, ξ/φ
′(r)).
Then hλ satisfies (B1), (B2), (B3) where m,M,K(λ, s) are chosen as in (3.5). Indeed, the
estimate m2 ≤ φ′(r) ≤ M2 for all r ∈ [0, 1] from Proposition 3.1 (ii) yields the following
inequality for r ∈ [0, 1], 0 ≤ |z|, ξ ≤ s:
|∂rhλ(r, z, ξ)| =
∣∣∣2φ′(r)φ′′(r)fλ(φ(r), z, ξ/φ′(r)) + φ′(r)3∂rfλ(φ(r), z, ξ/φ′(r))
− ξφ′′(r)∂ξfλ(φ(r), z, ξ/φ′(r))
∣∣∣
≤ (2|φ′(r)||φ′′(r)|+ (|φ′(r)|3 + s|φ′′(r)|)K1(λ, s/m2)) · |fλ(φ(r), z, ξ/φ′(r))|
≤ (2‖φ′′(φ′)−1‖∞ + (‖φ′‖∞ + s‖φ′′(φ′)−2‖∞)K1(λ, s/m2)) · |hλ(r, z, ξ)|
≤ (2m−12 ‖φ′′‖∞ + (M2 + sm−22 ‖φ′′‖∞)K1(λ, s/m2)) · |hλ(r, z, ξ)|
≤ K(λ, s)|hλ(r, z, ξ)|,
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and
|∂ξhλ(r, z, ξ)| ≤ |φ′(r)||∂ξfλ(φ(r), z, ξ/φ′(r))|
≤ |φ′(r)|K1(λ, s/m2) · |fλ(φ(r), z, ξ/φ′(r)))|
≤ m−12 K1(λ, s/m2) · |hλ(r, z, ξ)|
≤ K(λ, s)|hλ(r, z, ξ)|.
Moreover, if fλ satisfies (A4) then hλ satisfies (B4). By Theorem 3.2 there are solution
continua D±j enjoying the properties (i)-(v) from Theorem 3.2. We set
C±j := {(λ, (v ◦ φ−1)(| · |)) ∈ R×X : (λ, v) ∈ D±j }
where φ : [0, 1] → [ρ1, ρ2] is the diffeomorphism from (3.2). Then Proposition 3.1 implies
that C±j consists of solutions of (3.3) having precisely j + 1 interior nodal annuli A0, . . . , Aj
with sign ±(−1)k on Ak. The claims (i)-(iv) from Theorem 2.1 follow directly from the
corresponding statements in Theorem 3.2 and ‖v ◦ φ−1(| · |)‖L∞(Ω) = ‖v‖∞. The proof of
claim (v) is, up to textual modifications, the same as in Theorem 2.1 so that the proof is
finished. 
6. Appendix A - The one-dimensional Ambrosetti-Brezis-Cerami problem
In this section we present the time map analysis which allows to find all nontrivial solutions
of the one-dimensional Ambrosetti-Brezis-Cerami problem
(6.1) − u′′ = λ|u|q−2u+ |u|p−2u = gλ(u) in (0, 1), u(0) = u(1) = 0,
where 1 < q < 2 < p <∞. As before we set Gλ(z) = λq |z|q + 1p |z|p for z ∈ R and
Tλ(α) =
∫ α
0
1√
2(Gλ(α)−Gλ(s))
ds.
We recall that a subinterval I ⊂ [0, 1] is called a nodal interval of a solution u of (6.1) if |u|
is positive on I˚ and vanishes identically on ∂I. A first step towards a complete picture of all
nontrivial solutions of (6.1) is the following result.
Proposition 6.1. Let λ ∈ R and let u be a solution of (6.1) with nodal interval [a, b] ⊂
[0, 1]. Then (a, b) contains precisely one critical point. It is given by ξ = a+b
2
and we have
u(ξ + t) = u(ξ − t) for |t| ≤ b−a
2
.
Proof. In order to prove the first claim we show that every critical point ξ of u is a local
maximum in case u(ξ) > 0 and a local minimum in case u(ξ) < 0. Indeed, multiplying the
differential equation (6.1) with 2u′ and integrating the resulting equation from a to ξ gives
u′(a)2 =
2λ
q
|u(ξ)|q + 2
p
|u(ξ)|p
where we have used u′(ξ) = u(a) = 0. Hence, the first claim follows from
−u′′(ξ)u(ξ) = λ|u(ξ)|q + |u(ξ)|p = q
2
u′(a)2 +
p− q
p
|u(ξ)|p > 0.
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Moreover, since gλ is locally Lipschitz-continuous on R \ {0} we obtain that the initial value
problem at ξ has a unique solution which implies u(ξ + t) = u(ξ − t) for a ≤ ξ − t, ξ + t ≤ b.
From u(a) = u(b) = 0 and |u| > 0 on (a, b) we infer ξ = a+b
2
which gives the result. 
Now let us determine all solutions of (6.1) with a given nodal interval [a, b] ⊂ [0, 1]. The
next Proposition shows that every solution α > 0 of the scalar equation Tλ(α) =
b−a
2
generates
precisely two such solutions which have maximum norm α. To this end we introduce the
function φα,λ given by
(6.2) φα,λ(z) =
∫ z
0
1√
2(Gλ(α)−Gλ(s))
ds for 0 ≤ z ≤ α
which is well-defined for α ≥ (pλ−
q
)1/(p−q) where λ− = max{0,−λ}. Notice that in case
α < (pλ−
q
)1/(p−q) the argument of the square root appearing in (6.2) attains negative values.
The critical case α = (pλ−
q
)1/(p−q) will later play a central role in the analysis of dead-core
solutions.
Proposition 6.2. Let λ ∈ R, [a, b] ⊂ [0, 1] and α > 0. There is a solution u of (6.1) with
nodal interval [a, b] and ‖u‖∞ = α if and only if
(6.3) α ≥ (pλ−
q
)1/(p−q)
and Tλ(α) =
b− a
2
.
In this case every such solution is given by u = ±wα,λ where
wα,λ(x) := φ
−1
α,λ(x− a) for a ≤ x ≤ a+b2 , wα,λ(x) := φ−1α,λ(b− x) for a+b2 ≤ x ≤ b.
In particular we have u′(a) = 0 if and only if α = (pλ−
q
)1/(p−q).
Proof. Let first u be a solution of (6.1) with nodal interval [a, b] and ‖u‖∞ = α. We may
assume u > 0 on (a, b) so that Proposition 6.1 yields u′ > 0 on (a, a+b
2
) and u(a+b
2
) = α.
Multiplying (6.1) with 2u′ and integrating the resulting equation from x to a+b
2
gives
(6.4) u′(x)2 = 2(Gλ(α)−Gλ(u(x))) for x ∈
(
a,
a+ b
2
)
.
Hence, Proposition 6.1 implies Gλ(α) > Gλ(z) for all z ∈ (0, α) and thus α ≥ (pλ−q )1/(p−q).
Moreover, (6.4) gives
φα,λ(u(x)) =
∫ x
a
u′(t)√
2(Gλ(α)−Gλ(u(t)))
dt =
∫ x
a
1 dt = x− a for x ∈
(
a,
a+ b
2
)
and we obtain the solution formula u = wα,λ. Furthermore, (6.3) follows from
Tλ(α) =
∫ α
0
1√
2(Gλ(α)−Gλ(s))
ds = φα,λ(α) = φα,λ
(
u
(a + b
2
))
=
b− a
2
and (6.4) implies that we have u′(a) = 0 if and only if Gλ(α) = 0 which is equivalent to
α = (pλ−
q
)1/(p−q). Vice versa, if α is a solution of (6.3) then ±wα,λ is a solution of (6.1) with
maximum norm α and nodal interval [a, b]. This finishes the proof. 
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The next step is to investigate how these solutions can be patched together in order to
find solutions of (6.1) by solving the initial value problems at the boundary of each nodal
interval. Looking for solutions with precisely j + 1 nodal intervals the following threshold
value plays a significant role:
(6.5) λj∗ := −
(√
2q
(p
q
)(2−q)/2(p−q) ∫ 1
0
1√
tq − tp dt
)2(p−q)/(p−2)
· (j + 1)2(p−q)/(p−2).
In the next Proposition we show that for λ > λj∗ solutions with j + 1 nodal intervals have
precisely j interior nodes located at 1
j+1
, . . . , j
j+1
and that each solution is pointwise symmetric
with respect to all of its nodes. When λ tends to λj∗ from the right the slopes at the zeros
tend to 0 and dead core solutions appear for λ < λj∗. We show that the set of all dead
core solutions of (6.1) for a given λ < λj∗ can be described by j + 1 discrete parameters
σ0, . . . , σj ∈ {−1,+1} and j + 1 continuous parameters a0, . . . , aj belonging to
Zj,λ := {a ∈ [0, 1]j+1 : 0 ≤ a0 ≤ a0 + l(λ) ≤ a1 ≤ a1 + l(λ) ≤ . . . ≤ aj ≤ aj + l(λ) ≤ 1}.
where l(λ) is the length of the nodal interval of an arbitrary dead core solution given by
(6.6) l(λ) := 2Tλ
((pλ−
q
)1/(p−q))
=
1
j + 1
( |λj∗|
|λ|
)(p−2)/2(p−q)
.
For a verification of the latter equality one uses Proposition 6.4 (v) (to be proved later). The
following Proposition proves that the nontrivial solutions of (6.1) with precisely j + 1 nodal
intervals in [0, 1] look like the functions in Figure 5.
0
λ > λj∗
1 0
λ < λj∗
1
Figure 5. Qualitative plots of the solutions
Proposition 6.3. Let j ∈ N0, λ ∈ R and let u be a solution of (6.1) with precisely j + 1
nodal intervals in [0, 1], set α := ‖u‖∞. Then the following holds:
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(i) In case λ > λj∗ we have Tλ(α) =
1
2j+2
and
u(x) = ±(−1)kwα,λ
(
x− k
j + 1
)
for all x ∈
[ k
j + 1
,
k + 1
j + 1
]
and k = 0, . . . , j.
(ii) In case λ = λj∗ we have α = (
p|λj∗|
q
)1/(p−q) and there are σ0, . . . , σj ∈ {−1,+1} such
that
u(x) = σkwα,λ
(
x− k
j + 1
)
for all x ∈
[ k
j + 1
,
k + 1
j + 1
]
and k = 0, . . . , j.
(iii) In case λ < λj∗ we have α = (
p|λ|
q
)1/(p−q) and there are σ0, . . . , σj ∈ {−1,+1} and
(a0, . . . , aj) ∈ Zj,λ such that
u ≡ 0 on [0, a0] ∪ [a0 + l(λ), a1] ∪ . . . ∪ [aj−1 + l(λ), aj] ∪ [aj + l(λ), 1]
and
u(x) = σkwα,λ(x− ak) for x ∈ [ak, ak + l(λ)] and all k = 0, . . . , j.
Proof. The proof of this result is accomplished in the following way. Given a solution u of
(6.1) with precisely j + 1 nodal intervals we show that
(a) u′(0) 6= 0 implies λ > λj∗ and u is given by the formula from (i) and
(b) u′(0) = 0 implies λ ≤ λj∗ and u is given by the formulas from (ii) or (iii) according
to λ = λj∗ or λ < λj∗.
In case u′(0) 6= 0 let l > 0 denote the first positive zero of u. Then Proposition 6.2 gives
u = ±wα,λ on [0, l] and Tλ(α) = l2 for some α > (pλ−q )1/(p−q). Using the symmetry of wα,λ we
get u′(l) = −u′(0) and thus u = ∓wα,λ(· − l) on [l, 2l] again by Proposition 6.2. Inductively
we obtain u = ±(−1)kwα,λ(· − kl) on [kl, (k + 1)l] for all k ∈ N0. Since u satisfies u(1) = 0
and has precisely j + 1 nodal intervals we obtain l = 1
j+1
and thus Tλ(α) =
l
2
= 1
2j+2
. Given
that this equation has a solution α > (pλ−
q
)1/(p−q) we infer λ > λj∗ from Proposition 6.4 (v).
In case u′(0) = 0 the parameter λ must be negative by Proposition 4.3. Either the function
u vanishes identically on some right-sided neighbourhood of 0 or |u| is positive on a right-
sided neighbourhood of 0. Indeed, if there is a sequence (xn) converging to 0 with u(xn) = 0
then continuity of u implies gλ(u(t))u(t) < 0 for all t ∈ [0, xn] for sufficiently large n and thus
0 = u′(xn)u(xn) =
∫ xn
0
u′(t)2 + u′′(t)u(t) dt =
∫ xn
0
u′(t)2 − gλ(u(t))u(t) dt ≥
∫ xn
0
u′(t)2 dt
which implies u ≡ 0 on [0, xn]. Here we used gλ(z) = λ|z|q−2z + |z|p−2z and that λ is
negative. Therefore, defining a0 := max{x ∈ [0, 1] : u(t) = 0 for all t ∈ [0, x]} we obtain
u′(a0) = 0 and that |u| is positive on some right-sided neighbourhood of a0. Proposition
6.2 then implies u = ±wα,λ(· − a0) on [a0, a0 + l(λ)] for α = (pλ−q )1/(p−q), in particular
u(a0 + l(λ)) = u
′(a0 + l(λ)) = 0. Defining a1 := max{x ∈ [a0 + l(λ), 1] : u(t) = 0 for all t ∈
[a0 + l(λ), x]} we obtain that u vanishes on [a0 + l(λ), a1] and, again using Proposition 6.2,
u = ±wα,λ(· − a1) on [a1, a1 + l(λ)]. Repeating this process and using u(1) = 0 and that u
has precisely j + 1 nodal intervals we obtain (j + 1)l(λ) ≤ 1 and thus λ ≤ λj∗, see (6.6).
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From this we obtain claim (ii) and (iii) since λ = λj∗ and (6.6) imply (j + 1)l(λ) = 1 which
in turn implies ak = ak−1 + l(λ) = ak−1 +
1
j+1
for all k = 1, . . . , j and thus ak =
k
j+1
for all
k = 0, . . . , j. 
The above Proposition reduces the problem of finding all solutions of the boundary value
problem (6.1) to the task of solving the scalar equation Tλ(α) =
1
2j+2
for λ > λj∗. Hence,
the solution theory for (6.1) depends on the properties of Tλ which we list in the following
Proposition. Its proof will be given in Appendix B.
Proposition 6.4. (i) For all λ ≥ 0 and all α > 0 the following estimates hold true:
Tλ(α) ≤
( pqα2−q
2λp+ 2qαp−q
)1/2 ∫ 1
0
1√
1− sq ds,
Tλ(α) ≥
( pqα2−q
2λp+ 2qαp−q
)1/2 ∫ 1
0
1√
1− sp ds.
(ii) For all λ > 0 there is a uniquely determined number αλ > 0 such that Tλ is strictly
increasing on (0, αλ] and strictly decreasing on [αλ,∞). Moreover, we have
lim
α→0+
Tλ(α) = lim
α→∞
Tλ(α) = 0.
(iii) There are positive numbers c3, C3 such that for all λ > 0 we have
c3λ
1/(p−q) < αλ < C3λ
1/(p−q), c3λ
(2−p)/2(p−q) < Tλ(αλ) < C3λ
(2−p)/2(p−q).
(iv) The map λ 7→ Tλ(αλ) is decreasing on R>0 and there are uniquely determined positive
numbers Λ0 < Λ1 < Λ2 < . . . → ∞ with TΛj(αΛj ) = 12j+2 for all j ∈ N0. There are
positive numbers c4, C4 such that the following estimates hold for all j ∈ N0:
c4(j + 1)
2(p−q)//p−2) ≤ Λj ≤ C4(j + 1)2(p−q)/(p−2).
(v) For all λ < 0 the function Tλ is well-defined and decreasing on [(
p|λ|
q
)1/(p−q),∞).
Moreover, we have
Tλ
((p|λ|
q
)1/(p−q))
=
1
2j + 2
( |λj∗|
|λ|
)(p−2)/2(p−q)
, lim
α→∞
Tλ(α) = 0.
Using the properties of Tλ described in the parts (ii) and (iv) of the previous Proposition
we obtain complete information about the solutions of the equation Tλ(α) =
1
2j+2
. The above
result are illustrated in the pictures 2 and 6.
For all λ ∈ (0,Λj) the equation has exactly two different solutions αj(λ) ∈ (0, αλ) and
αj(λ) ∈ (αλ,∞) giving rise to exactly four different solutions uj(λ),−uj(λ), uj(λ),−uj(λ)
with j interior nodes and they are given by the formulas from Proposition 6.3 (i) for α = αj(λ)
respectively α = αj(λ). As λ tends to Λj from the left the solutions uj(λ), uj(λ) merge into
each other as both values αj(λ), αj(λ) converge to αΛj . In case λ > Λj Proposition 6.4 (iv)
implies Tλ(α) <
1
2j+2
for all α > 0 so that no solutions with j + 1 nodal intervals exist
according to Proposition 6.3 (i). As λ tends to 0 from the right we observe αj(λ) → 0 so
that uj(λ) converges to the trivial solution while uj(λ) converges to the uniquely determined
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α
(5p
q
)1/(p−q) (20p
q
)1/(p−q)
T−20(α)
T−5(α)
Figure 6. Qualitative plots of Tλ for q = 1.5, p = 4 and λ ∈ {−0.2,−1,−5,−10,−20}.
nontrivial solution of −u′′ = |u|p−2u, u(0) = u(1) = 0, u′(0) > 0 with j interior nodes.
The solutions uj(λ),−uj(λ) persist in the range λj∗ ≤ λ ≤ 0 if now, for λ ≤ 0, the value
αj(λ) ≥ (p|λ|q )1/(p−q) denotes the unique solution of Tλ(α) = 12j+2 , see Proposition 6.4 (v).
As λ tends to λj∗ from the right we observe αj(λ) → (p|λj∗|q )1/(p−q) and that the slopes at
the zeros 0, 1
j+1
, . . . , j
j+1
, 1 tend to 0 so that there is a continuous transition to the dead core
solutions described in Proposition 6.3 (ii). As a consequence the solution continua C±j from
Theorem 2.1 in the special case n = 1 and hλ(r, z, ξ) = gλ(z) are given by the following
theorem.
Theorem 6.5. Let j ∈ N0. Then all nontrivial solutions of (6.1) with j + 1 nodal intervals
I0, . . . , Ij and sign ±(−1)k on Ik are given by C+j = C+j,1 ∪ C+j,2 and C−j = C−j,1 ∪ C−j,2 where
C±j,1 = {(±uj(λ), λ) : 0 ≤ λ ≤ Λj} ∪ {(±uj(λ), λ) : λj∗ < λ < Λj},
C±j,2 = {(±uj(λ, a, σ), λ) : λ < λj∗, a ∈ Zj,λ, σ = (1,−1, 1, . . . , (−1)j+1)}
and uj(λ, a, σ) denotes the dead core solution given by Proposition 6.3 (iii).
We finally remark that for all k ∈ {0, . . . , j} and λ ≤ λj∗ there are solutions with j interior
(degenerate) zeros and only k sign changes on [0, 1]. These solutions are given by uj(λ, a, σ)
for a ∈ Zj,λ and vectors σ ∈ {−1,+1}j+1 which satisfy σiσi+1 = −1 for precisely k different
indices in i.
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7. Appendix B - Proof of Proposition 4.4, Proposition 4.6, and
Proposition 6.4
In this section we provide the proofs of some technical results concerning the time map Tλ
which we defined in (4.4). Let us first mention that Proposition 4.4 is entirely contained in
Proposition 6.4. We will use the following equation
Tλ(α) =
∫ α
0
1√
2(Gλ(α)−Gλ(z))
dz
=
∫ α
0
1√
2λ
q
(αq − zq) + 2
p
(αp − zp)
dz
=
∫ 1
0
( pqα2−q
2pλ(1− sq) + 2qαp−q(1− sp)
)1/2
ds.(7.1)
Proof of Proposition 6.4 (i). From the inequality 1− sq ≤ 1− sp for all s ∈ [0, 1] we obtain
Tλ(α) =
∫ 1
0
( pqα2−q
2λp(1− sq) + 2qαp−q(1− sp)
)1/2
ds ≤
( pqα2−q
2λp+ 2qαp−q
)1/2 ∫ 1
0
1√
1− sq ds,
and
Tλ(α) =
∫ 1
0
( pqα2−q
2λp(1− sq) + 2qαp−q(1− sp)
)1/2
ds ≥
( pqα2−q
2λp+ 2qαp−q
)1/2 ∫ 1
0
1√
1− sp ds
and assertion (i) follows. 
Proof of Proposition 6.4 (ii). The existence of at least one critical point of Tλ follows from
the intermediate value theorem since the formula
(7.2) T ′λ(α) =
√
pqα−q/2
∫ 1
0
λp(2− q)(1− sq)− q(p− 2)αp−q(1− sp)(
2λp(1− sq) + 2qαp−q(1− sp))3/2 ds
implies that T ′λ(α)α
q/2 tends to a positive value as α→ 0+ and T ′λ(α)αp/2 tends to a negative
value as α → ∞. Having proved the existence of a critical point of Tλ it remains to prove
uniqueness. To this end we prove T ′′λ (α) < 0 for all α > 0 satisfying T
′
λ(α) = 0.
Every critical point α of Tλ satisfies
0 = T ′λ(α) · (
√
pqα−q/2)−1
=
∫ 1
0
λp(2− q)(1− sq)− q(p− 2)αp−q(1− sp)(
2λp(1− sq) + 2qαp−q(1− sp))3/2 ds
=
∫ 1
0
λp(2− q)(1− sq)(
2λp(1− sq) + 2qαp−q(1− sp))3/2 ·
(
1− q(p− 2)(1− s
p)
λp(2− q)(1− sq)α
p−q
)
ds
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Hence, the second factor in the above integral must change sign which implies
(7.3)
q(p− 2)αp−q
λp(2− q) ≤ 1 ≤
(p− 2)αp−q
λ(2− q)
Using this estimate, T ′λ(α) = 0 and (7.2) we obtain
αq/2T ′′λ (α) =
d
dα
(
αq/2T ′λ(α)
)
=
√
pq
8
d
dα
(∫ 1
0
λp(2− q)(1− sq)− q(p− 2)αp−q(1− sp)(
λp(1− sq) + qαp−q(1− sp))3/2 ds
)
=
√
pq
8
∫ 1
0
q(p− q)αp−q−1(1− sp)(λp(−2p+ 3q − 2)(1− sq) + q(p− 2)αp−q(1− sp))
2
(
λp(1− sq) + qαp−q(1− sp))5/2 ds
≤
√
pq
8
∫ 1
0
q(p− q)αp−q−1(1− sp)(λp(−2p + 3q − 2)(1− sq) + λp(2− q)(1− sp))
2
(
λp(1− sq) + qαp−q(1− sp))5/2 ds
=
√
pq
8
∫ 1
0
λpq(p− q)αp−q−1(1− sp)(− 2p+ 2q + (2p− 3q + 2)sq − (2− q)sp)
2
(
λp(1− sq) + qαp−q(1− sp))5/2 ds.
Since the function s 7→ (2p− 3q+2)sq− (2− q)sp is increasing on [0, 1] and attains the value
2p− 2q at s = 1 we obtain T ′′λ (α) < 0 . 
Proof of Proposition 6.4 (iii). The estimate for αλ follows from (7.3). The lower estimates
for Tλ from (i) and the definition of αλ from Proposition 6.4 (ii) moreover yield
Tλ(αλ) = max
α>0
Tλ(α) ≥ max
α>0
( pqα2−q
2pλ+ 2qαp−q
)1/2 ∫ 1
0
1√
1− sp ds
=
(q(p− 2)
2(p− q)
)1/2(p(2− q)
q(p− 2)
)(2−q)/(2(p−q)) ∫ 1
0
1√
1− sp ds · λ
(2−p)/2(p−q)
where the maximum is attained at (λp(2−q)
q(p−2)
)1/(p−q). Similarly the upper estimate for Tλ(αλ)
is proved and we are done.

Proof of Proposition 6.4 (iv). The formula for the time map from (7.1) shows that the
function λ 7→ Tλ(αλ) = maxα>0 Tλ(α) strictly decreases on R>0 from +∞ to 0. By the
intermediate value theorem we deduce that there are uniquely determined positive numbers
Λ0 < Λ1 < . . . < Λj →∞ as j →∞ such that TΛj (αΛj ) = 12j+2 for all j ∈ N0. Moreover, the
estimates from part (iii) give
1
2j + 2
= TΛj(αΛj ) ≥ c3Λj(2−p)/2(p−q),
1
2j + 2
= TΛj (αΛj ) ≤ C3Λj(2−p)/2(p−q)
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which yields the estimates for Λj. 
Proof of Proposition 6.4 (v). For notational convenience set cλ := (
p|λ|
q
)1/(p−q). The mono-
tonicity of Tλ on (cλ,∞) follows from λ < 0 and (7.2). Hence, we obtain the result from
Tλ(cλ) =
∫ cλ
0
1√
2(Gλ(cλ)−Gλ(z))
dz =
∫ cλ
0
1√
2|λ|
q
|z|q − 2
p
|z|p
dz
=
∫ 1
0
cλ√
2|λ|
q
(cλt)q − 2p(cλt)p
dt =
√
q
2|λ| · c
(2−q)/2
λ
∫ 1
0
1√
tq − tp dt
=
(q
2
(p
q
)(2−q)/(p−q))1/2 ∫ 1
0
1√
tq − tp dt · |λ|
−(p−2)/2(p−q) =
1
2j + 2
( |λj∗|
|λ|
)(p−2)/2(p−q)
where the latter equality follows from the definition of λj∗, see (6.5). 
In the proof of Proposition 4.6 we use the following shorthand notation
mq :=
∫ 1
0
1√
1− sq ds, mp :=
∫ 1
0
1√
1− sp ds
Proof of Proposition 4.6 (i). From 0 < β1, β2 ≤ αλ ≤ C3λ1/(p−q), see Proposition 6.4 (iii),
and Proposition 6.4 (i) we get
Tλ(β1) ≤ mq ·
( pqβ2−q1
2λp+ 2qβp−q1
)1/2
≤ mq ·
( q
2λ
)1/2
β
(2−q)/2
1 ,
Tλ(β2) ≥ mp ·
( pqβ2−q2
2λp+ 2qβp−q2
)1/2
≥ mp ·
( pq
2λ(p+ qCp−q3 )
)1/2
β
(2−q)/2
2 .
From this we obtain
Tλ(β1)
Tλ(β2)
≤ mq
mp
(
1 +
q
p
Cp−q3
)1/2(β1
β2
)(2−q)/2
or equivalently
(7.4)
β2
β1
≤
(mq
mp
(
1 +
q
p
Cp−q3
)1/2Tλ(β2)
Tλ(β1)
)2/(2−q)
.
Hence, using the estimate from Proposition 6.4 (i) and (7.4) we get
Gλ(β2)
Gλ(β1)
=
λpβq2 + qβ
p
2
λpβq1 + qβ
p
1
=
βq2
βq1
· 2λp+ 2qβ
p−q
2
2λp+ 2qβp−q1
=
β22
β21
·
pqβ2−q1
2λp+2qβp−q1
pqβ2−q2
2λp+2qβp−q2
≤ β
2
2
β21
· m
2
q
m2p
(Tλ(β1)
Tλ(β2)
)2
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≤
(mq
mp
(
1 +
q
p
Cp−q3
)1/2Tλ(β2)
Tλ(β1)
)4/(2−q)
· m
2
q
m2p
(Tλ(β1)
Tλ(β2)
)2
=
(mq
mp
)(8−2q)/(2−q)(
1 +
q
p
Cp−q3
)2/(2−q)(Tλ(β2)
Tλ(β1)
)2q/(2−q)
.

Proof of Proposition 4.6 (ii). From β1, β2 ≥ αλ ≥ c3λ1/(p−q) > 0, see Proposition 6.4 (iii), we
get
Tλ(β2) ≤ mq ·
( pqβ2−p2
2pλβq−p2 + 2q
)1/2
mq ·
(p
2
)1/2
β
(2−p)/2
2 ,
Tλ(β1) ≥ mp ·
( pqβ2−p1
2pλβq−p1 + 2q
)1/2
≥ mp ·
( pq
2pcq−p3 + 2q
)1/2
β
(2−p)/2
1
hence
β22
β21
≤
(mq
mp
(
1 +
p
q
cq−p3
)1/2Tλ(β1)
Tλ(β2)
)4/(p−2)
.
As before this implies
Gλ(β2)
Gλ(β1)
=
β22
β21
·
pqβ2−q1
2λp+2qβp−q1
pqβ2−q2
2λp+2qβp−q2
≤
(mq
mp
(
1 +
p
q
cq−p3
)1/2Tλ(β1)
Tλ(β2)
)4/(p−2)
· m
2
q
m2p
(Tλ(β1)
Tλ(β2)
)2
=
(mq
mp
)2p/(p−2)(
1 +
p
q
cq−p3
)2/(p−2)(Tλ(β1)
Tλ(β2)
)2p/(p−2)
.

Proof of Proposition 4.6 (iii). The estimate for β1 ≤ αλ ≤ β2 from the assertion follows from
Gλ(β1)
Gλ(β2)
=
Gλ(β1)
Gλ(αλ)
· Gλ(αλ)
Gλ(β2)
and the inequalities which we have proved in part (i) and part (ii). 
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