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Abstract
Over the past five decades there has been an intense effort to understand and
control the thermomechanical response of materials in extreme environments. A
number of technologies and applications critical to our safety and well-being stand
to benefit from such understanding, including inertial confinement fusion, nuclear
stockpile reliability, defense systems, spacecraft and hypersonic aircraft shielding,
as well as vehicular crashworthiness. Materials in such extreme environments often
exhibit complex, somewhat non-intuitive behavior that is difficult to predict with
empirical or phenomenological models. As such, there has been an increasing effort
to understand the microscale processes that govern the macroscale response.
Here we provide a contribution to this effort through the development of a num-
ber of multiscale mechanism-based models that explore the fundamental nature of
various microscale processes governing the macroscale thermomechanical response of
materials in extreme environments.
The extreme environments of interest here may include pressures on the order of
the bulk modulus, shear stresses near the ideal strength, temperatures approaching
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ABSTRACT
melting, and timescales ranging from nanoseconds to the age of our Solar System
(∼ 5 billion years). We focus on materials in two particular extreme environments
in this thesis. First and foremost, we explore the behavior of metals subject to very
high rate deformation. Second, we study the behavior of planetary materials subject
to the extreme thermomechanical environments in our Solar System.
One of the main themes presented in the thesis is that the time-dependent failure
of materials is governed, in part, by the kinetics of a hierarchy of microscopic material
defects. Furthermore, the kinetics of one particular defect are often governed by lower
length-scale defects. Examples of this are provided for twin boundary propagation
at high loading rates, dynamic void growth in ductile materials, and fatigue crack
growth in quasi-brittle asteroidal materials.
A second theme is that simple mechanism-based models are powerful and instruc-
tive, particularly when it comes to building an intuition for dynamic failure processes.
We make use of such simple scaling laws to help establish a deeper understanding of
dynamic ductile failure of metals. We particularly focus on understanding how the
rate-sensitivity of spall strength depends on a competition between the pre-existing
material microstructure (e.g. second-phase particles and grain boundaries) and the
shock-induced microstructure.
Thesis Advisor and Primary Reader: KT Ramesh
Secondary Readers: Lori Graham-Brady and Jaafar El-Awady
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In 2008, the U.S. National Academy of Engineering (NAE) released a list of 14
grand challenges for engineering in the 21st century [1]. Cracking even a fraction of
these has the potential to greatly improve the human condition across the globe and
continue the advancement of our civilization. Of these 14 challenges, at least four
intimately depend on our ability to predict and control the behavior of materials in
extreme environments [2], i.e.
F Combat climate change by engineering carbon sequestration methods
F Greatly improve the efficiency and economics of solar energy
F Make nuclear fusion an affordable, environmentally benign source of energy
F Engineer the tools to prevent nuclear terror and maintain global security.
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In addition to these incredibly important engineering challenges, extreme environ-
ments are also ubiquitous in Earth, planetary, and space sciences, e.g.
F Early formation of our Solar System
F Composition and structure of planet cores
F Prediction of subsonic and supersonic earthquakes
F Impact cratering and surface evolution of asteroids, moons, and planets
F Spacecraft shielding from orbital debris and micrometeroid impact
F Defending Earth from the threat of asteroid and comet impact
With these engineering challenges and scientific opportunities in mind, the pri-
mary aim of this dissertation is to advance the fundamental understanding of material
failure in extreme thermomechanical environments. Such extreme environments may
include pressures on the order of the bulk modulus, shear stresses near the ideal
strength, temperatures approaching melting, and timescales ranging from nanosec-
onds to the age of our Solar System (∼ 5 billion years).
Two particular extreme environments are considered in this thesis. First and
fore most, we explore the behavior of metals subject to very high rate deformation
(104− 1010 s−1). Additionally, we study the behavior of celestial materials subject to
the extreme thermomechanical environments experienced in our Solar System.
2
CHAPTER 1. INTRODUCTION AND MOTIVATION
1.1 Complex physics and material behavior
unique to extreme dynamic environments
The central tenet that fundamentally differentiates the dynamic behavior of ma-
terials from their simpler quasi-static response is the fact that
Every mechanism or process evolves over finite timescales.
A loading state is considered to be quasi-static if the system remains in an equilibrium
condition throughout the loading. On the other hand, we consider loading states to
be dynamic if the timescale over which energy enters the system is comparable to
Fig. 1.1: Mechanism map associated with hypervelocity impact on a celestial body
[3].
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or faster than the timescales associated with the dynamic response of the relevant
mechanisms and processes. In solid materials and structures these mechanisms and
processes may include:
F stress propagation at finite wave speeds, O(km/s)
F thermal transport over finite timescales, O(cm2/s)
F propagation or growth of defects, O(nm/s − km/s)
F nucleation of defects, O(ps − ns)
F elastic deformations, O(ps)
F phase transformations, O(ns − µs),
where the approximate process timescales are representative of metals and ceram-
ics. Purely mechanical loading of materials may be considered dynamic if the ap-
plied strain rates are & 101 s−1, while problems governed by nonequilibrium thermal
transport may be considered dynamic, e.g. thermal shock, for much slower loading
conditions, i.e. & 2 K/min. This dissertation focuses heavily on the first four time-
dependent processes of the above list, and their consequences on the unique behavior
of solids subject to dynamic loading conditions.
The most prevalent source of dynamic loading results from a high-speed impact,
which may induce a variety of complex physics [5], e.g.
4
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F Shock waves
F Rarefaction waves
F Nonequilibrium thermal transport
F Nonequilibrium thermodynamics
F Melting & vaporization
F Ionization & plasma formation
F Dynamic recovery
F Dynamic recrystallization
F Dynamic crack propagation







Many of these mechanisms and processes occur in planetary impact events, as
shown in Fig. 1.1. These impact mechanisms play an important role in, for example,
Fig. 1.2: Sequence of in-situ images showing the progression of fragmentation, ejecta,
and debris cloud formation resulting from the impact of a spherical aluminum pro-
jectile traveling at ∼8 km/s on a thin aluminum plate [4].
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the early formation of our Solar System and the surface evolution of planetary bodies.
Much of our current fundamental understanding regarding these impact processes
has come from laboratory investigations that provide in-situ imaging of the dynamic
processes over the appropriate timescales. For example, consider the sequence of in-
situ images reproduced in Fig. 1.2 from [4] that clearly demonstrate the progression
of fragmentation, ejecta, and debris cloud formation processes resulting from a hy-
pervelocity impact. Understanding these dynamic processes is particularly important
to missile defense applications and spacecraft shielding, in addition to the planetary
impact applications discussed earlier.
Another common occurrence in high-speed impact problems (and extreme envi-
ronments more generally) is nonintuitive behavior. One excellent example of this is
the process of spall failure. Consider again the hypervelocity impact shown in Fig. 1.2.
In this case, the plate is far too thin to prevent the penetration of the projectile. Ob-
viously, the projectile can be defeated by sufficiently increasing the thickness of the
(a) (b)
Fig. 1.3: Post-mortem images of thick aluminum plate impacted by a spherical alu-
minum projectile traveling at ∼6.8 km/s [6]. An impact crater is formed on the front
face (top here) of the plate, and a spall failure develops on the back face (bottom) of
the plate.
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plate. Figure 1.3 shows the aftermath of a hypervelocity impact with similar mate-
rials and conditions utilized in Fig. 1.2, but a much thicker plate. The projectile is
vaporized by the hypervelocity impact with none of its components penetrating the
thick plate. However, a spall failure develops on the back face of the plate, opposite
from the impact face. This spall failure develops as a result of the complex interaction
of stress waves with free-surfaces and interfaces. Although not the case in Fig. 1.3,
typically the spall fracture results in the generation of a high velocity cloud of frag-
ments that is a primary cause of armor vehicle kills during combat [7]. In addition to
these geometric concerns, designing impact-resistant structures is further complicated
by the nonintuitive observation that weak high-purity single crystals often exhibit a
greater resistance to spall failure than their corresponding stronger polycrystalline
alloys.
(a) (b)
Fig. 1.4: (a) In-situ images of the initial formation of a shaped charge jet resulting
from the explosively driven collapse of a thin conical copper liner [8]. (b) Image
representing the laser-driven dynamic compression of a deuterium-tritium capsule to
achieve inertial confinement fusion (courtesy of U.S. Department of Energy).
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Clearly, understanding and controlling the behavior of materials in extreme dy-
namic environments is anything but simple. However, once a sufficient level of under-
standing has been achieved, the unique properties of materials and structures in these
environments can be harnessed to achieve some remarkable behavior. Two excellent
examples of this are shown in Fig. 1.4: (a) the Munroe Effect utilized in the forma-
tion of shaped charge hypersonic jets used in armor penetration as well as oil and gas
perforation applications and (b) inertial confinement fusion achieved through the dy-
namic compression of cryogenic deuterium-tritium capsules driven by high-intensity
lasers. Being able to predict and delay the onset of material instabilities in these
extreme dynamic environments is one of the primary challenges to the advancement
of such technologies.
1.2 Multi-scale mechanism-based modeling
and materials in extreme environments:
A symbiotic relationship
Over the past few decades, an intense effort has been underway to develop the
capabilities and tools to predict macroscopic material behavior from the underlying
material structure. Prediction of inelastic thermomechanical properties has proven
particularly challenging, as these properties are highly sensitive to defects in the
8
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Fig. 1.5: The cascading hierarchy of material structure and defects across the relevant
length scales [9].
atomic structure. These defects span the gamut of length scales (see Fig. 1.5), from
angstroms to millimeters, and are strongly coupled, thus posing a formidable chal-
lenge for computational multi-scale modeling. Since the thermomechanical limits of
materials are often the principal bottleneck to the advancement of most technologies,
meeting this challenge has the possibility to drastically improve the human condition.
Multi-scale mechanism-based modeling of inelastic thermomechanical behavior
may have its earliest and perhaps greatest successes in predicting the behavior of
materials subject to extreme dynamic environments. Consider the task of The Na-
tional Nuclear Security Administration (NNSA) to ensure the reliability of the U.S.
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stockpile under the current ban on full-scale testing. Here, by pure necessity, multi-
scale mechanism-based modeling must play a critical role.
Understanding the behavior of materials in extreme dynamic environments is also
vital to the broader field of multiscale modeling across all disciplines of engineering,
physics, chemistry, and biology. Ab initio, atomistic, molecular, and discrete defect
simulations are ubiquitous throughout engineering and science research, see for exam-
ple Fig. 1.6 for an application of multiscale modeling to the improvement of vehicular
crashworthiness. These methods are attractive because they resolve a great amount
of physical detail, for example the fine-scale motion of individual atoms and molecules
Fig. 1.6: The length and timescales currently associated with various computational
and experimental capabilities for probing the multi-scale structure and behavior of
materials [9].
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are explicitly resolved in molecular dynamics simulations. One of the inherent prob-
lems with these methods, however, is that current computational capabilities limit
these simulations to extremely short timescales, as can be seen in Fig. 1.6. Often
the scientific or technological interest involves understanding a process that occurs
on human timescales. Nevertheless, these methods are pervasive. It should be under-
stood that these simulations are interrogating the physical processes under conditions
associated with extreme dynamic environments.
By focusing on first developing a fundamental understanding of the behavior of
materials on extremely short timescales and how it differs from more quasi-static am-
bient conditions, we may find greater success in applying the predictions of atomistic
and discrete defect simulations to processes that operate under fairly ambient condi-
tions. Through this symbiotic relationship it is clear how the study of materials in
extreme environments (a seemingly esoteric subject) may play a critical role in the
advancement of the broader science as well as the vast number of somewhat ambient
technologies that permeate today’s society.
1.3 Organization and common themes
The thesis covers a range of topics related to the failure of materials subject to
extreme dynamic environments. The focus of the thesis is on the development of
multi-scale mechanism-based failure models that are predictive while also shedding
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light on the most important governing mechanisms. Throughout the thesis the reader
will find three central recurring themes:
F Kinetics of defects across multiple length scales govern time-dependent failure
F Kinetics of a particular defect are often governed by lower length-scale defects
F Simple mechanism-based failure models are powerful and instructive.
Each chapter of the thesis hits upon at least two of these central themes. In chapter 2
we utilize molecular dynamics simulations and theory to build on the fundamental
understanding of lattice defect kinetics. We first show that the kinetics of full disloca-
tions (atomistic line defects) are very similar to those of twinning partial dislocations.
Additionally, we provide a simple mechanism-based model demonstrating that the ki-
netics of these twins (atomistic planar defects) are governed by a combination of the
discrete kinetics of these twinning dislocations as well as their population density.
The relationship between the kinetics of dislocations and twins has a number of im-
plications for the high-rate deformation of materials that twin.
In chapter 3, we continue with the theme that kinetics of one defect are governed by
lower length-scale defects; here, exploring the relationship between dislocation kinetics
and void dynamics (volumetric defects). Implementing a dislocation-based viscoplas-
ticity model (proposed by Austin and McDowell [10]) in our simple mechanism-based
void growth framework, we are able to define the regimes in which a combination
of mobile dislocation densities and dislocation kinetics directly govern the kinetics
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of void growth. The consequence of this fundamental relationship has a number of
experimentally-observable implications that are discussed.
One significant prediction of the mechanism-based model developed in chapter 3
is the eventual shutdown of void growth due to an exhaustion of the supply of mo-
bile dislocations. Chapter 4 provides a discussion of one particular mechanism for
replenishing the supply of mobile dislocations in the vicinity of the void: disloca-
tion emission. This emission-driven replenishment allows voids to continue growing
past the shutdown point discussed in chapter 3. Additionally, chapter 4 provides
an argument for how the activation of dislocation emission enables extremely small
nanovoids to grow and contribute to the dynamic failure of ductile metals, the con-
sequences of which are studied in chapter 5. However, prior to proceeding to these
implications it was necessary to provide a number of extensions to the state-of-the-
art mechanism-based model for dislocation emission, e.g. Lubarda [11]. In addition,
chapter 4 proposes a methodology for independently calibrating model parameters
and provides extensive model validation against molecular dynamics simulations.
Chapter 5 effectively incorporates the key findings of chapter 3 and chapter 4 into
a simple multi-scale mechanism-based framework for predicting the spall strength of
ductile metals. With this framework in hand, we are able to effectively demonstrate
the role of defect kinetics on dynamic ductile failure. Under the most extreme loading
conditions (& 107 s−1), the dynamic failure response is governed by a hierarchy of
mobile defects on cascading length scales. Under somewhat less extreme loading
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conditions (. 106 s−1), the material microstructure, e.g. second-phase particles, grain
boundaries, triple junctions, etc., plays a more important role in the dynamic failure
response. Through this mechanism-based model we are also able to shed some light
on a number of traditionally perplexing observations in the literature and make some
predictions that may have technological significance.
Chapter 5 makes a number of assumptions that lead to a simplified analysis that
is very instructional and helps in the development of a general intuition about these
problems. Although these assumptions seem reasonable for the prediction of one-
dimensional spall failure, they may not be valid under more general loading conditions.
In chapter 6, we provide an extension of the mechanism-based framework to account
for arbitrary three-dimensional loading paths, anisotropic materials or crystals that
experience significant hardening, and a more rigorous treatment of the nonequilibrium
thermodynamics and inelastic dissipations.
In chapter 7, we turn our attention to a second extreme environment: our So-
lar System. In particular, we examine the competition between impact processes and
thermal processes on the surface evolution of near-Earth asteroids and similar celestial
bodies. The problem serves as an excellent example of the power of our simple multi-
scale mechanism-based approach. We provide a computationally-efficient framework
that is capable of resolving the short timescales associated with nonequilibrium ther-
mal transport, O(seconds), as well as the extremely long timescales associated with
breakup and fragmentation by gradual fatigue crack growth, O(104 − 109 years).
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Additionally, we account for the effect of material heterogeneities on the kinetics of
thermal fatigue crack growth. This particular application touches upon all three of
the common themes discussed earlier. Lastly, chapter 8 provides a summary of the
key findings and discusses some opportunities for future work.
15
Chapter 2
Kinetics of twin boundaries governed
by dislocation kinetics†
A complete description of high-rate, dynamic deformation of metals demands the
fundamental understanding and characterization of defect kinetics. Our understand-
ing of the kinetics of linear defects is extensive, see Hirth and Lothe [13] and references
therein. However, a similar level of understanding is lacking for the kinetics of planar
defects, e.g. twin boundaries, phase boundaries, grain boundaries, etc., as well as the
kinetics of volumetric defects, i.e. voids. Fortunately, the kinetics of planar and vol-
umetric defects may often be fundamentally related to the kinetics of linear defects.
In the present chapter we explore this relationship between linear and planar defect
†The present chapter is largely based on a publication by Daphalapurkar et al. [12]. The contri-
bution of J.W. was significant, particularly to the theoretical analysis and writing.
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kinetics by examining the kinetics of twin boundaries and their relationship to the
kinetics of twinning dislocations. In chapter 3 we demonstrate a similar relationship
between the kinetics of dislocations and dynamically growing voids.
Here we utilize molecular dynamics (MD) to characterize the twin boundary (TB)
kinetics in nickel, which serves as a model material for understanding TB kinetics in
face-centered cubic metals. The kinetics of twinning dislocations (TD) fundamentally
govern the TB kinetics, which share many common features with full dislocation kinet-
ics, including non-linear kinetics, stable propagation regimes and forbidden velocities.
However, we find that a TD experiences an additional drag (as compared to a full
dislocation) due to damping interactions with the TB; these characteristics are re-
flected in the TB kinetics. We show that in nickel, TB velocities are limited to ∼ 650
m/s, well below the shear wave speed. The insights gained from the MD simulations
inform our proposed kinetic relations for TD and TB, and we show how these kinetic
relations may be utilized in both macroscopic and crystal plasticity formulations.
2.1 Introduction and background
Twinning is an important deformation mechanism in a number of structural met-
als, such as nanocrystalline face-centered cubic metals (e.g. Al, Cu, Ni) [14–16],
hexagonal close packed metals (e.g. Mg, Ti) [17, 18], body-centered cubic metals
(e.g. Ta) under high loading rates [19] and advanced materials such as nanotwinned
17
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Cu [20] and ferromagnetic shape memory alloys [21]. A twin is a variant of its host
lattice and is bounded between twin boundaries and grain boundaries. For example,
in face-centered cubic (FCC) metals a twin can be bounded by a pair of Σ3 〈111〉
coherent twin boundaries, and on some other sides it can be bounded by a number of
dislocations (called twinning dislocations) to form a Σ3 〈211〉 incoherent twin bound-
ary, schematically shown in Fig. 2.1(b). A twin can accommodate a considerable
amount of plastic deformation as it grows in size, which is accomplished by motion
of the twin boundaries [22]. Fig. 2.1(a) shows the development of twins in shock
compressed Ni [23].
A particular mechanism for twin boundary (TB) motion in FCC metals involves
the glide of twinning dislocations (TDs) along the TB [24], schematically shown in
Fig. 2.1(b). Wang et al. [24] demonstrate this mechanism through in situ transmis-
sion electron microscopy experiments on Cu with pre-existing nanoscale twins. They
observed numerous TDs emitting in a sequential fashion from the intersection of a TB
with a grain-boundary [24]. This was also suggested by molecular dynamics (MD)
simulations [20].
In the case of dislocation motion, the kinetics at high velocities are commonly de-
scribed by Bv = τ |b|, where v is the dislocation velocity and B is the drag coefficient
(typically due to the interaction of dislocations with lattice phonons and electrons),
|b| is the magnitude of the Burgers vector and τ is the resolved shear stress along
b. This equation assumes that the barriers to motion are negligible compared to the
18
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Fig. 2.1: (a) Twins in shock-compressed Ni [23]. (b) Schematic for the development
of a twin, accomplished by nucleation and propagation of TDs. (c) TB model in this
work for MD simulations. (d) Specimen with a uniform shear stress, σxy := τ 6= 0,
while all other components were zero in the initial condition.
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applied shear stress. Results from MD simulations on Al using potentials based on
the embedded atom method have shown consistency with the range of experimental
values for the drag coefficient of a fast moving full dislocation [25]. The rate of plastic
deformation in metals that deform by dislocations is governed, in part, by the kinet-
ics of dislocations [25, 26]. Similarly, the rate of plastic deformation in metals that
deform by twinning is governed, in part, by the kinetics of twin boundaries. Charac-
terizing the TB kinetics (i.e. the stress-velocity relations for a TB) is an important
step towards understanding and controlling the dynamic response of metals. In this
chapter, we approach this objective using MD simulations.
The present knowledge of the kinetics of a TB in various metals is still in its
infancy. However, there have been a few notable investigations. Ghoniem and co-
workers [27] utilized MD to study TB motion and observed a stick-slip character
in the position history. However, this observation may not be fundamental to the
nature of TB motion, and is instead likely a manifestation of complicated stress wave
interactions that occur in their simulations. The stick seems to correspond with the
time required for stress waves to travel from the TB to the sample boundaries and
back again. Ghoniem et al. [27] extracted the TB kinetics from averaging numerous
such stick-slip events. Our study addresses the complications associated with stress
wave interactions through the utilization of a sample geometry with high aspect ratio
that does not permit interaction of reflected stress waves with the twin boundary,
further discussed in section 2.2.
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Abeyaratne and co-workers [28] proposed a mechanism-based model for TB kinet-
ics. Their model was shown to sufficiently capture the TB kinetics of shape memory
alloys observed in experiments [29] and MD simulations [30]. It is currently unclear
whether their model is only applicable to shape memory alloys or has broader utility.
This investigation confirms the applicability of Abeyaratne’s model for an FCC metal
within a particular regime.
The focus of the present work is to establish kinetic relations for a TB and TDs,
and to show how they are fundamentally related to one another. The velocity of a
TB is governed, in part, by the velocity at which the TDs propagate along the TB
[17]. Although no systematic studies of TD kinetics have been previously reported,
a substantial literature exists on the kinetics of full dislocations, e.g. Ni [25] and Cu
[26].
We exploit periodic boundary conditions to simulate an array of TDs gliding along
a single TB, further discussed in section 2.2. This array of TDs glides along the TB
generating a transient temperature field that is analyzed in subsubsection 7.3.2.1.
The TDs quickly achieve a nearly constant velocity, which non-linearly depends on
shear stress and linearly depends on temperature as discussed in section 2.4. Above a
particular critical shear stress, new TDs nucleate along the TB, allowing even faster
TB propagation, presented in section 2.5. In section 2.6, we discuss the implications
of our proposed kinetics relations for constitutive modeling, for both macroscopic and
crystal-level plasticity. Finally, section 2.7 summarizes the major findings.
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2.2 Molecular dynamics simulations
Here we utilize the LAMMPS ([31] lammps.sandia.gov) package for the present
MD simulations. An embedded-atom method potential [32] was used for FCC Ni,
which captures the elastic constants and the twin boundary energy from experiments,
and the generalized planar fault energy surface from density-functional theory calcu-
lations [33].
We model the motion of a TB by simulating a part of the twinned region indicated
by dashed lines in Fig. 2.1(b). Fig. 2.1(c) shows a schematic of the specimen geometry
with a TB at the interface between the top and the bottom parts of the specimen.
The MD simulations use specimens with two different widths (16 and 32 nm); the
height of the specimen is 230 nm. The FCC crystal structure of Ni was generated
using a lattice constant of a0 = 3.518Å. The crystal was oriented such that the
maximum resolved shear stress due to the applied shear was developed on the (111)
glide plane. Periodic boundary conditions were used all around the specimen, with
the exception of the Y-faces for which a fixed boundary condition was applied (since
the crystal orientations across the TB have a mismatch). Adopting the method of
Serra and Bacon [34], we create a TB and insert a TD on the TB-plane. The TD
constructed using this procedure can successively glide over multiple glide planes,
effectively modeling a specimen with an infinite width. The specimen was relaxed to
a pressure of ≈ 0.1 MPa. Simulations were conducted using a constant volume and
energy ensemble (adiabatic conditions) at ≈ 0 and ≈ 300 K temperatures.
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Fig. 2.2: Atomistic snapshots of a pre-existing twin boundary with a twinning
dislocation in Ni. (a) Spatial arrangement of atoms belonging to the TB and the core
of the twinning dislocation. (b) Shear stress (σxy := τ) field and (c) Normal stress
(σyy) field around a twinning dislocation.
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A common neighbor analysis [35] coloring scheme was adopted for atoms based
on the local crystal structure which helped distinguish atoms belonging to the TB
and the core of the twinning dislocation (TD). The X-position of the TD core was
tracked, and the velocity history of the TD was then calculated by applying a (two-
point) moving average and then taking a time-derivative of the X-position history.
The position history of the TB was calculated by averaging the Y-position of all the
atoms that belong to the TB. The TB velocity was calculated from the slope of a
straight-line fit to the linear portion of the position history.
The tensorial stress σ was calculated at a spatial point using the Virial theorem
[36, 37] and was averaged temporally over 1 ps. Shear stress σxy and normal stress σyy
intensities around a TD are shown in Figs. 2.2(b) and (c). The local shear stress σxy
across the TB was calculated by averaging σ over a 3 nm height window (extended
over the entire width and thickness of the specimen) in the vicinity of the moving
TB. For convenience, we will use the symbol τ to represent the applied shear stress
σxy in the remainder of this chapter.
Due to crystal anisotropy, the portions of the specimen on either side of the
TB respond to the shear (-γxy) differently [38]. The bottom and the top portions
of the specimen experience this shear in the [121] anti-twinning and [121] twinning
directions, respectively. Shearing a nickel specimen (without any TB) to large strains
gives different responses along the two directions, as shown by stress-strain curves in
Fig. 2.3. In the anti-twinning direction, the crystal has a stiffer stress-strain response
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and can sustain a higher value of shear stress (12 GPa, dislocations are nucleated
above this value) compared to the twinning direction, which is relatively compliant
and can sustain a shear stress of only 7 GPa. When both variants are incorporated in
a specimen with a TB (Fig. 2.1(c)), TDs were nucleated at the TB at a critical value
of shear stress (we refer to this as τnuc = 6.4 GPa). These TDs assist in moving the
TB towards the relatively compliant side of the crystal.
The TB was subjected to shear by applying a uniform shear stress to the entire
Fig. 2.3: Stress-strain curves for Ni in simple shear along [121] twinning and [121]
anti-twinning directions indicating orientation dependence of response in shear at
large strains. A uniform shear stress, σxy, is applied to the specimen in the initial
condition by subjecting the top and the bottom portions of the specimen (the variants
of the crystal) to shear strains γtop and γbottom, respectively, schematically shown in
Fig. 2.1(d)
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specimen in the initial condition. To accomplish this, the invariants were indepen-
dently subjected to uniform shear strains using Fig. 2.3 as reference, such that τ 6= 0
and all other components of the stress tensor were relaxed to zero, as in Fig. 2.1(d).
The shear stress in the top portion of the specimen was not allowed to exceed τnuc.
A number of MD simulations were performed at various initial values of the applied
shear stress, ranging from τ = 10 MPa to 12 GPa. These stress values and the
corresponding values of TD and TB velocities were used to construct kinetic plots.

































Fig. 2.4: Shear stress profile as a function of Y-position (specimen height), averaged
over the specimen width and thickness, presented at three different times for the
representative simulation (specimen width 32 nm). These snapshots show the stress
release wavefront emitted by the moving TB; these waves reflect from the specimen
boundaries (on the top and the bottom) and eventually interact with the TB. The
average value of local shear stress at the TB is initially (at t=0) 6.2 GPa and the
steady state value is 5.8 GPa
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relaxes as the TB begins to move [39]. The process of TB motion is highly dynamic,
with the moving TB emitting stress-release waves, as shown in Fig. 2.4. These stress
waves will eventually interact with the TB after reflection from the top and bottom
sides of the specimen (see Fig. 2.1).
The TB moves one atomic plane each time a TD traverses the sample width,
schematically shown in Fig. 2.1(c). The periodic boundary conditions in our simula-
tions can be considered as the surrogates for the grain boundary (shown by dashed
lines in Figs. 2.1(b) and (c). The TD moves on to the next glide plane when it crosses
the periodic boundary conditions. These apparent TDs that exit and re-enter into
the specimen are eqivalent to having a continuous source of TDs of frequency vTD/w,
where vTD is the TD velocity and w is the specimen width.
Under steady state conditions and when no new TDs nucleate, the shear stress
across the TB and the velocity of the TD reach a steady value. Nucleation of new
TDs creates a locally non-uniform stress field, in which case, extracting a local shear
stress across the TB is not trivial. For this reason we choose to represent our kinetics
plot using the initial applied shear stress.
By using a sufficiently large specimen height, we were able to ensure that the
moving TB was able to sustain the steady state motion over a sufficient time duration
before it interacted with the reflected waves (the wave interaction time was 65 ps, see
Fig. 2.4). Velocities of the TD and TB were extracted from the MD simulations for
different values of initial applied shear stress, discussed in the next section.
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2.3 Transient temperature field around a glid-
ing dislocation
As discussed in the previous section, special care must be given to the interpreta-
tion of molecular dynamics simulations that are inherently nonequilibrium in nature.
In addition to the nonequilibrium stress waves generated in the MD simulations (see
Fig. 2.4), one must also consider the nonequilibrium temperature field generated
around the gliding dislocations.
The MD simulations provide some measure of the temperature rise averaged over
the simulation domain. However, it is theoretically possible for a highly localized
transient temperature field to develop around the gliding dislocations in the MD
simulations since they involve such extremely short timescales. This local temper-
ature field in the vicinity of the dislocation could potentially be much higher than
the temperature averaged over the entire MD simulation domiain, and this could
significantly complicate the interpretation of the temperature-dependent dislocation
kinetics observed in MD simulations. For this reason, we provide here a simple con-
tinuum analysis intended to demonstrate that this effect is negligible unless the shear
stresses (and dislocation velocities) are exceedingly high.
The isotropic continuum heat equation is expressed as
ρcp∂tϑ(x, t) + q(x, t) = k∇2ϑ(x, t), (2.1)
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where ϑ is the local absolute temperature, q(x, t) is the strength of a heat source, ρcp
is the heat capacity per unit volume, and the thermal conductivity is denoted as k.
The problem is approximated as two-dimensional with the TD taken to be parallel
to z-axis. The gliding TD produces a line heat source located at x = xp and y = 0
moving at a constant velocity vd in the x-direction. The rate of elastic strain energy
dissipated per unit dislocation length may be approximated as
q(x, t) = τ |b|vdδ(x− xp)δ(y), (2.2)
where τ is the xy-shear stress, |b| is the magnitude of the Burgers, and δ(·) is the
Dirac delta function. Since the MD simulations are initiated from absolute zero the
initial condition is simply ϑ(x, t = 0) = 0 K. The MD simulations make use of the
microcanonical (NVE) ensemble; therefore, the corresponding continuum adiabatic
boundary conditions are taken as ∂tϑ(x = ±Lx, y, t) = 0 and ∂tϑ(x, y = ±Ly, t) = 0,
where 2Lx and 2Ly are the width and height of the simulation domain. The solution






Amn(t) cosλmx cosλny, (2.3)




λ2mn cosλmxp + λmvdκ
−1 sinλmxp − λ2mn exp−λ2mnκt







with κ ≡ kρ−1c−1p being the thermal diffusivity, λ2mn ≡ λ2m+λ2n, and wmn is expressed
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4 for m = n = 0
2 for m 6= n = 0 or n 6= m = 0
1 for m 6= n 6= 0.
(2.5)
Fig. 2.5 provides numerical calculations of Eq. (2.3) giving the change in tempera-
ture field for a twinning dislocation gliding at a velocity vd = 2260 m/s corresponding















































































































































































Fig. 2.5: Contours of the change in the transient temperature, i.e. ϑ(x, t)−ϑ(x, t = 0),
field generated around a gliding dislocation at various time increments corresponding
to dislocation positions at (a) xp = 4nm, (b) xp = 8nm, (c) xp = 12nm, and (d) xp =
16nm. Model parameters: τ = 1 GPa; vd = 2260 m/s; |b| = 0.144 Å; ρcp = 3.92× 106
J m−3K−1; κ = 2.32× 10−5 m2s−1; Lx = 16 nm;Ly = 115 nm.
30
CHAPTER 2. TWIN BOUNDARY AND TWINNING DISLOCATION KINETICS
that the magnitude of the temperature is highest in the vicinity of the gliding dislo-
cation. However, on the timescales of interest to our MD simulations (. 70 ps) the
highest temperature rises achieved in the immediate vicinity of the dislocation are
negligible for shear stress at or below about 1 GPa (corresponding to a dislocation
velocity at or below about 2260 m/s in nickel).
For the purposes of theoretical analysis it proves useful to compute a spatially
averaged local temperature, ϑ̄(t), around a moving dislocation. We take the spatially








ϑ(x− xp, y, t) dx dy, (2.6)
where 2`x and 2`y are the width and height of a moving averaging window centered
around the TD located at (xp, 0). The spatially averaged local temperature ϑ̄(t)








{sinλm(`x + xp) + sinλm(`x − xp)} cosλn`y. (2.7)
Since some measure of ϑ̄ is required for determining the magnitude of phonon
damping (see Eq. (2.9)), the size of the averaging window associated with phonon
damping should be on the order of the phonon wavelengths, and is thus chosen as
`x = `y = 1 nm for these type of calculations. Alternatively, by setting `x = Lx and
`y = Ly, Eq. (2.9) may also be utilized to compute the transient temperature aver-
aged over the entire simulation domain. Fig. 2.6 demonstrates the evolution of this
average temperature in the simulation domain. The agreement with the temperature
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evolution observed in molecular dynamics simulations is noteworthy. The local aver-
age temperature in the immediate vicinity of the gliding dislocation is also obtained
from Eq. (2.7) only with `x = `y = 1 nm. At about 200 ps this local temperature rise
(a)



















ℓx = ℓy = 1 nm
ℓx = Lx; ℓy = Ly
(b)





















ℓx = ℓy = 1 nm
ℓx = Lx; ℓy = Ly
MD calculations
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ℓx = ℓy = 1 nm
ℓx = Lx; ℓy = Ly
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ℓx = ℓy = 1 nm
ℓx = Lx; ℓy = Ly
Fig. 2.6: Evolution of average temperature field in simulation domain, i.e. Eq. (2.7)
with `x = Lx = 16 nm and `y = Ly = 115 nm, and local average temperature in the
immediate vicinity of a gliding dislocation, i.e. `x = `y = 1 nm. Dislocation velocities
are considered corresponding to the various kinetic regimes (a) linear subsonic (τ =
0.2 GPa), (b) nonlinear subsonic (τ = 1.0 GPa), (c) intersonic (τ = 4.0 GPa), and
(d) supersonic (τ = 6.2 GPa). Model parameters: |b| = 0.144 Å; ρcp = 3.92 × 106 J
m−3K−1; κ = 2.32× 10−5 m2s−1.
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is found to be about twice the temperature rise averaged over the simulation domain.
Although this effect is negligible for dislocations gliding in the subsonic regime, it
may be very important in the analysis of dislocation kinetics in the intersonic and
supersonic regimes.
The TD velocities reported in section 2.4 are obtained from MD calculations by
averaging the TD velocity over a time period of 20−70 ps, for which the TD velocity
is nearly constant. Over this time period, calculations of ϑ̄(t) from Eq. (2.7) predict
local temperature rises of ∆ϑ̄ . 1 K within the linear subsonic regime of TD kinetics,
and ∆ϑ̄ . 15 K within the non-linear subsonic regime (see Fig. 2.6). Therefore,
at least within the linear regime, phonon damping should be negligible in our MD
calculations that are initiated from 0 K.
2.4 Kinetics of twinning dislocations
A representative result from MD for an applied shear stress of τ = 6.2 GPa
is shown in Fig. 2.7. The TD attains a steady state within a short time (a few
picoseconds). From a purely geometric stand point, the TB velocity is governed by







where |bp| is the magnitude of the TD Burgers vector and is related to the lattice
constant a0 (for FCC, |bp| = a0/
√
3), `p is the mean spacing between TDs along the
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TB (`p = w in our MD model), vTD is the TD velocity, and the spacing between the
glide planes is |bp|
√
2 for FCC metals.
The observed TD velocities are shown in Fig. 2.8 for a range of shear stress values.
To our knowledge, this is the first measure of the dynamics of a twinning dislocation
over such a wide range of stress values. TD kinetics share many of the same char-
acteristics with full dislocations, as will be discussed further in subsequent sections.
The critical value of shear stress required for nucleation of a TD partitions the kinet-
Fig. 2.7: Results from a representative simulation for twin boundary motion under
an initial applied shear stress of 6.2 GPa. The TD accelerates and reaches a steady
velocity in ≈ 0.005 ns, after which the velocity of TD and the slope of the TB
displacement history are nearly constant over a time duration of ≈ 0.06 ns. The
stress waves reflected from the specimen boundaries interfere with the moving TD
beyond time > 0.065 ns.
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ics plot for a TB (Fig. 2.11) into two regimes: the propagation regime for τ < τnuc,
and the nucleation dominated regime for τ ≥ τnuc (where τnuc is the shear stress for
nucleating a TD). TB motion in the propagation regime occurs due to the motion of
a single pre-existing TD; in the nucleation regime new TDs nucleate and contribute
to the TB motion. In the propagation regime (i.e. no new TDs nucleate), the mean
spacing between TDs is trivially given by `p = w. The velocities of the TD and the
TB are consistent with Eq. (2.8). Within the nucleation dominated regime, it should
Fig. 2.8: Kinetics of a twinning dislocation in Nickel for different specimen widths,
at 0 K and 300 K temperatures. Horizontal lines in black are the wave speeds and
the dashed line is the Eshelby speed, all based on the linear elastic constants for Ni.
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be noted that Eq. (2.8) is still applicable; however, determination of `p and vTD is
no longer trivial. Indeed, the conservative movement of a TB (no atomic diffusion)
occurs solely by the glide of TDs, and therefore TB velocity depends on both, the
nucleation and the velocity of TDs. In the subsections that follow, we present obser-
vations on the velocities of a TD, their comparisons with those of a full dislocation,
and analytical models to describe the kinetics of a TD and a TB.
In Fig. 2.8, the TD is moving along the [121] direction, and we expect the 〈211〉
material wave speeds to influence TD velocities. The maximum shear stress in this
plot was restricted to τnuc, because above this value additional TDs nucleate and their
interacting stress fields complicate the analysis. The longitudinal and transverse wave
speeds for Ni [40] based on the linear elastic constants are shown using solid lines.
The procedure used for calculation of the wave speeds is included in the appendix of
[12]. The terminologies subsonic, intersonic and supersonic in this chapter refer to
regimes of dislocation velocities below the lower of the two transverse wave speeds
〈211〉 vT2, in between the higher of the two transverse wave speeds 〈211〉 vT1 and the
longitudinal wave speed 〈211〉 vL, and above the longitudinal wave speed, respectively.
The TD velocity increases linearly with shear stress, for vTD < 1700 m/s. The
velocity is nearly independent of the specimen width. Below 0.01 GPa, the TD is
unable to overcome the Peierl’s barrier. At stresses above 1.5 GPa, the TD velocity
increases and has a tendency to saturate below the transverse wave speed, 〈211〉 vT2.
This behavior is similar to that of a full dislocation (Ni [25] and Cu [26]), for which
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the radiation and/or relativistic effects dominate. The saturation velocity in the
subsonic regime was (> 0.93 × vT2), somewhat higher than reported values for the
full dislocation (∼ 0.9× vT2, [25]).
With a further increase in the shear stress above 2.4 GPa, the TD can achieve
steady state velocities above the transverse wave speed. Like full dislocations, a
TD can move with velocities in the intersonic regime and the supersonic regime. The
transition into these regimes does not occur in a smooth fashion because (from energy
considerations) the material wave speeds act as forbidden velocities at which steady-
state propagation is not permitted (see discussion in [25] and references therein). A
TD achieves the transition between the regimes by undertaking discrete jumps [41]
across the transverse wave speeds and the longitudinal wave speed. This behavior
of a TD (which in our work has a pure edge character) is similar to that of a full
dislocation of an edge character [25].
In the intersonic regime, the TD velocity experiences a plateau (independent of the
shear stress), and the velocities vary slightly within a narrow range for the values of
shear stress from 2.6 through 5.2 GPa. The TD velocity experiences a single plateau
compared to two such plateaus observed for a full dislocation [25]. Increasing the
shear stress beyond 5.2 GPa the TD velocity encounters a second discrete jump to
7000 m/s in the supersonic regime, and thereafter a moderate increase in the velocity
with stress was observed.
In the intersonic regime, theoretical analysis by Weertman [42] suggests stable
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dislocation velocities in the regime that is typically bounded between the Eshelby
velocity (defined as
√
2× shear wave speed for an isotropic material) and the longi-
tudinal wave speed. The analysis further suggests that the velocity regime between
the transverse wave speed and the Eshelby velocity is inherently unstable. Indeed,
the intersonic velocities of the TD were found to be bounded between the Eshelby
velocity
√
2 〈211〉 vT1 and the longitudinal wave speed 〈211〉 vL (Fig. 2.8). Our MD
results are in agreement with Weertman’s analysis. No TD velocities were observed
between
√
2 〈211〉 vT1 and 〈211〉 vT2. Note that, under such high stresses there exists
a mismatch of elastic constants across the TB (see section 2.2); the TB itself is a
bimaterial interface. Weertman’s solution for a steadily moving dislocation on a bi-
material interface [43] should ideally be modified to account for the non-linear elastic
constants and the anisotropy of the crystals. However, this is beyond the scope of
this chapter.
Much literature [25] exists on modeling full dislocation kinetics below the shear
wave speed in an isotropic material. However, the same understanding does not yet
exist for a TD in a anisotropic material. Building on the kinetics relationship for full
dislocations established by [25], we propose a similar relationship for the kinetics of
a TD in the propagation regime, i.e. 0 ≤ vTD < vT2:




|bp|−1〈vTD − vmin〉+ βRad|bp|−1〈vTD − v0〉3/2, (2.9)
where 〈·〉 is the Macaulay bracket, ϑ̄ is the mean temperature in the vicinity of the
TD, τy is the critical resolved shear stress for the slip system of interest, vT2 is the
38
CHAPTER 2. TWIN BOUNDARY AND TWINNING DISLOCATION KINETICS



















CM : θ = 0K
MD : θ = 0K
CM : θ = 300K
MD : θ = 300K
Fig. 2.9: Agreement of MD prediction and our model Eq. (2.9) for twinning dislocation
(TD) kinetics.
lowest transverse wave speed (〈211〉 vT2, in this work), and βTB, βFD, βRad, vmin and v0
are fitting parameters. The temperature dependent phonon damping coefficient [10],
typically denoted as B0, is equivalent to βFDϑ̄ in our nomenclature. As noted in [25],
the final term in Eq. (2.9) accounts for the non-linear regime that is assumed to be
governed by radiation damping. Results from MD indicate the TD must experience
relatively higher amount of damping compared to a full dislocation (Fig. 2.10). We
propose an additional damping term, i.e. βTB, related to damping interactions with
the twin boundary. It should be noted that Eq. (2.9) ignores the contribution of
electronic drag [44], which is not captured by classical atomistic potentials, but should
be accounted for in the analysis of TD in real metals at low temperatures.
Leibfried [45] modeled the phonon damping coefficient as B0 = 3kbϑ̄z/20vT |bd|2,
where kb is the Boltzmann constant, z = 4 (for FCC) is the number of atoms per unit
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s) TD − Proposed model
TD − MD prediction
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Fig. 2.10: Comparison of the drag coefficients (in the linear regime) for a full dis-
location (FD) and a twinning dislocation (TD), and comparison of their tempera-
ture dependence. The Leibfried model for the drag coefficient [45] is expressed as
B0 = βdϑ̄ = 3kbϑ̄z/20vT |bd|2, while our proposed model (see linear part of Eq. (2.9))
is expressed as βTB + 3kbϑ̄z/20vT |bd|2. The MD simulations for full edge dislocations
(open circles) are reported in [46].
cell, and vT is the shear wave speed. Leibfried’s model is utilized here in determining
βPh, and seems to be applicable to TD in addition to full dislocations. For cubic Ni,
we used the lower of the two transverse wave speeds vT = 〈211〉 vT2 = 2790 m/s.
Fitting our MD results to Eq. (2.9), we find βTB = 19.2 µPa-s, which is comparable
to B0 at ∼400 K (see Fig. 2.10). We also found vmin = 390 m/s for a TD; note that
vmin for a full dislocation is typically zero. Here the MD simulations are initiated
from 0 K and 300 K; therefore, damping associated with the TB mostly governs the
TD kinetics in the linear regime. Fitting Eq. (2.9) in the non-linear regime we obtain
βRad = 10.1 µPa-s3/2m−1/2; v0 = 1770 m/s for 0 K and v0 = 1950 m/s for 300 K,
which are both similar to the values for full dislocations in Ni, although, v0 was found
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to be temperature independent for full dislocations [25].
Fig. 2.9 demonstrates the agreement between Eq. (2.9) and the MD simulations.
The TD velocity decreases with temperature in the linear (drag-dominated) portion
of the TD kinetics due to phonon damping. A crossover was observed for the TD
kinetics at 0 and 300 K; this happens as the velocities transition from drag-dominated
to the radiation-dominated regime. This crossover is not observed in case of a full
dislocation [25], but the observed crossover could be an artifact of the atomic potential
and may not necessarily be physical. TDs thus share many of the qualitative and even
some quantitative features of full dislocations. The additional dislocation damping
associated with the TB is unique to TD and must be accounted for appropriately.
2.5 Kinetics of twin boundaries
Fig. 2.11 shows the kinetics for the TB obtained fromMD simulations. In the prop-
agation regime (τ < τnuc = 6.4 GPa), the TB velocity is governed by the velocity of
the TD and the spacing between the TDs (`p). The values of TB velocities in Fig. 2.11
and the TD velocities in Fig. 2.8 are consistent with Eq. (2.8). Eq. (2.8) shows that
the kinetics of a TB should include the kinetics of a TD (given by Eq. (2.9)).
In the nucleation-dominated regime (τ ≥ τnuc = 6.4 GPa), multiple TDs nucleate
and assist in moving the TB. The TB kinetics is independent of the specimen width,
w, in the nucleation-dominated regime. The velocities of TB are limited to below
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≈650 m/s in Ni. Our value of τnuc is in fair agreement with experimental observations
of Murr [23], who observed numerous twins after shock compressing Ni to pressures
of ∼ 30 − 35 GPa (which correspond to a shear stress in the range 8.2 − 9.6 GPa).
Additionally, dislocation loop analysis predicts the transition from slip to twinning
dominated deformation for Ni occurs at ≈ 7.4 GPa (estimated from reported pressure
of 27 GPa) [23].
Following the model proposed by Abeyaratne and Vedantam [28] for TB kinetics
in SMAs, the kinetics of TB in FCC metals in the nucleation-dominated regime may
Fig. 2.11: Kinetics of a moving twin boundary in Nickel.
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Fig. 2.12: Kinetics of a twin boundary with and without a pre-existing twinning
dislocation (TD). Abyeratne and Vedantam [28] fit to the data from MD yields fol-
lowing constants: vTB0 = 105 m/s, ξ = 204 m/s and τnuc = 6.4 GPa for TB with a
pre-existing TD; vTB0 = 300 m/s, ξ = 174 m/s and τnuc = 6.8 GPa for TB without
a pre-existing TD. The root mean square errors are 21.5 m/s and 16.45 m/s for the
fits to the data with and without a TD.
be modeled as
vTB = vTB0 + ξ
√
|τ | − τnuc for τnuc ≤ |τ | ≤ τhom, (2.10)
where ξ = 180 m/s GPa−1/2, τhom = 12 GPa, and vTB0 = 200 m/s is the velocity of
the TB corresponding to |τ | = τnuc = 6.4 GPa. The agreement with MD predictions
may be seen in Fig. 2.12. Above a critical shear stress of about |τ | = 12 GPa,
additional dislocations homogeneously nucleate in other parts of the specimen leading
to multiple TBs. This critical shear stress is in fair agreement with the expected stress
for homogenous nucleation of dislocation, i.e. |τ | = τhom ∼ µ/10 ≈ 12 GPa.
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2.6 Implications for crystal plasticity
The typical plastic deformation mechanism in metals is either slip, twinning, or
a combination of both. Provided a material has sufficient TDs, the results of the
propagation regime seem to indicate that twinning is always competitive with slip,
as the stress required to overcome barriers to TD motion is not much different than
that required of a full dislocation (at least in FCC metals) . However, experiments
show that conventional FCC metals only twin under the most extreme of dynamic
loading conditions, i.e. over-driven shock compression. Clearly, this is due to the fact
that FCC metals do not typically contain pre-existing TBs and TDs, and nucleating
them requires very large shear stresses. Using MD, we additionally characterized the
kinetics of a TB without a pre-existing TD (Fig. 2.12). Our observed TB kinetics
of Ni are in qualitative agreement with those of shape memory alloys experimentally
observed by Faran and Shilo [21]. Both demonstrate the presence of a threshold
nucleation stress for TDs (τ ′nuc, without a pre-existing TD), although this threshold
stress is an order of magnitude smaller in shape memory alloys as compared to Ni.
Provided a metal is able to generate TDs and TBs, the kinetics of TB motion will
partially govern the response of metals subjected to high strain rates. Generalizing
the tensorial Orowan’s relation [22] to account for both slip and twinning, we propose
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a relationship for the norm of the plastic rate of deformation tensor as
∣∣∣∣∣∣Ḟ pF p−1∣∣∣∣∣∣ =

ρd|bd|v̄d + |bp|`t`p v̄TD for τy ≤ |τ | < τnuc






|τ | − τnuc for τnuc ≤ |τ | ≤ τhom,
(2.11)
where `t is the mean spacing between TBs, γt is the twinning shear (1/
√
2 in FCC),
and ρd, |bd|, and v̄d are the dislocation density, Burgers vector magnitude, and mean
velocity of the full dislocations, respectively. Eq. (2.11) provides a description for
the evolution of plastic strain due to a density of twins propagating in a self-similar
manner and a density of full dislocations (mobile). The equation assumes an additive
decomposition of total plastic strain, and the strains due to propagating TBs and
full dislocations independently contribute to the total strain without influencing one
another. Note that Eq. (2.11) assumes that the TB traverses the entire crystal;
if this is not the case then Eq. (2.11) must be generalized to also account for the
twin boundary tip velocity. Similar to Clifton [47], the mean TD velocity is defined
such that v̄TD = ¯̀O(tw + tg)−1, where tg = ¯̀O/vTD is the time TD spends gliding
between obstacles of spacing ¯̀O, and tw is the time TD spends waiting at obstacles (a
thermally-activated process typically modeled by an Arrhenius relation). The gliding
velocity of TDs between obstacles is governed by Eq. (2.9) up to the lowest forbidden
velocity (vT2).
Our proposed kinetics relations are also useful in slip-twinning crystal plasticity
formulations [48]. These formulations require constitutive relations for the rate of
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change of volume fraction ḟj of each twin variant j. This constitutive relationship
is essential as it partially governs the rate-sensitivity of the material and thus lo-
calization phenomena; however, ḟj is typically phenomenological in nature and thus
has limited predictive capability. We propose a more fundamental, mechanism-based
relationship for the evolution of the volume fraction of twin variants based on the






















|τ j| − τ jnuc for τ jnuc ≤ |τ j| ≤ τ jhom,
(2.12)
where ag is the spacing between glide planes. A kinetics relation similar in form to
Eq. (2.9) governs vjTD, the velocity of TDs gliding between obstacles, which is utilized








Completeness of the constitutive formulation (either macroscopic plasticity Eq. (2.11)
or crystal plasticity Eq. (2.12)) requires evolution equations, i.e. ˙̀t and ˙̀p, similarly to
those proposed for ρ̇d in [10]. These evolution equations are beyond the scope of the
current chapter; however, examination of some limiting cases is useful. If ρd`t`p ∼ 1, in
the drag regime twinning will contribute slightly less to the rate of plastic deformation
as compared to slip, since vTD < vd due to the additional damping experienced by TDs
(see Fig. 2.10), i.e. βTB 6= 0. On the other hand, if ρd`t`p >> 1 then slip dominates
the plastic deformation, which is the case for conventional FCC metals under all but
the most extreme loading conditions, e.g. over-driven shock compression. However,
this is clearly not the case for metals that are susceptible to twinning at quasi-static
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loading rates, e.g. some shape memory alloys, some hexagonal close packed metals
(Mg, Ti), and some nanocrystalline FCC metals (Cu). In the nucleation-dominated
regime (τnuc ≤ |τ | ≤ τhom), it is likely that twinning dominates the plastic deforma-
tion since many twinning dislocations are nucleated along the TB. For example, in Ni
we found the TB velocity to be 300 − 650 m/s in the nucleation-dominated regime,
which results in twinning plastic strain rates of 2 − 5 × 109 s−1 for `t = 100 nm, or
2−5×1010 s−1 for `t = 10 nm (see Eq. (2.11)). These extreme twinning plastic strain
rates are 1 − 2 orders of magnitude higher than what may be realistically achieved
through slip alone without homogeneous dislocation nucleation (|τ | < τhom) [10, 49].
Thus one may anticipate FCC metals to transition from slip-dominated deformation
to twinning-dominated deformation at some critical strain-rate.
2.7 Summary of key findings
Molecular dynamics simulations were utilized to understand the kinetics of a fast
moving twin boundary (TB). The current work demonstrates how the twinning dis-
location (TD) kinetics and the mean spacing between TDs fundamentally govern the
kinetics of a TB, see Eq. (2.8). The kinetics of a moving TD shares many common
features with the kinetics of a full dislocation: a linear (drag-dominated) regime of
velocity against shear stress with a linear dependence of the phonon drag coefficient
on the temperature, followed by a non-linear (radiation-dominated) regime with a
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tendency to saturate below the lowest transverse wave speed (the relativistic effect),
and an inability to sustain steady-state propagation velocities at the transverse wave
speeds (so called forbidden velocities). Similar to a full edge dislocation, an edge TD
can sustain to velocities above the transverse wave speed into the intersonic regime
and the supersonic regime (calculated using the linear elastic constants), and it does
so by undergoing discrete jumps across the lowest transverse wave speed and the
longitudinal wave speed, respectively.
The kinetics show some features that are specific to only TD. The saturation veloc-
ity in the subsonic regime was (> 0.93× vT2) higher than that for the full dislocation
(average 0.9vT2, [25]). At high stresses, considering the crystal anisotropic is crucial
to analyzing the TD kinetics. In the intersonic regime, the twinning dislocation ve-
locity experiences a single plateau independent of the stress, compared to two such
plateaus observed for a full dislocation [25]. TD velocities in the intersonic regime fall
between
√
2 〈211〉 vT1 and 〈211〉 vL, in agreement with the stable propagation regime
predicted by Weertman [42]. Of the two transverse wave speeds, the lower (〈211〉 vT2)
acts as a saturation velocity for TD velocities in the subsonic regime and the higher
(〈211〉 vT1) bounds the stable velocity plateau in the intersonic regime.
Under steady state conditions, the TB motion is smooth without any tendencies
to move in a stick-slip fashion, which was possible due to the tall specimen height
that precluded interactions with the reflected stress waves. In Ni, TB velocities are
limited to ∼ 650 m/s, well below the lowest transverse wave speed. Features from the
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kinetics of a TD are reflected within the kinetics of a TB. MD suggests an additional
damping due to the TB and influences the kinetics of the TD. In the nucleation-
dominated regime, the mechanism-based model of Abeyaratne and Vedantam, i.e.
Eq. (2.10), sufficiently captures the TB kinetics. A new kinetic relation is proposed
for a combination of a TB and a TD, i.e. Eqs. (2.11) and (2.12). The proposed model
for TB consists of TD kinetics, which is crucial to accurately model the response
of metals under dynamic and extreme loading conditions involving shock. The inte-
grated mechanism-based kinetics relation developed in this work may be applicable to




Void dynamics governed by
dislocation kinetics†
In chapter 2 we explored the role that dislocation kinetics play in governing the
kinetics of planar defects, e.g. twin boundaries. In the present chapter we examine
the role that dislocation kinetics and substructure evolution play in governing the
dynamic growth of volumetric defects, i.e. voids, under very high strain rates. In
particular, we account for the combined effects of relativistic dislocation drag and
an evolving mobile dislocation density on the dynamics of void growth. We compare
these effects to the constraints imposed by micro-inertia and discuss the conditions
under which each mechanism governs the rate of void growth. The consequences of
these constraints may be seen in a number of experimental observations associated
†The present chapter is largely based on a publication by Wilkerson and Ramesh [50].
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with dynamic tensile failure, including the extreme rate-sensitivity of spall strength
observed in laser shock experiments, an apparent anomalous temperate dependence
of spall strength, and some particular features of void size distributions on spall
surfaces. In addition, we provide a methodology for accounting for these effects in a
computationally efficient manner, which is then utilized in chapter 5.
3.1 Introduction and background
For the past five decades there has been an intense effort to describe and under-
stand the mechanical response of metals subjected to high strain rates, i.e. 103 −
108 s−1. More recently, there has been an increasing effort to understand the funda-
mental microscale processes governing the macroscale mechanical response of metals
subjected to very high strain rates, and to capture these processes in multiscale pre-
dictive models, e.g. Barton et al. [51]. A number of applications stand to benefit
from such understanding, e.g. personal and vehicular protection, nuclear stockpile
reliability, spacecraft shielding, vehicular crashworthiness, and advanced manufactur-
ing. Our aim here is to understand the role of dislocation kinetics in dynamic void
growth, the essential microscale process governing the dynamic tensile strength of
ductile metals.
Ductile failure of metals is known to be governed by the microscopic processes of
void nucleation, growth, and finally coalescence leading to fracture [52–56]. The ear-
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liest investigations regarded void nucleation as a cavitation instability in an otherwise
homogenous elastic-perfectly plastic [57, 58], non-linear elastic [59], or a power-law
hardening medium [60]. In his thesis Wu [61] extended these early instability analyses
to account for thermal softening, heat conduction, and strain gradient effects. Void
nucleation by cavitation instability has also been addressed in a number of molecular
dynamics studies, e.g. Belak [62], Rudd and Belak [63], Bringa et al. [64]. Recent work
[64–70] suggests that under extremely high tensile stresses, voids may also nucleate
from vacancy clusters. Nevertheless, the most widely accepted void nucleation mech-
anism is associated with second-phase particles [71, 72]. Hard inclusions, e.g. carbide
and oxide particles, may either internally crack or debond from the ductile metal
matrix, see [73–75]. Voids have also been seen to nucleate within soft inclusions, e.g.
sulfides [76]. For the purpose of the present work, it is sufficient to understand that
freshly nucleated voids are likely to have a broad distribution of initial sizes, ranging
from tens of nanometers (carbides and vacancy clusters) to hundreds of micrometers.
Subsequent growth of voids has been extensively studied and numerous microme-
chanical models have been proposed over the last five decades, with the most widely
used being the Gurson model [77] as well as the modified version that has come to be
known as the GTN model [78]. The early work analyzed the deformation of a single
void in an otherwise homogenous rate-independent, perfectly plastic medium [52, 53].
Viscoplasticity was later incorporated by a number of authors, e.g. [79–81], demon-
strating its stabilizing effect on the quasi-static void growth. Intense development of
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this class of viscoplastic porous models is currently underway at numerous research
centers.
Far less effort has been dedicated to understanding the dynamic growth of voids
under extreme loading conditions. Knowles and Jakub [82] were the first to incorpo-
rate inertia into a non-linear elastic spherical-shell analysis. Later, Carroll and Holt
[83] extended the analysis to a rate-independent, elastic-perfectly plastic material.
Johnson [84] incorporated material viscosity into the analysis and concluded that the
stabilizing effects of viscosity were greater than those of inertia for the cases consid-
ered. Cortés [85, 86] along with Wang [87] and Zheng et al. [88] performed similar
analyses for thermoviscoplastic materials and confirmed the relative importance of
rate-dependence. A comprehensive re-examination of the spherical-shell analysis was
provided by Wu in a series of papers [89–91] demonstrating in detail the relative im-
portance of inertia, rate-sensitivity, deformation hardening, thermal softening, and
strain-gradient effects. This work clearly demonstrated that viscoplasticity governed
the early stages of void growth; however, inertia quickly becomes the dominant sta-
bilizing force as the voids become large. Similar conclusions were drawn by Ortiz
and Molinari [92] on basis of energetics and later by Tong and Ravichandran [93, 94].
To the best of the authors’ knowledge, all previous spherical-shell analyses have uti-
lized simple power-law type rate-sensitivity models that are perhaps only applicable
in the thermally activated glide regime. Under extreme loading conditions, the rate-
sensitivity may be governed by dislocation drag and relativistic effects [10]. The aim
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of the current chapter is to address dynamic void growth in this regime.
The present chapter is organized as follows. In section 3.2, we provide motivation
for the need to incorporate dislocation drag and relativistic effects into the state-of-
the art of dynamic void growth models. A few key experimental observations as well
as micromechanical analysis indicates that dislocation drag and relativistic effects
are important factors in the dynamic tensile strength of metals at extreme strain
rates, i.e. & 5× 106 s−1. Section 3.3 provides a brief review of the dislocation-based
viscoplasticity model of Austin and McDowell [10], which is used in this chapter to
describe the constitutive behavior of the solid material surrounding a dynamically
growing void. Finally, section 3.4 ties everything together in a micromechanical dy-
namic void growth framework governed by both dislocation kinetics and micro-inertia.
Section 3.5 provides a discussion of the key results and addresses the implications of
the model as they pertain to experimental observations. This section also explores
the effects of various physical parameters on the rate of void growth, particularly
those that affect either dislocation mobility or substructure evolution. Attention is
also given to establishing regimes in which the physics permits particular assumptions
that reduce the complexity of the model. Lastly, a brief summary and key conclusions
are provided in section 3.6.
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3.2 High strain rate tensile failure and dis-
location drag mechanisms
There is strong experimental evidence that the dynamic tensile failure of metals
(e.g. through spallation) is strongly dependent on the rate of deformation at high
strain rates. For example, Fig. 3.1 shows the dependence of the spall strength on
tensile strain rate for the case of commercially pure aluminum. Although the results
in this figure are derived from two very different experimental techniques (plate im-
pact and laser shock) and there are some subtleties associated with the analysis of
each experimental type, it is apparent that the spall strength of commercially pure
aluminum increases rapidly with increasing rate of deformation at volumetric strain
rates ε̇v larger than 107 s−1. Note that a similar, although less drastic, rapid in-
crease in dynamic flow stress has been measured in the pressure-shear response of
commercially pure aluminum [95]. Defining the rate-sensitivity of spall strength as
m∗ , ∂ lnσ∗/∂ ln ε̇v, where σ∗ is the spall strength, Kanel et al. [96] observed that the
spall strength rate-sensitivity for commercially pure aluminum is approximately equal
to m∗ ≈ 0.06 over the strain rate range of 104 s−1 ≤ ε̇v ≤ 106 s−1, see Fig. 3.1(a).
A similar rate-sensitivity was observed by Fortov et al. [97] for aluminum foil over
the same strain rate range. The laser shock experiments of Cuq-Lelandais et al. [98]
examined higher strain rates and suggests slightly higher rate sensitivity of the spall
strength. The highest strain rates were achieved by Moshe et al. [99], who used laser
55
CHAPTER 3. VOID DYNAMICS GOVERNED BY DISLOCATION KINETICS
shock experiments with ultrashort pulses of 20 − 100 picoseconds to experimentally
measure spall strength at the extreme strain rates of ε̇v & 108 s−1. Over this range,
the measurements of Moshe et al. [99] show a spall strength rate-sensitivity of about
m∗ ∼ 1 for aluminum foil, see Fig. 3.1(a). Such a dramatic change in the spall strength
rate-sensitivity is suggestive of a transition in the underlying dominant mechanism.
Shear strain rates greater than 107 s−1 are often assumed to be affected by disloca-
tion drag and relativistic effects [5], and since void growth requires plastic flow at
the void surface, the experimental results in Fig. 3.1(a) suggest that dislocation drag
and relativistic effects may be important mechanisms in the spall strength of metals
above some critical volumetric strain rate of approximately ε̇v & 107 s−1. However,
since spall is related to void growth, it is unclear from these experimental observa-
tions alone whether this transition in mechanism is a) from thermally activated glide
to relativistic glide or b) from thermally activated glide to a micro-inertia dominated
regime.
The model of Wright and Ramesh [101] based on micro-inertia mediated void
growth, as well as the subsequent model [102] accounting for both thermally acti-
vated glide and micro-inertia, demonstrated success in modeling spall strength of
pure copper over a smaller range of strain rates 103 s−1 ≤ ε̇v ≤ 3× 105 s−1. However,
that approach underestimates the experimentally observed spall strength of copper
subject to extreme strain rates ε̇v ≥ 107 s−1 generated in laser-induced shock load-
ing experiments. Thus the existing models suggest that a transition to relativistic
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Temperature, ϑ : K
ε̇v = 3 × 10
6 s−1
ε̇v = 5 × 10
5 s−1
ε̇v = 4 × 10
4 s−1
Fig. 3.1: Experimental observations supporting the importance of dislocation drag
and relativistic effects on dynamic void growth and spall failure. (a) Dramatic change
in rate-sensitivity of spall strength in aluminum at extreme loading rates, and (b)
apparent change in the temperature dependence of spall strength in aluminum [100].
dislocation glide plays a role in the laser shock experiments presented in Fig. 3.1(a).
Another key experimental observation is the peculiar temperature dependence of
spall strength, shown in Fig. 3.1(b). Kanel et al. [100] showed that for 104 s−1 ≤ ε̇v ≤
106 s−1 the spall strength softens with increasing pre-heat temperature, presumably
due to increased thermal activation. However, their experimental results demonstrate
that for ε̇v & 3×106 s−1 the spall strength changes very little with increasing temper-
ature (provided the material remains entirely solid, i.e. ϑ/ϑm . 0.95, where ϑ is the
temperature and ϑm is the melting temperature). A similar temperature dependence
was observed by Clifton [47], who showed that the dynamic shear strength of mate-
rials increased with increasing temperature for shear strain rates & 5× 106 s−1. This
anomalous temperature dependence is attributed to increased dislocation drag due to
increased phonon damping at higher temperatures [103, 104]. Thus the temperature-
dependent results also suggest that relativistic dislocation drag may limit the rate
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Void size, a : nm
po − Rc r = 10 GPa
po − Rc r = 1.0 GPa
po − Rc r = 0.1 GPa
Fig. 3.2: Strain rates on the surface of a dynamically growing void constrained by
micro-inertia alone.
at which voids grow (and thus the resulting spall strength) at very high volumetric
strain rates.
The micromechanical analysis of Molinari and Wright [105] also supports the
need to account for dislocation kinetics in dynamic void growth models. Molinari
and Wright [105] were able to derive an analytic relationship for the void surface
velocity (ȧ, where a is the void radius) experienced by a dynamically growing void in








where po is the local macroscopic pressure, Rcr is the critical bifurcation pressure,
and ρ is the mass density of the material. The critical bifurcation stress was calcu-
lated by Huang et al. [60] and Wu et al. [90] as Rcr = 23σy
(
1 + ln ε′y
)
∼ 4σy. The
corresponding logarithmic Hencky equivalent strain rate on the void surface may be
expressed as ˙̃ε = 3ȧ/a (see section 3.4 for derivation). Substitution of Eq. (3.1) into
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this expression provides the associated surface strain rate as a function of the void
size and the current over-pressure, po−Rcr. The corresponding strain rate is plotted
in Fig. 3.2 as a function of void size for various over-pressures, and clearly demon-
strates the extreme surface strain rates experienced by the material at the surface
of a dynamically growing void constrained only by micro-inertia. At these extreme
strain rates dislocation kinetics are most certainly important, and micromechanical
models based on micro-inertia alone are insufficient. With these motivations in hand,
we develop a dynamic void growth model that incorporates the physics of dislocation
drag and relativistic effects.
3.3 Dislocation-based viscoplasticity
The growth of voids in ductile metals is accommodated by the plastic deforma-
tion of the surrounding matrix. Therefore, any effort undertaken to improve upon
micromechanics-based models for void growth must begin with the selection of an ap-
propriate plasticity model. For quasi-static void growth, this essentially comes down
to how accurately the hardening is captured, e.g. [106]. However, for dynamic void
growth the most essential element of the plasticity model is the rate-sensitivity [102].
Although several micromechanics-based models have demonstrated the effects of rate-
sensitivity on dynamic void growth [85, 86, 90], none have utilized a dislocation-based
viscoplasticity model explicitly developed for very high strain rates, i.e. 104−108 s−1.
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Later sections of this chapter will demonstrate that the utilization of such a viscoplas-
ticity model gives rise to novel, somewhat non-intuitive, macroscopic response. In the
current section, the essential elements of the dislocation-based viscoplasticity model
of Austin and McDowell [10] are summarized and, where necessary, augmented.
Assuming J2 flow theory with isotropic hardening, the tensorial form of Orowan’s





where dp is the rate of plastic deformation, b is the magnitude of the Burgers vec-
tor, Nm is the mobile dislocation density, v⊥ is the mean dislocation velocity at the
corresponding microscale material point, s is the deviatoric part of the Cauchy stress
tensor, τ , σvm/2 is an effective shear stress, and σvm ,
√
3/2 s : s is the von Mises
effective stress. The mean dislocation velocity is a function of the over-stress, τ − τµ,
where τµ is the athermal threshold shear stress required for dislocations to overcome
long-range glide resistance. For relatively pure FCC metals, the athermal threshold




where α0 is a dislocation-interaction parameter typically of order 1/2, µ is the temperature-
dependent shear modulus, and Nim is the density of immobile dislocations. For high
dislocation velocities, the over-stress line forces are balanced by the dislocation drag
force, i.e.
Bv⊥ = (τ − τµ) b, (3.4)
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where B is the dislocation drag coefficient. In order to account for relativistic effects







µ/ρ is the shear wave speed and B0 is the temperature-dependent
nominal drag coefficient that governs the kinetics in the linear regime, see Austin and
McDowell [10]. For ϑ & 100K, B0 is assumed to be governed by phonon damping
[103, 108], for which Leibfried [104] developed the expression B0 = 3kbϑz/20csb2,
where z is the number of atoms per unit cell and kb is the Boltzmann constant.
In addition to the time dislocations spend gliding, they also spend a finite amount
of time waiting at obstacles. However, at sufficiently high stresses the dislocations
overcome these obstacles without any assistance from thermal energy, and in this
case the waiting time may be ignored in comparison to the gliding time. Our present
interests are in this high shear stress regime, i.e. drag regime.
Following Austin and McDowell [49] evolution equations for the dislocation den-
sities may be constructed as
Ṅm = Ṅnuc + Ṅmult − Ṅann − Ṅtrap (3.6)
Ṅim = Ṅtrap − Ṅrec, (3.7)
where the subscripts nuc, mult, ann, trap, and rec refer to dislocation nucleation,
multiplication, annihilation, trapping, and recovery, respectively. Several groups are
current working to develop experimental and dislocation dynamics simulation capa-
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bilities to study the time-resolved evolution of the dislocation density components.
However, what follows is a physically-based framework that is assumed to sufficiently
capture the correct physics [10]:








where δmult and αann are model parameters and Λ is the effective mean free path of dis-
locations and decreases with increasing dislocation density, i.e. Λ−1 = αdis
√
Nim +Nm,
see [10]. Appropriate material properties and model parameters are given in Table 3.1
for OFHC copper, which will be utilized as a model material in the present study.
As in [10], recovery processes are ignored (Ṅrec = 0) due to the short time scales
of interest (< 1µs), which inhibit many thermally-activated processes such as climb.
The consequence of ignoring these recovery processes is that strain rate history effects
are not captured.
Both heterogeneous and homogeneous nucleation of new dislocation loops are dis-
cussed at length by Austin and McDowell [10, 49]. Homogeneous nucleation requires
a very large shear stress on the order of µ/10, which is likely to be achieved only
momentarily under shock compression conditions. Heterogeneous nucleation is more
likely to occur in the vicinity of dynamically growing voids. Note that if these voids
nucleated at stress concentrations, e.g. triple junctions and inclusions, these stress
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Table 3.1: Material properties and substructure parameters corresponding to OFHC
copper.
Material properties Substructure parameters
µ 48.4 GPa α0 1.0
ρ 8,924 kg m−3 δmult 42 mm−1
cs 2.33 km s−1 αann 0.5
b 0.256 nm αdis 0.012
concentrators are no longer available to assist heterogeneous dislocation nucleation
as the void grows. Heterogeneous nucleation may still occur if the local shear stresses
are large enough to emit dislocations from the surface of voids [64, 65, 67, 68, 70, 109],
but this mechanism likely requires very large pressures (∼5 GPa for copper). Due to
the extremely high pressures likely required we choose to ignore dislocation emission
in this chapter, and thus neglect both heterogenous and homogeneous nucleation, i.e.
Ṅnuc = 0. We revisit the issue of dislocation emission in chapters 4 and 5 where we
demonstrate the importance of this mechanism in governing extreme dynamic failure
of ductile metals.
63
CHAPTER 3. VOID DYNAMICS GOVERNED BY DISLOCATION KINETICS
3.4 Dynamic void growth governed by dislo-
cation kinetics
Consider a spherical void of radius a embedded within an otherwise solid sphere of
radius ro, as shown in Fig. 3.3. The spherical shell is subjected to a dynamic loading
of the pressure po on the boundary of the spherical shell, i.e. ṗo >> 0 at r = ro. We
develop a micromechanics-based model in this section to describe the rate at which
this spherical void grows, i.e. ȧ. The void growth rate is constrained by micro-inertia,
dislocation kinetics, and rate of substructure evolution. All of these elements are





Fig. 3.3: Schematic of a spherical void of radius a embedded within an otherwise solid
sphere of radius ro. Yielding of the spherical shell occurs above a threshold pressure,
i.e. po ≥ Rcr.
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3.4.1 Kinematics
Following the approach laid out by Knowles and Jakub [82] for an incompressible
spherical shell, consider a spherically symmetric motion of the form
x(X,t) = r(R, t)er, (3.11)
where x is the spatial position at time t of the material particle that was located at
X in the reference configuration, and r and R denote the radial coordinates in the
deformed and reference configurations, respectively. The material is assumed to be
plastically and elastically incompressible so that the current volume is equal to the
reference volume, i.e.
r(R, t)3 − a(t)3 = R3 − A3, (3.12)
where A denotes the radius of the spherical void in the reference configuration, and
a(t) = r(A, t) denotes the inner radius of the spherical shell at time t. Eq. (3.12)
implies that the motion of the spherical shell, r(R, t), is completely determined once
the inner radius of the spherical shell is known as a function of time, a(t). The
corresponding deformation gradient tensor, f , Gradx, is obtained through spatial




er ⊗ er +
r
R
(eθ ⊗ eθ + eφ ⊗ eφ). (3.13)
A multiplicative split of the total deformation gradient tensor is assumed such
that f = f efp, where fp is the plastic deformation gradient and f e is the corresponding
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elastic deformation gradient. Consistent with dislocation-based plasticity theory, we
take the plastic deformation to be incompressible, i.e. det(fp) = 1, implying
rp(R, t)
3 − ap(t)3 = R3 − A3, (3.14)
where rp and ap are the locations of material elements in the intermediate configura-
tion (originally located in the reference configuration at R and A, respectively). By




er ⊗ er +
rp
R
(eθ ⊗ eθ + eφ ⊗ eφ). (3.15)
The spatial velocity gradient l is given by






, le + lp. (3.16)





, is obtained as
d = −2 ṙ
r
er ⊗ er +
ṙ
r
(eθ ⊗ eθ + eφ ⊗ eφ). (3.17)
The plastic rate of deformation tensor dp is the symmetric part of lp , f eḟpfp−1f e−1
and is given by
dp = −2 ṙp
rp
er ⊗ er +
ṙp
rp
(eθ ⊗ eθ + eφ ⊗ eφ). (3.18)
Recall that the plastic rate of deformation tensor is governed by the dislocation-based
viscoplasticity model described in section 3.3. For the purpose of the present analysis,
the assumption is made that upon yielding the plastic rate of deformation is much
larger than the elastic rate of deformation, i.e. d ≈ dp.
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To maintain consistency with Austin and McDowell [10] it proves convenient to





ė′ : ė′, (3.19)
where e , ln
√
fTf is the logarithmic finite Hencky strain tensor and e′ is the devi-
atoric part of the strain tensor. Notice that our definition of equivalent strain rate
differs from the standard definition by a factor of 3⁄2. It is also worth noting that
for symmetric deformation gradient tensors (as in the present case), the logarithmic
Hencky strain rate tensor is identical to the rate of deformation tensor, i.e. ė = d, thus
Eq. (3.17) may be utilized in evaluating Eq. (3.19) to obtain ε̇ = 3ṙ/r. This expres-
sion for the strain rate may be expanded by obtaining ṙ from the time differentiation










where we have introduced here a short hand notation for referencing variables evalu-
ated on the void surface, e.g. ˙̃ε , ε̇|r=a = 3ȧ/a.
Substitution of Orowan’s relation, i.e. ε̇ = bNmv⊥, into Eq. (3.20) provides an












where the void surface notation just defined has been applied to the mobile dislocation
density and the dislocation velocity.
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3.4.2 Dynamics
For the spherically symmetric motion only the radial balance of momentum in the





(σθθ − σrr) = ρr̈. (3.22)






may be expressed as τ = 1
2
|σθθ − σrr| . Under tensile loading σθθ > σrr, thus Eq. (3.22)





τ = ρr̈. (3.23)
Based on the findings of Wu et al. [91], we assume isothermal conditions due to
the extremely fast thermal diffusion associated with the small length scales of void
growth; therefore, solving the energy equation is unnecessary. Substituting Eq. (3.12)



















Integrating Eq. (3.24) with respect to the spatial variable r in the current configura-
tion over the entire spherical shell from r = a(t) to r = ro(t), where ro(t) is the outer






τdr = −ρ ψ|r=ror=a . (3.26)
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Eq. (3.26) may be further simplified by applying the appropriate boundary conditions
and evaluating the acceleration potential, ψ, on the boundaries. Ignoring surface ten-
sion, the appropriate boundary conditions for the problem at hand are σrr|r=a(t) = 0
and σrr|r=ro(t) = po(t), as shown in Fig. 3.3. Substitution of the boundary condi-
tions and the evaluation of the acceleration potential results in the general integro-
differential equation governing the dynamics of a spherical void embedded within an































where Rρtr and Rρss are the components of the inertial resistance to deformation asso-
ciated with transient growth (ä 6= 0) and steady state growth (ä = 0, ȧ 6= 0), respec-
tively. The spatial integral on the right hand side of Eq. (3.27) may be decomposed
into a term dependent on the quasi-static flow strength (and any elastic deformation
outside the plastic zone), i.e. Rcr, and a term associated with the rate-sensitivity of
















where Eq. (3.4) and Eq. (3.5) have been utilized. This formulation is used here be-
cause the rate-sensitivity of the shear stress is derived from the associated dislocation
dynamics in this chapter.
Initial conditions, namely a|t=0 = A, ȧ|t=0 = 0, N0m(R), N0im(R), and ϑ|t=0, com-
plete the set of equations. The particular challenge associated with numerically in-
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tegrating Eq. (3.27) arises from the spatial integrals, e.g. Eq. (3.28), that must be
numerically solved at each time step. In the following section, we will propose a num-
ber of closed form approximations to Rv⊥dd that significantly reduce the computational
complexity associated with solving Eq. (3.27). Similar approximations for Rcr have
been previously studied, e.g. [58, 83, 89–91]. These approximations are essential when
it comes to implementing the micromechanical model in large-scale computations, e.g.
[110, 111].
3.5 Numerical analysis and discussion
The dynamics of void growth at very high strain rates is a complex process involv-
ing the confluence of micro-inertia, dislocation dynamics, and substructure evolution.
In order to best demonstrate how each of these contribute to dynamic void growth,
we present a systematically chosen set of numerical results intended to reveal the un-
derlying physics. We begin by discussing the influence of dislocation kinetics under
constant dislocation substructure. Following this, we incorporate the evolving dislo-
cation substructure, and demonstrate its role in constraining void kinetics at large
deformation. Lastly, we discuss the implications of dislocation kinetics and evolving
substructure as they pertain to experimental observations of spall fracture surfaces.
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3.5.1 Influence of dislocation dynamics under con-
stant substructure
We first study the characteristics of the resistance associated with dislocation
dynamics (Rv⊥dd ) under temporally-constant, and spatially-varying dislocation sub-
structures. Here we are able to develop a number of analytic expressions and ap-
proximations that provide a deeper understanding of the void growth kinetics. We
demonstrate in particular the relative insensitivity of void kinetics to the particular
spatial dependence of the dislocation substructure, which is important in developing
closed-form approximations to Rv⊥dd . We also demonstrate the temperature depen-
dence of the dislocation dynamics resistance term and discuss how this may affect
void kinetics.
We first discuss a family of analytic solutions to the dislocation dynamics re-
sistance term Rv⊥dd . Given that the substructure evolves in a non-linear manner
(a)













































































Fig. 3.4: (a) Spatial distributions of the over-stress, τ − τµ, for ṽ⊥ = 0.9× cs. (b) The
corresponding rate dependence of the dislocation dynamics resistance term, Rv⊥dd .
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(Eq. (5.18)–Eq. (3.10)) with respect to plastic deformation, it follows that the mo-
bile dislocation density around a growing void will also develop a non-linear radial
spatial dependence. Unfortunately, there are currently no experimental observations
of this spatial dependence of the mobile dislocation density. This is one area where
advanced in-situ characterization techniques are particularly needed. Although the
precise form depends on the details of the evolution equations, we consider the radial
spatial variation of the mobile dislocation density using the particular class of func-
tions Nm = Ñm(r/a)η. Substitution of this class of functions into Eq. (3.21) gives the












For all cases of η > −3 the dislocation velocity decays with distance from the surface
of the void, while η = −3 results in a spatially constant dislocation velocity. For
η > −3 the dislocation velocity achieves its maximum value at the void surface, and
the physical constraint that v⊥ < cs is satisfied everywhere throughout the spherical
shell so long as it is satisfied at the void surface, i.e. ṽ⊥ < cs. We note that the
cases of η > 0 correspond to the mobile density increasing with distance from the
void surface, a possibility that we will address later.
The associated spatial dependence of the over-stress, τ−τµ is obtained by applying
Eq. (3.29) to Eq. (3.4), for which numerical evaluations are presented in Fig. 3.4(a)
with v⊥ taken to be 0.9×cs. For η > −3 the over-stress decays even more rapidly with
distance from the void surface than does the dislocation velocity, and the over-stress
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at the void surface is much greater than at any other location. This is a result of
the highly non-linear dependence of v⊥ on B, and thus τ − τµ, within the relativistic
regime (v⊥ & 0.8×cs), see Eq. (3.4) and Eq. (3.5). The importance of the rapid spatial
decay of the over-stress becomes evident in the examination of the characteristics of





















lnϕ for η = −3,
(3.30)
where ϕ , a3/r3o is the spherical shell porosity. Fig. 3.4(b) presents numerical eval-
uations of Eq. (3.30) as a function of both v⊥/cs and ˙̃ε with Ñm = 1014 m−2 and
ϕ = 0.5%. The value of Rv⊥dd is negligible (<< Rcr) for v⊥ . 0.15 × cs ( ˙̃ε . 107 s−1
for Ñm = 1014 m−2), which is well outside the relativistic regime. At the other
end of the spectrum, as v⊥ → cs the dislocation dynamics resistance becomes in-
finite (Rv⊥dd → ∞). The details of how Rv⊥dd transitions from the negligible regime
(v⊥ . 0.15 × cs) to the infinite regime (v⊥ → cs) are governed by the specific man-
ner in which the mobile dislocation density is spatially distributed. Reexamining
Fig. 3.4(a), notice how rapidly τ − τµ decays with distance from the void surface for
η  −3, and how much greater the over-stress is near the void surface than anywhere
else in the shell. The consequence of this is that (for η  −3) the contribution to Rv⊥dd
from τ − τµ near the void surface is far greater than from anywhere else, and thus in
order for Rv⊥dd to achieve a significant value the over-stress at the void surface must
be quite large. For example, in order to generate dislocation dynamics resistance
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(Rv⊥dd ) on the same order as the critical resistance (Rcr), the dislocation velocity at
the surface (ṽ⊥) must reach ∼ 0.98× cs (far into the relativistic regime) for η = −1,
corresponding to τ̃ − τ̃µ ∼ 5 GPa. This, however, is not the case for η = −3 where
achieving the same level of dislocation dynamics resistance only requires v⊥ ∼ 0.5×cs
(outside the relativistic regime), corresponding to τ̃− τ̃µ ∼ 0.5 GPa. This special-case
results because for η = −3 the over-stress is spatially constant, and thus the entire
spherical shell contributes to the dislocation dynamics resistance, while for η  −3
only a small fraction of the spherical shell contributes significantly to the resistance,
and the relativistic domain must be reached in order to achieve non-negligible dislo-
cation dynamics resistance.
Thus a simple, yet effective, approximation to Rv⊥dd for cases in which η  −3 is
Rv⊥dd ∼ H∞〈ṽ⊥ − cs〉, where H∞〈·〉 is the product of the standard Heaviside function
H〈·〉 and ∞. Physically, the approximation assumes that Rv⊥dd is negligible when
ṽ⊥ < cs, then instantaneously transitions to an infinite value when ṽ⊥ = cs. The
agreement of H∞〈ṽ⊥ − cs〉 with Eq. (3.30) is shown in Fig. 3.4(b). Notice that the
approximation is particularly accurate for η = 0, and (although not shown) becomes
even more accurate for η > 0, i.e. the mobile density increases with distance from the
void surface. In the subsequent section on substructure evolution, this will become a
hallmark of the later-stage void growth.
Using this approximation, Rv⊥dd can be written as
Rv⊥dd = H∞〈ṽ⊥ − cs〉 = H∞〈 ˙̃ε− bÑmcs〉, (3.31)
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provided that the mobile dislocation density does not decay stronger than inverse
cubic, i.e. η > −3. Eq. (3.31) constitutes a lower bound on the dislocation dynamics
resistance term, as it only accounts for the relativistic behavior of dislocations and
ignores the contribution of dislocation drag.
What are the implications of this approximation on the dynamics? Consider the
application of an instantaneous tensile pressure po to the outer surface of the spherical
shell shown in Fig. 3.3. As this spherical shell deforms, it generates inertial and non-
inertial forces that resist this deformation such that po = Rcr + Rv⊥dd + Rρtr + Rρss,
as discussed in the previous section. Here we aim to first isolate the contribution
of dislocation dynamics resistance to the overall resistance, and therefore, we set
Rρtr = Rρss = 0 for the moment. For this case, manipulation of Eq. (3.31) yields
ṽ⊥ = csH〈po − Rcr〉, which may be substituted into Eq. (3.21) to obtain an upper





Eq. (3.32) may be integrated exactly to obtain the corresponding (relativistic) upper
bound on the current void size (assuming po > Rcr for t > tcr), i.e.







Manipulation of Eq. (3.33) results in an expression for the minimum required
surface mobile dislocation density (Ñm) to achieve a particular growth factor (Γ ,
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According to Reina et al. [69] spall of metals at extreme rates may require some voids
to grow two orders of magnitude in ∼ 0.1 − 10 ns. For Γ = 102 and ∆t = 10 ns,
the minimum required surface mobile densities are Ñm > 1.5 × 1015 m−2 and Ñm >
2.3×1015 m−2 for aluminum and copper, respectively. Clearly, the mobile dislocation
densities must be very large to achieve such rapid growth rates. Furthermore, as will
be discussed in the proceeding subsection, even if the mobile dislocation density is
sufficiently high there are still strong constraints imposed by micro-inertia, i.e. Rρtr
andRρss. These constraints contribute to the extreme rate-sensitivity of spall strength
shown in Fig. 3.1(a).
3.5.1.1 Temperature dependence of Rv⊥dd
Reina et al. [69] also discuss at length the importance of temperature in the void
growth kinetics and spall strength of metals at extreme rates; we therefore examine
the temperature dependence of Rv⊥dd . The temperature dependence of Rv⊥dd arises from
the temperature dependence of the over-stress, τ − τµ. Recall that within the drag
regime, the over-stress resulting from a particular glide velocity increases linearly with
temperature due to increased phonon damping. Therefore, if all dislocations within
the spherical shell are confined to the drag regime, then Rv⊥dd will assume the same
linear temperature dependence. On the other hand, if the dislocations near the surface
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of the void are in the relativistic regime then Rv⊥dd is well approximated by H∞〈ṽ⊥ −
cs〉. In this case, the temperature dependence of Rv⊥dd is mostly governed by the
temperature dependence of the shear wave speed (∂cs/∂ϑ < 0). Higher temperatures
effectively shift the curves shown in Fig. 3.4(b) to the left.
In contrast to Rv⊥dd , the critical resistance (Rcr) decreases with temperature due to
thermal softening of the quasi-static shear strength. For many materials the temper-
ature dependence of the quasi-static shear strength decreases nearly linearly with the
homologous temperature, ϑh , (ϑ− ϑ0) / (ϑm − ϑ0), where ϑ0 = 300 K and ϑm are
reference and melting temperatures, respectively. A simple model for the temperature
dependence of the critical resistance would follow this same functional dependence,
i.e. Rcr = R0cr(1− ϑh).
































ϑ = 300 K
ϑ = 600 K
ϑ = 900 K
ϑ = 1200 K
Fig. 3.5: Temperature dependence of total non-inertial resistance, Rcr+Rv⊥dd with spa-
tial dependence of the dislocation density characterized by η = 0. (Ñm = 1014;R0cr =
1 GPa).
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resistance, i.e. R = Rcr+Rv⊥dd on the applied strain rate for a number of temperatures,
ϑ. Notice the cross-over that occurs in the temperature dependence. Below some
particular transition strain rate the non-inertial resistance decreases with increasing
temperature because it is dominated by Rcr. Above this transition strain rate the
non-inertial resistance is instead dominated byRv⊥dd and thus increases with increasing
temperature. These trends are consistent with the plate impact experiments of Kanel
et al. [100], who observed an apparent transition in the temperature dependence of
spall strength at volumetric strain rates of about 3×106 s−1. Higher mobile dislocation
densities shift the transition strain rate to higher values.
Recalling that tensile stress relaxation and spall strength are governed by both
the number of voids and their growth rates [101], the temperature dependence of
spall strength is complicated by the kinetics of vacancy clustering. While higher
temperatures may result in slower void growth rates at very high strain rates, there
are also likely to be more vacancy clusters generated due to the enhanced vacancy
mobility at higher temperatures [69]. It is not immediately clear which of these
mechanisms is more important to the overall stress relaxation. The temperature
dependence at very high strain rates may depend on the particular microstructure.
For example, a low-purity metal or alloy with numerous second-phase particles may
be relatively unaffected by the number of vacancy clusters. The spall strength of such
a material may exhibit a stronger anomalous temperature dependence than that of
the high-purity aluminum shown in Fig. 3.1(b).
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3.5.2 Influence of inertia and dislocation kinetics on
void dynamics
The previous subsection analyzed the characteristics of Rv⊥dd , while ignoring in-
ertial effects, i.e. Rρtr and Rρss. Here we incorporate these effects into the analysis,
with particular attention given to comparing the different mechanisms. However, the
present analysis is limited to constant dislocation density, i.e. Ṅm = Ṅim = 0, in order
to isolate the effects of dislocation kinetics. It will be shown that dislocation kinetics
constrain the early growth rates of sub-micron voids, but micro-inertia eventually
takes over as the dominant constraint.
Consider the steady state dynamics (ä = 0) of the spherical shell shown in Fig. 3.3,
ignoring the additional constraints imposed by dislocation dynamics, i.e. Rv⊥dd = 0.
Manipulation of the associated momentum balance (po = Rcr+Rρss) leads to a relation




where ξ = 2/3 in steady state. For loading conditions in which ä ≥ 0, Eq. (3.35) serves
as an upper bound on the velocity when constrained by micro-inertia. This micro-
inertia upper bound complements the similar dislocation dynamics upper-bound es-
tablished in Eq. (3.32). Taking the minimum of the two independent upper bounds,
one obtains a bounding expression that accounts for both micro-inertia and disloca-
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The dynamics transition from the dislocation dynamics dominated regime (Rv⊥dd >
Rρss) to the micro-inertia dominated regime (Rρss > Rv⊥dd ) for voids sizes greater than
some critical transition size. This transition void size may be approximated through






This transition void size is presented in Fig. 3.6 as a function of the mobile disloca-
tion density for two different overpressures. The lines for each overpressure separate
out the domains where the dislocation dynamics dominates (Rv⊥dd > Rρss) or the
micro-inertia dominates (Rρss > Rv⊥dd ). Notice that dislocation dynamics governs the
dynamics of void growth of small voids with lower mobile dislocation densities. On
the other hand, micro-inertia dominates for larger voids with larger mobile dislocation
densities.
Returning to the spherical shell shown in Fig. 3.3, we now consider the instan-
taneously applied pressure to be balanced by the total resistance, i.e. po = Rcr +
Rv⊥dd + Rρtr + Rρss as in Eq. (3.27). Assuming a spatial distribution of the mobile
dislocation density characterized by η = −3, we present numerical solutions of the
full Eq. (3.27) in terms of the void surface velocity (void growth rate) as a function
of the void size in Fig. 3.7(a) for several initial void sizes (the blue, red and green
curves). Following a brief (size-dependent) transient period, the void growth rates
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po − Rc r = 5 GPa
po − Rc r = 1 GPa
Fig. 3.6: A map demonstrating the division between the dislocation dynamics domi-
nated regime (Rv⊥dd > Rρss) and the micro-inertia dominated regime (Rρss > Rv⊥dd ).
quickly approach the upper bound expressed in Eq. (3.36) and shown here by the
black curve. In the dislocation-dynamics-dominated regime the void velocity is lin-
early proportional to the current void size. The void growth then transitions into
the micro-inertia-dominated regime and quickly achieves a steady state velocity gov-
erned by Eq. (3.35). The transition between the two regimes occurs at a ∼ 400 nm,
roughly in accordance with Eq. (3.37). The void velocities in the dislocation dynamics
dominated regime are approximately 20% slower than the upper bound expressed by
Eq. (3.36). This is due to the additional resistance associated with dislocation drag
that is important for η = −3 but not accounted for in Eq. (3.36).
To better understand the competition between these resistance terms, we exam-
ine the contribution of each independent resistance term to the overall supercritical
resistance (Rv⊥dd +Rρtr +Rρss) for voids of different initial sizes. Fig. 3.7(b) shows the
fractional resistance breakdown for the A = 10 nm void as a function of the current
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Fig. 3.7: (a) Evolution of void velocity resulting from the application of an instan-
taneous far-field pressure po − Rcr = 2 GPa. Evolution of resistance breakdown
for three initial void sizes: (b) A = 10 nm, (c) A = 100 nm, and (d) A = 1 µm.
(Ñm = 5× 1015 m−2; η = −3).
void size. The green line represents the transient inertial resistance, the red line is
the steady state inertial resistance, and the blue line shows the dislocation dynamics
resistance. For this very small initial void, there is an extremely brief period (the
initial green spike) where the transient resistance constrains the void growth. Follow-
ing this, the dynamics are governed mostly by the constraints imposed by dislocation
kinetics. Then micro-inertia takes over as the dominant mechanism when the void
size reaches about 400 nm, roughly in accordance with Eq. (3.37). The fractional
breakdown for the A = 102 nm void is shown in Fig. 3.7(c) . Here the transient pe-
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riod lasts slightly longer due to the larger initial void size. Dislocation dynamics then
becomes the dominant resistance until the void grows to the transition size, follow-
ing which micro-inertia takes over as the dominant resistance. Similarly, Fig. 3.7(d)
shows the fractional breakdown for the A = 1 µm void. Since this void is larger than
the transition void size, dislocation dynamics never plays a dominant role. Instead,
the dynamics of these micron-sized voids (with large mobile dislocation densities) are
governed almost entirely by micro-inertia.
Recall that the results shown in Fig. 3.7 are for a particular spatial distribution
of the mobile dislocation density (η = −3). We now consider a typical case where
η  −3 (specifically η = 0). In this case Fig. 3.8(a) shows that the void velocities
in the dislocation dynamics dominated regime are well approximated by the upper
bound. This is associated with the dislocation dynamics resistance being largely
governed by relativistic dislocations near the void surface for η  −3. Recall that
for η  −3, Rv⊥dd is well approximated by H∞〈ṽ⊥ − cs〉. The contributions of the
various resistance terms are shown in Fig. 3.8(b) for η = 0 and for the A = 10 nm
void. Here the transition between micro-inertia dominant and dislocation dynamics
dominant regimes is much steeper than in Fig. 3.7(b). Larger values of η result in even
steeper transitions between regimes. Also note that the small discrepancy between the
upper bound and the computed void dynamics shown in Fig. 3.8(b) is associated with
Rρtr 6= 0 in the transition regime where ä 6= 0. It is interesting to observe that typically
either micro-inertia is dominant or dislocation dynamics is dominant, but they tend
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Fig. 3.8: (a) Evolution of void velocity resulting from the application of an instanta-
neous far-field pressure po−Rcr = 2 GPa. (b) Evolution of resistance breakdown for
A = 10 nm. (Ñm = 5× 1015 m−2; η = 0).
not to cooperatively constrain void growth at the same time. This contributes to the
agreement of Eq. (3.36) with the computed void dynamics presented in Fig. 3.8(a).
It may be possible to observe many of the characteristic features of Fig. 3.8(a) in situ
with a dynamic TEM.
3.5.3 Influence of dislocation substructure evolution
on void dynamics
We now consider the added complexity of an evolving dislocation substructure
around a dynamically growing void. Extremely high dislocation densities have been
observed in the vicinity of deformed voids Lubarda et al. [65]. The critical question
here is, what proportion of this high dislocation density is mobile? At high dislo-
cation densities, the mean free path between (trapping) forest dislocations is very
small. Thus, mobile dislocations may only glide a very short distance before becom-
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ing immobilized. The consequence of this is that at some point in the deformation
the population of mobile dislocations may collapse and thereby substantially limit
the void growth rates.
The immobile and mobile dislocation densities evolve non-linearly with deforma-
tion according to the substructure evolution equations presented in section 3.3. Nu-
merical evaluations of the mobile dislocation density evolution (Eq. (5.18) – Eq. (3.10);
Eq. (3.21)) are shown in Fig. 3.9(a) which shows the mobile dislocation density at the
surface of the void (initial void size A = 10 nm) as a function of the relative void size
for three different initial immobile dislocation densities. In all cases, the mobile dislo-
cation density first increases with plastic deformation due to multiplication; however,
at some point (a/A ∼ 10 − 100) the mobile dislocation density collapses. This col-
lapse is associated with the immobile dislocation density growing to such large values
that trapping of mobile segments by the forest network overtakes the multiplication
mechanism, i.e. Ṅtrap >> Ṅmult. Collapse of the curves thus occurs earlier for larger
initial immobile dislocation densities. Recalling the linear relationship between Ñm
and the maximum void velocity (ȧ < abÑmcs/3), it is clear that this collapse in mo-
bile dislocation density will give rise to a corresponding collapse in the void velocity.
To see this, consider again the spherical shell shown in Fig. 3.3, with the instan-
taneously applied pressure balanced by both non-inertial and inertial resistance, i.e.
po = Rcr+Rv⊥dd +Rρtr+Rρss, but now we permit the dislocation substructure to evolve
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Fig. 3.9: (a) Evolution of mobile dislocation density at the void surface (Ñm) with
deformation. (b) Evolution of void velocity resulting from the application of an
instantaneous far-field pressure po−Rcr = 2.0 GPa with N0im = 5×1015 m−2. (N0m =
1014 m−2; η0 = 0).
with deformation, i.e. Ṅm 6= 0; Ṅim 6= 0. We show in Fig. 3.9(b) the computed void
dynamics resulting from the application of an instantaneous, constant over-pressure
(po −Rcr = 2.0 GPa) for three initial void sizes. Consider first the dynamics of the
A = 10 nm void shown in Fig. 3.9(b). Initially, the behavior is similar to the con-
stant substructure behavior shown in Fig. 3.7(a), with the void velocity increasing
with void size. However, unlike the behavior shown in Fig. 3.7(a), the void veloc-
ity is not linearly proportional to the void size since the mobile dislocation density
also evolves with plastic deformation. After sufficient deformation (a/A ∼ 30) the
void velocity collapses in accordance with the collapse in mobile dislocation density
shown in Fig. 3.9(a). The consequence of this collapse in the void velocity due to
evolving substructure is essentially an upper bound on the maximum growth fac-
tor (a/A . 10 − 100) that can be achieved by dynamically growing voids. For the
A = 100 nm void, the dynamics shown in Fig. 3.9(b) are similar to those of the smaller
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void. The void dynamics of these sub-micron voids are governed nearly entirely by
dislocation dynamics. Notice that the transition void size (see Fig. 3.6) is about a
micron when the mobile dislocation density achieves its maximum value. Therefore,
the largest void size considered in Fig. 3.9(b) (A = 1 µm) experiences void dynamics
governed instead by micro-inertia. Notice that the void velocity quickly achieves the
constant steady state value governed by Eq. (3.35).
We now re-examine the transition void size (Fig. 3.6) that divides the dislocation
dynamics dominated regime (Rv⊥dd > Rρss) from the micro-inertia dominated regime
(Rρss > Rv⊥dd ) for the more general problem with evolving substructure. The variable
that was plotted on the horizontal axis of Fig. 3.6 (Ñm) is now a function of the
void growth factor (a/A) as shown by Fig. 3.9(a). In Fig. 3.10 we have replaced
the horizontal axis of Fig. 3.6 with the growth factor (a/A) and re-computed the
transition void sizes for po − Rcr = 2 GPa for several initial immobile dislocation
densities. For relatively small growth factors a/A . 10 the transition void size is
about 1− 3 microns depending on the magnitude of the initial immobile dislocation
density. However, as the mobile dislocation density collapses at large deformation, the
transition void size substantially increases. At this point, the low mobile dislocation
density does not permit further growth regardless of the void size.
It is now worth revisiting the approximation on the dislocation dynamics resistance
term, i.e. Rv⊥dd ≈ H∞〈ṽ⊥ − cs〉. In subsection 3.5.1 we established that the accuracy
of the approximation depends on the particular distribution of the mobile dislocation
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Fig. 3.10: A map demonstrating the division between the dislocation dynamics dom-
inated regime (Rv⊥dd > Rρss) and the micro-inertia dominated regime (Rρss > Rv⊥dd ) for
po −Rcr = 2.0 GPa. (N0m = 1014 m−2; η0 = 0).
density. If the mobile density decays cubically with distance from the void surface
(η = −3) then H∞〈ṽ⊥−cs〉 under-predictsRv⊥dd . However, if the mobile density decays
weaker than cubic (or increases) with distance from the void surface then H∞〈ṽ⊥ −
cs〉 is an excellent approximation to Rv⊥dd . The question now is, does the spatial
distribution of the mobile dislocation density evolve in such a way as to permit this
approximation on Rv⊥dd ? This approximation substantially reduces the computational
cost associated with computing the void dynamics, because spatial discretization is
no longer required, and the problem effectively reduces to a set of non-linear ordinary
differential equations.
The evolving spatial distributions of the mobile dislocation density around a grow-
ing void are shown in Fig. 3.11(a) and Fig. 3.11(b) for two different initial mobile
dislocation densities (greater in Fig. 3.11(b)). We see that the non-linear evolution
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Fig. 3.11: Evolution of spatial distribution of mobile dislocation density as a function
of deformation, a/A, for (a) N0m = 1014 m−2 and (b) N0m = 5× 1014 m−2. Associated
evolution of Rcr as a function of deformation, a/A, for (c) N0m = 1014 m−2 and (d)
N0m = 5× 1014 m−2. (N0im = 10×N0m; η0 = 0).
of the mobile dislocation density leads to a complex and changing spatial dependence
of the dislocation density as the void grows (that is, as a/A increases). As shown
in Fig. 3.11(a), the mobile dislocation density first (a/A ∼ 1 − 3) decays spatially,
in a similar manner to the cases of η ∼ −2 to η ∼ −3. In accordance with the
earlier observations, such a spatial decay causes the dislocation velocity to be nearly
constant throughout the spherical shell, and thus not entirely dominated by the rela-
tivistic behavior on the surface of the void. Therefore, within this deformation regime
(a/A ∼ 1− 3) the dislocation dynamics resistance term Rv⊥dd is somewhat underesti-
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mated by the closed-form lower bound H∞〈ṽ⊥ − cs〉, see Fig. 3.11(c). On the other
hand, outside of this regime (a/A & 3) the lower bound H∞〈ṽ⊥ − cs〉 approximates
the dislocation dynamics resistance term Rv⊥dd extremely well, see Fig. 3.11(c). This
is governed by the change in the spatial distribution of the mobile dislocation den-
sity. After sufficient deformation (a/A ∼ 3 − 5) the mobile dislocation density is
nearly spatially constant, i.e. η ∼ 0, and further deformation results in a complete
reversal of the spatial distribution, with Nm actually increasing with distance from
the surface of the void, i.e. η > 0. As was discussed in detail in subsection 3.5.1,
these spatial distributions cause the dislocation dynamics resistance to be dominated
by the relativistic behavior of dislocations near the surface of the void, and hence
the excellent agreement with the approximation. The agreement is even better for
materials with higher initial immobile dislocation densities due to shorter mean free
paths and enhanced trapping rates. This can be seen by comparison of Fig. 3.11(c)
with Fig. 3.11(d). Therefore, Rv⊥dd ≈ H∞〈ṽ⊥−cs〉 is perhaps most accurate and useful
in problems involving shock compression (producing high initial immobile dislocation
densities) prior to dynamic void growth, such as in the spall failure problem.
3.5.4 Characteristics of void size distributions
Currently, there are a limited set of experimental observations that may be uti-
lized to validate dynamic void growth models (in situ observations of dynamic void
growth rates would be ideal for these purposes). Lacking these in situ observations,
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we must resort to post-mortem observations of the void size distributions to provide
some measure of model validation. Through extensive fractographic analysis of alu-
minum and copper spall surfaces, Seaman et al. [112] observed that regardless of the











where ā is the associated mean void radius. It is beyond the scope of the current
chapter to address how this particular distribution arises from the underlying mi-
crostructure. However, an interesting consequence of Seaman et al. [112]’s observation
is that the void size distribution maintains its general shape regardless of the extent
of deformation. An implication of this observation is that dynamic void growth may,
to some degree, be self-affine. In other words, two arbitrary voids of different initial
size, i.e. Aj and Ak, will differ in size by about the same factor after an arbitrary
amount of deformation, i.e. aj/ak ≈ Aj/Ak. It will be shown here that dynamic void
growth governed only by micro-inertia is not consistent with this observation. In
contrast, dynamic void growth governed by dislocation dynamics does possess this
characteristic.
We first attempt to obtain an analytic expression for the void size history when the
problem is governed by dislocation dynamics. Utilizing the approximations discussed
in subsection 3.5.3, the set (Eq. (5.18) – Eq. (3.10); Eq. (3.27); Eq. (3.28)) of second-
order integro-differential equations is effectively reduced to a set of first-order ordinary
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Ñm = 〈Ñ0m + g(ε)〉,
(3.39)
where ε = 3 ln(a/A) as before, and g(ε) is the function that describes the change
in mobile dislocation density with deformation. If the immobile dislocation density
is much greater than the mobile dislocation density, then the rate of trapping will
far exceed the rate of dislocation annihilation, i.e. (Ṅtrap >> Ṅann). Under these
circumstances g(ε) ≈ c1ε + c2ε2 is consistent with the dislocation density evolution
equations discussed in section 3.3, and it may be shown that bc1 = δmult− αdis
√
Ñ0im
and c2 = −(αdis/2b)2. With this approximation to g(ε), an analytic solution to
Eq. (3.39) is obtained as





c1 + 3c3 coth bcsc3〈t− tcr〉
)
(3.40)
where po > Rcr for t > tcr and c3 ,
√
c21/4− Ñ0mc2. Eq. (3.40) makes clear that
dynamic void growth governed by dislocation dynamics alone is indeed self-affine.
That is, voids of all size will experience the same growth factor (a/A) regardless
of the initial void size. On the other hand, if the void dynamics where governed
only by micro-inertia, then all voids would quickly become approximately the same
size. This is apparent from Fig. 3.12(a), where numerical solutions of Eq. (3.27) are
provided for po − Rcr = 2 and Rv⊥dd = 0. Over the course of a few nanoseconds,
voids that initially differed in size by orders of magnitude become nearly identical in
size (a similar result was pointed out by Wu et al. [90]). This is particularly true
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Fig. 3.12: Dynamics of void growth (a) governed by micro-inertia alone, i.e.Rv⊥dd = 0,
and (b) governed by both micro-inertia and dislocation kinetics. (po−Rcr = 2.0 GPa
for t > 1 ns; N0m = 1014 m−2; N0im = 1015 m−2; η0 = 0)
of sub-micron voids. In contrast, when both micro-inertia and dislocation dynamics
are relevant (Fig. 3.12(b), with Rv⊥dd 6= 0), the void growth factors a/A are distinctly
different functions of time for different initial void sizes. The solid line in Fig. 3.12(b)
shows the evolution of the growth factor (a/A) without accounting for micro-inertia,
consistent with Eq. (3.40). Clearly, micro-inertia may be neglected all together when
analyzing voids that are initially tens of nanometers or smaller, because these voids
are dominated by dislocation dynamics throughout their entire growth history. This
is important because Reina et al. [69] have proposed that vacancy clusters in this
size range may be critical to spall failure at extreme rates. The dynamic growth of
these vacancy clusters may be well approximated by Eq. (3.40) (or more generally
Eq. (3.39) for alternative dislocation density evolution models).
The vertical axis of Fig. 3.12(b) is plotted as the growth factor (a/A) in order
to highlight the self-affinity characteristics. It is interesting to observe that there
are regions where the dynamics are self-affine and other regions where they are not
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self-affine. These regions are consistent with the mechanism map shown in Fig. 3.10.
The void dynamics of the two smallest voids considered (10 and 100 nm) are initially
smaller than the minimum transition void size (∼ 700 nm), see Fig. 3.10. The voids
are therefore initially governed by dislocation dynamics, and self-affinity is observed.
At some point the 100 nm void becomes larger than the transition size. At this
point the dynamics of the 100 nm void are now governed by micro-inertia and self-
affinity is lost. The 1 µm void was initially larger than the transition size, and
thus begins its growth in the micro-inertia dominated regime. Eventually the mobile
dislocation density collapses at large growth factors and void growth shuts down.
This collapse of the mobile dislocation density is independent of the initial void size
and only depends on the growth factor. These results indicate that when both micro-
inertia and dislocation dynamics are accounted for then some degree of self-affinity
is predicted, and it is dependent on extent of deformation, the initial void sizes,
and the initial immobile dislocation density. It should be possible to observe this
characteristic through fractographic analysis of spall surfaces. The growth factor a/A
of voids that nucleated from second-phase particles may be approximated by the ratio
of void dimple diameter to particle diameter. According to the current analysis, this
ratio should be smaller than about 10−100 regardless of particle size. This ratio may
also be dependent on the magnitude of the compressive shock stress. Higher shock
stresses would generate higher immobile dislocation densities, which should result in
smaller growth factors and smaller dimple-particle size ratios, see Fig. 3.9(a).
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Although inertia-dominated void growth is observed in some low-rate spall ex-
periments, as discussed by Wu et al. [91], the very high-strain rate experimental
observations of Moshe et al. [113] are inconsistent with this void size characteris-
tic of micro-inertia dominated void growth. The spall surface of copper obtained in
laser shock experiments was presented by Moshe et al. [113] and is reproduced here in
Fig. 3.13(a). Experimentally the void sizes in Fig. 3.13(a) differ by up to two orders of
magnitude, i.e. a ∼ 100nm− 10µm. A quantitative comparison of our predicted and
measured void size distributions is presented in Fig. 3.13(b); where we have seeded
the material with the exponential void size distribution suggested in Seaman et al.
[112], i.e. Eq. (3.38). We find that an initial mean void size of Ā = 100 nm results in
predicted mean void sizes similar to those of Fig. 3.13(a). An initial mean void size of
100 nm is assumed to correspond with the size distribution of second-phase particles
and vacancy clusters from which voids nucleate. After application of a constant over-
(a) (b)















Prediction: Rv⊥dd 6= 0
Prediction: Rv⊥dd = 0
Experimental data
Fig. 3.13: (a) Spall fracture surface reported in Moshe et al. [113] showing final void
sizes ranging from a ∼ 100nm − 10µm. (b) Comparison of experimentally observed
void distribution to theoretical predictions. (po−Rcr = 2.0 GPa; N0m = 1×1014 m−2;
N0im = 1× 1015 m−2; η0 = 0).
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pressure po − Rcr = 2.0 GPa for a duration of 5 ns (approximate over-pressure and
pulse duration associated with laser-induced shock compression), the predicted void
size cumulative distribution functions are plotted in Fig. 3.13(b) for both the purely
inertial resistance case and the full resistance case. Notice that the void size distri-
bution predicted by micro-inertia dominated void growth (Rv⊥dd = 0) has collapsed
into essentially a Delta function centered around the average void size, i.e. a ∼ a50%.
However, accounting for dislocation kinetics results in the void size distribution main-
taining its broad shape characterized by the exponential distribution, in accordance
with the claims of Seaman et al. [112]. For comparison, we have used image processing
techniques to extract the void size distribution associated with the spall surface shown
in Fig. 3.13(a). Also for comparison purposes, we have removed all voids smaller than
200 nm from the predicted distribution, because these voids are not observable at the
particular magnification of the SEM image shown in Fig. 3.13(a). The correlation be-
tween the experimental void size distributions and our predicted void size distribution
(with both micro-inertial and dislocation dynamics resistances) is quite satisfactory,
particularly given the uncertainties in the precise initial void sizes and the experimen-
tal loading conditions within these complex experiments. The comparison shown in
Fig. 3.13(b) clearly demonstrates the need to account for both dislocation drag and
relativistic effects in future dynamic void growth and high strain rate ductile failure
models for such very high strain rate applications.
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3.6 Summary of key findings
We have examined the consequences of dislocation kinetics and substructure evo-
lution on dynamic void growth under very high strain rates, and we have developed a
methodology for accounting for these effects in a computationally efficient manner. It
was shown that dislocation kinetics and micro-inertia are both important to dynamic
void growth and high strain rate tensile failure. Models need to account for both of
these phenomena. We have described a simple approach for accounting for both in
an efficient manner.
It was shown that while micro-inertia governs the growth of voids larger than about
a micron, smaller voids in most metals are instead governed by dislocation kinetics at
these very high strain rates. In particular, the relativistic constraint that dislocations
must glide at speeds slower than the wave speed is significant. For many loading
conditions the void dynamics are well approximated by the simple relation reported
in Eq. (3.36), which is most accurate for voids that are initially sub-micron and have
high initial immobile dislocation densities. This approximation substantially reduces
the costs associated with accounting for dislocation dynamics and void dynamics in
high strain rate-ductile failure modeling.
This study sheds light on a few key experimental observations related to the dy-
namic tensile failure of metals. First, the current analysis discusses a mechanism (rel-
ativistic dislocation drag) that may account for the dramatic change in spall strength
rate-sensitivity observed by Moshe et al. [99]. It is likely that all ductile metals will
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exhibit this behavior to some degree. Second, we briefly discuss the anomalous tem-
perature dependence of spall strength observed by Kanel et al. [100]. We find that the
temperature dependence of the dislocation drag coefficient is relatively unimportant,
but the temperature dependence of the wave speed may give rise to an anomalous
temperature dependence of spall strength at extreme strain rates. The kinetics of
vacancy clustering further complicates matters, and likely results in the temperature
dependence being a function of the purity level of the metal. Third, we have discussed
some features that are observable through fractographic analysis of the spall surface.
The current model predicts a broad distribution of void sizes on the spall surface un-
der some conditions, similar to the experimental observations shown in Fig. 3.13(a).
Furthermore, the model predicts that for voids that nucleate from second-phase parti-
cles there should be some upper limit on the ratio of dimple size to particle diameter,
as demonstrated in Fig. 3.12(b).
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Chapter 4
A criterion for dislocation emission in
porous materials
In chapter 3 we explored the role that dislocation kinetics and substructure evolu-
tion play in constraining the rate of void growth. It was shown that (under very high
tensile stresses) void growth rates are highly constrained by the effects of relativistic
dislocation drag. In chapter 5 we will explore the consequences of these constrained
void growth rates on the spall response of ductile FCC metals. However, as spall
response is governed by both void nucleation and void growth, it is first necessary to
build upon the current level of understanding regarding void nucleation, in particular
at very high tensile stresses. The traditional view of void nucleation is associated
with interface debonding at second-phase particles. Here, we motivate an alternative
mechanism, namely vacancy clustering followed by void growth governed by dislo-
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cation emission. This mechanism only becomes active at very large tensile stresses,
and thus it is desirable to establish a closed-form criterion for the macroscopic stress
required to activate this mechanism in porous materials. This chapter provides an
analysis of dislocation emission from which such a critical stress criterion is derived.
This criterion is validated against a number of molecular dynamics simulations.
4.1 Introduction and background
Failure of ductile metals has long been attributed to the microscopic processes
of void nucleation, growth, and finally coalescence leading to fracture [52–56]. Some
of the earliest investigations regarded void nucleation as a cavitation instability in
an otherwise homogeneous elastic-perfectly plastic [57, 58], non-linear elastic [59], or
power-law hardening medium [60]. However, these types of continuum analyses fail
to predict bifurcation and spontaneous nucleation when surface energy is properly
accounted for [69]. The more accepted view of void nucleation is that it occurs at
some material defects. Traditionally, these void nucleating material defects have been
associated with second-phase particles [71, 72]. For example, hard inclusions, such
as carbide and oxide particles, may either crack or debond from the ductile metal
matrix, see [73–75]. Voids have also been seen to nucleate within soft inclusions, e.g.
sulfides [76]. However, much of this understanding of void nucleation at second-phase
particles has been gleaned from observations of quasi-static fracture surfaces. At high
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enough tensile stresses, e.g. levels achievable in laser shock experiments and related
applications, second-phase particles may not necessarily be the dominant source of
void nucleating material defects, and the recent observations of Pedrazas et al. [114]
seem to support this assertion.
A number of investigators have hypothesized the existence of nanoscale voids (on
the order of 1 nm in size) in shocked metals, see for example [65, 115]. Vacancy
clustering is one potential mechanism for the formation of these nanovoids. Reina
et al made use of lattice kinetic monte carlo simulations to demonstrate that the
timescales associated with this process are in fact feasible (see section 4.2). Assum-
ing the existence of these nanovoids, numerous atomistic studies have computed the
level of tensile stress (∼ µ/10) required to effectively grow these voids by emitting
dislocation loops from the void surface [62–64, 66–68, 70, 115]. These levels of tensile
stresses (∼ µ/10) have been achieved in a number of laser shock experiments, e.g.
reports of [98, 99, 114] reproduced here in Fig. 3.1(a), implying that such dislocation
emission may be an important mechanism of void growth at these extreme loading
rates. Given the potential importance of this mechanism, it is desirable to establish
a closed-form criterion for the macroscopic stress required for dislocation emission in
porous materials.
Through a simple dislocation analysis, Lubarda et al. [65] derived such a closed-
form criterion for the critical far-field hydrostatic stress required to emit a straight
edge dislocation from an infinitely extended cylindrical void in an otherwise homo-
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geneous, linearly elastic, isotropic infinite medium. Although this analysis does not
capture the actual geometry associated with the physical problem of interest, i.e.
dislocation loops emitted from a spherical void in an anisotropic medium, favorable
comparisons with atomistic simulations demonstrated the utility of such an analysis.
Recently, Lubarda [11] extended this analysis to account for a far-field biaxial stress
state, further increasing the utility of the theoretical model. In order to make the
criterion more useful for the continuum level prediction of dynamic ductile failure
(the focus of chapter 5), we provide a number of further extensions to the analysis of
Lubarda [11] accounting for the following:
F a general three-dimensional macroscopic stress state, Σ
F a particular void size distribution, g(a)
F finite porosity, ϕ
F finite surface energy, γse
F a temperature- and pressure-dependent shear modulus, µ
F a temperature-dependent dislocation core size, w⊥.
The present chapter is organized as follows. Section 4.2 provides further moti-
vation for the role of vacancy clustering and subsequent dislocation emission in the
dynamic failure of metals at extreme strain rates (& 106 s−1). In section 4.3, we ap-
proximate the stress fields and Peach-Koehler forces experienced by a dislocation near
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a void surface in a porous material. Here the porous material is composed of a par-
ticular void size distribution g(a) with an associated finite porosity ϕ, and is subject
to a general three-dimensional stress state. Our strategy involves the construction
of an auxiliary problem associated with this physical problem, but simple enough to
analytical solutions. These Peach-Koehler forces are then utilized in section 4.4 to
establish a criterion for dislocation emission based on the stability arguments first
proposed by Rice and Thomson [116] (placed in a somewhat more physical context
here). Section 4.4 also provides a rather detailed discussion of the role of various
parameters and physics on the criterion for dislocation emission. In section 4.5 we
provide a fairly extensive validation of the emission criteria against molecular dynam-
ics predictions of dislocation emission under various stress states and geometries. In
addition to the validation effort, we provide a strategy for approximately calibrating
the dislocation emission criterion parameters against atomistic calculations of homo-
geneous dislocation nucleation. Having calibrated and to some degree validated our
emission criterion, we utilize the criterion in section 4.6 to predict some interesting
anomalous behaviors associated with high surface energies and nonlinear stiffness.
Lastly, a brief summary of the key findings is provided in section 4.7.
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4.2 Motivating the role of vacancy cluster-
ing and subsequent dislocation emission
in extreme dynamic failure
Pedrazas et al. [114] performed a number of laser shock experiments to measure
the spall response of aluminum at very high strain rates (∼ 2 − 4 × 106 s−1) as
a function of microstructure and purity level, i.e. an aluminum alloy containing 3
wt% magnesium, a 99% commercially pure aluminum, and a 99.999% high purity
aluminum. One interesting observation from this set of experiments was that the
highest purity aluminum exhibited the highest spall strength (∼ 3−4 GPa), with the
aluminum-magnesium alloy exhibiting the lowest spall strength (∼ 2 − 3 GPa). Of
course, the opposite trend is associated with yield strength of these materials. This
somewhat non-intuitive inverse relationship between spall strength and the impurity
content may be attributed to a larger population of void nucleating second-phase
particles, and is explored in much greater detail in chapter 5.
In examining the spall fracture surface of the commercially pure aluminum under
scanning electron microscopy (SEM), reproduced here in Fig. 4.1(a), Pedrazas et al.
[114] clearly show the correlation between the spacing of second-phase particles and
voids. However, this relationship vanishes in the case of the 99.999% high purity
aluminum with the SEM images (Fig. 4.1(b)) revealing second-phase particles within
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(a) (b)
Fig. 4.1: SEM images of spall fracture surfaces reported in [114] for (a) a 99%
commercially-pure aluminum and (b) a 99.999% high-purity aluminum. Most of
the voids in the commercially-pure aluminum shown in (a) nucleate from second-
phase particles, e.g. Al3Fe, where as for the high-purity aluminum only a very small
fraction of the dimples (∼5%) contained second-phase particles, implying that the
bulk of these voids nucleate by an alternative mechanism, e.g. vacancy clustering and
subsequent growth by dislocation emission.
the centers of only a very small fraction of the dimples (∼5%). The bulk of the
voids (∼95%) must have nucleated from some material defect that is not visible at
these particular resolutions (∼100 nm). One potential source is simply nucleation
from a distribution of fine-scale second-phase particles and precipitates with sizes
ranging from perhaps a few nanometers to less than ∼100 nm. Through a more
detailed microscopy analysis at higher magnifications it may be possible to determine
if the voids shown in Fig. 4.1(b) do in fact nucleate from such fine-scale second-phase
particles. However, these fine-scale precipitates often have coherent interfaces that
are extremely resistant to debonding. An alternative source of these void nucleating
material defects is associated with the clustering of vacancies.
Extreme dynamic ductile failure, e.g. spall failure, is most often preceded by an
intense shock wave that generates a preponderance of defects in the material. Inter-
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secting dislocations may produce a large number of jogs, which when dragged along
the glide plane (as a result of the associated high shear stresses in the shock front)
contribute to a nonequilibrium superconcentration of vacancies cnev , which may be






where εp is the accumulated plastic strain, and Av ∼ 10−4 is a fitting parameter ob-
tained from shock experiments. The second term in Eq. (4.1) is the stress-dependent
equilibrium concentration of vacancies with kbϑ being the thermal energy and Efv
being a vacancy formation energy that decreases with increasing local tensile elas-
tic strain [121]. Both high tensile stresses and relatively large plastic strains may
be achieved in a number of dynamic ductile failure processes, e.g. spall failure and
shaped charge jet breakup, for which a superconcentration of vacancies is likely.
In this superconcentrated state there may be enough time for these vacancies to
cluster together, forming something of a void embryo of several angstroms to perhaps
a few nanometers. The mechanism appears even more plausible when one considers
the enhanced vacancy mobility (∝ exp−1/ϑ) that results from the associated shock
temperature rise ∆ϑ. However, the vacancy mobility also increases as a result of the
high tensile stress experienced during spall failure, see for example [121]. Incorporat-
ing these temperature- and stress-dependent vacancy mobilities into Lattice Kinetic
Monte Carlo (LKMC) simulations, Reina et al. [69] was able to demonstrate that
this mechanism of nanovoid formation through vacancy clustering is in fact feasible
106
CHAPTER 4. DISLOCATION EMISSION IN POROUS MATERIALS
(a) (b)
Fig. 4.2: Sequence of dislocation emission process typically observed in molecular
dynamics simulations [115]. The dislocation line segments are identified by their
centrosymmetry parameter and are visualized here in green and blue with the void
surface visualized as red.
on the timescales associated with spall failure. Furthermore, the LKMC simulations
of Reina et al. [69] do not account for pipe diffusion of vacancies along dislocation
cores [122]. Since shocked materials possess extremely high dislocation densities, pipe
diffusion may significantly accelerate the kinetics of vacancy clustering.
Once a vacancy cluster reaches a certain critical size (∼1 nm) it may now be
possible to grow the void further by dislocation-based mechanisms. However, tradi-
tional dislocation-based growth mechanisms (similar to those studied in chapter 3)
are unlikely due to the extremely small length scales associated with these vacancy
clusters. The presence of a Frank-Read or single-arm source (to replenish the local
mobile dislocation density) in the vicinity of these vacancy clusters is statistically un-
likely. Dislocation emission is an alternative growth mechanism that may be capable
of growing these vacancy clusters from their critical size (∼1 nm) to the sizes observed
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in Fig. 4.1(b) (∼0.1− 1µm). The process of dislocation emission carries matter from
the void surface into the bulk of the material, permitting void growth. This process
can be seen in Fig. 4.2, and is discussed in more detail elsewhere [11, 115].
Having provided some degree of motivation for the role of vacancy clustering and
subsequent dislocation emission in extreme dynamic ductile failure, we now proceed
with an analysis of dislocation emission.
4.3 Stress fields and Peach-Koehler forces
experienced by a dislocation near a void
surface in a porous material
The aim of this section is to set the stage for the derivation of a closed-form model
that approximates the critical macroscopic stress state required to initiate dislocation
emission in a porous material subject to a general stress state, extending the work of
Lubarda et al. [65]. Since the analyses of Lubarda et al. [65] and Lubarda [11] are for
a single void in an infinite medium, their emission criteria are independent of porosity
(void volume fraction). Here we rectify this shortcoming by making use of averaging
concepts from classical micromechanics. The porous emission model finally obtained
in section 4.4 predicts that the critical macroscopic stress required for emission decays
monotonically with increasing porosity. In addition, the new emission model accounts
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Fig. 4.3: Schematic of a general porous macroscopic body subject to mixed traction-
displacement boundary conditions. On the microscale, the porosity ϕ is composed of
a distribution of spherical voids characterized by the void size distribution g(a) and
mean void spacing ¯̀v (inset adapted from [123]).
for the effects of surface energy and finite temperatures, while also providing a simple
approximate method for extending the biaxial emission criterion of Lubarda [11] to
general stress states.
Consider a general porous macroscopic body subject to mixed traction-displacement
boundary conditions as shown in Fig. 4.3. At a particular macroscopic material
point x the material possesses a porosity of ϕ(x) and is subject to a general three-
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where the matrix is expressed with respect to the macroscopic physical coordinate
system {e1, e2, e3}. Throughout the present chapter Σ is prescribed by the loading
condition. However, chapter 6 provides an appropriate porous constitutive model that
may be implemented into a computational framework to compute Σ(x) under general,
mixed traction-displacement loading conditions such as those shown in Fig. 4.3.
On the microscale, the local porosity ϕ is composed of a distribution of spherical
voids of varying radius a, see Fig. 4.3. The void population is characterized by a size
distribution g(a) and the number of voids per unit volume of solid material Nv. The
mean void size ā may be computed as ā =
∫∞
0
g(a)a da, and a measure of the mean
center-to-center spacing between voids ¯̀v may be defined such that
ϕ = (2ā/¯̀v)
3 . (4.3)









In order to obtain the desired closed-form approximation for the critical stress
required to activated dislocation emission, it is necessary to consider two auxiliary
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Fig. 4.4: Schematic of the first auxiliary problem corresponding to a general porous
macroscopic body. On the microscale, the auxiliary porosity ϕ is composed of cylin-
drical voids characterized by the same void size distribution g(a) as the corresponding
physical problem shown in Fig. 4.3. The cylindrical voids are aligned along ẽz, where
ẽz is the principal stress direction associated with the principal stress component of
Eq. (4.2) that is neither the maximum nor minimum principal stress component. The
microscale RVE is subject to a simplified effective stress state that preserves the first
stress invariant Σm and the second deviatoric stress invariant
(
Σ∗eq
)2 of the general
stress tensor Σ in the physical problem shown in Fig. 4.3.
problems alongside the physical one. The auxiliary problems are purposefully con-
structed to be simple enough to permit analytic stress analysis, yet still capture the
most important governing physics. Consider first the auxiliary problem shown in
Fig. 4.4 corresponding to a porous material with a distribution of cylindrical voids.
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At each macroscopic material point x there is assumed to exist a corresponding aux-
iliary representative volume element (RVE). The auxiliary RVE is constructed in a
manner to preserve the most important aspects of the geometry and general stress-
state of the physical problem (Fig. 4.3). The alignment of the cylindrical voids in the
auxiliary RVE is chosen based on the principal stress directions, and the geometry
is constructed to preserve void size distribution and mean spacing (with one conse-
quence being that the physical porosity ϕ is not necessarily preserved). The details
of this procedure are discussed below.
Here the geometry of the auxiliary RVE is constructed in a manner that preserves
the number of voids per unit volume of solid material Nv as well as the void size
distribution g(a), with a now corresponding to the radii of the auxiliary cylindrical
voids. Preserving the void size distribution g(a) is particularly crucial since the critical
stress for dislocation emission is strongly size-dependent, as discussed in [11, 65]. An
unknown geometric parameter in the auxiliary RVE is the length of the auxiliary
cylinders. Here the length of each cylinder is taken to be ¯̀v, the mean spacing
between voids in the physical problem. One consequence of this assumption is the
preservation of the nearest neighbor spacing for the special case in which the physical
RVE consists of an array of spherical voids equally spaced on a cubic lattice, which
essentially transforms into infinitely extended cylindrical voids on a corresponding
two-dimensional square lattice.
From these relations it follows that the total auxiliary void volume fraction (aux-
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Fig. 4.5: Auxiliary porosity ϕ̃ as a function of the physical porosity ϕ as computed
from Eq. (4.6) with ζg = 1 for the delta distribution and ζg = 3 for the exponential
distribution. The auxiliary porosity corresponds to the cylindrical voids in the auxil-
iary problem shown in Fig. 4.4, and the physical porosity corresponds to the spherical
voids in the physical problem shown in Fig. 4.3.
iliary porosity) is expressed as
ϕ̃






Eqs. (4.3) – (4.5) may be combined to obtain an expression that relates the physical



















Note that ζg = 1 for the case in which all voids are of equal size, i.e. g(a) = δ(a− ā)
with δ(·) being the Dirac delta distribution, and ζg = 3 for an exponential distribution,
i.e. g(a) = ā−1 exp (−a/ā). The variation of the auxiliary porosity ϕ̃ as a function of
the physical porosity ϕ is shown in Fig. 4.5. Notice that the limits are reproduced
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correctly, i.e. ϕ̃ = 0 for ϕ = 0 and ϕ̃ = 1 for ϕ = 1, and for the delta distribution
the auxiliary porosity is always equal to or greater than the physical porosity. The
auxiliary porosity ϕ̃ associated with an exponential distribution is generally lower
than the physical porosity (ϕ̃ < ϕ), with the exception being for small porosity where
ϕ̃ > ϕ for the exponential distribution. The observed difference between the two
distributions is related to the more efficient packing of cylindrical voids enabled by a
broad void size distribution (e.g. exponential) as compared with the infinitely narrow
delta distribution.
In order to obtain the desired closed-form approximation for the emission criterion
it is necessary to define an effective macroscopic auxiliary stress tensor Σ̃. The
effective macroscopic auxiliary stress tensor must be simple enough to permit an
analytic stress analysis similar to [11], and yet be able to capture the most important
driving forces governing dislocation emission. Here this effective auxiliary stress tensor
is defined such that the first stress invariant and second deviatoric stress invariant
are preserved, i.e. I1 = Ĩ1 and J2 = J̃2, which may be equivalently expressed as
Σm = Σ̃m and Σeq = Σ̃eq, (4.7)
where the subscript m denotes the mean stress, i.e. Σm , 1/3I1 = 1/3trΣ and the





with Σ′ , Σ−ΣmI. Eq. (4.7) also preserves the macroscopic stress triaxiality defined
as χ̃T = χT , Σm/Σeq. Here we utilize the following simple first and second invariant
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0 Σm − Σ∗eq 0
0 0 Σm
 , (4.8)
where Σ∗eq , Σeq/
√
3 and the matrix is expressed with respect to the auxiliary macro-
scopic coordinate system {ẽx, ẽy, ẽz}. As shown in Fig. 4.4, the coordinate system
is constructed such that the array of auxiliary cylindrical voids are aligned along ẽz.
The maximum and minimum principal auxiliary stresses are aligned with ex and ey,
respectively. As such, the maximum auxiliary shear stress lies within the xy-plane,
thus maximizing the likelihood of dislocation emission in the auxiliary problem shown
in Fig. 4.4.
Having established a relationship between the general macroscopic stress tensor
Σ of the physical problem (Fig. 4.3) and the effective macroscopic stress tensor Σ̃ for
the auxiliary problem (Fig. 4.4), it proves useful to draw a connection to the auxiliary
microscopic stress field σ̃ that varies throughout the auxiliary RVE shown in Fig. 4.4.
Utilizing the generalized Gauss theorem along with the local equilibrium condition
∇ · σ̃ = 0 it may be shown that the volumetric average of the auxiliary microscopic
stress tensor σ̃ over the microscale domain Ωmicro is equal to the effective macroscopic




σ̃dΩmicro = Σ̃. (4.9)
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The microscale domain may be additively decomposed into a microscale domain that
only includes the auxiliary cylindrical voids Ωvoidmicro and a microscale domain that only
includes the solid material Ωsolidmicro such that Ωmicro = Ωvmicro + Ωsmicro. This additive
domain decomposition permits the following decomposition of the volumetric average























where 〈·〉 denotes a volumetric average over the solid material only and 〈·〉v denotes
a volumetric average over the voids. Noting that Ωsmicro/Ωmicro = 1 − ϕ̃ by definition
and that voids are necessarily stress-free, i.e. 〈σ̃〉v = 0, Eq. (4.10) may be recast in
the following compact form:
(1− ϕ̃) 〈σ̃〉 = Σ̃. (4.11)
The expression in Eq. (4.11) implies that (1− ϕ̃)−1 is essentially a stress concentration
factor that governs the average amplification of the microscopic stress field in the solid
material above the applied macroscopic stress.
The second auxiliary problem under consideration is that of the unit cell corre-
sponding to the first auxiliary problem: a single infinitely extended cylindrical void of
radius a embedded within an infinite isotropic linear-elastic medium subject to some
effective far-field stress state σ̃∞, see Fig. 4.6. The auxiliary microscopic stress field
σ̃ is, of course, locally perturbed by the presence of the void; however, it is required
to asymptotically approach the far-field stress state at relative distances far from the
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Fig. 4.6: Schematic of the second auxiliary problem corresponding to an infinitely
extended cylindrical void in an infinite isotropic linear-elastic medium. The infinite
medium is subject to a far-field effective stress state that preserves the first and
second stress invariants corresponding to a particular macroscopic point x in the
physical problem shown in Fig. 4.3. In addition, the far-field stress state accounts for
the effect of finite porosity ϕ. The corresponding microscopic stress field is given in
Eqs. (4.14) to(4.16) expressed in terms of the polar coordinate system (r, φ). A second
set of polar coordinates (ξ, θ) are utilized to define the position of a dislocation ⊥ on a
particular glide plane of interest (dotted line) with respect to the mutual intersection
of the glide plane with the void surface and corresponding surface normal (dashed
line) at (r = a, φ = φe) with φ = φe + φ⊥.
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void surface, i.e. σ̃| r
a
→∞ → σ̃∞. Therefore, σ̃ is asymptotically close to σ̃∞ over an
infinite domain Ω∞ implying that the volumetric average of the auxiliary microscopic




→∞ → σ̃∞ = 〈σ̃〉, (4.12)
with 〈σ̃〉 = (1− ϕ̃)−1 Σ̃ by Eq. (4.11). For voids or stress-free inclusions, the asymp-
totic boundary condition defined by Eq. (4.12) is essentially equivalent to the cele-
brated micromechanical assumptions of Mori and Tanaka [124].
Combining the asymptotic boundary condition expressed in Eq. (4.11) along with
the stress concentration factor given by Eq. (4.12) and the effective stress transfor-













with the matrix expressed in the auxiliary macroscopic coordinate system {ex, ey, ez}.
Applying the asymptotic boundary condition Eq. (4.13) along with a traction free
boundary condition at the void surface, i.e. σ̃|r=a · nv = 0 with nv being the unit
normal to the void surface, the in-plane solution to the local equilibrium equation
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with the angle φ defined in Fig. 4.6 and the superscript app indicates that the aux-
iliary microscopic stress results from the applied macroscopic loading. In the limit
of ϕ̃ → 0 the stress fields utilized by Lubarda [11] are recovered. However, for fi-
nite porosity the local auxiliary microscopic stress σ̃app increases monotonically with
increasing porosity ϕ, implying that the likelihood of dislocation emission increases
with increasing porosity (for a given macroscopic stress state Σ). Under pure hydro-




















with σ̃rφ = 0. The asymptotic boundary condition σ̃| r
a
→∞ → 〈σ̃〉 expressed in
Eq. (4.12) may be confirmed by explicitly computing the volumetric average of Eq. (4.17),
i.e.
〈σ̃appr 〉 = lim
ro/a→∞
1
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1− ϕ̃ . (4.20)
Having established the auxiliary microscopic stress fields that result from the
applied loading, we now turn our attention to the auxiliary stress fields generated by
the surface tension. For nano-sized voids it may be necessary to account for surface
tension. Applying the variational analysis outlined in the appendix of [69] the traction
on the surface of the cylindrical void is obtained here as




where γse is the surface energy. Note that the surface tension for cylindrical voids as
expressed in Eq. (4.21) is a factor of 2 smaller than that for spherical voids due to the
alternative geometry. Applying the boundary condition expressed in Eq. (4.21) the

















with σ̃rφ = 0. Notice that Eqs. (4.22) and (4.23) contain the physical length scale a,
which inversely scales the auxiliary microscopic stress field associated with the surface
energy, i.e. σ̃ser →∞ and σ̃seφ → −∞ as a→ 0. With the general stress fields in hand,
we are now in a position to consider the shear stresses acting on a dislocation near
the void surface.
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Consider the edge dislocation located on a glide plane of interest shown as the
dotted line in Fig. 4.6. A second set of polar coordinates (ξ, θ) are utilized to define
the position of the edge dislocation ⊥ on the glide plane of interest (dotted line)
with respect to the mutual intersection of the glide plane with the void surface and
corresponding surface normal (dashed line) at (r = a, φ = φe) with φ = φe+φ⊥. Since
the driving force for this edge dislocation is the local auxiliary in-plane shear shear
stress σ̃ξθ , τ̃ on the glide plane of interest, it is useful to obtain τ̃ through a stress
transformation of Eqs. (4.14) to (4.16), i.e.
τ̃ , σ̃ξθ = −
1
2
(σ̃r − σ̃φ) sin 2(θ − φ⊥) + σ̃rφ cos 2(θ − φ⊥), (4.24)
where the two coordinate systems (r, φ) and (ξ, θ) are related to one another through
the following geometric relationships:
r2 = a2 + ξ2 + 2aξ cos θ (4.25)
tan(φ⊥) =
ξ sin θ
a+ ξ cos θ
. (4.26)
Substitution of Eqs. (4.14) to (4.16) in Eq. (4.24) results in the following expressions
for the auxiliary microscopic shear stresses due to the applied stress and the effects
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sin 2φ cos 2(θ − φ⊥).




sin 2(θ − φ⊥). (4.28)
Utilizing the angle sum and difference trigonometric identities, i.e. sin(α ± β) =








sin 2(θ − φ⊥)−
Σ∗eq













sin 2(θ − φe − 2φ⊥). (4.29)
With τ̃ being the driving force for edge dislocations on the glide plane of interest,
one may assume that the most favorable plane for dislocation emission is the one
that maximizes τ̃ near the void surface. Noting that the intersection of the glide
plane and the void surface is located at r = a, φ = φe, and φ⊥ = 0 substitution
into Eqs. (4.27) and (4.28) gives the angular dependence of the auxiliary shear stress




1− ϕ̃ sin 2θ − 2
Σ∗eq
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where the subscript vs denotes the corresponding shear stress evaluated at the void
surface (r = a). The angular dependence of the magnitude of the combined ap-
plied and surface energy shear stresses at the void surface, i.e. |τ̃appvs + τ̃ sevs |, is plotted
in Fig. 4.7 (normalized by Σ∗eq). The critical emission angle φcre that maximizes
|τ̃appvs + τ̃ sevs | is independent of θ and may be expressed as φcre = ±niπ/2 with ni being
any odd integer for Σm > (1− ϕ̃)γse/a and being otherwise equal to any even integer,
see Fig. 4.7(a). The glide angles θ that maximize |τ̃appvs + τ̃ sevs | at any critical emission
angle, i.e. φcre = ±niπ/2, are found to be θcr = ±π/4. The critical glide angles of
θ = ±3π/4 are neglected on the physical grounds that these angles represent glide
planes defined inside the void, see Fig. 4.6.
Notice that the magnitude of the combined applied and surface energy shear
stresses |τ̃appvs + τ̃ sevs | is greater for a compressive applied loading, i.e. Σm < 0, as
compared to a tensile loading, i.e. Σm > 0, see Fig. 4.7(b). One consequence of this
is that dislocation emission from the surface of nanovoids may be noticeably easier
under compressive loading as compared with tensile loading. This effect is discussed
further in section 4.6.
Consider now the straight dislocation located at (r, φ) as shown in Fig. 4.6. The
Burgers vector of the dislocation is b and the line sense is ez. The correspond-
ing Peach-Koehler forces associated with the applied loading and surface energy are
given by F̃app = (σ̃app · b) × ez and F̃ se = (σ̃se · b) × ez, respectively. For an edge
dislocation the Burgers vector is b = ±beξ, where b is the magnitude of the Burgers
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Σm < (1 − ϕ̃) γse/a















Σm < (1 − ϕ̃) γse/a
Σm > (1 − ϕ̃) γse/a
θ
Fig. 4.7: Polar plots showing the angular dependence of the combined normalized
applied and surface energy shear stresses at the void surface, i.e.
∣∣τ̃appvs /Σ∗eq + τ̃ sevs/Σ∗eq∣∣,
with respect to (a) ϕe holding θ constant and (b) θ holding ϕe constant. Numerical
calculations are computed from Eqs. (4.30) and (4.31) with Σm = ±Σ∗eq/2 and (1 −
ϕ̃)γse/a = Σ∗eq/4.
vector. The component for each of these two Peach-Koehler forces that is aligned with
the slip direction is given as F̃appξ , F̃app · eξ = ±τ̃appb and F̃ seξ , F̃ se · eξ = ±τ̃ seb.
The interaction of the emitted dislocation with the infinitely compliant cylindrical
void generates an image force F̃ image, which acts to pull the dislocation towards the
void surface. The component of the image Peach-Koehler force aligned with the slip
direction is defined as F̃ imageξ , − |τ̃ image| b , F̃ image · eξ with |τ̃ image| being the
magnitude of the image shear stress. This ξ-component of the image force may be
determined from the Airy stress functions derived by Dundurs and Mura [125] and
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Table 4.1: Thermoelastic properties of aluminum and copper taken from [127].
Property Units Copper Aluminum
Reference shear modulus, µ0 GPa 46.8 26.0
Pressure dependence of modulus, ∂µ/∂p – 1.25 1.79
Temperature dependence of modulus, ∂µ/∂ϑ GPa / kK 17.7 16.8
Absolute melting temperature, ϑm K 1358 933
Poisson ratio, ν – 0.355 0.33
recently revisited by Lubarda [126], from which the following expression was obtained














cos(θ − φ⊥), (4.32)
where µ∗ , µ/π(1 − ν) with µ and ν being the shear modulus and Poisson ratio,
respectively. Since dislocation emission is expected to occur at very high stresses, it
is useful to account for the pressure dependence and temperature dependence of the
shear modulus, i.e.






(ϑ− ϑ0) , (4.33)
where for most materials ∂µ/∂ϑ < 0 and ∂µ/∂p > 0 with µ0 being the shear mod-
ulus at ambient conditions and reference temperature, i.e. p = 0 and ϑ0 = 300K.
Representative values for these parameters are provided in Table 4.1.
Notice that Eq. (4.32) contains a physical length scale b/a, which scales the mag-
nitude of the image force. In addition, Eq. (4.32) is always positive, and hence the
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image force always acts to pull the dislocation towards the void surface. The resulting
net Peach-Koehler force along the slip direction is given as F̃netξ = F̃appξ +F̃ seξ +F̃ imageξ .
Combining Eqs. (4.28), (4.29), and (4.32) the net Peach-Koehler force acting along










sin 2(θ − φ⊥)∓ b
Σ∗eq






























In addition to governing dislocation emission, the net Peach-Koehler forces described
in Eq. (4.34) drive the dynamics of emitted dislocations as they glide away from the
void surface.
4.4 A critical stress criterion for dislocation
emission in porous materials
Consider now a void suface of discrete atoms undergoing random thermal vibra-
tions. In the present context, such a surface may be thought of as being composed
of a very large number of discrete dislocation nuclei that are constantly attempting
to escape the void surface with an attempt frequency given by νG. Nearly all of the
escape attempts fail, because the dislocation is unable to overcome the image forces
that pull it back towards the void surface. However, in the rare event that a thermal
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vibration momentarily excites the dislocation nuclei to a position far enough from
the void surface that the net force on a corresponding full dislocation (along a slip
direction away from the surface of the void) becomes positive, i.e. F̃netξ > 0, then
the dislocation embryo finds itself in an unstable position. Upon reaching this point
of instability, the dislocation nuclei may form into either a partial or full dislocation
and rapidly glide away from the surface of the void. This process constitutes a single
dislocation emission event.
4.4.1 The porous critical emission surface
The radius of a dislocation core, w⊥, may be taken as a reasonable upper bound
on the maximum distance from the void surface (measured along the slip direction
on the glide plane) that may be momentarily achieved in a rare thermal excitation of
the dislocation nuclei. In this sense, our assumed conditions for dislocation emission
are mathematically consistent with that of Rice and Thomson [116] for emission
from cracks and Lubarda et al. [65] for emission from voids, although the atomistic
processes governing emission are viewed somewhat differently in the present case. The
critical condition for emission on a given glide plane defined by θ and φe is obtained
by substituting ξ = w⊥ in Eqs. (4.25) and (4.26), while making use of Eq. (4.34) with
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F̃netξ = 0, i.e.



























cos(θ − φcr⊥ ),
where the ± corresponds to an edge dislocation with b = ∓beξ. The critical radial
position rcr is defined by
r2cr = a
2 + w2⊥ + 2aw⊥ cos θ (4.36)
and the critical angle φcr⊥ is defined by
tan(φcr⊥ ) =
w⊥ sin θ
a+ w⊥ cos θ
(4.37)
The non-dimensional length scales h1 and h2 utilized in Eq. (4.35) are respectively




sin 2(θ − φcr⊥ ) (4.38)









sin 2(θ − φe − 2φcr⊥ ). (4.39)
Eq. (4.35) may be minimized to obtain the critical angles θ and φe that minimize
the required applied stress for emission, see for example Lubarda [11]. However, the
emission of dislocations is likely restricted to a discrete set of closed packed planes in
FCC metals, which in general will not necessarily correspond with the critical angles
obtained from the minimization of Eq. (4.35). Furthermore, such a minimization
results in an algebraically complex emission criterion that may not be easily expressed
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in a closed-form. An algebraically simpler closed-form emission criterion may be
obtained by assuming that the glide planes most likely to first emit dislocations are
those with the highest resolved shear stress at the void surface. Rather than explicitly
track the crystallography, here we take the critical angles to be those corresponding
to the maximum applied shear stress at the void surface, i.e. φcre = ±niπ/2 and
θcr = ±π/4 as discussed earlier (Fig. 4.7). Under these conditions, the closed-form
expression for the critical image shear stress along the glide plane is obtained as

















and the closed-form emission criterion may be compactly expressed as
ΦEm = h1
∣∣∣∣ Σm1− ϕ̃ − γsea
∣∣∣∣+ ( h2√3 Σeq(1− ϕ̃)
)
−
∣∣τ̃ imagecr ∣∣ , (4.41)
where the subscript Em denotes the dislocation emission process which is active for
ΦEm ≥ 0. The last term on the right hand side of Eq. (4.41) provides the resistance
to emission. The first and second terms provide the driving force for dislocation
emission respectively resulting form the applied mean and deviatoric stresses. The
non-dimensional length scales h1 and h2 utilized in Eq. (4.41) are the stress modifiers,
†In the limit of a→∞ Eq. (4.40) is consistent with the image force associated with a dislocation
located some distance d from a planar surface, i.e. −µ∗b2/4d, see for example Hirth and Lothe [13].
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from the evaluation of their definitions given in Eqs. (4.38) and(4.39) for φcre = ±niπ/2
and θcr = ±π/4. In the limit of large void sizes relative to the dislocation core size,
i.e. a >> w⊥, it is clear from Eqs. (4.42) and (4.43) that h1 → 1 and h2 → 2, in
which case the critical emission surface simplifies to
ΦEm =
∣∣∣∣ Σm1− ϕ̃ − γsea










The emission criterion represented by Eq. (4.41) is far simpler than any criterion
that results from the minimization of Eq. (4.35). Furthermore, it is entirely pos-
sible that dislocation emission actually occurs at the location on the void surface
corresponding to the maximum applied shear stress. Detailed molecular statics cal-
culations may shed more light on the governing mechanism. Nevertheless, we proceed
with Eq. (4.41) as a suitable closed-form emission criterion.
One disadvantage of the derived emission surface expressed in Eq. (4.41) is that it
has a number of sharp corners, which are often undesirable in computational frame-





∣∣∣∣ Σm1− ϕ̃ − γsea
∣∣∣∣η + ( h2√3 Σeq(1− ϕ̃)
)η
−
∣∣τ̃ imagecr ∣∣η}1/η , (4.45)
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(a)



























Fig. 4.8: Comparison of (a) our porous critical emission surface, i.e. Eq. (4.45),
with (b) the ideal Gurson yield surface associated with homogeneous dislocation
nucleation, i.e. Eq. (4.46) with σy = µ/5, in hydrostatic-equivalent stress space. The
arrows indicate increasing physical porosity varying as ϕ = {0; 0.1; 0.2; 0.3; 0.4; 0.5}.
(b = 2.55Å;w⊥ = b; a = 2 nm; γse = 2 J/m
2; ν = 1/3; g(a) = δ(a− ā); η = 1.3).
where Eq. (4.41) and Eq. (4.45) are equivalent for η = 1; however, for 2 ≤ η∞
Eq. (4.45) has the advantage of being a completely smooth surface with no sharp
corners. The corners are completely smoothed for cases in which η ≥ 2. In addition
to providing smoothing, η may be thought of as a parameter that governs the shape
of the emission surface.
In order to establish the proper context it is useful to compare our critical emission

















with the subscriptG denoting Gurson [77] yield surface and σy being the yield strength
of the solid material surrounding the voids. Setting this solid material yield strength
to its ideal value, i.e. ∼ µ/5, gives an approximation (albeit a poor one) for the condi-
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tions required to induce void growth by homogenous nucleation of dislocations in the
solid material. Hence, σy = µ/5 in Eq. (4.46) serves as a somewhat suitable compar-
ison to our emission criterion expressed in Eq. (4.45). Fig. 4.8 provides a comparison
of these two surfaces as a function of porosity. Clearly, the critical emission surface
shown in Fig. 4.8(a) easily fits within the ideal Gurson yield surface indicating that
void growth by dislocation emission is easier than growth by homogeneous disloca-
tion nucleation. This is not necessarily the case for extremely small voids that are
only a few vacancies in size, as will be discussed further in subsection 4.4.2; nor is it
necessarily the case for some void size distributions at large porosities as discussed in
subsection 4.4.3.
Notice that the critical emission surface is asymmetric, while the ideal Gurson
yield surface is symmetric with respect to the mean stress Σm. Here this tension-
compression asymmetry is driven by the surface tension at the void surface with
the peak of the critical emission surface shown in Fig. 4.8(a) occurring at Σm =
(1 − ϕ̃)γse/a (always on the tensile side of the surface for γse > 0). Interestingly,
spontaneous emission of dislocations is theoretically possible if the surface energy
is high enough. Subsection 4.6.3 provides a discussion of this curious mechanism.
In subsection 4.6.4 we revisit the concept of a tension-compression asymmetry in
the critical emission surface considering a pressure-dependent shear modulus, and a
predicted anomalous temperature-dependence of the emission surface is studied in
subsection 4.6.5.
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The shapes of the two surfaces are also somewhat different, particularly at low
porosities where the classic Gurson [77] yield surface becomes elongated with respect
to the mean stress Σm. The shapes of the two surfaces are most similar for cases in
which the fictitious smoothing exponent (or shape exponent) η assumes a value of
about 2, compare Fig. 4.14 and Fig. 4.8(b), for example. Interestingly, in section 4.5
it is shown that η = 2 also brings the critical emission surface in close agreement with
predictions of molecular dynamics simulations.
4.4.2 Length scales and size effects associated with
the criterion for dislocation emission
The porous critical emission surface contains several important physical and non-
dimensional length scales that govern the size effects associated with dislocation emis-
sion. The length scales and associated expected ranges include:
F The physical void size, a, O(1Å−1mm)
F The non-dimensional length scale, 0.5 . b/w⊥ . 2
F The non-dimensional length scale, a/w⊥, O(1− 107)
F The non-dimensional stress modifiers, 0 ≤ h1 ≤ 1, and 1 . h2 ≤ 2
The physical length scale a enters into the emission criterion only through the surface
tension term in Eq. (4.45). If surface tension is negligible than this physical length
133
CHAPTER 4. DISLOCATION EMISSION IN POROUS MATERIALS
scale does not play a significant role. The non-dimensional length scale, b/w⊥, is
vital as it linearly scales the magnitude of the critical image shear stress |τ̃ imagecr |, see
Eq. (4.40). The smaller the dislocation core size in relation to the magnitude of the
Burgers’ vector b, the larger the image shear stress and thus the material is more
resistant to dislocation emission.
Fig. 4.9 demonstrates this linear dependence of b/w⊥ on the critical stress required
for dislocation emission under pure macroscopic hydrostatic tension and compression,
i.e. Σm > 0 and Σm < 0 with Σeq = 0, and under pure macroscopic hydrostatic load-
ing, i.e. Σm = 0. For simplicity Fig. 4.9 ignores the effects of surface tension, i.e.
γse = 0. Fig. 4.9 also demonstrates that generally speaking the smaller the void the
more resistant the material is to dislocation emission. One might assume that the void
size dependencies shown in Fig. 4.9 are simply governed by the size dependence of
|τ̃ imagecr |. However, this size dependence is fairly mild (as shown in Fig. 4.10). Instead,
these void size effects are to be governed primarily by the size effect associated with
surface tension as well as the stress modifiers h1 and h2 (as shown in Fig. 4.10). Fur-
thermore, the unbounded resistance to dislocation emission under hydrostatic loading
(Fig. 4.9(a)) will be discussed and attributed to the behavior of h1, and the peculiar
void size effects under pure deviatoric loading (Fig. 4.9(b)) will be attributed to a
similar anomalous size dependence of h2.
The non-dimensional length scale a/w⊥ enters the emission criterion in a number of
places. For example, it enters the the critical image shear stress |τ̃ imagecr |. In Eq. (4.40)
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Fig. 4.9: Size effect associated with the critical stress required for dislocation emission
(a) under pure macroscopic hydrostatic tension and compression, i.e. Σm > 0 and
Σm < 0 with Σeq = 0, and (b) under pure macroscopic hydrostatic loading, i.e.
Σm = 0, ignoring the effects of surface tension, i.e. γse = 0. The arrows indicate
increasing non-dimensional inverse core size varying as b/w⊥ = {0.6; 0.8; 1.0; 1.2; 1.4}.
(b = 2.86Å;µ = 26 GPa; ν = 1/3; ϕ̃ = 0).
a/w⊥ governs the size effect of |τ̃ imagecr | associated with the curvature of the void, i.e.
1/a2. As a/w⊥ becomes smaller the critical image shear stress increases. However,
this size effect is rather mild, see for example the solid (blue) curve in Fig. 4.10.
The major impact of a/w⊥ comes in its relationship to the non-dimensional length
scales h1 and h2, defined in Eqs. (4.42) and (4.43). As a/w⊥ varies from very large
values, i.e. a/w⊥ & 102, to very small values, i.e. a/w⊥ . 3, the mean stress modifier
h1 monotonically decays from a value of 1 to 0, while the deviatoric stress modifier
h2 decays non-monotonically from a value of 2 to 1, see Fig. 4.10. Note that the
size dependence of h1 is stronger than that of h2 for small values of a/w⊥. The size
dependence of the mean stress modifier h1 is similar to that of the surface tension
γse/a as shown in Fig. 4.10.
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Physically, each stress modifier converts the respective macroscopic applied stress
into a local shear stress on the glide plane of interest at a finite distance from the void
surface ξ = w⊥. Recall from Eq. (4.29) that the resolved shear stresses generated by
the applied mean stress decay as a2/r2. Therefore, the shear stress will be highest
on the void surface (ξ = 0) and somewhat smaller at (ξ = w⊥). When a/w⊥ >> 1
the two shear stresses at ξ = 0 and ξ = w⊥ are for all practical purposes equivalent.
However, when a/w⊥ is O(1) the applied shear stress at the critical emission point
(ξ = w⊥) is significantly lower than the applied shear stress at the void surface (ξ = 0).
As such, the mean stress modifier takes on a lower value for low values of a/w⊥ as
shown in Fig. 4.10. A similar argument holds for the deviatoric stress with the main
exception being that the shear stress field generated by the applied deviatoric stress
has a component that is constant with respect to the radial position (the second term
of Eq. (4.29)). So unlike h1 the deviatoric stress modifier approaches 1 rather than 0
for small values of a/w⊥.
These size dependencies of the non-dimensional length scales h1 and h2 are vital
as these stress modifiers respectively scale the magnitude of the average mean stress
in the solid material, i.e. Σm/(1 − ϕ̃), and surface tension, i.e. γse/a, as well as the
average equivalent stress in the solid material, i.e. Σeq/(1− ϕ̃), as shown in Eq. (4.45).
Therefore the smaller the value of h1 and h2 the larger the critical macroscopic load
required to overcome the image stresses experienced by a dislocation attempting to
escape the void surface. Since h2 always takes on a non-zero value the critical stress
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Fig. 4.10: Various physical and non-dimensional length scales that govern the size
effects associated with the critical macroscopic stress required for dislocation emission,
i.e. Eq. (4.45). Here τhom = µ/10 is utilized as a normalizing parameter for for the
surface tension term (γse/a) and the critical image shear stress |τ̃ imagecr | defined in
Eq. (4.40) (with b = w⊥ here). The non-dimensional stress modifiers h1 and h2
govern the magnitude of the local stresses at a distance w⊥ from the void surface,
and are defined in Eqs. (4.42) and (4.43).
for emission under (nearly) pure deviatoric loading, i.e. Σeq >> |Σm|, is expected to
remain finite in the limit of infinitesimally small voids. This is not true for purely
hydrostatic loading since h1 → 0 in the limit of a/w⊥ → 0. With h1 = 0 an infinite
mean stress is required for emission. These trends are shown in Fig. 4.9.
When surface tension is ignored, i.e. γse = 0, the void size effect associated with
the critical stress for dislocation emission (shown in Fig. 4.9) is primarily governed
by the non-dimensional length scales h1, h2, and b/w⊥. The non-dimensional length
scale a/w⊥ plays an important role only through h1 and h2 with the size effects asso-
ciated with the critical image shear stresses being fairly negligible in comparison. The
dominant role of the mean stress modifiers on the void size effect may also be inferred
from comparisons of the shape of the curves reported in Fig. 4.9(b) and the shape
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of the curve for h2 reported in Fig. 4.10. The shape of the curves appear to be near
reflections of one another. Similarly, the void size effect associated with dislocation
emission under pure hydrostatic loading is dominated by the mean stress modifier h1
(when surface energy is ignored). Such details of the underlying physics governing the
size effect for dislocation emission have not been discussed in the previous literature.
Lastly, it should also be noted that if the physical length scale b/w⊥ is treated
as an arbitrary fitting parameter, as in Fig. 4.9, than the emission criterion can
be somewhat arbitrarily brought into agreement with experimentally observed or
atomistically computed critical stresses. To alleviate some of this arbitrariness, a
strategy for obtaining more realistic values of b/w⊥ is outlined in subsection 4.5.2.
4.4.3 Role of the void size distribution and finite
porosity
One of the primary advancements of the current dislocation emission analysis
over previous analyses, e.g. Lubarda [11], is the ability to treat dislocation emission
in porous materials with finite porosities. In subsection 4.5.6 it will be shown that
this is a critical addition necessary to understanding the failure response of ductile
materials whose void growth is governed by dislocation emission. The role of the
auxiliary porosity ϕ̃ on the critical stress for dislocation emission is rather clear from
Eq. (4.45), with the critical macroscopic stress essentially decaying linearly with aux-
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Fig. 4.11: Role of porosity and void size distribution on critical stress required for
dislocation emission under (a) pure hydrostatic tension and (b) pure deviatoric stress.
These critical stresses are compared with the ideal Gurson model demonstrating that
homogeneous dislocation nucleation requires more stress than dislocation emission for
most realistic conditions. (σy = µ/5; b = 2.55Å;w⊥ = b; a = 2 nm; γse = 2 J/m
2; ν =
1/3).
iliary porosity. However, the relationship between the critical macroscopic stress and
the physical porosity ϕ is not immediately clear since ϕ 6= ϕ̃.
Fig. 4.11 demonstrates how the critical macroscopic stress for dislocation emis-
sion decays with increasing physical porosity ϕ. Notice that the softening response
is somewhat non-linear and dependence on the particular void size distribution. For
realistic values of physical porosity, i.e. ϕ . 60%, we predict that the critical stress
required for dislocation emission in a material possessing an exponential distribution
of void sizes, i.e. g(a) = ā−1 exp (−a/ā), will decrease nearly linearly with increas-
ing physical porosity ϕ. On the other hand, we predict that the critical stress will
decay faster than linearly with increasing porosity for a material possessing a delta
distribution of void sizes, i.e. g(a) = δ (a− ā).
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Fig. 4.11 also provides a comparison of our porous critical emission surface with
the ideal Gurson yield surface associated with homogeneous dislocation nucleation,
i.e. Eq. (4.46) with σy = µ/5. For the void size considered, Fig. 4.11(b) implies that
dislocation emission is easier than homogeneous dislocation nucleation under (nearly)
pure deviatoric loading, i.e. Σeq >> |Σm|, across the entire range of porosities. How-
ever, Fig. 4.11(a) implies that under (nearly) hydrostatic loading it may be possible
for homogeneous dislocation nucleation to be easier than dislocation emission at very
large porosity. It would be interesting to study the response of a nanoporous material
possessing at least a few different void sizes utilizinglar dynamics simulations. This
would allow us to test the predicted dependence on void size distribution. Unfor-
tunately, this is beyond the scope of the current work. However, subsection 4.5.5
provides some degree of validation of the porosity dependence associated with a delta
distribution of void sizes, i.e. g(a) = δ (a− ā).
4.5 Utilization of molecular dynamics simu-
lations for the calibration and validation
of the porous critical emission surface
Prior to detailed discussion of the implications of our critical emission surface,
which constitutes the remainder of this chapter, it is worthwhile comparing the emis-
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sion criterion with predictions of molecular dynamics simulations. Of course the
molecular dynamics simulations are necessarily nonequilibrium in nature, while the
emission criterion expressed in Eq. (4.45) is an equilibrium calculation. Neverthe-
less, the comparison is useful in examining the general trends associated with the
dependence of stress state, void size, porosity, and temperature on the critical stress
required for dislocation emission.
4.5.1 Overview of molecular dynamics simulations
The molecular dynamics simulations utilize an embedded-atom method (EAM)
potential representative of face-centered-cubic (FCC) copper [128, 129]. Unless oth-
erwise noted, the simulations probe the stress-strain response of a three-dimensional
cube of single crystal copper material constructed such that the {100} planes are
aligned with the faces of the simulation cube. Under equilibrium conditions the side
length of the simulation cube is ` and the radius of the spherical void is a with the
associated physical porosity being ϕ. The simulations make use of periodic bound-
ary conditions that are, to some degree, equivalent to an infinitely extended array
of equi-sized spherical voids positioned on cubic lattice. As such, g(a) = δ(a − ā)
in the remainder of this chapter. Constant velocity gradients are applied, which are
equivalent to a constant engineering strain rate ε̇ that may be systematically varied.
By independently applying the strain rates along the three principle directions the
molecular dynamics simulations can probe different loading conditions. For example,
141
CHAPTER 4. DISLOCATION EMISSION IN POROUS MATERIALS
uniaxial deformation, biaxial deformation, and triaxial deformation are respectively
achieved by increasing the simulation cube dimension in one, two, or three directions
while holding the other dimensions fixed. These types of simulations make use of
either an NV T or NV E ensemble, i.e. a system composed of a fixed number (N) of
discrete atoms/molecules/particles at a fixed undeformed volume (V ) and either a
fixed temperature (T ) or fixed energy (E). Alternatively, a uniaxial stress or biaxial
stress condition may be achieved through the use of a NPT or NPE ensemble, where
the pressure on two (or four) parallel faces is held constant at ambient conditions.
Note that a thermostat is required to fix the temperature by exchanging thermal en-
ergy with a heat bath. For fixed energy (E) calculations, the temperature is allowed
to evolve as a result of the thermoelastic effect or inelastic dissipation.
It is difficult to define stress at the atomistic length scales. One measure of the
stress tensor volumetrically averaged over the entire simulation cube, i.e. Ωmicro, may

















where mα and pα is the mass and momentum of the α-th atom with natoms being
the total number of atoms in the simulation domain. The interatomic forces between
the α-th atom and the β-th atom are denoted as f (α↔β) with their corresponding
interatomic separation denoted as r(α↔β). By definition this virial stress is equivalent
to our macroscopic stress tensor Σ defined in Eq. (4.9), hence comparisons of the virial
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stress tensor with our macroscopic critical stress criterion for dislocation emission, i.e.
Eq. (4.45), and the macroscopic criterion for homogeneous dislocation nucleation, i.e.
Eq. (4.46) with σy = µ/5, are sensible.
The macroscopic signature of dislocation emission is typically associated with
a rapid collapse of the macroscopic stress, see for example Fig. 1 and Fig. 2 of [66].
However, it is theoretically possible for dislocation emission to occur prior to this rapid
collapse of the stress. Therefore, a careful analysis of the centrosymmetry parameter
is very helpful in identifying the precise stress at which dislocation nucleation first





∣∣R(α↔β) + R(α↔β+6)∣∣2 , (4.48)
where R(α↔β) is set of 12 vectors that define the interatomic separation between
the α-th atom and its 12 nearest neighbors. The set of nearest neighbor vectors is
assembled such that R(α↔β) = −R(α↔β+6) for a perfect FCC crystal. Thus, ζcs = 0 for
a perfect crystal. Various defects, e.g. partial dislocations, full dislocations, stacking
faults, grain boundaries, and surface atoms may be identified by their centrosymmetry
parameter. In the event that a careful centrosymmetry analysis is not performed than
we resort to comparing the critical emission surface with the observed peak stresses.
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4.5.2 Calibration of the temperature dependence of
the dislocation core size
The greatest unknown in the criterion for dislocation emission is the dislocation
core size w⊥. In the literature, the core size has been traditionally treated as a fitting
parameter. This approach unnecessarily constricts the predictive power of the derived
criterion for dislocation emission and may lead to some confusion in the analysis of
dislocation emission. It is therefore desirable to be able to at least approximately
calibrate the dislocation core size independently of the atomistic calculations used
to validate the theoretical model. One way to do this is to simply measure the
dislocation core size under high resolution transmission electron microscopy. From
these observations, one could obtain a reference core size as well as its temperature
dependence. However, we are not actually interested the dislocation core per se,
but rather the maximum displacement that a dislocation nuclei may be perturbed
from equilibrium by a rare thermal excitation. We have assumed that this maximum
thermal excitation is of similar magnitude as the dislocation core size, but strictly
speaking it is not identical to the dislocation core size. Therefore, it may be more
appropriate to calibrate the dislocation core size with another critical dislocation
phenomena.
Consider, for example, the homogeneous nucleation of a single dislocation loop.
In an idealized two-dimensional view, the process of dislocation loop nucleation may
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Table 4.2: Measures of dislocation size for aluminum and copper.
Property Units Copper Aluminum
Burgers vector magnitude, b Å 2.55 2.86
Absolute zero core size, w0K⊥ Å 2.88 2.15
Temperature dependence of core size, q0 – 0.59 0.43
be mechanistically thought of as a perfect plane of atoms continuously attempting to
split into two opposite-signed full dislocations (on the same glide plane). Nearly all
of these split attempts fail, because the two dislocation nuclei are unable to overcome
their mutual attraction. However, a nucleation event may occur in the rare event
that a thermal excitation perturbs the two dislocation nuclei enough to overcome
their mutual attraction. In the same spirit as our criterion for dislocation emission,
each dislocation may be perturbed by a maximum displacement given by w⊥, resulting
here in a total separation distance of d = 2×w⊥. The magnitude of the attractive line
force between two opposite-signed dislocation is given as µ∗b2/2d. The magnitude of
the line force that results from the applied loading is τb. An unstable equilibrium
position is achieved when these two forces balance, and thus a simple criterion for





At room temperature (ϑ = 300K) the critical shear stress required for homogeneous
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dislocation was observed to be τhom = 2.2 GPa and τhom = 1.8 GPa for copper
and aluminum, respectively, according to molecular dynamics calculations reported
in [131]. The dislocation core sizes that bring Eq. (4.49) into agreement with the
observed homogeneous nucleation shear stresses are w⊥ = 1.3× b and w⊥ = 0.87× b
for copper and aluminum, respectively. Likewise, w⊥ = 1.13 × b and w⊥ = 0.75 × b
result in a good agreement of Eq. (4.49) and the corresponding molecular dynamics
simulations at absolute zero (ϑ = 0K), when the temperature dependence of the shear
modulus is properly accounted for, i.e. Eq. (4.55). The core size used in the analysis
of dislocation emission at room temperature and absolute zero should be fairly similar
to these values corresponding to homogeneous dislocation nucleation.
(a)













































Fig. 4.12: Calibration of temperature-dependent dislocation core size for (a) cop-
per and (b) aluminum. The arrows indicate increasing absolute zero dislocation
core size varying as w0K⊥ /b = {0.85; 1.0; 1.13; 1.25; 1.5} in (a) and as w0K⊥ /b =
{0.5; 0.65; 0.75; 0.9; 1.2} in (b). The symbols correspond to molecular dynamics sim-
ulations reported in [131]. Appropriate thermoelastic properties are provided in Ta-
ble 4.1 with core size parameters provided in Table 4.2.
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The temperature dependence of the core size may be obtained by fitting a simple












where w0K⊥ is the value of the dislocation core size at absolute zero, q0 is fitting con-
stant, and ϑm is the absolute melting temperature. Accounting for the temperature
dependence of both the shear modulus and the core size in Eq. (4.49), we find that
q0 = 0.59 and q0 = 0.43 brings the theoretical model into good agreement with the
molecular dynamics predictions reported in [131], as shown in Fig. 4.12.
4.5.3 Validation of hydrostatic tension-compression
asymmetry and minor adjustment of absolute
zero core size
As discussed in subsection 4.6.4 a tension-compression asymmetry is expected
in the critical mean stress required to emit dislocations. The resulting tension-
compression asymmetry is governed by a competition between the pressure-dependence
of the shear modulus, i.e. ∂µ/∂p, and a finite surface energy γse. It is not immedi-
ately clear which mechanism will win out. If the pressure-dependence of the shear
modulus is dominant than dislocation emission will require a higher stress magnitude
in compression compared with tension. On the other hand, if the surface tension is
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dominant than dislocation emission will require a higher stress magnitude in tension
as compared with compression. Therefore, capturing the correct tension-compression
asymmetry provides some measure of validation of our criterion for dislocation emis-
sion.
The author is aware of two molecular dynamics studies that investigated the crit-
ical stress required to emit dislocations under both tensile and compressive hydro-
static stresses. Both investigations make use of a careful centrosymmetry analysis to
determine the stress at which point the dislocation is first emitted. This is particu-
larly important for analyzing dislocation emission in compression as the stress never





















































Fig. 4.13: Observed and predicted tension-compression asymmetry associated with
the critical stress required for dislocation emission from a void of size a considering a
pressure and temperature-dependent shear modulus (Table 4.1) and a finite surface
energy γse = 1.8 J/m2. The symbols represent molecular dynamics predictions of the
critical emission mean stress at absolute zero (ϑ = 0K) reported in [132] (open circles
for compression and stars for tension). (a) makes use of the calibrated dislocation
absolute zero core size of w0K⊥ = 2.88Å, while (b) makes use of a slightly adjusted value
of w0K⊥ = b = 2.55Å that brings the theory in closer agreement with MD calculations.
148
CHAPTER 4. DISLOCATION EMISSION IN POROUS MATERIALS
One of these studies [115] probed the behavior of tantalum and observed a discernible
tension-compression asymmetry. These MD calculations predicted that dislocation
emission in compression requires a mean stress magnitude that is about 10% higher
than in the case of tensile loading. A similar observation was reported in [132] for
dislocation emission in copper at absolute zero (ϑ = 0K). These MD calculations
investigated a number of void sizes, and a comparison of the MD calculations and the
theoretical predictions (Eq. (4.45) with γse = 1.8 J/m2 [133] and appropriate ther-
moelastic properties taken from Table 4.1) is provided in Fig. 4.13. The same general
trend is observed in both cases with compression requiring a high stress magnitude.
In Fig. 4.5.3 we make use of the absolute zero core size of w0K⊥ = 2.88Å that was
calibrated by fitting Eq. (4.49) to the MD calculations of homogeneous dislocation
nucleation reported in [131]. Although the general trend is captured with this cali-
brated core size, an even better agreement can be had by slightly adjusting the value
of the absolute zero core size to w⊥ = 2.55Å as shown in Fig. 4.5.3. This adjusted
absolute zero core size will be utilized in the remainder of this chapter along with a
surface energy of γse = 1.8 J/m2.
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4.5.4 Comparison of emission surface with multi-axial
MD calculations and calibration of the shape
exponent η
In addition to validating the tension-compression asymmetry, subsection 4.5.3 also
provides a validation (to some degree) of the size of the emission surface. Here we
turn our attention to the general shape of the emission surface, which is primarily
governed by the shape exponent η. Investigating the shape of the emission surface
requires a comparison with multi-axial MD calculations. A systematic study of this
multi-axial response was studied by Seppälä et al. [66] for copper with an initial
undeformed average temperature of 〈ϑ〉 = 300K set by a thermostat. Unfortunately,
a careful centrosymmetry analysis was not provided, so we resort to comparing our
porous critical emission surface with the peak macroscopic stresses reported for the
MD calculations. All simulations were performed under tensile loading, so the peak
stress is easily discernible, see for example Fig. 1 and Fig. 2 of [66]. That said, the
peak stresses are strongly dependent on the imposed strain-rate. As such, the peak
stresses should be treated as upper bounds on the critical stress required for emission
with the theoretical critical emission surface lying below these upper bounds.
Fig. 4.14 provides a comparison of the porous critical emission surface, i.e. Eq. (4.45)
with the peak stresses predicted by the MD calculations reported in [66]. Extrapolat-
ing the rate-sensitivity by eye it appears that η = 2 gives the best agreement with our
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Fig. 4.14: Peak stresses predicted by molecular dynamics simulations for nanoporous
copper subject to different stress states (with stars indicating uniaxial extension, open
circles representing biaxial extension, and crosses marking triaxial extension) and
various macroscopic engineering strain rates of 107, 108, 5× 108, 109 and 1010 s−1 [66].
These MD calculations are compared with our equilibrium porous emission surface,
i.e. Eq. (4.45). The plot demonstrates that η = 2 results in a good agreement between
our emission surface and the MD calculations. Material properties are representative
of copper and are provided in Table 4.1 with ā = 2.16 nm and ϕ = 0.42%.
critical emission surface. From a computational standpoint this is very convenient as
η = 2 results in a smooth emission surface with no sharp corners. η = 2 is utilized
in the remainder of this chapter. It should also be noted that the ideal Gurson yield
surface, i.e. Eq. (4.46), significantly over predicts the stress required for dislocation
nucleation. As such, it should not be considered a suitable model for these purposes.
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4.5.5 Validation of size effect and porosity depen-
dence under uniaxial tension
Investigating a large range of void sizes is computationally demanding for full
three-dimensional MD calculations. The computational expense may be significantly
reduced by considering cylindrical voids that pierce through a relatively thin square
plate of material. Such MD calculations were performed to study the emission of
dislocations from cylindrical voids [134]. These particular MD calculations make use
of an NPT ensemble to load the material under conditions of uniaxial tension, i.e.
Σ11 > 0 with all other macroscopic stresses equal to zero, and the average temperature
fixed to absolute zero (〈ϑ〉 = 0K) by a thermostat.
The void size a, as well as the porosity, was systematically varied over a large
range. As expected, the critical macroscopic stress required for emission decreases
with increasing void size and porosity. Here, since the MD calculations essentially
amount to a periodic array of cylindrical voids, this porosity is identical to the auxil-
iary porosity ϕ̃ in our porous critical emission surface. Fig. 4.15 provides a comparison
of the size effect and porosity dependence associated with dislocation emission as pre-
dicted by MD calculations and our porous critical emission surface, i.e. Eq. (4.45).
The MD calculations made use of the centrosymmetry parameter in determining the
critical stress associated with incipient dislocation emission. As such, the agreement
between the MD calculations and the theory is remarkable.
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Fig. 4.15: Size effect and porosity dependence associated with the critical stress
required for dislocation emission in copper under uniaxial stress conditions. Here
the auxiliary porosity is directly known, because these particular MD simulations
are for an array of cylindrical voids rather than the array of spherical voids studied
elsewhere in this chapter. Material properties are representative of copper and are
provided in Table 4.1 with w0K⊥ = b = 2.55Å.
4.5.6 Evolution of critical emission surface with de-
formation
At this point, our porous critical emission surface has been calibrated and vali-
dated (to some degree) through comparisons with molecular dynamics simulations.
Up to this point we have primarily focused on the critical stress required to emit
the first set of dislocations from the void surface. However, it is (at least theoreti-
cally) possible that the critical stress required to emit subsequent dislocations may
be substantially different than the stress required to emit the first set of dislocations.
153
CHAPTER 4. DISLOCATION EMISSION IN POROUS MATERIALS
For example, the first set of dislocations could leave behind sharp ledges that may
produce local stress concentrators that make subsequent emission easier. If this is
the case, then our derived critical emission surface would need to be augmented to
account for these effects, otherwise the critical emission surface would be of limited
practical use.
In order to address these concerns, we compare our dislocation critical emission
surface to molecular dynamics simulations deformed (in extension) well beyond the
point at which the first set of dislocations are emitted. As the material continues to
deform, the void size increases by approximately a Burgers vector magnitude with
each emission event. Additionally, the physical porosity continuously increases with
deformation, see for example Fig. 8 of [66]. As a result of the evolution of these
two geometric parameters, the critical stress for dislocation emission is continuously
reduced. Since Seppälä et al. [66] report the porosity as a function of the current
engineering strain it is a simple matter to compute the critical emission surface as a
function of this porosity and compare it with the current macroscopic stress in the
MD calculations. Such a comparison is provided in Fig. 4.16, where the solid (blue)
line accounts for the combined effect of both evolving porosity and void size on the
evolution of the critical emission surface. The current equivalent spherical void size









where ϕ0 = 0.42% is the initial (undeformed) porosity and ` = 21.6 nm are the
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simulation cube side lengths prior to deformation. These values correspond to the
particular MD calculations considered here. The current porosity and the computed
equivalent spherical void size at each time point considered are reported in the top
right corner of each subfigure in Fig. 4.16. Notice that the theoretical predictions
agree reasonably well with the MD calculations early in the deformation. Although,
not shown here the theory predicts a larger critical emission stress than the MD
calculations at late stages in the deformation. This would seem to imply that at
some point the material becomes significantly less resistant to dislocation emission.
This effect may be attributed to the rise in temperature with deformation in the MD
calculations, which is not explicitly accounted for here.
Recall that the molecular dynamics simulations utilized here make use of an NV E
ensemble rather than an NV T ensemble. As a result the temperature undergoes
considerable evolution. The evolution of the average temperature 〈ϑ〉 is reported in
Fig. 7 of [66]. Prior to the first emission event, the deformation is totally elastic
and the temperature decrease due to the thermoelastic effect, see chapter 6 for more
details on this. When dislocation emission becomes active, the associated inelastic
dissipation results in a temperature rise that typically overtakes the temperature
decrease associated with the thermoelastic effect.
Furthermore, Ariza et al. [70] demonstrated in their hot quasi-continuum simula-
tions that once dislocation emission becomes active the local temperature near the
void surface may be considerably higher than the average temperature, i.e. ϑvs > 〈ϑ〉,
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Fig. 4.16: Evolution of our critical emission surface (lines) with tensile deformation
compared with MD calculations [66] of the corresponding current macroscopic stress
(with squares, circles, and crosses representing uniaxial, biaxial, and triaxial exten-
sion, respectively). The solid (blue) lines account for the emission surface softening
associated with increasing void size a and porosity ϕ. The arrows indicate the direc-
tion of inelastic flow. Material properties are given in Table 4.1 with the undeformed
void size and porosity given as ā = 2.16 nm and ϕ = 0.41%.
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provided that the loading timescales are shorter than those required for thermal equi-
libration (typically the case for MD calculations). Explicitly accounting for the evolu-
tion of this nonequilibrium temperature field in our theoretical analysis may bring the
predictions into closer agreement with NVE MD calculations at large deformations.
Lastly, it is interesting to examine the relationship between the normal of the emis-
sion surface and the direction of inelastic flow (inward pointing arrows in Fig. 4.16).
If the two are correlated, than it may be possible to utilize a simple associative flow
law to predict the evolution of the emission surface for arbitrary loading paths. The
inelastic flow direction is computed by first computing a purely elastic step (the out-
ward pointing arrows in Fig. 4.16) corresponding to the total deformation applied
between two subfigures, i.e. ∆Σ = C∆ε, where C is the fourth-order elasticity tensor
with elastic constants C11, C12, and C44 provided in [66]. The inelastic flow direction
is simply the arrow that connects the purely elastic step to the actual stress level
computed in the MD calculations. It is clear, from Fig. 4.16 that the norm of the
emission surface and the inelastic flow directions are uncorrelated (at least early on in
the deformation). This observation implies that a non-associative flow law is required
to accurately describe the evolution of the emission surface for an arbitrary loading
path. It may be possible to derive such a non-associative flow law by considering
the particular kinematics associated with dislocation loop emission. However, this
analysis is beyond the scope of the current chapter.
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4.6 Some theoretically predicted anomalous
behavior induced by high surface ener-
gies and nonlinear elasticity
In section 4.4 and section 4.5 the role of surface energy and nonlinear stiffness
on dislocation emission was not particularly emphasized. Here we revisit this issue,
and demonstrate that a number of anomalous behaviors are (at least theoretically)
possible if the material possesses a high enough surface energy. In addition to being
an academic curiosity, some of these anomalous behaviors may have technological
significance, especially if a greater level of control over surface energy is achieved in
the near future through novel materials engineering and alloying strategies. We first
focus on the effects of surface energy alone and hold the shear modulus constant. In
subsection 4.6.4 and subsection 4.6.5 we revisit the anomalous behaviors considering
a pressure and temperature dependent shear modulus.
4.6.1 Tension-compression asymmetry
One interesting prediction of our proposed criterion for dislocation emission, i.e.
Eq. (4.45), is a surface-energy induced tension-compression asymmetry. Examining
Eq. (4.45) it is clear that the role of a finite surface energy is simply to shift the center
of the emission surface from the origin (all macroscopic stresses equal to zero) by some
158
CHAPTER 4. DISLOCATION EMISSION IN POROUS MATERIALS
finite amount in the direction of positive mean stress. This is clearly shown in the
comparison of Fig. 4.17(a) with (γse = 0) and Fig. 4.17(b) with (γse > 0). The critical
emission surface is symmetric in Fig. 4.17(a) with (γse = 0), while it is shifted towards
positive mean stresses in Fig. 4.17(b) with (γse > 0). The effect is negligible for larger
void sizes, i.e. a/b & 102, which corresponds to the collapse of the surface tension term
γse/a as can be seen in the dashed (red) curve of Fig. 4.10. This tension-compression
asymmetry will be revisited considering a pressure-dependent shear modulus in sub-
section 4.6.4, where it will be shown that for most metals the pressure-dependence
of the shear modulus dominates the tension-compression asymmetry for nearly hy-
drostatic loading conditions, i.e. |Σm| >> Σeq. However, the tension-compression
asymmetry associated with nearly pure deviatoric loading states, i.e. Σeq >> |Σm|, is
still expected to behave somewhat similarly to Fig. 4.17(b) with the material being
somewhat stronger in tension as compared with compression at small void sizes. In
addition, if there so happens to be a material that exhibits negligible pressure depen-
dence on its shear modulus, then the tension-compression asymmetry would again
be dominated by the surface tension, and a behavior similar to Fig. 4.17(b) would
expected.
4.6.2 Smaller is sometimes weaker
A second interesting prediction of our proposed criterion for dislocation emission,
i.e. Eq. (4.45), is a potential anomalous size effect, with materials becoming less resis-
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Fig. 4.17: Size dependence of porous critical emission surface, i.e. Eq. (4.45), with
(a) no surface energy, i.e. γse = 0, and (b) finite surface energy γse = 2 J/m
2.
The arrows indicate increasing void size varying as a/b = {3, 5, 10, 25, 100, 1000}.
(b = 2.86Å;w⊥ = b;µ = 26 GPa; ν = 1/3; ϕ̃ = 0; η = 1.3).
tant to dislocation emission at small void sizes. This type of behavior was observed
to some degree in Fig. 4.9(b) with the critical stress for emission under (nearly) pure
deviatoric loading mildly decreasing with void size below 2 − 3b. Note that these
are extremely small voids, essentially vacancy clusters composed of several vacancies
at most. Interestingly, a very similar anomalous size-dependence has been recently
observed for dislocation emission in magnesium under pure shear loading [135]. From
our analysis, it appears that this is associated with the non-monotonic decay of the
resolved shear stress with distance from the void surface, c.f. the second and third
terms of Eq. (4.27). Essentially, there is something of a deviatoric stress shielding
effect that occurs at ξ ∼ a, which becomes important when a and w⊥ are or similar
magnitude.
The smaller is weaker behavior that is the focus of the current subsection is
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induced by surface energy rather than the size dependence of h2. Recall again that
surface energy essentially shifts the center of the emission surface by some finite
amount in the positive mean stress direction, see Fig. 4.17(b). The higher the surface
tension γse/a the greater this shift. At some point, γse/a may in principle be so large
that its size effects dominate the behavior rather than the size effects associated with
mean and deviatoric stress modifiers (h1 and h2). In this case, it is possible for the
material to be less resistant to dislocation emission at low triaxialities, i.e. χT . 0.
Such a behavior is demonstrated in Fig. 4.18 for the highest surface energy considered
(γse = 4 J/m2). At high triaxialities, this anomalous size effect of smaller is weaker
vanishes regardless of the surface energy. This anomalous size effect is revisited in
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Fig. 4.18: Size effect associated with the critical stress required for dislocation emis-
sion (a) under pure macroscopic hydrostatic tension and compression, i.e. Σm > 0
and Σm < 0 with Σeq = 0, and (b) under pure macroscopic hydrostatic loading, i.e.
Σm = 0. The plots demonstrate that for the most part smaller is stronger. However,
it is (at least theoretically) possible that smaller is weaker for low triaxialities and
high surface energies. (b = 2.86Å;w⊥ = b;µ = 26 GPa; ν = 1/3; ϕ̃ = 0).
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this anomalous size effect may persist provided the surface energy is large enough.
4.6.3 Spontaneous dislocation emission
The final anomalous emission behavior considered here is the possibility of dislo-
cations spontaneously emitting from the surface of dislocations in order to reduce the
total energy of the material system. Consider again Fig. 4.17(b), and the shift in the
emission surface caused by the surface tension term γse/a. If this surface tension is
large enough, than it is (at least theoretically) possible for the entire emission surface
to shift past the origin (defined by all stresses equal to zero). In this case, the point of
zero applied macroscopic loading lies outside the critical emission surface and disloca-
tion emission occurs spontaneously. Furthermore, this spontaneous collapse would be
unstable if the surface tension γse/a driving emission increases faster with decreasing
void size a than does the critical resistance, i.e. h−11 |τ̃ imagecr |. Such a spontaneous col-
lapse of nanovoids by dislocation emission is likely very rare, otherwise it would have
most likely been observed by one of the numerous molecular dynamics investigations
involving nanovoids.
The condition for spontaneous dislocation emission may be obtained by setting
all macroscopic stresses equal to zero in the critical emission surface (Eq. (4.45) with
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Fig. 4.19: A stability map identifying the regions in which vacancy clusters and
nanovoids may spontaneously emit dislocations and collapse unstably under no ap-
plied macroscopic loading. The conditions for spontaneous emission depend strongly
on the dislocation core size w⊥, the surface energy γse, and the elastic modulus µ∗.
For reference, the typical properties associated with pure FCC metals fall within
the indicated ellipse, c.f. [136]. The arrow denotes increasing void size varying as
a/b = {1.5, 2, 3, 4, 5, 6}.
where the right hand side of this criterion for spontaneous emission is simply a com-
bination of the various physical and non-dimensional length scales associated with
dislocation emission. Fig. 4.19 provides a stability map for spontaneous dislocation
emission computed from Eq. (4.52). The area above (below) the various curves in
Fig. 4.19 identifies regions where the material parameter γse/bµ∗ is (not) large enough
to permit spontaneous dislocation emission. For reference, the typical properties as-
sociated with pure FCC metals fall within the indicated ellipse in Fig. 4.19, c.f. [136].
The authors are unaware of any materials possessing the particular properties neces-
sary for spontaneous emission. On the one hand, this is consistent with the lack of
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observations of spontaneous emission in the experimental as well as molecular dynam-
ics literature. On the other hand, it is unfortunate that the design of these materials
does not currently appear feasible based on our simple emission criterion. At the very
least, our findings should motivate a suite of atomistic investigations attempting to
discover possible materials and configurations where spontaneous emission can occur
for currently achievable surface energies. Furthermore, it may possible to engineer
alloys with the desired combination of surface energy and stiffness characterized by
γse/bµ
∗. The design of such alloys could be advantageous to a number of applications
in the aerospace, defense, and semiconductor industries.
4.6.4 Tension-compression asymmetry revisited con-
sidering a pressure-dependent shear modulus
Most materials exhibit a nonlinear shear modulus behavior such that the shear
modulus increases with increasing local compressive hydrostatic pressure and de-
creases with increasing hydrostatic tension, i.e. ∂µ/∂p > 0, with p being the local hy-
drostatic compressive pressure (in the second auxiliary problem), i.e. p = −σ̃ : I/3.
It is interesting to revisit the tension-compression asymmetry discussed in subsec-
tion 4.4.2 considering this pressure dependence of the shear modulus, e.g.
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where µ0 is shear modulus at ambient conditions, i.e. p = 0, with representative
provided in Table 4.1.
In subsection 4.4.2, we analyzed a tension-compression asymmetry in the macro-
scopic stress required for dislocation emission. This particular tension-compression
asymmetry was induced by a non-negligible surface tension. A second source of
tension-compression asymmetry results from the pressure dependence of the shear
modulus. In our analysis of dislocation emission the shear-modulus scales the magni-
tude of the image shear stress |τ̃ imagecr | associated with the interaction of the emitting
dislocation and the void surface, see Eq. (4.40). Since the image shear stress pro-
vides the primary resistance to dislocation emission, a higher applied macroscopic
load is naturally required to overcome a higher image shear stress. With ∂µ/∂p > 0,
a higher shear modulus and thus a higher image shear stress |τ̃ imagecr | is induced by a
local compressive hydrostatic pressure, i.e. p > 0. On the other hand, a lower shear
modulus and thus a lower image shear stress is induced by a local tensile pressure, i.e.
p < 0. Therefore, ignoring for the moment the effects of surface energy, a somewhat
lower macroscopic load is required for dislocation emission when the local pressure at
ξ = w⊥ is tensile, i.e. p < 0, as compared with compressive, i.e. p > 0.
The relationship between the local compressive pressure at ξ = w⊥ and the macro-
scopic loading may be obtained by examining Eqs. (4.14) – (4.16) and making use of
Eq. (4.36), i.e.









1− ϕ̃ . (4.54)
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Fig. 4.20: Size effect associated with the tension-compression asymmetry in the crit-
ical stress required for dislocation emission considering a pressure-dependent shear
modulus, i.e. ∂µ/∂p = 1.8, and four different surface energies (a) γse = 1 J/m2; (b)
γse = 2 J/m2; (c) γse = 3 J/m2; and (d) γse = 4 J/m2. (b = 2.86Å;w⊥ = b;µ0 =
26 GPa; ν = 1/3; ϕ̃ = 0).
It should be noted that the stress field associated with the surface energy does not
contribute to the local hydrostatic pressure, see Eqs. (4.22) and (4.23). Therefore,
the conditions required for spontaneous dislocation emission (discussed in subsec-
tion 4.6.3) are unaffected by the pressure-dependence of the shear modulus.
Surface tension and the pressure-dependence of the shear modulus effect the
tension-compression asymmetry of dislocation emission in different ways. Recall from
subsection 4.4.2 that surface energy tends to shift the center of the emission surface
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in the tensile mean stress direction. The result of this is that dislocation emission
requires a somewhat larger macroscopic load in tension as a result of surface tension
and a somewhat smaller load in compression, see Fig. 4.18(a). The tendency is op-
posite for the effects of the pressure-dependence of the shear modulus, with tension
being weaker than compression. Considering the effects of both surface tension and a
pressure-dependent shear modulus it is not immediately clear which mechanism will
govern the tension-compression symmetry. Fig. 4.20 demonstrates this competition
between the surface tension induced and pressure-dependent shear modulus induced
tension-compression asymmetry associated with dislocation emission as a function of
void size for four different surface energies. As expected, for high surface energies and
very small voids the material is more resistant to dislocation emission (stronger) in
tension as compared with compression. However, for larger void sizes (regardless of
surface energy) or for lower surface energies (regardless of the void size) the material
is more resistant to dislocation emission (stronger) in compression as compared with
tension. For most realistic values of γse and ∂µ/∂p the tension-compression asym-
metry associated with dislocation emission is dominated by the pressure-dependence
of the shear modulus, and thus we should generally expect for materials to be more
resistant to dislocation emission in compression rather than tension.
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4.6.5 Temperature dependence of emission criterion
In addition to the pressure-dependence discussed in subsection 4.6.4, the shear
modulus of most materials softens with increasing local absolute temperature ϑ, e.g.






(ϑ− ϑ0) , (4.55)
where ∂µ/∂ϑ < 0 and µ0 is the shear modulus at ambient conditions and reference
temperature, i.e. p = 0 and ϑ0 = 300K. Representative values for these parameters
are provided in Table 4.1. Similarly to the pressure-dependence of the shear modu-
lus, the temperature dependence of the shear modulus results in a reduction of the
magnitude of the image shear stress with increasing temperature. Since the image
shear stress provides the primary resistance to dislocation emission, a lower applied
macroscopic load is naturally required to overcome the reduced image shear stress.
The temperature dependence of Eq. (4.55) alone results in the perhaps expected
monotonic linear decrease in the macroscopic stress required for emission. However,
it is commonly observed that the temperature-dependence of the emission strength of
most metals decays faster with temperature than does the shear modulus. Similarly,
molecular dynamics simulations have shown a similar behavior with respect to the
shear stress required for homogeneous nucleation of dislocation. In subsection 4.5.2
it was shown that this stronger temperature dependence may be accounted for in the
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where w0K⊥ is the dislocation core size at ϑ = 0K and q0 is a fitting parameter such
that 0 < q0 ≤ 1 and w⊥ = w0K⊥ /(1 − q0) at the melting temperature ϑ = ϑm. In
subsection 4.5.2 it was shown that this fitting parameter q0 is fundamentally related


















where τ 0Khom is the critical stress required for homogeneous nucleation at absolute zero,
i.e. ϑ = 0K.
For very large void sizes, i.e. a/w⊥ & 103, the critical macroscopic stress required
for emission is simply proportional to the ratio of the shear modulus and the disloca-


















Fig. 4.21: Size effect associated with the temperature dependence of the critical stress
required for dislocation emission under pure macroscopic hydrostatic tension, i.e.
Σm > 0 with Σeq = 0. The arrow indicates the various void sizes considered ranging
from a/b = {1; 2; 3; 5; 100;∞}. The plots demonstrate an anomalous temperature
dependence for very small voids under pure hydrostatic loading conditions. (b =
2.55Å;w0K⊥ = b;µ0 = 46.8 GPa; ν = 0.355; γse = 2 J/m2; ∂µ/∂ϑ = 0.51×µ0/ϑm;ϑm =
1358K; q0 = 0.59).
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tion core size, see Eq. (4.40). As a consequence, the temperature dependence of the
critical macroscopic stress required for dislocation emission from large voids is iden-
tical to that of homogeneous nucleation, i.e. ∝
(
µ0 + ∂µ/∂ϑ (ϑ− ϑ0)
)
(1− q0ϑ/ϑm).
However, in the case of very small voids, i.e. a ∼ w⊥, a somewhat nonintuitive,
anomalous temperature dependence of the critical emission stress is predicted as a
consequence of the temperature dependent core size characterized by Eq. (4.56). This
anomalous temperature dependence is shown in Fig. 4.21 for the case of pure macro-
scopic hydrostatic tension, i.e. Σm > 0 with Σeq = 0. Under conditions in which the
magnitude of the triaxiality is high, i.e. |χT | & 10, the anomalous temperature de-
pendence is significant, with extremely small voids, i.e. a ∼ 1−2b, actually becoming
more resistant to dislocation emission at higher temperatures. This result is quite
unexpected and it would be interesting to perform a suite of atomistic calculations
in order to definitely prove this finding. Interestingly, this anomalous temperature
dependence vanishes for cases in which the magnitude of the triaxiality is low, i.e.
|χT | ∼ 0.
4.7 Summary of key findings and features
Here we have outlined an extension of the Lubarda [11] criterion for dislocation
emission to account for the effects of:
F a general three-dimensional macroscopic stress state, Σ
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F a particular void size distribution, g(a)
F finite porosity, ϕ
F finite surface energy, γse
F a temperature- and pressure-dependent shear modulus, µ
F a temperature-dependent dislocation core size, w⊥.
Through this extension, we are able to construct a simple porous critical emission
surface suitable for continuum-level predictions of dynamic ductile failure. Five key
features of our porous critical emission surface include:
F Predictiveness: a large set of atomistic data is captured by the emission sur-
face with a single fitting parameter (w⊥), which is somewhat bounded by the
homogeneous nucleation stress
F Softening response: a monotonic, nonlinear collapse of the emission surface with
increasing porosity ϕ and temperature ϑ
F Simplicity: a simple algebraic form is derived that is trivial to implement in
computational schemes
F Smoothness: a smooth emission surface with no sharp corners further simplifies
computational implementation
F Non-associative flow: the normal to the emission surface does not correlate with
the plastic flow direction, hence a non-associative flow law is required.
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In addition to increasing the utility of the criterion for dislocation emission, we also
provide a discussion of some interesting and perhaps non-intuitive predicted behavior
induced by high surface energies, e.g.
F Tension-compression asymmetry: with materials resisting dislocation emission
differently in compression and tension depending on the competition between
surface tension and nonlinear stiffness
F Smaller is weaker: under certain conditions dislocation emission is predicted to
be more difficult with increasing void size
F Spontaneous dislocation emission: extremely high surface tensions may permit
the spontaneous emission of dislocations resulting in an unstable collapse of any
pre-existing voids.
From a purely scientific standpoint, dislocation emission is a fascinating subject full
of examples of counter intuitiveness. From an engineering standpoint, dislocation
emission now seems to be an important mechanism in the failure response of ductile
metals subject to extreme loading conditions. The present chapter has, to some
degree, attempted to emphasize both of these view points.
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Simple scaling laws for the role of
pre-existing and shock-induced
microstructure on spall strength
5.1 Introduction
For the past few decades there has been an intense effort to understand and control
the mechanical response of metals subjected to high strain rates, i.e. 103 − 108 s−1.
A number of applications stand to benefit from such understanding, e.g. personal
and vehicular protection, nuclear stockpile reliability, spacecraft shielding, vehicular
crashworthiness, and advanced manufacturing. Recent advances in computational
capabilities have permitted multiscale modeling to play a greater role in this effort.
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Our aim here is to make use of our multiscale mechanism-based framework to provide
a deeper understanding of the role of pre-existing and shock-induced microstructure
on the dynamic tensile strength of ductile metals.
Ductile failure of metals is known to be governed by the microscopic processes
of void nucleation, growth, and finally coalescence leading to fracture [52–56]. The
earliest investigations regarded void nucleation as a cavitation instability in an other-
wise homogenous elastic-perfectly plastic [57, 58], non-linear elastic [59], or power-law
hardening medium [60]. However, these types of continuum analyses fail to predict
bifurcation and spontaneous nucleation when accounting for surface energy. The more
accepted view of void nucleation is that it occurs at some material defect.
In this thesis we have emphasized the role of a hierarchy of void nucleation sites.
Voids may nucleate at second-phase particles along grain boundaries or within grains
[71, 72]. Void nucleation at second-phase particles along grain boundaries is often pre-
ferred, with high-angle grain boundaries (misorientations between 25° and 50°) being
most susceptible [137]. It is currently unclear whether these high-angle grain bound-
aries are preferred nucleation sites due to stress concentrations at these boundaries or
because these boundaries are simply inherently weaker. Second-phase inclusions that
are hard in relation to the metal matrix, e.g. carbide and oxide particles, may either
internally crack or debond from the matrix [73–75]. Voids may also nucleate within
soft inclusions, e.g. sulfides [76]. In addition to these well understood void nucleation
sites, voids may also nucleate at vacancy clusters, [69] provided the tensile stresses
174
CHAPTER 5. ROLE OF MICROSTRUCTURE ON SPALL
are high enough to activate dislocation emission (∼ µ/10) [64–70]. In this chapter it
will be shown that this hierarchy of void nucleation sites governs, to a large extent,
the rate-dependence of dynamic ductile failure of metals.
Numerous experimental investigations have demonstrated the strong strain rate-
dependence of dynamic tensile failure of metals (e.g. through spallation). Consider for
example Fig. 5.1, which shows the dependence of the spall strength on tensile strain
rate for the case of commercially pure aluminum. Although the results in this figure
are derived from two very different experimental techniques (plate impact and laser
shock) and there are some subtleties associated with the analysis of each experimental
type, it is apparent that the spall strength of commercially pure aluminum increases
rapidly with increasing rate of deformation at volumetric strain rates ε̇v larger than
107 s−1. Defining the rate-sensitivity of spall strength as m∗ , ∂ lnσ∗/∂ ln ε̇v,






































Fig. 5.1: Dramatic change in the observed rate-sensitivity of spall strength in alu-
minum at extreme loading rates.
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sensitivity for commercially pure aluminum is approximately equal to m∗ ≈ 0.06 over
the strain rate range of 104 s−1 ≤ ε̇v ≤ 106 s−1, see Fig. 5.1. A similar rate-sensitivity
was observed by Fortov et al. [97] for aluminum foil over the same strain rate range.
The laser shock experiments of Cuq-Lelandais et al. [98] examined higher strain rates
and suggests slightly higher rate sensitivity of the spall strength. The highest strain
rates were achieved by Moshe et al. [99], who used laser shock experiments with
ultrashort pulses of 20− 100 picoseconds to experimentally measure spall strength at
the extreme strain rates of ε̇v & 108 s−1. Over this range, the measurements of Moshe
et al. [99] show a spall strength rate-sensitivity of about m∗ ∼ 1 for aluminum foil, see
Fig. 5.1. Such a dramatic change in the spall strength rate-sensitivity is suggestive of
a transition in the underlying dominant mechanism.
Wilkerson and Ramesh [50] attributed this change in mechanism to a transition
in the mechanism governing void growth, i.e. from a micro-inertia dominated regime
to a regime governed by the constraints imposed by relativistic glide of dislocations.
In this chapter it will be shown that this transition is also associated with a transi-
tion in the dominant void nucleation site, i.e. from nucleation at second-phase parti-
cles to nucleation from vacancy clusters. This claim is somewhat supported by the
spall strength predictions of Wright and Ramesh [101] (with dynamic void growth
governed by micro-inertia), who assumed a potential void nucleation site density
of 1015 m−3. With this nucleation site density they were able to successfully pre-
dict the rate-sensitivity of spall strength of pure copper over a range of strain rates
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103 s−1 ≤ ε̇v ≤ 3 × 105 s−1. However, keeping this nucleation site density constant,
their model substantially over-predicts the experimentally measured spall strength of
copper subject to the extreme strain rates ε̇v ≥ 107 s−1 generated in laser-induced
shock loading experiments. A void nucleation site density of ∼ 1017 m−1 is required
to bring the model predictions into agreement with the experimental measurements.
These arguments support the hypothesis that a second family of void nucleation
sites becomes active at the high tensile stresses generated by extreme strain rates
ε̇v ≥ 106 s−1.
Further supporting evidence for the role of vacancy clustering in spall failure was
provided by Pedrazas et al. [114], who performed a number of laser shock experiments
to measure the spall response of aluminum at very high strain rates (∼ 2 − 4 × 106
s−1) as a function of microstructures and purity level (an aluminum alloy containing
3 wt% magnesium, a 99% commercially pure aluminum, and a 99.999% high purity
aluminum). In examining the spall fracture surface of the commercially pure alu-
minum under scanning electron microscopy (SEM), reproduced here in Fig. 5.2(a),
Pedrazas et al. [114] clearly show the correlation between the spacing of second-phase
particles and voids. However, this relationship vanishes in the case of the 99.999%
high purity aluminum with the SEM images (Fig. 5.2(b)) revealing second-phase par-
ticles within the centers of only a very small fraction of the dimples (∼5%). The
bulk of the voids (∼95%) must have nucleated from some material defect that is not
visible at these particular resolutions (∼100 nm). One potential source of these void
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(a) (b)
Fig. 5.2: SEM images of spall fracture surfaces reported in [114] for (a) a 99%
commercially-pure aluminum and (b) a 99.999% high-purity aluminum. Most of
the voids in the commercially-pure aluminum shown in (a) nucleate from second-
phase particles, e.g. Al3Fe, where as for the high-purity aluminum only a very small
fraction of the dimples (∼5%) contained second-phase particles, implying that the
bulk of these voids nucleate by an alternative mechanism, e.g. vacancy clustering and
subsequent growth by dislocation emission.
nucleating material defects is the clustering of vacancies.
The chapter is organized as follows. Section 5.2 begins with the description of a
general mechanism-based model for ductile failure, making use of the dynamic void
growth model established in chapter 3 and the porous emission criterion developed
in chapter 4. Next, section 5.3 introduces a number of simplifications that lead to an
idealized, yet highly instructive, set of simple scaling laws for spall strength. Scaling
behaviors and comparisons of model predictions with experiments are provided in
section 5.4 for single crystal and polycrystal spall strength. For single crystals we
discuss the role of purity-level and some peculiar behaviors that arise when the spall
failure is dominated by voids that grow from shock-induced vacancy clusters. For
polycrystals we provide predictions of the rate-sensitivity and an anomalous grain
size dependence of spall strength. Lastly, a brief summary of the key findings is
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provided in section 5.5.
5.2 A general mechanism-based model for
dynamic ductile failure
5.2.1 Macroscale stress-strain relations for a porous
material
Consider a porous macroscopic body subject to mixed traction-displacement bound-
ary conditions as shown in Fig. 5.3. At a particular macroscopic material point x the
material possesses a porosity of ϕ(x) and is subject to a general three-dimensional







where the matrix is expressed with respect to the macroscopic physical coordinate
system {e1, e2, e3}. At any point in the body this macroscopic stress may be related
to the macroscopic elastic strain tensor εe through an effectively homogenized stress-
strain relation. Assuming a linearly isotropic homogenized material, the stress-strain
relation may be expressed as
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Fig. 5.3: Schematic of a general porous macroscopic body subject to mixed traction-
displacement boundary conditions. On the microscale, the porosity ϕ is composed of
a distribution of spherical voids characterized by the void size distribution g(a) and
mean void spacing ¯̀v (inset adapted from [123]).
Σ = Kϕε
e : I + 2µϕε
e′ , (5.2)
where Kϕ and µϕ are the effective isotropic elastic constants and εe
′
, εe : I−1/3εe : I
is the deviatoric part of the macroscopic elastic strain tensor. Classical micromechan-
ics provides a number of analytic approximations for these effective isotropic elastic
constants, see for example [138]. The Mori and Tanaka [124] method is one popu-
lar micromechanical approximation predicting closed-form relations for the effective
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elastic constants, i.e.
Kϕ = K +
(1− ϕ)(3K + 4µ)
3(1− ϕ) + 4µ/K (5.3)
and
µϕ = µ+
5µ(1− ϕ)(3K + 4µ)
6ϕ(K + 2µ)− 5(3K + 4µ) , (5.4)
where K and µ are respectively the isotropic bulk and shear moduli of the solid ma-
terial. Notice that the effective elastic constants decay monotonically and nonlinearly
from the solid stiffness to zero stiffness as the porosity ϕ increases from zero to one.
The total strain ε maybe decomposed into elastic, plastic, and porous parts fol-
lowing an additive or multiplicative decomposition. In chapter 6 we make use of
the presumably more accurate multiplicative decomposition of the total deformation
gradient tensor F. Here, for simplicity, we make use of an additive decomposition,
i.e.
ε = εe + εp + εϕ, (5.5)
where the plastic and porous parts of the macroscopic strain tensor are denoted as
εp and εϕ. The porous strain tensor εϕ is defined such that it only captures the
dilatational deformation associated with spherical void growth. As such, the porous
strain tensor represents pure dilatational deformation, i.e. εϕ′ = 0. Consistent with
dislocation-based plasticity theory, the volumetric part of the plastic strain tensor is
taken to be zero, i.e. εp : I = 0. The evolution of εp and εϕ are discussed further in
the following subsections.
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5.2.2 Pure dilatation approximation
Generally an appropriate porous flow law is required to describe the evolution of
the plastic part of the macroscopic strain tensor εp. However, spall failure induced by
plate impact is one particular loading path that is well approximated by a pure dilata-
tion macroscopic deformation approximation, i.e. ε′ = 0, as described in [101, 102].
Since the deviatoric and volumetric parts of the elastic macroscopic strain tensors
are decoupled and the porous strain tensor is isotropic, it follows from the additive
decomposition of the strain tensors that εp′ = 0. Recalling that the volumetric part
of the plastic strain tensor is also zero, i.e. εp : I = 0, the total plastic strain tensor
is nil, i.e. εp = 0. As such, a porous flow law for εp is not required for this particular
idealized loading path.
Strictly speaking, the deformation associated with plate impact experiments em-














The corresponding macroscopic equivalent stress for this stress tensor follows as
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Σeq ,
√
3/2Σ′ : Σ′ = |Σ11 − Σ22|. Typically, the mean stress Σm , 1/3Σ : I greatly
exceeds the equivalent stress by as much as an order of magnitude, i.e. Σm >> Σeq.
Nevertheless, these effects are not always negligible (consider for example materials
with high shear strengths) and chapter 6 provides a more generalized framework to
account for the macroscopic deviatoric stress that is generated in plate impact as well
as more complex loading situations.
Ignoring the macroscopic deviatoric stress and strains the relevant stress-strain
relations may be expressed by a simple scalar relation, i.e.
Σm = Kϕ (εv − εϕv ) , (5.8)
where εv , ε : I and εϕv , εp : I are the volumetric parts of the total macroscopic
strain tensor and the macroscopic porous strain tensor, respectively.
Making use of a logarithmic finite Hencky strain tensor, the volumetric part of







where ϕ0 is the initial porosity. For relatively small porosities (ϕ0 ≤ ϕ << 1), a first
order Taylor-series approximation of Eq. (5.9) results in
εϕv = ϕ− ϕ0. (5.10)
For relatively small deformations and porosities, i.e. |εv| . 1% and ϕ . 1%, the
macroscopic stress-strain relation takes on the following reduced form
Σm = K (εv − ϕ+ ϕ0) . (5.11)
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Here the stress-strain relation is incredibly simple and the complexity arises through
the dynamic evolution of the (small) porosity as described in the following subsection.
5.2.3 Dynamic void growth and porosity evolution
On the microscale, the local porosity ϕ at any material point x is composed
of a distribution of spherical voids of varying radius a, as shown in Fig. 5.3. The
void population is characterized by a size distribution g(a) and the number of voids




g(a)a da, and a measure of the mean center-to-center spacing between voids
¯̀
v may be defined such that ϕ = (2ā/¯̀v)









The void size distribution may be alternatively defined with respect to the initial void








G(A) (a(A))3 dA. (5.13)
The main advantage of employing Eq. (5.13) over Eq. (5.12) is that G(A) is a constant
function whereas g(a) continuously evolves as some voids grow earlier and faster than
others. From Eq. (5.13) it is clear that the dynamic evolution of porosity simply
follows from the dynamic evolution of the discrete voids once the constants G(A) and
Nv have been prescribed.
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Chapter 3 provided a detailed derivation of such a dynamic void growth model that
accounted for the constraints imposed by the inertial resistance of the accelerating
solid material around a dynamically growing void. Here we make use of that dynamic
void growth model, expressed here as








ȧ2 = Σm −Rcr −Rdd, (5.14)
where ρ is the density of the solid material with Rcr and Rdd providing additional
resistances to void growth. Rcr is simply the critical stress required to initiate quasi-
static growth of the particular void under consideration. Rcr may be, for example,
F a critical mean stress required to debond a second-phase particle from the matrix
F a critical mean stress required to yield the matrix material around the void
F a critical mean stress required to activate dislocation emission from nanovoids.
Rdd is an additional resistance associated with a dynamic over-stress in the flow
strength of the solid material surrounding the dynamically growing void.
Eq. (5.14) governs the dynamics of each discrete void in the void population. If
the voids are all of equal size, i.e. g(a) = δ(a − ā) with δ(·) being a Dirac-delta














= Σm −Rcr −Rdd, (5.15)
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The algebraic complexity of the functional form expressed in Eq. (5.15) is noteworthy.
It would be impractical to attempt to obtain such an evolution equation from a fit
to either experimental or simulation data. Furthermore, a physics-based model for
dynamic evolution of porosity requires a length scale, i.e. `v, and a second-order
differential equation on porosity, i.e. ϕ̈, in order to accurately capture the role of
microinertia in dynamic ductile failure of metals. Often, this is not accounted for
in models utilized in the failure analysis of structures subject to extreme dynamic
loading conditions.
Chapter 3 also provided a derivation of the viscoplastic resistance term Rdd ac-





Fig. 5.4: Schematic of a spherical void of radius a embedded within an otherwise solid
sphere of radius ro.
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with r and ro , a/ 3
√
ϕ respectively denoting the spatial radial variable and the outer
radius of the spherical shell (see Fig. 5.4). The magnitude of the Burgers vector,
shear wave speed, and nominal drag coefficient are denoted as b, cs, and B0, which
was modeled by Leibfried [104] as B0 = 3kbϑz/20csb2, with z is the number of atoms
per unit cell and kbϑ being the thermal energy. The spatial variable in Eq. (5.16) is
the local dislocation velocity v⊥, which was shown in Eq. (3.21) to directly depend on
the spatial evolution of the mobile dislocation density Nm through Orowan’s relation,
i.e. ε̇p = bNmv⊥. The resulting relation may be expressed as bNmv⊥ = 3ȧa2/r3, which
when substituted into Eq. (5.16) results in a expression for Rdd whose only unknown










Substructure evolution equations that govern the spatial evolution of the mobile
and immobile dislocations densities (Nm and Nim) with deformation were provided
in section 3.3 based on the work of Austin and McDowell [10], i.e.
Ṅm = Ṅnuc + Ṅmult − Ṅann − Ṅtrap (5.18)
Ṅim = Ṅtrap − Ṅrec, (5.19)
where the subscripts nuc, mult, ann, trap, and rec refer to dislocation nucleation,
multiplication, annihilation, trapping, and recovery, respectively. The multiplication,
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where δmult and αann are model parameters and Λ is the effective mean free path of dis-
locations and decreases with increasing dislocation density, i.e. Λ−1 = αdis
√
Nim +Nm,
see [10]. Representative material properties and model parameters are given in Ta-
ble 3.1 for OFHC copper. As in [10], recovery processes are ignored (Ṅrec = 0) due
to the short time scales of interest (< 1µs), which inhibit many thermally-activated
processes such as climb. The consequence of ignoring these recovery processes is that
strain rate history effects are not properly captured.
Both heterogeneous and homogeneous nucleation of new dislocation loops are dis-
cussed at length by Austin and McDowell [10, 49]. Homogeneous nucleation requires
very large shear stresses, which are likely to be achieved only momentarily under
shock compression conditions and homogeneous nucleation is thus ignored in the
present chapter. Heterogeneous nucleation is more likely to occur in the vicinity of
dynamically growing voids. However, if the voids nucleate at stress concentrations,
e.g. triple junctions and inclusions, these stress concentrators are no longer avail-
able to assist heterogeneous dislocation nucleation as the void grows. Heterogeneous
nucleation may still occur if the local shear stresses are large enough to emit disloca-
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tions from the surface of voids [64, 65, 67, 68, 70, 109], where the critical criterion for




∣∣∣∣ Σm1− ϕ̃ − γsea
∣∣∣∣2 + ( h2√3 Σeq(1− ϕ̃)
)2
−
∣∣τ̃ imagecr ∣∣2, (5.23)
where γse is the surface energy of the material, ϕ̃ is an auxiliary porosity defined
Eq. (4.6), h1 and h2 are non-dimensional length scales expressed in Eqs. (4.42) and
(4.43), with the magnitude of the critical image shear stress expressed here as

















where w⊥ is a temperature-dependent dislocation core size calibrated in chapter 4
and modeled by Eq. (4.56). Here we are primarily concerned with the mean tensile
stress ΣEmm required to activate dislocation emission, which may be expressed as
ΣEmm = (1− ϕ̃)h−21
∣∣τ̃ imagecr ∣∣+ (1− ϕ̃)γsea , (5.25)
for most practical values of γse (see chapter 4 for more discussion on this).
The rate at which dislocation emission replenishes the mobile dislocation density
















H(Σm − ΣEmm ), (5.26)
where αem and g0 are dimensionless material parameters with νD and Ω respectively
denoting the Debye frequency and atomic volume. One of the current deficiencies of
most dislocation-based plasticity models is their inability to capture flux of dislocation
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density from one spatial location to another. Due to this deficiency, we introduce in
Eq. (5.26) a spatial function f(a/r) that models the spatial variation of the rate of
change in mobile dislocation density associated with emission from the void surfaces.
For the emission of prismatic loops, the spatial function may vary as 1/r3, since
the line length of prismatic loops remain constant as they glide away from the void
surface. On the other hand, shear loops expand as they glide from the void surface,
leading to a different spatial variation that is perhaps nearly linear. Based on these









where χs and χp are the fractions of emitted dislocation loops that are respectively
characterized as either shear loops or prismatic loops with χs + χp = 1 by definition.
In general, the viscoplastic resistance term Rdd, expressed on the right hand side
of Eq. (5.14) must be numerically integrated at each time step (since Nm in Eq. (5.16)
may take on any arbitrary radial spatial variation). This demands a discretization
of the spatial variable r (in addition to time t), which substantially increases the
computational cost of the problem at hand. This is particularly undesirable for the
simulation of complex structures subject to dynamic failure governed by Eq. (5.14),
see for example the work of [110, 111]. In the following section, we consider an
idealized material for which some simple scaling laws may be derived. Despite their
idealized nature, these simple scaling laws are able to shed light on some of the most
important physics governing some of the more perplexing experimental observations
190
CHAPTER 5. ROLE OF MICROSTRUCTURE ON SPALL
associated with spall failure.
5.3 Simple scaling laws for spall failure
5.3.1 Stress, porosity, and time at peak mean stress
Wright and Ramesh [101] demonstrated that the peak mean tensile stress Σ∗m
achieved during pure hydrostatic loading compares well with the spall strength of
materials and that Σ∗m is achieved at a relatively small porosity, O(0.1%− 1%). This
peak stress porosity ϕ∗ is substantially lower than the coalescence porosity ϕc ∼
20% − 60% where fracture occurs and stresses are fully relaxed. Rather than being
associated with coalescence of porosity, the peak mean tensile stress is associated with
the rate of inelastic deformation overtaking the rate of total deformation and thus
driving the stress down. This may be easily seen by considering the maximization of





= K (ε̇v − ϕ̇∗) = 0 → ε̇v = ϕ̇∗, (5.28)
where t∗ is the time at which the peak mean tensile stress is obtained and ϕ̇∗ is
the porosity growth rate at the corresponding time. For t < t∗ the rate of total
deformation is greater than the rate of inelastic deformation, i.e. ε̇v > ϕ̇∗, and the
mean stress continues to climb according to Eq. (5.11). Beyond t = t∗, the rate of
inelastic deformation overtakes the rate of total deformation, i.e. ϕ̇∗ > ε̇v, and the
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mean stress collapses, see for example [101]. The transition between the two regimes
occurs at t = t∗ and corresponds to the achievement of the peak mean tensile stress,
which may be expressed by substituting Eq. (5.28) into Eq. (5.11), i.e.
Σ∗m = K (ε̇vt
∗ − ϕ∗ + ϕ0) , (5.29)
where ϕ∗ = ϕ|t=t∗ .
5.3.2 Scaling laws for ultra-high purity metals
Consider an idealized ultra-high purity metal with no second-phase particles. In
this chapter, we assume that the only source of void nucleation in such a material is
through vacancy clustering. As discussed in chapter 4, spall failure is preceded by an
intense shock wave that generates a preponderance of defects in metals. Intersecting
dislocations may produce a large number of jogs, which when dragged along the glide
plane (as a result of the associated high shear stresses in the shock front) contribute
to a nonequilibrium superconcentration of vacancies cnev , which may be phenomeno-
logically approximated as cnev ≈ Avεp with εp being the accumulated plastic strain
and Av ∼ 10−4 being a fitting parameter obtained from shock experiments [117–120].
The plastic strain accumulated as a result of shock compression and subsequent un-
loading may be approximated as εp ≈ 4
3
lnV/V0, where V/V0 is the relative specific
volume in the shocked state [5]. The relative specific volume in the shock state and
the magnitude of the shock stress Σss may be related through an equation of state.
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For an equation of state characterized by a linear relation between shock velocity Us
and particle velocity Up, i.e. Us = C0 +SUp with C0 and S being material parameters,
we have












where K0 is the reference bulk modulus. Therefore, the concentration of vacancies
just prior to the tensile loading stage approximately scales with shock stress as














Eq. (5.31) implies that the non-equilibrium concentration of vacancies is sensitive to
the shock stress.
According to Reina et al. [69], the kinetics of vacancy clustering are fast enough for
a small fraction of these superconcentrated vacancies to form divacancies, trivacancies,
as well as larger vacancy complexes during the shock compression and release. The
void size distribution G(A) associated with the vacancy clusters is assumed to be






with Ā characterizing the mean of the distribution and taken here to be equal to




Ω. In the future, it may be desirable to
extract the discrete size distribution directly from vacancy clustering simulations
similar to those of [69]; however, this is beyond the scope of the current chapter.
Nevertheless, Eq. (5.32) captures the most important aspects, i.e. that single vacancies
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vastly outnumber divacancies, and divancancies vastly outnumber trivacancies, etc.,
without introducing any unknown variables.
Now that the material has been seeded with a distribution of shock-induced void
embryos, it may now be possible to substantially grow these voids further through a
dislocation mechanism. As argued in chapter 4, these vacancy clusters are likely too
small for traditional dislocation mechanisms (based on the activation of Frank-Read
and single-arm sources) to be operative. However, if the stresses are large enough to
activate dislocation emission, then this source will supply mobile dislocation segments
to the plastic zone around the growing nanovoids. Recall from chapter 3, that micro-
inertia is negligible for the dynamic growth of very small nanovoids (. 100 nm). As





where Ñm is the mobile dislocation density near the void surface, i.e. r = a. In general,
Ñm may arbitrarily evolve as the voids grow governed by the substructure evolution
equations provided in the proceeding section. However, for the moment we assume
Ñm approximately constant shortly after the activation of dislocation emission. The
advantage of such an assumption is that the current void size then follows directly
from the integration of Eq. (5.33), i.e.







where 〈·〉 denote Macaulay brackets and tcr is the time at which dislocation emission
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becomes active for the particular void under consideration. tcr is defined such that
Σm|t=tcr = ΣEmm (A), where ΣEmm (A) is the size-dependent emission criterion expressed
in Eq. (5.25).
The physical justification for taking Ñm to be a constant relates to the concept
of a saturation dislocation density Nsat, typically assumed to be O(1016− 1017 m−2).
Such a saturation density is is likely exhibited in most materials, and develops when
all relevant nucleation sources are active and exactly balance the rate of annihilation
Ṅann. The activation of dislocation emission generates an avalanche of dislocations
that will quickly drive the total dislocation density to the saturation level (Nim +
Nm → Nsat). If one further assumes that the ratio of mobile to immobile dislocation
densities (Nm/Nim) is approximately constant in this saturated state, then the mobile
dislocation density in this saturated state may be approximated as
Nm = χmNsat, (5.35)
where χm is a parameter O(1%− 10%) that characterizes the fraction of dislocation
density that remains mobile in the saturated state. Based on these assumptions, the





rather than the more general expression given in Eq. (5.33). Provided negligible
dislocation-based void growth prior to attainment of the saturated state, integration
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of Eq. (5.36) leads directly to















G(A)A3 exp (bχmNsatcs〈t− tcr〉) dA, (5.38)
where it is noted that in general the time tcr at which emission is active for a particular
void depends on that void’s size A, see chapter 4. Provided that the porosity is
small, i.e. ϕ << 1, the initial porosity ϕ0 may be taken to be the shock-induced
nonequilibrium vacancy concentration cnev and Eq. (5.47) may be reconstructed to






G(A)A3 exp (bχmNsatcs〈t− tcr〉) dA, (5.39)
where ζ = 6 for an exponential distribution and ζ = 1 for a delta distribution, i.e.
G(A) = δ(A−Ā). Notice that for this idealized ultra-high purity material the porosity
ϕ scales directly with the shock-induced nonequilibrium vacancy concentration. Time







bχmNsatcsG(A)A3 exp (bχmNsatcs〈t− tcr〉) dA. (5.40)
Utilizing our stability criterion derived in Eq. (5.28), i.e. ε̇v = ϕ̇ at t = t∗, an implicit






bχmNsatcsG(A)A3 exp (bχmNsatcs〈t∗ − tcr〉) dA. (5.41)
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Solving Eq. (5.41) for t∗, the peak mean stress then follows directly from substitution
of a numerical solution for t∗ into Eq. (5.39) and Eq. (5.29). Although this numerical
procedure is more accurate, an instructive semi-explicit expression may be obtained
by assuming that Σ∗m ≈ Kε̇vt∗, where t∗ is still defined by the stability criterion










〈Σ∗m − ΣEmm 〉
)
dA. (5.42)
Eq. (5.41) may be explicitly inverted for the special case in which the vacancy
cluster size distribution is a delta function, i.e. G(A) = δ(A − Ā), from which it
follows that









Substitution into Eq. (5.39) and Eq. (5.29) results in a simple scaling law for the spall











−K(ϕ∗ − cnev ), (5.44)
with ϕ∗ = max (cnev , ε̇v/bcsχmNsat). The first term on the right-hand side of Eq. (5.44)
is the minimum spall strength for this idealized material and corresponds to the crit-
ical mean stress required to activate dislocation emission, the second term is the
primary rate-dependent component that is governed by the relativistic glide of dislo-
cations and the saturated mobile dislocation density χmNsat, and the last term is a
derived correction factor that accounts for the accumulated inelastic strain prior to
achieving the peak mean stress. Notice that Eq. (5.44) results in a rate-sensitivity for
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spall strength of m∗ ∼ 1. Interestingly, a very similar rate-sensitivity was observed
in the laser-shock experiments of Moshe et al. [99].
5.3.3 Scaling laws accounting for traditional void nu-
cleation at second-phase particles
Consider now a metal containing a population of second-phase particles of various
sizes Ap. Nucleation is assumed to occur by particle interface debonding such that
the initial void size A is taken to be the particle size Ap for the particular void
under consideration. The size distribution of these second-phase particles is denoted
here as Gp(Ap). We may assume that the dynamics of these voids are governed by
micro-inertia provided that the entire population of debonded second-phase particles
are larger than the dislocation kinetics to micro-inertia transition size (∼ 200 nm)
discussed in chapter 3.
The growth rate of voids governed by micro-inertia is well approximated by the








where Rcr is taken to be a constant critical resistance proportional to the flow strength
of the shocked metal. The void size is obtained from time-integration of Eq. (5.45),
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assuming Σm varies linearly with time from t = tcr to t = t∗ as Σm ≈ Kε̇vt, i.e.











The porosity growth rate associated with these voids nucleating from second-
phase particles follows from the time differentiation of Eq. (5.13) and making use of






















where 2¯̀p is the average center-to-center spacing of the second-phase particles. Since
we are only considering fairly coarse second-phase particles, it is reasonable to assume
that Rcr is independent of void size over this range of sizes. In this case, making use





























where Āp is the mean size of the second-phase particles and Ā2p is the mean square
of the particle sizes. If the void growth factor is sufficiently large, i.e. a/Ap & 5− 10,
than the last term in Eq. (5.48) will dominate and a closed form scaling expression
follows as






For metals cB is O(103 m/s). With the exception of high-purity materials, ¯̀p is
typically O(1 µm). Therefore, the ratio cB/¯̀p is O(109 s−1), and thus according to
Eq. (5.49) the spall strength may approach the bulk modulus, i.e. Σ∗m ≈ K, when ε̇v
is O(109 s−1).
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Considering materials that possess a pre-existing microstructure, i.e. coarse second-
phase particles, and a shock-induced microstructure, i.e. vacancy clusters, the approx-
imate scaling behavior for a distribution of vacancy cluster sizes and second-phase






































〈Σ∗m − ΣEmm 〉
)
dA.
Assuming relatively large growth factors of voids nucleated from second-phase par-
ticles, i.e. a/Ap & 5 − 10, at t = t∗ and a single dominant family of vacancy cluster

















−K(ϕ∗ − cnev ).
(5.51)
Notice that the rate-sensitivity of spall strength is expected to bem∗ ∼ 6/7 for the scal-
ing behavior associated with void nucleation at coarse second-phase particle with void
growth dynamics governed by micro-inertia. On the other hand, the rate-sensitivity is
expected to be m∗ ∼ 1 when vacancy clustering and subsequent dislocation emission-
mediated void growth dominate the strength. The strain rate at which the governing
mechanism translates from pre-existing microstructure and micro-inertia to shock-
induced microstructure and dislocation kinetics may be obtained by setting the two
scaling laws in Eq. (5.51) equal to one another. The transitional strain-rate ε̇transv
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+ ϕtrans − cnev , (5.52)
with ϕtrans = max (cnev , ε̇transv /bcsχmNsat) .
Some aspects of the role of pre-existing and shock-induced microstructure on spall
strength may be gleaned from Eq. (5.51). The dynamic component of the spall
strength over the quasi-static critical value (Σ∗m−Rcr) scales with ¯̀6/7p implying that
dynamic spall strength is strongly dependent on material microstructure with higher-
purity metals being stronger than corresponding low-purity metals (provided thatRcr
does not strongly scale with `p). In the regime where spall strength is governed by the
shock-induced microstructure, the second term in Eq. (5.51) scales as the logarithm of
the inverse shock-induced nonequilibrium vacancy concentration, i.e. ln (1/cnev ). Such
a scaling implies that the dynamic component of the spall strength in this regime
(Σ∗m − ΣEmm ) is weakly dependent on cnev with smaller cnev resulting in larger dynamic
spall strength. That said, spall strength is still highly sensitive to the shock-induced
microstructure since ΣEmm strongly depends on the size of the vacancy clusters as
discussed in chapter 4.
In the following section we examine these scaling behaviors further and make
comparisons with experiments. The primary aim is to shed light on some of the most
important factors influencing rate-sensitivity and microstructural sensitivity of spall
strength.
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5.4 Model predictions and comparison with
experiments
Here we make use of the simple scaling laws derived in section 5.3 to shed some
light on the most important mechanisms governing spall strength. Despite its extreme
simplicity, the scaling relation expressed in Eq. (5.51) is very instructive for under-
standing some of the more perplexing experimentally-observed behavior. Therefore,
we limit the scope of the present section to numerical analysis of Eq. (5.51). In gen-
eral, Eq. (5.51) captures the behavior of an idealized material microstructure that is
composed of a delta distribution of shock-induced vacancy clusters of size Ā and a
delta distribution of second-phase particles with mean spacing characterized by ¯̀p.
5.4.1 Ideal spall strength of metals
It is useful to first examine the ideal spall strength of ultra-pure metals in the limit
of ¯̀p → ∞. For this case, Eq. (5.51) collapse to Eq. (5.44) with the spall strength
governed entirely by the shock-induced microstructure, i.e. cnev and Ā, the resistance
to dislocation emission ΣEmm , the saturated mobile dislocation density χmNsat, and
the associated kinetic constraints imposed by dislocation relativistic effects.
The ideal spall strength may be thought of as an upper bound with the expectation
that most experimentally measured spall strengths should lie below this upper bound.
Two limiting cases that may approach this upper bound are ultra high-purity mate-
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Prediction (cnev = 10
−5)
Prediction (cnev = 10
−3)
Fig. 5.5: Ideal spall strength of aluminum as predicted by Eq. (5.44) with (a)
demonstrating the effect of the parameter χm that denotes the fraction of mobile
dislocations in the saturated state, i.e. Nm → χmNsat and (b) the effect of va-
cancy cluster concentration cnev . Unless otherwise noted the model parameters are
χm = 10%, Nsat = 10
17m−2, cnev = 10
−3, Ā = 2 nm, and ΣEmm (Ā) = 3.5 GPa. Experi-
mental measurements reported in [96, 98–100, 114].
rials with very large second phase particle spacings as well as more ordinary metals
subject to the most extreme tensile strain rates generated by laser shock experiments.
Fig. 5.5 provides predictions of the ideal spall strength of aluminum according to the
scaling relation Eq. (5.44). Notice that for a large set of assumed material parame-
ters the polycrystal experimental data falls below the upper bound, with its nearest
approach occurring at the most extreme strain rates (& 108s−1). The single crystal
data is for very high-purity aluminum crystals, and as such the scaling relation may
be thought of as more of an approximation than an upper bound (at sufficiently high
strain rates).
The agreement between the single crystal spall data and the model predictions
depend strongly on the assumed model parameters. More detailed discrete defect
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calculations are required to better understand how widely the material parameters
may vary for realistic materials. For example, in Fig. 5.5(a) taking χmNsat ∼ 1015m−2
with cnev = 10−3 results in a reasonable agreement between the predicted and observed
rate-sensitivity for high-purity single crystal spall strength for strain rates & 3 ×
106s−1. However, a similar level of agreement may be had by assuming χmNsat ∼
1016m−2 with cnev = 10−8 as in Fig. 5.5(b). Chapter 8 provides some discussion of
the kinds of discrete defect calculations that may be utilized to establish a more
fundamental understanding of these model parameters.
It is also worthwhile to reemphasize here the importance of vacancy clustering
kinetics. The results provided in Fig. 5.5 assume that there is enough time during the
loading for a fraction of the superconcentrated vacancies to cluster together enough
to form at least some nanovoids of size Ā = 2 nm or greater. The curves in Fig. 5.5(b)
all shift up by about 1.5 GPa if the clustering kinetics are only fast enough to form
nanovoids of about 1 nm in size (recall from chapter 4 that dislocation emission is
strongly size-dependent). Certainly, more detailed clustering kinetics simulations are
desirable. Fig. 5.5 does however demonstrate the feasibility of vacancy clustering
and dislocation emission as an important mechanism in governing the spall strength
of high-purity metals as well as more ordinary metals subject to the most extreme
loading conditions. It is also worth noting that since the nonequilibrium vacancy
concentration scales with the magnitude of the shock stress Σss, i.e. Eq. (5.31), we
expect the ideal spall strength of materials to be dependent on the magnitude of Σss.
204
CHAPTER 5. ROLE OF MICROSTRUCTURE ON SPALL
5.4.2 Transition between dominant mechanisms
Consider now the general scaling relation Eq. (5.51) that models the spall strength
of an idealized material microstructure that is composed of a delta distribution of
shock-induced vacancy clusters of size Ā and a delta distribution of second-phase
particles with mean spacing characterized by ¯̀p. Under what conditions will the
shock-induced microstructure transition into the dominate mechanism? This question
is addressed in the present subsection.
In Eq. (5.51) the pre-existing microstructure is characterized primarily by ¯̀p,
which depends directly on the purity-level. Most spall strength experiments of single
crystals happen to be performed on very high-purity single crystals, while the major-
ity of spall strength measurements on polycrystals happen to make use of less pure
materials. This should be kept in mind when comparing single crystal and polycrystal
data. Here we assume ¯̀p = 20µm for high-purity single crystals and take it to be
¯̀
p = 2µm for lower purity polycrystals. In addition to ¯̀p, void nucleation may be
easier in lower-purity materials as compared with high-purity materials. As such, we
assume that second-phase particles in high-purity single crystals are about twice as
resistant to void nucleation as compared with lower-purity polycrystals, i.e. Rcr = 1
GPa for polycrystals and Rcr = 2 GPa for high-purity single crystals. This need not
be the case for low-purity single crystals as demonstrated by Minich et al. [139] for
single crystal copper doped with SiO2 particles.
Utilizing these assumptions, Fig. 5.6 demonstrates the rate-dependence of spall
205
CHAPTER 5. ROLE OF MICROSTRUCTURE ON SPALL
strength across the two regimes as predicted by Eq. (5.51). Below the transitional
strain rate ε̇transv (identified here by the knee in each curve) the rate-sensitivity of
spall strength is governed by the nucleation of voids at second-phase particles whose
subsequent growth dynamics are governed by micro-inertia, i.e. Eq. (5.49). Above
the transition strain rate ε̇transv , the rate-sensitivity is governed by the clustering of








































Fig. 5.6: Transition in dominant mechanism governing spall strength as predicted by
Eq. (5.51). Below the transitional strain rate ε̇transv (identified here by the knee in
each curve) the rate-sensitivity of spall strength is governed by the nucleation of voids
at second-phase particles whose subsequent growth dynamics are governed by micro-
inertia, i.e. Eq. (5.49). Above the transition strain rate, the rate-sensitivity is governed
by the clustering of vacancies and subsequent dislocation-emission mediated void
growth, i.e. Eq. (5.44). The transitional strain rate ε̇transv increases with decreasing `p
and may be obtained directly from Eq. (5.52). Assumed model parameters for single
crystals are Rcr = 2 GPa, ΣEmm = 4 GPa, ¯̀p = 20µm, cnev = 0.2%, χmNsat = 1016m−2.
Parameters for polycrystals are taken as Rcr = 1 GPa, ΣEmm = 3.5 GPa, ¯̀p = 2µm,
cnev = 0.2%, χmNsat = 1016m−2. Experimental measurements reported in [96, 98–
100, 114].
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It is rather remarkable that the simple scaling relation provided in Eq. (5.51) is able
to capture most of the experimental data in Fig. 5.6. Notice that the transition to
vacancy clustering and subsequent dislocation emission dominated spall behavior in
single crystals occurs at about an order of magnitude lower transition strain rate than
in polycrystals. In general, the transitional strain rate ε̇transv is inversely related to ¯̀p
(provided thatRcr does not depend strongly on ¯̀p). The transitional strain rate ε̇transv
may be obtained directly from the solution of Eq. (5.52). In the following subsection,
we explore further the role of pre-existing microstructure and discuss some strategies
for engineering materials with enhanced spall strength.
5.4.3 Scaling laws for microstructural design
5.4.3.1 Limits to enhancement through purity refinement
Throughout this section we have emphasized the role of purity-level on spall
strength. Generally speaking, the higher the purity-level the higher the spall strength.
Is there a limit to this trend for high purity metals beyond which further reductions
of impurity content fail to yield enhancements in spall strength? The present subsec-
tion addresses this question, demonstrating that such a limit is directly related to the
transition in the dominant governing mechanism from pre-existing microstructure to
shock-induced microstructure.
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Fig. 5.7: Spall strength as a function of particle spacing ¯̀p and strain rate ε̇v according
to Eq. (5.51). The plot demonstrates that spall strength is very sensitive to purity-
level up to a point; however, once a critical (strain rate-dependent) purity-level has
been achieved, further reductions of impurities does not improve the spall strength
(as the spall strength of these ultra-pure metals is governed by the shock-induced mi-
crostructure). The knees in the plots identify transitions in the dominant mechanisms,
and may be obtained directly from the solution of Eq. (5.53). Model parameters are
taken to be Rcr = 1 GPa, ΣEmm = 3.5 GPa, cnev = 0.2%, χmNsat = 1016m−2.
Fig. 5.7 provides a prediction of the spall strength of high-purity aluminum as a
function strain rate ε̇v and particle spacing ¯̀p with larger ¯̀p representing a higher
purity material. Spall strength is highly sensitive to the impurity content for most
cases. However, the spall strength of very high-purity materials, i.e. ¯̀p & 101−102, is
relatively insensitive to further reductions in the impurity content at very high strain
rates (& 106 − 107s−1). At such high purity levels the spall strength is approaching
the ideal spall strength for relatively lower (but still high) applied strain rates.
We define a transitional mean second-phase particle spacing ¯̀transp to be associated
with the purity-level required for the dominant governing mechanism to transition
from void growth at second-phase particles to void growth from the shock-induced
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microstructure (at a particular strain rate). This transitional mean second-phase
particle spacing may be obtained by setting the two scaling laws in Eq. (5.51) equal
















+ ϕ∗ − cnev
)7/6
(5.53)
Of course, in real-world applications high-purity single crystals are typically unde-
sirable due to their low shear strength, in despite of their remarkably high resistance
to spall failure. A more technologically relevant strategy for enhancing spall strength
is through grain refinement, discussed in the proceeding subsection.
5.4.3.2 Enhancement through grain refinement
The experimental literature on the influence of grain size on spall strength is
complex and often conflicting. Some studies have demonstrated an increase in spall
strength with decreasing grain size, others have shown a decrease with decreasing
grain size, and several others have reported no discernible effect at all. In the present
chapter we demonstrate through our simple scaling relation that any of these behav-
iors may be expected depending on the grain size range investigated, the strain rate
of interest, and the processing route utilized for grain refinement. The simple scaling
laws presented here help establish a greater understanding of the role of grain size
in spall failure. The traditional lack of understanding on the subject is one of the
principle bottlenecks slowing the advancement of grain refinement as a strategy for
enhancing spall strength of materials for relevant applications.
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The complexity with the role of grain size on spall strength is primarily comes
about through the fact that grain size may strongly influence both the first and second
term on the right hand side of Eq. (5.49). The first term Rcr scales linearly with the
yield strength σy, e.g. Rcr = 2/3σy ln 1/ϕ, which scales as the inverse square root of
the grain size, i.e. σy = σ0 + kHP/
√
dG, where kHP is the Hall-Petch coefficient with
σ0 denoting a reference flow strength for a corresponding coarse-grained material.
Accordingly, a scaling relation for the critical resistance to void nucleation (which is










with R0cr denoting a reference critical resistance for a corresponding coarse-grained
material.




)6/7, may depend strongly on grain
size depending on the processing route. Grain refinement by ball milling introduces
a significant number of impurities to achieve the desired ultra-fine grain or nanocrys-
talline structures. One would expect the spacing between second-phase particle spac-












where ¯̀0p is the second-phase particle spacing prior to grain refinement. Grain refine-
ment by severe plastic deformation (SPD), on the other hand, does not necessarily
require the introduction of additional impurities. However, pre-existing second-phase
210
CHAPTER 5. ROLE OF MICROSTRUCTURE ON SPALL
particles may fragment during the SPD processing, e.g. during the first few equal-
channel angular pressing (ECAP) passes. As such, a different scaling relation between
grain size and second-phase particle spacing likely holds for this processing method.










where d0p and dp denote the second-phase particle diameters before and after SPD-
induced fragmentation. Here we assume dp/d0p to be about 10. Combining the scaling



























































































Fig. 5.8: Spall strength as a function of grain size dG and strain rate ε̇v for polycrystals
processed by (a) severe plastic deformation (SPD) and (b) ball milling as predicted
by Eq. (5.57) and Eq. (5.44). The plot demonstrates that spall strength may depend
on grain-size in a complex manner that depends on the strain rate under consider-
ation and the processing route. Either processing route produces a Hall-Petch type
strengthening of the critical resistance to void growth, i.e. Rcr ∝ 1/
√
dG. The differ-
ence is associated with the fact that ball milling introduces additional impurities to
reduce grain size, i.e. `p ∝ dG, whereas the purity content for SPD may be assumed
to be approximately constant. Model parameters are taken to be R0cr = 0.75 GPa,
ΣEmm = 3.5 GPa, cnev = 0.2%, χmNsat = 1016m−2, kHP/σ0 = 10−4
√
m, and ¯̀p = 50µm.
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Fig. 5.8 demonstrates the predicted grain size dependence of spall strength as a
function of strain rate ε̇v. As emphasized throughout, shock-induced microstructure
dominates the behavior at the highest strain rates, and pre-existing microstructure
becomes irrelevant as shown in Fig. 5.8(a). Similar to the transitional mean second-
phase particle spacing ¯̀transp defined in Eq. (5.53), we may define a transitional grain
size dtransG for materials processed by SPD. dtransG identifies the transition in dominant
governing mechanism from grain structure to shock-induced microstructure (at a
particular strain rate). This transitional grain size may be obtained by setting the























+ ϕ∗ − cnev
)2 (5.58)
Below the most extreme strain rates the spall strength may be highly sensitive to
grain size. From Fig. 5.8(a) the behavior of the SPD aluminum is somewhat expected:
F coarse-grained (CG) structures (& 100µm) being mostly insensitive to dG
F fine-grained (FG) structures (∼ 10µm) being somewhat sensitive to dG
F ultra-fine-grained (UFG) materials (. 1µm) exhibiting strong enhancement
212
CHAPTER 5. ROLE OF MICROSTRUCTURE ON SPALL
F with enhancement saturated for nanocrystalline (NC) materials (. 100 nm).
From Fig. 5.8(b) we see that the predicted behavior of materials processed by ball
milling are similar for UFG and NC grain sizes. However, there is a notable difference
at larger grain sizes with coarse-grained and fine-grained materials softening with
decreasing grain size at very high strain rates. Additionally, the material processed
by ball milling exhibits two transitional grain sizes which may be obtained directly






























Although our analysis is quite simple, Fig. 5.8 clearly demonstrates the complexity
associated with the relationship between grain size and spall strength. Detailed crystal
plasticity calculations are planned for future work. In addition, further experimental
investigations are needed, with particular emphasis given to the characterization of
second-phase particle size distributions and spacings, grain size and morphology, and
any relationships between the two. Such efforts are critical to improving our ability
to harness grain refinement for the enhancement of spall strength.
5.5 Summary of key findings
The chapter has provided a mechanism-based ductile failure model capable of
capturing the role of pre-existing and shock-induced microstructures on the spall
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strength of metals. Making use of a few key simplifications, simple scaling laws were
derived from the more general mechanism-based framework. Though simple, the
derived scaling laws proved powerful in helping to shed light on some of the more
perplexing experimental observations associated with spall failure.
The key findings and implications may be summarized as follows:
F Pre-existing microstructure, e.g. second-phase particle spacing and grain size,
governs the spall strength of materials under most loading situations
F At extreme rates spall strength is governed by a shock-induced microstructure,
e.g. vacancy clusters, with growth mediated by dislocation emission
F The transition to shock-induced dominated behavior occurs at slightly lower
strain rates for high purity crystals
F Spall strength depends on grain-size in a complex manner that depends on
loading rate and processing route
F Materials processed by severe plastic deformation (SPD) are predicted to strengthen
with decreasing grain size
F Materials processed by ball milling are expected to first soften with decreasing





framework for dynamic failure of
ductile FCC crystals
6.1 Introduction
The advancement of a number of technologies and applications critical to our
safety and well-being (e.g. inertial confinement fusion, nuclear stockpile reliability,
defense systems, spacecraft and hypersonic aircraft shielding, vehicular crashworthi-
ness, and advanced manufacturing) depends on our capacity to predict the response
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of metals subject to complex dynamic loading paths in extreme thermomechanical
environments. Such extreme thermomechanical environments may include pressures
on the order of the bulk modulus, shear stresses near the ideal strength, temperatures
approaching melting, very high strain rates (103 − 108 s−1), as well as large defor-
mations and rotations. The current chapter aims to provide a thermodynamically
consistent multiscale framework for modeling the deformation and failure of ductile
FCC single crystals subject to complex, three-dimensional dynamic loading paths in
these extreme thermomechanical environments.
One of the primary challenges associated with developing such a framework is the
fact that dynamic failure is highly sensitive to the current stress state, temperature,
loading rate, and material microstructure, as well as their histories, see for example
[99, 140–142]. This is in stark contrast to thermoelasticity and the equation of state
for solid materials, which are usually modeled quite successfully as functions of current
elastic deformation and temperature only, with no direct dependence on loading rate
or history of loading rate. Given this strong sensitivity of dynamic failure to a very
large set of evolving parameters, it is unlikely that an empirical model with numerous
ad hoc fitting parameters would be able to capture the rate-dependent failure envelope
over a large set of stress states and strain rate histories. Furthermore, there are only
a limited number of stress states accessible by fundamental experiments (e.g. uniaxial
strain spall experiments) and thus there is insufficient data to even attempt such an
empirical fit. Given these realities, we adopt a multiscale mechanism-based modeling
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approach in which macroscopic failure evolution is governed by appropriate models
of microscale processes occurring within the material.
The failure of ductile metals is known to be governed by the microscopic pro-
cesses of void nucleation, growth, and finally coalescence leading to failure [52–56].
Void nucleation at second-phase particles that lie either along grain boundaries are
within grains is well documented [71–76]. More recent work [64–70] suggests that
under extremely high tensile stresses, voids may also nucleate from vacancy clusters.
Accounting for this hierarchy of void nucleation sites is critical to the accurate predic-
tion of the dynamic failure response of metals, which was the major discussion point
of chapter 5.
The observed rate-dependence of dynamic ductile failure, e.g. [98–100, 113, 140],
is associated with the rate-dependence of the microscopic processes of void nucleation,
growth, and coalescence. In order to incorporate this rate-dependence in our multi-
scale mechanism-based framework, we explicitly account for the rate-dependence of
dynamic void growth. The aspects of the rate-dependence associated with micro-
inertia are accounted for by following the approach first laid out by Knowles and
Jakub [82] and later extended by Carroll and Holt [83]. The additional void growth
rate-dependence associated with the rate-dependence of thermally-activated disloca-
tion glide is modeled similarly to Cortés [85, 86] and Tong and Ravichandran [93, 94].
However, this model is not necessarily appropriate at extreme strain rates where dis-
location glide may be governed by relativistic drag [10, 49]. Within this regime, it is
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necessary to impose the upper bounds on void growth velocity discussed in chapter 3
(as well as [50]). Lastly, at very high tensile pressures it may be possible for voids
to grow by dislocation emission as discussed in chapter 4 as well as [64–70]. The pa-
rameterized dislocation emission mediated void growth model presented in chapter 4
is utilized here to account for this possible phenomenon.
A critical aspect of this multiscale mechanics-based approach is the recognition
that the local microscopic stresses and temperatures drive microscopic failure pro-
cesses, as opposed to macroscopic stresses and temperatures. Generally, the micro-
scopic stress state is different from that at the macroscale. However, explicitly re-
solving the microscopic stress field is typically computationally infeasible. Therefore,
we make use of a self-consistent micromechanics formulation that relates the micro-
scopic stress and strain fields to those of the macroscale through fourth-order stress
and strain concentration tensors, which are fundamentally derived from the Eshelby
tensor [143], volume averaging concepts [138], and Mori-Tanaka assumptions [124].
This approach naturally leads to effective macroscopic thermoelastic properties that
are generally nonlinear functions of porosity and are often regarded as more accurate
than simple volumetric averaging.
It is just as important to such a multiscale mechanics-based formulation to provide
a proper treatment of the thermodynamics, in order to accurately predict the complex
temperature evolution associated with irreversible nonequilibrium shock compression,
near isentropic release, and dissipation associated with plastic and inelastic work. Ac-
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curate prediction of the temperature evolution is critical because it intimately affects
the failure processes. The temperature dependence of quasi-static ductile failure pro-
cesses has been well documented, with the most well-known example being the famous
ductile-to-brittle transition temperature, e.g. [144]. Unfortunately, such a deep un-
derstanding does not currently exist for the role of temperature in dynamic ductile
failure. However, Kanel and Razorenov [145] and Kanel et al. [100] have experimen-
tally observed a complex temperature dependence of spall strength that appears to
be dependent on the loading rate. Given this motivation for an accurate prediction
of temperature evolution, we provide an extension of the rigorous thermodynamic
formulation of Luscher et al. [146] to be applicable to porous single crystals.
This chapter is organized as follows. Section 6.2 provides an overview of the fi-
nite deformation kinematics associated with a material undergoing elastic, plastic,
and porous deformations. Particular attention is given to a proper multiplicative
decomposition into dilatational and isochoric parts of the elastic, plastic, and porous
deformations. In section 6.3, we extend the rigorous thermodynamic formulation of
Luscher et al. [146] to be applicable to porous crystals. Emphasis is placed on obtain-
ing an accurate representation of the evolution of temperature in these materials sub-
ject to shock heating and inelastic dissipation. Section 6.4 outlines a micromechanical
framework for relating macroscopic and microscopic stress and strains. The microme-
chanical framework naturally leads to effective macroscopic thermoelastic properties
that are functions of the thermoelastic properties of the corresponding solid material.
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This micromechanical framework is also utilized in section 6.5 to couple macroscopic
inelastic deformations to microscale viscoplasticity and void dynamics. Following
this approach, it is unnecessary to provide ad hoc macroscopic inelastic flow rules
and hardening laws, which would undoubtedly introduce many unknown model pa-
rameters difficult to obtain from available experimental data. Lastly, a brief summary
and key implications of the formulation are discussed in section 6.6.
6.2 Kinematics
A multiplicative decomposition (Fig. 6.1) of the total macroscopic deformation
gradient tensor, F, is assumed such that F = FeFpFϕ, where Fe, Fp, and Fϕ corre-
spond to the elastic, plastic, and porous parts of the macroscopic deformation gra-
dient, respectively. The porous macroscopic deformation gradient tensor Fϕ maps
the reference configuration B0 into the intermediate porous configuration Bϕ, i.e.
xϕ = Fϕx0. The plastic macroscopic deformation gradient tensor Fp maps the inter-
mediate porous configuration Bϕ into the intermediate plastic configuration Bp, i.e.
xp = Fpxϕ. The elastic macroscopic deformation gradient tensor Fe maps the inter-
mediate porous configuration Bp into the current configuration B, i.e. x = Fexp. The
multiplicative decomposition of the total macroscopic deformation gradient tensor
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Fig. 6.1: Schematic showing a multiplicative decomposition of the total macroscopic
deformation gradient tensor, F, is assumed such that F = FeFpFϕ, where Fe, Fp, and
Fϕ correspond to the elastic, plastic, and porous parts of the macroscopic deformation
gradient, respectively. The porous macroscopic deformation gradient tensor Fϕ maps
the reference configuration B0 into the intermediate porous configuration Bϕ, i.e. xϕ =
Fϕx0. The plastic macroscopic deformation gradient tensor Fp maps the intermediate
porous configuration Bϕ into the intermediate plastic configuration Bp, i.e. xp = Fpxϕ.
The elastic macroscopic deformation gradient tensor Fe maps the intermediate porous
configuration Bp into the current configuration B, i.e. x = Fϕxp.
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leads to a multiplicative decomposition of the macroscopic relative expansion, i.e.
J , det F = det Fe︸ ︷︷ ︸
,Je
det Fp︸ ︷︷ ︸
,Jp
det Fϕ︸ ︷︷ ︸
,Jϕ
. (6.1)
The macroscopic relative porous expansion relates the macroscopic reference vol-
ume, V0, to the volume in the macroscopic intermediate porous configuration, Vϕ,
i.e. Jϕ = Vϕ/V0. Similarly, the macroscopic relative plastic expansion relates the
macroscopic porous volume, Vϕ, to the volume in the macroscopic intermediate plas-
tic configuration, Vp, i.e. Jp = Vp/Vϕ. Consistent with dislocation-based plasticity, the
macroscopic plastic deformation may be assumed to be incompressible, i.e. Jp = 1,
and consequently Vp = Vϕ. Therefore, the macroscopic elastic relative expansion re-
lates the volume in the macroscopic intermediate porous configuration, Vϕ, to the
volume in the current configuration, V , i.e. Je = V/Vϕ. The macroscopic porosity, ϕ,
is defined as the ratio of total macroscopic void volume in the intermediate porous
configuration, V voidϕ , to the total macroscopic volume in the intermediate porous con-




1− ϕ , (6.2)
where ϕ0 is the initial macroscopic porosity in the reference configuration. Invoking
the conservation of mass, the density in each configuration is proportional to the ratio
of the reference macroscopic density to the net macroscopic relative expansion in the
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corresponding configuration, i.e.






J−1ϕ ρ0︸ ︷︷ ︸
,ρp
(6.3)
where the reference density ρ0 is related to the density of the undeformed solid ma-
terial ρs0, i.e. ρ0 = (1 − ϕ0)ρs0. As stated previously, we take the plastic deformation
to be incompressible, i.e. Jp = 1 (consistent with dislocation-based plasticity theory),
and consequently ρp = ρϕ. The macroscopic specific volumes in the reference, inter-
mediate, and current configurations are inversely proportional to the corresponding
macroscopic density, i.e. v0 = ρ−10 ; vϕ = ρ−1ϕ ; v = ρ−1.
Under shock loading conditions materials may experience both large volumetric
as well as large isochoric deformations, for which the usual additive decomposition of
volumetric and deviatoric deformation may be insufficient [146]. Hence, we assume a
multiplicative decomposition of the total deformation tensor into purely dilatational
and purely isochoric parts, i.e. F = 3
√
JF̄, where J , det F is the macroscopic
relative expansion corresponding to pure dilatation and F̄ is the total macroscopic
isochoric deformation gradient tensor corresponding to pure isochoric deformation,
i.e. det F̄ = 1. The definition of the total macroscopic isochoric deformation tensor,
i.e. F̄ , J−1/3F, along with Eq. (6.1) leads to a multiplicative decomposition of the
total macroscopic isochoric deformation gradient tensor, i.e.
F̄ = J−1/3e Fe︸ ︷︷ ︸
,F̄e
J−1/3p Fp︸ ︷︷ ︸
,F̄p




CHAPTER 6. A MULTISCALE MECHANISM-BASED FRAMEWORK
The elastic right Cauchy deformation tensor is defined as Ce , FTe Fe, with the
isochoric part of the elastic right Cauchy deformation tensor being similarly defined
as C̄e , F̄Te F̄e. The corresponding total and isochoric elastic Green-Lagrange strain
tensors are defined as Ee , 12(Ce−I) and Ēe , 12(C̄e−I). In the following subsection
on thermodynamics, it proves useful to consider the partial derivative of the isochoric















where the operator  obeys the property [A  B]ijkl = AikBjl. Consequently [I 
I]ijkl = δikδjl, where δik is the usual Kronecker delta function. The partial derivative











Consider now the elastic-plastic-porous decomposition of the total macroscopic






. The multiplicative decomposition of the total macroscopic deforma-
tion gradient tensor, F = FeFpFϕ, leads to additive decompositions of both the total

















































In the present formulation Fp encapsulates the isochoric deformation associated with
non-spherical void growth. Fϕ is defined such that it only captures the dilatational
deformation associated with spherical void growth. The resulting porous deformation
tensor that generates the desired relative porous expansion is simply given by Fϕ =
3
√
JϕI, and the corresponding porous velocity gradient and rate of deformation tensors
are given by Lϕ = Dϕ = 13
ϕ̇
1−ϕI. Note that this relation holds only for our definition of
Fϕ which captures the dilatational deformation associated with spherical void growth
with non-sphercial void growth captured in Fp.
As a consequence of the additive decomposition of the rate of deformation tensor,
a similar additive decomposition of the macroscopic internal stress power per unit
mass naturally follows, i.e.












where ρ and Σ are respectively the macroscopic mass density and the macroscopic
Cauchy stress in the current configuration. We also note that the macroscopic second
Piola-Kirchhoff stress, S , JeF−1e ΣF−Te , in the intermediate plastic configuration is
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where ρϕ = ρp is the mass density in both the intermediate porous and plastic con-
figurations.
6.3 Thermodynamics
The strong form of the macroscopic energy balance may be expressed as
ρĖ = ρP + ρQs −∇ · q, (6.11)
where E and P are the macroscopic internal energy and internal stress per unit mass,
Qs is the macroscopic heat supply per unit mass, and q is the macroscopic heat flux
per unit mass. The macroscopic Helmholtz free energy per unit mass, Ψ , is defined
as the energy available for doing useful work on the system at a constant absolute
temperature Θ, i.e. Ψ , E − NΘ, where N is the macroscopic internal entropy per
unit mass. Time differentiation of the Helmholtz free energy combined with Eq. (6.11)
results in an alternative form of the energy balance, i.e.
ρΨ̇ = ρP − ρṄΘ − ρN Θ̇ + ρQs −∇ · q. (6.12)
Considering the additive decomposition of the macroscopic internal stress power,
Eq. (6.9), along with Eq. (6.10) results in the most useful form of the energy balance,
i.e.
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where we have assumed that the total macroscopic Cauchy stress may be additively
decomposed into quasi-conservative and dissipative parts, i.e. Σ = Σq + Σd, follow-
ing the thermodynamic arguments of Ziegler [147]. The dissipative part of the total
Cauchy stress, Σd, captures the non-equilibrium irreversible departure from thermo-
dynamic equilibrium typical of shock loading conditions. Sq , JeF−1e ΣqF−Te is of
course the macroscopic quasi-conservative second Piola-Kirchhoff stress, and Pd is
the dissipative part of the internal stress power per unit mass.
Now consider the Helmholtz free energy to be a function of the relevant state
variables, i.e.
Ψ = Ψ(Ee, Θ,Ξ1,Ξ2,Ξ3, ...,Ξκ) (6.14)
where Ξ1,Ξ2, ...,Ξκ is a finite set of κ internal state variables that may be represented














where the operator ∗ generates the scalar product of two tensors of any rank. Substi-
tuting the expression for the rate of change of the Helmholtz free energy, Eq. (6.15),
into the energy balance, Eq. (6.13), and rearranging like terms results in an expression
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Now consider the Clausius-Duhem inequality as an alternative form of the Second
Law of thermodynamics, i.e.




Substitution of the rate of entropy production, Eq. (6.16), into the Clausius-Duhem
inequality, Eq. (6.17), results in an alternative form of the Clausius-Duhem inequality,
i.e.
(



















Following the Coleman-Noll procedure, consider now a loading condition that pre-
scribes an infinitesimal change in the elastic Green-Lagrange strain tensor holding
all other quantities fixed, i.e. Ėe 6= 0. Similarly, consider a loading condition that
prescribes an infinitesimal change in the absolute temperature holding all other quan-
tities fixed, i.e. Θ̇ 6= 0. Under such loading conditions, the alternative form of the
Clausius-Duhem inequality given in Eq. (6.18) reduces to the two following expres-
sions
(










Θ̇ ≥ 0. (6.20)
Since both state variables, Ee and Θ, may be subject to either a positive or negative
infinitesimal change while holding all other quantities fixed it must follow that the
expressions contained within the parenthesis of Eq. (6.19) must be exactly equal to
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; N = −∂Ψ
∂Θ
. (6.21)
Time differentiation of the above expression leads to a useful expression for the rate
of intrinsic entropy production, i.e.

















where Cϕv , Θ(∂N /∂Θ) is defined as the effective macroscopic specific heat at con-
stant volume. Substitution of this expression for the rate of intrinsic entropy pro-
duction, Eq. (6.22), into Eq. (6.16) and rearranging terms leads to the final general
expression for the rate of temperature change, i.e.



















∗ Ξ̇k︸ ︷︷ ︸









At this point we postulate a particular functional form of the Helmholtz free
energy consistent with Eq. (6.14). We assume that the macroscopic Helmholtz free
energy may be additively decomposed into parts associated with the macroscopic
elastic strain energy, the macroscopic thermal energy, and the microscopic elastic
strain energy trapped by lattice defects and dislocation substructure, i.e.
Ψ = Ψe(Ee, Θ, ϕ) + ΨΘ(Θ,ϕ) + Ψ⊥(Θ, ρ⊥), (6.24)
where {ϕ, ρ⊥} constitute a set of two internal state variables corresponding to the
total volume of voids per unit volume in the intermediate porous configuration and
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the total dislocation line length per unit of solid volume in the intermediate plastic
configuration. Note that the dislocation density ρ⊥ may be phenomenologically re-
lated to the slip resistance through the Taylor hardening law, as in Eq. (6.65). The
free energy associated with lattice defects accounts for the fraction of plastic work
that is not converted to heat [148, 149], which has traditionally been treated with
the phenomenological Taylor-Quinney parameter, βTQ ≈ 0.9, [150, 151]. We assume
functional forms of ΨΘ and Ψ⊥ consistent with Clayton [152], i.e.











where µs is the temperature-dependent and pressure-dependent effective shear mod-
ulus of the solid material, b is the magnitude of the Burgers’ vector, and the product
κ⊥Ω⊥ is a proportionality constant. For a dilute concentration of straight screw
dislocations this proportionality constant may be approximated as κ⊥Ω⊥ ∼ 2, al-
though real materials may take on different values [153]. Note that the macroscopic
effective specific heat expressed in Eq. (6.25) is consistent with its thermodynamic
definition, i.e. Cϕv , Θ (∂N /∂Θ), provided that the macroscopic elastic strain en-
ergy and lattice defect energies are restricted to linear functions of temperature, i.e.
∂2Ψe/∂Θ
2 = ∂2Ψ⊥/∂Θ2 = 0, and that the macroscopic effective specific heat is con-
stant with respect to temperature. In order to incorporate a temperature-dependent
specific heat an alternative function is required for the pure thermal part of the
Helmholtz free energy.
Following Luscher et al. [146], we assume that the part of the Helmholtz free
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energy associated with elastic strain energy may be additively decomposed into a
purely volumetric part that only depends on the volumetric deformation and a purely
deviatoric part that only depends on the isochoric part of the deformation, i.e.
Ψe(Ee, Θ, ϕ) = Ψvol(Je, Θ, ϕ) + Ψdev(Ēe, Θ, ϕ). Making use of the chain rule, the
macroscopic quasi-conservative second Piola-Kirchhoff stress given in Eq. (6.21) may





















where Eq. (6.5) and Eq. (6.6) have been utilized. The part (Ψdev) of Helmholtz free
energy (per unit volume in the intermediate configurations) corresponding to isochoric





Ēe : Cϕ : Ēe, (6.27)
where Cϕ is the temperature-dependent macroscopic effective fourth order elasticity
tensor (taken to cubic symmetry in the current work). The part of Helmholtz free
energy (per unit volume in the intermediate configurations) corresponding to purely
volumetric elastic strain energy is defined such that Pq , −tr(Σq)/3 = −ρϕ∂Ψvol/∂Je,
where the macroscopic quasi-conservative pressure is given here by the Mie-Grüneisen








v (Θ −Θ0), (6.28)
where χe , 1 − Je is a scalar measure of volumetric strain, K0ϕ is the macroscopic
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effective bulk modulus at ambient conditions, i.e. P = 0 and Θ = Θ0, Γϕ , ρϕ∂Pq/∂E
is the macroscopic effective Grüneisen parameter, and Sϕ , dUs/dUp is the macro-
scopic effective linear Hugoniot slope coefficient with Us being the shock wave speed
associated with a particular particle velocity, Up. The dissipative part of the total






2 for χ̇e > 0
0 for χ̇e ≤ 0,
(6.29)
where χ̇1 and χ̇2 are material parameters. This phenomenologically accounts for the
irreversible drag associated with the non-equilibrium trajectory between two near
equilibrium thermodynamic states [146]. Furthermore, we assume that the deviatoric
part of the macroscopic dissipative Cauchy stress is negligible, i.e. Σ′d = 0, since the
deviatoric stresses are not high enough for such effects to be important. With these
constitutive assumptions in hand, the final expression for the rate of temperature
change may be expressed as
ρCϕv Θ̇︸ ︷︷ ︸
temperature
change
= −ρϕΓϕCϕv Θv̇ +Θ
∂Cϕ
∂Θ
: Ēe : M : Ėe︸ ︷︷ ︸
thermoelastic coupling
+ ρϕPqv̇ϕ︸ ︷︷ ︸
porous
dissipation
+ Σq : Dp︸ ︷︷ ︸
plastic
dissipation
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where kinetic evolution laws for Dp and ρ̇s⊥ are provided in subsection 6.5.1 and
subsection 6.5.2, and dynamic evolution laws for ϕ̈ and ϕ̇ will be addressed in sub-
section 6.5.3. We first turn our attention to bridging the microscale and macroscale
through the use of stress and strain concentration tensors derived from the Eshelby
tensor.
6.4 Micromechanics and effective properties
Consider a microscopic elastic deformation gradient tensor fe in the solid material
that corresponds to the macroscopic elastic deformation tensor Fe in the homogenized
porous material. The generalized Gauss function may be utilized to demonstrate that
the volumetric average of the microscopic elastic deformation gradient tensor fe over
the microscale domain Ωmicro at a particular macroscopic material point is equal to




fedΩmicro = Fe. (6.31)
The microscale domain may be additively decomposed into a microscale domain that
only includes voids Ωvoidmicro and a microscale domain that only includes the solid ma-
terial Ωsolidmicro such that Ωmicro = Ωvmicro + Ωsmicro. This additive decomposition of the
domains permits the following decomposition of the volumetric average expressed in
233




























where 〈·〉 denotes a volumetric average over the solid material only and 〈·〉v denotes
a volumetric average over the voids. Noting that Ωvmicro/Ωmicro = ϕ and Ωsmicro/Ωmicro =
1− ϕ by definition, Eq. (6.32) may be recast in the following compact form
ϕ〈fe〉v + (1− ϕ) 〈fe〉 = Fe. (6.33)
Similar expressions relate the microscopic stress tensor σ and the macroscopic stress
tensor Σ, i.e.
ϕ
〈σ〉v + (1− ϕ) 〈σ〉 = Σ. (6.34)
as well as the microscopic temperature ϑ and macroscopic temperature Θ, i.e.
ϕ〈ϑ〉v + (1− ϕ) 〈ϑ〉 = Θ, (6.35)
where it has been noted in Eq. (6.34) and Eq. (6.35) that the voids are stress free
and assumed to be gas free at zero Kelvin, i.e. 〈σ〉v = 〈ϑ〉v = 0. Strictly speaking,
Eq. (6.34) is exact only under mechanical equilibrium and in the absence of body
forces, i.e. ∇ · σ = 0, see for example [138]. Under the dynamic loading condi-
tions of interest here, Eq. (6.34) must be considered an approximation. Nevertheless,
Eq. (6.34) will prove useful in defining effective elastic properties.
Notice that Eq. (6.34) and Eq. (6.35) provide unique relationships between the
macroscopic quantities and the microscopic quantities averaged over the solid part of
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the material. However, the concentration of elastic deformation in the void domain as
compared to the solid domain is unknown and may not be determined by Eq. (6.33)
alone. In order to rectify this elastic strain concentration tensors may be utilized to
relate microscopic and macroscopic deformations, i.e.
Ave : (Fe − I) = (〈fe〉v − I) (6.36)
Ase : (Fe − I) = (〈fe〉 − I) , (6.37)
where Ave and Ase are elastic strain concentration tensors corresponding to elastic
deformations in the void and solid parts of the material, respectively. Consistency of
Eq. (6.33) with Eq. (6.36) and Eq. (6.37) requires that ϕAve + (1 − ϕ)Ase = I. These
strain concentration tensors combined with Eq. (6.34) give rise to an effective linear
elastic anisotropic stiffness tensor of the form
Cϕ = (1− ϕ)CsAse, (6.38)
where Cϕ is the effective linear elastic stiffness tensor of the homogenized porous
material and Cs is the linear elastic stiffness tensor of the solid material containing
with no voids. Eq. (6.38) provides a model for the degradation of the anisotropic
stiffness tensor once Ase is determined.
Mori and Tanaka [124] proposed a method for approximating Ase by making use of
the Eshelby tensor [143] along with an assumption for how voids elastically interact in
an average sense. Utilization of their method results in the following approximation
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for the strain concentration tensor
Ase = (ϕTve + (1− ϕ)I)−1 , (6.39)
where Tve relates the average deformation in the void to the average deformation in
the solid material and was determined by [143] as
Tve = (I− S)−1 (6.40)
with S being the Eshelby tensor. For spherical voids in an isotropic material a simple
closed-form expression for the effective bulk modulus and shear modulus is easily
obtainable from Eq. (6.38) and Eq. (6.39) as
Kϕ = K
s +
(1− ϕ)(3Ks + 4µs)




5µs(1− ϕ)(3Ks + 4µs)
6ϕ(Ks + 2µs)− 5(3Ks + 4µs) (6.42)
Typically, the Eshelby tensor associated with anisotropic materials may only
be obtained through numerical integration. One simple closed-form model for the





provided that Cϕ is only utilized to compute the deviatoric part of the stress tensor
and an equation of state is utilized to compute the spherical part of the stress tensor
(as in the present case). However, numerical calculations are required to support such
an approximation.
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Some of the effective properties associated with the Mie-Grüneisen equation of
state are obtainable through classical micromechanics. For example, the effective
Grüneisen parameter is related to the macroscopic effective thermal expansion coef-









where models for αϕT and C
ϕ
v have been established in [154]. Unfortunately, the macro-
scopic effective linear Hugoniot slope coefficient Sϕ utilized in the Mie-Grüneisen
equation of state may not be obtained through the classical micromechanics utilized
for the linear elastic stiffness tensor. Nevertheless, one useful approximation has been
provided in the literature [155] as
Sϕ =
Ss
1 + ϕ (Ss − 1)
, (6.45)
where Ss is the linear Hugoniot slope coefficient for the solid material with no voids.
This section has established a set of micromechanical models for approximating
the effective thermomechanical properties of a porous crystal. The following section
will provide evolution laws for the inelastic deformation, which along with the ef-
fective properties discussed in this section permit the calculation of the stress and
temperature evolution discussed in section 6.3.
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6.5 Dynamic porous crystal plasticity
Recently, a number of porous crystal plasticity models have been proposed, any of
which could, in principle, be utilized to provide evolution laws for the inelastic parts
of the macroscopic velocity gradient in the respective intermediate configurations, i.e.
ḞpF
−1
p and ḞϕF−1ϕ . However, these models are for the most part developed to account
for the phenomena that is most relevant to quasi-static loading conditions, e.g. initial
yield stress, complex anisotropic hardening, non-spherical void shapes, void growth
in shear, etc. Here we propose an alternative macroscopic effective porous crystal
plasticity model that is more appropriate for the physics associated with very high
strain rates, i.e. 103 − 108 s−1. In this domain, voids may not interact with each
other as strongly as they do in the quasi-static. Therefore, assumptions that are not
necessarily valid in the quasi-static regime may be acceptable in the dynamic regime.
6.5.1 Microscale kinematics
Consider a multiplicative decomposition (Fig. 6.2) of the total microscopic defor-
mation gradient tensor, f = fefpfϕ, where fe is the microscopic elastic deformation
gradient tensor in the solid material that corresponds to the macroscopic elastic de-
formation in the homogenized porous material, i.e. Fe. Similarly, fp and fϕ are mi-
croscopic plastic deformation gradient tensors in the solid material that correspond
to the macroscopic plastic and macroscopic porous deformation in the homogenized
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porous material, i.e. Fp and Fϕ. The multiplicative decomposition of the micro-
scopic deformation gradient tensor leads to an additive decomposition of the velocity
gradient tensor similar to Eq. (6.7), i.e.



















Consider the set of microscopic spatial coordinates {y0,yϕ,yp,y} that define the
position of material particles in the reference, intermediate porous, intermediate plas-
tic, and current configurations, respectively. We postulate the following idealized
inelastic microscopic motions
ye = feyp, yp = fpyϕ = Fpyϕ, yϕ = fϕy0 = rϕer, (6.47)
where we have assumed that the microscopic plastic deformation gradient is un-
perturbed by the presence of voids and therefore equal to the macroscopic plastic
deformation gradient, i.e. fp = Fp. Note that a similar assumption lies at the heart
of the Gurson [77] isotropic porous plasticity model, as well as its many subsequent
derivatives.
Now consider the auxiliary problem of a spherical void of initial radius a0 in the
reference configuration embedded within an otherwise solid sphere of radius rout0 . As
shown in Fig. 6.3, the microscopic porous deformation gradient tensor fϕ maps the
reference configuration into the intermediate porous configuration, where the spherical
void now has a radius of aϕ and the outer radius of the spherical shell is denoted as routϕ .
Consistent with dislocation-based plasticity, the solid material within the spherical
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Fig. 6.2: Schematic showing a multiplicative decomposition of the total microscopic
deformation gradient tensor, f = fefpfϕ, where fe is the microscopic elastic deforma-
tion gradient tensor in the solid material that corresponds to the macroscopic elastic
deformation in the homogenized porous material, i.e. Fe. Similarly, fp and fϕ are mi-
croscopic plastic deformation gradient tensors in the solid material that correspond
to the macroscopic plastic and macroscopic porous deformation in the homogenized
porous material, i.e. Fp and Fϕ. On the microscale the voids are spherical in the inter-
mediate porous configuration, and may be non-spherical in the intermediate plastic
configuration as well as the current configuration.
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shell is assumed to be plastically incompressible so that the volume of the spherical




)3 − a3ϕ = (rout0 )3 − a30. (6.48)
At this point it is convenient to revisit the notion of macroscopic porosity, ϕ, intro-
duced in section 6.2. Based on the self-consistent arguments of Wright and Ramesh
[101] the outer radius of every spherical shell in the intermediate porous configuration,









Fig. 6.3: Schematic showing the microscopic porous deformation gradient tensor fϕ
mapping the reference configuration into the intermediate porous configuration. A
unit cell in the reference configuration is represented by a spherical void of initial
radius a0 embedded within an otherwise solid sphere of radius rout0 . A unit cell in
the intermediate porous configuration is represented by a spherical void of radius aϕ
embedded within an otherwise solid sphere of outer radius routϕ . The driving force for
the porous deformation is the mean macroscopic stress Σm.
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fraction of the spherical shell (or the local microscopic porosity), i.e. ϕ = (aϕ/routϕ )3.
Therefore, the otherwise unknown outer radius may be removed from Eq. (6.48) in





















ϕ− ϕ2 . (6.50)
Turning our attention to the microscopic spatial variation of the deformation in
the intermediate porous configuration, the plastic incompressibility condition must
hold for any arbitrary subdomain of the spherical shell, i.e.
r3ϕ − a3ϕ = r30 − a30, (6.51)
where rϕ and r0 denote the radial coordinates in the intermediate porous and refer-
ence configurations, respectively, as shown in Fig. 6.3. Therefore, Eq. (6.51) implies
that the motion of the spherical shell in the intermediate porous configuration rϕ is
completely determined once aϕ is known as a function of time.
The corresponding microscopic deformation gradient tensor in the intermediate




er ⊗ er +
rϕ
r0
(eθ ⊗ eθ + eφ ⊗ eφ). (6.52)
The corresponding porous parts of the microscopic velocity gradient and microscopic
rate of deformation tensor, dϕ , (l + lT )/2 follows from time differentiation of
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Eq. (6.52), i.e.
dϕ = lϕ = −2
ṙϕ
rϕ
er ⊗ er +
ṙϕ
rϕ
(eθ ⊗ eθ + eφ ⊗ eφ). (6.53)
For simplicity of the formulation, we assume an isotropic measure of the effective
slip in the intermediate porous configuration. Such an approximation is likely invalid
for nanovoids where discrete dislocation interactions may dominate. In accordance





where neqϕ is the effective flow direction in the intermediate porous configuration. For




∣∣σ′ϕ∣∣. A similar expression for the plastic part of the microscopic velocity
gradient in the intermediate plastic configuration may be related to the sum of the








0 ⊗ n(α)0 , (6.55)
where m(α)0 and n
(α)
0 are the microscopic slip direction and the microscopic unit
normal to the slip plane for the α-th slip system in the reference configuration with
ns being the total number of slip systems. Note that based on our idealized motion,
we also have ḞpF−1p = ḟpf−1p and γ̇
(α)
p = 〈γ̇(α)p 〉.
Returning to the intermediate porous deformation, substitution of Eq. (6.50),
Eq. (6.51), and Eq. (6.53) into Eq. (6.54) followed by a contraction on itself results in
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the following expressions for the microscopic spatial variation of the effective isotropic

















Notice that the isotropic slip rate is highest on the surface of the void (at rϕ = aϕ) and
decays cubically with distance from the surface of the void. It will prove convenient
in subsection 6.5.2 to compute the volume average of the effective isotropic slip rate













where the subscript uc indicates that the volume averaging is occurring over a single






volume of associated unit cell. Making use of Eq. (6.56) the integral in Eq. (6.57)












Notice that the effective isotropic slip rate in the intermediate porous configuration
averaged over the unit cell expressed in Eq. (6.58) only depends on the macroscopic
porosity ϕ and does not depend on any microscopic quantities unique to a particular
unit cell, e.g. aϕ. Therefore, the effective isotropic slip rate averaged over the entire
microscale (including all the spherical shells at a particular macroscopic material
point) is identical to the corresponding quantity averaged over the unit cell, i.e. 〈γ̇eqϕ 〉 =
〈γ̇eqϕ 〉uc.
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Lastly, it is convenient to introduce a measure of the volumetrically averaged net
accumulated microscopic plastic strain, 〈γ(α)net〉, on each slip system associated with
both plastic and porous deformation. One difficulty with defining an appropriate
model for 〈γ(α)net〉 is the fact that the porous deformation (resulting in purely spherical
void growth) requires slip on many different slip systems at different angular posi-
tions around the void. However, the porous deformation here has conveniently been
characterized by an effective isotropic measure, i.e. γeqϕ , that does not discriminate
between slip systems. A modified Taylor factorM∗T may be utilized to relate the effec-
tive isotropic slip rates to a measure of the sum of slip on the active slip systems, i.e.





ϕ 〉. Our modified Taylor factor is related to the traditional Taylor





3 ≈ 1.77). For purely spherical void growth (under pure
hydrostatic loading) there are no preferred slip systems and thus each slip system





ϕ 〉. Combining these two
relations, we obtain an approximate relation for the slip rate on each slip system that
results from the porous deformation, i.e. 〈γ̇(α)ϕ 〉 ≈ (M∗T/ns)〈γ̇eqϕ 〉. We assume that the
slip rates from both porous and plastic deformation may be additively combined to
obtain the net microscopic slip rate expressed as
〈γ̇(α)net〉 =
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6.5.2 Microscale slip kinetics and hardening laws
The microscopic plastic slip rate γ̇(α)p on the α-th slip system in the intermediate
plastic configuration may be related to the corresponding microscopic shear stress
resolved on the slip system in current configuration, τ (α) , σ : (m(α)⊗n(α)), through






∣∣∣∣1/m sgn (τ (α)) , (6.60)
where m is the rate sensitivity parameter (that may be temperature dependent),
γ̇0 is a reference strain rate and τ
(α)
c is a temperature-dependent evolving slip resis-
tance. The slip resistance may be additively decomposed into parts associated with
the Peierls barrier τ (α)p , solid solution strengthening τ (α)ss , second phase particle and
precipitation strengthening τ (α)sp , Hall-Petch strengthening in the presence of grain
boundaries τ (α)HP , and strain hardening τ
(α)













Typically, τ (α)⊥ is a function of the local accumulated plastic deformation, and is
thus usually allowed to have any arbitrary spatial variation regardless of the length
scale of interest. However, the slip resistance associated with strain hardening is
phenomenologically associated with an evolving dislocation density, ρ⊥. This evolving
dislocation density may only be defined over a sufficiently large volume of material.
Due to the long range interacting stress fields generated by dislocations, this finite
volume size may actually be of similar magnitude to the volume associated with the
plastic zone developed around a growing void. Therefore, it may not necessarily be
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appropriate to allow τ (α)⊥ to spatially vary on the microscale. Given this argument
(and assuming that the other sources of slip resistance do not evolve with deformation)
we restrict the evolving slip resistance τ (α)c to be spatially constant with respect to
the microscale spatial coordinates y and only spatially depend on the macroscale
coordinate x. Based on these arguments, we choose to recast Eq. (6.60) into an
alternative, more convienent form that reflects these considerations, i.e.
〈γ̇(α)p 〉 = γ̇0












. These volumetric averages may be computed
by making use of the elastic strain and stress concentration tensors discussed in
section 6.4, i.e.
〈σ〉 = Be : Σ;
〈m(α)〉 = 〈fem(α)0 〉 = 〈fe〉m(α)0 = Ase : (Fe − I)m(α)0 +m(α)0 ; (6.62)
〈n(α)〉 = 〈n(α)0 f−1e 〉 = n(α)0 〈f−1e 〉 = n(α)0 (Ase : (Fe − I) + I)−1 ,
noting that the microscopic slip directions and unit normals in the reference configura-
tion are constant with respect to the microscale spatial coordinate, i.e. m(α)0 = 〈m(α)0 〉
and n(α)0 = 〈n(α)0 〉. A similar microscale slip kinetics law may be proposed for the















is an effective isotropic measure of the microscopically spatially
varying stress in the intermediate porous configuration. The isotropic measure of the
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slip resistance 〈τ eqc 〉 is taken to be a weighted average of the active slip resistances,
i.e.








with 〈γ̇(α)net〉 reflecting the net accumulated microscopic inelastic strain rate associated
with both plastic and porous deformation volumetrically averaged over the entire mi-
croscale. One justification for the averaging utilized in Eq. (6.64) is that spherical void
growth requires the activation of many different slip systems (similar to polycrystal
plasticity) at different angular positions around the void. The isotropic measure of
the slip resistance may also be related to the average dislocation density through the








where α̂ ≈ 1/2 is a proportionality constant and ρ0⊥ is the initial average dislocation
density. Eq. (6.65) may be utilized in Eq. (6.25) to compute the evolving lattice defect
energy, which in turn effects the temperature evolution governed by Eq. (6.30).
The strain hardening law on each slip system at room temperature is assumed to








where hαβ is the hardening matrix that captures both self-hardening and latent hard-
ening. The evolution law for the hardening matrix is typically modeled after[156–158],
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i.e.
hαβ = qh+ (1− q)hδαβ, (6.67)
where h is an evolving scalar hardness and the constant latent hardening ratio is
denoted as q. Typically q ∼ 1.4 for ductile FCC crystals Asaro and Needleman
[159]. A modified version of the scalar hardening evolution law of Peirce et al. [157]
is utilized here, i.e.










where h0 is the initial scalar hardness with τ 0⊥ and τ s⊥ representing the initial and
saturated levels of the slip resistance associated with strain hardening.
The temperature and pressure dependence of the slip resistance is assumed to take
the following form










where q∗ is the temperature dependence exponent and µs is the effective shear modu-
lus taken to depend linearly on the microscopic average temperature and macroscopic






. Notice that Eq. (6.69)
has made use of the volumetrically averaged microscopic temperature rather than the
local, microscopically varying temperature field. Some justification for this assump-
tion has been provided by Wu et al. [91], who showed that the microscopic thermal
gradients around a dynamically growing void quickly equilibrate. This is particularly
the case for sub-micron sized voids.
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6.5.3 Microscale void dynamics in thermally-activated
regime
For the spherically symmetric motion in the intermediate porous configuration





(σθθϕ − σrrϕ ) = ρs0r̈ϕ, (6.70)
where ρs0 is the mass density of the solid material in the reference configuration. For
this spherically symmetric stress state a scalar measure of the equivalent shear stress













Under tensile loading σθθϕ > σrrϕ while under compressive loading σθθϕ < σrrϕ , thus







τ eqϕ sgn(ȧϕ) = ρr̈ϕ. (6.72)
Integrating Eq. (6.72) (after substitution of Eq. (6.51)) with respect to the spatial
variable r in the intermediate porous configuration over the entire spherical shell
from r = aϕ to r = routϕ , where routϕ is the outer radius of the spherical shell, we have
the general integro-differential equation governing the dynamics of a spherical void
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embedded within an otherwise intact spherical shell [82], i.e.
ρs0 (1− 3
√





















τ eqϕ sgn(ȧϕ)drϕ︸ ︷︷ ︸
,Rvpϕ
,
where Σm denotes the mean macroscopic stress and Rvpϕ is termed the viscoplastic
resistance. Note that a similar expression was obtained in chapter 3 for an incom-
pressible isotropic material. The appropriate boundary conditions for the problem at
hand are the applied tensile pressure shown in Fig. 6.3, i.e. σrrϕ |rϕ=routϕ = poutϕ = Σm
(see [101]), and a term associated with the surface energy, γse, on the void surface,
i.e. σrrϕ |rϕ=aϕ = 2aϕ/γse (see Reina et al. [69] for a detailed derivation).
In general, the viscoplastic resistance term Rvp, expressed on the right hand side
of Eq. (6.73), must be numerically integrated at each time step (since τ eqϕ may take on
any arbitrary radial spatial variation). This demands a discretization of the spatial
variable rϕ (in addition to time t), which substantially increases the computational
cost of the problem at hand. This is particularly undesirable for the simulation of
complex structures subject to dynamic failure governed by Eq. (6.73). In subsec-
tion 6.5.2 we have provided necessary assumptions (many physically justified) that
restrict τ eqϕ to a particular set of radial spatial variations that permit analytic integra-
tion of the viscoplastic resistance term expressed on the right hand side of Eq. (6.73),
i.e.
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where ζm , 22+m3−(1+m)/2m−1. Substituting Eq. (6.66) and Eq. (6.69) into Eq. (6.64)
one may obtain an expression for the evolving isotropic measure of the slip resistance,
i.e.


















where τ 0c , τp + τss + τsp + τHP + τ 0⊥ is the initial slip resistance on all ns slip systems.
The hardening matrix hαβ evolves according to Eq. (6.68) and the evolution of the
average temperature 〈ϑ〉 is governed by Eq. (6.30) and Eq. (6.30). The microscopic
average of the net slip rate associated with both plastic and porous deformation is














Closure of the model is provided by bridging the microscale void dynamics to the
evolution of porosity on the macroscale. Consider a general distribution of void sizes
characterized by g(aϕ). The current porosity is then obtained by integrating the void











where the number of voids per unit volume in the reference configuration is denoted
as Nnuc and may vary substantially depending on the material and loading conditions.
Eq. (6.73) through Eq. (6.77) constitute a set of ordinary differential equations that
govern the dynamics of a distribution of dynamically growing voids on the microscale
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and the corresponding porosity (or void volume fraction) on the macroscale. The set
of equations are analytic with respect to the microscale spatial coordinates, which
substantially reduces the computational complexity associated with modeling these
inherently multiscale failure processes.
As a brief aside, it is instructive to examine the special case in which all voids are
the same size, i.e. g(aϕ) = δ(aϕ), with δ(·) being the Dirac delta function. For this




































)−3 being a measure of the average center-to-center spacing be-
tween nucleated voids in the reference configuration. The algebraic complexity of
the functional form expressed in Eq. (6.78) is noteworthy. It would be impractical
to attempt to obtain such an evolution equation from a fit to either experimental
or simulation data. Furthermore, a physics-based model for dynamic evolution of
porosity requires a length scale, i.e. `v, and a second-order differential equation on
porosity, i.e. ϕ̈, in order to accurately capture the role of microinertia in dynamic
ductile failure of metals. Often, this is not accounted for in models utilized in the
failure analysis of structures subject to extreme dynamic loading conditions.
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6.5.4 Microscale void dynamics under extreme con-
ditions
It is necessary to modify Eq. (6.73) in order to properly account for dynamic void
growth in the relativistic drag regime discussed in chapter 3. Based on the analysis
provided in section 3.5, in particular the effects of relativistic drag on void dynamics





where Ñm is the mobile dislocation density near the surface of the void. In sec-
tion 3.5 the evolution of the mobile dislocation densities was modeled after Austin
and McDowell [49] and is recast here as
˙̃Nm =
˙̃Nnuc +
˙̃Nmult − ˙̃Nann − ˙̃Ntrap (6.80)
˙̃Nim =
˙̃Ntrap, (6.81)
where Ñim is the immobile dislocation density near the surface of the void and the sub-
scripts nuc, mult, ann, trap, and rec refer to dislocation nucleation, multiplication,
annihilation, and trapping, respectively. Recovery processes are ignored (Ṅrec = 0)
due to the short time scales of interest (< 1µs) inhibiting many thermally-activated
processes such as climb. A physically-based framework proposed by [10] is assumed
to sufficiently capture the correct physics and may be recast in the appropriate form
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with δmult and αann being model parameters and ·̃ denoting the value of the respective
quantity near the void surface. Λ̃ is the effective mean free path of dislocations
near the surface of the void and decreases with increasing dislocation density, i.e.
Λ̃−1 = αdis
√
Ñim + Ñm, see [10].
The limits imposed by Eq. (6.79) play an important role at very high tensile
pressures in the range of µ/30 . Σ : I/3 . µ/10 as discussed in chapter 3 and
chapter 5. However, at extremely high tensile pressures & µ/10 it may be possible
to rapidly grow voids by emitting dislocations from the surface of the voids. This
mechanism has been extensively studied recently [64, 65, 67, 68, 70, 109]. In chapter 4
we derived a critical stress criterion for the activation of dislocation emission in porous




∣∣∣∣ Σm1− ϕ̃ − γsea
∣∣∣∣2 + ( h2√3 Σeq(1− ϕ̃)
)2
−
∣∣τ̃ imagecr ∣∣2, (6.85)
where Σeq denotes the macroscopic deviatoric stress, γse is the surface energy of the
material, ϕ̃ is an auxiliary porosity defined Eq. (4.6), h1 and h2 are non-dimensional
length scales expressed in Eqs. (4.42) and (4.43), with the magnitude of the critical
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image shear stress expressed here as

















where w⊥ is a temperature-dependent dislocation core size calibrated in chapter 4
and modeled by Eq. (4.56) and µ∗s , µ/π(1 − νs) with ν being the Poisson ratio of
the solid material.
With dislocation emission active (Φem) the rate at which dislocation emission
replenishes the mobile dislocation density in the vicinity of the void surface was











where αem and g0 are dimensionless material parameters with νD and Ω respectively
denoting the Debye frequency and atomic volume.
6.6 Summary and implications
The aim of the current chapter has been to provide a thermodynamically consistent
multiscale framework for modeling the deformation and failure of ductile FCC single
crystals subject to complex, three-dimensional dynamic loading paths. The model
accounts for a number of dynamic void growth mechanisms that account for the
dominant governing physics across a broad range of strain-rates and stress states.
The key mechanisms effecting void growth that are accounted for in the present
model include:
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F micro-inertia, which is explicitly accounted for
F thermally-activated glide accounted for through a power-law rate-sensitivity
F mean dislocations velocities are explicitly limited to shear wave speed
F dislocation emission governing void growth under the most extreme conditions.
Particular attention was paid to a proper treatment of the thermodynamics in
order to provide an accurate description of the temperature evolution associated with
irreversible nonequilibrium shock compression, near-isentropic release, and dissipation
associated with plastic and inelastic work. In addition, a porous crystal plasticity
framework was provided with emphasis placed on coupling the hardening associated
with plastic and porous deformation. Unfortunately, it is beyond the scope of the
current work to provide a rigorous validation of this framework. A suite of single
crystal plasticity unit cell finite element calculations would provide the necessary
data to provide some degree of validation of the various micromechanical assumptions
made throughout this chapter. Nevertheless, the assumptions have been clearly stated
throughout the chapter and justified as much as feasible. At the very least the chapter
serves as a skeletal framework that may be improved upon over the next few years.
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Chapter 7
A microstructurally informed thermal
fatigue model and its application to
surface evolution of near-Earth
asteroids†
Throughout this dissertation we have explored the role of microstructure (see
chapter 5), defect kinetics (chapters 2, 3, and 5), and nonequilibrium thermal trans-
port (chapters 2 and 4) in governing the failure behavior of materials on extremely
short timescales, i.e. . 100 ns. However, microstructure, defect kinetics, and nonequi-
†The present chapter is largely based on a collaborative work published by Delbo et al. [160].
The contribution of J.W. to this publication was significant as noted in [160].
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librium thermal transport are equally important to the failure response of materials
on extremely long timescales, i.e. & 106 years. An excellent demonstration of this
phenomena is the gradual surface evolution of near-Earth asteroids driven by the
thermal radiation of the Sun due to thermal fatigue. Furthermore, this particular
application involves an extreme range of pertinent length-scales from micron-sized
cracks and mm-sized inclusions to m-sized boulders and km-sized asteroids, as well
as relevant timescales from seconds to billions of years. The spirit of this dissertation
has been the development of simple multiscale mechanics models that capture rele-
vant physics in the most computationally efficient manner. Modeling the fine-scale
surface evolution of km-sized asteroids over billions of years is one application where
this approach is vital.
7.1 Introduction and background
Space missions [161, 162] and thermal infrared observations [163] have shown
that small asteroids (km-sized and smaller) are covered by a layer of cm-sized or
smaller particles, which constitute the regolith. Regolith generation has traditionally
been attributed to the fall back of impact ejecta and the comminution of boulders by
micrometeoroid impact [164, 165]. However, laboratory experiments [166] and impact
models [164] show that crater ejecta velocities are typically larger than several tens
of cm/s, which corresponds to the gravitational escape velocity of km-sized asteroids.
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Therefore, impact debris cannot be the main source of regolith on small asteroids
[164].
The collisional and gravitational reaccumulation processes by which small aster-
oids are formed likely result in the creation of surfaces composed of boulders [171].
These boulders are broken up by micrometeoroid impacts into the smaller particles
constituting the regolith [164, 165]. A classical model [172] that calculates the time
required to form regolith by fragmenting rocks of sizes between 1 and 10 cm by mi-
crometeoroid impacts shows that these rocks on the Moon’s surface will be broken
down into smaller rocks in several million years [165, 172]. On asteroids, like on the
Moon, regolith formation via breakup of rocks by micrometeoroid impacts is accom-
plished via two mechanisms: rupture and erosion [165]. On the Moon, rock survival
time against micrometeoroid rupture is in the range of 2 – 20 Myr for rock diameters
between 1 and 10 cm [172].
This survival time on asteroids can be calculated by means of the following
method. First, given the relation between the rock diameter and the meteoroid im-
pact energy required for the rock rupture [172] and assuming a density of 1 g cm−3
for cometary and 3.5 g cm−3 for asteroidal meteoroids, one can find that rocks of 1-10
cm in size are broken up by sub-millimetric meteoroids [165]. Meteoroids of this size
dominate the zodiacal dust cloud [173, 174], which is believed to be constituted pri-
marily of cometary dust [173]. Next, given the orbital distribution of these cometary
particles [173], we use a classical method [174], but without imposing an impact ve-
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locity cutoff, to calculate the average intrinsic impact probabilities (p, e.g. number
of impacts per meteoroid on a circular cross section of 1 km of radius per year) and
the average impact velocity (vi) of meteoroids on the Moon, a typical NEA (a=1 AU,
e=0.3, i=0.15 rad), and average MBA. We find p = 8.0× 10−18, vi=11 km/s for the
Moon; p = 9.5 × 10−18, vi=15 km/s for a typical NEA; p ∼ 1 × 10−18, vi=10 km/s
for the average MBA. Neglecting the different impact velocities (since the energy for
rock breakup, Eb, is a shallow function of the impact velocity, i.e. Eb ∝ v0.7i [172]),
the rate of meteoroid impacts per unit time and unit surface (Φ) on the Moon, NEAs,
and MBAs is proportional to p. We thus have that ΦNEA ∼ ΦMoon ∼ 10× ΦMBA.
Hence, the impact-driven rock survival time on NEAs is similar to that on the
Moon, while on MBAs rocks survive somewhat longer. For rocks in the size range
1-10 cm, erosion removes in the order of 1 mm/Myr of surface [165, 172], requiring at
least ∼ 10-100 Myr to comminute rocks on the Moon and on NEAs, and 0.1-1 Gyr on
MBAs. Therefore, using the known [173] orbital distribution of micrometeoroids and
a method [174] to calculate the impact probability of micrometeoroids with the Moon
and asteroids (Methods), we find that the break-down of surface rocks requires about
the same amount of time on near-Earth asteroids (NEAs, asteroids with a perihelion
distance q < 1.3 AU) and on the Moon, while on Main-Belt asteroids (MBAs) this
time is about 10 times longer than on the Moon. In the present chapter, we aim to
demonstrate that our proposed mechanism of rock fragmentation by thermal fatigue
is often orders of magnitude faster than by micrometeroid impact, the mechanism
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Fig. 7.1: Schematic of the gradual surface evolution of near-Earth asteroids resulting
from fatigue crack growth driven by the thermal radiation of the Sun.
traditionally assumed to dominate surface evolution on planetary bodies.
The physical mechanism (Fig. 7.1) by which progressive thermal fatigue crack
propagation may lead to fragmentation can have two observable effects: a) the flaking
off of material from the surface of boulders, also invoked to explain characteristic
regolith deposits observed near boulders in ponds on the surface of the NEA Eros
[175], and b) the propagation of a crack across the entire diameter of rocks. The
flaking mechanism is likely to be most applicable to large boulders that experience
high thermal gradients because of their angular and/or highly sloped surfaces [176].
Alternatively, small cm-sized rocks, that experience more modest thermal gradients,
are more likely to be fragmented by a crack that grows through the entire rock. We
limit the scope of this work to the latter mechanism.
Delbo et al. [160] demonstrated that thermal fatigue [167–169], a mechanism of
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rock weathering and fragmentation with no subsequent ejection, is the dominant pro-
cess governing regolith generation on small asteroids. The model presented in this
chapter will show that rocks larger than a few centimeters may break up faster by
thermal fragmentation, induced by the diurnal temperature variations, than by mi-
crometeoroid impacts. Our findings imply that thermal fragmentation may even be
fast enough to contribute significantly to regolith generation on all asteroids, regard-
less of their size. Furthermore, production of fresh regolith originating from thermal
fatigue fragmentation may be an important process for the rejuvenation of near-Earth
asteroids’ surfaces, as well as for explaining the observed shortage of low-perihelion
carbonaceous near-Earth asteroids [170]. Along these lines, our model predictions
imply that some near-Earth asteroids (NEAs) that pass within Mercury’s orbit may
be completely eroded by the thermal fragmentation processes in as little as a few
million years.
7.2 Experimental methods and observations
Boulders on the surface of asteroids are also exposed to cyclic diurnal temperature
variations, which cause mechanical stresses. In order to answer the question whether
these stresses are large enough to induce thermal fatigue crack growth, Delbo et al.
[160] performed laboratory experiments on two meteorites: a carbonaceous chondrite
(CM2 Murchison) and an ordinary chondrite (LL3.2 Sahara 97210) considered the
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closest available analogs of the C and S broad asteroid spectroscopic classes, respec-
tively. The protocol shown in Fig. 7.2 consists of utilizing a climatic chamber to
subject these meteorites to temperature cycles that approximate the day/night tem-
perature variations experienced on NEA surfaces. The temperature cycle period was
taken to be 2.2 hours, the fastest period permitted by the climatic chamber allowing
a reasonable number of cycles within a month, while still subjecting meteorites to
temperature rates of change typical of NEA surfaces. The magnitude of the temper-
ature excursion, ∆T , was taken to be 190 K, equal of the ∆T of C-type NEAs at
∼0.7 AU from the Sun (see Fig. 7.3). After subjecting the meteorites to as few as
407 temperature cycles, Delbo et al. [160] utilized an X-ray tomography to observe
(Fig. 7.4) and measure an increase in the length and in the width of several of the
pre-existing cracks in both Murchison and Sahara 97210, thus confirming thermal
fatigue. Additionally, small particles were found in the sample holder that had bro-
ken off from the surface or the Murchison sample as a result of temperature cycling
(Fig. 7.5).
Measurements for 21 cracks for each meteorite are shown in Figs. 7.6 and 7.7. To
image these cracks in the meteorites at three stages of thermal fatigue i.e. before the
temperature cycles (t0), after 76 cycles (t1), and after 407 cycles (t2), Delbo et al. [160]
utilized a Phoenix Nanotom CT scanner that produces three-dimensional data cubes
of approximately 10003 voxels or 20003 voxels depending on the spatial resolution, ∆`.
Specifically, for Murchison, ∆`=12.5, 13, 13 µm and for Sahara ∆`=3.75, 4, 4.5 µm, at
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t0 t1 t2
76 temperature cycles 331 temperature cycles
407 temperature cycles
meteorites in the climatic chamber for temperature cycling.
meteorites in the computer tomographic (CT) scanner for crack imaging.
meteorites transported from the CT scanner to the climatic chamber.
meteorites transported from the climatic chamber to the CT scanner.
Fig. 7.2: Schematic of the experimental protocol for the thermal fatigue of mete-
orites [160]. The experimental protocol consists of placing samples of the meteorites
Murchison and Sahara 97210 in a climatic chamber where the air temperature is
forced to follow temperature cycles between 250 and 440 K at a nearly constant rate
of change with a period of 2.2 h. The air in the climatic chamber is anhydrous and at
a pressure of 1 bar. The samples have sizes of approximately 1 cm in diameter. Me-
teorites are analyzed by X-ray computer tomography before the temperature cycles
begin (t0), after 76 cycles (t1), and after 407 cycles (t2). From the tomographies we
measure the increase of the volume and length of cracks as a function of the number
of temperature cycles.
t0, t1, and t2, respectively. The higher spatial resolution for Sahara 97210 is necessary
because this meteorite has fewer and thinner cracks than Murchison. The orientation
of each sample within the scanned volume varies between t0, t1, and t2. Since the
determination of crack growth requires the comparison of sizes of same cracks at t0, t1,
and t2, the meteorites were precisely aligned and scaled within the CT scans. To do
this, several distinctive features in the meteorites, such as metal rich inclusions of a few
voxels in volume, are visually identified at t0, t1, and t2 and used as position markers.
Because the objects are not initially aligned, the same marker does not necessarily
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Fig. 7.3: Diurnal surface temperature excursions on asteroids as a function of the
heliocentric distance.
have the same coordinates at t0, t1, and t2. For each meteorite, the matrices that
best transform the marker coordinates at t1 and at t2 to those at t0 are computed,
and a Monte Carlo method is employed to calculate the best transformation matrix
by minimizing the square of the distance between the marker coordinates at t0 and
the transformed ones. The procedure TRANSFORM_VOLUME, written in IDL
by Martin Downing, is then utilized to apply the transformations to align the CT
volumes at t1 and t2 to those at t0 (see www.idlcoyote.com/programs/transform_
volume.pro; IDL is developed by Exelis Visual Information Solutions Incorporated.
http://www.exelisvis.com/ProductsServices/IDL.aspx). The accuracy of the
final alignment is of the order of 1 voxel.
Delbo et al. [160] developed a method for the determination of the volume and
length of the cracks that is not sensitive to the absolute value of the voxel intensity.
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Fig. 7.4: Experimental observations of thermal fatigue crack growth in cm-sized sam-
ples of two meteorites: (a) Murchison (CM2) and (b) Sahara 97210 (LL3.2). (c)
Measurements of thermal fatigue crack growth (in terms of relative crack length ex-
tension) after 76 and 331 thermal cycles.
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Fig. 7.5: Regolith formation from Murchison in the laboratory. (a) The sample of
Murchison and (enlarged) one of its small fragments, containing several visible chon-
drules, found in the sample holder after temperature cycling. (b) and (c) Tomographic
slices of regions of the same sample of Murchison before and after temperature cycling.
The arrows indicate fragments that broke off from Murchison.
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This is because the X-ray intensity is not constant between different CT scans, causing
variability of the meteorite voxel counts, the background counts, and the noise level
among CT scans of the same meteorite. The crack width is measured at all points
along the crack length and crack height, within a volume of interest of the meteorite
that includes the crack or a portion thereof. The same volume of interest is used for
the a single crack at t0, t1, and t2 on the aligned CT scans. The volume of interest,
variable for each unique crack, is obtained through the following procedure:
1. chose a plane (e.g. the x-y plane) along which the crack mainly extends
2. extract several slices from the CT volume parallel to the considered plane (typ-
ically, ten slices are considered)
3. for each slice, one must physically draw a segmented line that follows the crack
as close as possible








Wi,j,k × gi,j,k × (∆λ)3, (7.1)
where Wi,j,k is the crack width at the k-th position along the j-th segment of length
Li,j on the i-th slice of the volume of interest. The initial and final slices are n
and N , respectively, and M is the number of segments. The value of gi,j,k is equal
to 1 or 0 depending on whether the width determination was accepted or deemed
invalid using the procedure described in the next paragraph. As for the width of the
crack, we use the Full Width at Half Maximum of the Gaussian function that best
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fits the intensity profile of the meteorite perpendicular to the segment. We prefer
to give the volume of the crack instead of its average width. This is because cracks
typically have large width variations throughout their volume. The accuracy of the
crack width determination is estimated in each point by means of a Monte Carlo
method that attempts to fit a Guassian function up to 9000 times to the meteorite
intensity profile in order to have at least 30 valid fits. Gaussian random noise (with a
standard deviation given by noise in the CT data) is added to the voxel counts at each
iteration. If at t0, or t1, or t2 the dispersions of the widths, centers, or amplitudes
of the Guassian fits are larger than some threshold values that, once tuned, are kept
constant for both meteorites at all times, the point is deemed as not containing a
crack and is excluded from the sums of Eq. (7.1) at t0 and t1 and t2 (by setting the
corresponding value of g to zero).
The crack length measurement method is similar to the one used for the crack
volume determination, but with two main differences. First, we select a volume of
interest that includes one or more crack tips, typically by constructing the segments
such that they partially extend beyond the crack tip(s). This is because any potential
increase in the length of the crack due to temperature cycling must happen at the
crack tip. Next, for each slice, we count the number of voxels where g=1, i.e. where
a valid width of the crack is found. Note that, contrary to the method used for the
measurement of the crack volume, we do not set g=0 at t0 and t1 and t2 if g=0 at
t0 or t1 or t2. We observe that our method fails to fit a Gaussian function to the
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Fig. 7.6: Volume growth of individual cracks as a function of the number of temper-
ature cycles.
meteorite intensity profile beyond the crack tip or that the dispersions of the Gaussian
parameters becomes very large, indicating the absence of a crack. The length of the










gi,j,k × (∆`) (7.2)
(see Eq. (7.1) for the meaning of symbols). We take the standard error of the mean
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(a)



































































































































































































































































































































Fig. 7.7: Length growth of individual cracks as a function of the number of temper-
ature cycles.
as the error on the length of the crack. This same process is applied to the CT scans
of the meteorites at t0, t1 and t2 in order to measure the evolution of crack length as
a function of the number of the cycles.
We were concerned that processes other than thermal fatigue could affect crack
growth in our experiments. For example the water freeze-thaw effect plays an impor-
tant role in the opening of cracks in terrestrial rocks. Atmospheric moisture in the
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Fig. 7.8: No crack growth is observed without the application of thermal excursions.
cracks of our specimens could, in principle, have been present and may have facili-
tated the opening and the lengthening of cracks. However, we rule out this mechanism
in our experiments by a couple of counter measures. First, temperature cycling of
our samples is carried out under an anhydrous atmosphere at a pressure of 1 bar.
Next, before the temperature cycling begin, the meteorite specimens are exposed to
a ∼ 10−2 bar-vacuum and later immersed in a Argon and Nitrogen gas for several
hours in order to eliminate potential traces of humidity.
We were also concerned that the transport of the meteorites from the climatic
chamber to the CT scanner may have stressed the samples and affected the crack
growth. We rule out this effect by obtaining CT scans of a sample of the meteorite
Murchison that was transported from the climatic chamber to the CT scanner, but not
subjected to temperature cycles. We repeat this procedure twice. Visual inspection
of the CT images show no obvious change in the position, width and length of the
cracks, and no formation of new cracks. Also, no fragments flaking off from the surface
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of the Murchison specimen were found (analysis of the CT scans shows no obvious
change in the surface of the specimen). Volume measurements of several cracks in
the specimen of the Murchison meteorite that was transported but not subjected to
temperature cycles show no variation within the error bars (Fig. 7.8).
7.3 A multiscale modeling approach
Having demonstrated that the temperature variations on near-Earth asteroids are
large enough to initiate some degree of crack growth on surface rocks, the next natural
question is how much time is required for these cracks to propagate far enough to
break the rocks and contribute to the generation of finer regolith. Our measurements
show that, under laboratory conditions, pre-existing cracks are extending in length at
a rate of about 0.5 mm/year (average of Murchison and Sahara 97210). A constant
crack propagation rate would suggest that a 1 cm rock on the surface of an NEA could
fragment into smaller pieces in less than 20 years, several orders of magnitude faster
than comminution by micrometeoroid impacts, which requires about 2 My on NEAs
and about 20 My on MBAs. However, crack propagation rates are typically a non-
linear function of crack size, demanding a detailed analysis of the fracture mechanics
to investigate whether such a rapid growth rate would be maintained to the point of
fragmentation and whether thermal fragmentation can also occur for different cycle
periods, larger rocks, and at lower temperatures, e.g. MBAs.
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7.3.1 Summary of multiscale modeling approach
To provide a deeper understanding of the thermal fatigue crack growth kinetics
we develop a microstructurally informed thermal fatigue model that couples nonequi-
librium thermal transport [177, 178], micromechanics and linear elastic fracture me-
chanics [179], as well as the well-established Paris fatigue crack growth law [184]. This
coupled thermomechanical model enables us to analyze the progressive crack growth
from the early stages to final fragmentation, a process that likely evolves over very
long timescales not amenable to laboratory experiments.
Fig. 7.9: Flow chart showing the key steps in the our procedure to compute the
thermal fatigue crack growth kinetics accounting for the role of both macroscopic
thermal gradients and microstructure.
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Figure 7.9 provides a flow chart that outlines this procedure, which begins with
solving the associated transient thermal transport problem to obtain the macroscopic
temperature field as a function of time. Next, we compute the time-dependent stress
field associated with the transient thermal gradients. We then compute the local
stress variations in the microstructure and combine the two stress fields using the
superposition principle. Next, the transient stress intensity factor for the current crack
size is computed, accounting for the combined effect of thermal gradient stresses and
local stresses in the microstructure. Finally, the maximum stress intensity excursion
experience over a thermal cycles is utilized in Paris’ law to compute the current crack
growth rate.The Paris fatigue crack growth law relates the rate at which the crack
length, a, extends as a function of the number of loading cycles, N , to the maximum
stress intensity factor [184] excursion, ∆KI, i.e.
da
dN
= C {∆KI(a)}n , (7.3)
where C and n are material properties fit to experimental fatigue data [185]. The
primary challenge in the fatigue crack growth analysis is computing the stress intensity
factor, KI, which depends on the details of the stress field in the vicinity of the crack
tip.
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7.3.2 Transient multiscale thermoelastic stress field
The purpose of this section is to approximate the two-scale transient stress field,
Σ(x, t) and σ(x;y, t), that would develop in a heterogeneous linear thermoelastic ma-
terial subject to a transient temperature field T̄ (x, t). Consider the two-scale body
shown in Fig. 7.10 with two macroscale observable quantities, namely macroscopic
stress, Σ(x, t), and macroscopic temperature, T̄ (x, t), which are functions of the
macroscale material coordinate x. Likewise, the microscale quantities σ(x;y, t) and
T (x;y, t) are functions of microscale material coordinate y. The macroscale quan-
Fig. 7.10: Schematic of the two scale representation (macroscale and microscale) of
a general body with microstructure. ∂V is the surface of the body of volume V . A
macroscopic transient temperature and stress field, i.e. T̄ (x, t) and Σ(x, t), develop
as a result of the boundary conditions T̄ (x, t) = T̄s(t) and Σ(x, t) · n. In addition,
the microscopic transient temperature and stress field, i.e. T (x;y, t) and σ(x;y, t),
must be considered.
277
CHAPTER 7. MECHANICS OF THERMAL FATIGUE ON ASTEROIDS
tities are related to the microscale quantities through a suitable volumetric average,
i.e. Σ(x, t) = v−1
∫
v




The microscale is heterogeneous, approximated by spherical inclusions embedded
in a matrix. The linear thermoelastic properties of the inclusions are as follows: bulk
modulus Ki, shear modulus µi, and thermal expansion coefficient αi. Likewise, the
linear thermoelastic properties of the matrix are Km, µm, and αm. The macroscale
is homogenized with effective linear thermoelastic properties of K̄, µ̄, and ᾱ (see
Table 7.1).
7.3.2.1 Macroscale transient temperature field
We begin with the calculation of the macroscopic transient temperature field
T̄ (x, t). Consider the idealized case in which the macroscopic body, e.g. a spherical
boulder on the surface of an asteroid as shown in Fig. 7.1, is a sphere of outer radius
Ro, subjected to a particular macroscopic spherically-symmetric transient temper-
ature boundary condition T̄s(t). This spherically-symmetric temperature boundary
condition is fairly representative of the temperature field generated in our laboratory
experiments, but may only be thought of as a loose approximation for the case of
boulders on the surface of rotating asteroids. The spherically symmetric macroscopic
temperature field T̄ (R, t) is governed by the general thermal diffusion equation, i.e.
κ̄∇2T̄ (x, t) = ∂
∂t
T̄ (x, t). (7.4)
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Applying the surface boundary condition and requiring finite temperature at the
origin, R = 0, the solution of Eq. (7.4) is





sin (λjR) fj(t), (7.5)













We choose a simple periodic equation for the boundary condition T̄s(t) that is rep-
resentative of the conditions experienced by the meteorites in our laboratory experi-
ments, i.e.
T̄s(t) = T̄0 +
1
2
∆T̄s sin (ωt) , (7.7)
where T̄0 is the initial and mean temperature, ∆T̄s is the full temperature excursion,
and ω = 2π
P
with P being the period. For our laboratory experiments the period is
P = 2.2 hours and the surface temperature exersion of ∆T̄s = 190 K. Eq. (7.6) may














The inverse exponential term in Eq. (7.8), which carries the initial condition infor-
mation, quickly approaches zero on a time scale of t ≈ R2o/2κ̄. This timescale is on
the order of 0.01 − 100 thermal cycles for our present interests. Therefore, one may
take the limit of Eq. (7.8) as a sufficiently accurate approximation, i.e.
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7.3.2.2 Macroscale thermoelastic stress field
The macroscopic stresses Σ(x, t) develop as a result of spatial gradients in the
macroscopic transient temperature field T̄ (x, t). Consider the case in which the
macroscopic body may be approximated as a sphere of outer radius Ro, subjected
to a spherically-symmetric macroscopic transient temperature field T̄ (R, t), where R
is the macroscopical radial coordinate. Again, this assumption is most applicable to
our laboratory experiments. Assuming inertial forces to be negligible, the spherical
body must satisfy macroscopic equilibrium, i.e.
∇ ·Σ(x, t) = 0 (7.10)
subject to the a traction-free boundary condition on the surface R = Ro and finite
stress at the center R = 0, i.e.
Σ(R = Ro, t) · eR = 0 and ||Σ(R = 0, t)|| <∞, (7.11)
where eR is the radial unit vector. The macroscopic linear thermoelastic constitutive







I : E(R, t)
)
I + 2µ̄E(R, t)− 3K̄ᾱ∆T̄ (R, t)I, (7.12)
where ∆T̄ (R, t) = T̄ (R, t)− T̄0 with T̄0 being the reference temperature. The macro-
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with u(R, t) being the displacement vector. Combining Eq. (7.10), Eq. (7.12), and

















with ν̄ = 3K̄−2µ̄
6K̄+2µ̄
being the macroscopic Poisson ratio. Eq. (7.14) has a general solution
of











and is the only nonzero component of the displacement vector u(R, t). Applying the








and C2(t) = 0, (7.16)
where µ̄∗ = 1+ν̄
1−ν̄µ. The nonzero components of the stress tensor are the radial stress













and the two hoop stresses











− T̄ (R, t)
}
, (7.18)
with ΣΦΦ(R, t) = ΣΘΘ(R, t). Substituting the transient temperature field Eq. (7.5),
derived in subsubsection 7.3.2.1, into Eq. (7.17) and Eq. (7.18) to obtain the particular
radial stress field, i.e.
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The particular hoop stress field is expressed as





where gΘj (R) is defined as

























7.3.2.3 Microscale thermoelastic stress field
In general, additional microscale stresses in excess of the macroscale stresses are
generated by both the heterogeneous microstructure, i.e., αi 6= αm, as well as mi-
croscale gradients in the microscale temperature field, i.e., ∇yT (x;y, t). For sim-
plicity, we assume that the microscale temperature field is equal to the macroscopic
temperature field at a particular macroscale location, i.e. T (x;y, t) = T̄ (x, t), thus
neglecting any microscopic gradients in the microscopic temperature field.
Let the spherical inclusions of radii rc be located on a cubic lattice with lattice pa-
rameter 2` (see Fig. 7.11). The microscopic stress tensor associated with the thermal
mismatch, σTM , is defined such that σ(x;y, t) = Σ(x, t) +σTM(x;y, t) and is calcu-
lated through a self-consistent, two-phase composite spheres approach. The method
approximates the periodic array of spherical inclusions as a two-phase spherical as-
semblage with appropriate boundary conditions [179]. This approach approximates
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the stress field interactions between inclusions [179]. The thermoelastic constitutive















TM − 3Kmαm∆T̄ I rc < ||y|| ≤ `,
(7.23)
using tensorial notation and where εTM is the total microscopic linear strain associ-
ated with the thermal mismatch.
The microscopic equilibrium equation yields the following solution for the micro-
scopic hoop stresses associated with thermal mismatch:




−3 − 1 0 ≤ ||y|| ≤ rc
1
2
r3c ||y||−3 + r3c`−3 rc < ||y|| ≤ `,
(7.24)
where ∆α = αi − αm, ∆T̄ (x, t) = T̄ (x, t)− T̄0, and K∗ is defined as:
K∗ =
12µmKiKm
3KiKm + 4µmKm + 4µm(Ki −Km)r3c`−3
. (7.25)
7.3.3 Thermal fatigue crack growth kinetics
Returning to the body shown in Fig. 7.10, consider now the introduction of a
planar crack originating from the surface of this body Fig. 7.11. On the macroscale
the crack cuts through the diameter of the rock, and on the microscale the crack is
assumed to cut through the array of chondrules.
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7.3.3.1 Transient stress intensity factor
In order to perform the fatigue crack propagation analysis it is necessary to obtain
an expression for the stress intensity factor KI which is dependent on both the loading
and the geometry [184]. The stress intensity factor most closely associated with our















where σ = Σ +σTM is the total microscopic tensorial stress field that would develop
along the crack plane if the crack were not present, ecn is the unit normal to the crack
plane, and Mi are highly nonlinear functions of the ratio of crack length to body
diameter that may be found in [186]. The geometric parametersMi were obtained for
a planar crack originating at the surface of an infinitely long cylindrical body. The
Fig. 7.11: Schematic of the two scale representation (macroscale and microscale) of a
general body possessing a planar crack of length a that interacts with the microstruc-
ture. The inclusions are positioned on a cubic lattice with spacing of `.
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author is unaware of a closed-form expression for the KI associated with our spherical
geometry; however, due to their similarity we assume the geometric parameters Mi
for the spherical body should be similar to those of the cylindrical body.
For the spherically symmetric temperature and stress fields, the total microscopic
hoop stress σθθ = ΣΘΘ +σTMθθ is utilized in Eq. (7.26) to obtain the expression for the
transient stress intensity factor that arises from both thermal mismatch, i.e. ∆α 6= 0















where |Ro − ξ| = R. SinceKI is linear with respect to the stress it may be decomposed
as KI = K̄I + KTMI , where K̄I is the part of the stress intensity factor associated
with ΣΘΘ and KTMI is the part associated with σTMθθ . Making use of Eq. (7.21), the
part of the stress intensity factor associated with ΣΘΘ may be expressed as

















Making use of Eq. (7.24), the part of the stress intensity factor associated with σTMθθ
may be expressed as


















where ξk = (2k− 1)` are the discrete locations of the centers of the chondrules along
the crack plane, k̃ is defined such that ξk̃−` < a ≤ ξk̃+` and is related to the number
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of chondrules along the crack plane, and h(|ξ − ξk|) is defined as













rc < |ξ − ξk| ≤ `.
(7.30)
7.3.4 Numerical methods
The purpose of this section is to discuss the numerical methods utilized to obtain
approximate solutions of Eq. (7.3). Unfortunately, there is no analytic solution for












However, a purely numerical approximation of Eq. (7.31) is problematic because the
denominator of the integrand approaches zero, i.e.
√
2π(a− ξ)→ 0, as ξ approaches
the upper limit of the integral, i.e. ξ → a. This numerical issue may be avoided
through a semi-analytic approach. Consider the discretization of gΘj (|Ro − ξ|) into m̃
continuous, linear segments




(ξ − ξm) + mgΘj
)
w(ξ, ξm, ξm+1), (7.32)
where w(ξ, ξm, ξm+1) , H(ξ − ξm) − H(ξ − ξm+1) is essentially a top hat function,
mgΘj = g
Θ
j (|Ro − ξm|) are the values of the function at discrete locations ξm, and by
definition ∆gΘj =m+1gΘj −mgΘj , ξm+1 = ξm + a/m̃, and ξ0 = 0. Utilization of Eq. (7.32)
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Due to the excessive length of ζ∆αik (a), we do not present its closed form; however, the
solution is readily obtainable.
In order to make use of the transient stress intensity factor Eq. (7.27) in the solu-
tion of Eq. (7.3) it is necessary to obtain the maximum stress intensity factor excursion
∆KI(a) experienced over a particular cycle. Since we are dealing with thermal cyclic
stress the crack tip experience both tensile and compressive stresses over a full cycle;
therefore, ignoring crack closure [187], the lowest stress intensity factor that the crack
tip experiences is simply zero. Thus, the maximum stress intensity factor excursion
experienced is simply the maximum transient stress intensity factor experienced over
a full cycle, i.e.












Mi ∆T̄ (|Ro − ξk| , tmax)ζ∆αik (a)
(7.35)
where tmax is defined as the particular time within a cycle at which the maximum
stress intensity factor is experienced. tmax is obtained by differentiating Eq. (7.27)
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β∆α1 (a) + β̄2(a) + β
∆α
2 (a)
β̄3(a) + β∆α3 (a)
)
η = 0, 1, 2, 3, ... (7.37)
where β∆α1 (a), β̄2(a), β∆α2 (a), β̄3(a), and β∆α3 (a) are expressed as
















































































With tmax obtained, the maximum stress intensity factor excursion ∆KI(a) experi-
enced over a particular cycle may now be utilized in Eq. (7.3) to obtain the rate of
the thermal fatigue crack propagation. The resulting non-linear ordinary differential
equation, Eq. (7.3) after substituting in Eq. (7.35), is solved numerically through an
adaptive 4th order Runge–Kutta method providing the crack size as a function of the
number of thermal cycles.
7.3.5 Modification to account for more general ther-
mal boundary conditions
The microstructurally informed thermal fatigue crack growth model derived through-
out this section captures the conditions and physics relevant to our laboratory ex-
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periments. However, a more representative transient temperature field associated
with boulders on the surface of rotating asteroids may be obtained by relaxing the
spherical boundary conditions. We utilized a finite difference method to numerically
obtain an approximation of the transient macroscopic temperature field as a function
of distance from the asteroid surface. For this effort we utilized the same boundary
conditions and finite-difference implementation of [177], but we adopted a higher spa-
tial resolution of 0.025 times the heat penetration depth (see [177]), and the maximum
depth is set at 1024 resolution elements. We model a surface area at the equator of a
rotating asteroid. We set the initial temperature to 0 K, and allow the temperature
field to evolve until the mid-day temperature achieves a steady state (varying by <
0.1 K at mid-day each day on the asteroid). The parameters that control the val-
ues of T̄ (x, t) are the thermal inertia, Γ, the bolometric albedo, A, and the asteroid
rotation period, P . We model two cases whose thermal parameters are taken from
[183], i.e. Γ = 640 J m−2 s−0.5 K−1 and A = 0.02 for carbonaceous chondrites with
Γ = 1800 J m−2 s−0.5 K−1 and A = 0.1 for ordinary chondrites (see Table 7.1). We set
P = 6 hours, which is appropriate for small asteroids. The thermal model does not
account for the rock boundaries, which increase the porosity of the medium resulting
in lower thermal inertia and likely increasing the thermal gradients.
We then utilize a computational procedure to transfer the numerical solution for
the temperature field obtained from the finite difference calculations to a commercial
finite element code. The maximum tensile stresses (and maximum stress intensity fac-
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tor) experienced at an arbitrary location in the body does not necessarily correspond
to the times at which the surface temperature achieves a maximum (or minimum).
Therefore, the computational procedure requires the transfer of the entire tempera-
ture field as a function of time for a full thermal cycle. Once the temperature field
is incorporated in the finite element code obtaining the stress field is trivial. How-
ever, we are then faced with a substantial computational challenge when it comes to
computing the transient stress intensity factor KI as a function of crack size a.
As this procedure is clearly rather tedious, it is advantageous to obtain an approx-
imate analytic solution of macroscopic stress field that results from the temperature
field numerically computed with the finite difference code. With an analytic approxi-
mation of the stress field, the stress intensity factor is then readily obtainable through
Eq. (7.26). We performed a series of finite element calculations on spherical bodies
of radius Ro to obtain such an approximation, which may be expressed as
Σn(ξ, t) , e
c














where Ē = 9K̄Ḡ/(3K̄+ Ḡ) is the effective macroscopic Young’s modulus. Eq. (7.39)
results in nil stress for constant and linear temperature fields. Fig. 7.12 provides a
comparison of Eq. (7.39) with the stress fields obtained from finite element calcula-
tions with three different imposed nonlinear temperature fields. The large scale, i.e.
O(Ro), variations in the finite element stress field are in very good agreement with
Eq. (7.39). The finite element simulations have additional fine scale, i.e. << O(Ro),
stress variations. This happens to be an artifact of the finite element simulations
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that required the discretization of the temperature field into 26 discrete portions of
constant temperature. Considering this point, Eq. (7.39) is deemed a suitable approx-
imation. It is worth noting that Eq. (7.39) is very similar to the analytic solution for
the stress field associated with a thin plate subject to a through-thickness temperature
distribution, differing only by a factor of 3.
The transient stress intensity factor resulting from these macroscopic thermal























The numerical procedure outlined in subsection 7.3.4 may then be utilized to numer-
ically compute the stress intensity factor (and its maximum value) in a computa-
tionally efficient and well-behaved manner. A representative set of maximum stress
(a)













1 − z 2/R 2o
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T ∝ (1 + z/R o)
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T ∝ (1 + z/R o)
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1 − z 2/R 2o
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T ∝ (1 + z/R o)
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T ∝ (1 + z/R o)
3
Fig. 7.12: Comparison of finite element simulations with analytic model expressed
in Eq. (7.39). (a) Three nonlinear temperature profiles considered resulting in (b) an
associated nonlinear macroscopic stress field. Here Tmax is the maximum temperature
in the temperature field.
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Fig. 7.13: A representative set of maximum stress intensity factors as a function of
crack size considering microstructure and thermal gradients.
intensity factors obtained from this numerical procedure are shown in Fig. 7.13, which
may then be utilized to compute the fatigue crack growth kinetics via Eq. (7.3).
7.4 Model predictions and implications
First, we compare the crack growth measured in our laboratory experiments with
model prediction. We use thermal boundary conditions simulating those of the lab-
oratory experiments: i.e. that the entire surface of a rock of 1 cm in diameter is
forced to follow sinusoidal temperature oscillations with ∆T=190 K and a period of
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2.2 hours. Considering the idealized nature of the model, the agreement with the
experimental measurements is satisfactory (see Fig. 7.14 inset) and indicates that we
have captured the essential aspects of thermal fatigue crack growth. Fig. 7.14 also
provides a prediction of the number of thermal cycles that would have been required
to completely fragment the laboratory rocks. Clearly, these types of extremely long























































Fig. 7.14: Crack size as a function of the number of temperature cycles predicted by
our model and comparison with experimental data for two particular cracks. Main
plot: pre-existing cracks of 0.76 mm for Murchison and of 0.41 mm for Sahara 97210
originating at the surface of the samples progressively propagate through the mete-
orites’ diameter. The “X” indicates that the crack has reached a length equal to the
meteorite diameter and, therefore, full fragmentation occurs. The figure inset shows
the comparison of the model with the length growth measured in our experiments for
the same two cracks.
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Next, we use the model to provide predictions for the time (number of day/night
temperature cycles) required to achieve thermal fragmentation for surface rocks with
sizes between 1 and 10 cm (see Fig. 7.1) on C and S-type asteroids at 1 and 2.5
AU from the Sun. Here, the cycle period is taken to be 6 hours, which is more









































































































Fig. 7.15: Time required to break rocks on asteroids. Symbols show the time required
to thermally fragment 90% of rocks for the nominal values of model parameters. The
thick dashed lines show the time at which 90% of these same rocks are broken by
micrometeoroid impacts. (a) ordinary chondrite-like asteroid at 1 AU from the Sun;
(b) carbonaceous chondrite-like at 1 AU; (c) ordinary chondrite-like at 2.5 AU; and
(d) carbonaceous chondrite-like at 2.5 AU. Error bars show the change in the thermal
fragmentation time when model parameters are varied within their uncertainties (see
subsection 7.4.1).
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ature variations, temperature gradients and mechanical stresses are calculated using
boundary conditions appropriate for asteroid surfaces radiatively heated by the Sun.
We use a conservative definition of rock fragmentation in our model, namely, that
an initial 30 µm-long crack grows to a length equal to diameter of the rock. Shorter
cracks can still fragment irregular rocks or by merging with other growing cracks.
Our results (see Fig. 7.15) clearly demonstrate that, at 1 AU from the Sun, cm-
sized rocks fragment on asteroids at least an order of magnitude faster by thermal
fragmentation than by comminution by micrometeoroid impacts, the previously as-
sumed dominant mechanism. We also find (Fig. 7.15) that while larger rocks require
more time to fragment by micrometeoroid impact, the trend is reversed for thermal
fragmentation. Therefore, thermal fragmentation of a 10 cm rock is predicted to oc-
cur orders of magnitude faster than by micrometeoroid impact. Although the speed
of thermal fatigue is reduced at larger heliocentric distance (see Fig. 7.3), we still find
(Fig. 7.15) that thermal fatigue fragmentation, in general, dominates over the rock
breakup by micrometeoroid impacts even in the inner Main Belt and even whether
the values of the model parameters are varied within their errors (see Fig. 7.16). As
regolith formation by thermal fragmentation does not depend on asteroid size (at
least to first order), this process occurs also on larger asteroids (e.g. from several tens
to several hundreds of km in size).
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Table 7.1: Assumed thermophysical properties.
Units CC meteorite OC meteorite Ref.
Paris exponent, n 3.84 3.84 [185]




3× 10−4 3× 10−4 [185]
Bulk modulus, K̄ GPa 29 56 [188, 189]
Chondrule modulus Ki GPa 113 113 [190]
Shear modulus, µ̄ GPa 18 29 [188, 189]
Bulk CTE, ᾱ K−1 8.5× 10−6 8.5× 10−6 [190]
Chondrule CTE, αi K−1 10.4× 10−6 10.4× 10−6 [192]
Thermal conductivity, κ W m−1 K−1 0.5 1.88 [183]
Heat capacity, C J kg−1 K−1 500 550 [183]
Bulk density, ρ kg m−3 1662 3150 [183]
Average chondrule radius mm 0.78 1.16 this work
Average chondrule spacing mm 1.6 1.4 this work
Thermal inertia, Γ J m−2 s−0.5 K−1 640 1800 [183]
Bolometric albedo, A 0.02 0.1 -
Asteroid rotation period, P hours 6 6 -
Lab cycle period, P hours 2.2 2.2 -
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7.4.1 Uncertainty quantification
Lastly, we outline a procedure for providing some degree of model validation and
uncertainty quantification. The chondrule size rc and spacing ` are known with a high
degree of accuracy as these are measured from our CT scans. On the other hand, we
expect a ∼30% relative uncertainty on the values of the thermophysical parameters
since their values were obtained through direct measurement on meteorites [178, 188–
192]. We thus calculate our model for several sets of values of the thermophysical
parameters that we choose to within 30% of the nominal parameter values and find
an order of magnitude change in the predicted number of thermal cycles to achieve
rock fragmentation. This implies an order of magnitude change in the survival time
of rocks in Fig. 7.15 and, therefore, that thermal fragmentation remains dominant
over meteoroid impacts as a regolith generation mechanism.
To the best of the authors’ knowledge, no systematic fatigue crack growth exper-
iments have been conducted on asteroid or meteorite materials. Therefore, we took
the Paris’ law parameters of Carrara’s marble [185], which satisfactorily predicts the
fatigue crack growth observed in our experiments (inset of Fig. 7.14). Paris’ law pa-
rameters dramatically different from those of Carrara’s marble will result in greater
model-experiment discrepancy (Fig. 7.16), which is defined as:
Model− experiment discrepancy =
∣∣∣∣ amodel(N)− aexp(N)aexp(N)− aexp(N = 0)
∣∣∣∣ (7.41)
where amodel and aexp are the crack lengths predicted by the model and those mea-
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Fig. 7.16: Sensitivity of the model results to Paris’ law parameter variations. The
stars indicate model results for the nominal value of the parameters given in Table 7.1.
(a) Number of temperature cycles until fragmentation for a rock of 1 cm in diameter
as a function of the Paris’ law exponent n. (b) Discrepancy between the model and
the experimental crack growth, defined by Eq. (7.41), as a function of the Paris’ law
exponent value. (c) Number of cycles until rock fragmentation as a function of the
Paris’ law factor C. (d) Discrepancy between the model and the experimental crack
growth as a function of the Paris’ law factor C.
sured from our laboratory experiments, respectively. Even if the Paris’ law exponent
was 30% larger than the assumed value (Fig. 7.16), then the model would still pre-
dict that thermal fragmentation is the dominant regolith generation mechanism over
comminution by micrometeroid impact.
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7.5 Summary of key findings
We argue that asteroid rock thermal fragmentation has observable implications: by
breaking down rocks into smaller pieces and thus exposing new surface area, thermal
fragmentation can provide a mechanism to make fresh regolith. Since the process of
thermal fragmentation is strongly dependent on the value of ∆T , the rate of thermal
fragmentation increases with decreasing perihelion distance (Fig. 7.3). Observations
show that the fraction of S-complex NEAs with fresh surfaces (the so-called Q-types)
is increasing with decreasing perihelion distance with a dependence [180] that mimics
the curves of the NEAs ∆T . From this result, a concrete testable prediction is
that more regolith should be found on NEAs that, during their chaotic dynamical
evolution, are likely to have spent more time with smaller perihelion distances [181].
We also predict that small NEAs (e.g. 100 m in radius) with low perihelion dis-
tances (q < 0.3 AU) could be eroded by thermal fragmentation and radiation pressure
sweeping [182] in time scales shorter than their dynamical lifetime. For instance, at
0.3 AU the solar radiation pressure can sweep grains of some mm in radius [182];
these grains can be produced by thermal fragmentation of cm-sized rocks in less that
∼200 yr. Therefore, low-perihelion NEAs loose roughly 5×10−5 m/yr of regolith, im-
plying that the entire object is eroded in about 2 Myr. Since thermal fragmentation is
faster for C-type NEAs than for S-type NEAs (see Fig. 7.15), we predict that erosion
would be faster for carbonaceous NEAs, providing an explanation for the shortage of
low-albedo, carbonaceous Aten type NEAs [170].
299
Chapter 8
Concluding remarks and future
directions
8.1 Concluding remarks
This thesis has covered a range of topics related to the time-dependent failure of
materials subject to extreme dynamic environments. Two particular extreme envi-
ronments were considered, with the vast majority of the work focused on the failure
response of metals subject to very high rate deformation (104−1010 s−1). Secondarily,
we study the failure response of planetary materials subject to the types of extreme
environments experienced in our Solar System. The focus of the thesis has been on the
development of multi-scale mechanism-based failure models that are predictive while
also shedding light on the most important governing mechanisms in these extreme
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environments. Broadly speaking, we find that the most important consideration for
the failure response of materials in extreme environments is the role of a dynamically
evolving hierarchy of interacting defects.
Our first examination of this consideration was with regards to the kinetics of
twins in chapter 2. There we made use of molecular dynamics simulations and theory
to study the fundamental relationship between twin boundaries and a lower-length
scale defect, twinning dislocations, and to some extent a larger-length scale defect,
grains. The physical picture painted in Fig. 2.1 illustrates that the mechanism of
twin growth occurs through the propagation of twinning dislocations along the twin
boundary. These twinning dislocations nucleate at favorable nucleation sites, assumed
here to be grain boundaries. The velocity at which the twin boundaries propagate
is therefore controlled by a combination of the rate of twinning dislocation emission
from the grain boundary and the rate at which these twinning dislocations propagate
along the twin boundary.
In chapter 3, we explored this theme further by examining the fundamental rela-
tionship between dynamic void growth, discrete dislocation kinetics, and the dynamic
evolution of dislocation densities in the vicinity of the void surface. We find that for
larger voids (& 200 nm) dynamic void growth is limited by the inertial resistance of
the accelerating solid material around the growing void. However, for smaller voids
(. 200 nm) the dynamics of the voids are governed entirely by the combination of
discrete dislocation kinetics and the dynamic evolution of dislocation densities in the
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vicinity of the void surface. The importance of the evolving dislocation density is
made clear in Fig. 3.9, which demonstrates the shutdown of void growth at large
growth factors (a/A ∼ 10 − 100) as a result of an exhaustion of the mobile dislo-
cation density. These considerations help to shed light on a few key experimental
observations related to the failure of metals at very high rates of deformation.
Chapter 4 provides a discussion of one particular mechanism for replenishing the
supply of mobile dislocation density in the vicinity of a dynamically growth void:
dislocation emission. This emission-driven replenishment allows voids to continue
growing past the shutdown point (a/A ∼ 10−100). In order to incorporate dislocation
emission in our general mechanism-based framework discussed in chapter 6 it was
first necessary to extend the state-of-the-art critical criterion for dislocation emission
(Lubarda [11]). The three most important extensions include
F a general three-dimensional macroscopic stress state
F temperature dependence
F finite porosity.
These extensions permit the incorporation of the dislocation emission mechanism in
the analysis of ductile failure of materials and structures subject to arbitrary load-
ing paths. Towards this aim, it was also necessary to establish a methodology for
independently calibrating the model parameters and providing a more proper model
validation against molecular dynamics simulations. Having calibrated and validated
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the dislocation emission criterion, we utilized the model to explore some anomalous
behaviors associated with high surface energies and nonlinear elasticity, including
F tension-compression asymmetry
F smaller is weaker behavior
F spontaneous dislocation emission.
Chapter 5 effectively incorporates the key findings of chapter 3 and chapter 4 into
a simple multi-scale mechanism-based framework for predicting the spall strength of
ductile metals. With this framework in hand, we are able to effectively demonstrate
the role of a dynamically evolving hierarchy of defects on dynamic ductile failure.
Under the most extreme loading conditions (& 107 s−1) generated in laser shock
experiments and related applications, the dynamic failure response is governed by a
hierarchy of shock-induced defects on cascading length scales, a complex mechanism
that may be summarized as follows
1. A shock wave generates a preponderance of defects and a temperature rise
2. Numerous dislocation intersections generate a large number of jogs
3. Dragging of these jogs produces a superconcentration of vacancies
4. Mobility of vacancies is enhanced by temperature and tensile strains
5. Mobility is further enhanced by pipe diffusion through the dislocation network
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6. Vacancies cluster together to form void embryos of a few nanometers in size
7. Dislocation emission assists the growth of these voids to failure.
Without the consideration of all of these interacting defects, one would likely assume
that vacancies are irrelevant in dynamic ductile failure due to the extremely short
time scales. Nevertheless, chapter 5 demonstrates the implied importance of vacancy
clustering and subsequent dislocation emission on the spall strength of high-purity
single crystals as well as polycrystalline FCC metals at extreme tensile loading rates.
Under somewhat less extreme loading conditions (. 106 s−1), the dynamic failure
response is governed not by the shock-induced microstructure, but rather by the pre-
existing material microstructure, e.g. second-phase particles, grain boundaries, triple
junctions, etc. Making use of the mechanism-based failure model proposed in chapter 5
we are able to shed some light on a number of traditionally perplexing observations in
the literature and provide some predictions that may have technological significance,
e.g.
F an anomalous Hall-Petch (grain size) effect for spall strength
F a limit to spall strength enhancement through purity level refinement
F a complex dependence on the shock-induced microstructure
F a prediction of the ideal spall strength of metals
Chapter 5 makes a number of assumptions that lead to a simplified analysis that
is very instructional and helps in the development of a general intuition about these
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problems. Although these assumptions seem reasonable for the prediction of one-
dimensional spall failure, they may not necessarily be valid under more general loading
conditions. In chapter 6, we provide an extension of the mechanism-based framework
to account for arbitrary three-dimensional loading paths, anisotropic materials or
crystals that experience significant hardening, and a more rigorous treatment of the
nonequilibrium thermodynamics and inelastic dissipations.
In chapter 7, we turned our attention to a second extreme environment: our
Solar System. In particular, we examined the competition between impact pro-
cesses and thermal processes on the surface evolution of near-Earth asteroids and
similar celestial bodies. The problem served as an excellent example of the power
of our simple multi-scale mechanism-based approach. We developed a simple and
computationally-efficient framework capable of resolving the short timescales asso-
ciated with nonequilibrium thermal transport, O(seconds), as well as the extremely
long timescales associated with breakup and fragmentation of surface rocks by grad-
ual fatigue crack growth, O(104 − 109 years). In addition to the challenges brought
on by the timescales, the problem also involves a number of relevant length scales,
including the size and rotation period of the asteroid, the size and geometry of a
surface rock, as well as the size and spacing of material heterogeneities. Making use
of this simple mechanism-based model, calibrated against laboratory experiments, we
were to demonstrate that impact mechanisms are not necessarily the most dominant
mechanism of surface evolution on asteroids, as was widely believed in the planetary
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science community. Instead, thermal fragmentation seems to play the dominant role
on small near-Earth asteroids.
8.2 Future directions
Although the thesis has provided a fairly significant contribution to our un-
derstanding of materials in extreme environments through the use of these sim-
ple mechanism-based models, the approach does have its limitations. Our simple
mechanism-based approach may find its greatest utility in helping to strategically
define targeted areas where a higher-fidelity computational or experimental analysis
will pay the greatest dividends. A few such areas of interests are briefly outlined
below:
Coupled DD-DTEM analysis of dynamic void growth:
The kinetics of defects is one area that stands to greatly benefit from the recent
development of the dynamic transmission electron microscope (DTEM), illustrated
in Fig. 8.1. As discussed in chapter 3, voids in metals may grow in size by as much as
a few orders of magnitude. Such growth demands huge plastic deformation around
the growing void, and the dynamics of the void growth are highly sensitive to the
dislocation substructure evolution. A focused ion beam (FIB) may be utilized to
manufacture sub-micron voids of various sizes in TEM thin films. Subsequently, the
thin films may be subjected to a short, pulsed mechanical loading causing the void to
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dynamically grow. The DTEM has the time resolution, O(µs), necessary to be able
to capture the time-resolved growth of the void as well as the time-resolved evolution
and mobility of the dislocation substructure around the growing void.
Figure 8.1: Schematic of dynamic
transmission electron microscope
(DTEM) (image courtesy of Lawrence
Livermore National Laboratory).
The beauty of the DTEM is that it
probes material response at very small
length scales (∼ 101−103 nm) with remark-
able time resolution, O(µs). These scales
directly overlap with the current compu-
tational capabilities of discrete defect dy-
namics simulations. As such, the entire
DTEM experiment could be modeled with
discrete dislocation dynamics simulations.
Together, the experiments and simulations
would allow us to construct better disloca-
tion substructure evolution laws than the
current state-of-the-art models utilized in
chapter 3.
Utilizing the same set-up it may be pos-
sible to provide in-situ visualization of dis-
location emission from the void surface and
its associated kinetics. The primary chal-
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lenge here would be fabricating TEM films thin enough such that all pre-existing
dislocations may be annealed out of the sample. The result is that the material must
nucleate dislocations to mechanically deform, with dislocation emission being favor-
able over homogeneous nucleation. Characterizing the kinetics of the process would
be particularly exciting as some of our preliminary dislocation analysis seems to in-
dicate that the emission kinetics may not necessarily obey the Arrhenius relation as
assumed in chapter 5, but rather the rate-limiting step may be related to the time
required for dislocations to glide a sufficient distance from the void surface. At a far
enough distance from the void surface the previously emitted dislocation no longer
strongly interacts with the next dislocation attempting to escape the void surface.
Coupled DD-LKMC simulations of vacancy clustering in shocked metals:
In chapter 4 and chapter 5 we have assumed that vacancy clustering operates on
timescales short enough to be relevant to dynamic ductile failure. However, we made
little attempt to rigorously investigate the kinetics of this process. The kinetics were,
however, probed by Reina et al. [69], who made use of the Lattice Kinetic Monte
Carlo (LKMC) method to study the kinetics of vacancy clustering in an otherwise
perfect crystal, see for example Fig. 8.2(a). Their predicted kinetics were too slow to
be operative in dynamic ductile failure (other than at temperatures very near melt).
Nevertheless, the mechanism may still be feasible when one considers pipe diffusion
which allows vacancies to zip along dislocation cores orders of magnitude faster than
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(a) (b)
Figure 8.2: Example computations of (a) vacancy clustering kinetics in an otherwise
perfect crystal predicted by Lattice Kinetic Monte Carlo (LKMC) simulations Reina
et al. [69] and (b) dislocation substructure formation predicted by ParaDiS (courtesy
of Lawrence Livermore National Laboratory).
through the perfect lattice. Since shocked metals possess many dislocations, one
would assume that pipe diffusion would significantly accelerate the process of vacancy
clustering. Fortunately, incorporating the effects of pipe diffusion in the analysis
of vacancy clustering is fairly straightforward. One strategy involves first utilizing
a dislocation dynamics (DD) code, e.g. ParaDiS, to generate a three-dimensional
dislocation network representative of that found in shock materials, see for example
Fig. 8.2(b). Next, the dislocation line segments may be extracted from the DD code
and be incorporated in the LKMC simulations as a network of enhanced mobility.
Vacancies will be allowed to move orders of magnitude faster along this network.
With this tool in hand we would then be able to more realistically capture the kinetics
of vacancy clustering, allowing us to better understand the role of this mechanism in
ductile failure. Additionally, the coupled DD-LKMC simulations may be utilized in
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providing a better understanding of the fundamental processes associated with creep
failure and radiation damage in metals.
Mesoscale implementation of mechanism-based framework:
In chapters 5, 6, and 7 we emphasized the importance of microstructure in the
failure of materials in extreme environments. However, our simple analyses misses
some of the fine-scale details, particularly with respect to the complex stress fields that
develop around material heterogeneities. The relevance of these stress concentrations
may be better understood through a computational mesoscale implementation of
our mechanism-based framework. Such an implementation would be able to resolve
these fine scale details that are often critical to the failure process, see for example
Fig. 8.3(a), and is particularly powerful when coupled with Digital Image Correlation
(a) (b)
Figure 8.3: (a) Example of a mesoscale calculation demonstrating the microstruc-
tural dependence of a spall crack in a tungsten alloy [193] and (b) Digital Image Cor-
relation (DIC) strain map of thermal crack propagation (from right to left) through
a heterogeneous meteorite sample (collaborative work with Kavan Hazeli).
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(DIC) experiments as shown in Fig. 8.3(b).
Chapter 6 has provided a thermodynamically-consistent framework for dynamic
ductile failure of FCC crystals that is very amenable to a crystal plasticity imple-
mentation. Such an implementation would allow us to examine some aspects of grain
boundary engineering for improved spall strength and dynamic ductility of polycrys-
talline metals. The framework would also be particularly valuable to the analysis of
materials and structures that experience stresses high enough to activate dislocation
emission. Consider, for example, the analysis of a ductile crack propagating through
a single crystal nanostructure, e.g. a nanopiller. If the nanostructure is small enough
than it may be possible to anneal out all the dislocations. In this case, the ductile
crack growth may be governed by vacancy clustering and dislocation emission in the
process zone ahead of the crack tip.
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