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Abstract
Ultrasonic arrays have been a common feature of ultrasonic non-destructive evaluation in
academia for many years. Their prevalence in industry has also recently increased. As ul-
trasonic arrays have become more common, so have the number of novel ultrasonic arrays.
These novel arrays have come from industrial companies driving the production of arrays
with higher numbers of elements and from the academic community applying concepts from
ultrasonic arrays to less common methods of ultrasonic testing. In this work, the imaging
performance of two very different novel ultrasonic arrays have been improved.
Firstly, the total focusing method has been adapted for use with row-column addressed
arrays. The algorithm has been demonstrated experimentally to improve the detectability and
sizing of simulated defects, with a less-than-half-wavelength conical bottom hole being suc-
cessfully detected and the sizing accuracy being increased by an order of magnitude.
Secondly, diffuse field reconstruction techniques have been demonstrated to increase the
data collection speed of laser ultrasonic arrays by two orders of magnitude. The techniques
used have created an array of laser interferometers which appear as if they transmit and receive
ultrasound, producing images with similar properties to conventional ultrasonic arrays.
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Non-Destructive Evaluation (NDE) is the process of evaluating the structure of an object with-
out destroying the object. This is typically achieved by surface examination or by propagating
waves through part, or all, of the object. Examples of surface examination NDE techniques
include visual inspection, liquid penetrant testing [2], magnetic particle testing [3] and eddy-
current testing [4]. Examples of NDE techniques which evaluate the internal structure of an
object are radiography [5], thermography [6] and ultrasonics [7]. The use of ultrasonic fre-
quency sound waves is a popular NDE technique because it can be used to build up a detailed
picture of the internal structure of an object and is relatively safe to apply. The waves are prop-
agated through the object, signals recorded, and inversion methods used to infer the structure
which produced that set of signals.
For many years, ultrasonic testing was confined to single element probes. Ultrasound
was either excited and received on the same probe, called pulse-echo, or transmitted and re-
ceived on two different probes, called pitch-catch. Towards the end of the twentieth century,
a transition to ultrasonic arrays was made. These were made from many single elements
joined together. Excitation of the ultrasonic waves from each element was delayed in time so
that constructive and destructive interference in the material would produce steered ultrasonic
beams or beams with particular focal points. The same technique could be used in reception.
Eventually, the elements were excited and received individually and sequentially, and the de-
lays were applied in post-processing. This method allows the array to be focussed at multiple
locations in the material.
1
2 CHAPTER 1. INTRODUCTION
Since ultrasonic arrays were first used, many novel variants in design have been created in
order to reduce the effect of a particular limitation or apply the array principle to a particular
situation.
One restriction encountered with ultrasonic arrays is the limit on the number of elements in
the array. This restriction is imposed by the number of interconnections required as the num-
ber of array elements increases. Arrays need a large number of elements in order to produce a
large aperture at the same time as meeting the array element spacing requirements needed for
a high quality ultrasonic beam. Ideally, arrays with elements in two dimensions would also
meet these requirements. However this number of interconnections is often too large for prac-
tical use. A compromise therefore has to be made. This compromise has meant the creation
of many novel array designs.
The array principle can also be applied to more abstract ultrasonic testing technology. The
use of laser ultrasonic testing allows broadband sources and detectors to be used and non-
contact measurements to be made. A natural extension of single point measurements was to
create laser ultrasonic arrays. This is an example of the array principle being applied to a more
novel technology.
The ultrasonic imaging performance of an array is of fundamental importance when trying
to detect and characterise defects. For example, an increase in resolution can help to resolve
defect features which are close together, enabling better sizing or the distinguishing of multi-
ple defects from each other. Similarly, the removal of imaging artefacts from images enables
defects to be detected and characterised with more certainty. Industry is always looking for
ways to improve the detectability and characterisation of defects. Improving the imaging per-
formance of arrays is therefore important to industry.
This thesis aims to improve the imaging performance of two novel ultrasonic arrays. The
first covers Row-Column Addressed (RCA) arrays. RCA arrays use a different array design to
increase the number of effective elements in the array while maintaining the number of inter-
connections at a manageable level. The second covers laser ultrasonic arrays. Neither of these
arrays are standard and both have reported problems associated with imaging performance.
1.2. THESIS STRUCTURE 3
1.2 Thesis Structure
After this introduction chapter, the thesis is split into two main sections. Each section covers
a different aspect of improving the imaging performance of a novel ultrasonic array and each
comprises a triplet of three chapters. The first chapter in each triplet provides a brief overview
of the theory and the literature of the subject dealt with in that section. The second and third
chapters in each triplet comprise the original work undertaken as part of this project. The sec-
ond chapter always considers modelling; the third, always experiment. Conclusions are drawn
at the end of each of these chapters. After both triplets, a joint conclusion is drawn to end the
thesis. The conclusion also contains recommendations of possible further work in each area.
The first triplet covers the use of the Total Focusing Method (TFM) with RCA arrays.
This work was presented at the 56th Annual British Conference of Non-Destructive Testing in
2017 and published as a journal paper in 2019 [8]. The results of this work were presented to
DolphiTech, the manufacturer of the RCA array used. In 2020, DolphiTech added the adapted
TFM algorithm proposed in this work into their latest product.
The second triplet covers the use of diffuse fields with laser ultrasonic arrays. This work
was presented to industry at the Research Centre for Non-Destructive Evaluation Technology
Transfer Day and the British Institute of Non-Destructive Testing Aerospace Event, both in
2019. This work has not yet been published as a journal paper.

Chapter 2
Ultrasonics, Arrays and Row-Column
Addressed Arrays
2.1 Ultrasonics
Ultrasonic frequency pressure waves have been used for the Non-Destructive Evaluation (NDE)
of materials for many years. Traditionally, a single crystal of piezoelectric material is con-
tained, with damping material and a face material, in the housing of an ultrasonic probe or
transducer. This ultrasonic probe is used to excite and detect ultrasound in a material. How
ultrasound is emitted, received and interacts with a material structure can be predicted through
mathematical models. These models have inherent approximations but, nevertheless, can pro-
vide useful information about a system. The generated field can be described using the quan-
tities and equations set out in the following sub-sections.
2.1.1 Directivity
Firstly, the directivity of the transducer is considered. The directivity describes how the ampli-
tude of the ultrasonic field radiated from a transducer varies with angle. The approximations
made here for the directivity are only valid in the far field of the probe, that is, where the
dependency of the amplitude of the field on distance and angle can be decoupled.
All probes have a geometric directivity which is based on their shape. The geometric
directivity, Γg, of a rectangular transducer is given by the equation [9]:
Γg(θ, ϕ, ω) =
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where `1 is the width in the x direction, `2 is the length in the y direction, θ is the polar angle,
measured from the z axis, ϕ is the azimuthal angle, measured from the x axis, ω is the angular
frequency and λ is the wavelength. The angular frequency is given by ω = 2πν where ν is the
frequency. As wavelength is dependant on the frequency of the transducer, it is clear that the
directivity is also frequency dependent.
The component response directivity relates to how the excited transducer generates differ-
ent ultrasonic wave modes in the material it is coupled to. An approximation to this is given
by the component response directivity of a finite diameter disc applying a harmonic force to
the surface of a semi-infinite isotropic elastic solid. The component response directivity, Γc,





2 − 2 sin2(θ)
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and vl and vs are the longitudinal and shear wave velocities in the solid. Finally, the combined
directivity is given by the product of the geometric and component response directivities:
Γ(θ, ϕ, ω) = Γg(θ, ϕ, ω) Γc(θ). (2.4)
By reciprocity [11], the directivity describing how the amplitude response of a transducer to
an incoming ultrasonic field varies with angle is given by the same equation.
2.1.2 Beam Spread
Secondly, the beam spread of the transducer is considered. The beam spread, or geometric at-
tenuation, accounts for the fact that as the ultrasound propagates from the transducer it spreads
out in space. An approximation to the beam spread, B, of a 2-Dimensional (2D) transducer,







b = e− d, (2.6)
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e is the centre of the transducer and d is the measurement location. Similarly, an approxima-




These beam spread equations can be combined when dealing with reflections from geometric
features. For example, the total beam spread for a reflection from a point reflector is given by:
Btr = BtBr, (2.8)
where Bt and Br are the values of the beam spread at the point reflector for the transmitting
and receiving transducer respectively.
2.2 Ultrasonic Arrays
Ultrasonic arrays are made up of many single elements. In addition to length and width,
useful characteristic measurements for linear arrays are pitch, `3, and the number of elements,
ne. The dimensions of an example array are shown in Figure 2.1. Arrays can be used to
steer or focus ultrasound in the material by applying delays to the transmission or reception
of each element. This can also be done in post-processing. The maximum amount of data
which can be collected by an array for post processing is the full array response matrix. This
is collected by transmitting on each element individually and sequentially while also receiving
on the elements individually.
ℓ3 ℓ1
𝑛𝑒1 2 3 4 5 6 7 8 9 10
ℓ2
Figure 2.1: Schematic of a linear array of ne elements with characteristic lengths indicated.
2.2.1 Modelling Ultrasonic Arrays
The full array response matrix of an array can be analytically modelled in 3D using a frequency-
domain linear time invariant model [12, 13]. This model is similar to those successfully used
by numerous authors, especially in the NDE group at the University of Bristol [14, 15, 16, 17,
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18, 19]. In this model, the full array response matrix spectra, h̃tr(ω), when a point reflector
target is located at d in a semi-infinite homogeneous medium, is given by:






where Ψ0 is the spectrum of the input pulse, v is the velocity of the wave and i =
√
−1.
The final exponent term in the equation describes the propagation of the wave. Due to the
assumptions made in some of the terms, this model is only valid in the far field of the elements.
2.2.2 Imaging with Ultrasonic Arrays
Ultrasonic imaging is useful in that it can provide, from a series of signals, a graphical rep-
resentation of the structure that produced those signals. Two main imaging algorithms, the
Plane B-Scan algorithm and the Total Focusing Method (TFM), are considered in this work.












cj = ej − p,
Λj is a weighting function and htr is the time domain full array response matrix. For the Plane









where a is the aperture diameter.










Different weighting functions are usually applied for the TFM algorithm. In the original defi-
nition of the TFM algorithm Λj = 1 was used [20]. An alternative example would be an angle










where θlimit is the angle limit at the voxel.




Figure 2.2: Schematic of (a) FP2 and (b) RCA arrays for which ne = 4. The difference in the number
of interconnections is clear.
2.3 Row-Column Addressed Arrays
A 2D array with a large number of very small elements separated by a small pitch which can
all be independently controlled is very useful. In practice, the manufacturing process limits the
size and pitch of the elements, as well as the number of connections it is possible to make with
those elements. This has led to the development of more novel array designs which have been
proposed to suit specific inspection scenarios and provide a balance between the number of
elements and the inspection quality or speed. This has included the Mill’s cross configuration
[21], which uses elements arranged in a cross shape to increase array area while maintaining
a small number of elements, random sparse arrays [22] which allow the array elements to be
positioned further apart and use destructive interference to reduce the resulting side lobes, and
Row-Column Addressed (RCA) arrays [23] which use two orthogonal overlapping linear ar-
rays. These RCA arrays will be the focus of this section of work.
If a Fully Populated 2D (FP2) array is defined as a simple 2D array consisting of square
elements arranged on a uniform Cartesian grid to form a square array, then RCA arrays, by
contrast, are formed by two identical, but orthogonally orientated, linear arrays of elongated
elements placed on top of each other. A schematic of the two arrays is shown in Figure 2.2.
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In order to compare the performance of these two types of arrays, a useful characteristic
length needs to be defined. For these two array types, the array width given in terms of the
number of elements, ne, is a good comparator [Figure 2.2]. Both arrays are assumed to be
square and the elements have a constant pitch. The total number of elements in the array,
and therefore the number of interconnections needed, Ne, can now be defined for each type
of array. For FP2 arrays this is given by Ne = ne2, and for RCA arrays this is given by
Ne = 2ne. These relationships show that RCA arrays have 12ne times fewer elements than
their FP2 array counterparts. Similarly, the number of unique transmit-receive combinations,
Ntr, that can be obtained using these arrays is given by the equation Ntr = Ne2. This would
result in RCA arrays having 1
4
ne
2 less transmit-receive combinations compared to FP2 arrays.
However, in practise, for both types of array, this is often reduced. For FP2 arrays, the reci-
procity principle [11] requires only half of the full array response matrix to be collected. In this
case Ntr = 12Ne (Ne + 1). For RCA arrays, transmit-receive element combinations where the
transmit and receive elements are not orthogonal are often disregarded. In addition, the reci-
procity principle is applied so that only one of set of the perpendicular elements are ever used
to transmit or receive respectively. In this reduced case, Ntr = 14Ne
2. These relationships
show that RCA arrays normally use 1
2
(ne
2 + 1) times fewer transmit-receive combinations
than FP2 arrays. Other than different values for Ne and Ntr, the array types also differ in
ultrasonic response. This is due to the differences between square and elongated rectangular
elements. These differences form the basis of the compromise in performance which needs to
be evaluated.
RCA arrays were originally invented for use in through-transmission NDE in order to in-
crease both the number of effective elements in 2D arrays and increase the scanning speed
[24]. In addition to continued use in through-transmission NDE [25, 26], these arrays have
been used for different applications including particle manipulation [27], photoacoustic imag-
ing [28] and medical imaging [29]. In the simplest case, image volumes can be formed by
using the assumption that each A-scan originates from a fictional element located at the in-
tersection between the physical transmit and receive elements. Recently, a number of de-
velopments have been made in the medical ultrasonics field because of increased interest in
RCA arrays. Advances in the design of, and imaging using, RCA arrays have been well sum-
marised in [30] and [31] which are currently the two most definitive papers on RCA arrays
in the medical field. Improved beamforming techniques for medical imaging are shown and a
new apodisation scheme was demonstrated to reduce the edge effects of elongated RCA array
elements and significantly increase the imaging quality to a level comparable with FP2 arrays.
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Similarly, the field of NDE has made significant advances in the last 20 years with the growing
use of arrays in industry as well as the increased adoption of the TFM [20]. Many of these
advances have come about by the use of systematic approaches which combine modelling and
experiment. Array models are often used to predict the performance of particular arrays and
test potential improvements, as well as being used to assess imaging algorithms in both medi-
cal [32] and NDE fields [33, 34].
While advances have been made in both the medical and NDE fields, the use of RCA
arrays for NDE has been predominantly limited to through-transmission. Recently however,
a commercial device using an RCA array has been produced specifically for NDE which
operates in pulse-echo mode [35]. While the device has been introduced into industry, there is
a lack of literature covering the use of RCA arrays in pulse-echo mode for NDE applications.
In 2014, Wong et al. [23] attempted to use a medical RCA array to demonstrate the use of
RCA arrays for NDE. This approach, however, was not representative of normal practice in
NDE because of, for example, the size of the array, surface scanning and reference subtraction.
Also, results were shown using images with low dynamic range. Therefore, with the additional
possibility of an NDE specific RCA array, there is a need to carefully examine pulse-echo
RCA array use for NDE using more standard practice, current state-of-the-art processes and
imaging algorithms on representative samples.

Chapter 3
Improving Imaging with Row-Column
Addressed Arrays
3.1 Introduction
A quantitative comparison between Fully Populated 2D (FP2) arrays and Row-Column Ad-
dressed (RCA) arrays has never been made in the field of Non-Destructive Evaluation (NDE).
This chapter uses modelling to calculate the metric of the 6 dB drop volume of the Point
Spread Function (PSF). This is then used to make that quantitative comparison. Comparisons
are made between both array types for different sizes of array. The PSF is calculated for a
target at a single location, directly below each array. If an equivalent performance is found
between the array types, RCA arrays could be used in the place of FP2 arrays. This would sub-
stantially reduce the required number of elements in an array needed for 3-Dimensional (3D)
imaging. The PSF is calculated for three different imaging algorithms: two Plane B-Scan
algorithms with apertures of 1 and 4 elements, and the Total Focusing Method (TFM). For
the RCA arrays, an adapted TFM algorithm is proposed and applied to the RCA array data.
This proposed TFM algorithm is compared against the conventional Plane B-Scan imaging
algorithms for the RCA array. The TFM algorithm has never been applied to RCA arrays in
the field of NDE.
13
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3.2 Method
3.2.1 Modelling
A suitable model was required in order to compare array responses and imaging algorithms for
FP2 and RCA arrays. Using a Finite Element (FE) model would have been possible, but would
have been prohibitively slow because of the number of degrees of freedom required. This is
because the model would be 3D and dimensionally large in comparison to the small wave-
length of the ultrasonic waves. Therefore, a frequency domain linear-time-invariant model
was used. This model does not capture all of detailed information in the ultrasonic system,
however, its accuracy is sufficient. For example, shear waves are not present in the model
used. However, in a real system, the amplitude of these waves would be small in comparison
to the longitudinal waves of interest.
Perfect point reflectors were used as the targets in the models in order to generate a PSF
which could be used to evaluate imaging performance. The model used is described in Section
2.2.1. However, some changes were made to the model described in Section 2.2.1 so that
the elongated elements of the RCA array could be modelled accurately. The length of the
RCA array elements means that targets of interest are likely to be in the near field of the
elements. To allow Equation (2.9) to be used, the RCA array elements were modelled by
dividing each element into a number of sub-elements for which the far field assumption was
valid. The responses for these sub-elements were calculated, in transmit and receive, before






where k and m are the sub-element indices for transmit and receive elements respectively.
The position of the target was always kept beneath the centre of the array. A 3-cycle Hann-
weighted sine wave was used as the input pulse. For consistency with the experimental set-up
used later, acrylic was used as the medium for modelling the test sample. The wave velocities
used for the acrylic were vl = 2700 m s−1 and vs = 1100 m s−1 for the longitudinal and shear
wave velocities respectively. Details of the arrays used in the modelling can be found in Table
3.1.
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Table 3.1: Modelled array parameters.
Parameter Name Notation Value Unit
Array type - RCA FP2 -
Centre frequency ν0 3.5 3.5 MHz
Array width range ne 3-81 3-149 No. of elements
Total number of elements Ne 2ne ne2 -
Element width `1 0.308 0.308 mm
Element length `2 `3(ne − 1) + `1 0.308 mm
Element pitch `3 0.385 0.385 mm
3.2.2 Imaging
Plane B-Scan and TFM algorithms were used to image the array response to the target. These
have been described in Section 2.2.2. For RCA arrays, modifications were made to the stan-
dard algorithms but the general idea was kept consistent.
Plane B-Scans for RCA arrays were generated using the approximation that an A-Scan
from any orthogonal transmit-receive combination originated from a fictional element located
at the intersection of the physical elements. For example, if the elongation direction of the
elements are in the y and x directions for transmit and receive respectively, and the element
centres are located at et =
(
etx , ety , ejz
)
for transmit and er =
(
erx , ery , ejz
)
for receive,
then the centre of the fictional element would be given by ẽj =
(
etx , ery , ejz
)
. This is shown
schematically in Figure 3.1. Two different Plane B-Scan apertures were used. These were
a = `3 and a = 4`3 which are denoted PB1 and PB4 respectively. PB4 was used in order
to simulate the default data collection method set by the DolphiCam device used later in the
experimental setup. This used 4 elements in transmit in order to increase the amount of energy
put into the system and, by widening the aperture, to increase the downwards component of
the transmit directivity function.
The RCA-adapted TFM algorithm uses the shortest time path between the centre line of
an element and a voxel in both transmit and receive. On a regular Cartesian imaging grid,
symmetry reduces Equation (2.12) for RCA arrays to two 2-Dimensional (2D) path calcula-
tions, one in transmit and one in receive, which improves the speed of the algorithm. Both
are calculated using Equation (2.12) in 2D as if there were two linear arrays perpendicular in
orientation with one in transmit and one in receive. Using the same example as above where
the elongation direction of the elements were in the y and x directions for transmit and re-








Figure 3.1: An RCA array for which ne = 4 showing the centre locations, et and er, of the transmit
and receive elements respectively. The intersection, ẽj, of the transmit and receive elements, relating to
the fictional element used for the Plane B-Scan algorithm, is shown. The paths lengths used for a voxel
at p for the TFM algorithm are also shown.
ceive respectively, the transmit path calculation would be calculated in the x-z plane and the
receive path calculation in the y-z plane, as shown schematically in Figure 3.1. For square
RCA arrays, where the number of transmit elements equals the number of receive elements,
net = ner , and the number of voxels in the x and y directions are also equal, npx = npy , sym-
metry simplifies the problem further and improves the speed of the algorithm. In this case,
only net × npx × npz paths need to be calculated. This is substantially less than the number
of calculations required for full 3D path calculations for every element for FP2 arrays using
TFM. A similar algorithm was proposed by Rasmussen et al. and Christiansen et al. for medi-
cal applications [30, 31]. However, in that algorithm, elements were focussed to a line source
on transmission to increase the speed of the acquisition. In reception, delays were applied in
post-processing to focus at every point. For NDE, where the speed of the acquisition is less
important, the adapted TFM algorithm suggested in this work is preferable to that proposed
by Rasmussen et al. and Christiansen et al. because there is no defocussing on transmission.
However, this is also at the cost of a lower input energy leading to a decrease in the signal-to-
random-noise ratio.
One final step was added to all algorithms used, which was to divide the amplitude of
every voxel by the number of transmit-receive combinations which contribute to the voxel.
This had benefits for the experimental setup which will be described later, however, when
3.2. METHOD 17
imaging the modelled array response it reduced the unevenness of the images when the PSF
was not completely contained below the array’s aperture.
3.2.3 Point Spread Function Evaluation
The PSF, with a target at d = (0, 0,−5)mm, was used to compare the imaging performance of
both FP2 and RCA arrays and their respective imaging algorithms. A decibel scale, normalised
to the maximum amplitude of the PSF, was used. The imaging performance was quantified
using a measurement of the −6 dB drop volume of the PSF, V−6 dB, which was calculated
by summing the number of voxels of the image with an amplitude greater than −6 dB and
multiplying it by the volume of one voxel, Vp. The uncertainty in this value, αV−6 dB , was
estimated using the maximum uncertainty in the volume of a sphere placed in a regular 3D














Similarly, the surface area of a sphere is given by:
As = 4πr
2. (3.4)
By substituting (3.3) into (3.4), an equation for the relationship between volume and sur-













A similar relationship can be established for the voxel. The volume of a voxel is given by:
Vp = R ·R ·R = R3, (3.6)
where R is the length of one edge of the voxel. Similarly, the area of one face of the voxel
is given by:
Ap = R ·R = R2. (3.7)
Again, by combining 3.6 and 3.7, a relationship between Vp and Ap is obtained:




Assuming the surface area of the sphere is made up of the faces of the voxels on the edge











The worst case uncertainty in the volume of the sphere using a regular 3D Cartesian grid


























As an approximation, αVs is used as αV−6 dB for all of the error bars in this chapter.
3.3 Results
Example PSF B-Scan and C-Scan images for the ne = 41 case for both types of array and
all imaging algorithms considered are shown in Figure 3.2 and Figure 3.3 respectively. The
images are shown using a decibel scale which is normalised to the maximum amplitude of
the PSF in the 3D image volume and has a 40 dB dynamic range. The PSF was calculated as
a function of ne for both types of array and all imaging algorithms considered. V−6 dB as a
function of ne is shown in Figure 3.4.
3.4 Discussion
It is shown from the results in Figure 3.2 and Figure 3.3 that FP2 arrays provide a tighter PSF
than RCA arrays. For a given ne, V−6 dB is shown to be smaller for FP2 arrays in all cases
[Figure 3.4a]. It can be clearly seen that the TFM based imaging algorithms have a narrower
PSF and V−6 dB than the PB1 and PB4 algorithms in all cases. For low values of ne, where
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Figure 3.2: B-Scan at y = 0mm of the PSF with a target at d = (0, 0,−5)mm for ne = 41. FP2 and
RCA arrays are shown from top to bottom respectively. PB1, PB4 and TFM imaging algorithms are
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Figure 3.3: C-Scan at z = −5mm of the PSF with a target at d = (0, 0,−5)mm for ne = 41. FP2
and RCA arrays are shown from top to bottom respectively. PB1, PB4 and TFM imaging algorithms
are shown from left to right respectively.
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Figure 3.4: The −6 dB drop volume of the PSF at d = (0, 0,−5)mm as a function of ne for (a) all
imaging algorithms and arrays, and (b) for TFM based imaging algorithms only. A reduced number of
error bars are shown for clarity.
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number of transmit-receive combinations which contribute to a voxel causes V−6 dB to be ar-
tificially enlarged. At larger values of ne, where V−6 dB of the PSF is contained beneath the
array, the results become stable. It is shown in Figure 3.4b that the TFM algorithms for the
FP2 array and the RCA array quickly become within error of each other after this point. From
ne = 65, the difference in V−6 dB is only (0.2± 0.9) mm3. In terms of V−6 dB, the TFM imag-
ing performance of the FP2 array and the RCA array can be considered comparable after this
point. However, it can be seen from Figure 3.2 and Figure 3.3, that outside of the V−6 dB, the
PSF for the RCA array is extended in all directions compared to the FP2 array. This is because
of the defocussing in one direction in both transmit and receive. This is expected to result in
a decrease in Signal-to-Noise Ratio (SNR) [36], and therefore detectability, when using RCA
arrays as opposed to FP2 arrays experimentally. It has also been shown that the PB4 algo-
rithm produced a smaller V−6 dB compared to the PB1 algorithm. This was in agreement with
the prediction that, due to the increase in aperture size, the directivity function is narrower.
The limit reached by the PB1 and PB4 algorithms in Figure 3.4a is because, once the V−6 dB
is beneath the array, any elements added to the side of the array do not contribute to V−6 dB.
For the TFM based algorithms, the V−6 dB continues to decrease as more elements are added,
but tends towards a limit as additional elements contribute less and less to the V−6 dB due to
both directivity and beam spread. Beyond these effects, the diffraction limit sets the minimum
value of V−6 dB.
While these results indicate that the imaging performance, in terms of V−6 dB, of FP2 and
RCA arrays can be comparable when using the TFM algorithm, only a single PSF under the
centre of the array was considered. The results cannot be generalised for all target locations;
however, the approach is pragmatic given the computation time required. Given that the results
are as expected, it is sensible to assume that the TFM algorithm will perform similarly well
for both types of array for PSFs not under the centre of the array.
3.5 Conclusion
The imaging performance of FP2 and RCA arrays were compared using frequency domain
modelling techniques. Three different imaging algorithms were applied to the modelled data
in order to obtain the PSF. These consisted of two plane B-Scan algorithms, with apertures of
a = `3 and a = 4`3, and the TFM algorithm. A RCA-adapted TFM algorithm was proposed
in order to take account of the geometry of RCA arrays. The −6 dB drop volume of the PSF
was used as the comparison metric to compare the imaging performance. For a given ne, RCA
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arrays were found to perform worse than FP2 arrays for imaging in all cases. However, the
imaging performance of RCA arrays was comparable to that of FP2 arrays when using the
RCA-adapted TFM algorithm.
Experimental trials of large ne FP2 arrays are not practically possible because of the large
number of elements and the number of interconnections required between the elements. It
is possible, however, to apply the RCA-adapted TFM algorithm to experimental data from a
RCA array with a large value of ne and compare the results to the conventional PB1 and PB4
algorithms for the same array.
Chapter 4
Improved Defect Detection and Sizing
using DolphiCam
4.1 Introduction
In the previous chapter an adapted Total Focusing Method (TFM) algorithm was shown through
modelling to improve the imaging performance of Row-Column Addressed (RCA) arrays
compared to conventional Plane B-Scan algorithms. The modelling also showed that the imag-
ing performance of RCA arrays was comparable to that of Fully Populated 2D (FP2) arrays
when using the adapted TFM algorithm. If an improved performance can be demonstrated
experimentally using the adapted TFM algorithm, then the likelihood of RCA arrays being
used in the place of FP2 arrays will be increased. This would substantially reduce the required
number of elements in an array needed for 3-Dimensional (3D) imaging. This adapted TFM
algorithm has never been applied to data from an RCA array experimentally in the field of
Non-Destructive Evaluation (NDE). This chapter shows the results of post-processing data
from a commercial RCA array using three different imaging algorithms: two Plane B-Scan
imagining algorithms with apertures of 1 and 4 elements, and the adapted TFM algorithm. A
series of targets at a constant depth are imaged. The resulting images, their respective Signal-
to-Noise Ratio (SNR), and the sizing performance of the three algorithms will be compared.
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(a) (b)
Figure 4.1: (a) The DolphiCam device. (b) A schematic showing the construction of the DolphiCam




A suitable commercial RCA array was required in order to show any improvements in the
imaging performance of RCA arrays experimentally. The DolphiCam (DolphiTech, Norway)
is a RCA array with ne = 124. A picture of the DolphiCam and its array construction is shown
in Figure 4.1. In the array, perpendicular rows of electrodes are placed either side of a layer of
piezoelectric material. The DolphiCam uses a soft, conformable silicone based coupling pad
to make contact with the sample surface whether couplant is used or not. The array’s other
properties are listed in Table 4.1.
The DolphiCam software allows the export of the raw A-Scan data into a text format.
The DolphiCam applies an additional delay in the software between transmission and data
recording for each element transmit-receive combination. These delays are calibrated using
the reflection from the coupling pad when the DolphiCam is not coupled to a sample. This
means that the exported A-Scan data begins just before the interface between the coupling
pad and the sample when in use. These delays are stored in a calibration file. The reason
for these delays is not clear. It is assumed that these delays are used by the software to ac-
count for element flatness and coupling pad thickness non-uniformity when using the array for
Plane B-Scan imaging. In general, a delay would also reduce the data transfer requirement.
4.2. METHOD 25
Table 4.1: DolphiCam array parameters [1].
Parameter Name Notation Value Unit
Array name - DolphiCam CF08 -
Centre frequency f0 3.5 1 MHz
Bandwidth (−6 dB) ∆f 50% 1 -
Array width ne 124 No. of elements
Total number of elements Ne 248 -
Element width `1 0.210 mm
Element length `2 30.96 mm
Element pitch `3 0.250 mm
Coupling Pad
- Nominal thickness `4 3 mm
- Longitudinal wave velocity vl 950 m s−1
1 Approximate values estimated from the frequency spectrum provided.
An example calibration file is shown graphically in Figure 4.2. The sampling frequency of
the DolphiCam is fixed at 64 MHz. The example calibration time values in Figure 4.2 have a
range of 28 bins. This would equate to a change in element position or coupling pad thickness
of≈ 0.2 mm (1 s.f.). This variation is expected to be due to tolerances in the array or coupling
pad manufacturing or fabrication processes.
The device uses two square waves in quick succession to excite the transducer when trans-
mitting ultrasound. This is done to increase the amount of energy going into the sample to
increase the signal-to-random-noise ratio of the received signals. If not removed through sig-
nal processing, the double square wave excitation would cause every reflection to appear twice
in each A-Scan. Therefore, a matched filter, using cross-correlation, is used by the device by
default [1] to remove these repeated responses.
4.2.1.2 Sample
An acrylic test sample was manufactured in order to assess the performance of the imaging
algorithms. Acrylic was chosen because it closely matches the acoustic properties of Car-
bon Fibre Reinforced Polymer (CFRP) for which the DolphiCam was designed. However,
unlike CFRP, acrylic is homogeneous which matches the modelling conditions used in Chap-
ter 3. The test sample was 8 mm thick and contained a 0.3 mm diameter Conical Bottom
Hole (CBH) as well as a series of Flat Bottom Holes (FBHs) with diameters of 1 mm, 2 mm,
4 mm, 5 mm and 10 mm. These were all drilled to a depth of 3 mm, which meant that their
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Figure 4.2: Delays obtained from an example calibration file from the DolphiCam. The delay between
transmission and the start of data collection for each transmit-receive combination is shown in terms of
the number of bins. The sampling frequency of the device is 64MHz.
tips were approximately 5 mm deep when measured from the scanning surface. The 0.3 mm
CBH was chosen as the smallest target defect to try to resolve experimentally. It is below the
half-wavelength diffraction limit of ≈ 0.4 mm (1 s.f.). The FBHs were chosen because they
have a response similar to delaminations which are commonly sought defects for detection
and sizing in CFRP.
4.2.1.3 Data Collection
12 complete and independent datasets were taken for each target using a single element aper-
ture in transmit and receive. 8 software averages were taken for each A-Scan using the man-
ufacturer’s software and no focussing was used when collecting the data. The matched filter
was used during data collection. The raw data were then extracted from the device and stored
along with the calibration file containing the recording delays. Couplant was used to improve
coupling performance. 12 complete and independent datasets were also taken from areas of
the acrylic sample where no targets were located.
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4.2.2 Imaging
When imaging the experimental data, a broadband frequency domain Gaussian filter with
∆f ≈ 150% was applied to the raw A-Scans before any further processing was carried out.
4.2.2.1 Adjusting for the Coupling Pad
The coupling pad in the DolphiCam device acts as a stand-off which is similar to that used for
normal arrays in industry. Unlike normal stand-off materials though, the DolphiCam coupling
pad is conformable. The coupling pad adds two complications to the imaging process. Firstly,
the coupling pad has a very low longitudinal velocity. This means that there is a large amount
of refraction at the interface between the coupling pad and the sample. Secondly, the flexible
nature of the coupling pad means that the array is not generally parallel to the surface, and
the coupling pad thickness is a function of position. If the exact geometry of the interface
between the coupling pad and the sample was not used when calculating the delay laws in
post processing, the accuracy of the delay law calculation would be decreased. This issue is
further exacerbated by the issue of strong refraction at that interface. All of this will increase
the uncertainty in which time point from the A-Scan should be chosen to contribute to a voxel
in the image and will generally increase noise in the image.
The complexity of this problem means that a solution is difficult to implement. For a linear
array, or for a FP2 array with a small number of elements, the computation time for calculating
the surface profile and then calculating the refracted path is achievable. For a FP2 array with a
large number of elements, the calculation itself is achievable but computationally heavy [37].
For a large RCA array, due to the elongated and overlapping elements, the calculation itself is
more complicated and it is still prohibitively computationally time consuming.
Therefore the simplest case was considered here, with a view to expanding the complexity
of the solution if the results were not of a suitably high standard. The simplest case tested was
that the array was perfectly parallel to the sample surface and therefore that the coupling pad
had a uniform thickness at every point. This approximation was used throughout this chapter.
To calculate a singe value of coupling pad thickness, the location of the maximum of the ab-
solute of the Hilbert envelope within the first 50 time points in every A-Scan was calculated.
An average of these values was then taken and used to calculate a single value of coupling pad
thickness. An example of this calculation is shown for the first 300 transmit-receive combina-
tions in Figure 4.3.
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Figure 4.3: An example image showing how a single value for the thickness of the coupling pad is
calculated. The first 300 transmit-receive combination A-scans are shown for the first 100 time points.
The sampling frequency of the device is 64MHz. The maximum of the absolute of the Hilbert envelope
within the first 50 time points for each A-Scan is shown in green. The mean of these values across all
transmit-receive combinations is shown as a blue horizontal line.
The Plane B-Scan algorithm for RCA arrays described in Section 3.2.2 was used for the
experimental work in this chapter. The travel time in the coupling pad for all elements was
calculated using the single value of coupling pad thickness. This was taken into account in the
imaging algorithm in the usual way.
When the adapted TFM algorithm described in Section 3.2.2 was applied experimentally,
the refraction at the interface was taken into account for each leg. The interface was dis-
cretized and the shortest time path for each element to interface point to voxel combination
was calculated in 2-Dimensional (2D) [Figure 4.4]. The symmetry of the array was used to
reduce the number of these calculations performed. An angle limit of θlimit = 30◦ was used
during all experimental implementations of the adapted TFM algorithm.
The same division of the amplitude of each voxel by the number of transmit-receive com-
binations which contribute to it was also implemented in the experimental setup. This was
especially important as there was a combination of angle limiting and a large amount of re-
fraction. This meant that the range of contributions per voxel across the image was large. This
division by the number of contributions helps to normalise the response from reflectors at dif-




Figure 4.4: The discretization of the interface between the coupling pad and the sample used for the
delay law calculation. The shortest time path, shown in dashed black, was chosen from all the possible
paths, shown in purple, between the element and the voxel. The 2D calculation is shown for transmis-
sion. Where symmetry allows, only the path calculations for either transmission or reception in 2D
need to be calculated for any element-to-voxel combination.
more in amplitude and the results would become difficult to interpret.
All the data were processed using the imaging algorithms described above, including data
collected on areas of the sample which did not contain targets.
4.2.2.2 Detectability and Sizing
Due to the targets in the sample being too close together, the edge of another target was
sometimes imaged at the same time as the intended target. A region of interest was chosen
which contained only the intended target to combat this. The region of interest was defined as
(−13 mm ≤ x, y ≤ 13 mm) and (−6 mm ≤ z ≤ −4 mm). The depth constraint was chosen
so that only voxels around the depth of the target z ≈ −5 mm were used.
The images from data recorded where no targets were located on the sample were used
to calculate the noise level. The Root Mean Square (RMS) of the amplitudes of the image
voxels in the region of interest was calculated for each dataset and each imaging algorithm.
The mean of the RMS for each of the 12 datasets was calculated to give a single RMS noise
value for each imaging algorithm. An arbitrary conservative detectability threshold of 15 dB
above the RMS noise level was set for a target to be classed as successfully detected.
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The data taken over the FBHs were processed using an automated procedure which aimed
to calculate the the maximum width dimension of each FBH. For each image, the maxi-
mum amplitude within the region of interest, pmax, was found. The location of this maxi-
mum was denoted pmax. If pmax ≥ 15 dB then sizing was carried out using the following
automated procedure. All voxels within the region of interest that satisfied the condition
|(p− pmax) · ẑ| ≤ 0.05 mm were selected in order to take account of any small deviations
in surface height or orientation of the FBH. The amplitudes of these voxels for different z
at each (x, y) location were condensed into a single amplitude by taking the maximum. As
−6 dB drop sizing was to be used, all voxels in the, now 2D, image which satisfied the con-
dition p ≥ (pmax − 6 dB) were selected. For images with a low SNR, random noise caused
voxels outside of the defect cluster to meet the selection criteria. These outliers were removed
from the selection if they were more than three scaled geometric median absolute deviations
away from the geometric median. Finally, the maximum width dimension of the FBH was
given by the maximum distance between any two of the remaining selected voxels. This pro-
cess was repeated for all 12 datasets for each defect. The mean was used to give a best estimate
of the −6 dB drop width and the standard error was used to quantify the uncertainty. An ex-
ample set of experimental data from stages of this automated procedure are shown in Figure
4.5, Figure 4.6 and Figure 4.7.
4.3 Results
The responses of the DolphiCam array to different targets located at a depth of approximately
5 mm in acrylic were measured and imaged for all imaging algorithms considered. Example
B-Scan and C-Scan images for each hole considered are shown in Figure 4.8 and Figure 4.9
respectively. The images are shown using a decibel scale which is normalised to the amplitude
of the RMS noise and has a 40 dB dynamic range. The maximum value on the scale is equal to
the maximum amplitude within the region of interest. Finally, the DolphiCam array responses,
imaged using all the imaging algorithms considered, were used to size the diameters of the
FBHs. The−6 dB drop widths of the FBHs are compared to the drill bit diameter used to make
them in Figure 4.10. The average difference between the −6 dB drop width and the nominal
drill bit diameter across the whole range of FBHs was (2.08± 0.05) mm, (1.33± 0.05) mm
and (0.12± 0.03) mm for PB1, PB4 and TFM imaging algorithms respectively.
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Figure 4.5: An example C-Scan slice at the depth at which the maximum amplitude within the region of
interest occurs for the 10mm FBH. The region of interest is indicated schematically. The decibel scale
is normalised to the RMS noise level. The maximum value on the scale is the maximum amplitude
within the region of interest. The image is shown with a 40 dB dynamic range.
4.4 Discussion
The SNR for the smallest target considered, the 0.3 mm CBH, was improved using the RCA-
adapted TFM algorithm. This improvement led to the response being above the 15 dB de-
tectability threshold, while the next highest response, using the PB4 algorithm, was below the
threshold [Figure 4.8 and Figure 4.9]. The SNR benefits of the RCA-adapted TFM algorithm
decrease as the FBH diameter increases. This is expected to be because the orientation of the
FBHs is parallel to the sample surface and so the PB1 and PB4 algorithms are aligned to the
high amplitude specular reflection from the FBH. The RCA-adapted TFM algorithm uses a
much larger set of A-Scans which contain, in addition, many other signals which contribute
very little apart from noise. The responses from the holes in Figure 4.8 and Figure 4.9 do not
show the side lobes seen in Figure 3.2 and Figure 3.3 for the PB1 and PB4 algorithms. This is
because of the refraction at the interface between the coupling pad and the sample. At this in-
terface, the critical angle for longitudinal waves is θcrit. ≈ 20◦ (1 s.f.). Therefore the coupling
pad not only stops the edge waves propagating into the sample below the centre of the array,
but also increases the applicability of the intersection approximation used for the PB1 and
PB4 algorithms by narrowing the directivity function in terms of the waves propagating into
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Figure 4.6: Example C-Scan slices at the depths which satisfied the condition
|(p− pmax) · ẑ| ≤ 0.05mm. The decibel scale is normalised to the RMS noise level. The
maximum value on the scale is the maximum amplitude within the region of interest. The minimum
value on the scale is denoted by the 15 dB detectability threshold. The −6 dB drop value, 29 dB, is
also indicated on the decibel scale for reference.
the sample. The coupling pad also reduces the benefits of a broad directivity function used
by the RCA-adapted TFM algorithm. In the absence of a coupling pad, the literature shows
that side lobes have been successfully reduced using element apodisation outside the main
array area. This would allow the use of the broad directivity function of the elements to be
maximised for the RCA-adapted TFM algorithm. The extension of the response, in terms of
depth, from the holes seen for all algorithms in Figure 4.8 is caused by the long length in time
of the transmission pulse, which is approximately 5-cycles. The extension of the response, in
terms of width in the y direction, from the 4 mm, 5 mm and 10 mm diameter FBHs seen in all
algorithms in Figure 4.9 is caused by the transducer design asymmetry, that is that each set of
electrodes above and below the piezoelectric material are orthogonal.
Finally, the accuracy and precision of sizing the FBHs in acrylic has been improved by us-
ing the RCA-adapted TFM algorithm. The average difference across the whole range of FBH
diameters has been improved by a factor of about 11. Figure 4.10 shows that the RCA-adapted
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Figure 4.7: (a) An example C-Scan image created by taking the maximum amplitude at each (x, y)
location for all z which satisfied the condition |(p− pmax) · ẑ| ≤ 0.05mm. The decibel scale is nor-
malised to the RMS noise level. The maximum value on the scale is the maximum amplitude within
the region of interest. The minimum value on the scale is denoted by the −6 dB drop value. (b) An
example image showing, in black, all of the pixels in (a) which are above the −6 dB drop value. Some
example lengths found by the sizing algorithm are shown in green. The maximum distance between
any two black pixels is indicated in pink.
TFM algorithm consistently performs better than the PB1 and PB4 algorithms across the full
range of FBH diameters. The systematic error in the −6 dB drop width for the PB1 and PB4
algorithms towards the higher diameters of FBHs is caused by the beam profile not being cir-
cular for the RCA array. The PB1 algorithm overestimates the −6 dB drop width at lower
diameters of FBH because the SNR of the images is very low. The PB4 algorithm behaves as
expected towards the lower diameters of FBH as it reaches a sizing limit roughly proportional
to its beam size [38]. Accurate values of beam size are difficult to calculate because of the
refraction at the coupling pad. The sizing limit for the RCA-adapted TFM algorithm was not
reached and so cannot be conclusively stated in this paper. However, it cannot be below the
half-wavelength diffraction limit of ≈ 0.4 mm (1 s.f.).
As linear arrays are predominantly used in industry, it is interesting to consider a theoreti-
cal comparison between a linear array and a refined RCA array. It is expected that, because of
the results in Chapter 3, a refined RCA array would perform similarly to an FP2 array when
using the TFM. As an FP2 array provides an additional focussing direction, an FP2 array
would be expected to perform better than a linear array in most situations. Therefore, it is
expected that a refined RCA array would outperform a linear array.
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Figure 4.8: B-Scan images of a range of holes in acrylic at a depth of approximately−5mm. Increasing
defect diameters are shown from top to bottom. PB1, PB4 and TFM imaging algorithms are shown from
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Figure 4.9: C-Scan images of a range of holes in acrylic at a depth of approximately−5mm. Increasing
defect diameters are shown from top to bottom. PB1, PB4 and TFM imaging algorithms are shown from
left to right respectively.
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Figure 4.10: The sizing of FBHs in acrylic experimentally using the DolphiCam array.
4.5 Conclusion
The imaging performance of RCA arrays using the Plane B-Scan algorithm and the RCA-
adapted TFM algorithm was compared experimentally. The RCA-adapted TFM algorithm was
shown experimentally to improve the imaging performance in respect to the detectability of a
very small defect. The RCA-adapted TFM algorithm also improved the accuracy and precision
of sizing FBHs. These experimental results show a similar improvement to that predicted by
the modelling in the advantages of using the RCA-adapted TFM algorithm instead of the Plane
B-Scan algorithm when using RCA arrays. These results indicate that the performance of RCA
arrays should be comparable to FP2 arrays when using the RCA-adapted TFM algorithm.
Chapter 5
Diffuse Fields and Laser Ultrasonic
Arrays
5.1 Ultrasonic Diffuse Fields
A wave field within a specimen that has been scattered many times from geometric features or
defects can be described as a diffuse field. This definition is usually satisfied after a consider-
able time has elapsed. In a theoretical diffuse field the Root Mean Square (RMS) of the particle
displacement is the same at all locations, all propagation directions for wave energy equiprob-
able, and the energy at one point is proportional to the total energy in the system [39, 40]. In
dissipative systems the energy in the specimen can be lost and so the total energy in the field
tends to zero with increasing time. When measuring diffuse fields experimentally this leads to
a trade-off between how diffuse a field is and the signal-to-random-noise ratio of the measured
signal. The speed at which the field becomes statistically diffuse can be increased by complex
geometries and the presence of many scatterers. Large specimens, however, can degrade the
speed of this convergence as the energy needs to be distributed evenly around a larger volume
of material.
The study of diffuse fields of elastic waves in solids was first investigated by Egle in 1981
using methods from studies of room acoustics [41]. The study was initially focussed on acous-
tic emission events and the relative ratios of the energy in different bulk wave modes. This was
followed shortly afterwards by Weaver who extended the problem to include surface waves
[42], waves in plates [43] and other excitation events [44]. Diffuse fields were finally used
in the Non-Destructive Evaluation (NDE) of materials in 1987 when Weaver used the decay
of the diffuse field as a function of time for the accurate calculation of ultrasonic attenuation
37
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through internal absorption [45]
Throughout these works the diffuse field was assumed, although not proved, to be a ran-
dom and incoherent field. The decay in energy of the diffuse field then became the primary
means of applying the diffuse field to NDE [46]. Then, in 2001, Lobkis and Weaver demon-
strated that cross-correlations of a diffuse field recorded at two receivers reconstructed the
Green’s function between the two receivers. The authors went on to show that the time deriva-
tive of auto-correlations of the diffuse field at a single receiver, recording only thermal noise
in the sample, reconstructed the pulse-echo response of the receiver [48, 49, 50]. Details of the
accuracy and convergence of the reconstruction are given in [51] and [52]. An understandable
explanation as to why this phenomenon occurs is given in [53] and a review paper on these
methods, with particular application to seismology, was produced by Goudard et al. in 2008
[54].
Despite the original papers on this reconstruction method covering a metal sample contain-
ing geometric reflectors and using transducers at ultrasonic frequencies, very little application
to NDE was made. In 2010 Duroux et al. used the reconstructed signals for guided wave
tomography in a plate containing simulated structural damage [55] with a similar approach
adopted in [56]. In the area of ultrasonic array imaging, Potter et al. used the linear properties
of the reconstructed Green’s function to remove non-linear near surface saturation effects to
image near surface targets [57].
The fact that diffuse field signals can be used to image material structure is not in itself
as surprising as it first sounds. The intuitive explanation in [53] and [51] is also given here.
Visualisation of the problem requires only two receivers immersed in a diffuse field. At some
point a wave will pass through both receivers along some path. The two signals recorded at
the receivers from this wave will look similar but will not necessarily arrive at the same time.
The cross-correlation of the full time domain signals from the two receivers will produce a
peak where the signals from the wave align in time. This will be at the time it took for the
wave to travel the path between the two receivers. The signals at the two receivers are not free
from noise however, and so the cross-correlation will also produce a large number of other
peaks not associated with the wave travelling between the two receivers. This is called recon-
struction noise, and can swamp the desired signal. Reconstruction noise can be suppressed
by averaging over a large number of wave arrivals, typically done by cross-correlating large
amounts of time or cross-correlating signals from a number of excitation locations. It is inter-
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esting to note that if the diffuse field signals are repeatable, then so is the reconstruction noise.
Obviously the reconstruction noise is coherent and not random.
The derivation of the equations used for reconstructing the early time signals is given in
[47], but their simplified form is as follows. The time domain late time array response matrix
containing the diffuse field data is denoted by gtr(τ) where t and r denote the indices of a
transmitter and receiver located at et and er respectively and τ is time. An approximation
to the time domain early time full array response matrix element hr1r2(τ) can be calculated
by cross-correlating gtr1(τ) and gtr2(τ). The cross-correlation is only applied over a specific
window of time, here referred to as the reconstruction window, between τ1 and τ2. This cross-
correlation operation is best applied in the frequency domain where cross-correlation is just a
multiplication of one term with the complex conjugate of the other.







where ω is the angular frequency and i =
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where ∗ denotes the complex conjugate, Ψr2(ω) is the transfer function of the receiver r2, a(ω)
is a correction factor and f̃(ω) contains the adjusted auto-correlation of the time domain late




where g̃tt(ω) is the frequency domain late time pulse-echo signal of the transmitter.
Conceptually, it can be understood that the f̃(ω) term exists because cross-correlating
gtr1(τ) and gtr2(τ) would produce a squared frequency domain response without the normal-
isation provided by f̃(ω). Also, it is logical that the cross-correlation of gtr1(τ) and gtr2(τ)
might naturally reconstruct a mixture of both htt(τ) and hr1r2(τ) and that it is therefore desir-
able to remove the transmission component from the reconstructed signal.
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The correction factor, a(ω), although complicated in composition, varies only slowly with
frequency [47] and as such can be approximated to a constant of no real consequence to ig-
nore. Similarly, the phase shift, Ψr2 (ω)
Ψ∗r2 (ω)
, is difficult to calculate and is ignored by Lobkis and
Weaver in their example experimental implementation.
5.2 Laser Ultrasonics
5.2.1 Laser Generation of Ultrasound
In addition to electro-mechanical devices for generating ultrasound, ultrasound can also be
generated using opto-mechanical means [58]. Typically a pulsed laser source is used, due to
its short pulse length and high coherence, to illuminate the surface of a specimen with a short
high intensity burst of light. This causes local heating of the surface. The surface expands
rapidly, creating a pressure wave in the material. The pulse length used can be chosen so
that the resulting pressure waves are in the ultrasonic frequency regime. The main benefit
of laser generation of ultrasound comes from the fact that it is non-contact. This enables the
remote excitation of ultrasound inside a material from considerable distances. Laser genera-
tion of ultrasound is more favourable still because the light only needs to get to the surface of
the specimen, not back again, unlike detection of ultrasound using lasers which is described
below. A second benefit of laser generation of ultrasound is that it produces a broadband fre-
quency spectrum input pulse. This is simply because the excitation signal is typically a very
short width pulse very similar to a Delta function in the time domain.
In NDE, thermoelastic, rather than ablative, sources are preferred. Ablative sources have
a more favourable directivity pattern but, because material is removed during generation, can-
not be considered truly non-destructive [59]. When using thermoelastic sources with metallic
materials the absorption depth of the laser light at the surface is very shallow. For this rea-
son, these sources are often modelled as force dipoles orientated parallel to the surface. There
is assumed to be no force component perpendicular to the surface. These sources produce
much more complicated directivity patterns, which also have more complicated relationships
to source size [59]. Typically, the directivity patterns comprise of a broad lobe with a maxi-
mum at approximately 65◦ for longitudinal waves and a main sharp lobe with a maximum at
approximately 30◦ for shear waves [60]. Both directivity patterns go to approximately zero
perpendicular to the surface. Directivity patterns for both thermoelastic and ablative sources,
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Figure 5.1: Normalised directivity patterns for laser generated ultrasound using thermoelastic and ab-
lative sources. The directivity patterns for both longitudinal and shear waves is shown. Each directivity
pattern is symmetric about 0◦. Only half of each directivity pattern is shown for clarity.
calculated using the formulae in [18] and [10] respectively, are shown in Figure 5.1.
5.2.2 Laser Detection of Ultrasound
Ultrasound can be detected locally at a specimen surface using interferometry. This is usually
done through the interference of two beams of light.
Between the two extremes of constructive and destructive interference, the amplitude of
the interfered beam varies sinusoidally with the phase difference between the two beams. This
enables the phase difference between the two beams of light to be measured. If two beams,
in phase at some coherence point, each arrive at a surface some distance away, then on re-
flection back to that coherence point their phases are the same. However, if the two beams
travel to surfaces that are different distances away from the coherence point then their phases
on return could be different. If the difference in the distance from the coherence point to the
two surfaces were equal to a phase shift of nπ, where n = 1, 3, 5, ..., then the relative phase
shift on return would be an integer multiple of 2π. However, between the zero and the π,
half-wavelength, limit, there is a regime where the difference in phase is measurable and the
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distance difference can be calculated.
Now imagine the two beams incident on a single surface some distance away from the
coherence point. However this time their departure from the coherence point is separated by
some time, an integer of the wave period. The beams will therefore arrive at the sample sur-
face separated in time. If the sample has moved away from the coherence point between the
arrival of the first and second beams, the second beam will travel further than the first before
being reflected. This distance travelled results in the phase of the second beam being different
to the phase of the first beam on their subsequent arrival back at the coherence point. We
can now measure a phase difference, and therefore the distance moved by the surface can be
calculated. In effect, we have the average velocity of the surface between those two points in
time. If the time separation of the beams arriving at the surface is such that the surface can
perform multiple movements between the arrival of the first beam and the second beam then
these movements cannot be known. To correctly characterise these movements, the time sep-
aration of the beams must be reduced such that the two beams, repeatedly sent and received,
capture the entire movement of the system. Equally, if the surface does not move during the
time separation of the beams then the time separation of the beams is unnecessarily short and
can be extended. The Nyquist theorem can be used to calculate the time separation of the
two beams required to fully resolve a surface moving harmonically between two positions at a
given frequency. This principle, given a time separation between the two beams, can be used
to calculate the bandwidth of the interferometer.
The description above covers the basic principle of interferometry. Lasers are used for in-
terferometry because they produce very coherent beams of light. Normally the laser detection
of ultrasound is done using an interferometer positioned perpendicular to the specimen surface
which measures displacements perpendicular to the specimen surface. This is the same as lon-
gitudinal wave electro-mechanical devices when recording ultrasonic signals. This means that
laser interferometers being used for the reception of ultrasound in this way have favourable
directivity patterns.
5.3 Laser Ultrasonic Arrays
Laser ultrasonic arrays have been attempted since the popularisation of ultrasonic arrays.
These attempts predominantly consisted of using either multiple lasers [61] or splitting the
beam from a single laser into multiple beams [62]. These two methods each have disadvan-
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tages. The former is costly and the latter reduces the power available for each element. In
the latter case, each beam is delayed using beam paths of different lengths. This would ei-
ther be in the form of large distances between mirrors [62] or long fibre optic optical delay
lines [63]. The use of semi-permanent delay lines meant that systems were very bulky and
not readily reconfigurable. Many of these historic attempts at arrays were therefore targetted
towards creating laser ultrasonic counterparts for ultrasonic arrays which focussed ultrasound
to a particular point using delays in generation [64, 65, 66]. Attempts were also made to shape
individual laser beams in generation to focus at a particular point [67].
None of these methods would be suitable for collecting the full array response matrix now
often collected for imaging. Currently, the only feasible method for collecting the full array
response matrix using laser ultrasonic arrays is to translate the generation and detection beams.
Focusing can then be applied in post-processing using the Total Focusing Method (TFM) [20].
This allows a single laser to be used for generation and another to be used for detection which
keeps the power high for each array element and also reduces the cost of the system. This
method has two disadvantages. Firstly, the translation of the lasers means that the data collec-
tion speed is reduced. Secondly, the imperfect repeatability of the translation stages can cause
the positions of the elements to shift between each transmit-receive combination.
The laser ultrasonic array and the TFM were first combined by Stratoudaki et al. in 2016
[18]. Subsequent papers using the same technique were also published by the authors [68, 69].
Most recently, the technique was applied to additively manufactured components [70]. These
works produced a number of interesting results.
Firstly, it should be noted that the generation of ultrasound in a metal sample using a laser
to produce a thermoelastic source produces much lower amplitudes of ultrasonic displace-
ment in the sample than conventional transducers. For this reason, A-Scans in the full array
response matrix collected using laser ultrasonic arrays have a relatively low signal-to-random-
noise ratio. This is seen in the high number of experimental averages required when collecting
the full array response matrix. Stratoudaki et al., for example, used 500 experimental averages
for each A-Scan in the full array response matrix [18]. This high number of experimental
averages decreases the data collection speed significantly. For example, using the information
provided in [18], the time required to collect the full array response matrix for a 128 element
array using this method can be calculated to be over 3 hours. With the theoretically optimal
setup suggested, data collection would take just under half an hour.
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Secondly, Rayleigh waves appear in the TFM images as artefacts at the surface just under
the array. This happens with laser ultrasonic arrays using thermoelastic generation because
the directivity of the elements in generation is not favourable. Standard ultrasonic array ele-
ments have a slowly varying directivity function over a large angular range, with each element
seeing a point reflector target with a similar amplitude. When the TFM image is formed, each
element contributes a similar amount to pixels at the target location. Surface waves however
only contribute where the time from the element pair to the pixel is equal to the time taken
for the surface wave to travel between the element pairs. This single contribution is usually
averaged out by the zero contribution from other element pairs. Laser ultrasonic arrays using
thermoelastic generation on the other hand, due to their strongly directional directivity in gen-
eration, have only a few element pairs which contribute to pixels at the target location. The
other element pairs reduce the final image amplitude through averaging out the target response
with zero contributions. This then becomes of a similar order of magnitude as the single el-
ement pair contribution which contributes a higher amplitude surface wave response. Hence
the surface wave artefact appears in the final image as it is of a similar amplitude to the target
reflector.
Lastly, the strong lobes of the directivity in generation cause a few other peculiarities in
the images. These are that imaging directly under the array is difficult and so the back wall of
the sample is not seen.
Some of these effects were compensated for by applying apertures to the TFM algorithm
and through a division of the TFM image by the sensitivity image. These are described below
in more detail.
5.3.1 Sensitivity Images and Weighting Image Contributions
Details of the forward model and the TFM imaging algorithm were given in Section 2.2.1 and
Section 2.2.2, but are repeated here for readability.
The frequency domain full array response matrix, h̃tr(ω), of an array to a point reflector is
given by:
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where ω is the angular frequency, Ψ0 is the spectrum of the input pulse, Bj is the beam spread,
Γj is the array element directivity, bj is the vector from the point reflector to the array element
and v is the wave velocity. The index j can be either t or r for transmission or reception
respectively.










where Λj is a weighting function for either transmission or reception, htr is the time domain
full array response matrix and cj is the vector from the image point to the array element.
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∣∣∣∣∣ . (5.6)
The sensitivity image gives an indication of the expected maximum amplitude of an image at
the image point if the target were located at the image point, for all image points.
In [18] the strong lobe directivity functions of the generating elements in the laser ultra-
sonic array caused the amplitudes of the reflectors to vary more than for standard ultrasonic
arrays. To counteract this effect, the final image was divided by the sensitivity image, ef-
fectively normalising the response of each reflector. In [68, 69, 70] the additional step of
weighting the contributions of each transmit-receive combination was added. The combina-
tions were weighted according to the directivity of the elements and the beam spread of a point
reflector. This is given by the equation:
Λj = Γj(ω, cj) Bj(cj). (5.7)




Modelling Diffuse Field Hybrid
Piezo-Laser Ultrasonic Arrays
6.1 Introduction
The directivity pattern of ultrasound generated using lasers in the thermoelastic regime and the
low data collection speed are currently two big problems with laser ultrasonic arrays for the
inspection of metals. The directivity pattern, not being broad and smooth in shape, means that
very few elements in an array receive a reflection from a point reflector target. This causes the
Rayleigh waves to be higher in amplitude after the Total Focusing Method (TFM) algorithm is
applied than the signals from the target, leading to large Rayleigh wave artefacts in the images.
This chapter uses modelling to demonstrate a data collection method which deals with both
of these issues. Diffuse fields can be used to eradicate the unfavourable directivity of laser
ultrasonic generation by using them to reconstruct the signal between pairs of laser ultrasonic
detector receive elements. This removes any directivity associated with the generation laser
and effectively creates an array of elements which have the directivity pattern of a laser ultra-
sonic detector in both transmission and reception. Laser ultrasonic receive elements have a
much more favourable directivity, similar to that of electromechanical transducers. One of the
merits of this method is that, in principle, any type of source can be used. The only require-
ment is that the source excites ultrasound at frequencies of interest in the sample. Diffuse field
ultrasonic methods have never been applied to laser ultrasonic arrays before. If the directiv-
ity pattern of laser ultrasonic arrays could be made more favourable, and the data collection
speeds increased, then the use of laser ultrasonic arrays could become more prevalent. As
a test of the principle, and for a greater chance of success before progressing the method, a
contact transducer will be used in generation and an array of laser ultrasonic interferometer
47
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Figure 6.1: Schematic of the sample modelled using FE. The target SDHs are labelled numerically. The
different positions used for excitation are labelled alphabetically. These represent different positions of
a transmitting transducer. The spatial extent of the linear array is shown as a thick line on the top of the
outline of the sample. The region used to evaluate the reconstruction noise in the images is shown as a




A rectangular sample was designed which was suitable for imaging using a linear array. A
wedge shaped cut, not at 45◦, was included in the design in order to promote the rapid forma-
tion of a diffuse field within the sample. Five 1.2 mm diameter Side Drilled Holes (SDHs),
located at different depths and positions within the sample were also included as targets. A
schematic of the sample is shown in Figure 6.1. Aluminium was chosen for the sample mate-
rial because it was consistent with the previous literature on laser ultrasonic array experiments
[18, 68, 69] and because it has a very low grain noise which makes the defects easier to image
in this proof-of-concept study.
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6.2.2 Modelling
A suitable model was required so that an understanding of diffuse fields and the reconstruc-
tion process could be gained. A time-domain FE model was chosen because the frequency
domain linear-time-invariant model used for previous work was not suitable for the necessary
large number of reflections over long periods of time required to generate diffuse field data.
The FE package used was called Pogo and was chosen because of the speed of its solver [71].
Triangle, a 2-Dimensional (2D) Delaunay mesh generator, was used to generate the triangular
mesh of the sample [72]. Triangle was executed using a minimum element angle of 20◦ and a
maximum area constraint. The maximum area constraint was calculated based on the desired
number of elements per shear wavelength, Es.
The material properties used were a Young’s modulus of 70 GPa, a density of 2700 kg m−3
and a Poisson’s ratio of 0.34. This yielded a longitudinal wave velocity of 6317 m s−1, a shear
wave velocity of 3110 m s−1 and a Rayleigh wave velocity of approximately 2900 m s−1 [73].
For simplicity, no attenuation was used in the model and there was no medium surrounding
the sample. The target SDHs were modelled as material free regions.
6.2.2.1 Transmission
The generation of ultrasound in the model was through a force being applied to nodes within
a 6 mm aperture located on the outer surface of the sample. The nodes were forced using
a five-cycle Hann-weighted sine wave, with a centre frequency of 5 MHz. Multiple nodes
were within the aperture. For this reason, the total force amplitude of the input force was
divided by the number of nodes within the aperture. The force was applied perpendicular to
the surface for longitudinal wave generation and transversely for shear wave generation. This
generation method represented a single element transducer. A schematic of the force being
applied perpendicular to the surface and the input signal used is shown in Figure 6.2.
6.2.2.2 Reception
Detection of ultrasound in the model was through the recording of the displacements of the
nodes within a 50 µm aperture located on the outer surface of the sample. The displacements
perpendicular to the surface were recorded. Again, when multiple nodes were within the
aperture, the displacements recorded were averaged across the aperture. An array of 128 of
these detection apertures, separated by a pitch of 300 µm, were used in the model. The location
of the array is shown in Figure 6.1. A schematic of the displacements recorded perpendicular
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Figure 6.2: Schematic of the method used for the transmission of ultrasound in the FE model. Ultra-
sound was generated by the application of a force to the nodes at the surface within an aperture. The
aperture used represented a single element transducer. In the example shown in (a), longitudinal waves
were generated by applying a force perpendicular to the surface. The nodes were forced using the input
signal shown in (b).
to the surface, and the nodes used for each array element, is shown in Figure 6.3. The detection
apertures modelled represented an array of laser interferometers. The aperture width was
nominally chosen to represent the beam width of a generic interferometer. The pitch between
the apertures was chosen so that it was much less than half the wavelength of the longitudinal
waves at the generated frequency [17]. The frequency profile of the transfer function of the
laser interferometer was not accounted for in the model.
6.2.2.3 Data Collection
Diffuse Field For the collection of diffuse field data, forcing was applied at location A in
Figure 6.1. The length of the A-Scans recorded was 1 ms. This was a compromise between
field diffusivity and computation time. A sampling frequency of 50 MHz was used. Forcing
was applied at the other locations in Figure 6.1 when investigating the effect of averaging
the reconstruction over multiple forcing locations. The displacements of the nodes within
the aperture used for excitation were also recorded to simulate the pulse-echo response at the
forcing location.
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300 µm 50 µm
Figure 6.3: Schematic showing the nodes within each array element aperture and the displacement
perpendicular to the surface recorded for longitudinal wave detection. Where multiple nodes were
within an element aperture, the displacements measured were averaged.
Full Array Response Matrix For the collection of the full array response matrix, the nodes
within a detection aperture were excited and the displacements of the nodes within each aper-
ture were recorded. Each aperture was excited sequentially in order to build up the full array
response matrix. The same excitation and recording processes as those described above were
used.
6.2.2.4 Mesh Convergence
A mesh convergence study was carried out in order to determine the mesh density required.
Ultrasound was generated at location A. The arrival time and amplitude of the reflection from
the first SDH in the pulse-echo response was recorded as a function of Es. This was done by
finding the maximum of the absolute of the Hilbert envelope between 4 µs and 8 µs. Both the
amplitude and arrival time were converted into normalised dimensionless metrics. The arrival





where t is the arrival time of the reflection and tc is the arrival time of the reflection for the
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Figure 6.4: Mesh convergence results for (a) the arrival time and (b) the amplitude of the reflection
from the first SDH when the excitation was applied at location A. Es is the number of elements per
shear wave length. Ct and Ca are the arrival time and amplitude convergence metrics respectively.
where a is the amplitude of the reflection and ac is the amplitude of the reflection for the largest
value of Es tested. These metrics as a function of Es are shown in Figure 6.4. Ct converges
much quicker than Ca by approximately an order of magnitude. Both metrics had converged
to within 1 % after 7 elements per shear wavelength. A conservative value of 10 elements per
shear wavelength was chosen for the modelling in this chapter.
6.2.3 Reconstruction Process
The process used to reconstruct early time full array response matrix data is given in Section
5.1. The equations used are repeated here for readability.
The time domain diffuse field data collected, gtr(τ), was windowed and a Fourier trans-







where t and r represent the indices of the transmitter and receivers respectively, ω is the
angular frequency, τ is time, τ1 and τ2 are the start and ends of the reconstruction window
respectively and i =
√
−1. An approximation to the frequency domain early time full array
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response matrix of the receive elements, h̃r1r2(ω) is then given by the equation:
h̃r1r2(ω) ≈ iω g̃tr1(ω) g̃∗tr2(ω), (6.4)
where ∗ denotes the complex conjugate. The division by the auto-correlation of the pulse-echo
response at the forcing location was omitted because this would not be possible when using a
laser ultrasonic source for ultrasonic excitation. The inverse Fourier transform is then applied
to convert the full array response matrix from the frequency domain to the time domain for
imaging. This process is repeated for every combination of receive elements. Where multiple
transmit elements are used, this process was carried out for each transmit element separately
and the final result averaged.
6.2.4 Imaging
All A-Scans from full array response matrices used for imaging were first filtered with a
Gaussian filter. The Gaussian filter had a centre frequency of 5 MHz and a standard deviation
of 2.5 MHz. The TFM was used to image all the data in this chapter. In keeping with the
previous literature on laser ultrasonic arrays, weighting was applied to each transmit-receive
combination. The weighting applied was proportional to the theoretical directivity of the array
elements and the beam spread of a point reflector in accordance with Equation 5.7.
6.2.5 Performance Evaluation
Although the model results contain no random noise, the imperfection of the reconstruc-
tion process causes noise to be seen in the final image. The reconstruction noise level in
the images was calculated by taking the Root Mean Square (RMS) of the amplitudes of
the pixels inside a region in the middle of the sample. The noise region was defined as
(22.5 mm ≤ x ≤ 35.5 mm) and (−13 mm ≤ z ≤ −2 mm) and is shown schematically in Fig-
ure 6.1. This was chosen so that it covered a similar depth range to the SDHs while not includ-
ing any of the SDHs within the region itself. The maximum image amplitude in the region of
each SDH was used to calculate the Signal-to-Noise Ratio (SNR) relative to the RMS noise
level within the noise region.
6.3 Results
Samples of the pulse-echo A-Scan from the forcing aperture being located at location A, at
early and late times, are shown in Figure 6.5. The absolute of the displacement field at various
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times during the model are shown in Figure 6.6. Example longitudinal wave mode images,
reconstructed from the diffuse field data when the excitation aperture was located at location
A, are shown in Figure 6.7. The direction of forcing was changed between being perpendicular
and parallel to the surface for Figure 6.7a and Figure 6.7b respectively. The longitudinal wave
mode was used for imaging in both cases. The image obtained using the directly obtained
full array response matrix is also shown in Figure 6.8 for comparison. The mean SNRs of
the reconstructed images as a function of the reconstruction window length, window location
and the number of forcing locations averaged across, are shown in Figure 6.9, Figure 6.10
and Figure 6.11 respectively. The window length is shown for both the full window being
used for the reconstruction, and the window being broken up into sub-windows before the
result is averaged. Finally, two A-Scans from the diffuse field data, the pitch-catch A-Scans
reconstructed from these two diffuse field A-Scans, and their equivalent directly obtained
pitch-catch A-Scan are shown in Figure 6.12. The reconstructed A-Scans are shown when
averaged over 1 and 7 forcing locations respectively.
6.4 Discussion
It can be seen from the results in Figure 6.7 that it was possible to reconstruct an approxi-
mation to the full array response matrix from a single excitation location using diffuse field
reconstruction techniques. The images show no Rayleigh wave artefacts, which are usually
common to laser ultrasonic images. This is because the transfer function of each element in
the receiving array, when collecting the diffuse field data, becomes the transfer function of the
elements in both transmit and receive after reconstruction. This means that the imaging array
contains elements with favourable circular directivity patterns so that all the elements see all
of the targets.
The similarities between Figure 6.7a and Figure 6.7b demonstrate qualitatively that the
method of excitation for this data collection methodology does not significantly influence the
results. As the shear wave has a speed of approximately half that of the longitudinal wave,
it should have undergone fewer reflections inside the sample within the window used for the
reconstruction. The similarities between the two images indicate that the levels of scattering
and mode conversion at early times is sufficiently high to mean that this effect does not re-
duce the reconstruction quality. However this may well be why the reflections from the SDHs
decay quicker with depth in the shear wave generated image and why this image has a more
broken back wall reflection. It should be noted that there is no attenuation in the FE model,
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Figure 6.5: Samples of the pulse-echo response when the excitation was applied at location A. The
coherent and diffuse nature of the field at early and late times can be seen in (a) and (b) respectively.
which would affect longitudinal and shear waves by different amounts. Therefore, experi-
mentally, this indifference to longitudinal or shear generation over the same reconstruction
window would not be expected to be as strong.
It is interesting to compare the reconstructed images in Figure 6.7 with the directly obtained
full array response matrix image in Figure 6.8. Obviously there is no noise in the noise region
of the direct image. The back wall is smoother. This is to be expected as the reconstruction
is only an approximation [47]. It can also be seen that the responses from the SDHs, and es-
pecially the back wall, are narrower in the direct image. This indicates a higher bandwidth in
the direct case. Any loss in bandwidth must be due to the reconstruction process and may be
caused by the need to window the data before applying the reconstruction, the reconstruction
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(a) t = 5.00 µs (3 s.f.)
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(c) t = 45.0 µs (3 s.f.)
Figure 6.6: Absolute displacement field images from the FE model at different times after initial exci-
tation perpendicular to the surface at location A. The maximum of the colour scale for each image is
the maximum absolute displacement in that image.
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Figure 6.7: Longitudinal wave mode TFM images from reconstructed data for the array when the
nodes at location A were excited (a) perpendicular and (b) parallel to the surface of the specimen. The
reconstruction window used was from 0 µs to 500 µs in 100 µs sub-windows. The decibel scale has
been normalised to the maximum value in the image. Weighting for both the element directivity and
the beam spread of a point reflector was incorporated into the imaging algorithm.
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Figure 6.8: A longitudinal wave mode TFM image from the direct full array response matrix for the
array. The decibel scale has been normalised to the maximum value in the image. Weighting for both
the element directivity and the beam spread of a point reflector was incorporated into the imaging
algorithm.
process effectively squaring the spectra, and then applying a filter after reconstruction before
imaging.
Figure 6.9 and Figure 6.10 both show that the reconstruction noise decreases with window
length. This is in agreement with the theory in the absence of random noise and attenuation.
The increase in SNR is greatest when increasing the window length from 100 µs to 400 µs,
with the SNR not improving as much as the window length is increased after this. The drop
in SNR at 300 µs in Figure 6.9 is not unexpected when the same points are identified in Figure
6.10. The corresponding points are the first points in Figure 6.10 for each window length. It
can be seen in Figure 6.10 that the location of any window affects the SNR of the reconstruc-
tion greatly. However, the general trend is shown clearly in Figure 6.10, that increasing the
window length, on average, increases the SNR of the reconstructed image.
Using the full window for the reconstruction always produced a higher SNR than breaking
the window up into sub-windows and averaging the reconstruction result for each sub-window.
This is expected to be because the use of a longer window produces a frequency spectrum with
a higher frequency resolution, allowing finer features to be characterised.
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Figure 6.9: The mean SNR of the SDHs in the image for different reconstruction window lengths. The
error bar shows the standard deviation of the SNR of the SDHs in the image. Two data sets are potted.
The first uses the full window length for the reconstruction. The second splits the window up into
sub-windows, calculates the reconstruction, and then averages the results from all of the sub-windows.
All windows began at 0 µs. The full window reconstruction is highly computationally expensive and so
is not performed beyond a window length of 500 µs.
Figure 6.10 shows that the SNR is very dependant on the location of the reconstruction
window in time. There is no decay in SNR with later and later time because of the lack of
random noise and attenuation. However, the SNR does seem to fluctuate somewhat randomly
as the window shifts in time. The cause of these fluctuations is not known. However, given
that the reconstruction relies on cross-correlations of multiple internal reflections, it is not al-
together surprising. It is clear from Figure 6.10 that increasing the window length not only
increases the mean SNR, but also helps to narrow the distribution of SNRs recorded as the
reconstruction window moves through the A-Scan. This dependence might not be present in a
real system, where random noise and attenuation may limit the positioning of the reconstruc-
tion window to early times.
Figure 6.11 shows that averaging the reconstruction result over a number of different exci-
tation locations improves the SNR in agreement with the theory. Again, the greatest increase
in SNR is when moving from 1 excitation location to 2 excitation locations, with subsequent
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Figure 6.10: The mean SNR of the SDHs in the image for different reconstruction window centres.
The error bar shows the standard deviation of the SNR of the SDHs in the image. Three different data
sets are plotted corresponding to different window lengths.
increases producing a proportionally lower increase in SNR. It is clear when comparing the
reconstructed A-Scans in Figure 6.12c and Figure 6.12d with the direct pitch-catch A-Scan
in Figure 6.12e that the reconstruction noise obscures the small amplitude reflections from
the SDHs. Only the initial Rayleigh wave is visible above the reconstruction noise in both
reconstructed A-scans. The reflection of the Rayleigh wave from a corner of the sample only
becomes visible when averaging across all 7 excitation locations.
6.5 Conclusion
A hybrid piezo-laser ultrasonic array which utilised diffuse fields was demonstrated, through
modelling, to improve the imaging of laser ultrasonic arrays. The SNR of TFM images formed
from data using this method were improved by increasing the length of the window used for
the reconstruction and through averaging the reconstruction result over a number of excitation
locations. The quality of the reconstruction was shown to be very dependant on the window
location, but no clear pattern to this was found. Increasing the window length also helped to
reduce this dependence.
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Figure 6.11: The mean SNR of the SDHs in the image when averaging over different numbers of
excitation locations. The reconstruction window used was from 0 µs to 500 µs in 100 µs sub-windows.
The error bar shows the standard deviation of the SNR of the SDHs in the image.
These results have given sufficient confidence that the data collection method works theo-
retically. An experiment can be performed to test the imaging of hybrid piezo-laser ultrasonic
arrays on metals.
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Figure 6.12: A-Scans from elements (a) 12 and (b) 31 of the diffuse field data. The reconstructed
pitch-catch A-Scan between these two elements is shown in (c) and (d) when averaging across 1 and
7 forcing locations respectively. The direct pitch-catch A-Scan between the elements is shown in (e).
Only the first 20 µs of each A-Scan are shown.
Chapter 7
Experimental Testing of Diffuse Field
Hybrid Piezo-Laser Ultrasonic Arrays
7.1 Introduction
The reconstruction of diffuse field data into the full array response matrix using a single trans-
mitter and an array of receivers has been shown through modelling to be successful. If this
technique can be applied experimentally to a transducer being used to generate ultrasound and
a laser ultrasonic array being used to detect, then the possibility of a fully non-contact laser
ultrasonic diffuse field array is increased. This would enable the data collection times for laser
ultrasonic arrays to be decreased and would produce images with properties more similar to
conventional ultrasonic arrays. This chapter shows the results of an experimental trial using a
sample with the same geometric shape as that used in the modelling. Diffuse field ultrasonic
methods have never been applied experimentally to laser ultrasonic arrays before. Images are
formed, using the Total Focusing Method (TFM), from the reconstructed full array response
matrix and the optimal reconstruction window properties are discussed.
7.2 Method
7.2.1 Sample
An aluminium sample was machined which had the same profile as the 2-Dimensional (2D)
sample described in Section 6.2.1 with a thickness of 20 mm. The sample surface had a ma-
chined finish, but was not optically polished. The sample was clamped to a support structure
using clamps with rubber feet. The support structure was used to position the sample surface
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at the centre of rotation of the goniometer for better alignment. The wave velocities in the sam-
ple were measured to be approximately 6450 m s−1 (3 s.f), 3130 m s−1 (3 s.f) and 2880 m s−1
(3 s.f.) for longitudinal, shear and Rayleigh waves respectively. These values were calculated
using imaging features such as the back wall and the target Side Drilled Holes (SDHs).
7.2.2 Transmission
A 6 mm diameter single element transducer (V310-SM, Olympus) was placed at location A
[Figure 6.1] on the sample. The transducer was crudely attached to the sample using elastic
bands wrapped around the transducer casing and the sample. Couplant was used between
the transducer and the sample to increase the amount of energy transmitted into the sam-
ple. A pulser-receiver (5072PR, Panametrics) was used to excite the transducer and provide
the trigger signal for the two combined Analog-to-Digital Converters (ADCs) (HS4-50 and
HS5-530XM, TiePie). The pulser-receiver was used to control both the input energy to the
transducer and the pulse repetition frequency, which were set to 104 µJ [74] and 200 Hz re-
spectively.
7.2.3 Reception
An interferometer (Double Differential Fibre Optic Sagnac, LuxSonics) [75, 76] was used
to receive ultrasound at the 128 array element positions on the top face of the sample. The
interferometer position on the sample surface was physically changed by translating the inter-
ferometer head using an electronic translation stage (X-LSM200B, Zaber). The array element
positions had a nominal pitch of 0.3 mm. The beam from the interferometer was aligned
perpendicular to the sample surface. The interferometer power was controlled by changing
the current going through the superluminescent diode. This was set to 250 mA, which cor-
responded to an average power of 6 mW. The raw ultrasonic time domain signal from the
interferometer was first passed through the reception channel of the ultrasonic pulser-receiver
before being recorded using the ADC (HS5-530XM). The pulser-receiver filtered the signal
with both high-pass and low-pass filters which had cut-off frequencies of 1 MHz and 10 MHz
respectively. Logarithmic gain could also be applied in order to use the digitisation range of
the ADC efficiently, however this was not required. Each signal was repetition averaged 16
times before being stored. Each A-Scan in the diffuse field data had a length of 1.5 ms. A

















Figure 7.1: Schematic of the experimental setup used.
The transducer used for transmission was also used for reception in order to obtain the
pulse-echo response. The same filtering, number of averages and A-Scan length were used
when collecting the pulse-echo response. The signal was amplified by 19 dB before digitisa-
tion.
A schematic of the experimental setup is shown in Figure 7.1.
The low frequency output of the positive monitor channel was also recorded using the
ADC (HS4-50). The amplitude of the monitor channel signal was proportional to the amount
of light which was returned to the interferometer from the sample surface. As the interfer-
ometer is not calibrated, the maximum amplitude of the A-Scan signals recorded using the
interferometer are similarly proportional to the light returned to the interferometer from the
sample surface. The amount of light returned to the detector was not uniform across the sam-
ple surface. Figure 7.2 shows how the amplitude of the monitor channel signal varies with
position around element number 100 in the array. A simple search algorithm was used to find
locations of good reflectance close to each nominal element location. This was done with the
aim of reducing the variation in the amplitudes of the signals in the diffuse field data.
The monitor channel voltage was recorded as the interferometer was scanned 75 µm around
each nominal element centre in 2 µm (0 d.p.) increments. The peak response location from
the first search was used as the centre of a second 9 µm long search using a finer increment of
1 µm. If during the second search the response was greater than the first search peak response,
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Figure 7.2: The variation of the monitor channel signal across the surface of the specimen around the
location of array element 100. The voltage of the monitor signal is recorded at various locations as part
of a search process to try and collect data at locations of high reflectivity.
then the data was collected at that location. If during the second search the response at a lo-
cation was lower than the response at the previous location then the data was collected at that
location. If, by the end of the second search, data had not been collected, then the interfer-
ometer would return to the location of the peak response from the first search and collect data
at that location. The nominal element position was then updated with the location at which
the data were collected. A graphical example of this process is shown in Figure 7.2. This
process yielded an array with elements which were not uniformly spaced. This search process
could be omitted to increase the data collection speed. For example, when not using the search
process, the collection of the 128 element diffuse field array data took approximately 100 s.
This was increased by a factor of 9 when the search process was used. The backlash of the
translation stage, which was of the order of 16 µm according to the data sheet, meant that this
process was not perfect. It is noted that the search process outlined above is crude, and could
be improved, but this was not the focus of the study.
Example amplitudes of the monitor channel voltage at each array element when the search
was not used is shown in Figure 7.3a. The peak response from the first search is shown in
Figure 7.3b and the voltage at the location the data were collected at after the search process
was complete is shown in Figure 7.3c. The difference between the monitor channel voltage
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for each element when the search process is, and is not, used is shown in Figure 7.3d. El-
ements from 121 onwards were ignored when calculating any improvement as the last few
array elements were not on the surface of the sample during this example. The light search
methodology, however basic, clearly shows an improvement in the amplitude of the monitor
signal voltage in this example. The mean voltage was improved by a factor of approximately
2. More importantly, the minimum voltage in the range was improved by a factor of approxi-
mately 9. When the search was not used, some array elements could not be used because the
received signals were not efficiently digitised by the range set on the ADC.
7.2.4 Imaging
The diffuse field data were reconstructed into a full array response matrix using Equation 6.3
and Equation 6.4. Before reconstruction, the influence of the amount of light returned to the
interferometer from the sample surface on the amplitude of the A-Scan signals was removed.
This was done by dividing each A-Scan by the monitor channel voltage for the location at
which it was collected. No division was performed for monitor channel voltages of less than
0.1 V to prevent the large amplification of A-Scans which contained predominantly detector
noise. For the data presented here this applied to 3 elements in total.
All A-Scans used for imaging were first filtered with a Gaussian filter. The centre fre-
quency and standard deviation of this filter were 3.5 MHz and 5 MHz respectively.
The TFM algorithm was used to image all the data in this chapter. In keeping with the
previous literature on laser ultrasonic arrays, weighting was applied to each transmit-receive
combination in accordance with Equation 5.7. The weighting applied was proportional to the
theoretical directivity of the array elements and the beam spread of a point reflector.
7.2.5 Performance Evaluation
The Signal-to-Noise Ratio (SNR) was evaluated in the same way as in Section 6.2.5.
7.3 Results
Samples of the pulse-echo A-Scan from the transducer at location A, at early and late times,
are shown in Figure 7.4. An example longitudinal wave mode image, reconstructed from
diffuse field data, is shown in Figure 7.5. The search algorithm was used when collecting the
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Figure 7.3: Monitor channel voltages for elements in a 128 element array when (a) no search system
is used to try and find locations of high reflectance, (b) the initial search process is applied and (c) the
second search process is applied and data are collected. (d) shows the difference in the monitor signal
at data collection when a search process is and isn’t applied. The last few elements of the array were
not on the specimen surface and so produce no meaningful reflection.
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Figure 7.4: Samples of the pulse-echo response from the transducer at location A. The coherent and
diffuse nature of the field at early and late times can be seen in (a) and (b) respectively.
data used for this image and data collection took 15 minutes. The first 128 transmit-receive
combination A-Scans of the reconstructed full array response matrix are shown in Figure 7.6.
Two A-Scans from the diffuse field data and the pitch-catch A-Scan reconstructed from these
two A-Scans are shown in Figure 7.7. The effect on the SNR of the final image of the number
of repetition averages taken when collecting the diffuse field data is shown in Figure 7.8.
Similarly, the effect of changing the centre frequency and bandwidth of the Gaussian filter
applied before imaging, is shown in Figure 7.9. Finally, the mean SNRs of the reconstructed
image as a function of the reconstruction window length and window location are shown
in Figure 7.10 and Figure 7.11 respectively. The window length is shown for both the full
window being used for the reconstruction, and the window being broken up into sub-windows
before the result is averaged.
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Figure 7.5: TFM images from reconstructed data for the 128 element array where the transmitting
transducer located at position A. 16 repetition averages were used during data collection. The recon-
struction window used was from 0 µs to 250 µs. No sub-windows were used for the reconstruction. The
decibel scale has been normalised to the maximum value in the image. Weighting for both the element
directivity and the beam spread of a point reflector was incorporated into the imaging algorithm.
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Figure 7.6: The first 128 A-Scans of the reconstructed full array response matrix. Element 1 is used in
transmission and all 128 elements are used in reception. The linear instantaneous amplitude is shown.
Only the first 15 µs of each A-Scan are shown.
7.3. RESULTS 71
0 5 1 0 1 5 2 0









T i m e  ( u s )
(a)
0 5 1 0 1 5 2 0









T i m e  ( u s )
(b)











T i m e  ( u s )
R a y l e i g h  W a v e
(c)
Figure 7.7: A-Scans from elements (a) 12 and (b) 31 of the diffuse field data. The reconstructed pitch-
catch A-Scan between these two elements is shown in (c). Only the first 20 µs of each A-Scan are
shown.
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Figure 7.8: The mean SNR of the SDHs in the image for different numbers of repetition averages.
A logarithm with base-2 was taken of the number of repetition averages, a, to increase the clarity
of the plot. The error bar shows the standard deviation of the SNR of the SDHs in the image. The
reconstruction window used was from 0 µs to 100 µs. No sub-windows were used for the reconstruction.
7.4 Discussion
Figure 7.5 shows that diffuse field data can be used to reconstruct the full array response ma-
trix of a laser ultrasonic array in reception. This is in agreement with the Finite Element (FE)
modelling carried out in Chapter 6. The SDHs and back wall are clearly visible, although
there is some noise. There are no Rayleigh wave artefacts in the image although the Rayleigh
waves between elements are clearly shown reconstructed in Figure 7.6 and Figure 7.7c. This
suggests that, in accordance with the theory, the transfer function of the receive elements be-
comes the transfer function in both transmit and receive on reconstruction.
The number of repetition averages was chosen to be 16 from the plot shown in Figure 7.8.
It is clear that the affect of adding more averages after this point has little effect on the final
result. This indicated that after this point the random noise in the diffuse field data is no longer
the main contributing factor to the image SNR. This is the case when the reconstruction win-
dow is at early times when the SNR is highest. At later times the number of averages required
may increase. Ultimately the number of repetition averages is a compromise between SNR
and data collection speed.
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Figure 7.9: The mean SNR of the SDHs in the image for different centre frequencies and bandwidths
of Gaussian frequency filter. Error bars have been removed to increase the clarity of the plot. The
reconstruction window used was from 0 µs to 150 µs. No sub-windows were used for the reconstruction.
The shift in the best centre frequency to filter the reconstructed data with from the centre
frequency of the generating transducer is shown in Figure 7.9. There are two possible causes
for this. First that the peak frequency response of the interferometer is not at the centre fre-
quency of the generating transducer. This is known to be the case, however the exact value has
not been characterised. The second possibility is that, as attenuation affects higher frequen-
cies to a greater degree than lower frequencies, the useful information in the reconstruction
window changes from the centre frequency of the generating transducer towards lower fre-
quencies at later and later times. The former possibility is more likely due to aluminium
exhibiting very low attenuation and the transfer function of the receive elements in the array,
which includes their frequency response, being demonstrated earlier to be the transfer function
in both transmit and receive on reconstruction. The best centre frequency is shown to increase
with bandwidth for the two highest bandwidths in Figure 7.9. The cause of this is expected
to be that the peak SNR occurs when the Gaussian filter is best fitted to the non-Gaussian
frequency response of the interferometer.
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Figure 7.10: The mean SNR of the SDHs in the image for different reconstruction window lengths. The
error bar shows the standard deviation of the SNR of the SDHs in the image. Two data sets are potted.
The first uses the full window length for the reconstruction. The second splits the window up into
sub-windows, calculates the reconstruction, and then averages the results from all of the sub-windows.
All windows began at 0 µs. The full window reconstruction is highly computationally expensive and so
is not performed beyond a window length of 350 µs.
It is clear from Figure 7.10 and Figure 7.11 that the addition of attenuation and noise has an
affect on the best length and location of the reconstruction window in time. The SNR is shown
to initially increase with an increasing window length as more and more useful information
is added to the reconstruction process. However this benefit is soon lost as the signal from
the A-Scan added to the reconstruction process contains proportionally more random noise as
the contributions come from later and later times. The same trend is seen experimentally as
in the FE modelling that using the full window, as opposed to sub-windows, produces images
with a higher SNR. It is clear from Figure 7.11 that increasing the window length helps to
increase the SNR even as the SNR generally decreases rapidly. Where the SNR appears to
level off, at around 8 dB, it is likely that fluctuations in the noise are being measured rather
than signals from the target SDHs. The lack of initial increase in SNR as the window shifts
to cover a more diffuse field is probably due to the sample’s ability to scatter the ultrasound
quickly throughout the sample and the degrading effect of the noise as the window moves later
in time.
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Figure 7.11: The mean SNR of the SDHs in the image for different reconstruction window centres.
The error bar shows the standard deviation of the SNR of the SDHs in the image. Two different data
sets are plotted corresponding to different window lengths.
7.5 Conclusion
The possibility of using diffuse fields to create a laser ultrasonic array of receive elements
operating in both transmit and receive has been shown to work experimentally. The Rayleigh
wave artefacts were shown to be absent from the images, despite Rayleigh waves clearly being
reconstructed, the back wall was visible in the images and the data collection time was much
less than for conventional laser ultrasonic arrays. These experimental results increase the
probability that a fully non-contact version of this experiment, using high powered lasers in





Two examples of improving the imaging performance of novel, that is non-standard, ultra-
sonic arrays have been presented.
The first example exploited the symmetry of the Row-Column Addressed (RCA) array,
adapting the Total Focusing Method (TFM) imaging algorithm for use with RCA arrays. In
Chapter 3, Fully Populated 2D (FP2) and RCA arrays with large numbers of elements were
shown, through modelling, to be comparable when using the adapted TFM algorithm. The
algorithm was tested experimentally in Chapter 4 using a commercial RCA array, the Dol-
phiCam, with good results shown. The sizing of Flat Bottom Holes (FBHs) was shown to
be improved in both accuracy and precision when using the adapted TFM algorithm. In ad-
dition, a less-than-half-wavelength Conical Bottom Hole (CBH) was successfully detected
17 dB above the Root Mean Square (RMS) noise level. Even with these improvements, the
DolphiCam remains a fairly noisy array when compared to a standard FP2 array. Since the
work on the DolphiCam was done, DolphiTech have released a new version of the Dolphi-
Cam. This has not yet been tested. In terms of the novelty of this example, the TFM had
never before been applied to RCA arrays in the field of Non-Destructive Evaluation (NDE).
In terms of the industrial relevance of this example, an improvement to the DolphiCam has
been demonstrated and was incorporated by DolphiTech into their latest product.
The second example, covered in Chapter 6 and Chapter 7, used the properties of the diffuse
field to reconstruct a laser ultrasonic array of interferometers. The method of data collection
used increased the data collection speed, allowing a full array response matrix of data to be
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collected in under 2 minutes. This is an improvement of two orders of magnitude over the
latest published laser ultrasonic array. Through the reconstruction, the interferometer acted
as if it could transmit and receive, improving the directivity of the array when compared to
normal laser ultrasonic arrays. The technique used was proved successful in imaging a se-
lection of Side Drilled Holes (SDHs) and the back wall of a sample. The Signal-to-Noise
Ratio (SNR) of the technique was, however, still low. In addition, the technique used a contact
transducer which removed the non-contact element of standard laser ultrasonic arrays. This
is not mandatory for the technique however, and a laser ultrasonic source could be used. The
samples inspected are also required to be small and their geometry such that the ultrasound is
quickly scattered throughout the sample. In terms of the novelty of this example, laser ultra-
sonic arrays have never before been used with diffuse fields to reconstruct a laser ultrasonic
array of interferometers. The industrial relevance of this example is less clear than the first
example, however, the technique has been shown to be viable should a future requirement
arise.
Both examples have shown an improvement to the imaging performance of a novel ul-
trasonic array. However, specific cases have been selected which are most favourable to the
technique used. Further work is required to generalise the result.
8.2 Recommendations for Further Work
8.2.1 Row-Column Addressed Arrays and the Total Focusing Method
While the work carried out in this thesis shows compelling reasons to use RCA arrays in
the place of FP2 arrays, further work is still required to explore this further. It would be
advantageous to consider the Point Spread Function (PSF) for a range of off-centre locations
under the array and compare the results to those presented here for directly under the centre of
the array. Metrics, other than the volume of the PSF should also be considered, for example
metrics which quantify resolution. Finally, validity of the assumption that the array-sample
interface is parallel could be investigated. A method of calculating the imaging path for non-
parallel interfaces has also not been conceived.
8.2.2 Laser Ultrasonic Arrays through Diffuse Field Reconstruction
The possibilities of further work on using diffuse field reconstruction to improve laser ultra-
sonic arrays are much larger than for the project involving RCA arrays and the TFM. The
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most obvious next step is to test a fully non-contact version of the system demonstrated here,
where the transducer used here is replaced with a generation laser. Equally obvious is the use
of 2-Dimensional (2D) arrays with the same hybrid technique described here. Both of these
were attempted at some point during this project. Although the initial results were positive,
the results were in a less developed stage than those presented here and so were not included.
More abstract work would include reconstructing the pulse-echo signal from a single in-
terferometer location using only the thermal noise in the sample. Equally abstract would be
creating an array generation lasers with beam shapes engineered to improve directivity with a
single interferometer recording the diffuse field signals.
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