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a b s t r a c t
In this paper, a novel approach is developed to achieve automatic image collection summarization. The
effectiveness of the summary is reﬂected by its ability to reconstruct the original set or each individual
image in the set. We have leveraged the dictionary learning for sparse representation model to
construct the summary and to represent the image. Speciﬁcally we reformulate the summarization
problem into a dictionary learning problem by selecting bases which can be sparsely combined to
represent the original image and achieve a minimum global reconstruction error, such as MSE (Mean
Square Error). The resulting ‘‘Sparse Least Square’’ problem is NP-hard, thus a simulated annealing
algorithm is adopted to learn such dictionary, or image summary, by minimizing the proposed
optimization function. A quantitative measurement is deﬁned for assessing the quality of the image
summary by investigating both its reconstruction ability and its representativeness of the original
image set in large size. We have also compared the performance of our image summarization approach
with that of six other baseline summarization tools on multiple image sets (ImageNet, NUS-WIDE-
SCENE and Event image set). Our experimental results have shown that the proposed dictionary
learning approach can obtain more accurate results as compared with other six baseline summarization
algorithms.
& 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Automatic image summarization, which attempts to select a
small set of the most representative images to highlight larger
amounts of images brieﬂy, becomes very important to enable
interactive navigation and exploration of large-scale image
collections [3]. Many multimedia applications can beneﬁt from the
results of automatic image summarization: (a) On-line shopping
sites generate multiple icon images (i.e., image summary) for each
product category by selecting a limited number of the most
representative pictures; (b) Tourism websites provide a small
set of the most representative photos from large-scale photo
gallery and display the photos on their web page to attract
visitors, which may further result in low information overload
on user navigation; (c) Online image recommendation system
learns the user intention in real time and recommends a small
amount of most representative images out of a large collection
[24]. Such interesting applications have motivated researchers to
develop more effective models and mechanisms for achieving
more accurate summarization of large-scale image collections.
For a given image set, most existing summarization techniques
follow the same criterion by selecting a small set of the most
representative images to highlight all the signiﬁcant visual
properties of the original image set [3]. Thus the task for
automatic image summarization can be treated as an optimiza-
tion problem, e.g., selecting a small set of the most representative
images that can best reconstruct the original image set in large
size. If we deﬁne XARdn as the original image set in large size
and DARdk,k5n, DAX, as the summary out of the given
image set X, automatic image summarization is to determine
the summary D by minimizing the global reconstruction error in
L2-norm:
min
D
JXf ðDÞJ22 ð1Þ
The selection of the reconstruction function f ðÞ is to determine
how each image in the original image set X can be reconstructed
by the most representative images in the summary D. In this
paper, we have deﬁned the reconstruction function f ðÞ as a linear
regression model that uses the summary D to sparsely re-
construct each image in the original set X. The sparsity means
that only limited number of bases will actually be involved in the
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reconstruction of an image. The idea of ‘‘induced sparsity’’ has
already been introduced in Ma’s work [25], which also learns the
sparse coefﬁcients from a given data set. However, Ma’s work
ﬁxes the dictionary as the original training set of a given category.
In our problem, the dictionary and coefﬁcient matrix are jointly
learnt so that the coefﬁcient learning process in [25] can only be
considered as an alternative to the sparse coding stage of our
proposed work.
From the above description, we now successfully reformulate
the task of automatic image summarization into the problem of
dictionary learning for sparse representation as shown in Eq. (1).
Therefore, two research issues, automatic image summarization
and dictionary learning for sparse representation, are linked
together according to their intrinsic coherence: both of them try
to select a small set of the most representative images that can
effectively and sufﬁciently reconstruct large amounts of images in
the original image set.
We have discovered that the image collection summarization
problem can be interpreted straightforwardly with the dictionary
learning for sparse representation model under the SIFT BoW
framework. Therefore, the summarization performance can be
directly evaluated by the corresponding value of the reconstruc-
tion function. Although automatic image summarization and
dictionary learning for sparse representation have intrinsic co-
herence, we need to clarify that they have signiﬁcant differences
as well, e.g., the optimization function for automatic image
summarization has some unique constraints such as the ﬁxed
basis selection range, nonnegative and L0-norm sparsity of the
coefﬁcients. The constraints are critical and differ the proposed
framework from most of the existing works. For the basis learning
stage, traditional methods such as MOD [35], K-SVD [36], Dis-
criminative K-SVD [37], online dictionary learning [38], all learn
or update the basis analytically, which does not restrict the search
range. The sparse modeling pipelines introduced in Sapiro’s work
[32] propose similar sparse coefﬁcients model, but do not have a
restriction on the bases learned either. On the other hand, the
summarization problem requires the bases to be chosen from a
pool of given candidates, which results in a ‘‘selecting’’ action,
rather than ‘‘learning’’. This observation implies the use of
simulated annealing algorithm for discrete bases search, which
is the most important difference between the proposed work to
other works [32,35–38].
Most existing research work for automatic image summarization
evaluate their summarization results subjectively by using user
satisfaction and relevancy score. There lacks an objective and
quantitative evaluation metric for assessing the performance of
various algorithms for automatic image summarization. By refor-
mulating the issue of assessing the quality of summarization results
as a reconstruction optimization task, we can objectively evaluate
the performance of various algorithms for automatic image sum-
marization in terms of their global reconstruction ability. In addition
to the subjective evaluation, the global MSE is deﬁned as the
objective evaluation metric to measure the performance of our
proposed algorithm for automatic image summarization and com-
pare its performance with that of other 6 baseline methods.
The contributions of this paper reside in three aspects:
i. The problem of automatic image summarization is reformu-
lated as an issue of dictionary learning for sparse representa-
tion. As a result, we can utilize the theoretical methods for
sparse representation to solve the problem of automatic image
summarization.
ii. A global optimization algorithm is developed to ﬁnd the
solution of the optimization function for automatic image
summarization, which can avoid the local optimum and
achieves better reconstruction performance.
3. An interactive image navigation system is designed, which can
provide a good platform for users to interactively assess the
performance of various algorithms for automatic image
summarization.
The rest of this paper is organized as follows: The state-of-the-
art techniques for both automatic image summarization and
dictionary learning for sparse representation are discussed in
Section 2. In Section 3, our proposed algorithm for automatic
image summarization is introduced. We present and discuss our
experimental results in Section 4. Finally, we conclude this paper
in Section 5.
2. Related work
Most existing algorithms for automatic image summarization
can be classiﬁed into two categories: (a) simultaneous summar-
ization approach; and (b) iterative summarization approach.
For the simultaneous summarization approach, the global
distribution of an image set is investigated and image clustering
techniques are usually involved [1,2]. In particular, Jaffe et al. [1]
have developed a Hungarian clustering method by generating a
hierarchical cluster structure and ranking the candidates accord-
ing to their relevance scores. Denton et al. [2] have introduced the
Bounded Canonical Set (BCS) by using a semideﬁnite program-
ming relaxation to select the candidates, where a normalized-cut
method is used for minimizing the similarity within BCS while
maximizing the similarity from BCS to the rest of the image set.
Other clustering techniques such as k-medoids [7], afﬁnity pro-
pagation [8] and SOM [16] are also widely acknowledged. The
global distribution of an image set can also be characterized by
using a graphical model. Jing et al. [3] have expressed the image
similarity contexts with a graph structure, where the nodes
represent the images and the edges indicate their similarity
contexts, ﬁnally, the nodes (images) with the most connected
edges are selected as the summary of a given image set.
For the iterative summarization approach, some greedy-
fashion algorithms are applied to select the best summary
sequentially until a pre-set number of the most representative
images are picked out [6]. Simon et al. [6] have used a greedy
method to select the best candidates by investigating the
weighted combinations of some important summarization metrics
such as likelihood, coverage and orthogonality. Sinha [17] pro-
posed a similar algorithm with the metrics of quality, diversity
and coverage. Fan et al. [24] proposed ‘‘JustClick’’ system for
image recommendation and summarization which incorporates
both visual distribution of the images and user intention dis-
covered during exploration. Wong et al. [15] integrated the
dynamic absorbing random walk method to ﬁnd diversiﬁed
representatives. The idea is to use the absorbing states to drag
down the stationary probabilities of the nearby items to encou-
rage the diversity, where the item with the highest stationary
probability in the current iteration is selected. The above greedy
methods focus on selecting the current most representative
images at each iteration while penalizing the co-occurrence of
the similar candidates (images). Our proposed model for auto-
matic image summarization takes the beneﬁt of both two types of
approaches, e.g., we use the explicit measurements in the itera-
tive approaches to characterize the property of a summary and
we learn the bases (candidates) simultaneously to avoid the
possible local optimum solution.
Most existing techniques for dictionary learning and sparse
coding use machine learning techniques to obtain more compact
representations, such as PCA, the Method of Optimal Direction
(MOD) [4] and K-SVD [10]. The MOD algorithm is derived directly
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from Generalized Lloyd Algorithm (GLA) [5], which iteratively
updates the codebook and the codewords are updated as the
centroids from a nearest neighbor clustering result. The K-SVD
algorithm follows the same style by updating the bases iteratively
and the new basis is generated directly from the SVD calculation
result. The K-SVD method is not applicable to our proposed
approach for automatic image summarization because our model
only takes discrete bases rather than numerical outputs from SVD.
Besides it, the sparse coefﬁcient could be either positive or
negative, which guarantees a smaller reconstruction error, but
the bases learned do not have a practical meaning to be con-
sidered as the summary. The methods of Matching Pursuit (MP)
[11] and Lasso (forward stepwise regression and least angle
regression) are widely accepted for sparse coding. These methods
could provide us with some ideas on the design of an appropriate
sparse coding algorithm. Recently, Krause et al. [9] have proposed
the submodular dictionary selection method for sparse represen-
tation and have proved that the dictionary (which is selected
greedily) is close to the global optimum solution in the case that
the original data set satisﬁes the submodular condition. However,
most of the real-world image sets do not satisfy the submodular
condition which makes Krause’s algorithm less convincing for
automatic image summarization application. All these existing
algorithms may fall into the traps of the local optimums, thus the
simulated annealing algorithm is adopted in our proposed
approach to achieve global optimum with a high probability
when enough search steps are performed.
3. Automatic image summarization
In this section, we ﬁrst deﬁne the criterion for assessing the
quality of an image summary (i.e., whether the image summary
are good enough to effectively reconstruct all the images in the
original image set), where the problem of automatic image
summarization is reformulated as the issue of dictionary learning
under sparsity and diversity constraints. We then point out the
signiﬁcant differences between our reformulation of dictionary
learning for automatic image summarization with traditional
formulation of dictionary learning for sparse coding.
3.1. Problem reformulation
The BoW (Bag-of-Word) model serves as a basic tool for visual
analytic tasks, such as object categorization. The summarization
problem, which tries to generalize the major visual components
that appear in a collection, will therefore, utilize the BoW model
very well. The choice of local descriptor in BoW model is
application dependent: the use of both texton descriptors
[29,30] and SIFT (Scale Invariant Feature Transform) [12] descrip-
tors [27,28] is widely observed. Considering the fact that texton
descriptors are suitable for scene image categorization, and SIFT
descriptor has a much wider range of usage, we have chosen the
SIFT descriptor as the feature to construct BoW model.
Each image, in a given set, is represented with BoWmodel. The
‘‘visual words’’ in BoW model are iconic image patches or
fragments which are learned by clustering methods, and therefore
represents prominent visual perspectives of the entire collection.
The feature vector is represented in a histogram fashion, with
each bin value represents the frequency of the corresponding
visual word occurrence. We can presume that the major visual
contents of an image will be reﬂected by a large value on the
corresponding bins of the feature vector; while other bins will
have close-to zero values, which implies non-existence of the
corresponding ‘‘visual words’’ in the image. Therefore, the BoW
vector of an image can be understood as the distribution of the
occurrence probability of the visual words or visual patterns. If we
assume the visual patterns appear independently in the images
and we will observe the additivity property of the BoW model,
which is, one feature vector and be represented by the weighted
summation of several other vectors; or the accumulated prob-
ability of the appearance of visual patterns. One visual pattern
should either present or not present in an image, which implies
positive and zero weights respectively. A negative weight for a
vector does not have practical meaning in illustrating the addi-
tivity property of the BoW model. Therefore, sparse coefﬁcients
applied on the dictionary should be nonnegative. Such restriction
is unique for summarization problem and BoW model. We also
observe similar design in face recognition applications [25], which
allows negative coefﬁcients but without providing a practical
explanation.
By treating the problem of automatic image summarization as
the issue of dictionary learning, each image in the original image
set can be approximately reconstructed by a nonnegative
weighted linear combination of the summary images,or in other
words, represented by accumulated probability of the appear-
ances of various visual words (visual patterns) as shown in Fig. 1.
The summary images ‘‘beach’’ and ‘‘palmtree’’ will jointly recon-
struct the image which has both two visual objects, and such
linear correlation is reﬂected by the corresponding feature histo-
grams. The above linear reconstruction model illustrates the
foundation of how each image can be reconstructed by
the exemplars or bases. Also from Fig. 1, one can observe that
the richness of the visual content in an image is limited, thus one
Fig. 1. Demonstration for the additivity property of BoW feature.
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image can only be ‘‘sparsely’’ represented by the bases of a
dictionary. The deﬁnition of sparsity in this work is different
from the dictionary selection model such as in [22], our proposed
approach for automatic image summarization considers the dic-
tionary to ‘‘sparsely’’ represent the images in the original image
set. Based on our new deﬁnition of the reconstruction function,
automatic image summarization is achieved by minimizing the
overall reconstruction error in L2-norm:
min
Xn
i ¼ 1
xi
Xk
j ¼ 1
djaji


2
2
ð2Þ
where xi,djAR
d, aijARþ0 . xi and dj are data items from the
original collection; aij is the nonnegative weight for the corre-
sponding dj.
For the problem of automatic image summarization, fdjg is the
set of the most representative images that we want to learn, and
fdjg should come from the original image set. The size of fdjg
(summary) is a trade-off between concise summarization of the
original image set and accurate reinterpretation of the original
image set: a small size of fdjgmeans more concise summarization
of the original image set but its reinterpretation power for the
original image set may reduce; on the other hand, a large size of
fdjg guarantees a better reinterpretation power but the summar-
ization could be verbose.
The idea of this proposed reconstruction model (for automatic
image summarization) is similar to nonnegative matrix factoriza-
tion which learns the prominent objects or major components of
an image set. In our problem for automatic image summarization,
the summary (which is learned in this manner) is inclined to be
composed by the salient visual components of the original image
set. If we heavily penalize on the sparsity term a (such as
JaJ0 ¼ 1) which is used for determining the number of bases for
reinterpretation, our proposed model for automatic image sum-
marization can be reduced to k-medoids (the discrete form of k-
means). The k-medoids algorithm is well known as one of the
effective methods for collection summarization [7]. Thus, our
proposed approach for automatic image summarization via dic-
tionary learning for sparse representation can be treated as an
extension of the k-medoids. Consequently, considering that the
richness of the visual content of an image is limited, it is
necessary to bring in the sparsity constraint to the objective
function for guaranteeing that only a limited number of bases
may take effect in the reconstruction. Hence, only the bases with
non-zero coefﬁcients are used to reconstruct the images in the
original image set. Meanwhile, the bases should be diverse; each
basis represents one type of principal visual patterns and all these
bases should be different from each other. Thus the diversity
constraint should be included in the objective function for
dictionary learning. We rewrite Eq. (2) as follows by adding both
the sparsity constraint and the diversity constraint.
min
D,A
X
i
JxiDaiJ22þl
X
i
JaiJ0þbmax
jak
corrðdj,dkÞ ð3Þ
The problem of automatic image summarization is reformu-
lated as the optimization problem in Eq. (3), which can be jointly
optimized with respect to the dictionary D (a small set of most
representative images) and the nonnegative coefﬁcient matrix
A¼ ½aT1, . . . ,aTnT ,aiAR1k. The diversity constraint is determined by
the maximized correlation score rather than the average correla-
tion, or the mean distance to the centroids [26]. Because the
diversity (quality of the bases set) is determined by the least
different base pairs; while the mean value measurements do not
guarantee that the member of any pair differs from each other to
some degree.
There are two different aspects between our formulation of
sparse coding for automatic image summarization and traditional
formulations of dictionary learning for sparse representation:
(1) the coefﬁcients fajig have to be non-negative; (2) the dic-
tionary D is selected from a group of given candidates (original
images) X rather than their combinations. This can be explained
brieﬂy: Firstly, from our description of the accumulated appear-
ance probability of various visual patterns, we know that each
image may contain certain types of visual patterns (positive
coefﬁcients) or do not contain these visual patterns (zero coefﬁ-
cients). It does not make sense that any type of visual patterns
contributes negatively (negative coefﬁcients) to an image in the
original image set. Thus Eq. (3) has to satisfy the constraint that a
has non-negative elements. Secondly, the purpose for automatic
image summarization via dictionary learning is to get a small set
of the most representative images from the original image set,
thus the dictionary for automatic image summarization should be
selected from the original image set rather than learning analy-
tically (such as the combination or variation of the original
images).
3.2. Dictionary learning and sparse coding
The optimization problem deﬁned in Eq. (3) is NP-hard (i.e. the
search space is discrete and can be transformed to k-medoids
problem which is know NP-hard [13]), and most existing algo-
rithms are inevitable to fall into the traps of the local optimums,
such as our previous work in [31]. In contrast, the simulated
annealing algorithm is suitable for solving the global optimization
problem, which can locate a good approximation of the global
optimum of a given function in a large search space.
The basic idea of exploiting the simulated annealing algorithm
for dictionary learning is to avoid the local optimum by efﬁciently
searching the solution space to obtain the global optimum
solution. It is well known that the greedy algorithms seek for
the local optimal solution and the ﬁnal results of the AP and
k-medoids algorithms largely depend on the initial inputs. During
each iteration, the simulated annealing algorithm searches the
neighborhood space for all the possible candidates, which is based
on the Metropolis criterion and can effectively avoid the local
traps, e.g., the candidate that does not decrease the objective
function still has a chance to be accepted for the next iteration.
The current global best solution will be recorded for future
reference. When enough search iterations are performed, the
region for the global minimum can be found with a high
probability. We follow the idea of simulated annealing to design
our algorithm by introducing the major components as below:
Cooling schedule: The cooling schedule is used to decide when
the searching process will stop. The canonical annealing sche-
dules is deﬁned as below:
Tk ¼
T0
log ðk0þkÞ
ð4Þ
where k is the iteration index. The temperature Tk decreases faster
during the computational expensive initial steps and slower
during the later steps. The temperature can be used to determine
the search range and the acceptance probability, the temperature
decreases monotonically to make sure that the search will
terminate in a limited number of iterations.
Acceptance probability density function: The improvement of
reconstruction ability is measured by the difference of the
objective function, as deﬁned in Eq. (3), between two consecutive
selections of the bases of the dictionary. The scale of the
measurement decreases as temperature increases and it is
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compared with a random threshold as below:
exp RðDkþ1ÞRðDkÞ
aTk
 
4U ð5Þ
where RðÞ is the reconstruction function as deﬁned in Eq. (3). Tk is
the current temperature in the kth iteration. UA ½0,1Þ is randomly
chosen as the acceptance threshold at each test, and new selec-
tion is accepted when the above inequity holds. The candidates,
that decrease the objective function, are deﬁnitely accepted while
the other candidates are accepted with a probability proportional
to the current temperature.
Basis update stage: We iteratively update each basis by search-
ing from its neighborhood in the similarity matrix S. The similarity is
deﬁned as
sij ¼ exp 
JxixjJ2
2s2
 !
ð6Þ
Then we sort the columns of the similarity matrix in decreasing
order. For each new basis, we randomly search in its neighbor-
hood in terms of similarity as deﬁned above. The search range is
restricted by expðTkT0=T0Þ  9X9 which deﬁnes the maximum
index that can be searched in the sorted column. During the basis
update stage, each of these K bases is updated in parallel
according to the above criterion. A total number of MaxTries
dictionaries are selected in this stage and can be ﬁltered by the
acceptance function as deﬁned in Eq. (5). The accepted diction-
aries can form a candidate set and be used as the input for next
iteration.
Sparse coding stage: Every time we have found a set of
candidate dictionaries with the above operation, we will need to
calculate a set of coefﬁcients that can minimize the optimization
function. As we have discussed before, the coefﬁcient matrix
satisﬁes L0-norm constraint. Given the tractability of L1-norm
problem (P1) and the general intractability of the L0-norm
problem (P0), it has been proved that the solutions for P1
dictionaries are the same as the solutions for P0 dictionaries
when they are sufﬁciently sparse [18]. As discussed above about
the highly sparsity of our proposed model for automatic image
summarization, we can replace the L0-norm by L1-norm and seek
for analytical solution. Furthermore, during the sparse coding
stage, the dictionary is ﬁxed, hence, we can reduce the objective
function to the following form which overlooks the diversity
constraint bmaxjak corrðdj,dkÞ.
R : min
A
X
i
JxiDaiJ22þl
X
i
JaiJ1þC
8iA ½1: :N, aiZ0 ð7Þ
The above formulation is similar to the nonnegative matrix
factorization and nonnegative sparse coding, so we can make
use of the multiplicative algorithm [20] to solve the above convex
optimization problem. The objective function is non-increasing
under the update rule:
Atþ1 ¼At  nðDTXÞ  =ðDTDAtþl1Þ ð8Þ
where n and = denote element-wise multiplication and division
(respectively). A is updated by simply multiplying nonnegative
factors during the update stage, so that the elements of A are
guaranteed to be nonnegative under this update rule. As long as
the initial values of A are chosen strictly positive (1/k in our case),
the iteration is guaranteed to reach the global minimum.
Diversity function: The diversity metric is measured by the
correlation between two distributions rather than their Euclidean
distance or cosine distance. Because the correlation of two
variables is known to be both scale invariant and shift invariant
when compared to Euclidean distance and cosine distance. Thus,
it is more appropriate for the additive appearance property of the
bag-of-visual-words model. The correlation between two images
is calculated as follows:
corrðdi,djÞ ¼
ðdidi Þðdjdj Þ
sisj
ð9Þ
where d is the mean value of the vector and s is the standard
deviation.
The dictionary and the coefﬁcients are updated in turns. In
practical implementation, the current optimal combination is
always saved as ðAopti,DoptiÞ which keeps RðAopti,DoptiÞ in the
current minimum. The annealing process stops when the tem-
perature reaches Tstop or the Ropti is not being updated for
MaxConseRej (number of maximum consecutive rejection) times
of iterations. Then, we go to the iterative basis selection stage,
which strictly decreases the reconstruction function until
convergence.
Iterative basis selection stage: In this stage, the basis is updated
iteratively and the reconstruction function is strictly decreased
during each iteration. Suppose we are updating the basis bj for
those i whose corresponding coefﬁcient aij is not zero, we ﬁx all
Table 1
ImageNet data collection statistics: 13 object categories with different size of summary.
Bakery Banana Bridge Church Cinema Garage Libra
Number of images 1214 1409 1598 1329 1392 1291 1305
Size of summary 10 26 33 34 25 20 16
Monitor Mug Pajama Schoolbus Skyscraper Mix
Number of images 1399 1573 900 1303 1546 1759
Size of summary 31 27 18 22 37 31
Fig. 2. MSE performance in terms of different dictionary size on a mixture data set
with summary size equals to 9.
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the other k1 bases and calculate the residue as:
Ei ¼
X
xi
X
pa j
dpaip


2
ð10Þ
Then a new dnj , which can maximally approximate the current
residue
P
Eid
n
j , is found and it is equivalent to
dnj ¼ arg min/
X
Ei,d
n
j S ð11Þ
which means dnj is the closest point to the center of all the
nonzero Ei. Then we check whether d
n
j decreases the objective
function or not. After all the K bases are updated, we calculate the
coefﬁcient matrix by using the method which is introduced in the
sparse coding stage and repeat the updating process until con-
vergence. The algorithm stops when no basis is being updated.
The purpose for this stage is to make sure that our proposed
algorithm can converge to some points. The algorithm is sum-
marized as Algorithm 1.
Algorithm 1. Proposed Dictionary Learning.
Input: Original image set XARdn.
Output: Optimized dictionary DoptiAR
dk,k5n,DoptiAX.
Initialization: Initial dictionary is appointed by random
selection of k bases from X.
Basis Update:
while Tk4Tstop and RejoMaxConseRej do
Tkþ1 ¼Update_TðTkÞ
for each d in Dk do
d0 ¼Update_DðdÞ
if acceptðd0,TkÞ then
Dkþ1 ¼Dkþ1 [ d0
end if
end for
A¼ Sparse_CodingðX,Dk,TkÞ
if RðX,A,DkÞoRopti then
Ropti ¼ RðX,A,DK Þ
Dopti ¼Dk
else
Rej¼ Rejþ1
end if
end while
Iterative Selection:
while not converge do
for i¼1 to k do
UpdateðdiÞ
end for
A¼ Sparse_CodingðX,Dk,TkÞ
Ropti ¼ RðX,A,DK Þ
Dopti ¼Dk
end while
4. Experiment setup and algorithm evaluation
In this section, we report our experimental setup and algo-
rithm evaluation results. The experiments are designed to acquire
both the objective performance and the subjective performance of
our proposed algorithm as compared with other six baseline
algorithms such as SDS (spasifying dictionary selection) [9], K-
medoids [7], AP (Afﬁnity Propagation) [8], Greedy (Canonical
View) [14], ARW (Absorbing Random Walk) [15] and K-SVD.
4.1. Experiment setup
Image sets: The image sets used in this work are collected from
ImageNet [19], NUS-WIDE-SCENE [21] and Event image set [23].
Table 2
Performance comparison of the proposed algorithm with six other baseline algorithms in terms of reconstruction error; 13 object categories selected from ImageNet with
different summary sizes.
Bakery Banana Bridge Church Cinema Garage Library
SDS 0.13 0.179 0.180 0.171 0.176 0.187 0.163
K-med 0.162 0.169 0.181 0.160 0.162 0.171 0.144
AP 0.100 0.170 0.162 0.165 0.168 0.174 0.143
Greedy 0.167 0.172 0.180 0.175 0.176 0.178 0.173
ARW 0.128 0.175 0.185 0.176 0.175 0.186 0.162
Proposed 0.083 0.112 0.125 0.118 0.11 0.113 0.103
K-SVD 0.117 0.123 0.125 0.119 0.123 0.128 0.112
Size 10 26 33 34 25 20 16
Monitor Mug Pajama Sch-bus Skyscrap Mix Avg.
SDS 0.192 0.181 0.184 0.134 0.191 0.182 0.173
K-med 0.175 0.169 0.174 0.158 0.173 0.169 0.167
AP 0.175 0.168 0.175 0.162 0.177 0.168 0.162
Greedy 0.179 0.171 0.184 0.180 0.193 0.172 0.177
ARW 0.191 0.181 0.184 0.158 0.189 0.178 0.174
Proposed 0.125 0.108 0.106 0.105 0.15 0.118 0.114
K-SVD 0.129 0.122 0.127 0.106 0.131 0.121 0.121
Size 31 27 18 22 37 31 N/A
Best performance values are shown in bold.
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Fig. 3. MSE comparison among all these six algorithms on ImageNet with
different summary sizes.
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ImageNet is an image collection which is organized according to
the WordNet hierarchy. The majority of the meaningful concepts
in WordNet are nouns (80,000þ) which are called ‘‘synset’’. There
are more than 20,000 such synsets/subcategories in ImageNet and
we have downloaded only partial of this large-scale image set and
reported our summarization results on 13 object categories of
bakery, banana, bridge, church, cinema, garage, library, monitor,
mug, pajama, school bus, skyscraper, and mix.
The algorithms for automatic image summarization should
work on image collections with various sizes and visual variety,
so we have integrated the images from ImageNet to construct a
new image category called mix by mixing the images from
multiple object categories to strengthen the visual diversity and
enlarge the size of image category. For each of these 13 categories
used in our experiments, the number of images ranges from 900
to 1800 and the predeﬁned size of image summary is reported in
Table 1.
The NUS-WIDE database consists of 269,648 images which are
collected from Flickr. We focused on a subset called NUS-WIDE-
SCENE which covers 33 scene concepts with 34,926 images in
total. We have collected 11 scene concepts which are beach (449
images), building (451), clouds (317 images), hillside (466 images),
lakes (383 images), plaza (425 images), running (302 images),
skyline (147 images), sunrise (111 images), weather (225 images)
and zoos (448 images).
The Event image set contains eight sport event categories:
rowing (250 images), badminton (200 images), polo (182 images),
bocce (137 images), snowboarding (190 images), croquet (236
images), sailing (190 images) and rock climbing (194 images).
The images in the Event image set are closer to personal photo
album which focuses on the presence of people or ongoing
activities.
Each of these three image sets covers different visual aspects:
ImageNet focuses on object categories, NUS-WIDE-SCENE focuses
on natural scene categories, and Event image set focuses on event
categories.
Experimental speciﬁcation: We extract interest points and calculate
their SIFT descriptors for image representation. A universal codebook
with 1000 visual words is constructed, where the k-means algorithm
is performed on 10 million interest points as introduced in Section 3
for codebook (dictionary) learning.We have investigated how the size
of dictionaries will affect the reconstruction performance. The affec-
tion of the dictionary size is evaluated on the reconstruction
performance on the mixture data set and we observed that too small
size (less than 500) or too large size (larger than 100,000) dictionary
will all reduce the reconstruction performance, as shown in Fig. 2, so
that we choose size 1000 for the purpose of computation efﬁciency.
The image representation (1000-dimensional histogram of code
words) is obtained by quantifying all the interest points in the images
into the codeword dictionary. In our experiments, we have found that
our 1000-dimensional codebook can produce good representations of
the images. In the following, without special indication, we denote
the number of images in the given category by N and the number of
codewords by K.
Baseline algorithms: We have selected six baseline algorithms
for comparison.
The k-medoids algorithm [7] is a typical clustering-based image
summarization algorithm, k is the number of clusters or the size
of the dictionary and the medoid of each cluster is selected as one
basis. The clustering algorithm aims to partition the original
image set into k clusters which can minimize the within-cluster
sum of the square errors:
min
S
XK
i ¼ 1
X
xjASi
JxjdiJ2
The SDS algorithm [9] represents a series of greedy algorithms
which iteratively select the current best basis. Krause et al.
suggested in [9] that the local optimal derived by the greedy
Table 3
Performance comparison of the proposed algorithm with six other baseline algorithms in terms of reconstruction error; 13 object categories selected from ImageNet
image set with equal summary size of 9.
Bakery Banana Bridge Church Cinema Garage Library
SDS 0.088 0.136 0.137 0.134 0.132 0.138 0.118
K-med 0.115 0.129 0.110 0.109 0.125 0.129 0.096
AP 0.083 0.128 0.116 0.105 0.121 0.129 0.107
Greedy 0.096 0.128 0.136 0.127 0.127 0.130 0.117
ARW 0.097 0.133 0.142 0.133 0.134 0.137 0.117
Proposed 0.077 0.088 0.102 0.094 0.091 0.092 0.086
K-SVD 0.118 0.130 0.137 0.121 0.130 0.133 0.108
Monitor Mug Pajama Sch-bus Skyscrap Mix Avg.
SDS 0.143 0.132 0.134 0.105 0.154 0.132 0.129
K-med 0.132 0.125 0.127 0.113 0.136 0.123 0.121
AP 0.134 0.125 0.129 0.114 0.128 0.123 0.119
Greedy 0.142 0.127 0.132 0.104 0.149 0.126 0.126
ARW 0.142 0.131 0.134 0.120 0.153 0.132 0.131
Proposed 0.099 0.086 0.089 0.085 0.121 0.087 0.092
K-SVD 0.137 0.129 0.131 0.124 0.153 0.123 0.129
Best performance values are shown in bold.
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Fig. 4. MSE comparison among the algorithms on ImageNet with equal summary
size of 9.
C. Yang et al. / Pattern Recognition 46 (2013) 948–961954
algorithm is a near-optimal solution when the data collection
satisfy the submodular condition. The greedy algorithm starts
with an empty dictionary D, and at every iteration i adds a new
element (basis) via
di ¼ arg min
dAX\D
FðDi1 [ dÞ
where F is the evaluation function. The SDS algorithm is modiﬁed
to satisfy our positive coefﬁcient constraint.
The Afﬁnity Propagation algorithm [8] updates the availability
function and the responsibility function in turns as below:
rði,kÞ’sði,kÞ max
k0s:t:k0ak
faði,k0Þþsði,k0Þg
aði,kÞ’min 0,rðk,kÞþ
X
i0s:t:i0=2fi,kg
maxf0,rði0,kÞg
8<
:
9=
;
where sði,kÞ is the similarity between two data points. The
number of exemplars is determined by the value of the preference
which is usually set to be median of the data similarities. The
algorithms like AP and Greedy does not require a preset number
of bases (number of clusters). If this number is required, we can
obtain it by tuning the value of the preference. Instead, we can
also ﬁx the value of the preference to generate a set of bases with
AP, and then we can make sure other algorithms to generate the
same number of bases for the same image category as shown in
Table 1.
The Greedy algorithm [14] follows Simon’s deﬁnition of the
quality function as written below. The image, which maximally
increases the quality function at each iteration, is added to the
basis set D. The algorithm terminates when the quality function
reduces below zero or the preset number of bases is reached. We
tune the penalty weight a to ensure the required number of bases
can be selected automatically.
Q ðDÞ ¼
X
xiAX
ðxi DdðiÞÞa9D9b
X
diAD
X
dj4 iAD
ðdi  djÞ
The ARW algorithm [15] turns the selected items to the
absorbing state by setting the transition probability to 0 (from
the current item to other items), and 1 when it transits to itself.
The item, which has the largest expected number of visits in the
current iteration, is selected. The average expected number v is
calculated as follows, and N is the so-called fundamental matrix
v¼ N
Te
n9D9N¼ ðIQ Þ
1
The K-SVD algorithm [10] is ﬂexible, and works in conjugation
with any sparse coding algorithms. In order to incorporate the
K-SVD algorithm into the proposed framework, we learn the
sparse coefﬁcient matrix under the non-negative constraint. In
the dictionary update stage, we follow the same SVD decomposi-
tion operation and update the basis iteratively. After the diction-
ary learned from K-SVD, we will assign each basis in the
dictionary to its nearest neighbor in the original set and construct
the ﬁnal summarization.
For automatic image summarization, our proposed algorithm
is compared with all these six baseline algorithms objectively and
subjectively. We compare all these algorithms (our proposed
algorithms and six baseline algorithms) on their reconstruction
abilities under the sparsity and diversity constraints as deﬁned in
Eq. (3), speciﬁcally, in terms of mean square error (MSE). Smaller
MSE value indicates better reconstruction ability.
4.2. Experimental results and observations
MSE performance on ImageNet: The MSE value is calculated for
all these six algorithms (our proposed algorithm and six baseline
algorithms) on 13 object categories where the size of image
summary is predeﬁned as shown in Table 3. We have observed
that: (a) Our proposed algorithm has the best performance in
terms of the reconstruction ability on 12 out of 13 object
categories. The results are reported in Table 2 and Fig. 3. For
our proposed algorithm, its improvement on the reconstruction
ability is insigniﬁcant when compared with K-SVD, but is sig-
niﬁcant as compared with other ﬁve baseline algorithms. (b) The
simultaneous summarization algorithms like AP and k-medoids
performed slightly better than the iterative summarization algo-
rithms like Greedy, SDS and ARW. (c) The performance improve-
ment on the mix category is especially signiﬁcant, which implies
that the proposed algorithm has better summarization ability on
more visually diverse data collections.
The improvement comes from two aspects: (1) our proposed
algorithm considers both the sparsity constraint and the diversity
constraint while other baseline algorithms do not have such
Table 4
Performance comparison of the proposed algorithm with six other baseline algorithms in terms of reconstruction error; 11 scene categories
selected from NUS¼WIDE-SCENE with equal summary size of 9.
Beach Building Clouds Hillside Lakes Plaza
SDS 0.134 0.127 0.125 0.124 0.123 0.114
K-med 0.124 0.121 0.105 0.135 0.116 0.111
AP 0.125 0.116 0.115 0.109 0.119 0.103
Greedy 0.123 0.117 0.122 0.121 0.123 0.110
ARW 0.140 0.123 0.121 0.135 0.127 0.120
Proposed 0.119 0.106 0.106 0.107 0.108 0.097
K-SVD 0.131 0.122 0.107 0.135 0.109 0.112
Running Skyline Sunrise Weather Zoos Avg.
SDS 0.125 0.125 0.130 0.148 0.107 0.127
K-med 0.121 0.110 0.126 0.131 0.097 0.120
AP 0.113 0.108 0.118 0.130 0.099 0.116
Greedy 0.118 0.110 0.109 0.130 0.110 0.119
ARW 0.130 0.123 0.127 0.137 0.116 0.128
Proposed 0.104 0.102 0.110 0.127 0.090 0.109
K-SVD 0.123 0.107 0.119 0.124 0.108 0.118
Best performance values are shown in bold.
C. Yang et al. / Pattern Recognition 46 (2013) 948–961 955
complete consideration of a good summary; (2) the simulated
annealing algorithm is adapted to seek for the global optimum
solution while all the other ﬁve algorithms seek the local
optimum solutions. When the same size of image summary is
used, we have also compared their performance in terms of MSE
values as shown in Table 3 and Fig. 4. The performance is similar
to the predeﬁned size of summary experiment.
MSE performance on NUS-WIDE-SCENE: The MSE value is
calculated for all these six algorithms on 11 scene categories in
NUS-WIDE-SCENE image set when the size of image summary is
ﬁxed. Similar performance is obtained as what we have got in
ImageNet, however, the performance improvement for the pro-
posed algorithm, and also among all these six algorithms is not as
signiﬁcant as we have observed in ImageNet data set, and the
proposed algorithm is outperformed by other algorithms on two
categories as shown in Table 4 and Fig. 5. The absolute MSE value
and the difference among the baseline algorithms are also smaller
as compared with the object categories in ImageNet. The result
demonstrates that the images in the scene categories are more
evenly distributed and our proposed algorithm does not have as
distinguish performance as we have obtained in the object
categories.
MSE performance on Event image set: The MSE value is calcu-
lated for all these six algorithms on eight categories in the Event
image set with an equal summary size of 9. We have observed
that the MSE curves are more consistent as compared with the
MSE curves for ImageNet and NUS-WIDE-SCENE and the
difference is very consistent and relatively small as shown in
Table 5 and Fig. 6. The reason is that the images for the Event
image set is organized much better and more consistent on visual
content as compared with ImageNet and NUS-WIDE-SCENE.
Discussion: We will discuss how the major components and
parameters will affect the performance of the proposed algorithm.
The spatial information is believed to be discarded with the
proposed SIFT BoW model, which is one of the major drawbacks
for BoW model. However, for the image collection summarization
applications, the spatial distribution or organization of objects
within a certain image is not critical. The critical property is the
existence of an object or visual component in an image, and the
distirbution of the occurrence probability of the visual words
within an image. Under such interpretation, the MSE measure
should be enough to serve for image collection summarization
task evaluation, compared to measuring metric such as SSIM [33].
As for the choice of the feature and the size of the image, we
further conduct another experiment on the eight scene categories
of Torralba dataset [34], whose images have the same size (256 by
256). Although GIST feature [34] does not have a straightforward
interpretation ability as SIFT BoW feature, we still consider it
appropriate for scene image representation and use this feature
for summarization task. The complete result is reported in Fig. 7,
and can be brieﬂy concluded as: the average MSE value for the
proposed algorithm is 0.3833, with K-SVD followed closely by
0.3871. The other ﬁve algorithms performs relatively poor in the
range between 0.4 and 0.44. Similar to NUS-WIDE-SCENE and
Fig. 5. MSE comparison among the algorithms on NUS-WIDE-SCENE with equal
summary size of 9.
Table 5
Performance comparison of the proposed algorithm with six other baseline algorithms in terms of reconstruction
error; eight event categories selected from Event image set with equal summary size of 9.
Rockclimb Badminton Bocce Croquet Polo
SDS 0.088 0.119 0.099 0.102 0.103
K-med 0.086 0.108 0.103 0.097 0.092
AP 0.086 0.115 0.103 0.096 0.098
Greedy 0.084 0.106 0.088 0.099 0.092
ARW 0.093 0.121 0.104 0.101 0.102
Proposed 0.074 0.102 0.08 0.09 0.086
K-SVD 0.085 0.112 0.102 0.096 0.099
Rowing Sailing Snowboard Avg.
SDS 0.111 0.133 0.129 0.111
K-med 0.11 0.117 0.118 0.104
AP 0.109 0.124 0.117 0.106
Greedy 0.104 0.129 0.126 0.104
ARW 0.110 0.133 0.132 0.112
Proposed 0.095 0.109 0.109 0.093
K-SVD 0.115 0.129 0.126 0.108
Best performance values are shown in bold.
Fig. 6. MSE comparison among the algorithms on Event image set with equal
summary size of 9.
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Event image dataset, the Torralba 8 scene category dataset is also
consistent on visual content, the performance improvement of
the proposed algorithm is not as signiﬁcant as with object
datasets. For this data collection, both K-SVD and the proposed
algorithm can achieve close to optimal results. In conclusion, the
consistency of visual content is the critical factor for summariza-
tion task, rather than the spatial layout or size of the image.
The initial choice of k random bases does not affect the ﬁnal
reconstruction performance. Our proposed algorithm has consistent
reconstruction value with different inputs. We have used the
clustering results from AP or k-medoids as the initial inputs and
no signiﬁcant difference is observed as compared with random
initial inputs.
We also observed that the L1-norm sparse coding scheme can be
used to replace the L0-norm sparse coding scheme. The coefﬁ-
cients are very sparse, and the majority of the weights concen-
trate on a few number of bases (two or three bases in general;
extremely small as compared with the size of the dictionary),
which coincide with our assumption.
The sparsity penalty weight a and the diversity weight b may
also affect the reconstruction value. We have tuned these two
parameters, so that two constraint terms can contribute equally
to the reconstruction function. We have tuned these two para-
meters under the following rules: (a) the sparsity penalty weight
a is determined ﬁrst to make sure that each image is represented
sparsely enough by the dictionary; (b) we tune the diversity
weight of b, so that the MSE curve decreases when the summary
size is increased. The MSE curves under different b values are
shown in Fig. 9. The value of b¼ 0:05 (the middle curve in Fig. 9)
produces a balanced diversity term while other b values lead to
unbalanced diversity terms. We also observed that the MSE curve
(y-axis in Fig. 9) decreases when the summary size increases (x-
axis in Fig. 9). This observation coincides with our assumption in
Section 3 that the reconstruction ability will increase as the size
of the summary increases. We also observed that most of the
results strictly decrease the objective as the size of the dictionary
increases, but there are still some outliers that do not ﬁt the curve
well. The reason is that the simulated annealing algorithm does
not guarantee that the global optimum is found every time
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Fig. 8. Optimization comparison in terms of reconstruction error: the blue dot is
the greedy algorithm; the red dot is the SA algorithm. Only the updated steps are
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Fig. 9. The MSE curve under different b value; x-axis represents the size of the
summary, y-axis represents the MSE value.
Fig. 10. The MSE curve under different number of iterations; x-axis is the number
of iterations of the proposed algorithm, y-axis represents the MSE value.
Fig. 7. MSE comparison among all the six algorithms on the Torralba-8 dataset
with GIST feature.
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Fig. 11. Screen shot of the system interface of category ‘‘clouds’’; the algorithm and category names are not hidden in this case.
Table 6
Subjective evaluation of the proposed algorithm with six other baseline algorithms in terms of user grading on ImageNet with different summary size.
Bakery Banana Bridge Church Cinema Garage Library
SDS 6 6.9 7.5 7.3 7 6.9 6.3
K-med 6.2 7.6 7.4 7.2 7.4 7.5 6.9
AP 6.7 7.5 7.8 7.1 7.6 7.5 7.1
Greedy 5.8 6.3 6.9 6.6 6.7 7.1 5.9
ARW 5.7 6.3 7.3 6.9 7.4 7.8 6
Proposed 6.6 7.8 8.1 7.9 8 8.2 7.7
K-SVD 6.6 6.7 7.1 7.1 7.2 7.5 6.9
Size 10 26 33 34 25 20 16
Monitor Mug Pajama Schoolbus Skyscraper Mix Avg.
SDS 7.1 6.7 6.4 7.7 7.9 7 7
K-med 6.9 6.6 7.3 7.1 8.4 7.2 7.2
AP 7.2 7.2 7.2 6.9 8.4 7.2 7.3
Greedy 6.8 6.5 6.8 7 8 7 6.7
ARW 6.1 7.1 6.6 6.6 7.7 6.9 6.8
Proposed 7.4 7.7 7.8 7.5 8.5 7.3 7.7
K-SVD 6.5 6.6 7.2 7.3 7.2 7 7
Size 31 27 18 22 37 31 N/A
Best performance values are shown in bold.
Table 7
Subjective evaluation of the proposed algorithm with six other baseline algorithms in terms of user grading on ImageNet with
equal summary size of 9.
Bakery Banana Bridge Church Cinema Garage Library
SDS 6.4 5.8 5.9 6.7 6 5.8 5.3
K-med 7.2 5.9 6.7 8.9 6 6.2 5.1
AP 7.3 5.7 8.6 5.4 7.8 7 7.9
Greedy 8.7 6.2 5.6 5.7 6.6 5.4 6
ARW 8.5 6.8 5.9 8.6 7.3 6.1 8.2
Proposed 7.4 8.3 6.2 6.7 7.4 7.6 8.7
K-SVD 7.3 7.7 5.9 6.1 6.6 6.7 7.2
Monitor Mug Pajama Schoolbus Skyscraper Mix Avg.
SDS 6.9 7 6.4 5.3 5.4 8.5 6.0
K-med 6.8 7.4 8.5 7.7 8.1 5.7 7.0
AP 7.1 6.5 8.1 7.8 8.6 7.9 7.3
Greedy 7.3 5.9 8.9 6 7.6 6.3 6.6
ARW 5.9 6.9 5.1 6.3 6.9 7.7 6.8
Proposed 8.8 7.7 8.6 5.5 7.8 5.1 7.5
K-SVD 8.2 7.2 5.9 6.3 6.2 6.1 6.7
Best performance values are shown in bold.
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(although it is close to the global optimum). If we can sacriﬁce the
efﬁciency and repeat the learning process with more iterations,
we can have a much higher probability to achieve the global
optimum. In other words, the curve in Fig. 9 can prove that our
proposed algorithm ﬁnds the close-to-global optimum solution
with high probability.
We will discuss about the convergence of the simulated
annealing algorithm in this task. The use of annealing schedule
is to make it possible to avoid local optima, and terminates the
basis update stage in a limited number of steps. The newly
accepted updates do not critically decrease the reconstruction
error; the solution, which does not decrease the optimization
function, still has a chance to be accepted, which makes it
possible to jump out of a local minimum neighborhood. We have
compared the proposed algorithm with greedy algorithm in terms
of reconstruction error on a given data set with GIST feature. The
result can be found in Fig. 8. We observed that after the greedy
algorithm converges at a local optimum position (blue dot), the
SA algorithm (green dot) could still jump out of the local optimal
neighborhood and ﬁnd a better optimal solution. The reconstruc-
tion error curve is not smooth because the solution space is not
continuous. Some important factors such as iteration number,
number of attempts with different initials, cooling schedule,
would all affect the convergence result. The optimal parameters
are given as below:
Number of iteration 40
Diversity weight b 0.05
Number of different initials 3
MaxConseRej 20
MaxTries 40
Temparature decrease rate 0.9
We further tested how the number of iterations may affect our
proposed algorithm and reported the summarization result for
the category of ‘‘clouds’’ as in Fig. 10. We have repeated the
algorithm for 90 times and each time with different number of
iterations. We have observed that the optimization function can
ﬁnd close to optimum solution when a certain amount of iteration
is guaranteed.
Our proposed approach treated each image in the image
collection equally for getting the summary, so there does not
exist so-called ‘‘outliers’’ (a group of similar images that are far
different from the rest of the data set). As a result, the summar-
ization result may not coincide with the human perception of that
image categories. For example, the ‘‘bakery’’ category in ImageNet
contains a bunch of blank images which maybe the result of a
broken download link. So the summarization results for our
proposed approach can always include a blank image which are
usually eliminated by some other algorithms.
Computation efﬁciency: The computation cost of our proposed
algorithm is largely affected by the annealing schedule which is
used to determine the number of iterations. During each iteration,
the most time consuming operation is to learn the non-negative
sparse coefﬁcients. In practical implementation, the simulated
annealing stage terminates after 30 to 40 iterations and the
overall computation time is around 2 to 3 min for each image
set (with around 1400 images). By contrast, the simultaneous
summarization learning algorithms such as AP and k-medoids
take around 30 to 40 s. The ARW, K-SVD and Greedy algorithms
has similar computation cost as compared with our proposed
algorithm. The SDS algorithm runs slowest because it needs to
examine the reconstruction performance for every image in the
image set during each iteration. All these experiments are carried
out in a 2.6G CPU and 4G memory computation environment.
Subjective evaluation: Image summarization is often task-
speciﬁc, so the subjective results from user study are meaningful
and also inevitable. We have performed user study to evaluate the
effectiveness of our proposed approach and compared with other
baseline approaches. The evaluation metric is measured by the
users’ feedback on how well the summarization results can
Table 8
Subjective evaluation of the proposed algorithm with six other baseline algorithms in terms of user grading on
NUS-WIDE-SCENE with equal summary size of 9.
Beach Building Clouds Hillside Lakes Plaza
SDS 7 8.2 6.9 5.2 8.2 7.8
K-med 6.9 7.3 5.6 7.7 8.2 7.5
AP 7.4 8.5 7 7 7.6 6.7
Greedy 8.6 5.7 8.9 5.1 7.8 8.2
ARW 7.4 5.9 7.8 5.2 5.5 6.8
Proposed 8.4 8.6 6.8 5.3 7 8.3
K-SVD 7.4 8.2 7.1 7.5 6.7 7.7
Running Skyline Sunrise Weather Zoos Avg.
SDS 5.3 5.2 6.1 6.4 5.2 6.5
K-med 5.5 6.5 6.7 5.7 7.9 6.8
AP 8.3 7.6 5.6 7.8 7.1 7.3
Greedy 5.6 7.1 5 6.9 6 6.8
ARW 6.5 6.6 6.9 6.3 6.6 6.5
Proposed 8.2 8.5 7.4 8.6 8.7 7.8
K-SVD 5.2 5.9 6.8 6.6 6.4 6.8
Best performance values are shown in bold.
Table 9
Subjective evaluation of the proposed algorithm with 6 other baseline algorithms
in terms of user grading on Event image set with equal summary size of 9.
Rockc Badm Bocce Croq Polo Rowi Saili Snowb Avg.
SDS 6.2 5.7 8.5 5.6 6.9 6 7.9 8.2 6.8
K-med 7.8 5.5 7.6 8.4 5.4 6.1 6.3 6 6.6
AP 6.6 7.7 5.1 6.8 5.7 6.5 8.2 8.6 6.9
Greedy 7.6 8.9 5.7 7.5 7.3 7.4 7.3 7.3 7.3
ARW 7.1 5.6 6.4 6.5 5.9 6 5.4 5 5.9
Proposed 8.9 7.6 7.2 8.9 6.7 7.3 8.5 8.5 7.9
K-SVD 8.4 7.7 5.6 6.7 7.2 6.9 8.1 6.8 7.2
Best performance values are shown in bold.
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recover the overall visual aspects for the original image set.1 Our
survey consists the following components : (1) 30 users (graduate
students) are involved in this survey to investigate the summar-
ization results for three image sets. (b) The system interface is
shown in Fig. 11. A tile-view of the example summarization
result, as shown in Fig. 11, can be found in Fig. 12. The users
should be able to explore the image category list (left: treeview),
the image set (right: panel), and summarization results as given
in the middle blob (summary size may vary according to user’s
demand) for all six algorithms (our proposed algorithm and other
six baseline algorithms). (c) In actual survey, the category names
are hidden from users because we do not want to distract users’
judgment by involving their semantic understanding of that
image category. The judgment should rely only on the visual
aspects of the images. The algorithm names are also hidden from
users to avoid biased opinion. (d) The average scores are reported
in Tables 6–9. The results indicate that our proposed approach
(via dictionary learning) has higher average appropriateness score
as compared with other baseline algorithms, which coincides
with the objective evaluation results.
5. Conclusion
Most existing algorithms for image summarization lack either
explicit formulation or quantitative evaluation metric. We had
discovered that there is an intrinsic coherence between the problem
of image collection summarization and the issue of dictionary
learning for sparse representation, which both focus on selecting a
small set of the most representative images to sparsely reinterpret
the original image set in large size. We have explicitly reformulated
the problem of automatic image summarization by using an sparse
representation model and the simulated annealing algorithm is
adopted to solve the optimization function more effectively. The
reconstruction ability in terms of the MSE are used to objectively
evaluate various algorithms for automatic image summarization.
Our proposed algorithm outperformed the six baseline algorithms
both objectively and subjectively on three different image sets.
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