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Minimal surface singularities are Lipschitz normally embedded
Walter D Neumann, Helge Møller Pedersen, Anne Pichon
Abstract
Any germ of a complex analytic space is equipped with two natural metrics: the outer metric
induced by the hermitian metric of the ambient space and the inner metric, which is the
associated riemannian metric on the germ. We show that minimal surface singularities are
Lipschitz normally embedded (LNE), i.e., the identity map is a bilipschitz homeomorphism
between outer and inner metrics, and that they are the only rational surface singularities with
this property.
1. Introduction
If pX, 0q is a germ of a complex analytic space of pure dimension dimpX, 0q, we denote by
mpX, 0q its multiplicity and by edimpX, 0q its embedding dimension.
Minimal singularities were introduced by J. Kolla´r in [8] as the germs of complex analytic
spaces pX, 0q of pure dimension which are reduced, Cohen-Macaulay, whose tangent cone is
reduced and whose multiplicity is minimal in the sense that Abhyankar’s inequality
mpX, 0q ě edimpX, 0q ´ dimpX, 0q ` 1
is an equality (see [8, Section 3.4] or [4, Section 5]).
In this paper, we only deal with normal surfaces. In this case, minimality can be defined as
follows ([8, Remark 3.4.10]): a normal surface singularity pX, 0q is minimal if it is rational with
a reduced minimal (also called fundamental) cycle.
Minimal surface singularities play a key role in resolution theory of normal complex surfaces
since they appear as central objects in the two main resolution algorithms: the resolution
obtained as a finite sequence of normalized Nash modifications ([18]), and the one obtained by
a sequence of normalized blow-up of points ([21], [4]). The question of the existence of a duality
between these two algorithms, asserted by D. T. Leˆ in [13, Section 4.3] (see also [4, Section
8]) remains open, and the fact that minimal singularities seem to be the common denominator
between them suggests the need of a better understanding of this class of surface germs.
In this paper, we study minimal surface singularities from the point of view of their Lipschitz
geometries, and we show that they are characterized by a remarkable metric property: they
are Lipschitz normally embedded. Let us explain what this means.
If pX, 0q is a germ of a complex variety, then any embedding φ : pX, 0q ãÑ pCn, 0q determines
two metrics on pX, 0q: the outer metric dopx1, x2q :“ ‖φpx1q ´ φpx2q‖ (i.e., distance in C
n) and
the inner metric dipx1, x2q defined as the length metric induced on X by the hermitian metric
of Cn. For all x, y P X, d0px, yq ď dipx, yq.
Definition 1.1. A germ of a complex variety pX, 0q is Lipschitz normally embedded (LNE)
if the identity map of pX, 0q is a bilipschitz homeomorphism between inner and outer metrics,
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i.e., there exists a neigbourhood U of 0 in X and a constant K ě 1 such that for all x, y P U
1
K
dipx, yq ď d0px, yq.
Let us now state our main result:
Theorem 1.2. A rational surface singularity is LNE if and only if is minimal.
The proof is based on the characterization of LNE of normal surface singularities proved
in [16] (see Theorem 2.10). We recall the statement in Section 2. In Section 3, we recall the
definition of minimal singularities and we present the explicit description of the generic polar
and discriminant curves of minimal surface singularities given in [18], [2] and [3] which will
be used in the next sections. In Section 4, we prove results which will be used in the proof of
the “if” direction of Theorem 1.2 in Section 5. The other direction of Theorem 1.2 is proved in
Section 6.
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2. Characterization of LNE of a surface singularity
2.1. Generic projections
Let D be a pn´ 2q-plane in Cn and let ℓD : C
n Ñ C2 be the linear projection with kernel
D. Suppose pC, 0q Ă pCn, 0q is a complex curve germ. There exists an open dense subset ΩC
in the Grassmanian Gpn´ 2,Cnq such that for D P ΩC , D contains no limit of secant lines to
the curve C ([19]). The projection ℓD is said to be generic for C if D P ΩC .
Let now pX, 0q Ă pCn, 0q be a normal surface singularity. We restrict ourselves to those D
in the Grassmanian Gpn´ 2,Cnq such that the restriction ℓD|pX,0q : pX, 0q Ñ pC
2, 0q is finite.
The polar curve ΠD of pX, 0q for the direction D is the closure in pX, 0q of the singular locus
of the restriction of ℓD to X r t0u. The discriminant curve ∆D Ă pC
2, 0q is the image ℓDpΠDq
of the polar curve ΠD.
Proposition 2.1 [19, Lemme-cle´ V 1.2.2]. An open dense subset Ω Ă Gpn´ 2,Cnq exists
such that:
(i) the family of curve germs pΠDqDPΩ is equisingular in terms of strong simultaneous
resolution;
(ii) the discriminant curves ∆D “ ℓDpΠDq, D P Ω, form an equisingular family of reduced
plane curves;
(iii) for each D, the projection ℓD is generic for its polar curve ΠD.
Definition 2.2. The projection ℓD : C
n Ñ C2 is generic for pX, 0q if D P Ω.
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2.2. Test curves
Let ℓ : pX, 0q Ñ pC2, 0q be a generic projection, let Π be its polar curve and let ∆ “ ℓpΠq
be its discriminant curve. Denote by ρ1ℓ : Yℓ Ñ C
2 the minimal composition of blow-ups of
points starting with the blow-up of the origin which resolves the base points of the family of
projections of generic polar curves pℓpΠDqqDPΩ.
Let E Ă Y be a complex curve in a complex surface Y and let E1, . . . , En be the irreducible
components of E. We say curvette of Ei for any smooth curve germ pβ, pq in Y , where p is a
point of Ei which is a smooth point of Y and E and such that β and Ei intersect transversely.
If G is a graph, we will denote by V pGq its set of vertices and by EpGq its set of edges.
Definition 2.3. We say ∆-curve for an exceptional curve in pρ1ℓq
´1p0q intersecting the
strict transform of ∆. Let us blow up all the intersection points between two ∆-curves.
We denote by σ : Zℓ Ñ Yℓ and ρℓ “ ρ
1
ℓ ˝ σ : Zℓ Ñ C
2 the resulting morphisms (if no ∆-curves
intersect, ρℓ “ ρ
1
ℓ). The resolution graph T of ρℓ does not depend on ℓ.
A ∆-node of T is a vertex of T which represents a ∆-curve. Let T 1 be the subtree of T
defined as the union of all the simple paths in T joining the root vertex to ∆-nodes (so the
complement T r T 1 consists of strings of valency 2 vertices ended by a valency 1 vertex).
For piq P V pT q, let Ci be the irreducible component of ρ
´1
ℓ p0q represented by piq, so we have
ρ´1ℓ p0q “
Ť
piqPV pT q Ci. Let piq P V pT q. We call test curve at piq (of ℓ) any complex curve germ
pγ, 0q Ă pC2, 0q such that
(i) piq P V pT 1q;
(ii) the strict transform γ˚ by ρℓ is a curvette of Ci intersecting Ci at a smooth point of
ρ´1ℓ p0q;
(iii) γ˚ X∆˚ “ H.
2.3. Nash modification and lifted Gauss map
Definition 2.4. Let λ : X r t0u Ñ Gp2,Cnq be the Gauss map, which sends x P X r t0u
to the tangent plane TxX . The closure NX of the graph of λ in X ˆGp2,C
nq is a reduced
analytic surface. By definition, the Nash modification of pX, 0q is the induced morphism
N : NX Ñ X . The lifted Gauss map is the morphism rλ : NX Ñ Gp2,Cnq defined as the
restriction to NX of the projection of X ˆGp2,Cnq on the second factor.
Lemma 2.5 [18, Part III, Theorem 1.2], [6, Section 2]. A morphism f : Y Ñ X factors
through Nash modification if and only if it has no base points for the family of polar curves.
2.4. Principal components
Definition 2.6. Let π0 : X0 Ñ X be the minimal good resolution of X which factors
through both the Nash modification and the blow-up of the maximal ideal and let G0 be its
resolution graph. For each vertex pvq P V pG0q we denote by Ev the corresponding irreducible
component of π´1
0
p0q. A vertex pvq P V pG0q such that Ev is an irreducible component of the
blow-up of the maximal ideal (resp. an exceptional curve of the Nash modification) is called
an L-node (resp. a P-node) of G0.
Definition 2.7. Consider the subgraph G10 of G0 defined as the union of all simple paths
in G0 connecting pairs of vertices among L- and P-nodes. Let ℓ : pX, 0q Ñ pC
2, 0q be a generic
projection and let γ be a test curve for ℓ. A component pγ of ℓ´1pγq is called principal if its
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strict transform by π0 either is a curvette of a component Ev with pvq P V pG
1
0q or intersects
π´1
0
p0q at an intersection between two exceptional curves Ev and Ev1 such that both pvq and
pv1q are in V pG10q.
2.5. Inner and outer contact exponents
We will use the “big-Theta” asymptotic notation of Bachman-Landau: given two function
germs f, g : pr0,8q, 0q Ñ pr0,8q, 0q we say f is big-Theta of g and we write fptq “ Θpgptqq if
there exist real numbers η ą 0 and K ě 1 such that for all t with fptq ď η, 1
K
gptq ď fptq ď
Kgptq.
Let S2n´1ǫ “ tx P C
n : ‖x‖Cn “ ǫu.
Definition 2.8. Let pγ1, 0q and pγ2, 0q be two germs of complex curves in pC
n, 0q. The
outer contact exponent between γ1 and γ2 is the rational number qout “ qoutpγ1, γ2q ě 1 defined
by: dopγ1 X S
2n´1
ǫ , γ2 X S
2n´1
ǫ q “ Θpǫ
qoutq.
Definition 2.9. Let pX, 0q be a complex surface germ and let pγ1, 0q and pγ2, 0q be two
germs of complex curves inside pX, 0q. The inner contact exponent between γ1 and γ2 on
pX, 0q is the rational number qinn “ qinnpγ1, γ2q ě 1 defined by: dipγ1 X S
2n´1
ǫ , γ2 X S
2n´1
ǫ q “
Θpǫqinnq, where di means inner distance in pX, 0q as before.
We are now ready to state the characterization theorem for LNE for a complex normal
surface germ. The version we give here is a sightly weaker version than [16, Theorem 3.8], in
which we use a restricted version of test curves (the so-called nodal test curves). We just need
this weaker version to prove LNE for minimal surface singularities.
Theorem 2.10. A normal surface germ pX, 0q is LNE if and only if the following conditions
are satisfied for all generic projections ℓ : pX, 0q Ñ pC2, 0q and test curves pγ, 0q Ă pC2, 0q:
(1˚) for each principal component pγ of ℓ´1pγq, multppγq “ multpγq where mult means
multiplicity at 0;
(2˚) for all pairs ppγ1, pγ2q of distinct principal components of ℓ´1pγq, qinnppγ1, pγ2q “ qoutppγ1, pγ2q.
3. Minimal Singularities
In this section, we give the definition of minimal singularities and specify the case of surfaces.
We then present the description by Spivakovsky ([18]) of the minimal resolution which factors
through Nash modification and the description by Bondil ([2, 3]) of the morphism ρ1ℓ : Yℓ Ñ C
2
introduced in Section 2.2, where ℓ : pX, 0q Ñ pC2, 0q is a fixed generic plane projection.
Let us first recall the definition of the minimal cycle Zmin (also called Artin fundamental
cycle) of a normal surface singularity pX, 0q. Let π : p rX,Eq Ñ pX, 0q be the minimal resolution
of X and let E1, . . . , Er be the irreducible components of the exceptional divisor E “ π
´1p0q.
The minimal cycle Zmin is the minimal element of the set of divisors Z “
řr
i“1miEi whose
coefficients mi are strictly positive integers and such that @j “ 1, . . . , r, Z ¨ Ej ď 0. A reduced
minimal cycle means that Zmin “
řr
i Ei, i.e., mi “ 1 for all i “ 1, . . . , r.
If f : pX, 0q Ñ pC, 0q is an analytic function, then its total transform pfq “ pf ˝ πq´1p0q
decomposes into pfq “ Zpfq ` f˚ where f˚ is the strict transform and Zpfq a positive divisor
with support on E. If π is a good resolution of pX, 0q (i.e., π´1p0q consists of smooth transversal
irreducible components intersecting transversely at double points), then for each j “ 1, . . . , r,
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one has pfq ¨ Ej “ 0 ([11]). Hence Zpfq ¨ Ej ď 0 for all j “ 1, . . . , r. If h : pX, 0q Ñ pC, 0q is a
generic linear form, then Zphq is the minimal element among divisors Zpfq, and Zmin ď Zphq.
Recall that if pX, 0q is a rational surface singularity, then its minimal resolution π is a good
resolution, π resolves the basepoints of the family of generic linear forms (or equivalently, it
factors through the blow-up of the maximal ideal), and Zphq “ Zmin ([1]).
We now recall the characterization of minimal surface singularities proved by Kolla`r:
Proposition 3.1 [8, Remark 3.4.10]. A normal surface singularity is minimal if and only
if it is rational with reduced fundamental cycle.
In [18], Spivakovsky gives the following combinatorial characterization of the dual resolution
graph of minimal singularities. Let pX, 0q be a normal surface singularity, let π1 : X 1 Ñ X be
the minimal good resolution of pX, 0q and let G be its dual graph. If pvq P V pGq, we denote
by Ev the corresponding irreducible component of the exceptional divisor pπ
1q´1p0q, we set
wpvq “ E2v and we denote by νpvq the valence of pvq, i.e., the number of edges in G adjacent
to pvq.
Proposition 3.2 [18, Part II, Remark 2.3]. A surface singularity is minimal if and only
if G is a tree of rational curves and for all vertices pvq P V pGq, ´wpvq ě νpvq (in which case,
π1 coincides with π.)
Remark 3.3. A consequence of Proposition 3.2 is that if pX, 0q is minimal, then the L-
nodes (Definition 2.6) in G are the vertices pvq such that ´wpvq ą νpvq. In particular, it implies
that every leaf of G is an L-node.
Spivakovsky introduced the function s : V pGq Ñ N defined as follows: spvq is the number
of vertices on the shortest path in G from pvq to an L-node. So spvq “ 1 if and only if pvq
is an L-node. Since minimal singularities are rational they can be resolved by only blowing
up points, as Tjurina showed in [20], and spvq is the number of blow-ups it takes before Ev
appears in the successive exceptional divisors.
We now state a result of Spivakovsky in a formulation inspired by Bondil in [2] which will
enable one to describe π0 and G0 from the graph G.
Theorem 3.4 [18, Part III, Theorem 5.4]. Let pX, 0q be a minimal surface singularity.
Let ℓ : pX, 0q Ñ pC2, 0q be a generic projection and let Π be its polar curve. Let π : rX Ñ X
be the minimal resolution of pX, 0q. Consider the cycle S :“
ř
spvqEv , where the Ev are the
irreducible components of π´1p0q. Then the strict transform Π˚ of Π by π is smooth. It consists
of exactly ´pS ` Evq ¨ Ev ´ 2 curvettes of each Ev, one component of which goes through each
intersection point Ev X Ew for which spvq “ spwq. Moreover, the latter intersection points are
the only basepoints of the family of generic polars pΠDqDPΩ and each of them is resolved by
one blow-up.
Definition 3.5. Following the terminology of [18], an edge of G joining two vertices pvq
and pwq is central if spvq “ spwq, and a vertex pvq is central if there are at least two neighbouring
vertices pwq, pw1q such that spvq ´ 1 “ spwq “ spw1q.
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Remark 3.6. Let pvq be a non-central vertex which is not an L-node and not adjacent to
a central edge. Set r “ νpvq ´ 1. Then pvq has one neighbour vertex pv0q with spv0q “ spvq ´ 1,
and r neighbour vertices pv1q, . . . , pvrq satisfying spviq “ spvq ` 1 for all i. Let h : pX, 0q Ñ
pC, 0q be a generic linear form and let phq be its total transform by π. Since the minimal cycle
of pX, 0q is reduced, the equality phq ¨ Ev “ 0 gives E
2
v ` r ` 1 “ 0, i.e., E
2
v “ ´pr ` 1q. We
then have ´pS ` Evq ¨Ev ´ 2 “ ´
řr
i“1 spviqEvi ¨Ev ´ spvqE
2
v ´ spv0qEv0 ¨Ev ´ E
2
v ´ 2 “ 0.
Using this, Theorem 3.4 says that for each central edge there is one component of Π˚ through
the intersection point of the corresponding curves and that for each central vertex pvq, there
is at least one component of Π˚ which is a curvette of Ev. Any other component of Π
˚ goes
through L-curves.
As a consequence of Lemma 2.5 and Theorem 3.4, we obtain the following explicit description
of π0 and of G0. (In [2], Bondil shows that π0 is actually the minimal resolution of pX, 0q
obtained by only blowing up points.)
Corollary 3.7. The minimal good resolution π0 : X0 Ñ X of X which factors through
Nash modification and the blow-up of the maximal ideal is obtained by composing π with the
blow-up of each intersection point Ev X Ew corresponding to a central edge.
Remark 3.8. Recall (Definition 2.7) that G10 is the subgraph of G0 defined as the union
of all simple paths in G0 connecting pairs of vertices among L- and P-nodes. A consequence
of Corollary 3.7 and of Remark 3.3 is that for a minimal singularity, we have G10 “ G0.
We now present a more precise description of the polar curve and of the discriminant curve
given by Bondil in [2] which will lead to the explicit description of the resolution tree T0 of
ρ1ℓ : Yℓ Ñ C
2 and its relation with G0 in Corollary 3.12.
An An-curve is a germ of an analytic curve isomorphic to the plane curve y
2 ` xn`1 “ 0. If
n is odd, then An consists of a pair of smooth curves with contact exponent
n`1
2
while if n is
even, An is an irreducible curve.
Theorem 3.9 [2, 3]. Let pX, 0q be a minimal singularity and let Π be the polar of a generic
linear projection. Then
(i) Π decomposes as a union of Ani -curves Π “
Ť
iΠi and each Πi meet a single irreducible
component Evi of the exceptional divisor of π0
(ii) If Evi comes from blowing up a central edge pv
1
iq ´ pv
2
i q, then Πi is an (irreducible)
A2spv1
i
q-curve. Otherwise Πi consists of two smooth curves forming an A2spviq´1-curve.
(iii) The contact exponent between Πi and Πj equals the minimal value of spvq on the
shortest path in G0 between the vertices vi and vj .
Example 3.10. Let pX, 0q be a minimal singularity with the following resolution graph:
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´4 ´3
´2 1
´3 ´3 ´2 ´2
´2
´2
´2
1 2 2 1 2 1
3
2
1
The negative weights are the self-intersections of the exceptional curves and the positive
weights are the values of s. The L-nodes are the black vertices.
The graph on the picture below is the resolution graph G0 determined by Theorem 3.9.
The graph is decorated with arrows representing the components of the strict transform of
the polar curve Π of a generic plane projection. The weights at the vertices which are in G
are the values of the function s. The gray node represents an exceptional curve obtained by
blowing up the intersection point of two exceptional curves corresponding to a central edge.
The polar curve Π consists of five pairs Π1, . . . ,Π5 of smooth components and one component
Π6 with multiplicity 2. The curves Π1 and Π2 are A1-curves, Π3 and Π5 are A3-curves, Π4 is
an A5-curve and Π6 is an A4-curve. By Theorem 3.9, the contact between the two branches
of Π is the minimal value of s along the shortest path between them, e.g. the contact between
Π4 and Π5 is 2 and the contact between Π3 and Π5 is 1.
Π1
Π2
Π6
Π5
Π4
Π3
1 2
1
2 1 2 1
1
2
3
Using the fact that each branch of Π is isomorphic to a plane curve and that the restriction
ℓ|Π : ΠÑ ∆ is generic, Bondil deduces from Theorem 3.9 the following description of the
discriminant curve:
Theorem 3.11 [2, 3].
(i) The discriminant curve ∆ of a generic projection ℓ of pX, 0q is a union of An-curves in
one-to-one correspondence with the curves Πi of Theorem 3.9, and the contact between
any two of them equals that of the corresponding Ci’s;
(ii) the minimal resolution of ∆ is the resolution ρ1ℓ : Yℓ Ñ C
2 which resolves the base points
of the family of projected generic polar curves pℓpΠDqqDPΩ.
(iii) The minimal resolution π : rX Ñ X of pX, 0q is a composition of blow-ups of points
π “ π1 ˝ . . . ˝ πn and it resolves the polar curve Π of any generic projection ℓ : pX, 0q Ñ
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pC2, 0q. Moreover, the resolution of the discriminant curve ∆ “ ℓpΠq is a union of blow-
ups ρ “ ρ1 ˝ . . . ˝ ρn starting with the blow-up ρ1 of the origin of C
2 such that we have
a commutative diagram consisting of successive fiber products:
rX “ Xn πn //
ℓn

Xn´1
πn´1
//
ℓn´1

¨ ¨ ¨
π2
// X1
π1
//
ℓ1

X
ℓ

Yn
ρn
// Yn´1
ρn´1
// ¨ ¨ ¨
ρ2
// Y1
ρ1
// C2
Consider the morphism σ1 : Y 1 Ñ Yn such that ρ ˝ σ
1 is the minimal good resolution of ∆.
By (i) of Theorem 3.11, σ1 consists of blowing up each intersection point q “ ∆˚
0
X ρ´1p0q,
where ∆0 is a component of ∆ which is a An-curve with n even and then the intersection
point q1 “ ∆˚
0
X Eq where Eq is the exceptional P
1-curve created by blowing up q. By (ii) of
Theorem 3.11, we have Y 1 “ Yℓ and ρ
1
ℓ “ ρ ˝ σ
1. Moreover, the dual graph T0 of the resolution
ρ1ℓ is determined from the resolution graph G of π using (i) of Theorem 3.11.
Let T 10 be the subgraph of T0 consisting of the union of paths joining the root vertex to ∆-
curves, so T0 r T
1
0 consists of isolated vertices corresponding to the curves Eq. Let α : X0 Ñ rX
be the morphism defined by π0 “ π ˝ α. Consider the morphism ℓn : rX Ñ Yn introduced in
(iii) of Theorem 3.11. The restriction ℓn |π´1p0q : π
´1p0q Ñ ρ´1p0q lifts to a unique morphism
ℓ1 : π´1
0
p0q Ñ
Ť
uPV pT 1
0
q Cu such that ℓn ˝ α “ σ
1 ˝ ℓ1. The image by ℓ1 of each component of
π´1
0
p0q is a curve, so we have an induced graph-map L : G0 Ñ T
1
0, i.e., LpV pG0qq “ V pT
1
0q and
the image by L of an edge pv, v1q of G0 is the edge pLpvq, Lpv
1qq.
Let us extend the function s : GÑ N˚ to a function s : G0 Ñ
1
2
N˚ by setting spvq “ spv1q `
1{2 for each vertex pvq obtained by blowing up a central edge pv1q ´ pv2q of G.
Let us define a function ps : T 10 Ñ 12N˚ as follows. If pvq is a vertex representing a curve
of ρ´1p0q, pspvq is the number of vertices on the shortest path from pvq to the root vertex.
Otherwise, pspvq “ spwq ` 1{2 where pwq is the vertex of T 10 adjacent to pvq.
Corollary 3.12.
(i) For each vertex pvq of G0, spvq “ pspLpvqq;
(ii) For n P 1
2
N˚, denote by T 10pps ą nq the maximal subtree of T 10 such that all vertices of
T 10pps ą nq have ps ą n and let G0ps ą nq be the maximal subgraph of G0 such that all
vertices of G0ps ą nq have s ą n. Then for every connected component τ of T
1
0pps ą nq,
L´1pτq is a connected component of G0ps ą nq.
Proof. This is a direct consequence of Theorems 3.9 and 3.11. In particular, Point (ii) is a
consequence of (iii) of Theorem 3.9 and of (i) of Theorem 3.11.
Example 3.13. We continue with the minimal singularity introduced in Example 3.10. The
right tree in the picture below is the tree T0. It is obtained by using Theorem 3.11. The arrows
represent the components of ∆ “
Ť6
i“1∆i where ∆i “ ℓpΠiq, i “ 1, . . . , 6. Each vertex of T
1
0 is
weighted by the value of ps. The graph on the left is the graph G0 determined in Example 3.10.
Each vertex of G0 is weighted by the value of the extended function s : G0 Ñ
1
2
N˚, and the
graph-map L from G0 to T
1
0 described in Corollary 3.12 sends vertices and edges horizontally.
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L
Π1 Π2
Π4
Π3
Π6
Π5
5{2
3
222
2
11111
∆1 ∆2
∆5
∆3
∆4
∆6
3
5{2
2
1
2
4. Inner rates on a minimal surface
Let η : Y Ñ C2 be a sequence of blow-ups of points starting with the blow-up of the origin of
C2 and let C be an irreducible component of η´1p0q. Let pγ1, 0q and pγ2, 0q be two irreducible
curve germs whose strict transforms by η meet C at two distinct points which are smooth points
of η´1p0q. Then the contact qinnpγ1, γ2q “ qoutpγ1, γ2q of γ1 and γ2 in C
2 does not depend on
the choice of γ1 and γ2.
Definition 4.1. We call qinnpγ1, γ2q the inner rate of C and we denote it by qC .
If γ is a test curve at a vertex puq of ρℓ for some generic projection ℓ : pX, 0q Ñ pC
2, 0q of a
normal surface pX, 0q, we will say that qCu is the inner rate of γ and denote qγ “ qCu “ qu.
Example 4.2. If pX, 0q is a minimal singularity, then for each vertex puq of T 10, we have
qu “ pspuq where ps : T 10 Ñ 12N˚ is defined before the statement of Corollary 3.12.
Lemma 4.3 [16, Lemma 15.1]. Let π : X 1 Ñ X be a resolution of X and let E be an
irreducible component of the exceptional divisor π´1p0q. Let γ and γ1 be two complex curve
germs in pX, 0q whose strict transforms by π are curvettes of E meeting E at two distinct points.
Then qinnpγ, γ
1q is independent of the choice of γ and γ1. Moreover, if ℓ : pX, 0q Ñ pC2, 0q is a
generic projection which is also generic for the curve γ Y γ1 and if η is a resolution of the curve
ℓpγq Y ℓpγ1q, then there is a component C of η´1p0q such that ℓpγq˚ and ℓpγ1q˚ are curvettes
of C, and we have qC “ qinnpγ, γ
1q.
Definition 4.4. We set qE “ qinnpγ, γ
1q and we call qE the inner rate of E.
Proposition 4.5 [16, Proposition 15.3]. Let γ and γ1 be two complex curves on pX, 0q.
Consider a resolution π : X 1 Ñ X which factors through the Nash modification and through
the blow-up of the maximal ideal and which is a resolution of the complex curve γ Y γ1 and
set π´1p0q “
Ť
v Ev. Let
rG be the resolution graph of π whose vertices pvq are weighted by
the inner rates introduced in Definition 4.4. Let pvq and pv1q be the vertices of G such that
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γ˚ X Ev ‰ H and γ
1˚ X Ev1 ‰ H. Then qinnpγ, γ
1q “ qv,v1 where qv,v1 is the maximum among
minimum of inner rates along paths from pvq to pv1q in the graph rG.
In [16], we introduced a resolution µ0 : W0 Ñ X , the so-called LNEtest-resolution, which
is a good resolution for every principal component over every test curve for every generic
projection ℓ, i.e., the strict transform of each such principal component is a curvette of an
irreducible component of µ´1
0
p0q. We will now explicitly describe the graph of the LNEtest-
resolution of a minimal resolution and the inner rate attached to each vertex. This will be a
key tool in the proof of the “if” direction of Theorem 1.2.
Let us first recall the definition of µ0. Consider a generic projection ℓ : pX, 0q Ñ pC
2, 0q. Let
Xℓ be the pull-back of ℓ and ρℓ : Zℓ Ñ C
2 (cf. Definition 2.3) and let αℓ : X
1
ℓ Ñ Xℓ be the
minimal good resolution of Xℓ. This induces a resolution πℓ : X
1
ℓ Ñ X which factors through
X0 and a projection rℓ : X 1ℓ Ñ Zℓ. Let ξℓ : X 1ℓ ÑWℓ be the morphism obtained by blowing down
iteratively the exceptional p´1q-curves which are not on simple paths joining vertices of G10
(Definition 2.7). We then obtain a good resolution µℓ : Wℓ Ñ X of pX, 0q which factors through
π0 : X0 Ñ X by a morphism βℓ : Wℓ Ñ X0. By [16, Lemma 13.1], the morphism βℓ does not
depend on ℓ. We set β0 “ βℓ, W0 “Wℓ and µ0 “ µℓ.
Definition 4.6. We call µ0 : W0 Ñ X the LNEtest-resolution of pX, 0q. We denote by Γ0
the graph of µ0 and by Γ
1
0 the subgraph of Γ0 which consists of the union of all simple paths
joining L- or P-nodes.
In the case of a minimal singularity, we have G0 “ G
1
0 (Remark 3.8) and then Γ0 “ Γ
1
0.
The following proposition describes explicitly the graph Γ0 with inner rates from the minimal
resolution graph G for any minimal singularity.
Proposition 4.7. Let pX, 0q be a minimal surface singularity.
(1) The inner rates of the vertices of G0 are determined by G as follows:
(a) If pvq is a vertex of G, then qv “ spvq;
(b) If pvq is a vertex obtained by blowing up a double point corresponding to a central
edge pv1q ´ pv2q of G, then qv “ spviq ` 1{2.
(2) The graph Γ0 is obtained by performing the following blow-ups for each edge pu1q ´ pu2q
joining two ∆-nodes of T0. After exchanging u1 and u2 if necessary we can assume
pspu1q ă pspu2q. So pspu1q P N˚. Let pτ be the connected component of T 10pps ą pspu1qq
containing pu2q and let τ be the connected component of G0ps ą pspu1qq such that
Lpτq “ pτ (see Corollary 3.12).
(a) Either pspu2q P N˚, i.e., pspu2q “ pspu1q ` 1. Then we blow up all double points
corresponding to edges pw1q ´ pw2q in τ such that spw1q “ pspu1q and spw2q “ pspu2q;
each created vertex pwq has inner rate qw “ spv1q ` 1{2.
(b) Otherwise, pspu2q P N˚ ` 1{2, i.e., pspu2q “ pspu1q ` 1{2. Then, we first blow up the
double points corresponding to edges pw1q ´ pw
1
2q in G such that pw
1
2q P V pτq,
spw1q “ pspu1q and spw12q “ pspu1q ` 1; each created vertex pw2q has inner rate
qw2 “ pspu1q ` 1{2. Then we blow up the double point corresponding to each created
edge pw1q ´ pw2q. Each created vertex pwq has inner rate qw “ pspu1q ` 1{3.
Remark 4.8. Let T be the dual graph of ρℓ and let T
1 be the subgraph of T which consists
of the union of all simple paths joining ∆-nodes to the root vertex in T (see Definition 2.3).
So with the notations introduced before Corollary 3.12, we have V pT0q Ă V pT q and V pT
1
0q Ă
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V pT 1q. By construction, the graph-map L : G0 Ñ T
1
0 extends to a graph-map L : Γ0 Ñ T
1 such
that for every vertex pvq of Γ0, we have qv “ qLpvq.
Example 4.9. We consider again the minimal singularity of Example 3.10. The two
graphs below are the graph Γ0 and the dual graph T of ρ
´1
ℓ p0q with vertices weighted by
the corresponding inner rates. The black vertices are the vertices of T which are not in T0
(resp. the vertices of Γ0 which are not in G0). The images of vertices and edges of Γ0 are sent
horizontally on that of T 1 by the extended graph-map L : Γ0 Ñ T
1 introduced in Remark 4.8.
L
Π1 Π2
Π4
Π3
Π6
Π5
5{2
3
222
2
11111
3{23{2
3{2 3{23{23{2
5{25{2
7{37{3
∆1 ∆2
∆5
∆3
∆4
∆6
3
5{2
2
1
2
3{2
3{2
7{3
5{2
Proof. By construction, µ0 is the minimal resolution of pX, 0q such that for every generic
projection ℓ : pX, 0q Ñ pC2, 0q, for every vertex pvq of T 1 and every test curve γ at pvq, a
component pγ of ℓ´1pγq is principal if and only if its strict transform by µ0 is a curvette of a
component Ev of µ
´1
0
p0q such that pvq P V pΓ10q. Then, in order to describe Γ0, it suffices to
start from the resolution π0 : X0 Ñ X and to blow up points iteratively until resolving the
principal components over test curves at vertices of T 1.
Let us first describe T and the inner rates of vertices of the subtree T 1. By Theorem 3.11,
T0 is the minimal resolution tree of ∆, and ∆ consists of An-curves having integral contacts
between each other. Therefore, a vertex puq of T 10 has inner rate in N` 1{2. Now, T is obtained
from T0 by blowing up every edge between two adjacent ∆-nodes in T
1
0. Either the two nodes
have integral inner rates n and n` 1, then the inner rate of the created vertex is n` 1{2, or
one of the inner rates is n and the other n` 1{2, in which case the inner rate of the created
vertex equals n` 1{3. Summarizing, a vertex puq of T 1 has one of the following types (1a),
(1b), (2a) or (2b):
Case (1) u P V pT 10q and we have two cases for the inner rate qu:
(1a) qu “ n with n P N
˚;
(1b) qu “ n` 1{2 with n P N
˚.
Case (2) u R V pT 10q, i.e., puq is obtained by blowing up the edge between two ∆-nodes pu1q
and pu2q of T0, and maybe after exchanging u1 and u2, we are in one of the following two cases:
(2a) qu1 “ n and qu1 “ n` 1 with n P N
˚, in which case qu “ n` 1{2;
(2b) qu1 “ n and qu1 “ n` 1{2 with n P N
˚, in which case qu “ n` 1{3.
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We will show that the four cases in the statement of Proposition 4.7 correspond to the
principal components over test curves in the four cases just described.
Let puq be a vertex of type p1aq and let γ be a test curve at puq. Set pspuq “ n. We have
qu “ pspuq “ n (see Example 4.2). By (i) of Corollary 3.12, every principal component of ℓ´1pγq
is the ρℓ-image of a curvette of a component Ev of G such that spvq “ n, and since qu “ qv,
we then have qv “ spvq.
Assume now that u is of type p1bq, so we have qu “ n` 1{2 with n P N
˚. By (ii) of Corollary
3.12, L´1puq contains a unique vertex pvq which is obtained by blowing up a central edge
pv1q ´ pv2q of G. Therefore the principal components of ℓ
´1pγq are the ρℓ-images of curvettes of
Ev (in fact, there are exactly two principal components in ℓ
´1pγq). We have qv “ qu “ n` 1{2.
On the other hand, we have spv1q “ spv2q “ n. Therefore, we obtain qv “ spv1q ` 1{2.
Assume now that puq is of type p2aq so Cu is obtained by blowing up the intersection point
q “ Cu1 X Cu2 between two ∆-curves Cui of ρ
´1p0q such that qu1 “ n and qu2 “ n` 1 for some
integer n P N˚. Let γ be a test curve at puq. Then the principal components of ℓ´1pγq have
their strict transforms by π passing through the points p such that ℓnppq “ q. By Corollary
3.12, each such p is an intersection point p “ Ew1 X Ew2 where pw1q and pw2q are two vertices
of G such that spw1q “ n and spw2q “ n` 1 and pw2q is in the connected component τ of
G0ps ą pspu1qq introduced in the statement of the proposition.
We now have to prove that the inner rate qw of the vertex obtained by blowing up the edge
pw1q ´ pw2q equals n` 1{2.
Let us first prove that the germ of the morphism ℓn : p rX, pq Ñ pYn, qq is an isomorphism. We
choose coordinates ps, tq in rX centered at p and coordinates ps1, t1q in Yn centered at q such
that ℓnps, tq “ ps
α, tβq. Assume ℓ “ px, yq where h “ x is a generic linear form on pX, 0q and
h is the composition h1 ˝ ℓ where h1 : C2 Ñ C is the projection to the first coordinate. Since
pX, 0q is minimal, the multiplicity of h along Ewi equals 1, so ph ˝ πqps, tq “ stζps, tq where ζ
is a unit in Cts, tu. Let ρ “ ρ1 ˝ ¨ ¨ ¨ ˝ ρn be as defined in Theorem 3.11. Since the multiplicities
of x along Cu1 and Cu2 also equal 1, then ph
1 ˝ ρqps1, t1q “ s1t1δps1, t1q where δ is a unit in
Cts1, t1u. Since ρ ˝ ℓn “ ℓ ˝ π, we then obtain stζps, tq “ s
αtβδpsα, tβq. This implies α “ β “ 1,
i.e., ℓn : p rX, pq Ñ pYn, qq is the germ of an isomorphism.
Let ep : Xp Ñ rX be the blow-up of p and consider the P1-curve Ew “ e´1p ppq. Let eq : Yq Ñ
Yn be the blow-up of q, so we have Cu “ e
´1
q pqq. We then have an induced isomorphism
ℓ1n : NpEwq Ñ NpCuq from a neighbourhood NpEwq of Ev to a neighbourhood NpCuq of Cu.
Therefore qw “ qu “ n` 1{2.
Let us now treat Case (2b) so Cu is obtained by blowing up the intersection point q
1 “
Cu1 X Cu2 between a ∆-curve Cu1 of ρ
´1p0q such that qu1 “ n and a ∆-curve Cu2 with qu2 “
n` 1{2. By Corollary 3.12, the principal components of ℓ´1pγq have their strict transforms by
π0 passing through the points p “ Ew1 X Ew2 where pw2q is in the connected component τ of
G0ps ą spv1qq, spw1q “ n and spw2q “ n` 1{2. Set q “ Cu1 X Cu. Then ℓn induces a morphism
ℓ1n : pX0, pq Ñ pYℓ, qq.
Let us prove that ℓ1n : pX0, pq Ñ pYℓ, qq is the germ of an isomorphism. We choose coordinates
ps, tq in X0 centered at p and coordinates ps
1, t1q in Yℓ centered at q such that ℓnps, tq “ ps
α, tβq.
Using again the notations of Case (2a), the multiplicity of h along Ew1 equals 1. Since the strict
transform of h does not pass through Ew1 X Ew2 , the strict transform of h along Ew2 equals
2. Then ph ˝ π0qps, tq “ st
2ζps, tq where ζ is a unit in Cts, tu. Since the multiplicities of x
along Cu1 and Cu2 equal respectively 1 and 2, then ph
1 ˝ ρℓqps
1, t1q “ s1pt1q2δps1, t1q where δ is a
unit in Cts1, t1u and h1 is as before. Since ρℓ ˝ ℓ
1
n “ ℓ ˝ π0 on the germ pX0, pq, we then obtain
st2ζps, tq “ sαt2βδpsα, t2βq. This implies α “ β “ 1, i.e., ℓ1n : pX0, pq Ñ pYℓ, qq is the germ of an
isomorphism.
We now have to prove that the inner rate qw of the vertex obtained by blowing up the edge
pw1q ´ pw2q equals n` 1{3. Let ep : Xp Ñ X0 be the blow-up of p and consider the P
1-curve
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Ew “ e
´1
p ppq. Let eq : Yq Ñ Yℓ be the blow-up of q, so Cu “ e
´1
q pqq. We then have an induced
isomorphism ℓ2n : NpEwq Ñ NpCuq from a neighbourhood NpEwq of Ev to a neighbourhood
NpCuq of Cu. Therefore, qw “ qu “ n` 1{3.
5. Minimal implies LNE
In this Section, we prove the “if” direction of Theorem 1.2]. We start by proving two
preliminary results.
5.1. Blow-up of a minimal singularity
The following result is [4, The´ore`me 5.9]. The authors prove it there without using the
existence of a resolution of pX, 0q. We give here a short proof using this fact.
Proposition 5.1. Let pX, 0q be a minimal surface singularity and let e1 : X 1 Ñ X be the
blow-up of the origin. Then X 1 is normal and for every singular point p P X 1, pX 1, pq is a
minimal singularity.
Proof of Proposition 5.1. Since pX, 0q is minimal, then pX, 0q is a rational singularity and
then, its blow-up is normal ([20]).
Let π : rX Ñ X be the minimal resolution of pX, 0q and let G be its resolution graph. Since
pX, 0q is rational, then π factors through the blow-up of the maximal ideal ([1]). Assume pX 1, pq
is not smooth. Then pX 1, pq has minimal resolution graph one of the connected components
G of G minus the L-nodes. So G is a rational graph and pX 1, pq is rational. Moreover, since
the minimal cycle of pX, 0q is reduced, the minimal cycle of pX 1, pq is also reduced. Then, by
Proposition 3.1, pX 1, pq is a minimal surface singularity.
5.2. Outer contact between curves and blow-up
Proposition 5.2. Let pγ1, 0q and pγ2, 0q be two complex curve germs in pC
N , 0q. Let
re : pZ,Eq Ñ pCN , 0q be the blow-up of the origin and let γ˚i be the strict transform of γi
by re. Assume that qoutpγ1, γ2q ě 2. Then γ˚1 X γ˚2 “ p ‰ H and qoutpγ˚1 , γ˚2 q “ qoutpγ1, γ2q ´ 1,
where qoutpγ
˚
1
, γ˚
2
q means outer contact in the germ pZ, pq.
Proof. Let mi be the multiplicity of γi for i “ 1, 2. Set qo “ qoutpγ1, γ2q. We can choose
coordinates pz1, . . . , zN q for C
N and Puiseux parametrizations of γi as follows:
γi : t P C ÞÑ
`
t, γi,2ptq, . . . , γi,N ptq
˘
(5.1)
where γi,jptq P Ctt
1
mi u are fractional power series whose terms with degrees ă qo all coincide
while there are at least two coefficients of tq0 which differ.
Let us express re in the chart U1 Ă Z over z1 ‰ 0. In the corresponding local coordi-
nates pz1, u2, . . . , uNq of U1 – C
N , we have repz1, u2, . . . , uNq “ pz1, z1u2, . . . , z1uN q and the
exceptional divisor E “ re´1p0q has equation z1 “ 0. In this chart, the strict transform γ˚i is
parametrized by: γ˚i ptq “ pt, γ
˚
i,2ptq, . . . , γ
˚
i,N ptqq with γi,jptq “ tγ
˚
i,jptq for all j ą 1. This implies:
‖γ1ptq ´ γ2ptq‖ “ ‖
`
t´ t, tγ˚1,2ptq ´ tγ
˚
2,2ptq, . . . , tγ
˚
1,N ptq ´ tγ
˚
2,Nptq
˘
‖
“ |t|‖γ˚1 ptq ´ γ
˚
2 ptq‖.
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Since qo ě 2, then all γ
˚
i,jptq only have terms of degree ě 1, and hence ‖γ
˚
i ptq‖ “ Θp|t|q.
Therefore ‖γ˚
1
ptq ´ γ˚
2
ptq‖q “ Θptqoutpγ
˚
1
,γ˚
2
qq and then ‖γ1ptq ´ γ2ptq‖ “ Θp|t|
qoutpγ
˚
1
,γ˚
2
q`1q. On
the other hand, we have ‖γ1ptq ´ γ2ptq‖ “ Θp|t|
qoq. Hence qo “ 1` qoutpγ
˚
1
, γ˚
2
q.
Proof of the “if” direction of Theorem 1.2.
Let pX, 0q be a minimal surface singularity with generic projection ℓ : pX, 0q Ñ pC2, 0q, let
Π be its polar curve and let ∆ “ ℓpΠq be its discriminant curve. We use again the notations
of Section 2. Let ρℓ : Zℓ Ñ C
2 be the sequence of blow-ups of points introduced in Section 2.
We also use the notations introduced in the previous Section, in particular, Γ0 is the dual
graph of the LNEtest-resolution of pX, 0q (Definition 4.6), and G0 is the graph of the resolution
π0 : X0 Ñ X .
We have to check Conditions (1˚) and (2˚) of Theorem 2.10 for any test curve pγ, 0q Ă pC2, 0q
(Definition 2.3). We have to consider the following cases for the values of the inner rate qγ (see
proof of Proposition 4.7):
– Case (1a). qγ is an integer n (in particular, γ is smooth);
– Cases (1b) and (2a). qγ “ n` 1{2 with n ě 1 an integer;
– Case (2b). qγ “ n` 1{3 with n ě 1 an integer.
Assume first that qγ “ 1. Then γ is a generic line through the origin of C
2, so pℓ´1pγq, 0q is
a generic hyperplane section of pX, 0q. Since pX, 0q is minimal, the generic hyperplane section
pℓ´1pγq, 0q also has a minimal singularity ([8, Lemma 3.4.3]) so it is a union of mpX, 0q smooth
transversal curves, where mpX, 0q denotes the multiplicity of pX, 0q. Then the multiplicity of
every component of pℓ´1pγq, 0q equals 1, and if γ1 and γ2 are two components of pℓ
´1pγq, 0q,
then qinnpγ1, γ2q “ qoutpγ1, γ2q “ 1. Therefore Conditions (1
˚) and (2˚) of Theorem 2.10 are
satisfied.
We then have to prove Conditions (1˚) and (2˚) for any test curve which is not a curvette
of the root vertex.
Let us first prove that any test curve satisfies Condition (1˚).
In case (1a), γ is a smooth curve, so multpγq “ 1. On the other hand, qγ P N means that
E is a component of the irreducible divisor of the minimal resolution π : rX Ñ X of X . Since
pX, 0q is minimal, its minimal cycle is reduced. The maximal cycle is the compact part of the
total transform by π of a generic linear function h : pX, 0q Ñ pC, 0q. Then in particular, since
for rational and hence minimal singularities the maximal cycle and the minimal cycle agrees,
we have multEphq “ 1, which means that the multiplicity of any curvette of E is 1. Therefore
multppγq “ 1.
In cases (1b) and (2a), we havemultpγq “ 2. On the other hand, E is obtained by blowing up
the intersection point p of two exceptional curves Ev1 and Ev2 corresponding to vertices of the
graph of the minimal resolution ofX (see the proof of Proposition 4.7 for Case (2a)). Since Zmin
is reduced, then multEv1 phq “ multEv2 phq “ 1. Since the strict transform of h does not pass
through p, then multEphq “ multEv1 phq `multEv2 phq “ 2, which means that multppγq “ 2.
In case (2b), the multiplicity of γ equals 3, since C is obtained by blowing up the intersection
point between two exceptional components, one along which a generic linear form on pC2, 0q has
multiplicity 1 and the other 2. On the other hand, E is obtained by blowing up the intersection
point p of two exceptional curves Ev1 and Ev2 such that multEv1 phq “ 1 and multEv1 phq “ 2
(see again the proof of Proposition 4.7). Therefore multEphq “ multEv1 phq `multEv2 phq “
1` 2 “ 3.
If pX, 0q is a minimal singularity, we denote by RpXq the minimal integer such that all test
curves of pX, 0q have inner rates ă RpXq ` 1. We will achieve the proof that pX, 0q is LNE by
induction on RpXq
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We start with a lemma which will imply the first step of the induction and which will also
be used in the induction step.
Lemma 5.3. Let pX, 0q be a minimal singularity and let ℓpX, 0q Ñ pC2, 0q be a generic
projection. Then every test curve γ for ℓ such that qγ P t1, 3{2, 4{3u satisfies Condition (2
˚).
Proof. The case qγ “ 1 has already been treated at the beginning of the proof.
Assume that qγ “ 3{2 and that we are in Case (1b), so γ is a test curve at a ∆-node u
of T 1 such that pspuq “ 3{2. By ((ii)) of Corollary 3.12), there is a unique vertex pvq in G0
such that Lpvq “ u and pvq is a P-node obtained by blowing-up a central edge between two
L-nodes. Then ℓ´1pγq contains two principal components pγ1 and pγ2 whose strict transforms by
π0 are curvettes of the curve Ev meeting Ev at distinct points. We then have qinnppγ1, pγ2q “ 3{2.
Let ℓ1 : pX, 0q Ñ pC2, 0q be a generic projection for pX, 0q which is also generic for the curve
pγ1 Y pγ2. Then the restriction of ℓ1 to pγ1 Y pγ2 is a bilipschitz homeomorphism to its image, so
we have qoutppγ1, pγ2q “ qoutpℓ1ppγ1q, ℓ1ppγ2qq. But since ℓ1ppγ1q and ℓ1ppγ2q are two curvettes of the
component C 1u of ρ
´1
ℓ1 p0q meeting C
1
u at distinct points, then qoutpℓ
1ppγ1q, ℓ1ppγ2qq equals the inner
rate of C 1u, which is 3{2. We then have obtain qoutppγ1, pγ2q “ qinnppγ1, pγ2q.
Assume that qγ “ 3{2 and that we are in Case (2a), so γ is a test curve at a vertex puq of T
1
obtained by blowing up the intersection point between the curve Cu1 of ρ
´1
ℓ p0q corresponding
to the root-vertex pu1q of T and a ∆-curve Cu2 with inner rate 2.
Let pγ1, pγ2 be a pair of principal components of ℓ´1pγq and let pv1q and pv2q be the two vertices
of Γ0 such that the strict transforms of pγ1, pγ2 are curvettes of Ev1 and Ev2 respectively. By
Proposition 4.7, pv1q and pv2q are obtained by blowing up intersection points Ev1
1
X Ev2
1
and
Ev1
2
X Ev2
2
such that pv11q and pv
1
2q are L-nodes and pv
2
1q and pv
2
2q are vertices of G0 such that
Lpv21q “ Lpv
2
2q “ pu
2q. Moreover, we have pv11q ‰ pv
1
2q.
µ0 : W0 Ñ X factors through NX , so we have a composition W0
µ˜0
Ñ NX
N
Ñ X . Since Ev1
and Ev2 are not components of the exceptional divisor of N , the lifted Gauss map
rλ : NX Ñ
Gp2,Cnq (see Definition 2.4) is constant on each subset µ˜0pEv1q and µ˜0pEv2q of NX . By [16,
Proposition 7.2], in order to prove Condition (2˚), i.e., qinnp pγ1, pγ2q “ qoutp pγ1, pγ2q, it suffices
to prove that rλpµ˜0pEv1qq ‰ rλpµ˜0pEv2 qq, i.e., that one has distinct values at the two points
p1 “ Ev2
1
X Ev1
1
“ β0pEv1q and p2 “ Ev22 X Ev12“ β0pEv1 q of π
´1
0
p0q.
Let re : Y Ñ NX be the blow-up of the ideal MONX and let N 1 : Y Ñ X˜ be the morphism
induced by the universal property of the blow-up, so we have a commutative diagram:
X ˆGp2,Cnq ˆ Pn´1 Ą Y
re
//
N
1

NX
N

Ă X ˆGp2,Cnq
X ˆ Pn´1 Ą X˜
e
// X
where re and N 1 are the restriction to Y of the canonical projections of X ˆGp2,Cnq ˆ Pn´1
to X ˆGp2,Cnq and X ˆ Pn´1 respectively.
The curve e´1p0q is isomorphic to the projectivized tangent cone C0pXq Ă P
n´1 of pX, 0q. By
[8, Theorem 3.4.6], the projectivized tangent cone of a minimal singularity consists of rational
components and has only minimal singularities. So the two curves N 1pEv1
1
q and N 1pEv1
2
q are
two irreducible components of the projectivized tangent cone intersecting transversely at a
point p. Let P1 and P2 be the tangent lines at p respectively to N
1pEw1q and N
1pEw2q, so we
have P1 ‰ P2. Let us denote by P1 PGp2,C
nq and P2 P Gp2,Cnq the unprojectivized versions
of P1 and P2. Let l1, . . . , lr be the points of C0pXq which correspond to the exceptional tangent
of pX, 0q, so p is one of them (see [14]). Let pxnqn be a sequence of points on Ew1 converging
to p1 such that none of N
1pxnq is an exceptional line. By [12, Theorem 2.3.7], rλpxnq is the
Page 16 of 18 WALTER D NEUMANN, HELGE MØLLER PEDERSEN, ANNE PICHON
element ofGp2,Cnq defined by the tangent line to C0pXq at N
1pxnq. Taking the limit xn Ñ p1,
we then obtain by continuity of rλ that rλpp1q “ P1. Similarly, we have rλpp2q “ P2. This provesrλpp1q ‰ rλpp2q which completes the proof of Condition (2˚) for qγ “ 3{2 in case (2a).
Finally assume qγ “ 4{3. Then γ is a curvette of a component Cu obtained by blowing up the
intersection point between the root-curve Cu1 of ρ
´1
ℓ p0q and a ∆-curve Cu2 with inner rate 3{2.
Using again ((ii)) of Corollary 3.12), there is a unique vertex pv2q in G0 such that Lpv
2q “ u2
and it is a P-node pv2q obtained by blowing-up a central edge pv11q ´ pv
1
2q between two L-nodes
in G0, and L
´1puq consists in the two vertices pv1q and pv2q in Γ0 obtained by blowing-up the
two edges pv11q ´ pvq ´ pv
1
2q. Then we obtain the following string in Γ0:
pv11q ´ pv1q ´ pv
2q ´ pv2q ´ pv
1
2q,
and ℓ´1pγq contains exactly two principal components pγ1, pγ2 whose strict transforms are
curvettes of Ev1 and Ev2 respectively. Set p1 “ Ev11 X Ev1 and p2 “ Ev12 X Ev2 . By the same
argument as in the previous case, we have rλpp1q ‰ rλpp2q, and this implies that the pair pγ1, pγ2
satisfies Condition (2˚).
First step of the induction. Assume that RpXq “ 1. We already know that every test curve
satisfies Condition (1˚). Moreover, the only possible values for inner rates of test curves are
qγ P t1, 3{2, 4{3u. Then by Lemma 5.3, every test curve γ satisfies Condition (2
˚).
Induction step. We assume that all minimal singularities pX, 0q with RpXq ď n´ 1 are LNE.
Let pX, 0q be a minimal singularity with RpXq “ n. Consider a generic projection ℓ : pX, 0q Ñ
pC, 0q and a test curve pγ, 0q for ℓ which is not a curvette of e´1p0q. We already know that
every test curve satisfies Condition (1˚). We have to prove that pγ, 0q satisfies Condition (2˚).
If qγ ă 2, i.e., qγ P t1, 3{2, 4{3u, then γ satisfies Condition (2
˚) by Lemma 5.3.
Assume now that qγ ě 2 and let pγ1, pγ2 be two principal components of ℓ´1pγq. Consider the
blow-up e1 : X 1 Ñ X and let pγ˚
1
, pγ˚
2
be the strict transform by e1. As a direct consequence of
((ii)) of Corollary 3.12, pγ˚
1
, pγ˚
2
pass through the same point p of X 1 which is a singular point
of X 1 having minimal resolution graph one of the components Gp of G minus its L-nodes.
Moreover, by Proposition 5.2, pX 1, pq is a minimal singularity.
Denote by sp : V pGpq Ñ N the corresponding s-map defined in Section 3. It follows
immediately from Theorem 3.4 that the L-nodes of Gp are the vertices of Gp adjacent
to the L-nodes of G0. As a consequence of this, we have for each vertex pvq P V pGpq,
sppvq “ spvq ´ 1, where s is the s-map of the initial minimal singularity pX, 0q. Therefore
RpX 1q “ RpXq ´ 1, so we can apply the induction hypothesis to pX 1, pq. Since pX 1, pq is LNE
we have q1innppγ˚1 , pγ˚2 q “ q1outppγ˚1 , pγ˚2 q, where q1inn and q1out are the inner and outer contacts in
the germ pX 1, pq.
Let Γ0 be again the dual graph of the LNEtest-resolution of pX, 0q (Definition 4.6). Then
V pG0q Ă V pΓ0q and by Proposition 4.7, the dual graph Γp of the LNEtest-resolution of pX
1, pq is
the connected component of Γ0 minus its L-nodes which contains the vertices of Gp. If pwq is a
vertex of Γ0 (resp. Γp), let us denote by qw (resp. q
1
w) the inner rate of pwq in Γ0, i.e., with respect
to the Lipschitz geometry of pX, 0q (resp. in Γp, i.e., with respect to the Lipschitz geometry
of pX 1, pq). Since spvq “ sppvq ` 1 for each vertex pvq of Gp, then again by Proposition 4.7, we
have qv “ q
1
v ` 1. Then applying Proposition 4.5, we obtain: qinnppγ1, pγ2q “ q1innppγ˚1 , pγ˚2 q ` 1.
On the other hand, by Proposition 5.2, we have qoutppγ1, pγ2q “ q1outppγ˚1 , pγ˚2 q ` 1. We then
obtain qinnppγ1, pγ2q “ qoutppγ1, pγ2q. Therefore, γ satisfies Condition (2˚).
Summarizing, we have proved that all test curves for pX, 0q satisfy Conditions (1˚) and (2˚).
Therefore pX, 0q is LNE. This completes the induction step.
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6. Rational and LNE implies minimal
In this section, we prove the other direction of Theorem 1.2: any rational surface singularity
which is LNE is minimal
Remark 6.1. An LNE surface singularity is not necessarily minimal. A counter-example is
given by the (non rational) hyper surface in C3 with equation xypx` yq ` z4 “ 0. It is a super
isolated singularity. The graph of its minimal resolution factorizing through Nash modification
has four vertices. It consists of a central vertex and three bamboos of length one, these three
leaves being the L-nodes, and the central vertex the single P-node.
Proof. Let p rX,Eq be the minimal resolution of pX, 0q, Z the minimal cycle and E “ ŤEi.
Since pX, 0q is LNE, then for every generic projection ℓ : pX, 0q Ñ pC2, 0q, every generic line
pγ, 0q Ă pC2, 0q satisfies Condition (1˚) of Theorem 2.10, i.e., every component of ℓ´1pγq has
multiplicity 1. This means that the multiplicity of Z at every L-curve equals 1. Consider
Laufer’s algorithm for finding Z ([10, Proposition 4.1]), and let Ej Ă E be the last curve one
adds in the algorithm before one obtains Z. Assume that Ej is not an L-curve, so Z ¨ Ej “
0. Let Z 1 be the penultimate cycle obtained by Laufer’s algorithm. Then Z 1 “ Z ´ Ej and
Z 1 ¨Ej “ ´E
2
j ą 1 which contradicts pX, 0q being rational by Laufer’s criterion [10, Theorem
4.2]. So the last curve added by Laufer’s algorithm is always an L-curve.
One can always run Laufer’s algorithm such that each curve is added once, before any curve
is added a second time. So unless Z “
ř
Ei there would be an L-curve with multiplicity ą 1,
which is a contradiction. Thus pX, 0q is minimal.
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