When performing molecular dynamics simulations for a system with constrained ͑fixed͒ atoms, traditional isobaric algorithms ͑e.g., NPT simulation͒ often cannot be used. In addition, the calculation of the internal pressure of a system with fixed atoms may be highly inaccurate due to the nonphysical nature of the atomic constraints and difficulties in accurately defining the volume occupied by the unconstrained atoms in the system. The inability to properly set and control pressure can result in substantial problems for the accurate simulation of condensed-phase systems if the behavior of the system ͑e.g., peptide/protein adsorption͒ is sensitive to pressure. To address this issue, the authors have developed an approach to accurately determine the internal pressure for a system with constrained atoms. As the first step in this method, a periodically extendable portion of the mobile phase of the constrained system ͑e.g., the solvent atoms͒ is used to create a separate unconstrained system for which the pressure can be accurately calculated. This model system is then used to create a pressure calibration plot for an intensive local effective virial parameter for a small volume cross section or "slab" of the system. Using this calibration plot, the pressure of the constrained system can then be determined by calculating the virial parameter for a similarly sized slab of mobile atoms. In this article, the authors present the development of this method and demonstrate its application using the CHARMM molecular simulation program to characterize the adsorption behavior of a peptide in explicit water on a hydrophobic surface whose lattice spacing is maintained with atomic constraints. The free energy of adsorption for this system is shown to be dramatically influenced by pressure, thus emphasizing the importance of properly maintaining the pressure of the system for the accurate simulation of protein-surface interactions.
I. INTRODUCTION
Molecular simulation methods have great potential to be used to understand and control protein adsorption behavior for biomaterial surface design. Substantial advances in computational resources and efficient algorithms have now provided the capability to conduct molecular dynamics ͑MD͒ simulations to investigate the behavior of proteins at the molecular level.
1 These simulation methods employ a potential energy function that uses predefined parameters ͑together, comprising a force field͒ to describe the energy of and force between atoms in a molecular system.
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The behavior of proteins in aqueous solution has been studied extensively using MD force field simulation methods and, more recently, researchers have begun to employ force field based MD simulation as a tool to study the adsorption behavior of peptides and proteins over various types of functionalized surfaces. [3] [4] [5] [6] [7] [8] [9] [10] [11] Among these, various simulation protocols [12] [13] [14] and sampling algorithms 15 have been developed and utilized for protein-surface adsorption simulation.
For example, force fields such as CHARMM, 16, 17 which were primarily parametrized to simulate the behavior of biomolecules in aqueous solution, have begun to be evaluated for their ability to accurately represent protein-surface interactions using explicitly represented solvent. 18 These MD simulations are typically performed in either the canonical ͓con-stant number of atoms ͑N͒, volume ͑V͒, and temperature ͑T͒; NVT͔ or isothermal-isobaric ͓constant number of atoms ͑N͒, pressure ͑P͒, and temperature ͑T͒; NPT͔ ensemble based on the physical properties of the system studied.
thus cannot be changed by a simple fractional coordinate scaling expansion or contraction of the system. Moreover, the internal pressure of a condensed-phase system with constrained atoms becomes ill defined by most ͑if not all͒ simulation programs for either NPT or NVT simulations because of the presence of the nonphysical forces imposed by the constraints and their effect on the volume of the system; both of which influence the calculation of system pressure. Furthermore, even if efforts are made to consider only the mobile phase of the system when calculating pressure, the determination of the appropriate volume to be assigned to the mobile atoms can be problematic. Given that condensedphase systems typically have very low compressibility, relatively small differences in the dimensions that are established to contain a given molecular system can result in large changes in internal pressure. For example, the compressibility of liquid water 21 at 298 K is 45.248ϫ 10 −6 bar −1 , which correlates to a change of about 218 atm of pressure per 1.0% change in volume. Due to these difficulties in determining the true pressure of a system with constrained atoms, the effects of pressure are often ignored. Of course, if the behavior of a given molecular system is sensitive to pressure, then failure to establish conditions that provide the appropriate pressure can be expected to result in substantial errors in the simulated behavior of the system.
Previous simulations have shown that pressure has a substantial influence on the thermodynamic behavior of solutes as seen in studies involving hydrophobic association [22] [23] [24] and the adsorption behavior of peptides to surfaces. 25 Aggregates of methane, which are stable under ambient conditions, have been shown to destabilize at high pressures. 26 In another study, which characterized the potential of mean force ͑PMF͒ profile between two hydrophobic solutes, the magnitude of the interaction energy between the solutes was shown to decrease with an increase in pressure indicating a substantial effect of pressure on the free energy of the system. 24 While simulating the adsorption of a peptide to a hydrophobic CH 3 -terminated alkanethiol self-assembled monolayer ͑SAM͒ surface, Sun et al. 25 observed pressure-induced changes in the PMF between the peptide and the surface ͑which represents adsorption free energy͒ as a function of the separation distance of the peptide over the surface. In order to prevent interactions of the peptide with the bottom image of the simulated surface when using periodic boundary conditions ͑PBCs͒ and explicit TIP3P water, Sun et al. placed a vacuum layer over the condensed-phase water and applied a restraining force to prevent the water from evaporating into the vacuum layer. Unexpectedly, they observed that variations in the strength of this restraining potential, which qualitatively corresponded to changes in the system pressure, had a substantial effect on the adsorption PMF profile.
The realization that pressure is an important parameter to be considered, combined with the problem of accurately determining system pressure when atomic constraints are used, presents a serious problem for the accurate simulation of peptide and protein adsorption behavior. While methods 27, 28 have previously been developed for the calculation of local internal pressure for a molecular system, which could be used to get around this problem by determining the pressure of the system in a localized area that was free of constraints, these methods often cannot be readily implemented in established MD programs, such as CHARMM, 29 without major code modifications. Thus, there is a distinct need to develop a method that can be more simply applied to accurately calculate the pressure of a condensed-phase system that contains constrained atoms.
To clearly demonstrate the importance of pressure for the simulation of peptide adsorption behavior, we quantitatively investigated the influence of system pressure on the adsorption behavior of a peptide over a functionalized SAM surface using the CHARMM molecular simulation program and force field. Peptide adsorption was characterized by calculating the free energy of adsorption ͑⌬G ads ͒ for a set of replicas of a peptide-SAM system in explicit solvent, each having the same number atoms but distinctly different volumes due to adjusting the height of the solvent box, thus creating differences in the pressure of the aqueous solution over the surface. The results from these simulations confirm that peptide adsorption is strongly influenced by the pressure of the aqueous solution. However, because the lattice spacing of the SAM surface chains in this study was fixed with atomic constraints, the default pressure calculation in CHARMM could not be trusted to accurately represent the pressure of the aqueous solution phase of the system. We therefore developed a method to determine the aqueous solution pressure in the simulation through the calculation of a local effective virial parameter. This parameter was calculated for a crosssectional volume of mobile atoms above the SAM surface in the bulk of the solution and was calibrated to pressure by comparison with a simulation of a separate system composed of mobile bulk water alone. The developed method provides a means to accurately determine the pressure of an aqueous solution in a system that contains constrained atoms. As a direct consequence, this method then also provides the ability to adjust the dimensions of the solution phase of the simulated system in order to set and control the pressure of the solution phase during a simulation to a desired value.
II. MODEL AND METHODS

A. Model construction
As shown in Fig. 1 , the system modeled consisted of a dodecanethiol self-assembled monolayer ͑CH 3 -SAM͒ surface and a nine-residue peptide in explicitly represented physiological saline ͑approximately 140 mM NaCl͒. The SAM surface consisted of 90 aliphatic HS-͑CH 2 ͒ 11 -CH 3 chains placed in a 10ϫ 9 array on a ͑ ͱ 3 ϫ ͱ 3͒R30°lattice with a 5.0 Å nearest-neighbor spacing, emulating an alkanethiol layer on the Au ͑111͒ plane. Initially, each of the chains was tilted to the orientation described by Vericat et al., 30 although the alkyl portion of the chain is not constrained. In order to preserve the lattice spacing of the SAM chains in the absence of an explicitly represented underlying gold surface, every thiol group ͑SH͒ in the SAM was held fixed during the simulated dynamics. The peptide modeled was chosen to match the experimental methods employed by Wei and Latour, 31, 32 which had an amino acid sequence of TGTG-V-GTGT ͑where T, G, and V represent threonine, glycine, and valine, respectively͒ with zwitterionic end groups. Valine provides hydrophobic character to the peptide in order to enhance its hydrophobic interaction with the methylterminated SAM surface. The flanking repeats of the TG sequence were designed to provide solubility and sufficient molecular weight for detection by surface plasmon resonance spectroscopy. 33 During the simulations, interactions between the peptide and the SAM surface were characterized by the surface separation distance ͑SSD͒, which is defined as the distance between the average position of the topmost carbon in each SAM chain and the center of mass of the peptide, as illustrated in Fig. 1 .
To build the mobile solution phase of the system, a TIP3P 35, 36 water box with the base dimensions of the fixedsulfur lattice in the SAM ͑43.3ϫ 45 Å 2 ͒ and an initial height of 35 Å was equilibrated for 500 ps using NPT dynamics at 1 atm and 298 K where only the height of the box was allowed to change. The peptide was placed in the equilibrated water box and all the water molecules whose oxygen resided within a 2.2 Å radius of any peptide atom were deleted. To neutralize the zwitterionic end-groups of the peptide and represent a physiological 140 mM NaCl concentration, a Monte Carlo algorithm was employed to replace 14 randomly chosen TIP3P water molecules with seven sodium ions ͑Na + ͒ and seven chloride ͑Cl − ͒ ions. The final number of TIP3P water molecules in the system was 2241.
Upon placing the mobile solution phase over the SAM surface, an additional pre-equilibrated 14 Å thick layer of approximately 140 mM saline solution was positioned above the mobile solution with all atoms of this layer fixed in place during simulation. The purpose of this layer was to prevent the peptide and saline in the mobile solution phase of the system from interacting with the bottom layer of the SAM surface when using three-dimensional PBCs. When setting up the periodic boundaries in the z direction ͑i.e., normal to the surface plane͒, the top of the constrained water layer was fixed 1.2 Å below the bottom of the image SAM surface thiol group. The complete orthorhombic periodic unit cell had base dimensions matching the 43.3ϫ 45 Å 2 fixed sulfur lattice in the SAM and a height of ͑65.17+ ⌬z͒ Å, where ⌬z is the parameter used to adjust the pressure of the system, which was varied from Ϫ2.00 to +2.00 Å in this study.
The CHARMM ͑Ref. 29͒ simulation program ͑version c34b2͒ was used to simulate the dynamics of the model system using CGenFF parameters 37 for the SAM and CHARMM22/CMAP parameters 16, 17 for the peptide and explicit saline solvent. Interactions through periodic boundaries were handled using the CHARMM crystal facility with a sixth-order smooth particle mesh Ewald ͑PME͒ summation employed to calculate electrostatic interactions. A spherical Gaussian width of = 0.34 was used and the PME grid density used ͑FFT X = 50, FFT Y = 50, and FFT Z =72͒ was higher than 1 grid point/ Å 3 . van der Waals interactions were represented using the 12-6 Lennard-Jones potential with a groupbased force-switched cutoff that was invoked at 8 Å and terminated at 12 Å with a nonbonded pair-list generation cutoff at 14 Å. All bonds involving hydrogen atoms were constrained using the RATTLE ͑Ref. 38͒ algorithm ͓an implementation of SHAKE ͑Ref. 39͒ in CHARMM͔, allowing up to a 2 fs time step to be used in the MD simulations. All dynamics were simulated at 298 K under the canonical ensemble ͑NVT͒ with a Nosé-Hoover 20, 40 thermostat in conjunction with the modified velocity Verlet integrator 41 ͑VV2͒.
B. Equilibration
Upon its initial assembly, a multistep procedure was used to equilibrate the model system, which we have found to be helpful to minimize the occurrence of SHAKE errors. First, the top methyl and midchain methylene hydrogen atoms of the SAM and the mobile solution phase atoms were relaxed by 100 steps of steepest-descent minimization ͑with all other atoms fixed͒ followed by an additional 100 steps where the top methyl carbon atoms of the SAM were also set free to move. The system was then heated from 100 to 298 K with 100 ps of dynamics using a 1 fs time step to relax the SAM's terminal functional groups on their fixed alkanethiol base. Next, all atoms of the SAM were set free to move except for the thiol base and the system was reheated from 100 to 298 K, followed by an additional 100 ps of dynamics using a 1 fs time step. The system was then equilibrated at 298 K for 400 ps using a 1 fs time step and an additional equilibration was performed for 600 ps using a 2 fs time step where the peptide was harmonically restrained at a SSD of 17 Å to allow the TIP3P water to equilibrate over the SAM surface. The equilibrated system was simulated for an additional 5 ns with the peptide unrestrained using conventional MD with a 2 fs time step. The final structures resulting from these preparation steps were used as the input structures for further sampling to FIG. 1. ͑Color online͒ Molecular model of the TGTG-V-GTGT peptide in TIP3P water with approximately 140 mM NaCl over a dodecanethiol SAM surface ͓image generated using Visual MD software ͑Ref. 34͒ ͑VMD͔͒. The peptide, the SAM surface, the Na + ͑large yellow͒ and Cl − small ͑teal͒ ions in solution, and the fixed layer of water at the top of the unit cell are shown as space-filled atoms. The mobile bulk water molecules are represented by space-filled atoms, which have been made translucent for clarity. The total molecular assembly consists of 12 850 atoms.
determine the pressure and to calculate ⌬G ads . In particular, the data used to calculate the pressure were taken exclusively from an additional 5 ns of conventional MD simulation. For statistical averages of system parameters, three independent simulations were conducted, with different random-number seeds, for each system considered.
C. Free energy calculation
To determine the free energy of adsorption, ⌬G ads , a probability ratio method was employed, 42 which requires a thorough sampling of the peptide configurations along the entire range of the SSD coordinate. As addressed in our previous work, 12, 13, 18 the configurational sampling obtained by conventional MD is insufficient to calculate ⌬G ads for even simple biomolecular systems ͑e.g., a nine-residue peptide͒, requiring the use of advanced sampling techniques such as replica exchange MD ͑Ref. 43͒ ͑REMD͒ to ensure proper coverage of the dihedral space of the peptide. To overcome sampling barriers along the SSD coordinate space, a predetermined biasing potential was applied to the peptide during the REMD simulation of the system, the details of which are published elsewhere. 18 For statistical averages, three independent 5 ns biased-REMD simulations were performed for a given system volume using the Multiscale Modeling Tools for Structural Biology 44 ͑MMTSB͒ suite of simulation tools.
D. Pressure calculations
Because our model system has fixed atoms, the CHARMM program cannot compute its pressure accurately due to the reasons addressed above. Here we review how pressure is calculated from the internal virial in a conventional MD simulation and introduce a method to calibrate the pressure of a system containing fixed atoms using the pressure of a similar unconstrained system. This calibration is performed by calculating and comparing a local effective virial parameter computed for a cross-sectional layer ͑or "slab"͒ of solution in the bulk region of the mobile phase for each system, which is based on the underlying principle that this parameter is directly related to the local pressure of the molecular system.
Pressure calculation in a system of unrestrained atoms
When enclosed in a volume, V, a molecular system in mechanical equilibrium exerts a uniform pressure, P, on the boundaries of its container that can be calculated from the virial theorem of Clausius 2, 45 in terms of the time-averaged kinetic energy, K , of the molecules and the time-averaged virial, W :
For simulations of N particles in thermal equilibrium having N f degrees of freedom, the equipartition theorem connects the average kinetic energy to the absolute temperature, T,
where k B is the Boltzmann constant. The instantaneous virial in a bounded system can be calculated as a single sum over the atoms-each having a position vector r i and each being under the influence of a net force F i , due to all the other atoms in the system:
When the net force acting on each atom can be expressed as a superposition of pairwise forces ͑i.e., F i = ͚ j i f ij over interatomic distances, r ij ϵ r i − r j ͒, the single-sum virial is often rewritten as a pairwise sum using 2,45
If the system studied is not enclosed by a container but, rather, simulated using PBCs, the pressure relation in Eq. ͑1͒ still holds; 2,46 however, one must be careful to include the position and influence of the image atoms in the surrounding periodic cells when calculating the virial. [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] The most common approach for calculating the virial with PBCs is to use the origin-independent pairwise double summation expression indicated on the right-hand-side of Eq. ͑3͒, with atom pairs assigned by the minimum image convention.
2 Alternatively, if one wishes to use a single-sum virial to evaluate the internal pressure of a periodic system, a computationally inexpensive correction term 49 may be added to the virial expressed in Eq. ͑2͒. The need for such a correction term when the single summation form of Eq. ͑2͒ is used with PBCs can be easily seen if one considers a homogeneous periodic system, such as a simple box of water with surrounding PBCs. In such a case, due to the symmetry of each point in the system, the sum of the force vectors acting on an atom located at any designated position in the system averaged over time will be equal to zero, and thus the time-averaged value of the virial will also be zero irrespective of the system pressure. Alternatively, as is done by the CHARMM program, 29 the form of the virial expressed in Eq. ͑2͒ may be used without alteration if the image atoms interacting with the primary cell are treated explicitly in terms of accounting for their positions and force contributions from the atoms in the primary simulation cell. This can be expressed by
where N represents the number of atoms contained in the primary cell of the system, M represents the number of periodic image cells surrounding the primary cell, F i represents the sum of the force vectors from all atoms ͑i.e., primary and image atoms͒ acting on atom i within the primary cell, and F i Ј represents the sum of the force vectors from the atoms in the primary cell acting on an image atom i, without including the force contributions from the other image atoms. Equation ͑4͒ is identical to the relationship developed by Thompson et al. 49 to provide the correction necessary for the use of the single summation method for the calculation of pressure when using PBCs, and it can be readily shown that the rela-tionship expressed in Eq. ͑4͒ is equivalent to the double sum expression shown on the right-hand-side of Eq. ͑3͒.
Pressure calculation for a system having fixed atoms
It is often expedient to fix the positions of atoms in a molecular dynamics simulation; however, the use of rigid constraints ͑which are external, nonconservative forces͒ make nonphysical contributions to the system virial, and thus may adversely affect the pressure represented by Eq. ͑1͒.
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To address this problem, the pairwise-sum virial determined by Eq. ͑3͒ can be partitioned into a sum of three pair-type contributions:
where W f f is the contribution to the virial from pairs of fixed atoms, W mm is the contribution from pairs of mobile atoms, and W fm is of the contribution from forces between fixed and mobile atoms. As Smith and Rodger 58 pointed out, the W f f term is based on fixed positions only and does not scale with the system volume. Since pressure is determined by the scaling of the free energy with volume according to the thermodynamic relationship,
it is clear that W f f should not be considered when calculating the system pressure and should be set to zero ͓although codes such as NAMD ͑Ref. 59͒ give the user the option of including these forces with the admonition that the interactions between constrained atoms be minimized prior to fixing them͔. The W mm and W fm terms are readily computed as pairwise-sum virials. However, even if the forces of constraint acting on fixed atoms are properly handled in computing the virial, and the number of the degrees of freedom in the system ͑N f ͒ is adjusted accordingly to determine the kinetic energy, the presence of fixed atoms can still cause problems by making it difficult to accurately define the volume of the system that is accessible to the mobile atoms, thus further complicating the accurate calculation of the system pressure.
Using an argument with atoms approximated by hard spheres, Smith and Rodger 58 showed that the W fm term is responsible for a reduction in system volume due to the fixed atoms; however, it is often very difficult to determine how this term influences the total volume in cases where the fixed atoms enclose some excluded volume that is inaccessible to the mobile atoms. Moreover, the use of atomic constraints impedes the implementation of fractional coordinate scaling methods that are used to optimize and maintain system pressure in common constant pressure-temperature ͑CPT͒ dynamics algorithms. This restriction may necessitate MD simulations with fixed atoms to be simulated in the NVT ensemble, thus requiring that the overall system volume be set to a user-defined value. For example, some simulation programs, such as CHARMM, do not allow one to invoke CPT dynamics when atomic constraints are in use, while other programs, such as AMBER ͑Ref. 60͒ and NAMD, 59 allow fixed atoms to be used with CPT dynamics while warning not to use a significant number of them. Accordingly, it should be understood that the internal pressure reported by standard MD programs for a system containing fixed atoms might not accurately represent the pressure of the system. One way around the problems caused by fixed atoms is to calculate the local pressure using a small defined volume of fully mobile atoms within the larger system that is at least a cutoff distance removed from any of the fixed atoms in the system, thus minimizing their influence on the local pressure of the system. This can be done using local pressure tensor methods 27, 28 or by using a virial-based approach. For a simulation program that utilizes a pairwise virial formulation for the pressure, the local pressure of a small volume segment of the system ͑denoted a slab, although it could have any geometry͒ could be determined from a virial such as
where slab and "outside" refer to atoms inside and outside of the defined local volume within the primary cell, respectively, with the corresponding volume and kinetic energy of the atoms contained within the slab used for the calculation of the pressure using Eq. ͑1͒. Equation ͑7͒ is analogous to the form of the virial used to calculate the pressure for an unconstrained system with PBCs with the slab representing the primary cell and the volume outside the primary cell slab representing the surrounding periodic images.
It is important to again note that when using PBCs, the pressure in the slab can be appropriately calculated using the summation over the relative position and force vectors ͑i.e., r ij and f ij , respectively͒, but not from the summation over the individual position and total force vectors ͑i.e., r i and F i , respectively͒ for the atoms within the slab alone. 2, 45 This can be readily shown by the fact that for a general slab volume within a larger molecular system:
͓The inequality of Eq. ͑8͒ can be demonstrated with a simple three-atom system in which two of the atoms are placed within a slab and one atom is placed outside of the slab.͔ In order to use the single summation form of the virial for a local slab, the positions and force contributions between the slab atoms and the atoms outside the slab must be taken into consideration in a manner similar to the treatment of the image atoms for the application of the single-sum virial shown in Eq. ͑4͒. This relationship can be expressed as
where atoms i =1 to S and i = S +1 to N represent the atoms inside and outside the local slab within the primary cell, "image" refers to the atoms in the surrounding periodic images of the primary cell, F i Ј represent the force vectors due to atoms within the slab acting upon atoms outside of the slab within the primary cell, and F i Љ represent the force vectors from the slab atoms within the primary cell acting on the image atoms. Unfortunately, programs that use a single-sum pressure evaluation in a manner that appropriately considers the positions and force contributions of the image atoms for the calculation of pressure for the whole molecular system, like that expressed in Eq. ͑4͒ ͑e.g., CHARMM͒, are typically not designed to calculate the internal virial for a local volume of the system. While such programs can easily be adapted to account for the contributions of the first term on the righthand-side of Eq. ͑9͒, representation of the second and third terms generally would require substantial code modification. As an alternative, however, single-sum virial calculation methods can be readily adapted to calculate what we refer to as an effective virial, W e , which is still directly related to the local pressure. We define this effective virial as
where the first term on the right-hand-side is the same as the first term in Eq. ͑9͒, while r i in the second term represents the positions of the atoms in the images of the slab and F i ٞ represents the force vectors from primary cell atoms ͑both inside and outside of the slab͒ acting on the atoms lying within the images of the slab. We then also define a parameter that represents the effective virial per atom as w e ͑ =W e / N s ͒, where N s is the number of atoms contained within the defined slab volume.
In the case of a system composed of a mobile solution phase over a solid phase containing fixed atoms, w e can be calculated for a defined slab volume within the mobile solution phase that is free of the influence of system constraints. It could then be used to determine the actual internal pressure of the solution phase of the system if a calibration plot between the value of this effective virial and internal pressure could be provided. This calibration plot can be simply generated by setting up a simulation system representing a box of plain solvent without any atomic constraints applied with equivalent cross-sectional dimensions, total number of solvent atoms, and similar solvent box height as the one used for the mobile solution in the simulation with fixed atoms ͑i.e., mobile solution shown in Fig. 1͒ . The effective virial per atom ͑w e ͒ can then be calculated for a slab of solvent in the plain solvent system that has equivalent dimensions as in the system with fixed atoms, with the height of the overall plain solvent box varied while keeping the number of solvent atoms constant, thus varying its pressure. In this case, because no atoms are constrained, the system pressure can be accurately calculated along with w e of the defined slab during the simulation. The values of w e under these different pressure conditions can then be plotted against the accurately computed pressure to obtain a calibration plot for the w e parameter. Then, returning to the system with fixed atoms, w e of the solvent slab of the mobile solvent atoms can be calculated for the same-dimensioned slab as with the unconstrained plain solvent box. The pressure calibration plot can then be used to determine the pressure in the solution phase of this system from the corresponding w e values, with the height of the solvent box in the system with atomic constraints then adjusted as necessary until the desired solution pressure is obtained.
To demonstrate this approach, we defined a crosssectional layer of solvent within the solution phase of our peptide-SAM model system as the slab. This slab had a height of 5 Å and a base identical to the 43.3ϫ 45 Å 2 base of the primary simulation cell ͑see Fig. 1͒ . The position of the slab was chosen so that the pressure of the solvent in the SSD region from 15-20 Å could be monitored, placing its bottom more than a cutoff radius away from the SAM surface and its top more than a cutoff radius away from the bottom of the fixed water layer. The plain solvent system ͑i.e., system without constraints͒, which was used for generating the w e versus P calibration plot, was created by placing an exact replica of the mobile solution phase of the peptide-SAM model system ͑i.e., all the TIP3P waters, ions, and the peptide͒ in a 43.3ϫ 45ϫ 35 Å 3 box with periodic boundary conditions. This solvent box was then simulated under NVT conditions for overall box heights ranging from 32 to 38 Å to obtain values of w e over a wide range of pressures. When calculating w e , the net force acting on each atom present in the slab included all bonded interactions ͑corrected for SHAKE/RATTLE when appropriate 41 ͒ and nonbonded interactions with neighboring atoms within the 12 Å cutoff ͑both primary and image͒ as well as the forces due to the longrange PME electrostatic interactions. Once the calibration plot is generated, it can be used to determine the value of w e that corresponds to any desired pressure ͑e.g., 1 atm͒. The height of the solvent box of the peptide-SAM system with the constrained atoms can then be adjusted until the value of w e for the equivalent slab in the peptide-SAM system matches the designated value from the calibration plot, thus establishing conditions representing the desired solution pressure for the simulation of peptide adsorption behavior.
III. RESULTS AND DISCUSSION
Before addressing the influence of pressure on the values of ⌬G ads for peptide adsorption to the SAM surface, we first present our results for applying the developed approach to accurately determine the pressure of the peptide solution over the SAM surface despite the use of constraints to lock the positions of portions of the system. These results show that the default pressure value reported in CHARMM for this system is in error by several hundred atmospheres, with the correct solution pressure being able to be determined using the effective virial. We then apply this method to quantitatively show that pressure does indeed have a significant effect on ⌬G ads , thus demonstrating the importance of correctly determining and controlling pressure for the accurate simulation of peptide or protein adsorption behavior. Supporting analyses are also provided to address the physical changes at the interphase that lead to the relationship between ⌬G ads and pressure, which we relate to the influence of pressure on the structure of TIP3P water over the hydrophobic SAM surface.
A. Pressure calibration
The plot showing the relationship between system pressure and the mean w e obtained from three independent 5 ns conventional MD simulations of the solvent slab in the plain solvent box without any constraints is presented in Fig. 2͑a͒ . For statistical averages, a single 5 ns time-averaged w e was taken from each of three independent conventional MD simulations and averaged together to yield an estimate of the mean of the data and 95% CIs about the mean. Corresponding pressures for each of the three simulations were quite reproducible, with 95% confidence intervals typically being less than 40 atm. As shown in this figure, a very strong linear correspondence clearly exists between w e and system pressure with an R 2 correlation coefficient of 0.9969. We should also note here that the "negative" pressures, which commonly occur in condensed-phase simulations, indicate a situation where the system has been metastably overexpanded, but not to the point of cavitating to form a bubble of vapor phase. In addition to the results presented in Fig. 2͑a͒ , w e of the plain solvent system was also calculated in preliminary studies for slabs of thickness varying from 5 to 15 Å to check for nonphysical artifacts due to slab size. The results from these studies showed that w e was constant irrespective of slab thickness, confirming the robustness of this parameter. In addition, to determine if w e was significantly affected by the presence of the mobile peptide during these simulations, the solvent box was simulated both with and without the peptide, and the resulting w e values were indistinguishable from one another. Figure 2͑b͒ presents the relationship between the change in total height of the solvation box ͑i.e., ⌬z͒ and the calculated value of w e for the system with constrained atoms. The height of the model system was varied over a 4 Å range about the nominal total system height of 65.17 Å and the resulting data were fitted with a smooth Bezier curve of degree 9. As shown in Fig. 2 , the value of w e corresponding to a pressure of about 1 atm in the plain solvent box ͑−0.778 kcal mol −1 atom −1 ͒ indicates that the height adjustment required to provide 1 atm pressure conditions for the solution phase in the peptide-SAM system was Ϫ0.38 Å.
Figure 2͑a͒ also shows the internal pressure for the whole system reported directly by CHARMM for the peptide-SAM system with the constrained atoms. For the w e value that corresponds to a pressure of 1 atm in the system with atom constraints, CHARMM reports a pressure above 500 atm, thus demonstrating the substantial amount of error that can be present in the default calculation of pressure for systems with constrained atoms. Using the previously mentioned compressibility of water at 298 K and 1 atm, a difference in 500 atm in pressure corresponds to an error on the order of 2% in the solvent box volume or difference in height of about 1.5 Å for the system shown in Fig. 1 . This value is consistent with the difference in ⌬z values needed to cause a change in solvent box pressures from 1 and 500 atm in Fig. 2 .
As a further check on the relationship between the ⌬z values and the estimated pressure of the solvent, an additional system was simulated with a 20 Å layer of vacuum positioned over the mobile phase of water in the system ͑i.e., greater than the cutoff distance͒, so that the pressure in this system would be the vapor pressure of water at 298 K, which lies close to zero pressure. The slab in this vapor/liquid system had an average w e of −0.781Ϯ 0.006 kcal mol −1 atom −1 ͑mean Ϯ95% confidence interval͒, which corresponds to an average pressure of −9.4Ϯ 22 atm. This is statistically indistinguishable from the expected zero pressure, again supporting the validity of the developed approach. The number of samples chosen to create the calibration plot in Fig. 2 was qualitatively based on the initial dimensions of the system. To generate such a plot for a general system with constraints it is recommended that a slab be chosen with a shape to meet the characteristic geometry of the system considered with the caveat that the slab be present in the bulk of the mobile solvent of the system, separated by more than a cutoff radius from any constrained atoms at all times. An NPT simulation for a large unconstrained box of the solvent found in this system should be equilibrated at the desired pressure ͑in our case 1 atm͒ and the mean volume   FIG. 2 . ͑Color online͒ Two-stage pressure optimization process: ͑a͒ Calibration plot showing the relationship between the internal pressure and the effective virial per atom ͑w e ͒ for a 5 Å thick cross-sectional slab of the plain solvent box without atom constraints ͑black squares; linear regression equation and R 2 correlation coefficient͒. For comparison, the CHARMM reported internal pressure for the system with atomic constraints ͑i.e., peptide over SAM surface͒ is also shown ͑blue triangles͒. ͑b͒ Relationship between effective virial parameter w e and changes in solvent box height for the peptide-SAM system with constrained atoms. Conditions providing 1 atm pressure for the constrained system are provided by adjusting the height ͑⌬z͒ of the solvent box in the constrained system to provide a value of w e that is equivalent to the 1 atm condition for the plain solvent box system. Error bars represent Ϯ95% CIs obtained from three independent simulations. 95% CI values for the water box pressure data points in ͑a͒ are less than 40 atm and are around 100 atm for the system with fixed atoms. corresponding to this pressure can then be used as the central point for the volume to be used in generating the calibration plot. Subsequent NVT simulations can then be conducted in Ϯ1% increments of increased volume over a range of Ϯ0%-5%, which should roughly correspond to Ϯ1000 atm based on the compressibility of water at 298 K. A plot similar to Fig. 3 can be used to determine the appropriate amount of time needed to sample the pressure of an equilibrated model system. The cumulative average of w e for the slab modeled in this article was typically found to stabilize for a given SAM-peptide system after 2-3 ns of conventional MD. Running multiple independent simulations ͑three or more͒ that have been initialized with distinct random number seeds is needed to describe the statistical behavior of the mean w e and thus the pressure.
Although we are not able to provide a clear proof that the relationship between P and w e must be the same in the constrained system as in the unconstrained system, the fact that w e is dominated by pairwise interatomic forces that are represented within the cutoff distance of atoms that interact with the atoms within the defined slab volume, and the fact that the unconstrained and constrained molecular systems are essentially identical to one another ͑apart any significant contribution from long-range electrostatics in the system͒ within this region of each system, leads to the logical conclusion that the relationship between P and w e should be identical in both systems. This conclusion is supported by the vacuum layer system, which imposes a known pressure between 0Ϫ1 atm, with the corresponding w e value for the slab atoms in this constrained system being in excellent agreement with the P versus w e calibration plot obtained from the unconstrained system.
B. Effect of pressure on ⌬G ads
Given the ability to accurately determine the solution pressure in our peptide-SAM system, we were able to directly evaluate its effect on peptide adsorption behavior. The effect of pressure on the free energy of peptide adsorption is illustrated for three systems in Fig. 4 , including one with a relative height of ⌬z = −2.00 Å ͑high pressure; about 720 atm͒, one with ⌬z = +1.50 Å ͑low pressure; about Ϫ540 atm͒, and ⌬z = −0.73 Å ͑moderate pressure; about 100 atm͒. To obtain the PMF profile shown for each system, biased-REMD simulations using 24 exponentially spaced replicas from 298 to 400 K were performed with 5 ns of production sampling. The configurational ensembles, which were analyzed to calculate ⌬G ads using the probability ratio method, 18, 42 were obtained from the 298 K replicas. Based on the free energy profiles along the SSD coordinate at various pressures shown in Fig. 4 and the resulting values of ⌬G ads , which are presented in Table I , solution pressure is shown to have a large effect on peptide adsorption behavior with substantially weaker adsorption occurring in high pressure systems compared to systems at low pressure. This is clearly visible from the shallower PMFs at high pressure in Fig. 4 , as well as the calculated ⌬G ads values in Table I . The adsorption free energy of Ϫ1.88 kcal/mol at moderate pressure is decreased by over 80% when the pressure is elevated by ϳ620 atm, and is strengthened by nearly 40% when the pressure is reduced by ϳ640 atm. These results indicate that it is extremely important for a simulation of peptide ͑or protein͒ adsorption to have the pressure set correctly during a MD simulation, which can be accom- plished by adjusting the height of the solvent box in the system to match a corresponding value of w e using the calibration methods outlined above. Naively trusting the reported pressure in a system with constrained atoms can lead to large pressure errors, and thus to substantial errors in adsorption energy. In the 12 850 atom system simulated, 2680 of the atoms were fixed ͑roughly 20%͒ and the error in the CHARMM reported pressure was on the order of 500 atm ͑Fig. 2͒.
C. Interfacial pressure effects
To provide some understanding of the physical effects that lead to the variability of ⌬G ads with pressure, water structure profiles over the SAM surface were examined over a range of pressures induced by imposing different values of ⌬z. The density of the water over the SAM surface under these various pressures is illustrated in Fig. 5 by the z-coordinate distribution function ͑ZDF͒ ͑i.e., the number density ͑z͒ of water molecules along the z axis perpendicular to the surface plane͒ as a function of the z-coordinate position relative to the SAM surface. The ZDF data shown are averages taken from 10 ns of conventional MD under the canonical ensemble ͑i.e., NVT conditions͒ performed on the equilibrated system and, for every relative height ⌬z shown, pressures measured from the calibration plot ͑Fig. 2͒ are reported in Table II with 95% CI obtained from three independent simulations. The general features of these ZDFs are in agreement with previous simulations 4, 61 and experimental results. 61, 62 At the highest pressure simulated ͑⌬z = −2.00 Å; P = 720 atm͒, the ZDF shows a strongly ordered solvent at the interface, with at least two distinct peaks near the SAM surface-one near z = 3.30 Å and one near z = 6.30 Å. As the relative system height, ⌬z, is increased, the internal pressure of the system decreases and the solvent becomes less structured and less dense at the interface. This change in water density near the SAM surface is proposed to be responsible for the substantial effect of pressure on peptide adsorption free energy, with the peptide having to displace an increasingly higher density of close-packed water at the surface as the pressure increases, thus providing increased resistance to adsorption to the SAM surface. The green ZDF trend, labeled "Vacuum," representing conditions of −9.4Ϯ 22 atm, was obtained from the simulation under the liquid/vapor equilibrium, and has solvent layer peaks near z = 3.41 Å and z = 6.49 Å. This plot follows the trend of the ⌬z = −0.50 Å relative height more closely than any other systems modeled in Fig. 5͑a͒ . When plotted on a finer scale that focuses on the first solvation peak ͓Fig. 5͑b͔͒, the green Vacuum ZDF trend lies between the ⌬z = −0.40 Å and ⌬z = −0.45 Å trends, which agrees well with the ⌬z = −0.38 Å obtained from the calibration plot ͑Fig. 2͒, thus independently confirming the accuracy of the pressure optimization technique. Images of the water structure for the highest and lowest pressure systems are shown in Figs. 6͑a͒ and 6͑b͒ , respectively. These images clearly illustrate how pressure influences water structure and density at the interphase region of the system, and it FIG. 5 . ͑Color online͒ Atomic density distribution, , of the TIP3P solvent as a function of z, the distance from the plane of the CH 3 -SAM surface, for ͑a͒ the full range of relative system heights, ⌬z, and ͑b͒ a small subset of relative heights that closely match the "Vacuum" system density. The trend labeled "Vacuum" shows the water structure for a system modeled with a 20 Å layer of vacuum placed over the mobile solution phase, thus imposing conditions representing a pressure near 0 atm ͑−9.4Ϯ 22 atm per Fig. 2͒ . is not surprising that these dramatic changes to water structure would have a strong influence on peptide adsorption behavior.
IV. CONCLUSIONS AND FUTURE DIRECTIONS
When simulating peptide or protein adsorption to a solidphase surface, it is often necessary to lock atoms in place using fixed constraints to ensure proper positioning of surface substrate lattices and/or to reduce the computational cost of the simulation. The use of constraints, however, imposes nonconservative external forces on the system and causes difficulties in defining the volume occupied by the unconstrained atoms in the system, both of which can substantially affect the ability to accurately calculate the internal pressure. This, plus an inability to use fractional coordinate scaling to control the system volume, interferes with the ability to perform simulations under constant pressure conditions. These factors are of particular concern in the simulation of peptide and protein adsorption behavior because, as we have shown in this study, the strength of adsorption of a peptide on a surface can be substantially influenced by the pressure of the system.
To address these problems, we have developed and demonstrated a relatively simple method to accurately determine the pressure of a molecular system that contains constrained atoms by calculating an effective virial parameter, w e , for a local region of the system containing only mobile atoms and calibrating this effective virial against a plain solvent system without atom constraints, for which the pressure can be accurately determined using the standard virial method. This approach allows the volume of the mobile solution phase of a molecular system containing fixed atoms to be adjusted so that the local effective virial corresponds to the desired pressure of the system, enabling simulations of peptide or protein adsorption to be conducted at the appropriate pressure.
Although the methods presented in this article were conducted under NVT conditions in which the volume of the mobile solution phase of the system was manually adjusted in order to achieve the desired pressure, a similar approach could easily be implemented in an automated fashion. In such a case, the value of w e could be monitored during a MD simulation and the height of the solvent box could be adjusted to maintain a targeted average value of this parameter. This type of simulation, which may be referred to as Nw e T conditions, may be particularly important when conducting a simulation that involves adsorption-induced unfolding of a protein. In this case, the change in the molecular volume of the protein that may occur as a result of unfolding can be expected to substantially alter the pressure of the solution phase of the system if the simulation were conducted under NVT conditions, 63 with subsequent nonphysical artifacts introduced in the adsorption behavior of the protein due to the changes in solution pressure. However, by monitoring w e and adjusting the height of the solvent box to maintain it within a targeted range, the solution pressure can be maintained at the target value, thus enabling the system to be simulated under constant solution pressure conditions as necessary for the accurate simulation of protein adsorption behavior. 
ACKNOWLEDGMENTS
