We prove the classical result regarding the solvability of the Dirichlet problem for bounded domains with sufficiently smooth boundaries. We present the method described in [7] , the main ingredient being the Fredhom alternative applied to a suitably constructed compact operator.
Introduction
It is well known that the Dirichlet problem has its origins in the study of physical phenomena such as the heat distribution across a certain surface, or the electrical flow trough a conductor under certain prescribed constraints. Such studies led, over the centuries, to an extraordinary evolution of the subject, motivating scientists to make fundamental advances not only in physics, but also (perhaps especially) in mathematics.
Arguably the simplest and probably one of the earliest case of a Dirichlet problem is that stated for the unit disk D(0; 1) in the complex plane. Those of us who have gone through a second level course of Complex Analysis, have already learned that the problem, requiring finding harmonic solutions on D(0; 1) matching continuously a prescribed continuous function ϕ on the boundary of D(0; 1), has always a unique solution. Moreover, the solution is explicitly computed as u(z) = 1 2π 2π 0 P (z, e iθ )ϕ(e iθ )dθ, where P : D(0; 1) × ∂D(0; 1), defined as
is the Poisson kernel. It turned out, however, that as soon as sets more general than the disk are considered, e.g. an open bounded set in the plane, the Dirichlet problem does not always have a solution (see the example in Section 2). This observation led to more intense research that eventually produced conditions that characterize the solvability of the Dirichlet problem [2, p. 229 ]. Yet, a different and fundamentally important contribution is the introduction by Wiener of the notion of generalized solution for domains that are not solvable for the classical Dirichlet problem [4, pp. 1-73] .
In this material we prove the solvability of the Dirichlet problem for bounded domains in R n with "sufficiently" smooth boundaries. The existence is established making use of tools from the theory of compact bounded operators on Hilbert spaces, particularly the Fredholm alternative.
Preliminaries
Let n ∈ N, n ≥ 1 and let D ⊂ R n be a bounded domain in R n (throughout the material, domain will always mean an open, connected subset of an Euclidean space of specified dimension).
One of the possible formulations of the Dirichlet problem associated to the domain D is as follows: given a continuous function ϕ : ∂D → R, determine whether there exists a continuous function u : D → R, twice continuously differentiable on D, satisfying the following conditions,
where ∆ is the Laplace operator
, and x 1 , . . . , x n represent the usual Cartesian coordinates in R n . If it exists, such function u is referred to as a solution of the given Dirichlet problem, satisfying the boundary condition (2.2). Also, recall that, for any open subset D ⊂ R n , a function u ∈ C 2 (D) satisfying condition (2.1) is called a harmonic function. So in attempting to solve the Dirichlet problem associated with a domain D, one must find a function u : D → R, harmonic on D, and satisfying the boundary condition imposed by a prescribed continuous function on ∂D.
Example 2.1. It is not difficult to see that that the Dirichlet problem does not always have a solution. The simplest (and most popular) example is that of the punctured unit disk D 0 := (D(0; 1) \ {0}) ⊂ R 2 ∼ = C, whose boundary is clearly given by
The function ϕ : ∂D 0 → R defined as ϕ(x) = 0 if x ∈ ∂D(0; 1) and ϕ(0) = 1, is continuous on ∂D 0 : its domain of definition is disconnected, consisting of two components, on each of which f is constant, respectively. If u were a solution of the associated Dirichlet problem, then 0 would be a removable singularity for u, hence u would extend harmonically to the entire open disk D(0; 1). But by the maximum principle for harmonic functions, there cannot be a maximum of u on D; since by the boundary condition u(x) = ϕ(x) = 0 for all x ∈ ∂D(0; 1), we must have u(x) ≤ 0 (in fact, u(x) = 0), for all x ∈ D(0; 1). Applying this to x = 0, we get u(0) ≤ 0, which contradicts the fact that, by the the boundary condition on the second branch of ϕ, u(0) = 1.
In line with the above (counter)example, it is becoming apparent that the topological properties of the boundary ∂D of the domain under investigation must play an important role in ensuring the existence of a solution for the associated Dirichlet problem. Indeed, it turns out that if ∂D exhibits a satisfactory degree of "smoothness", then a solution always exists. The exact formulation of this statement and its proof are the subject of Section 3. For the moment, let us prove the following straightforward result regarding the uniqueness of such solution, in case it does exist. 
By the maximum principle for harmonic functions, we then must
Solving the Dirichlet Problem on Domains with Smooth Boundaries
In this section we prove the existence of the solution of the Dirichlet problem for domains whose boundaries satisfy certain smoothness conditions, which we shall define in detail. The presentation of this section follows closely [7, pp. 204-206] . To simplify notations and staying in line with the above mentioned referrence, we shall consider the case n = 3, although the technique can be applied to arbitrary n ≥ 2. Let D ⊂ R 3 be a bounded domain such that its boundary ∂D is a smooth (hyper)surface in
In this context, smooth means of class C 2 , hence all related maps will be considered to be second order continuously differentiable. The smoothness condition ensures the existence of open sets
cover the boundary of our domain 1 . By an abuse of notation let us re-denote each U i ∩ ∂D by the same symbol U i and refer to any pair (U i , ψ i ) as a local chart on ∂D. Note that as a subset of R 3 , ∂D is closed and bounded, hence compact. The main goal is to establish the existence of the solution of the Dirichlet problem (2.1) and (2.2) for a given continuous function ϕ ∈ C(∂D). First, define the double layer potential kernel,
where n(y) is the outer unit normal to ∂D at y ∈ ∂D, · signifies the usual Euclidean scalar product (dot product) and | · | is the Euclidean norm. For all x ∈ D define
know as the double layer potential 2 , where f : ∂D → R is a given continuous function on the boundary and dS is the usual (Lebesgue) surface measure. Note that, since ∂D is smooth, the normal n(y) varies smoothly on ∂D. It follows that K(x, ·) is smooth on ∂D for each x ∈ D, and since by hypothesis f ∈ C(∂D), the above integral is well defined.
Our next task is to show that u is harmonic on D. First define the Newton potential kernel,
which is easy to note that is smooth in each variable.
Lemma 3.1. For any fixed y ∈ ∂D, N (·, y) is harmonic on R 3 \ ∂D.
Proof. Assuming w.l.o.g. y = 0 and ignoring the 2π factor, put N (x) = N (x, 0). Let x = (x 1 , x 2 , x 3 ) be the (Cartesian) coordinate expression of x and denote by ∂ i , ∂ 2 i the first and second order (unmixed) partial derivatives, respectively, with respect to the i-th coordinate. Then, for all i ∈ {1, 2, 3}, a direct computation gives
By adding up all identities (3.4) for i ∈ {1, 2, 3}, we obtain
which proves the lemma.
For fixed x ∈ R 3 \ ∂D, let us denote by ∂ n(y) N (x, y) the directional derivative of N (x, ·) at the point y ∈ ∂D. A direct computation that makes use of (3.3) (for y = 0) yields,
where ∇ y denotes the gradient of N with respect to the second variable.
Lemma 3.2. For any fixed y ∈ ∂D, K(·, y) is harmonic on R 3 \ ∂D.
Proof. Using (3.5), we have, ∆ x K(x, y) = ∆ x (∇ y N (x, y)·n(y)) = ∇ y (∆ x N (x, y))·n(y) = 0·n(y) = 0, where we used Lemma 3.1 and the fact that the partial derivatives with respect to x and y are independent, hence commute.
Finally, since for y ∈ ∂D, K(·, y) is smooth on D we can differentiate with respect to x under the integral sign in (3.2). By Lemma 3.2, it follows that u is also harmonic on D.
The following result [6] [7], which we include without proof, provides the next key step toward the solution.
Proposition 3.3. For all x 0 ∈ ∂D, the following two limits hold: There is an obvious problem with the above statement. The formula (3.1) defining K outside the boundary of D cannot be extended "as is" to ∂D, since K(x, y) has a singularity on ∂D, whenever x = y. As a result, let us define K(x, x) = 0, whenever x ∈ ∂D, while maintaining (3.1) for all other scenarios. We still have to show, however that for any x 0 ∈ ∂D the integral
converges.
Lemma 3.4. There exist a constant c > 0 such that
for all x, y ∈ ∂D.
Proof. Let x ∈ ∂D and (U, ψ) a local chart such that x ∈ U . By slightly "shrinking" U and considering its closure, we may consider that U is in fact compact while x ∈ int U . Let δ = d(x, ∂U ) > 0. If y ∈ ∂D is such that y ∈ U , then | x − y | > δ. By the Cauchy-Schwarz inequality
Putting c = 1/δ we get the desired result. Suppose now y ∈ U , so there exist ξ, η ∈ V := ψ −1 (U ) ⊂ R 2 such that x = ψ(ξ), y = ψ(η). Note that, since U is compact and ψ −1 is continuous, V is also compact. Let ψ = (ψ 1 , ψ 2 , ψ 3 ), ξ = (ξ 1 , ξ 2 ) and η = (η 1 , η 2 ) be the corresponding coordinate expressions. By Taylor's formula of second order with remainder, we get for all i ∈ {1, 2, 3},
where α i are some points on the segment ξ − η (as per Taylor's theorem). So, in vector form,
where ∂ i ψ(η) are the coordinate tangent vectors at y = ψ(η) ∈ ∂D. Since these vectors are orthogonal to n(y), we obtain
where we used that sup 
Replacing in (3.7) and putting c = 3 2 max
The next required result [6] we give without proof. Proposition 3.6. For all x 0 ∈ ∂D, the integral (3.6) converges.
Proof.
where f ∞ = sup ∂D | f | < ∞, since ∂D is compact in R 3 and f is continuous. By Lemma 3.4,
Then, we may write ∂D = B δ ∪ ∂D \ B δ , where the union is disjoint, hence
The second integral exists and is clearly finite, since ∂D \ B δ is compact and |x 0 − y | −1 is well defined and continuous on ∂D \ B δ . On the other hand, for the first integral, by Lemma 3.5 we obtain
which completes the proof. Proof. For x, x 0 ∈ ∂D we clearly have
For any ρ > 0 put B ρ = B(x 0 ; ρ) ∩ ∂D, as in the proof of Proposition 3.6. Then we can write
(3.9) The first integral in the above sum, tends to zero as x → x 0 , since K is continuous and with no singularities on ∂D \ B ρ . Before analyzing the second integral, note first that
for all y ∈ ∂D \ {x 0 , x}, where the last inequality follows from Lemma 3.4. This implies that
We can apply Lemma 3.5 to the second integral on the right to get a suitable bound, but cannot do so on the first integral, since B ρ = B(x 0 ; ρ) ∩ ∂D is not centered at x. To address this, consider | x − x 0 | < ρ/2, put B 3ρ/2 = B(x; 3ρ/2) ∩ ∂D, which is centered at x, and note that B ρ ⊂ B 3ρ/2 . Since 1/ | x − y | is nonnegative,
which combined with 3.10 gives
We can now apply Lemma 3.5, separately to each integral on the right to obtain
for all x ∈ ∂D satisfying | x − x 0 | < ρ/2. Lastly, putting ρ = 2 5cγ ε, for arbitrary ε > 0, the inequality (3.11) implies that for all | x − x 0 | < ρ/2 = 1 5cγ ε, we have
which shows that the second integral in (3.9) can be made arbitrarily small. In combination with (3.8), this proves the lemma.
It follows from Proposition 3.3 that we are seeking a solution f ∈ C(∂D) of the following integral equation,
where ϕ ∈ C(∂D) is the function prescribing the boundary condition (2.2). Let T : C(∂D) → C(∂D) be the integral operator given as
which according to Lemma 3.7 is well defined. Here, C(∂D) is considered with the usual L 2 Hilbert space structure (as a dense subspace of L 2 (∂D)). So, the question becomes whether the equation
has a solution in C(∂D) or not, where I is the identity operator on C(∂D). However, in order to apply the Fredholm alternative, we need to ensure that T is bounded and compact. Note that with a minor modification of the same proof, we can also prove that,
|K(x, y) | dS(x) < ∞. Proof. For δ > 0, let K δ := (x − y) · n(y) | x − y | 3 + δ be defined for all x, y ∈ D. Note that K δ is well defined and continuous on D. It is shown [7, pp.198-199] by making use of the Arzela-Ascoli theorem that by the compactness of D and continuity of K, the integral operator T δ having K δ as its kernel is compact, for all δ > 0. By a known result [7, p.200 ], if we show that lim δ→0 T δ − T = 0, where the convergence takes place in the operator norm topology on L (C(∂D)), then T must also be compact.
