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Loewner’s theorem for maps on operator domains∗
Michiya Mori† and Peter Sˇemrl‡
Abstract
The classical Loewner’s theorem states that operator monotone func-
tions on real intervals are described by holomorphic functions on the
upper half-plane. We characterize local order isomorphisms on opera-
tor domains by biholomorphic automorphisms of the generalized upper
half-plane, which is the collection of all operators with positive invertible
imaginary part. We describe such maps in an explicit manner, and ex-
amine properties of maximal local order isomorphisms. Moreover, in the
finite-dimensional case, we prove that every order embedding of a ma-
trix domain is a homeomorphic order isomorphism onto another matrix
domain.
AMS classification: 46G20, 47B15, 47B49.
Keywords: Loewner’s theorem, operator domain, local order isomorphism, order
embedding, biholomorphic map, generalized upper half-plane.
1 Introduction
A real function f defined on an open interval (a, b) is said to be matrix monotone
of order n if for every pair of n× n hermitian matrices X,Y whose eigenvalues
belong to (a, b) we have X ≤ Y ⇒ f(X) ≤ f(Y ). If f is a matrix monotone
function of order n for all positive integers n, we say that f is operator monotone.
The study of operator monotone functions was initiated by Loewner [5]. His
famous theorem states that a function f : (a, b) → R is operator monotone
if and only if f has an analytic continuation to the upper half-plane Π which
maps Π into itself, and this is true if and only if f has an analytic extension to
(C \R)∪ (a, b) which maps the upper half-plane Π into itself, and the extension
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to the lower half-plane is obtained by the reflection across the real line. The
theory of operator monotone functions has found many important applications,
see for example [4, 14]. Over the years enormous interest has been paid to
this deep theorem. Recently, a multivariable version has been obtained [1].
See Donoghue’s book [2] for further information about the classical Loewner’s
theorem. A number of alternative proofs can be found in Simon’s book [12].
Furthermore, a review of this book [6] can serve as a quick gentle introduction
to this topic.
We are going to consider a much more general setting. Let H be a complex
Hilbert space. To avoid trivialities, we assume throughout the paper that H
has dimension at least 2. We denote by B(H) the algebra of all bounded linear
operators on H , and by S(H) the subset of all self-adjoint operators. Let U, V
be subsets of S(H). A map φ : U → V preservers order (in one direction) if
for every pair X,Y ∈ U we have X ≤ Y ⇒ φ(X) ≤ φ(Y ), and it is an order
embedding (or preservers order in both directions) if for every pair X,Y ∈ U we
have X ≤ Y ⇐⇒ φ(X) ≤ φ(Y ). It is easy to see that an order embedding is
injective. If φ is a bijective order embedding, it is called an order isomorphism.
A nonempty subset U ⊂ S(H) will be called an operator domain if it is
open and connected. Here and throughout the paper, the topology on B(H)
is induced by the operator norm. Let U be an operator domain. A map φ :
U → S(H) is defined to be a local order isomorphism if for every X ∈ U there
are operator domains V,W with X ∈ V ⊂ U,W ⊂ S(H), such that φ(V ) = W
and φ : V → W is an order isomorphism. The generalized upper half-plane
Π(H) is the collection of all operators of the form X+ iY , where X ∈ S(H) and
Y is a positive invertible operator in S(H). The generalized lower half-plane
Π(H)∗ = {X∗ : X ∈ Π(H)} is the set of all bounded operators on H whose
imaginary part is negative and invertible.
We are now ready to formulate our main theorem.
Theorem 1.1. Let U ⊂ S(H) be an operator domain. The following conditions
are equivalent for a map φ : U → S(H).
• The map φ is a local order isomorphism.
• The map φ has a unique continuous extension to U ∪ Π(H) that maps
Π(H) biholomorphically onto itself.
• There exist open connected sets U ,V ⊂ B(H) such that U ∪ Π(H) ∪
Π(H)∗ ⊂ U and φ has an extension to a biholomorphic map from U onto
V that maps Π(H) onto itself and Π(H)∗ onto itself.
Biholomorphy in our statement replaces holomorphy in the classical Loewner
theory, and local order isomorphisms appear in the place of operator monotone
functions. This is inevitable. It is not difficult to construct order preserving
maps on operator domains that do not have holomorphic extensions to the
generalized upper half-plane even under the additional assumptions of bijectivity
and continuity. Local operator monotonicity appears already in the scalar case,
see [12, Theorem 6.2].
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We have a much better result in the matrix case. We denote by Mn the
set of all n × n complex matrices and by Sn the set of all n × n hermitian
matrices. The corresponding generalized upper half-plane Πn is the collection
of all n×n complex matrices whose imaginary part is a positive invertible matrix.
To avoid unnecessary repetition we present a version with only the generalized
upper half-plane involved.
Theorem 1.2. Let n ≥ 2 and U ⊂ Sn be a matrix domain. A map φ : U → Sn
is an order embedding if and only if φ has a unique continuous extension to
U ∪ Πn that maps Πn biholomorphically onto itself.
Compare our results with [9], in which Pascoe and Tully-Doyle studied a
“free” analogue of the classical Loewner’s theorem, and discovered the relation
between order preserving maps and holomorphic maps of the generalized upper
half-plane under the assumption of freeness.
In the second section we will prove that the third condition in the main the-
orem implies the first one. We will start with maps that are not biholomorphic
but only holomorphic on the generalized upper half-plane and verify that this
assumption is enough to yield the monotonicity on line segments. The next
section will be devoted to the proof that every local order isomorphism has a
unique continuous extension that restricts to a biholomorphic automorphism of
the generalized upper half-plane. We will continue by giving explicit formulae
for biholomorphic automorphisms of the generalized upper half-plane and local
order isomorphisms. As a byproduct we will complete the proof of the main
theorem. In order to understand local order isomorphisms, we only need to
study maximal ones, which we classify by a natural equivalence relation. We
also give a necessary and sufficient condition for a maximal local order isomor-
phism to be an order isomorphism. The crucial step in the proof of Theorem
1.2 is an automatic continuity result for order embeddings of matrix domains.
An explicit matrix formula for maximal order embeddings will be given. In the
last section, we will present examples illustrating the optimality of our results,
and show that they unify and significantly extend all known results on order
isomorphisms of operator intervals, see [11] and the references therein.
2 From biholomorphic maps to local order iso-
morphisms
We recall two definitions. Let U ⊂ B be an open subset of a real Banach space.
A map φ : U → B is Gateaux differentiable if for any X ∈ U there exists a map
Dφ(X) : B → B such that∥∥∥∥φ(X + εY )− φ(X)ε − (Dφ(X))(Y )
∥∥∥∥→ 0
as R ∋ ε→ 0 for every Y ∈ B.
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Let U ⊂ B be an open subset of a complex Banach space. A map φ : U → B
is holomorphic or Fre´chet differentiable if for any X ∈ U there exists a bounded
complex-linear map Dφ(X) : B → B such that
‖φ(X + Y )− φ(X)− (Dφ(X))(Y )‖
‖Y ‖ → 0
as ‖Y ‖ → 0. Let U ,V ⊂ B be open subsets of a complex Banach space. A map
φ : U → V is said to be biholomorphic if φ is bijective and both φ and φ−1 are
holomorphic.
For two operators A,B ∈ S(H), we write A < B if A ≤ B and B − A is
invertible in B(H).
Lemma 2.1. Let U ⊂ S(H) be an operator domain. Suppose that φ : U →
S(H) is a Gateaux differentiable map with (Dφ(X))(A) ≥ 0 for any X ∈ U and
A ∈ S(H) with A ≥ 0. If X,Y ∈ U satisfy X ≤ Y and (1 − c)X + cY ∈ U for
any real number 0 ≤ c ≤ 1, then φ(X) ≤ φ(Y ).
Proof. For a positive real number a > 0, consider the Gateaux differentiable map
φa : U → S(H) defined by φa(X) = φ(X)+aX . Then we have (Dφa(X))(A) >
0 for any X ∈ U and A ∈ S(H) with A > 0. It suffices to show the statement
for φa instead of φ for every positive real number a > 0.
Let us assume X < Y first. For each real number c ∈ [0, 1), we have
(Dφa((1− c)X+ cY ))(Y −X) > 0. Since (Dφa((1− c)X+ cY ))(Y −X) is equal
to
lim
ε→0
φa((1 − c)X + cY + ε(Y −X))− φa((1 − c)X + cY )
ε
,
there exists a positive real number 0 < ε ≤ 1− c such that φa((1− c)X + cY +
ε(Y −X)) > φa((1−c)X+cY ). In other words, if we define Xc = (1−c)X+cY ,
c ∈ [0, 1], then for every c ∈ [0, 1) there exists d such that c < d ≤ 1 and
φa(Xc) < φa(Xd). Moreover, the Gateaux differentiability of φa implies that
the map [0, 1] ∋ c 7→ φa(Xc) is continuous. Thus sup{c ∈ (0, 1] : φa((1− c)X +
cY ) ≥ φa(X)} = 1, so we obtain φa(X) ≤ φa(Y ).
Consider the general case X ≤ Y . Since the collection {(1 − c)X + cY :
c ∈ [0, 1]} is compact, there exists a positive real number ε > 0 such that
(1 − c)X + c(Y + dI) ∈ U for all c ∈ [0, 1], d ∈ (0, ε]. The preceding paragraph
implies φa(X) ≤ φa(Y + dI) for any d ∈ (0, ε]. Take the limit d→ 0 to obtain
φa(X) ≤ φa(Y ).
In the last section we will present examples showing that when considering
maps on operator domains we need to assume that order is (at least locally)
preserved in both directions if we want to get any reasonable result. Then
it is natural that in our analogue of the Loewner’s theorem the holomorphy
is replaced by the biholomorphy. Nevertheless, when dealing with the easier
implication of our main theorem the situation is similar to the scalar case. That
is, just the holomorphy is enough to deduce the monotonicity on line segments.
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Theorem 2.2. Let U ⊂ B(H) be an open subset with U∩S(H) 6= ∅ and Π(H) ⊂
U . Let U ⊂ U ∩ S(H) be an operator domain. Suppose that φ : U → B(H) is
a holomorphic map with φ(U) ⊂ S(H) and φ(Π(H)) ⊂ Π(H). If X,Y ∈ U
satisfy X ≤ Y and (1 − c)X + cY ∈ U for any real number 0 ≤ c ≤ 1, then
φ(X) ≤ φ(Y ).
Proof. Let X ∈ U and A ∈ S(H), A ≥ 0. The assumption φ(U) ⊂ S(H) implies
(Dφ(X))(A) = lim
t→0
1
t
(φ(X + tA)− φ(X)) ∈ S(H).
Since φ restricts to a holomorphic map of Π(H) into itself, we have (Dφ(X))(iA) =
i(Dφ(X))(A) ∈ Π(H), thus (Dφ(X))(A) ≥ 0. It follows that φ restricted to U
satisfies the assumption of the preceding lemma.
We are now ready to prove one of the implications in our main result.
Theorem 2.3. Let U ,V ⊂ B(H) be open subsets with U ∩ S(H) 6= ∅ and
Π(H)∪Π(H)∗ ⊂ U . Let U ⊂ U ∩S(H) be an operator domain. Suppose that φ :
U → V is a biholomorphic map that restricts to a biholomorphic automorphism
of Π(H) and also to a biholomorphic automorphism of Π(H)∗. Then φ restricts
to a local order isomorphism of U .
Proof. Because φ : U → V and φ−1 : V → U are continuous bijections and
φ(Π(H)) = Π(H) and φ(Π(H)∗) = Π(H)∗ we have φ(U ∩ S(H)) = V ∩ S(H).
It follows that φ(U) is an operator domain in S(H). Let X0 ∈ U . By the
continuity of φ, we may take a neighbourhood X0 ∈ V ⊂ U with the following
two properties:
• For any pair X,Y ∈ V with X ≤ Y and any c ∈ [0, 1], (1− c)X + cY ∈ U
holds.
• For any pair X,Y ∈ φ(V ) with X ≤ Y and any c ∈ [0, 1], (1− c)X+ cY ∈
φ(U) holds.
Hence, by Theorem 2.2, φ restricts to an order isomorphism from V onto φ(V ).
3 From local order isomorphisms to biholomor-
phic maps
We first prove a kind of the identity theorem in the operator setting.
Proposition 3.1. Let U ⊂ B(H) be an open connected set, ∅ 6= U ⊂ U ∩ S(H)
an operator domain, and ξ : U → B(H) a holomorphic map with ξ(X) = 0 for
every X ∈ U . Then ξ(X) = 0 for all X ∈ U .
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Proof. Fix X ∈ U . Take a positive real number c > 0 such that X + Y ∈ U
for any Y ∈ B(H) with ‖Y ‖ ≤ 2c, and X + Y ∈ U for any Y ∈ S(H) with
‖Y ‖ ≤ 2c. Fix an operator Y ∈ B(H) with ‖Y ‖ ≤ c. We prove ξ(X + Y ) = 0.
Take operators Y1, Y2 ∈ S(H) such that Y = Y1 + iY2. Then ‖Y1‖, ‖Y2‖ ≤ c.
For each x, y ∈ H , consider the holomorphic map z 7→ 〈ξ(X + Y1 + zY2)x, y〉
from some open neighbourhood of the closure of D := {z ∈ C : |z| < 1} into C.
We have X + Y1 + tY2 ∈ U for any t ∈ [−1, 1], hence 〈ξ(X + Y1 + tY2)x, y〉 = 0,
t ∈ [−1, 1]. The identity theorem implies 〈ξ(X + Y1 + zY2)x, y〉 = 0 for any
z ∈ D. It follows ξ(X + Y ) = ξ(X + Y1 + iY2) = 0.
Consider the collection
U0 := {X ∈ U : ξ(Y ) = 0 holds for every element Y in some neighbourhood of X}.
Then U0 ⊃ U and U0 is open. Let X ∈ U . Take a continuous path τ : [0, 1]→ U
such that τ(0) ∈ U0, τ(1) = X . Then the collection V = {t ∈ [0, 1] : τ(t) ∈ U0}
is open in [0, 1]. We prove V is closed. Let t ∈ [0, 1] be in the closure of V .
Since U is open and τ is continuous, we may take numbers s ∈ [0, 1] and c > 0
such that τ(s) ∈ U0, τ(s) + Y ∈ U for any Y ∈ B(H) with ‖Y ‖ ≤ c and
‖τ(s) − τ(t)‖ < c. Consider the holomorphic function z 7→ 〈ξ(τ(s) + zY )x, y〉
on D, for Y ∈ B(H) with ‖Y ‖ ≤ c and x, y ∈ H . Then the identity theorem
implies that this map is the constant 0 map, and we have t ∈ V . We obtain
X = τ(1) ∈ U0, which completes the proof.
For A,B ∈ S(H) with A ≤ B, we define [A,B] := {X ∈ S(H) : A ≤ X ≤
B}. For A ∈ S(H), we define [A,∞) := {X ∈ S(H) : A ≤ X}, (A,∞) :=
{X ∈ S(H) : A < X}, (−∞, A] := {X ∈ S(H) : X ≤ A}, and (−∞, A) :=
{X ∈ S(H) : X < A}. For A,B ∈ S(H) with A < B, we define [A,B) :=
{X ∈ S(H) : A ≤ X < B}, (A,B] := {X ∈ S(H) : A < X ≤ B} and
(A,B) := {X ∈ S(H) : A < X < B}. Such collections are called operator
intervals.
Lemma 3.2. Let U ⊂ S(H) be an operator domain and φ : U → S(H) be a
local order isomorphism. Then for any X ∈ U there exist operators A,B ∈ U
such that A < X < B, [A,B] ⊂ U , φ(A) < φ(X) < φ(B), [φ(A), φ(B)] ⊂
φ(U), φ([A,B]) = [φ(A), φ(B)], and φ : [A,B] → [φ(A), φ(B)] is an order
isomorphism.
Proof. By the definition of local order isomorphisms, it suffices to prove the
statement with the additional assumption φ is an order isomorphism from U
onto the operator domain φ(U).
Let X,Y ∈ U satisfy X < Y . We prove φ(X) < φ(Y ). Since φ preserves
order, we have φ(X) ≤ φ(Y ). Assume for a contradiction that φ(X) 6< φ(Y ).
Then we may find a vector x in H that is not in the range of (φ(Y )−φ(X))1/2.
Take the rank-one projection P onto Cx. By Douglas’ lemma, we have φ(X) +
cP  φ(Y ) for all positive real numbers c > 0. Fix c > 0 small enough.
We have φ(X) + cP ∈ φ(U), hence there exists an operator Z ∈ U such that
φ(Z) = φ(X) + cP . It follows that φ restricts to an order isomorphism from
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[X,Y ] ∩ [X,Z] ∩ U onto [φ(X), φ(X) + cP ] ∩ [φ(X), φ(Y )] ∩ φ(U) = {φ(X)},
which is absurd. Applying the same argument to φ−1, we see that X < Y if
and only if φ(X) < φ(Y ).
Let X ∈ U . Since U is open, there exists a positive real number ε such
that [X − εI,X + εI] ⊂ U . By the preceding paragraph, we have φ(X − εI) <
φ(X) < φ(X + εI). Since φ(U) is open, there exists a positive real number ε′
such that [φ(X)−ε′I, φ(X)+ε′I] ⊂ φ(U)∩[φ(X−εI), φ(X+εI)]. It follows that
φ−1(φ(X)−ε′I) < X < φ−1(φ(X)+ε′I), [φ−1(φ(X)−ε′I), φ−1(φ(X)+ε′I)] ⊂ U
and φ restricts to an order isomorphism from [φ−1(φ(X)−ε′I), φ−1(φ(X)+ε′I)]
onto [φ(X)− ε′I, φ(X) + ε′I].
Let us recall a result by the second author on order isomorphisms between
operator intervals. Let fp, p < 1, denote a bijective monotone increasing func-
tion of the unit interval [0, 1] onto itself defined by
fp(x) =
x
px+ 1− p, x ∈ [0, 1].
Theorem 3.3 ([10, 11]). Assume that φ : [0, I] → [0, I] is an order automor-
phism. Then there exist real numbers p, q, 0 < p < 1, q < 0, and a bijective
linear or conjugate-linear bounded operator T : H → H with ‖T ‖ ≤ 1 such that
φ(X) = fq
(
(fp(TT
∗))−1/2 fp(TXT
∗) (fp(TT
∗))−1/2
)
, X ∈ [0, I]. (1)
Lemma 3.4. Let A,B,C,D ∈ S(H) be operators with A < B, C < D. Suppose
that φ : [A,B] → [C,D] is an order isomorphism. Then φ has an extension to
a biholomorphic map on an open connected set U ⊂ B(H) with Π(H) ⊂ U that
maps Π(H) onto itself.
Proof. We define order isomorphisms ψ : [0, I]→ [A,B] and ψ′ : [C,D]→ [0, I]
by ψ(X) = (B−A)1/2X(B−A)1/2+A and ψ′(X) = (D−C)−1/2(X−C)(D−
C)−1/2. Then ψ′ ◦ φ ◦ ψ : [0, I] → [0, I] is an order automorphism. It suffices
to prove this lemma for ψ′ ◦ φ ◦ ψ instead of φ. Hence we may assume [A,B] =
[C,D] = [0, I].
Let φ be an order automorphism of [0, I]. By Theorem 3.3, we obtain
φ(X) = fq
(
(fp(TT
∗))
−1/2
fp(TXT
∗) (fp(TT
∗))
−1/2
)
, X ∈ [0, I].
Note that this map can be decomposed into four order isomorphisms
φ1 : [0, I]→ [0, TT ∗], X 7→ TXT ∗,
φ2 : [0, TT
∗]→ [0, fp(TT ∗)], X 7→ fp(X),
φ3 : [0, fp(TT
∗)]→ [0, I], X 7→ (fp(TT ∗))−1/2X (fp(TT ∗))−1/2 , and
φ4 : [0, I]→ [0, I], X 7→ fq(X).
It suffices to prove the statement for φj , j = 1, 2, 3, 4. It is easy to see that
φ3 continuously extends to a biholomorphic automorphism of B(H) that maps
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Π(H) onto itself. The same holds for φ1 if T is linear. If T is conjugate-
linear, then the map X 7→ TX∗T ∗ on B(H) extends φ1 and is a biholomorphic
automorphism of B(H) that maps Π(H) onto itself.
Because for everyX+iY ∈ Π(H) (where X,Y ∈ S(H)) and every Z ∈ S(H)
we have
(X + iY )−1 = Y −1/2(Y −1/2XY −1/2 + iI)−1Y −1/2
and
(iI + Z)−1 = (I + Z2)−1/2(Z − iI)(I + Z2)−1/2,
the map X 7→ −X−1 is a biholomorphic automorphism of Π(H). Let r be a
real number < 1, r 6= 0. Using
fr(x) =
1
r
− 1− r
r2
(
1− r
r
+ x
)−1
, (2)
and
f−1r = f rr−1
we see that fr extends to a biholomorphic map X 7→ fr(X) from {X ∈ B(H) :
1 − 1/r /∈ σ(X)} onto {X ∈ B(H) : 1/r /∈ σ(X)}. Since the map X 7→ −X−1
maps Π(H) onto itself, we finally conclude that the map X 7→ fr(X) is a
biholomorphic automorphism of Π(H).
Let us prove that the first condition of the main theorem implies the second
one.
Proposition 3.5. Let U ⊂ S(H) be an operator domain and φ : U → S(H)
be a local order isomorphism. Then φ has a unique continuous extension to
U ∪ Π(H) that maps Π(H) biholomorphically onto itself.
Proof. By Lemma 3.2, for each X ∈ U , there exist operators AX < X < BX ,
[AX , BX ] ⊂ U , φ(AX) < φ(X) < φ(BX), [φ(AX), φ(BX)] ⊂ φ(U) such that
φ([AX , BX ]) = [φ(AX), φ(BX)] and φ : [AX , BX ]→ [φ(AX), φ(BX)] is an order
isomorphism. By Lemma 3.4, φ restricted to [AX , BX ] extends to a biholomor-
phic map φX defined on some open subset of B(H) containing [AX , BX ]∪Π(H)
which maps [AX , BX ] bijectively onto [φ(AX), φ(BX)] and Π(H) biholomorphi-
cally onto itself. Let X,Y ∈ U . Suppose that there exist A,B ∈ U with A < B
and [A,B] ⊂ [AX , BX ]∩[AY , BY ]. By Proposition 3.1, we have φX(Z) = φY (Z),
Z ∈ Π(H). Since U is an operator domain, it is path-connected. Therefore, a
compactness argument implies that φX(Z) = φY (Z), Z ∈ Π(H), holds for any
X,Y ∈ U . Hence we obtain the desired conclusion.
4 Explicit formulae
In what follows, we fix an orthonormal basis {eα : α ∈ J} of H . For X ∈ B(H),
let Xt denote the transpose of X with respect to this orthonormal basis. More
precisely, Xt is the unique bounded linear operator acting on H such that
〈Xteα, eβ〉 = 〈Xeβ, eα〉, α, β ∈ J.
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We first give a concrete formula for biholomorphic automorphisms of Π(H),
which might be known among specialists. We give its proof for completeness.
Proposition 4.1. A map φ : Π(H)→ Π(H) is a biholomorphic automorphism
if and only if there exist a bounded linear bijection T : H → H and A,B,C ∈
S(H) such that either
φ(X) = T ((X −B)−1 +A)−1T ∗ + C, X ∈ Π(H), or
φ(X) = T ((Xt −B)−1 +A)−1T ∗ + C, X ∈ Π(H).
Moreover, if φ : Π(H) → Π(H) is a biholomorphic automorphism and there
exists a sequence (Xn) ⊂ Π(H) with Xn → 0 and φ(Xn) → 0 as n → ∞, then
there exist a bounded linear bijection T : H → H and an operator A ∈ S(H)
such that either
φ(X) = T (X−1 +A)−1T ∗, X ∈ Π(H), or
φ(X) = T ((Xt)−1 +A)−1T ∗, X ∈ Π(H).
Proof. We refer to [3]. Recall that the open unit ball B(H)0 of B(H) is bi-
holomorphically equivalent to Π(H) through the Cayley transform Ψ : Y 7→
i(Y + I)(I − Y )−1. The inverse is X 7→ (X − iI)(X + iI)−1. See Theorem 12
of [3] with A = B(H) and V = I.
It is easy to see that if A,B,C, T are as in the statement then
X 7→ T ((X −B)−1 +A)−1T ∗ + C
and
X 7→ T ((Xt −B)−1 +A)−1T ∗ + C
are biholomorphic automorphisms of Π(H). Indeed, it is the composition of five
biholomorphic automorphisms X 7→ X − B (or X 7→ Xt − B), X 7→ −X−1,
X 7→ X −A, X 7→ −X−1 and X 7→ TXT ∗ + C of Π(H).
Let φ be a biholomorphic automorphism of Π(H). We know that the map
ψ := Ψ−1 ◦ φ ◦Ψ is a biholomorphic automorphism of B(H)0. By [3, Theorems
2 and 3], ψ extends (uniquely) to a homeomorphism from the closed unit ball
of B(H) onto itself, and moreover, such an extension maps the unitary group
of H onto itself (see the equation (12) of [3] and the formula that appears two
lines above this equation). Since Ψ−1 (has a continuous extension that) maps
S(H) onto the collection
{u : u is a unitary operator of H such that u− 1 is invertible},
which is a dense open subset of the unitary group, we see that there exists a
dense open subset U ⊂ S(H) such that φ = Ψ ◦ ψ ◦ Ψ−1 has a continuous
extension to Π(H)∪U that maps U into S(H). Fix an element X0 ∈ U . Define
a biholomorphic map φ˜ of Π(H) by φ˜(X) = φ(X +X0)− lim0<c→0 φ(icI +X0).
Then φ˜ has a continuous extension to Π(H) ∪ {0} and lim0<c→0 φ˜(icI) = 0.
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Therefore, in order to complete the proof, it suffices to show the latter half of
the statement of the proposition.
Let φ be a biholomorphic automorphism of Π(H), and suppose that there
exists a sequence (Xn) ⊂ Π(H) with Xn → 0 and φ(Xn) → 0. Take operators
A1, A2 ∈ S(H) with φ(iI) = A1 + iA2. Then A2 > 0. Consider the map f
defined by f(X) = T (X−1 +A)−1T ∗, X ∈ Π(H), where
A = A
−1/2
2 A1A
−1/2
2 , T = A
1/2
2 (A
2 + I)1/2.
A straightforward calculation shows that f(iI) = φ(iI) and f−1 ◦ φ(Xn) → 0
as n → ∞. Consider biholomorphic automorphisms ψ = Ψ−1 ◦ φ ◦ Ψ and
g = Ψ−1 ◦ f ◦ Ψ of B(H)0. Since f(iI) = φ(iI), we obtain g−1 ◦ ψ(0) = 0. By
[3, Theorem 1] and [8, Theorem A.9], there exists a pair of unitaries u, v with
either g−1 ◦ ψ(Y ) = uY v, Y ∈ B(H)0, or g−1 ◦ ψ(Y ) = uY tv, Y ∈ B(H)0.
Moreover, we see that Ψ−1(Xn)→ −I and
g−1 ◦ ψ(Ψ−1(Xn)) = Ψ−1 ◦ f−1 ◦ φ(Xn)→ −I
as n→∞. Hence we obtain −I = −uv, or equivalently, v = u∗. Thus we have
either ψ(Y ) = g(uY u∗), Y ∈ B(H)0, or ψ(Y ) = g(uY tu∗), Y ∈ B(H)0. Since
Ψ−1 is given by functional calculus, we obtain
φ(X) = Ψ ◦ ψ(Ψ−1(X))
= Ψ ◦ g(uΨ−1(X)u∗)
= Ψ ◦ g ◦Ψ−1(uXu∗)
= f(uXu∗)
= T ((uXu∗)−1 +A)−1T ∗
= Tu(X−1 + u∗Au)−1(Tu)∗, X ∈ Π(H),
in the former case, and similarly
φ(X) = Tu((Xt)−1 + u∗Au)−1(Tu)∗, X ∈ Π(H),
in the latter case. This completes the proof.
Let U ⊂ S(H) be an operator domain and φ : U → S(H) satisfy the second
condition of the main theorem. Hence φ : U ∪ Π(H) → B(H) is continuous
and restricts to a biholomorphic automorphism of Π(H). We will show that
then the third condition of the main result is satisfied, which completes the
proof of Theorem 1.1. Fix an operator X0 ∈ U . Considering the map X 7→
φ(X +X0)− φ(X0) instead of φ, we may assume 0 ∈ U and φ(0) = 0.
By Proposition 4.1, we have either
φ(X) = T (X−1 +A)−1T ∗, X ∈ Π(H), or
φ(X) = T ((Xt)−1 +A)−1T ∗, X ∈ Π(H),
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where A ∈ S(H) and T : H → H is a bounded linear bijection. Recall that
the maps X 7→ Xt and X 7→ T−1X(T ∗)−1 are biholomorphic automorphisms
of B(H) that map Π(H) onto itself, Π(H)∗ onto itself, and restrict to order
automorphisms of S(H). Composing the map φ with X 7→ Xt, if necessary,
and X 7→ T−1X(T ∗)−1, we may assume with no loss of generality that φ is of
the form
φ(X) = (X−1 +A)−1
= (X−1(I +XA))−1
= (XA+ I)−1X, X ∈ Π(H).
We define
WA := {X ∈ B(H) : XA+I is invertible} = {X ∈ B(H) : AX+I is invertible},
which is an open subset of B(H) containing both the generalized upper half-
plane and the generalized lower half-plane. We further define a map ΘA :WA →
B(H) by ΘA(X) = (XA+ I)
−1X . Note that
ΘA(X) = (XA+ I)
−1X
= (XA+ I)−1X(AX + I)(AX + I)−1
= (XA+ I)−1(XA+ I)X(AX + I)−1
= X(AX + I)−1.
Lemma 4.2. Suppose that a sequence (Xn) ⊂ WA converges to an operator
X ∈ B(H) \WA. Then we have ‖ΘA(Xn)‖ → ∞.
Proof. The assumption implies ‖(XnA+ I)−1‖ → ∞ as n→∞. Hence
‖ΘA(Xn)‖‖A‖ = ‖(XnA+ I)−1Xn‖‖A‖
≥ ‖(XnA+ I)−1XnA‖ = ‖I − (XnA+ I)−1‖ → ∞,
which completes the proof.
Because φ is continuous on U ∪ Π(H) and Π(H) ⊂ WA, the above lemma
yields that U ⊂WA.
Lemma 4.3. The map ΘA is a biholomorphic map from WA onto W−A, and
(ΘA)
−1 = Θ−A.
Proof. Let X ∈WA. Then
−AΘA(X) + I = −AX(AX + I)−1 + (AX + I)(AX + I)−1 = (AX + I)−1.
It follows ΘA(X) ∈W−A and
Θ−A ◦ΘA(X) = ΘA(X)(−AΘA(X) + I)−1 = X(AX + I)−1(AX + I) = X.
Thus we have Θ−A ◦ ΘA = idWA . Similarly, we can prove ΘA ◦ Θ−A = idW−A .
Hence we obtain (ΘA)
−1 = Θ−A. In order to see that ΘA is biholomorphic, it
suffices to show that ΘA is holomorphic. This is easily seen by the fact that the
maps X 7→ X and X 7→ (XA+ I)−1 are holomorphic on WA.
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The proof of the main theorem is almost complete. It remains only to take
U to be the connected component of WA that contains the zero operator and
similarly, to denote by V the connected component of W−A that contains 0 (we
do not know whether there exists A ∈ S(H) such that WA is not connected but
this does not matter here). Since clearly φ(U) = V , we are done.
Moreover, the main theorem combined with the above discussion shows that
by considering the map ΘA and its restriction ΦˆA to UˆA := S(H)∩WA we can
get the full understanding of the structure of local order isomorphisms. We have
ΦˆA(X) = (XA+ I)
−1X = X(AX + I)−1 = (ΦˆA(X))
∗, X ∈ UˆA. Note that UˆA
is open in S(H) and 0 ∈ UˆA. Take the connected component UA ∋ 0 of UˆA in
S(H). We also consider the restriction ΦA of ΦˆA to UA.
It is easy to see:
• The map ΦˆA is a bijection from UˆA onto Uˆ−A, and (ΦˆA)−1 = Φˆ−A,
• the map ΦA is a bijection from UA onto U−A, and (ΦA)−1 = Φ−A, and
• U ⊂ UA.
Let us summarize what we have obtained so far.
Theorem 4.4. Let U ⊂ S(H) be an operator domain with 0 ∈ U . Suppose that
φ : U → S(H) is a local order isomorphism with φ(0) = 0. Then there exist
A ∈ S(H) and an invertible operator T ∈ B(H) such that either
• for any X ∈ U , we have X ∈ UA and
φ(X) = TΦA(X)T
∗ = T (XA+ I)−1XT ∗, or
• for any X ∈ U , we have Xt ∈ UA and
φ(X) = TΦA(X
t)T ∗ = T (XtA+ I)−1XtT ∗.
Moreover, ΦA : UA → U−A extends to a biholomorphic map ΘA : WA → W−A
that maps Π(H) onto itself.
We continue with a uniqueness result.
Proposition 4.5. Let A,A′ ∈ S(H) and T, T ′ ∈ B(H). Suppose that T and T ′
are invertible.
1. If
T (XA+ I)−1XT ∗ = T ′(XA′ + I)−1X(T ′)∗
holds for every X in some nonempty open subset of UA∩UA′ , then A = A′
and there exists a complex number λ ∈ C with |λ| = 1 such that T = λT ′.
2. The equation
T (XA+ I)−1XT ∗ = T ′(XtA′ + I)−1Xt(T ′)∗
cannot hold for every X in any nonempty open subset of UA ∩ {Y t : Y ∈
UA′}.
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Proof. Assume that the equation holds for some nonempty open set. By Propo-
sition 3.1 the same equation holds for any X ∈ Π(H). After an easy calculation
we obtain
A+X−1 = ((T ′)−1T )∗(A′ +X−1)(T ′)−1T, X ∈ Π(H)
in (1) and
A+X−1 = ((T ′)−1T )∗(A′ + (Xt)−1)(T ′)−1T, X ∈ Π(H)
in (2). The rest of the proof is easy and is left to the reader.
We may apply Theorem 4.4 to obtain previously known results. As an
example, we give the structure of order automorphisms of S(H) first given by
Molna´r. Further application of our results can be found in Section 7.
Theorem 4.6 ([7]). Let φ : S(H) → S(H) be an order automorphism. Then
there exist B ∈ S(H) and a bounded bijective linear operator T : H → H such
that either
φ(X) = TXT ∗ +B, X ∈ S(H), or
φ(X) = TXtT ∗ +B, X ∈ S(H).
Proof. It suffices to consider the case φ(0) = 0. It is clear that φ is a local order
isomorphism. By Theorem 4.4, there exist A ∈ S(H) and a bounded bijective
linear operator T : H → H such that S(H) ⊂ UA and either
φ(X) = TΦA(X)T
∗ = T (XA+ I)−1XT ∗, X ∈ S(H), or
φ(X) = TΦA(X
t)T ∗ = T (XtA+ I)−1XtT ∗, X ∈ S(H).
Clearly, the condition S(H) ⊂ UA implies A = 0, hence we obtain the desired
conclusion.
Recall that Xt denotes the transpose with respect to some orthonormal basis
{eα : α ∈ J} fixed in advance. Denote by K : H → H the conjugate-linear
bijection given by K
(∑
α∈J λαeα
)
=
∑
α∈J λαeα. Then it is easy to see that
Xt = KX∗K for every X ∈ B(H). Hence, if T ∈ B(H) is invertible and we
set S = TK, then S is a conjugate-linear bijective bounded operator on H
and TXtT ∗ = SX∗S∗, X ∈ B(H). The map X 7→ SX∗S∗ is a biholomorphic
automorphism of B(H), but neither of the maps X 7→ X∗ and X 7→ SXS∗ is
holomorphic (because they are conjugate-linear). As long as we were working
with biholomorphic maps it was more convenient to write X 7→ TXtT ∗ rather
than X 7→ SX∗S∗, since in the first form we have the composition of two
biholomorphic automorphisms X 7→ Xt and X 7→ TXT ∗. Once we restrict
our attention to operator domains in S(H) and we are interested in (local)
order isomorphisms, the second form is more appropriate because then X =
X∗. In particular, the conclusion of the last theorem may be reformulated as
follows: there exist B ∈ S(H) and a bounded bijective linear or conjugate-linear
operator T : H → H such that φ(X) = TXT ∗ + B for every X ∈ S(H). The
corresponding reformulation of Theorem 4.4 is left to the reader.
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5 Properties of local order isomorphisms
The aim of this section is to obtain a further understanding of the structure of
local order isomorphisms on operator domains.
First, we define maximality and an equivalence relation in the collection
of all local order isomorphisms. Let U ⊂ S(H) be an operator domain and
φ : U → S(H) a local order isomorphism. We say φ is maximal if there does
not exist an extension of φ to a local order isomorphism on an operator domain
V ⊂ S(H) with U ⊂ V and U 6= V . Let U ′ ⊂ S(H) be another operator domain
and φ : U → S(H), φ′ : U ′ → S(H) two local order isomorphisms. We say φ
and φ′ are equivalent if there exist order automorphisms ψ1, ψ2 of S(H) such
that φ′ = ψ2 ◦φ ◦ψ1. Having in mind the general form of order automorphisms
of S(H) (Theorem 4.6), it is clear that maximality is stable by equivalence.
In the first half of the current section, we examine the equivalence relation
of local order isomorphisms. By Lemma 4.2, the local order isomorphism ΦA :
UA → S(H) is maximal. An easy application of results in the preceding sections
gives
Proposition 5.1. Let U ⊂ S(H) be an operator domain and φ : U → S(H) a
local order isomorphism.
1. There exist A ∈ S(H) and an operator domain V ⊂ UA such that the
restriction of ΦA to V is equivalent to φ.
2. The map φ : U → S(H) uniquely extends to a maximal local order iso-
morphism.
In particular, a maximal local order isomorphism is equivalent to ΦA : UA →
S(H) for some A ∈ S(H).
Proposition 5.2. Let A ∈ S(H). Let T : H → H be a bounded linear or
conjugate-linear bijection. Then, ΦA is equivalent to ΦTAT∗ . More precisely, we
have the following: Let ψ be an order automorphism of S(H) given by ψ(X) =
T ∗XT , X ∈ S(H). Then ΦTAT∗ = ψ−1 ◦ ΦA ◦ ψ.
Proof. Put B = TAT ∗. Let X ∈ S(H). We have X ∈ UˆB if and only if
XTAT ∗+ I is invertible. On the other hand, we have ψ(X) ∈ UˆA if and only if
T ∗XTA+ I is invertible. Hence we obtain X ∈ UB if and only if ψ(X) ∈ UA.
Let X ∈ UB. Then
ΦA ◦ ψ(X) = T ∗XT (AT ∗XT + I)−1,
and hence
ψ−1 ◦ ΦA ◦ ψ(X) = (T ∗)−1T ∗XT (AT ∗XT + I)−1T−1
= X(TAT ∗X + I)−1 = ΦB(X).
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Proposition 5.2 gives examples of mutually equivalent local order isomor-
phisms. In Proposition 5.5 below, we will show that every pair of mutually
equivalent local order isomorphisms arises in that way.
Lemma 5.3. Let A ∈ S(H) and X ∈ UA. Then there exists a bounded linear
bijection T ∈ B(H) such that ΦˆX(A) = TAT ∗.
Proof. Since 0, X ∈ UA and UA is path-connected, there exists a continuous path
τ : [0, 1] → UA such that τ(0) = 0 and τ(1) = X . We may take 0 = t0 < t1 <
. . . < tk = 1 such that ‖(τ(tj−1)A+I)(τ(tj)A+I)−1−I‖ is sufficiently small for
j = 1, . . . , k. It suffices to show that there exists a bounded linear bijection Tj :
H → H such that A(τ(tj)A+I)−1 = TjA(τ(tj−1)A+I)−1T ∗j , j ∈ {1, . . . , k}. For
this, consider the biholomorphic function f : {z ∈ C : Re z > 0} → C \ (−∞, 0]
defined by f(z) = z2. Then the equations f−1(z) = f−1(z¯) and
A(τ(tj−1)A+ I)
−1
(
(τ(tj−1)A+ I)(τ(tj)A+ I)
−1
)
=
(
(τ(tj−1)A+ I)(τ(tj)A+ I)
−1
)∗
A(τ(tj−1)A+ I)
−1
imply that
A(τ(tj)A+ I)
−1
= A(τ(tj−1)A+ I)
−1
(
f−1
(
(τ(tj−1)A+ I)(τ(tj)A+ I)
−1
))2
= S∗A(τ(tj−1)A+ I)
−1S,
where S = f−1
(
(τ(tj−1)A+ I)(τ(tj)A+ I)
−1
)
.
Proposition 5.4. Let X0, A ∈ S(H) satisfy X0 ∈ UˆA (or equivalently, A ∈
UˆX0) and put B = ΦˆX0(A). Then, for X ∈ S(H), we have X +X0 ∈ UˆA if and
only if X ∈ UˆB. Moreover, if these equivalent conditions hold, then
ΦˆA(X +X0) = (X0A+ I)
−1ΦˆB(X)(AX0 + I)
−1 + ΦˆA(X0).
Proof. The condition X + X0 ∈ UˆA means (X + X0)A + I is invertible. The
condition X ∈ UˆB means
XB + I = XA(X0A+ I)
−1 + I = (XA+X0A+ I)(X0A+ I)
−1
is invertible. Hence they are equivalent. Suppose that these equivalent condi-
tions hold. Then we obtain
(X0A+ I)
−1ΦˆB(X)(AX0 + I)
−1 + ΦˆA(X0)
= (X0A+ I)
−1
(
X(BX + I)−1
)
(AX0 + I)
−1 + (X0A+ I)
−1X0
= (X0A+ I)
−1
(
X((AX0 + I)
−1AX + I)−1
)
(AX0 + I)
−1 + (X0A+ I)
−1X0
= (X0A+ I)
−1X(AX +AX0 + I)
−1 + (X0A+ I)
−1X0
= (X0A+ I)
−1(X +X0AX +X0AX0 +X0)(AX +AX0 + I)
−1
= (X +X0)(A(X +X0) + I)
−1 = ΦˆA(X +X0).
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If in the above proposition we replace the assumption X0 ∈ UˆA by a stronger
one X0 ∈ UA, then using the fact that X 7→ X+X0 is a homeomorphism of UˆB
onto UˆA we conclude that X +X0 ∈ UA if and only if X ∈ UB and in this case
we have
ΦA(X +X0) = (X0A+ I)
−1ΦB(X)(AX0 + I)
−1 +ΦA(X0).
Proposition 5.5. Let A,B ∈ S(H). Suppose that U ⊂ UA, V ⊂ UB are
operator domains. Let φ (resp. ψ) denote the restriction of ΦA to U (resp. ΦB
to V ). If φ is equivalent to ψ, then there exists a bounded linear or conjugate-
linear bijection T ∈ B(H) such that B = TAT ∗.
Proof. There exist order automorphisms ψ1, ψ2 : S(H)→ S(H) such that ψ =
ψ2 ◦ φ ◦ ψ1. Considering extensions to maximal local order isomorphisms of
both sides, we obtain ΦB = ψ2 ◦ΦA ◦ ψ1. In particular, for X ∈ S(H), we have
X ∈ UB if and only if ψ1(X) ∈ UA.
By Theorem 4.6, there exist bounded linear or conjugate-linear bijections
T1, T2 : H → H and C1, C2 ∈ S(H) such that
ψ1(X) = T1XT
∗
1 + C1, ψ2(X) = T2XT
∗
2 + C2, X ∈ S(H).
Put D := ΦˆC1(A) = A(C1A+ I)
−1. Let X ∈ UB. By Lemma 5.4, we have
ΦB(X) = ψ2 ◦ ΦA ◦ ψ1(X)
= ψ2 ◦ ΦA(T1XT ∗1 + C1)
= ψ2
(
(C1A+ I)
−1ΦD(T1XT
∗
1 )(AC1 + I)
−1 +ΦA(C1)
)
= T2(C1A+ I)
−1ΦD(T1XT
∗
1 )(AC1 + I)
−1T ∗2 + T2ΦA(C1)T
∗
2 + C2.
Since ΦB(0) = 0, we obtain T2ΦA(C1)T
∗
2 + C2 = 0. By Lemma 5.2, we obtain
ΦB(X) = T2(C1A+ I)
−1ΦD(T1XT
∗
1 )(AC1 + I)
−1T ∗2
= T2(C1A+ I)
−1T1ΦT∗
1
DT1(X)T
∗
1 (AC1 + I)
−1T ∗2 .
Proposition 4.5 implies B = T ∗1DT1 = T
∗
1A(C1A+ I)
−1T1. Since C1 = ψ1(0) ∈
UA, Lemma 5.3 implies that there exists a bounded linear or conjugate-linear
bijection T ∈ B(H) with B = TAT ∗.
As a consequence of Propositions 5.2 and 5.5, we obtain
Corollary 5.6. Let A,B ∈ S(H). Two maximal order isomorphisms ΦA and
ΦB are equivalent if and only if there exists a bounded linear or conjugate-
linear bijection T : H → H such that B = TAT ∗. If 2 ≤ n = dimH < ∞,
then the number of equivalence classes of maximal local order isomorphisms is
(n+ 2)(n+ 1)/2.
Proof. The former half is clear. In the matrix language it can be reformulated
as follows: ΦA and ΦB are equivalent if and only if there exists an invertible
n× n complex matrix T such that A = TBT ∗ or A = TBtT ∗. Since hermitian
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matrices B and Bt have the same eigenvalues they are unitarily similar. Conse-
quently, ΦA and ΦB are equivalent if and only if there exists an invertible n×n
complex matrix T such that A = TBT ∗. By the Sylvester’s law of inertia this is
equivalent to the condition that the number of positive eigenvalues of A and B
coincide and the same is true for the number of negative eigenvalues (here, each
eigenvalue is counted with its multiplicity). By Proposition 5.1, the number of
equivalence classes of maximal order isomorphisms of matrix domains in Sn is
(n+ 2)(n+ 1)/2.
It is clear that an order isomorphism between two operator domains is a
local order isomorphism. The converse does not hold. However, we know that
the maximal local order isomorphism X 7→ −X−1, from the operator interval
(0,∞) onto (−∞, 0), is an order isomorphism. In the second half of this section,
we consider the following question: When is a local order isomorphism an order
isomorphism? By Proposition 5.1, it suffices to consider a restriction of the map
ΦA : UA → U−A to an operator domain U ⊂ UA.
Proposition 5.7. Let A ∈ S(H). Suppose that X ∈ UA satisfies X ≥ 0.
Then the condition [0, X ] ⊂ UA is equivalent to X1/2AX1/2 ≥ −I. Moreover,
if these equivalent conditions hold, then ΦA restricts to an order isomorphism
from [0, X ] onto [0,ΦA(X)].
Proof. Since X ∈ UA, we have −1 /∈ σ(XA) \ {0} = σ(X1/2AX1/2) \ {0}. If
X1/2AX1/2  −I, then there exists a positive real number c such that 0 < c < 1
and −1 ∈ σ((cX)1/2A(cX)1/2). We know that −1 ∈ σ((cX)1/2A(cX)1/2) if and
only if cXA+ I is non-invertible, thus cX /∈ UA. If X1/2AX1/2 ≥ −I, then we
actually have X1/2AX1/2 > −I. It follows that −I < TX1/2AX1/2T ∗ for any
contractive operator T on H , i.e., for any T ∈ B(H) with ‖T ‖ ≤ 1. Indeed,
there exists a positive real number 0 < ε ≤ 1 such that
〈TX1/2AX1/2T ∗x, x〉 = 〈X1/2AX1/2(T ∗x), T ∗x〉 ≥ −(1− ε)‖T ∗x‖2 ≥ −(1− ε)
for any unit vector x ∈ H . If Y ∈ [0, X ], then by Douglas’ lemma there exists
a contractive operator T ∈ B(H) such that Y 1/2 = TX1/2 = X1/2T ∗. We have
−I < TX1/2AX1/2T ∗ = Y 1/2AY 1/2, hence σ(Y 1/2AY 1/2)∩ (−∞,−1] = ∅, and
AY + I is invertible.
Suppose that [0, X ] ⊂ UA. Theorem 2.2 implies ΦA(X) ≥ ΦA(0) = 0. We
have −ΦA(X)A = f(XA), where f is a biholomorphic function defined by
f(z) = − z
z + 1
on C \ {−1}. Since σ(XA) ⊂ σ(X1/2AX1/2) ∪ {0} ⊂ (−1,∞), the spectral
mapping theorem implies σ(−ΦA(X)A) = f(σ(XA)) ⊂ (−1,∞). Thus we
obtain [0,ΦA(X)] ⊂ U−A. Since (ΦA)−1 = Φ−A, Theorem 2.2 implies that ΦA
restricts to an order isomorphism from [0, X ] onto [0,ΦA(X)].
Proposition 5.8. Let U ⊂ UA be an operator domain. Then the map ΦA
restricts to an order preserving map on U if and only if the following condition
holds: For any pair X,Y ∈ U with X ≤ Y , [X,Y ] ⊂ UA holds.
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Proof. Theorem 2.2 gives one direction. Suppose that there exist a pair X,Y ∈
U with X ≤ Y , [X,Y ] 6⊂ UA. Take a positive real number ε > 0 such that
Y + εI ∈ U . Then trivially we have [X,Y + εI] 6⊂ UA. By Proposition 5.4, it
suffices to show: If X ∈ UA, X > 0 and [0, X ] 6⊂ UA, then ΦA(X)  0. Suppose
X ∈ UA satisfies X > 0 and [0, X ] 6⊂ UA. By Proposition 5.7, the condition
[0, X ] 6⊂ UA yields X1/2AX1/2  −I. We obtain X−1 + A  0, which implies
ΦA(X) = (X
−1 +A)−1  0.
For an operator A ∈ S(H), let s(A) denote the support projection of A,
namely, s(A) = χ(−∞,∞)\{0}(A). We also use the notation A+ := Aχ(0,∞)(A)
and A− := −Aχ(−∞,0)(A), which are positive and negative parts of A, respec-
tively.
The rest of this section aims to prove
Theorem 5.9. Let A ∈ S(H). Then the following two conditions are equivalent:
1. At least one of the operators A+ and A− is compact.
2. The map ΦA is an order isomorphism from UA onto U−A.
We first consider the case either A+ or A− has finite rank.
Lemma 5.10. Let m ∈ {0, 1, . . .} ∪ {∞} satisfy m ≤ dimH. Let V denote the
collection of all invertible A ∈ S(H) with rankA+ = m.
1. The set V is open and closed in the collection of all invertible operators
in S(H).
2. Assume m < ∞. Let A0, A1 ∈ V satisfy A0 ≤ A1. If A ∈ [A0, A1], then
A ∈ V .
Proof. (1) It suffices to prove the openness of V for eachm. Let A ∈ V for a fixed
m. Since the collection of all invertible operators is open, we may take a positive
real number ε such that any element in [A−εI, A+εI] is invertible. Clearly, we
have A− εI, A+ εI ∈ V . Let B ∈ [A− εI, A+ εI]. Since A− εI ≤ B, the min-
max theorem implies that m = rank (A − εI)+ ≤ rankB+. Since B ≤ A + εI,
we also have rankB+ ≤ rank (A+ εI)+ = m. Thus we obtain rankB+ = m.
(2) LetA ∈ [A0, A1]. The min-max theorem implies rankA+ ≥ rank (A0)+ =
m. We may take a positive real number ε > 0 such that rank (A1 + εI)+ = m.
The min-max theorem implies rank (A + εI)+ ≤ rank (A1 + εI)+ = m. Since
m <∞, we see rankA+ = m and A is invertible.
For a projection P ∈ B(H), let us use the symbol P⊥ := I − P .
Lemma 5.11. Let A ∈ S(H). If either A+ or A− has finite rank, then ΦA is
an order isomorphism from UA onto U−A.
Proof. Put S := s(A+)−s(A+)⊥, which is a self-adjoint unitary. Let X ∈ S(H).
We have
σ(XA) \ {0} = σ(X |A|1/2S|A|1/2) \ {0} = σ(|A|1/2X |A|1/2S) \ {0}.
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Hence we have X ∈ UˆA if and only if |A|1/2X |A|1/2S + I is invertible, which is
in turn equivalent to the condition |A|1/2X |A|1/2 + S is invertible.
Suppose that A+ has rank m < ∞. We prove that ΦA is order preserving.
The preceding paragraph shows that |A|1/2X |A|1/2 + S is invertible for any
X ∈ UA. Moreover, since 0 ∈ UA is connected, Lemma 5.10 implies that the
positive part
(|A|1/2X |A|1/2 + S)
+
has rank m for any X ∈ UA. Suppose that
X,Y ∈ UA satisfy X ≤ Y . Let Z ∈ [X,Y ]. Then we have the order relation
|A|1/2X |A|1/2 + S ≤ |A|1/2Z|A|1/2 + S ≤ |A|1/2Y |A|1/2 + S.
By Lemma 5.10, |A|1/2Z|A|1/2 + S is invertible. Hence ZA + I is invertible
for any Z ∈ [X,Y ]. It follows that [X,Y ] ⊂ UA, and by Proposition 5.8,
ΦA(X) ≤ ΦA(Y ) holds.
The case A− has finite rank can be considered in a similar way. The same
argument shows that Φ−1A = Φ−A is also order preserving.
Proof of Theorem 5.9. (1) ⇒ (2) Suppose that A+ is compact. We show that
ΦA is order preserving. By Lemma 5.3 and Propositions 5.4, 5.8, all we need to
do is to prove that if X ∈ UA and X ≥ 0 then [0, X ] ∈ UA.
By X ∈ UA, there exists a path τ : [0, 1] → UA such that τ(0) = 0 and
τ(1) = X . Since A+ is compact we can find a sequence (An) ⊂ S(H) such that
limAn = A and (An)+ is of finite rank for every positive integer n. For every
t ∈ [0, 1] the operator τ(t)A + I is invertible. It follows that there exists δt > 0
such that if
s ∈ (t− δt, t+ δt) ∩ [0, 1] and B ∈ S(H) and ‖B −A‖ < δt,
then τ(s)B + I is invertible. Using the compactness we see that there exists
δ > 0 such that τ(s)B + I is invertible for every s ∈ [0, 1] and every B ∈ S(H)
with ‖B−A‖ < δ. Thus, after removing finitely many elements of the sequence
we may assume that τ(s)An+I is invertible for every s ∈ [0, 1] and every positive
integer n. It follows that X ∈ UAn . By Lemma 5.11 and Proposition 5.8, we
conclude that [0, X ] ⊂ UAn . By Proposition 5.7 we have X1/2AnX1/2 ≥ −I for
each n. Taking the limit n→∞, we obtain X1/2AX1/2 ≥ −I. By Proposition
5.7 again, we have [0, X ] ⊂ UA, as desired.
The case s(A−) is compact can be considered in a similar way, or we may
use the equation Φ−A(X) = (−XA+ I)−1X = −ΦA(−X) for X ∈ U−A as well.
The same argument shows that Φ−1A = Φ−A is also order preserving.
(2) ⇒ (1) Suppose that both A+ and A− are noncompact. Then we may
take a positive real number ε > 0 such that both χ[ε,∞)(A) and χ(−∞,−ε](A)
have infinite rank. We can find a projection P ∈ S(H) with χ[ε,∞)(A) ≤
P ≤ χ(−∞,−ε]∪[ε,∞)(A) such that P and χ[ε,∞)(A) are unitarily equivalent in
K := χ(−∞,−ε]∪[ε,∞)(A)H , P 6= χ[ε,∞)(A) and PA = AP . Take a unitary
u = eiB ∈ B(K), B ∈ S(K), such that uχ[ε,∞)(A)u∗ = P . Put S := χ[ε,∞)(A)−
χ(−∞,−ε](A), which can be considered a self-adjoint unitary in B(K). We define
a path τ : [0, 1]→ S(K) by
τ(t) = |A|−1/2(eitBSe−itB − S)|A|−1/2
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(which is well-defined since A restricted to K is invertible). We identify each
element X ∈ S(K) with χ(−∞,−ε]∪[ε,∞)(A)Xχ(−∞,−ε]∪[ε,∞)(A) ∈ S(H). Then
|A|1/2τ(t)|A|1/2 + (s(A+)− s(A+)⊥) = eitBSe−itB + (χ(0,ε)(A)− χ(−ε,0](A))
is invertible in B(H) for any t ∈ [0, 1]. In particular, we have τ(1) ∈ UA (see
the first paragraph of the proof of Lemma 5.11). However, we have
τ(1) = |A|−1/22(P − χ[ε,∞)(A))|A|−1/2 = 2|A|−1(P − χ[ε,∞)(A)) ≥ 0
and
ΦA(τ(1)) = ΦA(2|A|−1(P − χ[ε,∞)(A)))
= 2|A|−1(P − χ[ε,∞)(A)) · (A · 2|A|−1(P − χ[ε,∞)(A)) + I)−1
= −2|A|−1(P − χ[ε,∞)(A))  0 = ΦA(0).
6 Finite-dimensional case
When dealing with the finite-dimensional case we will always identify operators
with matrices. We denote by En the effect algebra on the n-dimensional Hilbert
space, En = [0, I], that is, En is the set of all n × n hermitian matrices whose
all eigenvalues belong to the unit interval [0, 1]. As already indicated in Intro-
duction we will begin with an automatic continuity result for order embeddings
of matrix domains. First we need some technical lemmas.
Lemma 6.1. Let A,B ∈ Sn be two different matrices with A ≤ B. Denote
r = rank (B − A). Then there exists a continuous order isomorphism from Er
onto [A,B].
Actually, we will prove more. We will find an order isomorphism that is not
just continuous but a restriction of an affine map.
Proof. After applying a translation X 7→ X −A we may assume with no loss of
generality that A = 0 and B ∈ Sn satisfies B ≥ 0 and rankB = r. Further, there
is no loss of generality in assuming that the matrix B is diagonal with the first
r diagonal entries positive and all others equal to zero. Applying a congruence
transformation X 7→ TXT ∗, where T is a suitable diagonal invertible element
in Mn, we can finally assume that B is the diagonal projection with the first r
diagonal entries equal to one and all others equal to zero. It is now clear that
[A,B] is the set of all n×n matrices whose upper left r× r corner is an element
of Er and all entries outside the upper left r × r corner are zero.
Lemma 6.2. Let m,n be positive integers and φ : En → Sm an order embed-
ding. Then the set of all points c ∈ (0, 1) for which φ is not continuous at cI is
at most countable.
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Proof. Consider the order embedding f : [0, 1]→ R defined by f(t) := tr (φ(tI)).
Here, tr (·) stands for the trace function. We know that the set N of all points
c ∈ (0, 1) at which f is not continuous is at most countable. Let c ∈ (0, 1) \N
and ε > 0. Then we can find δ, 0 < δ < min{c, 1 − c}, such that for every real
t ∈ [c − δ, c + δ] we have |f(c) − f(t)| ≤ ε. In particular, |tr (φ(cI) − φ((c ±
δ)I))| ≤ ε. Since φ((c− δ)I) ≤ φ(cI) and φ((c+ δ)I) ≥ φ(cI) we conclude that
φ(cI) − εI ≤ φ((c − δ)I) ≤ φ((c + δ)I) ≤ φ(cI) + εI (note that we are using
the same symbol I to denote the n× n identity matrix and the m×m identity
matrix). This further implies that for every X ∈ [(c − δ)I, (c + δ)I] we have
φ(cI)− εI ≤ φ(X) ≤ φ(cI) + εI, and thus, φ is continuous at cI.
Lemma 6.3. Let m,n be positive integers and assume that there exists an order
embedding φ : En → Sm. Then n ≤ m.
Proof. By induction on n. The case n = 1 is trivial. Assume that the statement
holds for n = k − 1 (≥ 1). We prove the statement for n = k. By Lemma
6.2, we can find a real number c, 0 < c < 1, such that φ is continuous at
cI. We take any projection P ∈ En of rank k − 1. Observe that the rank of
(P + cP⊥)− cI is k − 1. By Lemma 6.1 and the induction hypothesis the rank
of φ(P + cP⊥)− φ(cI) is no smaller than k − 1.
We claim that (φ(P + cP⊥) − φ(cI)) + (φ(cP + dP⊥) − φ(cI)) has rank
≥ k for every d, c < d ≤ 1. If this does not hold, then there exists some
d > c such that the range of φ(cP + dP⊥) − φ(cI) is contained in the range
of φ(P + cP⊥) − φ(cI). Since φ is continuous at cI there exists d′ with c <
d′ < d such that φ(cP + d′P⊥) − φ(cI) ≤ φ(P + cP⊥) − φ(cI), and therefore
φ(cP +d′P⊥) ≤ φ(P +cP⊥). Since φ is an order embedding we necessarily have
cP + d′P⊥ ≤ P + cP⊥, a contradiction. Thus, we have shown that m ≥ k.
Corollary 6.4. Let n be a positive integer and A,B ∈ Sn hermitian matrices
with A < B. Assume that φ : [A,B] → Sn is an order embedding. Then
φ(A) < φ(B).
Proof. By Lemma 6.1, the interval [A,B] is order isomorphic to En while the
interval [φ(A), φ(B)] is order isomorphic to Em, where m is the rank of φ(B)−
φ(A). Since φ maps [A,B] into [φ(A), φ(B)], Lemma 6.3 yields that m = n.
The following result can be found in [11].
Theorem 6.5. ([11, Theorem 2.4]). Let n ≥ 2. For every pair A,B ∈ (0, I) ⊂
En there exists an order automorphism φ : En → En such that φ(A) = B.
By Theorem 3.3 every order automorphism of En is continuous. Using
Lemma 6.1 and the remark that follows that lemma we can easily deduce the
next statement.
Corollary 6.6. Let n ≥ 2 and A,B,C,D,E, F ∈ Sn with A < B < C and D <
E < F . Then there exists a continuous order isomorphism φ : [A,C] → [D,F ]
such that φ(B) = E.
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Let A ∈ Sn and assume that A ≥ 0. Clearly, A0, the restriction of A to the
range of A, is an invertible operator on the range of A. We denote by A† the
Moore-Penrose inverse of A, that is, the restriction of A† to the null space of A
is the zero operator, while the restriction of A† to the range of A is the inverse
of A0.
Lemma 6.7. Let A,R ∈ Sn satisfy A ≥ 0, R ≥ 0, and rankR = 1. Then R ≤ A
if and only if the range of R is contained in the range of A and tr (A†R) ≤ 1.
Proof. Assume first that R ≤ A. Then the range of R is a subspace of the range
of A and we have
(A†)1/2R(A†)1/2 ≤ (A†)1/2A(A†)1/2 = P,
where P denotes the projection onto the range of A. After replacing A,A†, R, P
with their restrictions to the range of A, we can rewrite the above inequality as
A−1/2RA−1/2 ≤ I and since A−1/2RA−1/2 is a positive rank-one operator this
is equivalent to tr (A−1R) = tr (A−1/2RA−1/2) ≤ 1.
The proof of the other direction is now easy and is left to the reader.
By P kn ⊂ En we denote the set of all n × n projections of rank k and by
S ⊂ R3 the euclidean sphere with centre 0 and radius 1/2. It is well known that
P 12 is affine isometrically isomorphic to S. An isomorphism (known as Bloch’s
representation) is given by S ∋ (x, y, z) 7→
[
x+ 1/2 y + iz
y − iz −x+ 1/2
]
. In addition
to the usual euclidean distance we also consider the geodesic distance dg on S
defined for x, y ∈ S as the unique real number satisfying 0 ≤ dg(x, y) ≤ pi/2
and |x− y| = sindg(x, y). Here, | · | denotes the euclidean norm.
Lemma 6.8. Let P,Q ∈ P 12 be orthogonal and 0 ≤ c < d ≤ 1 real numbers.
Then a projection E ∈ P 12 satisfies dE ≤ P + cQ if and only if ‖P − E‖ ≤√
(c− cd)/(d− cd). In particular, we have (1/2)E ≤ P + cQ if and only if
‖P − E‖ ≤√c/(1− c).
Proof. The statement is trivial when c = 0 or d = 1. Thus we assume that
0 < c < d < 1. Taking an appropriate orthonormal basis of C2, we may assume
P =
[
1 0
0 0
]
, Q =
[
0 0
0 1
]
and E =
[
s2 s
√
1− s2
s
√
1− s2 1− s2
]
for some real number
0 ≤ s ≤ 1. Note that P −E is a trace zero 2× 2 hermitian matrix and therefore
‖P − E‖ =√− det(P − E) = √1− s2, and
(P + cQ)−1 =
[
1 0
0 c−1
]
.
The proof can be completed by a straightforward application of Lemma 6.7.
Lemma 6.9. Let ψ : S → S be a homeomorphism. Suppose that for every x ∈ S
there exists an increasing bijection gx : [0, 1]→ [0, 1] such that |ψ(y) − ψ(x)| =
gx(|y − x|) for every y ∈ S. Then ψ is a surjective isometry on S with respect
to the euclidean distance.
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Proof. It is easy to see that ψ preserves antipodes. Let x ∈ S and 0 < c < 1.
Then Cx,c := {y ∈ S : |y − x| = c} is mapped onto Cψ(x),gx(c) = {y ∈ S :
|y − ψ(x)| = gx(c)}. (These collections are circles in S.) Therefore, for any
circle C in S, the image ψ(C) is a circle in S.
Let x1, x2 be distinct elements in S. Suppose that x1 and x2 are not antipo-
dal in S. Take the great circle C0 in S that contains the two points x1, x2. Then
the image ψ(C0) is a circle in S. Let x ∈ C0\{x1, x2,−x1,−x2}. An elementary
calculation shows that we can take c1, c2 ∈ (0, 1) such that Cx1,c1∩Cx2,c2 = {x}.
It follows that Cψ(x1),gx1 (c1)∩Cψ(x2),gx2(c2) = {ψ(x)}. This equation implies that
ψ(x) lies in the great circle that contains the two points ψ(x1), ψ(x2). Hence
the image ψ(C0) is the great circle that contains the two points ψ(x1), ψ(x2).
We consider the geodesic distance dg for a while. We already know that ψ
preserves the geodesic distance pi/2. That is, we have dg(ψ(x1), ψ(x2)) = pi/2
if dg(x1, x2) = pi/2. Suppose that the geodesic distance d with 0 < d ≤ pi/2 is
preserved by ψ. We prove that the geodesic distance d/2 is also preserved by
ψ. Let x1, x2 ∈ S satisfy dg(x1, x2) = d/2. Take the great circle C0 in S that
contains the two points x1, x2. Take the unique point x0 ∈ C0 \ {x2} such that
dg(x1, x0) = d/2. Then we have dg(x0, x2) = d and hence dg(ψ(x0), ψ(x2)) = d.
It follows that
{ψ(x0), ψ(x2)} ⊂ ψ(Cx1,sin(d/2) ∩ C0) = ψ(Cx1,sin(d/2)) ∩ ψ(C0).
Note that ψ(Cx1,sin(d/2)) is a circle with centre ψ(x1) ∈ ψ(C0). Note also that
ψ restricted to C0 is a homeomorphism onto ψ(C0) and preserves antipodes.
Hence we obtain dg(ψ(x1), ψ(x2)) = d/2.
We next prove the following in a similar way: If ψ preserves the geodesic
distances d1, d2 > 0 with d1 + d2 < pi/2, then ψ also preserves the geodesic
distance d1+d2. Let x1, x2 ∈ S satisfy dg(x1, x2) = d1+d2. Take the great circle
C0 in S that contains the two points x1, x2. Take the unique point x0 ∈ C0 such
that dg(x1, x0) = d1 and dg(x0, x2) = d2. Then we have dg(ψ(x1), ψ(x0)) = d1
and dg(ψ(x0), ψ(x2)) = d2. Since ψ restricted to C0 is a homeomorphism onto
ψ(C0) and preserves antipodes, we obtain dg(ψ(x1), ψ(x2)) = d1 + d2.
It follows that ψ preserves the geodesic distance kpi/2l whenever k, l are
positive integers with k/2l ≤ 1/2. Since ψ is a homeomorphism, we see that ψ
is an isometry with respect to the geodesic distance, thus also an isometry with
respect to the euclidean distance in R3.
The next result is the crucial step in proving the automatic continuity for
order embeddings of matrix domains. From now till the end of this section we
will always assume that n ≥ 2.
Theorem 6.10. Let φ : En → Sn be an order embedding that is continuous at
0 and I. Then φ is an order isomorphism of En onto [φ(0), φ(I)].
It is easy to see that the assumption of continuity at the endpoints of the
matrix interval is indispensable. For one can take the map φ : En → Sn defined
by φ(X) = X whenever X 6= I and φ(I) = 2I and easily verify that it is
23
an order embedding. Nevertheless, we will also give the general form of order
embeddings of En without assuming continuity in Theorem 7.4.
Proof. By Lemma 6.2, there exists a real number 0 < t < 1 such that φ
is continuous at tI. By Corollary 6.4, we have φ(0) < φ(tI) < φ(I). By
Corollary 6.6, there exist continuous order isomorphisms ψ1 : En → En and
ψ2 : [φ(0), φ(I)] → En such that ψ1(I/2) = tI and ψ2(φ(tI)) = I/2. Consid-
ering ψ2 ◦ φ ◦ ψ1 : En → En instead of φ, we may assume that φ is an order
embedding from En into itself, and also fixes the three points 0, I/2, I, and is
continuous at these points.
We next prove that φ maps every projection of rank m to a projection of
rank m, 0 ≤ m ≤ n. By Corollary 6.4, we know that φ((0, I)) ⊂ (0, I). If P is a
rank-one projection, then P  X holds for any X ∈ (0, I). By the assumption
that φ is continuous at I, there exists a sequence (Xk)k≥1 in φ((0, I)) (⊂ (0, I))
such that Xk → I. It follows that φ(P )  Xk for any k ≥ 1, hence φ(P ) has 1
as its eigenvalue. Since the subset [P, I], which is order isomorphic to En−1, is
mapped into [φ(P ), φ(I)] = [φ(P ), I], by Lemmas 6.1 and 6.3, the multiplicity of
1 as an eigenvalue of φ(P ) is one. In other words, [φ(P ), I] is order isomorphic
to En−1. Consider the restriction φ|[P,I] : [P, I] → [φ(P ), I]. Then the same
discussion shows the following: For any rank-one projection Q with PQ = 0,
φ(P + Q) has 1 as an eigenvalue with multiplicity 2. Iterate the same, then
we have: For any 0 ≤ m ≤ n and any rank-m projection P , φ(P ) has 1 as
an eigenvalue with multiplicity m. Let 0 ≤ m ≤ n. Using the continuity of φ
at 0, a similar argument ensures that if P is a projection with rank m, then
φ(P ) has 0 as an eigenvalue with multiplicity n −m. It follows that if P is a
projection with rank m then so is φ(P ). By the assumption that φ fixes I/2
and is continuous at I/2, we also see that for any projection P , there exists a
projection Q such that rankP = rankQ and φ(P/2) = Q/2. Since φ is an order
embedding, we obtain φ(P/2) = φ(P )/2.
Let us show that the restriction φ|P 1n is an isometry with respect to the
metric induced by the operator norm. For any subspace V ⊂ Cn we denote by
P 1(V ) ⊂ P 1n the subset of all rank-one projections whose ranges are contained
in V . It suffices to show that φ|P 1(V ) is an isometry for any two-dimensional
subspace V ⊂ Cn. Let P ∈ P 1(V ). Take the unique projection Q ∈ P 1(V )
such that PQ = 0. By the preceding paragraph, φ(P + Q) is a projection of
rank two. Denote by W the range of φ(P +Q), and take the unique projection
Q′ ∈ P 1(W ) such that φ(P )Q′ = 0. For a real number 0 ≤ c ≤ 1, we have
P ≤ P+cQ ≤ P+Q, and therefore, φ(P ) ≤ φ(P+cQ) ≤ φ(P )+Q′. Thus there
exists a monotone increasing function fP : [0, 1]→ [0, 1] such that φ(P + cQ) =
φ(P ) + fP (c)Q
′. We prove that fP (c)→ 0 as c → 0. By the continuity of φ at
0, we know that φ(2c(P +Q))→ 0 as c→ 0. However, by P + cQ  2c(P +Q),
c > 0, we obtain φ(P ) + fP (c)Q
′ = φ(P + cQ)  φ(2c(P + Q)). Hence we
conclude that fP (c)→ 0 as c→ 0.
Since φ(E/2) = φ(E)/2 for any E ∈ P 1(V ), Lemma 6.8 with d = 1/2 as-
sures the continuity of φ|P 1(V ) at P . Hence φ|P 1(V ) is an injective continuous
map from P 1(V ) into P 1(W ). Since both P 1(V ) and P 1(W ) can be identi-
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fied with the 2-dimensional compact connected manifold S without boundary,
by the invariance of domain theorem, we actually have φ(P 1(V )) = P 1(W ).
Fix P ∈ P 1(V ), Q as above again. It follows that for any 0 < c < 1/2, φ
maps the collection {E ∈ P 1(V ) : E/2 ≤ P + dQ for any d > c, E/2 
P + dQ for any d < c} into the collection {E ∈ P 1(W ) : E/2 ≤ φ(P ) +
fP (d)Q
′ for any d > c, E/2  φ(P ) + fP (d)Q′ for any d < c}. By Lemma
6.8, the former collection is equal to {E ∈ P 1(V ) : ‖P −E‖ =√c/(1− c)} and
hence homeomorphic to the circle. The latter collection is
{E ∈ P 1(W ) : ‖P − E‖ ∈ [lim
d↑c
√
fP (d)/(1 − fP (d)), lim
d↓c
√
fP (d)/(1 − fP (d))]}.
Since φ restricts to a homeomorphism from P 1(V ) onto P 1(W ), we see that fP
is a continuous monotone increasing bijection on [0, 1/2]. Hence we may apply
Lemma 6.9 for
ψ = φ|P 1(V ) : P 1(V )→ P 1(W ),
and
gP (
√
c/(1− c)) =
√
fP (c)/(1 − fP (c)), 0 ≤ c ≤ 1/2,
to obtain that φ|P 1(V ) is an isometry.
Since P 1n is a compact connected manifold without boundary, we see that φ
restricts to a surjective isometry on P 1n by the invariance of domain theorem.
Applying Wigner’s unitary-antiunitary theorem, we see that there exists a uni-
tary or antiunitary u : Cn → Cn such that φ(P ) = uPu∗, P ∈ P 1n . We will
prove that φ(A) = uAu∗ for any A ∈ En. It suffices to show that the map
φ0 : En → En given by φ0(A) := u∗φ(A)u is the identity map on En. It is easy
to see that φ0 fixes every (not necessarily rank-one) projection.
Take any two-dimensional subspace V ⊂ Cn and mutually orthogonal pro-
jections P,Q ∈ P 1(V ). Fix a real number 0 ≤ c < 1/2. By Lemma 6.8 with
d = 1/2, for E ∈ P 1(V ), the condition ‖P − E‖ ≤ √c/(1− c) is equivalent to
E/2 ≤ P + cQ, which is in turn equivalent to φ0(E/2) ≤ φ0(P + cQ). We know
that φ0(E/2) = E/2. Moreover, since P = φ0(P ) ≤ φ0(P + cQ) ≤ φ0(P +Q) =
P + Q, there exists a real number c′ ∈ [0, 1] such that φ0(P + cQ) = P + c′Q.
Hence, by Lemma 6.8 again, the condition φ0(E/2) ≤ φ0(P + cQ) is equiva-
lent to ‖P − E‖ ≤ √c′/(1− c′). Therefore, for E ∈ P 1(V ), two conditions
‖P − E‖ ≤√c/(1− c) and ‖P − E‖ ≤√c′/(1− c′) are equivalent. We obtain
c = c′, that is, φ0(P + cQ) = P + cQ for any 0 ≤ c < 1/2.
We fix a two-dimensional subspace V ⊂ Cn again, but fix E ∈ P 1(V ) instead
of P . Let 0 < d < 1 be a real number. By Lemma 6.8 with c = d/2, for
P ∈ P 1(V ), the condition ‖P − E‖ ≤ √(1− d)/(2 − d) is equivalent to dE ≤
P + dQ/2, where Q is the unique projection in P 1(V ) with PQ = 0. Then
this condition is in turn equivalent to φ0(dE) ≤ φ0(P + dQ/2). The preceding
paragraph implies φ0(P + dQ/2) = P + dQ/2. Since 0 = φ0(0) ≤ φ0(dE) ≤
φ0(E) = E, there exists d
′ ∈ (0, 1) such that φ0(dE) = d′E. Hence, by Lemma
6.8 again, the condition φ0(dE) ≤ φ0(P + dQ/2) is equivalent to ‖P − E‖ ≤√
d(1− d′)/(d′(2 − d)). It follows that (1 − d)/(2 − d) = d(1 − d′)/(d′(2 − d)),
and consequently, d = d′.
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We have shown that φ0(dE) = dE for any E ∈ P 1n and d ∈ [0, 1]. Let
A ∈ En. Lemma 6.7 implies that the ranges of A and φ0(A) coincide and that
tr (A†P ) = tr (φ0(A)
†P ) for every P ∈ P 1n whose range is contained in the range
of A. It follows that A† = φ0(A)
†, and therefore A = φ0(A).
Theorem 6.11. Let U ⊂ Sn be a matrix domain and φ : U → Sn an order
embedding. Then φ(U) ⊂ Sn is open and φ : U → φ(U) is a homeomorphism.
Proof. By the invariance of domain theorem, it suffices to show continuity. Let
A ∈ U . Lemma 6.2 implies that we can take real numbers c0, c1 > 0 such that
[A− c0I, A+ c1I] ⊂ U and φ is continuous at the two points A− c0I, A+ c1I.
By Corollary 6.4, φ(A − c0I) < φ(A + c1I). Using the preceding theorem,
we see that φ restricts to an order isomorphism from [A − c0I, A + c1I] onto
[φ(A − c0I), φ(A + c1I)]. We know that every order isomorphism between two
operator intervals is continuous, and hence, φ is continuous at A.
Theorem 1.2 is an easy consequence of Theorem 6.11 and results in the pre-
ceding sections. Indeed, assume first that a map φ : U → Sn has a continuous
extension to U ∪Πn that maps Πn biholomorphically onto itself. Then, by The-
orem 1.1, φ : U → Sn is a local order isomorphism. It follows from Proposition
5.1 and Lemma 5.11 that the maximal extension of φ is an order isomorphism
which trivially yields that φ is an order embedding. The other direction is even
easier. If φ is an order embedding, then by the previous theorem φ : U → φ(U)
is an order isomorphism between two matrix domains. In particular, it is a local
order isomorphism, and the desired conclusion follows again from Theorem 1.1.
It is now clear that if we want to have a full understanding of order embed-
dings of matrix domains we only need to understand the structure of maximal
order isomorphisms of matrix domains. On one hand, one can say that this
has been already achieved in the previous sections, but on the other hand, one
would like to have concrete matrix formulae for such maps. In order to obtain
such formulae we need some more notation. If 0 ≤ p ≤ n, then the symbol Sn(p)
will stand for the set of all invertible n × n hermitian matrices with exactly p
positive eigenvalues and n − p negative eigenvalues. Here, each eigenvalue is
counted with its multiplicity. Let m, p be nonnegative integers with p ≤ m ≤ n.
We write each matrix X ∈ Sn as a block matrix
X =
[
X11 X12
X∗12 X22
]
,
where X11 ∈ Sm. Put
U(m, p) = {X ∈ Sn : X11 ∈ Sm(p)}.
Clearly, U(m, p) is a matrix domain in Sn. Define a map φm,p : U(m, p) →
U(m,m− p) by
φm,p(X) =
[ −X−111 iX−111 X12
−iX∗12X−111 X22 −X∗12X−111 X12
]
, X =
[
X11 X12
X∗12 X22
]
∈ U(m, p).
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We need to explain that in the extreme case when m = p = 0 we have X = X22
and in this case φ0,0 is the identity map defined on the whole Sn. In the other
extreme case when m = n the map φn,p is X 7→ −X−1, mapping Sn(p) onto
Sn(n− p).
A straightforward calculation shows that for anyX =
[
X11 X12
X∗12 X22
]
∈ U(m, p),
we have
−

X11 X12 0X∗12 X22 iI
0 −iI 0


−1
=

 −X−111 0 iX−111 X120 0 −iI
−iX∗12X−111 iI X22 −X∗12X−111 X12

 (3)
inM2n−m, where I stands for the (n−m)× (n−m) identity matrix. Obviously,
t 7→

X11 tX12 0tX∗12 tX22 iI
0 −iI 0

, t ∈ [0, 1], is a continuous path consisting of invertible
hermitian matrices connecting

X11 0 00 0 iI
0 −iI 0

 with

X11 X12 0X∗12 X22 iI
0 −iI 0

, and
therefore,

X11 X12 0X∗12 X22 iI
0 −iI 0

 ∈ S2n−m(n+ p−m).
Lemma 6.12. Let 0 ≤ p ≤ m ≤ n. The map φm,p is a maximal order isomor-
phism from U(m, p) onto U(m,m− p).
Proof. A direct calculation shows that φm,p is a bijection from U(m, p) onto
U(m,m−p), and the inverse map is φm,m−p. Since S2n−m(n+p−m) ⊂ S2n−m
is a matrix domain, Theorem 1.2 implies that the map Y 7→ −Y −1 is a maximal
order isomorphism from S2n−m(n + p − m) onto S2n−m(n − p). Hence the
equation (3) shows that φm,p is an order preserving map. Similarly, φm,m−p
also preserves order, so φm,p is an order isomorphism. The maximality of φm,p
is clear.
Lemma 6.13. Let 0 ≤ p ≤ m ≤ n. Take the maximal integer k such that there
exist X ∈ U(m, p), Y ∈ Sn with Y ≥ 0, rankY = k and X + cY ∈ U(m, p)
for all real numbers c ≥ 0. Then k = n + p −m. Similarly, take the maximal
integer l such that there exist X ∈ U(m, p), Y ∈ Sn with Y ≥ 0, rankY = l and
X − cY ∈ U(m, p) for all c ≥ 0. Then l = n− p.
Proof. We prove the first half. The second half can be proved in a similar
manner. Fix X =
[
X11 X12
X∗12 X22
]
∈ U(m, p). Putting Y =
[
(X11)+ 0
0 I
]
∈ Sn,
we obtain k ≥ n + p −m. Let Y =
[
Y11 Y12
Y ∗12 Y22
]
∈ Sn, where we use the same
block decomposition as X , satisfy Y ≥ 0 and rankY ≥ n+ p−m+1. Then we
have Y11 ≥ 0 and rankY11 ≥ p + 1, which implies X + cY /∈ U(m, p) for some
c ≥ 0.
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Theorem 6.14. Two maximal order isomorphisms φm,p and φm′,p′ are equiv-
alent if and only if m = m′ and p = p′. If U ⊂ Sn is a matrix domain and
φ : U → Sn is an order embedding then there exists a unique pair of nonnegative
integers p,m with p ≤ m ≤ n such that φ is equivalent to a restriction of φm,p.
Proof. Suppose that φm,p and φm′,p′ are equivalent. Then there exists an order
automorphism of Sn that maps U(m, p) onto U(m
′, p′). By Lemma 6.13, we
have n+p−m= n+p′−m′ and n−p = n−p′, hence m = m′ and p = p′. Thus
we have (n + 2)(n + 1)/2 equivalence classes of maximal order isomorphisms
{φm,p}0≤p≤m≤n. By Propositions 5.1, 5.5, Corollary 5.6 and Theorem 6.11,
we conclude that each order embedding of a matrix domain is equivalent to a
restriction of φm,p for a unique pair of integers m, p, 0 ≤ p ≤ m ≤ n.
Remark 6.15. In fact, we may prove that φm,p is equivalent to ΦA for any
A ∈ Sn with rankA+ = p and rankA− = m− p. The proof is left to the reader.
Theorem 6.14 has an interesting consequence. By the equation (3), every
order embedding is in a sense a “corner” of the order isomorphism X 7→ −X−1.
Indeed, let 0 ≤ p ≤ m ≤ n, and let ψ, ψ′ : Sn → S2n−m be affine order
embeddings defined by
ψ
([
X11 X12
X∗12 X22
])
=

X11 X12 0X∗12 X22 iI
0 −iI 0

 , ψ′([X11 X12
X∗12 X22
])
=

X11 0 X120 0 −iI
X∗12 iI X22

 .
Then the equation (3) means φm,p(X) = ψ
′−1(−ψ(X)−1), X ∈ U(m, p). There-
fore, for any order embedding φ : U → Sn of a matrix domain U ⊂ Sn there
exist 0 ≤ m ≤ n and affine order embeddings ψ1, ψ2 : Sn → S2n−m such that
φ(X) = ψ−12 (−ψ1(X)−1), X ∈ U .
7 Applications, Examples and Final Remarks
In the first part of this section we compare our results with the classical Loewner’s
theorem. To begin with, let us give the precise statement of the classical
Loewner’s theorem.
Theorem 7.1 (Loewner). Let f : (a, b)→ R be a non-constant function on an
open interval. The following are equivalent:
1. f is operator monotone.
2. f has an analytic continuation to the upper half-plane Π which maps Π
into Π.
3. There exist a finite measure µ on R \ (a, b) and constants c ∈ R, d ≥ 0
such that
f(x) = c+ dx+
∫
R\(a,b)
1 + xy
y − x dµ(y). (4)
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We remark that the equivalence (2)⇔(3) is a classical fact of complex anal-
ysis that was known before Loewner’s theorem. It is not difficult to show the
implication (3)⇒(1) directly, but let us revisit it through the scope of our The-
orem 2.2.
Proof of (3)⇒(1) of Theorem 7.1 based on Theorem 2.2. Let f be defined by
(4). We may think of f as a holomorphic function on (C \ R) ∪ (a, b). Hence f
determines a map from U := {X ∈ B(H) : σ(X) ⊂ (C \ R) ∪ (a, b)} into B(H)
by holomorphic functional calculus. By standard arguments U is open and f is
a holomorphic map from U into B(H). Note that Π(H) ⊂ U . Let X ∈ Π(H).
Then
f(X) = cI + dX +
∫
R\(a,b)
gX(y) dµ(y),
where gX(y) := (y
2 + 1)(yI −X)−1 − yI, y ∈ R \ (a, b). It is easy to see that
gX(y) ∈ Π(H), y ∈ R \ (a, b). Since f is non-constant, we have either d > 0 or
µ(R \ (a, b)) > 0, which implies f(X) ∈ Π(H). By Theorem 2.2, f determines
an order preserving map on (aI, bI), that is, f is operator monotone.
Therefore, taking the equivalence (2)⇔(3) as granted, we may think of the di-
rection from holomorphic maps to order preserving maps of the classical and our
Loewner’s theorem in a unified simple manner. The essential part of Loewner’s
achievement is the implication (1)⇒(2), or from order preserving maps to holo-
morphic maps. Simon calls it the “hard direction”, and gives various proofs in
[12]. In our result the corresponding direction is obtained with a relatively short
proof in Section 3. However, this is not at all easy: we completely rely on the
formula (1) in Theorem 3.3 by the second author whose proof is quite involved.
In the paper we have treated order embeddings of matrix domains and local
order isomorphisms of operator domains, that is, maps that preserve order in
both directions and maps that are locally bijective and locally preserve order in
both directions, respectively. Having the classical Loewner’s theorem in mind
it is natural to ask why we did not consider maps preserving order in one
direction only. The reason is that such maps may have wild behaviour even
under additional assumptions. For example, let us recall the fixed-dimensional
version of Loewner’s theorem:
Theorem 7.2 (Loewner). Let 2 ≤ n < ∞ be an integer and f : (a, b) → R a
map on an open interval. The following are equivalent:
1. f is a matrix monotone function of order n, that is, f determines an order
preserving map from the matrix interval (aI, bI) ⊂ Sn into Sn.
2. f is continuously differentiable, and for any n-tuple a < λ1 < · · · < λn <
b, the Loewner matrix (f [1](λi, λj))i,j ∈ Sn is positive semidefinite, where
f [1](λi, λj) =
{
f(λj)−f(λi)
λj−λi
if i 6= j
f ′(λi) if i = j.
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Even though this theorem gives an explicit and complete characterization of
order preserving maps determined by functional calculus, this class of maps is
still not well understood. See Chapter 14 of [12], in which a succinct description
is explained only in the case n = 2.
For another class of wild examples of maps that preserve order in one direc-
tion only, take the operator domain (0, I) ⊂ S(H). Let f : (0, I] → (0, 1] ⊂ R
be a continuous function. Assume that for every X,Y ∈ (0, I) we have X ≤
Y ⇒ f(X) ≤ f(Y ). Suppose further that f(X) = 1 for every X ∈ (0, I] \ (0, I).
Then the map φ : (0, I) → (0, I) given by φ(X) = f(X)X1/2 is a continu-
ous bijective map preserving order in one direction. Indeed, since the function
g(x) = x1/2 is operator monotone on (0, 1) it is trivial to verify that φ is con-
tinuous and preserves order in one direction. Define a map ψ : (0, I) → (0, I)
by ψ(X) = (f(X))2X = (φ(X))2, X ∈ (0, I). To show the bijectivity one only
needs to see that for every X ∈ (0, I) the set {sX : s ∈ R} ∩ (0, I) is mapped
by ψ bijectively onto itself. One can find a lot of rather “wild” examples of
functions f : (0, I] → (0, 1] satisfying the above conditions. Moreover, we may
compose arbitrary order automorphisms of (0, I) from both sides of φ to obtain
a wider class of examples, showing that there is no much hope to get any rea-
sonable structural result for continuous bijections of the operator domain (0, I)
onto itself preserving order in one direction only.
Let us give here just one example of a function f with the condition above.
Let n be a positive integer and f1, . . . , fn : (0, 1]→ (0, 1] any surjective increas-
ing functions. For every x ∈ H of norm one we choose an integer k, 1 ≤ k ≤ n,
and set fx = fk. Define f : (0, I]→ (0, 1] by
f(X) = sup
x∈H,‖x‖=1
{fx(〈Xx, x〉)}.
It is easy to see that f satisfies the desired condition.
In the finite-dimensional case we have a complete understanding of order
embeddings φ : U → Sn for every matrix domain U ⊂ Sn. We know that there
are no order embeddings φ : U → Sn when U is a matrix domain in Sm with
m > n. We will next show that there is almost no hope to get any reasonable
structural result for order embeddings when m < n. If a map φ : U → Sn is
defined by
φ(X) =
[
X 0
0 ϕ(X)
]
where ϕ : U → Sn−m is any map preserving order in one direction, then clearly,
φ is an order embedding. However, we already know that maps preserving
order in one direction may be wild even under additional assumptions, and
even under the linearity assumption, see [13, Section 8]. Thus, there is no
nice description of order embeddings of operator domains in Sm into Sn when
n > m. Let us just add here a remark that ϕ may have the special form
ϕ(X) = ϕ0(x11)A, X = (xij)1≤i,j≤m, where ϕ0 : R → R can be any increasing
real function, possibly non-continuous, and possibly constant on some intervals,
and A ∈ Sn−m can be any positive semi-definite matrix.
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Since each infinite-dimensional Hilbert space H can be identified with an
orthogonal direct sum of two copies ofH , the same idea can be used to construct
wild examples of order embeddings of S(H) into S(H) ∼= S(H ⊕H). To make
matters worse, there are other examples of wild order embeddings of S(H) into
S(H). Take the case when H is separable and choose an orthonormal basis
{ek : k ≥ 1} and a countable dense subset {hk : k ≥ 1} in the unit ball of H .
Let further ϕk : R→ R, k ≥ 1, be any sequence of strictly increasing functions
satisfying the condition that for every bounded sequence (qk) ⊂ R the sequence
(ϕk(qk)) is bounded. Then the map φ : S(H) → S(H) given by φ(X) = DX ,
where DX ∈ S(H) is the “diagonal operator” defined by
DXek = ϕk(〈Xhk, hk〉)ek, k = 1, 2, . . .
is an order embedding. All these examples show that while having a full under-
standing of order embeddings in the finite-dimensional case, we need to work
with local order isomorphisms (the local bijectivity assumption) when dealing
with the infinite-dimensional setting.
When formulating our results it is essential that we assume that local order
isomorphisms are maps defined on operator domains, that is, open and con-
nected subsets of S(H). Indeed, the assumption of openness is indispensable
when dealing with differentiability. See also Theorem 7.4 below, in which a
difficulty in dropping the assumption of openness can be observed. In order to
see that the assumption of connectedness is essential we can take U = (0, I)
and V = (−I, 0) ∪ (0, I). If ψ : (−I, 0) → (−I, 0) is any order automorphism,
then the map φ : V → V defined by φ(X) = X , X ∈ (0, I), and φ(X) = ψ(X),
X ∈ (−I, 0), is an order automorphism of V extending the identity automor-
phism of U .
At first look it might be surprising that we are dealing with local order
isomorphisms rather than with order isomorphisms. First of all, the notion of
local order isomorphisms appears naturally when studying an analogue of the
Loewner’s theorem for maps on operator domain. Another reason is that for
order isomorphisms we do not have the unique extension property. Indeed, by
Zorn’s lemma any order isomorphism between operator domains has an exten-
sion to a maximal order isomorphism. Suppose A ∈ S(H) and both A+ and A−
are noncompact. We show that there exists a domain U ⊂ UA such that ΦA
restricts to an order isomorphism from U onto ΦA(U) but this order isomor-
phism has more than one extension to maximal order isomorphisms. We may
take a domain V ⊂ UA such that ΦA restricts to a maximal order isomorphism
from V onto ΦA(V ). Note that V 6= UA by Theorem 5.9. Take an operator
X ∈ UA∩∂V (6= ∅). We may take a domainX ∈W ⊂ UA such that ΦA restricts
to a maximal order isomorphism from W onto ΦA(W ). Hence ΦA restricted to
U := V ∩W has two extensions to maximal order isomorphisms. See also [1],
in which a local condition is essential in giving a variant of Loewner’s theorem,
too.
Our results unify and substantially improve all known results on order iso-
morphisms of operator intervals. We set (−∞,∞) := S(H). Take any collection
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J of one of the forms
[A,B], (A,B), [A,B), (A,B], (A,∞), [A,∞), (−∞, A], (−∞, A), (−∞,∞)
for some A,B ∈ S(H) with A < B. In [11] an explicit construction of an
order isomorphism from J onto one of the five operator intervals below was
constructed:
[0, I], (0,∞), [0,∞), (−∞, 0], (−∞,∞). (5)
Moreover, it was shown that any two of (5) are not order isomorphic.
Thus, the basic theorems on order isomorphisms of operator intervals de-
scribe the general forms of order automorphisms of operator intervals (5). We
already described the case (−∞,∞) in Theorem 4.6. It has been known [7, 11]
that for each order automorphism φ : J → J , where J is any of the intervals
(0,∞), [0,∞), (−∞, 0],
there exists a bounded bijective linear or conjugate-linear operator T : H → H
such that
φ(X) = TXT ∗ (6)
for every X ∈ J . Let us give a proof based on our results. Suppose that φ is
an order automorphism of (0,∞). Then the map ψ : (−I,∞) → (−φ(I),∞)
defined by ψ(X) = φ(X + I)− φ(I) is an order isomorphism with ψ(0) = 0. It
follows by Theorem 4.4 that there exist A ∈ S(H) and an invertible bounded
linear or conjugate-linear operator T : H → H such that (−I,∞) ⊂ UA and
ψ(X) = TΦA(X)T
∗ = T (XA+ I)−1XT ∗, X ∈ (−I,∞).
The inclusion (−I,∞) ⊂ UA implies A ≥ 0. Since T−1Y (T ∗)−1 ∈ U−A for all
Y ∈ (−φ(I),∞), we also obtain A ≤ 0, hence A = 0. This leads to the formula
(6) if J = (0,∞). Suppose that φ is an order automorphism of [0,∞). It is not
difficult to see that φ restricts to an order automorphism of (0,∞) (imitate the
second paragraph of the proof of Lemma 3.2), and from this it is an easy exercise
to obtain the desired conclusion when J = [0,∞). Since (−∞, 0] is order anti-
isomorphic to [0,∞) by the map X 7→ −X , we also obtain the general form of
order automorphisms of (−∞, 0].
Therefore, for four of the intervals (5) the description of the general forms
of order automorphisms is easy: all order automorphisms are congruences X 7→
TXT ∗ or congruences plus translations. However, in the case of the interval
[0, I] we have quite a complicated formula (1) in Theorem 3.3. This description
is not really satisfactory. If we denote the map φ appearing in (1) by φp,q,T then
the family of all order automorphisms of the effect algebra [0, I] is parametrized
by three parameters p, q, T . In this description there are too many parameters
in the sense that we may have φp,q,T = φp′,q′,T ′ when p 6= p′, q 6= q′, and T 6= T ′.
Using our results we present a better description of order automorphisms of the
effect algebra.
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Theorem 7.3. Assume that φ : [0, I]→ [0, I] is an order automorphism. Then
there exists a bijective linear or conjugate-linear bounded operator T : H → H
that is unique up to a multiplication with a complex number of modulus one,
such that
φ(X) = TΦT∗T−I(X)T
∗ = T (X(T ∗T − I) + I)−1XT ∗
for every X ∈ [0, I]. Conversely, for any bijective linear or conjugate-linear
bounded operator T ∈ B(H), we have [0, I] ⊂ UT∗T−I and φT : X 7→ TΦT∗T−I(X)T ∗
is an order automorphism of [0, I].
Proof. It follows from Lemma 3.4 that φ extends to a biholomorphic map that
maps Π(H) onto itself. By Proposition 4.1, there exist A ∈ S(H) and a linear
bounded bijection T ∈ B(H) with either
φ(X) = T (X−1 +A)−1T ∗ = T (XA+ I)−1XT ∗, X ∈ Π(H), or
φ(X) = T ((Xt)−1 +A)−1T ∗ = T (XtA+ I)−1XtT ∗, X ∈ Π(H).
By Lemma 4.2, we have [0, I] ⊂ UA, and the continuity of φ implies that either
φ(X) = TΦA(X)T
∗, X ∈ [0, I], or φ(X) = T (ΦAt(X))tT ∗, X ∈ [0, I]. Since
φ(I) = I, we obtain I = T (A+I)−1T ∗, hence A = T ∗T−I. The uniqueness of T
up to a multiplication with a complex number of modulus one is a consequence
of Proposition 4.5.
Conversely, let T : H → H be a bijective linear or conjugate-linear bounded
operator. Since (tI)(T ∗T − I) + I is invertible for every t ∈ [0, 1] we have
I ∈ UT∗T−I . Because T ∗T − I > −I, Proposition 5.7 implies [0, I] ⊂ UT∗T−I ,
and φT is an order isomorphism from [0, I] onto [0, φT (I)] = [0, I].
In the finite-dimensional case we have a stronger result.
Theorem 7.4. Assume that φ : En → Sn, n ≥ 2, is an order embedding. Then
there exist an invertible n× n matrix T and A,B ∈ Sn with A > −I such that
either
φ(X) = T (XA+ I)
−1
XT ∗ +B, X ∈ En \ {0, I},
or
φ(X) = T
(
XtA+ I
)−1
XtT ∗ +B, X ∈ En \ {0, I}.
It is clear that φ(0) is a hermitian matrix satisfying φ(0) ≤ B and φ(I) a
matrix satisfying φ(I) ≥ T (A+ I)−1 T ∗ +B. Conversely, if φ is defined on the
set [0, I] \ {0, I} by one of the above two formulae and if φ(0) and φ(I) satisfy
the previous two inequalities, then φ : En → Sn is an order embedding.
Lemma 7.5. Assume that φ : En → Sn, n ≥ 2, is an order embedding. Suppose
that φ(X) = X for every X ∈ (0, I). Then φ(X) = X for every X ∈ En \{0, I}.
Proof. It is enough to prove that for every projection P of rank one and every
real t ∈ (0, 1) we have φ(tP ) = tP . Indeed, if we can prove this, then by
considering the order embedding X 7→ I−φ(I−X) we see that φ(I− tP ) = I−
33
tP , t ∈ (0, 1). Assume that we already know this. Take anyX ∈ En. If Xx = tx
for some nonzero x ∈ Cn and some real t, t ∈ (0, 1), then tP ≤ X ≤ I−(1−t)P ,
where P is the projection of rank one whose range is spanned by x. Therefore,
tP ≤ φ(X) ≤ I − (1 − t)P , yielding that φ(X)x = tx. If Xx = x for some
nonzero vector x, then X ≥ tP , where P is the projection of rank one whose
range is spanned by x and t is any real number, 0 < t < 1. Thus, if X has
eigenvalue 1 but 0 is not its eigenvalue and X 6= I, then with respect to a
suitable orthonormal basis we have the following block matrix representations
X =
[
I 0
0 X1
]
and φ(X) =
[
Y 0
0 X1
]
,
where Y ≥ I and X1 has all its eigenvalues in the open interval (0, 1). If Y 6= I,
then it is easy to find a projection Q of rank one and real number s ∈ (0, 1) such
that sQ 6≤ X but sQ ≤ φ(X), a contradiction. In a similar way we see that if
X 6= 0, 0 is an eigenvalue of X but 1 is not an eigenvalue of X , then φ(X) = X .
Finally, if both 1 and 0 are eigenvalues of X , then
(1 − ε)X = φ((1 − ε)X) ≤ φ(X) ≤ φ((1 − ε)X + εI) = (1− ε)X + εI
for any positive ε < 1, and consequently, φ(X) = X .
It remains to verify that φ(tP ) = tP for every projection P of rank one
and every real t ∈ (0, 1). Assume with no loss of generality that P = E11,
the matrix whose all entries are zero but the (1, 1)-entry that equals 1. From
tE11 ≤ tE11 + ε(I − E11) = φ(tE11 + ε(I − E11)) we get C = φ(tE11) ≤ tE11.
In particular, c11, the (1, 1)-entry of C is no larger than t, and
〈Cx, x〉 ≤ 〈tE11x, x〉 (7)
for every x ∈ Cn. It also follows that C ≤ tE11 + (I − E11). We claim that
C 6< tE11 + (I − E11). For if C < tE11 + (I − E11) then there would exist a
positive real number δ < t such that
φ(tE11) = C ≤ (t− δ)E11 + (1− δ)(I −E11) = φ((t− δ)E11 + (1− δ)(I −E11))
yielding tE11 ≤ (t− δ)E11+(1− δ)(I−E11), a contradiction. Thus, there exists
a unit vector y such that
〈tE11y, y〉+ 〈(I − E11)y, y〉 = 〈Cy, y〉.
Since I − E11 is positive we get from (7) that 〈(I − E11)y, y〉 = 0 implying
that y = be1 for some complex number b of modulus one. Here, e1 is the first
standard basis vector. Hence c11 = t which together with C ≤ tE11 yields that
C =
[
t 0
0 C1
]
with C1 ≤ 0. We need to show that C1 = 0. If not, then we can easily find
X ∈ (0, I) such that X ≥ C but X 6≥ tE11, a contradiction.
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Corollary 7.6. Let A,B ∈ Sn satisfy A < B. Assume that φ : [A,B] → Sn,
n ≥ 2, is an order embedding. Suppose that φ(X) = X for every X ∈ (A,B).
Then φ(X) = X for every X ∈ [A,B] \ {A,B}.
Proof. Trivial.
Proof of Theorem 7.4. Theorem 6.11 yields that the restriction φ : (0, I)→ Sn
is a local order isomorphism. Thus, there exists a unique extension of φ|(0,I) to a
maximal (local) order isomorphism Φ : U → Sn. Since φ(0) ≤ φ(X) ≤ φ(I) for
everyX ∈ (0, I) we have ‖φ(X)‖ ≤M , X ∈ (0, I), for some positive real number
M . Thus Lemma 4.2 implies [0, I] ⊂ U . By Theorem 4.4, we conclude that
there exist a bijective linear or conjugate-linear bounded operator T : H → H
and A,B ∈ S(H) such that [0, I] ⊂ UA and Φ(X) = T (XA+ I)−1XT ∗ + B
for every X ∈ U . By Proposition 5.7, we obtain A > −I. We know that
Φ([0, I]) = [Φ(0),Φ(I)] and that Φ((0, I)) = (Φ(0),Φ(I)).
Clearly, ψ = φ ◦ Φ−1 : [Φ(0),Φ(I)] → Sn is an order embedding. Moreover,
ψ(X) = X for every X ∈ (Φ(0),Φ(I)). It follows from Corollary 7.6 that
φ(Φ−1(X)) = X for every X ∈ [Φ(0),Φ(I)] \ {Φ(0),Φ(I)}, or equivalently,
φ(X) = Φ(X) for every X ∈ [0, I] \ {0, I}.
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