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Abstract
The E-algorithm and the Ford{Sidi algorithm are two general extrapolation algorithms. It is proved that the E-algorithm
and the Ford{Sidi algorithm are mathematically (although not operationally) equivalent. A slightly more economical
algorithm is given. Operation counts are discussed. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Extrapolation method; Acceleration of convergence; E-algorithm; Ford{Sidi algorithm
1. Introduction
Let (sn) be a sequence and (gj(n)), j=1; 2; : : : ; be known auxiliary sequences. Suppose that there
exist unknown constants (cj), j = 1; : : : ; k, such that
sn+i = T
(n)
k +
kX
j=1
cjgj(n+ i); i = 0; : : : ; k: (1)
If the system of linear equations (1) is nonsingular, then by Cramer’s rule T (n)k can be expressed as
the ratio of two determinants
T (n)k =

sn    sn+k
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

,

1    1
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

: (2)
Many known sequence transformations which are used to accelerate the convergence are of the form
(sn) 7! (T (n)k ). (For a review, see [2].) Two famous recursive algorithms are known to compute
T (n)k . One is the E-algorithm proposed by Schneider [6], Havie [5] and Brezinski [1], independently.
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Schneider and Havie derived it using Gaussian elimination while Brezinski using Sylvester’s de-
terminantal identity. The other is the Ford{Sidi algorithm [4], which requires a smaller number of
arithmetic operations than the E-algorithm. Ford and Sidi derived their algorithm using Sylvester’s
identity.
Ford and Sidi [4] mentioned the main dierence of the recursion of the E-algorithm and that of
the Ford{Sidi algorithm. Brezinski and Redivo Zaglia [3] derived the E-algorithm and the Ford{Sidi
algorithm using annihilation dierence operators and gave the relations between the two algorithms.
In this paper we show that the E-algorithm and the Ford{Sidi algorithm are mathematically equiv-
alent in the following sense: two algorithms are computing the same quantities but in a dierent
way, and the recurrence relations of the E-algorithm can be derived from those of the Ford{Sidi
algorithm, and vice versa.
In Section 2 we review the recurrence relations and the number of operation counts of the two
algorithms. In Section 3 we show that the two algorithms are mathematically equivalent. In Section
4 we give an ecient implementation for the Ford{Sidi algorithm. This implementation is slightly
more economical than the original implementation for the Ford{Sidi algorithm.
2. The E-algorithm and the Ford{Sidi algorithm | review
Throughout this paper let s=(sn) be any sequence to be transformed and gj=(gj(n)), j=1; 2; : : : ;
be any auxiliary sequences. We denote 1 by the constant sequence with 1n = 1, for n = 0; 1; : : : :
Assume that all denominators are nonzero.
2.1. The E-algorithm
The E-algorithm is dened as follows. For n=0; 1; : : : ; the quantities E(n)k and g
(n)
k; j are dened by
E(n)0 = sn;
g(n)0; j = gj(n); j = 1; 2; : : : ;
E(n)k =
E(n)k−1g
(n+1)
k−1; k − E(n+1)k−1 g(n)k−1; k
g(n+1)k−1; k − g(n)k−1; k
; k = 1; 2; : : : ; (3)
g(n)k; j =
g(n)k−1; jg
(n+1)
k−1; k − g(n+1)k−1; jg(n)k−1; k
g(n+1)k−1; k − g(n)k−1; k
; k = 1; 2; : : : ; j = k + 1; : : : : (4)
The recurrence relations (3) and (4) are called the main rule and the auxiliary rule of the E-algorithm,
respectively. Brezinski [1] proved the following theorem using Sylvester’s determinantal identity.
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Theorem 1. For n= 0; 1; : : : ; and k = 1; 2; : : : ; E(n)k and g
(n)
k; j are represented as
E(n)k =

sn    sn+k
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

,

1    1
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

;
g(n)k; j =

gj(n)    gj(n+ k)
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

,

1    1
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

; j > k;
respectively.
If we set c(n)k = g
(n)
k−1; k =(g
(n+1)
k−1; k − g(n)k−1; k), then (3) and (4) become
E(n)k = E
(n)
k−1 − c(n)k (E(n+1)k−1 − E(n)k−1); k > 0; (5)
g(n)k; j = g
(n)
k−1; j − c(n)k (g(n+1)k−1; j − g(n)k−1; j); k > 0; j > k; (6)
respectively.
For given s0; : : : ; sN , the computation of E
(n−k)
k , 06n6N; 06k6n, requires
1
3N
3 + O(N 2) g(n)k; j ’s.
The number of operation counts for the E-algorithm, as mentioned in [1], is 53N
3 + O(N 2), while
that with the implementation using (5) and (6) becomes N 3 + O(N 2). More precisely, the latter is
N 3 + 52N
2 + 32N .
We remark that Ford and Sidi [4] implemented the E-algorithm by rewriting in the forms
E(n)k =
E(n+1)k−1 − c(n)k E(n)k−1
d(n)k
; k > 0; (7)
g(n)k; j =
g(n+1)k−1; j − c(n)k g(n)k−1; j
d(n)k
; k > 0; j > k; (8)
where c(n)k = g
(n+1)
k−1; k =g
(n)
k−1; k , and d
(n)
k =1− c(n)k . The implementation using (7) and (8) requires exactly
the same number of arithmetic operations as that using (5) and (6). However, one can avoid the
loss of signicant gures by using (5) and (6).
2.2. The Ford{Sidi algorithm
The Ford{Sidi algorithm is dened as follows. Let u = (un) be one of sequences s = (sn), 1, or
gj = (gj(n)). The quantities  
(n)
k (u) are dened by
 (n)0 (u) =
un
g1(n)
; (9)
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 (n)k (u) =
 (n+1)k−1 (u)−  (n)k−1(u)
 (n+1)k−1 (gk+1)−  (n)k−1(gk+1)
; k > 0: (10)
Ford and Sidi [4] proved the following theorem using Sylvester’s determinantal identity.
Theorem 2. For n= 0; 1; : : : ; and k = 1; 2; : : : ;  (n)k (u) are represented as
 (n)k (u) =

un    un+k
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

,

gk+1(n)    gk+1(n+ k)
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

:
By Theorems 1 and 2, T (n)k can be evaluated by
T (n)k =
 (n)k (s)
 (n)k (1)
: (11)
Following the implementation by Ford and Sidi [4], the computation of T (n−k)k , 06n6N , 06k6n,
requires 13N
3+32N
2+76N subtractions, and
1
3N
3+52N
2+256 N+2 divisions, a total of
2
3N
3+4N 2+163 N+2
arithmetic operations.
Remark. (1) The Ford{Sidi algorithm requires gk+1 for computing  
(n)
k . However, for computing
T (n)k the Ford{Sidi algorithm does not require gk+1. The reason is as follows: Let a1; : : : ; ak+1 be any
sequence such that
a1    ak+1
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

6= 0:
Let
 
(n)
k (u) =

u1    uk+1
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

,

a1    ak+1
g1(n)    g1(n+ k)
  
gk(n)    gk(n+ k)

:
Then by (11) we have
T (n)k =
 
(n)
k (s)
 
(n)
k (1)
:
Using the above trick, when s0; : : : ; sN , g1; : : : ; gN are given, we can determine all the T
(n)
k , 06n +
k6N , by the Ford{Sidi algorithm.
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(2) Moreover, neither the value of gk+1 nor sequence a1; : : : ; ak+1 is required in computing T
(n)
k ,
when we use
T (n)k =
 (n+1)k−1 (s)−  (n)k−1(s)
 (n+1)k−1 (1)−  (n)k−1(1)
;
which is derived from (10) and (11). The implementation of this fact is just the ecient Ford{Sidi
algorithm described in Section 4 of this paper.
3. Mathematical equivalence of the E-algorithm and the Ford{Sidi algorithm
3.1. The Ford{Sidi algorithm is derived from the E-algorithm
Let u= (un) be any sequence. Suppose that the sequence transformations Ek : u= (un) 7! Ek(u) =
(E(n)k (u)) are dened by
E(n)0 (u) = un; (12)
E(n)k (u) =
E(n)k−1(u)E
(n+1)
k−1 (gk)− E(n+1)k−1 (u)E(n)k−1(gk)
E(n+1)k−1 (gk)− E(n)k−1(gk)
; k > 0: (13)
Suppose the sequence transformations  k : u= (un) 7!  k(u) = ( (n)k (u)) are dened by
 (n)k (u) =
E(n)k (u)
E(n)k (gk+1)
; k = 0; 1; : : : : (14)
Theorem 3. The quantities  (n)k (u) dened by (14) satisfy (9) and (10).
Proof. It follows from (12) and (14) that  (n)0 (u) = un=g1(n).
Using the mathematical induction on k, it can be easily proved that E(n)k (1) = 1. Thus, we have
 (n)k (1) =
1
E(n)k (gk+1)
; k = 0; 1; : : : : (15)
By (14), we have
 (n)k (gj) =
E(n)k (gj)
E(n)k (gk+1)
; k = 0; 1; : : : ; j = k + 1; k + 2; : : : : (16)
From (13) and (16), we obtain
 (n+1)k−1 (gk+1)−  (n)k−1(gk+1) =
E(n+1)k−1 (gk+1)
E(n+1)k−1 (gk)
− E
(n)
k−1(gk+1)
E(n)k−1(gk)
=
E(n)k−1(gk+1)E
(n+1)
k−1 (gk)− E(n+1)k−1 (gk+1)E(n)k−1(gk)
E(n+1)k−1 (gk)− E(n)k−1(gk)
E(n)k−1(gk)− E(n+1)k−1 (gk)
E(n+1)k−1 (gk)E
(n)
k−1(gk)
=E(n)k (gk+1)
 
1
E(n+1)k−1 (gk)
− 1
E(n)k−1(gk)
!
: (17)
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By dividing the both sides of (13) by E(n)k (gk+1), we have
E(n)k (u)
E(n)k (gk+1)
=
E(n)k−1(u)=E
(n)
k−1(gk)− E(n+1)k−1 (u)=E(n+1)k−1 (gk)
E(n)k (gk+1)(1=E
(n)
k−1(gk)− 1=E(n+1)k−1 (gk))
;
therefore from (14) and (17), we obtain
 (n)k (u) =
 (n+1)k−1 (u)−  (n)k−1(u)
 (n+1)k−1 (gk+1)−  (n)k−1(gk+1)
:
We note that Brezinski and Redivo Zaglia [3] derived the relations (14){(16) from their denitions
of E(n)k (u) and  
(n)
k (u).
3.2. The E-algorithm is derived from the Ford{Sidi algorithm
Suppose that the sequence transformations  k satisfy (9) and (10) for any sequence u= (un). Let
the sequence transformations Ek be dened by
E(n)k (u) =
 (n)k (u)
 (n)k (1)
: (18)
Theorem 4. The E(n)k (u) dened by (18) satises (12) and (13).
Proof. Since (10), we have
 (n)k (gk+1) = 1:
Hence, by the denition (18), we obtain
E(n)k (gk+1) =
1
 (n)k (1)
: (19)
By (18) and (10),
E(n)k (u) =
 (n)k (u)
 (n)k (1)
=
 (n+1)k−1 (u)−  (n)k−1(u)
 (n+1)k−1 (1)−  (n)k−1(1)
=
E(n+1)k−1 (u)=E
(n+1)
k−1 (gk)− E(n)k−1(u)=E(n)k−1(gk)
1=E(n+1)k−1 (gk)− 1=E(n)k−1(gk)
=
E(n+1)k−1 (gk)E
(n)
k−1(u)− E(n)k−1(gk)E(n+1)k−1 (u)
E(n+1)k−1 (gk)− E(n)k−1(gk)
:
By Theorems 3 and 4, we consider that the E-algorithm and the Ford{Sidi algorithm are mathe-
matically equivalent.
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4. An ecient implementation for the Ford{Sidi algorithm
Let  (n)k (u) be dened by (9) and (10). By (11) and (10), T
(n)
k in Eq. (2) is represented as
T (n)k =
 (n+1)k−1 (s)−  (n)k−1(s)
 (n+1)k−1 (1)−  (n)k−1(1)
; k > 0: (20)
Using (20), the Ford{Sidi algorithm is implemented as follows.
fread s0, g1(0)g
 (0)0 (s):=s0=g1(0);  
(0)
0 (1):=1=g1(0); T
(0)
0 :=s0;
fsave T (0)0 ,  (0)0 (s),  (0)0 (1)g
fread s1, g1(1)g
 (1)0 (s):=s1=g1(1);  
(1)
0 (1):=1=g1(1); T
(1)
0 :=s1;
TN := (1)0 (s)−  (0)0 (s); TD:= (1)0 (1)−  (0)0 (1); T (0)1 :=TN=TD;
fsave T (1)0 , T (0)1 ,  (1)0 (s),  (1)0 (1), TN , TD, discard  (0)0 (s),  (0)0 (1)g
for n:=2 to N do
begin
fread sn, gj(n), 16j6n− 1, gn(m), 06m6ng
for j:=2 to n− 1 do  (n)0 (gj):=gj(n)=g1(n);
for m:=0 to n do  (m)0 (gn):=gn(m)=g1(m);
for k:=1 to n− 2 do for m:=0 to n− k − 1 do
 (m)k (gn):=( 
(m+1)
k−1 (gn)−  (m)k−1(gn))=D(m)k ;
D(0)n−1:= 
(1)
n−2(gn)−  (0))n−2(gn);  (0)n−1(s):=TN=D(0)n−1;  (0)n−1(1):=TD=D(0)n−1;
T (n)0 :=sn;  
(n)
0 (s):=sn=g1(n);  
(n)
0 (1):=1=g1(n);
for k:=1 to n− 1 do
begin
D(n−k)k := 
(n−k+1)
k−1 (gk+1)−  (n−k)k−1 (gk+1);
 (n−k)k (s):=( 
(n−k+1)
k−1 (s)−  (n−k)k−1 (s))=D(n−k)k ;
 (n−k)k (1):=( 
(n−k+1)
k−1 (1)−  (n−k)k−1 (1))=D(n−k)k ;
T (n−k)k := 
(n−k)
k (s)= 
(n−k)
k (1);
for j:=k + 2 to n do
 (n−k)k (gj):=( 
(n−k+1)
k−1 (gj)−  (n−k)k−1 (gj))=D(n−k)k ;
end
TN := (1)n−1(s)−  (0)n−1(s); TD:= (1)n−1(1)−  (0)n−1(1); T (0)n :=TN=TD;
fsave  (n−k)k (s),  (n−k)k (1), 06k6n− 1,  (n−k)k (gj), 06k6n− 2;
k + 26j6n, TN , TD, discarding all othersg
fsave all T (n−k)k ,06k6n, D(l)k , 16l+ k6n, 16k6n− 1g
end;
(The for statements of the form \for k:=k1 to k2 do" are not executed if k1>k2.)
This algorithm will be called the ecient implementation for the Ford{Sidi algorithm. It is clear
that this algorithm is mathematically equivalent to the E-algorithm and the Ford{Sidi algorithm.
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Table 1
The numbers of arithmetic operation counts of three algorithms
Algorithm Operation counts N = 10 N = 20
The E-algorithm using (5) and (6) N 3 + 52N
2 + 32N 1265 9030
The Ford{Sidi algorithm 23N
3 + 4N 2 + 163 N + 2 1122 7042
The present method 23N
3 + 3N 2 + 103 N 1000 6600
The computation of T (n−k)k ; 06n6N; 06k6n, by the ecient implementation for the Ford{Sidi al-
gorithm, requires 13N
3 + N 2 + 23N subtractions, and
1
3N
3 + 2N 2 + 83N divisions, a total of
2
3N
3 + 3N 2 + 103 N arithmetic operations. Although operation counts of the present method and the
Ford{Sidi algorithm are asymptotically equal, the present method is slightly more economical than
the Ford{Sidi algorithm.
The number of arithmetic operation counts for the computation of T (n−k)k , 06n6N , 06k6n, by
the E-algorithm using (5) and (6), the Ford{Sidi algorithm, and the present method are listed in
Table 1.
Suppose that we accelerate the convergence of a usual sequence by a suitable method such as
the Levin u transform in double precision, and that T (0)N is an optimal extrapolated value. Then it
is usually 106N620. (See, for example, [2,7].) Therefore, by Table 1, the present method is, in
practice, 6{11% more economical than the Ford{Sidi algorithm.
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