Introduction and main results
Labeling problems were introduced in the early 1960s. Since that time, a great variety of different ways of labeling a graph have been initiated (see [6] for a survey). In [5] the following idea to distinguish vertices by weighting their incident edges was introduced:
Let G be a finite simple graph and consider a weighting w : E(G) -+ { 1, . . . , m} of the edge set E(G) and define for each Y f Y(G) the induced weighting w(u) = CYEe w(e).
We call such a weighting irregular if all the vertices have distinct weights. Now the question is to ask for the minimum number m such that an irregular weighting exists.
This number is denoted as irregularity strength s(G) and it is easy to show that s(G) exists (we say s(G) cm,) iff G contains no isolated edge and at most one isolated vertex.
Our aim is to consider the size of the image of such an irregular weighting without respect to the size of m. Let w : E(G) + N be an irregular weighting and ask for the smallest number c(G) such that lim(w)l = c(G). Notice that c(G) d s(G) and c(G) < 33 iff s(G)<oo.
The following interpretation of our weighting problem as an edge-coloring problem can be found in [2] : Let C be a color set and g : E(G) + C an edge coloring. The star St(u) denotes the set of all edges incident with u and will be further identified with the multiset of colors of those edges. A coloring g is called vertex distinguishing or irregular if for any two distinct vertices u, u the corresponding multisets hold St(u) #St(u), consequently we ask now for the minimal number of necessary colors to obtain an irregular edge coloring and we denote c(G) as the irregular coloring number of a given graph G.
Because we only have to compare multisets of the same order we obtain, from the number ('+,"-') of different multisets of size k with c entries, the following lower bound. In order to give some examples it is shown in [l] that c(K,) = 3 for any complete graph K, (n>3) and c(K,,,) =3 for any complete bipartite graph K,,, (n32). In [15] the following examples can be found among others. Let Ci denote a cycle of length i. A 2-regular graph is a disjoint union of cycles c ,, ,,..., C,, and is denoted as G=C,, U ... u C,,. Aigner et al. considered in [3] the irregular coloring number of arbitrary 2-regular graphs.
Theorem 1 (Aigner et al., [3] ). Let G = C,,, U . U C,,, be a simple 2-regular graph of order n = cf=, ni. Then
The aim of this paper is to give the following improvement: From Proposition 1 it follows that this result is best possible except for an additive constant term.
Irregular edge-colorings and Steiner triple systems
In this section we consider a simple 2-regular graph G = C,, U . ' . U C,,, where C,,, is a cycle of length Izi. The following interpretation of an irregular edge-coloring g with r colors as a packing of edge-disjoint Eulerian subgraphs can be found in [3] .
Let A4, denote the complete graph on r vertices with an additional loop at each vertex and identify the vertices of M, with the colors of g. Considering a cycle C,,!, 16 i 6 t we choose a sense of traversal around C,$. For any two colors appearing in some St(u)
of C,,t we draw an edge (or a loop) between the corresponding vertices of M,. Since St(u) #St(u) for any two distinct vertices of &, we never draw an edge of M, twice.
As in the following example, traversing C,,, yields a corresponding connected Eulerian subgraph G,,, of size ni in M,. Since g is an irregular edge-coloring of C,,, , . . , C,,, we obtain connected edgedisjoint Eulerian subgraphs of sizes nl, . . , n, in M,. Clearly, this procedure works the other way around as well and we have reduced the coloring problem to the following packing problem: 
Tt,} such that the Steiner graph (H,S) of STS(v) has a Hamilton cycle C where S(e) # S(e') for all incident edges e, e' of C.
Proof. Because v = 1 (mod 6), we can use Lemma 1. We may therefore set we obt. 1 tain a 2-regular simple subgraph Ei in (H,S) such that its v edges are biuniquely weighted by the objects 0,. . , v -1. Clearly, S(e) # S(e') for all incident edges e, e' of Ei.
Obviously, El is a cycle of length v in H. Let C' = El and choose a cycle C2 from E2. Clearly, we can find edges eo E E(C') and el E E(C') such that S(eo) =S(el) = go E (0,. . . , v -l}. Then go is an element in each of the triples incident to es and el and the following operation yields a new cycle C3 which satisfies S(e) # S(e') for any two successive edges e, e' on C3: Notice that IE(K,(2))1=4(4). It suffices, by the foregoing interpretation of the coloring, to show that K,(2) contains edge-disjoint Eulerian subgraphs G,, , . . . , G,, with IE(G,,)I=ni (i=l,..., t). For that purpose we will define a graph GH to overlook the direct construction which will be used in the proof.
Each Steiner triple system STS(v) yields by definition an edge-disjoint decomposition of the complete graph on v vertices into triangles and we can also use it to obtain an edge-disjoint decomposition of the defined K,(2) into K,(')(2), . . . ,Kf' (2) if we consider for each triple 7; = {xi, yI,zi} an induced subgraph on the vertex set {Xi, YiAX:, J&z:} of K"(2). Notice that for each edge in K, (2) there is exactly one edge in GH. Roughly speaking,
Kii)(2)
GH is an interpretation of the defined K,(2) in terms of an edge-disjoint decomposition,
where the vertices are multiplied in order to obtain an easy edge structure. can be decomposed into Eulerian subgraphs with 3, 6 and 9 edges, because any two successive 3-cycles have a vertex in common. Let zs,zg,zg denote the number of cycles with 3, 6 and 9 edges in G and set tt = [(3z3 + 626 + 9z9)/121. Then we can use K,(')(2), . . . , Kif1)(2) for the construction of Eulerian subgraphs with 3, 6 and 9 edges in GH. Indeed, we used all except at most 9 edges which can be found in K,(")(2), if 323+626+9zg=3(mod12).
Case 2: nr~{4,8}, le{l,..., t}. We decompose K,(')(2) into three 4-cycles Fj", k = 1,. . . ,3
Ki"' (2) F"' C& 3: n/=5,7,10, /E(l)...) t}.
We decompose K,(')(2) into Eulerian subgraphs with 5 and 7 edges:
G(7)
We observe that in the sequence
any two successors can be joined to an Eulerian subgraph with 10 edges. Let Z~,Z~,ZIO denote the number of cycles of order 5, 7 and 10 in G and distinguish the following cases. Case 3a: z5 + 2210 =zl.
In this case let ts = (52s + 727 + lOzia)/12. We can make straightforward use of the given decomposition for the construction of the Eulerian subgraphs in K,(')(2), i = tl + t2 + l,..., tl + t2 + t3. Note that we used all the edges of the given K,(')(2) for the construction in this case. Case 3b: z5 + 2210 >z7.
In view of Case 3a it suffices to construct Eulerian subgraphs with 5 and 10 edges. We give a decomposition of 5 successive K,(')(2) into 12 cycles Cij' of order 5, where It is easily checked that any two Scycles C, (j), Clj+') have a vertex in common and form an Eulerian subgraph with 10 edges.
In this case let ts = [(Szs + 727 + lOzi0)/121 + 1. We can make straightforward use of the given decomposition for the construction of the Eulerian subgraphs with 5 and 10 edges in Kii)(2), i = tl + t2 + 1 , . . . ,t~ + t2 + t3. Note that we used all except at most 23 edges of the given K,(')(~)s in the worst case when 5z5 + 7z7 + 10zlo = 1 (mod 12).
Case 3c: z5 + 2210 <z7.
In view of Case 3a it suffices to construct Eulerian subgraphs with 7 edges. Again we use the notation (zi-1)/x; to denote the common vertex in K;-'(2) and K;(2). Now we decompose 7 successive K;')(2), i = 1,. . ,7 into 12 Eulerian subgraphs H,(j), j=l, . . .12.
For Ki2'(2),Kf'(2),K,(6)(2) we use the decomposition into 3-cycles which is given in Case 1 and for K,(1)(2),Ki3)(2),Ki5)(2),K$7)(2) we use the decomposition into 4-cycles from Case 2. Now join the 3-cycles and 4-cycles in the following way to Eulerian subgraphs of order 7:
We obtain an appropriate decomposition that can be successively used for the construction of Eulerian subgraphs with 7 edges. In this case let again t3 = [(5z5 + 727 + lOzio)/ 121 + 1. We use the given decomposition for the construction of the Eulerian subgraphs with 5 and 10 edges in K(')(2) 3 ' i=tl+tz+l,..., tl + t2 + t3 and as above we used all except at most 23 edges of the given K,(')(~)s for the construction. Case 4: ~1211, 1g{l,..., t}.
First, let us define Eulerian subgraphs Gf', k~ (3,. . . ,9} with k edges in K,(')(2). We will choose the subgraphs such that two Eulerian subgraphs GE', GLr", (kl, k2 E (3,. . ,9}) have at least one vertex in common and therefore can be joined to an Eulerian subgraph Gk, +k2 with kl + k2 edges. Now, consider the following decompositions of K,(')(2) and note that we will identify the two isomorphic subgraphs with 6 edges since both fulfill the latter property:
Further, we define Eulerian subgraphs G,s, (i) G{',), Gi;), Giy with 10, 11, 13 and 14 edges.
We will construct them by joining two Eulerian paths. Let Oi" (resp. Uii)) denote an Eulerian path with k edges in K!)(2) such that Xi,X: (resp. Zi,z,!) are its end vertices, e.g.
Now, consider the following Eulerian subgraphs and subpaths:
Note that some UC') and GCi+') kl kz are not used in the construction but we can use them to construct Eulerian subgraphs with kl + k2 edges. To define them we will use the notation 8, where A @Al = A2 M Al @ A2 = A for subgraphs A, Al, A2 of GH.
(0 (0 Let U, =Ks (2) 8 U$) U;i) =Kii)(2) 8 Us"', 0;') =K$0(2) 8 Gt), 0;' = K,(')(2) 8 0:) and G(i) = K(i)(2) 8 &
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2 . Further, let G$ =Ki(')(2) and Gt') =Ki')(2) 8 G$' for i=l ,...,b.
Set c = tl + t2 + t3. In view of Cases l-3 we may assume that K;')(2), (i = 1,. . . , c) are already used for the construction of Eulerian subgraphs G,, , . . . , G,,_, , where nl in this last case, we say that the subgraphs K,(')(2) (i = 1 , . . . , c) are completely used. Now, in the next step (m), we have to construct G,,,,,, n, 2 11. Determine q >O and kE{3,..., 11) u {0,13,14} such that nm = 12q + k. Now we form c+q G,,m = $ Ki"(2) $ Gffq+?
Note that @FL:+, K;')(2) is empty if q=O. We obtain one of the following cases for p=c+q and k~(3 ,..., 11}~{0,13,14}. (i) k=O, i.e. K;')(2) ,..., Kip'(2) are completely used in the construction but we may use K(pf1)(2), . . . ,Kib'(2) for the construction in the next step.
(ii) kr{37...,9}, '.e. K3(')(2), . . . ,K3"(2) are completely used and in Kip+"(2) we have already constructed an Eulerian subgraph Gy') but G~2q-fkl) and Kip+2) x (2)1.. . > Kib'(2) can be used for the construction in the next step.
(iii) k~ { 10, 11,13,14}, i.e. K,(')(2) , . . . , Ki"(2) are completely used and (a) k = 10, 1.e. G,, ('+l) used, Uq('+'), 0$'+2), K$p+3'(2), . . . , Kib'(2) can be used;
(b) k = 11, i.e. Gjf+') used U4(Pf'), 0$p+2), K$p+3)(2), . . . , K3'b'(2) can be used;
(c) k = 13, i.e. Giq+') used: Uz('+l), 0$p+2),Kip+3)(2), . , Kib'(2) can be used;
(d) k = 14, i.e. G$+') used, U,('+'), 0ip+2), K$p+3)(2), . . . , K?'(2) can be used.
If p = 0, we indicate by the notation K,(')(2), . . . , K?'(2) that no K,(')(2) (i = 1,. . . , b) is used for the construction.
Roughly speaking, we have to show that we are able to go forward without loosing edges in GH. Clearly, it suffices to show that our construction works for the next step (m + l), i.e., to construct G,,,, , n,+l b 11 in any of the cases (i)-(iii) such that we obtain one of the cases (i)-(iii) for some integers p' > p and k' E (3,. . . , 11) U {0,13,14}. For convenience let n' = n,,,+l for the rest of the proof.
(i) We determine 4'20 and k'~{3,...,11}U{0,13,14} such that n'=12q'+k'. By our assumptions in this case we can define G,,, = @ K,(')(2) @ G$'+q'+'). (ii) If Gy') is already used and n'= 11, let Gli = Gif+"@ G$'+'). Therefore, we are in Case (iii)(d) for p' = p and k' = 14.
Otherwise Gp+' ) is already used in the previous step with k E (4,. . . ,9} and G:{?L)
can be used in this step, or G$j'+') IS already used in the previous step and n' > 12.
Since 11' -(12 -k) 23 in either of these subcases we can determine k' and q' such that n' = 12 --k + 12q' + k', where q' 2 0 and k' E { 3,. . . , 11) U {0,13,14}. (b) In this case O$p+2' is already used but Uq(p+') and 0ipf2) are not used in the previous step.
If II' E { 11,. . . ,15}, then 01p+2' is a subgraph of Gi?:). Hence, we can define
If n'=13, we obtain Case (i) for p'=p+2 and if n'E{11,12,14,15} we obtain one of the Cases (iii)(a)-(d) for p' = p + 1 and k' = n' -1.
Ifn'~16wecandete~ineq'bOandk'~{3,...,11}U{0,13,14} suchthatn'-13= yields one of the Cases (i)-(iii) for p' = p + q' + 2 and k'. Now we can successively construct Eulerian subgraphs of order of at least 11. Notice that we have used all except at most 14 edges of the considered @)(2)s, i.e., the construction would stop at case (iii)(a) which is worst.
In the four cases we used all except at most 9 + 8 +23 + 14 = 54 edges of the considered K$(')(~)'s. We chose u such that n + 54 -<4(l) = 12b and therefore the defined K,(2) is large enough for the construction introduced. 0 
