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Abstract 
This thesis details the efforts made to develop nonlinear dynamic models, analysis 
techniques, and control schemes for hybrid vapor compression cycles. Hybrid vapor compression 
cycles come in many possible configurations, but they all combine the power producing 
components of a conventional cycle with a thermal energy storage unit to provide increased 
operational flexibility over the conventional unit. However, the gains associated with the 
increase in operational flexibility can only be achieved with the inclusion of appropriate control 
strategies to regulate and optionally optimize the energy flow throughout the hybrid system. 
This thesis makes contributions in improving a first principles modeling approach using 
the moving boundary method. It derives models for each component of a conventional system as 
well as a thermal energy storage unit designed to be used in a hybrid system configuration. These 
models are applied to simulate both a conventional and a hybrid system in open and closed loop 
configurations. The simulations showed that when the correct control strategy is applied, the 
hybrid system universally outperforms the conventional system in performance and energy 
efficiency in applications with rapid transient load profiles. Finally, analysis and optimization 
methods for hybrid system performance as well as thermal energy storage parameter selection 
are presented and applied to simulation data gathered from models developed in this thesis. 
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Chapter 1     
Introduction 
In the United States today, vapor compression cycle (VCC) systems used for heating, air 
conditioning, and refrigeration in both stationary and mobile platforms, constitute a significant 
amount of the total energy consumed. A survey by the United States Energy Information 
Administration from 2009 states that 87% of residences (nearly 100 million) in the United States 
contain at least one air conditioning unit compared to 68% in 1993 [1]. The same study shows 
that although units are becoming increasingly more efficient, heating and air conditioning 
constitutes almost 50% of the yearly energy consumption per household. For refrigerated 
transportation, the International Institute of Refrigeration reported in 2002 that over 1.2 million 
refrigerated road vehicles carrying cargo worth 1.2 trillion dollars were in service [2]. In both 
sectors, there has been a significant push for more efficient design of VCC systems due to their 
widespread use. 
Most attempts to increase efficiency involve building more efficient individual 
components. However, one possible way to increase system level efficiency is through 
hybridization. Hybrid systems combine a power producer and the means to store that power in an 
energy storage medium. Hybridization has been a widely studied topic of research in the vehicle 
community over the last 20 years, and it has led to both improvements in efficiency and 
reductions in fuel consumption of both light and heavy vehicles. Specific examples of vehicle 
hybridization include electric batteries and hydraulic accumulators which both utilize power 
domain changes to transport energy. System architectures and examples currently in use for both 
cases have been documented, for example, in [3] and [4] respectively. 
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In any system, the addition of storage adds dynamics that are unlike any that exist in 
conventional system architectures. The addition of storage also inherently necessitates the 
creation of a management strategy to control, and optionally to optimize, how system resources 
are produced, transported, and consumed. Because of this, new models and methods of analysis 
are required to study the benefits and drawbacks of adding of storage elements into conventional 
systems. Therefore, this thesis is devoted to the development and improvement of modeling, 
control, and analysis tools specifically designed to aid in the creation of hybrid VCC systems. 
The remainder of this introductory chapter is organized as follows. Section 1 provides a 
brief overview of the dynamics for conventional VCC systems. It should be noted that this work 
assumes the reader has limited knowledge of cycle dynamics. Section 2 briefly discusses thermal 
energy storage which will be the medium for storage in a VCC system. Section 3 discusses 
possible system architectures for hybrid VCC systems and provides advantages and 
disadvantages for each one. Section 4 briefly discusses some previous VCC modeling efforts, 
although this will be discussed much more heavily in chapter 2. Section 5 briefly discusses some 
notation that will be used for the derivations in the later chapters of this thesis. Finally, section 6 
presents the organization of the remainder of the thesis. 
1.1 Vapor Compression Cycles 
Vapor compression cycles are the most common technology used to condition the 
environment of a space through heating or cooling. In its most basic form, a VCC system is a 
four component system that uses multiphase fluids with specific properties called refrigerants to 
transfer heat between multiple spaces. A basic schematic of the arrangement of the components 
of a basic VCC system is given in Figure 1.1a, and a representative pressure-specific enthalpy  
(P-h) diagram for the cycle is given in Figure 1.1b. 
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Figure 1.1: (a) VCC system schematic (b) P-h Diagram for a VCC system 
The refrigerant experiences four different states during the cycle labeled 1-4 where they 
occur in both parts of Figure 1.1. It additionally experiences 4 different processes in between the 
states which are shown by the components in Figure 1.1a and the arrows in Figure 1.1b. The 
cycle description starts at state point 1 where the refrigerant is in a low pressure superheated 
vapor phase. It is pressurized and energized through the compressor into a high pressure, high 
temperature, superheated vapor state (state 2). It then rejects heat to the ambient atmosphere in 
the condenser. This heat rejection causes the refrigerant to change phases into a high pressure 
subcooled liquid state (state 3). The refrigerant then experiences an abrupt reduction of pressure 
and temperature by being expanded through an expansion device. The refrigerant at the exit of 
the expansion device is in a low pressure two-phase fluid state (state 4). The two phase fluid then 
absorbs heat from the conditioned space in the evaporator. The heat absorption causes the 
refrigerant to boil and return to the low pressure superheated vapor state (state 1). 
Figure 1.1b shows that the processes occurring in the heat exchanging components 
involve multiple phases of the refrigerant. The two-phase section of both the condenser and the 
evaporator provides the most heat transfer due to the large heat transfer coefficients that are 
associated with two-phase fluids. Therefore, most system designs opt to maximize the two-phase 
length of the heat exchanger in order to achieve the most efficient heat transfer dynamics 
between the refrigerant and the ambient or conditioned space. This fact is useful for determining 
the dominant dynamics of each component of the system which is important in modeling. 
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1.2 Thermal Energy Storage 
In order to hybridize a VCC system, an appropriate energy storage medium must be 
introduced. Thermal energy storage (TES) is the medium by which energy is stored within a 
VCC system and has been labeled “one of the most important advanced energy technologies” 
[5]. TES units can be constructed using a variety of different shapes and can store sensible or 
latent thermal energy. In general, latent heat TES units store greater amounts of thermal energy 
than sensible units due to the greater capacity of heat storage through phase change materials 
(PCMs). Good reviews of literature concerning possible options for PCMs as well as overview of 
modeling methods and applications are given in [6] and [7]. 
Previous research has been performed hybridizing VCC systems for building 
applications. This research has utilized passive latent TES units which peak shave high demand 
periods by charging a large PCM tank during periods of low energy demand [8], active sensible 
TES units which actively manage a large tank of chilled fluid during a duty cycle [9], or active 
latent TES charged by a dedicated chiller in conjunction with passive building capacitance TES 
[10]. Simple models are used to describe these systems which use either a single lumped 
capacitance approach or a stratified approach, which separates a large TES tank into two 
temperature regions with a very large gradient in between.  
Limited research has been performed hybridizing refrigerated transportation systems, 
although it has been identified as a promising choice for reducing energy consumption in such 
systems [11]. One study explored cooling a cargo space experimentally utilizing a large onboard 
passive TES tank that is charged while the vehicle is at rest [12]. While novel, it would be 
possible to reduce the size of this unit by including the refrigeration system onboard powered by 
the main engine to actively manage the state of charge. Additionally, there is very little mention 
of modeling in this or any refrigerated transport work. 
In order to better aid the design of both standalone TES units and hybridized VCC 
systems, the current work focuses on developing a generalizable and detailed thermal model of a 
hybrid VCC system with an active TES unit. This work focuses primarily on applications to 
systems with highly transient loadings. A prime example of such an application is refrigerated 
transport, however the strategies and models can be applied to hybridize any VCC system. 
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1.3 Hybrid VCC System Architectures 
Similar to vehicle hybridization, architectures can be identified for the hybridization of 
VCC systems. The proposed nomenclature for the configurations of a hybrid VCC system is 
based on the relative position of the storage device and the evaporator as well as the path that the 
refrigerant traverses from the prime mover to the load during discharge of the storage. Unlike 
hybrid vehicles, there is no power domain change for hybrid VCCs as all energy is utilized in the 
thermal domain. Therefore, the nomenclature for hybrid VCCs must be developed differently 
than other hybrid cases. 
All hybrid VCC systems must have a discharge method, or the way that heat is 
exchanged with the load, using the storage unit. Therefore, the systems be classified based on 
how the storage must (or must not) work with the evaporator to discharge its capacity. There are 
three proposed base architectures: series, parallel, and series-parallel (S-P). It is possible to 
configure a system in multiple ways to achieve the specifications of some architectures. Each 
architecture will be described, and examples will be depicted and explained in the following 
sections. 
1.3.1 Series 
A series hybrid architecture is classified as one where the method of discharge of the 
storage is always dependent upon the evaporator. Series architectures have refrigerant absorbing 
heat through the evaporator alone which resides in the conditioned space, while the storage 
provides primary or secondary cooling of the refrigerant and does not reside within the 
conditioned space. Series architectures inherently couple the storage and the evaporator during 
the discharge process. Two example system configurations are described in this section that will 
achieve the definition of a series architecture. 
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1.3.1.1 Configuration A 
Compressor
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Device
Thermal 
Energy Storage
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3WV
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Figure 1.2 Series Hybrid – Configuration A 
Figure 1.2 shows one possible configuration of a series thermal hybrid. This 
configuration has two distinct modes of operation, one for charging the storage and one for 
discharging the storage. These modes are distinguished by the flow of refrigerant through the 
system guided by the valves. In charge mode, the refrigerant is first expanded through an 
expansion device and then passed through the storage at a temperature colder than the melting 
temperature to freeze the PCM. In discharge mode, hot, high pressure liquid refrigerant is cooled 
by the storage before being expanded in the expansion device and finally boiled in the 
evaporator. 
This is an example of a configuration where the storage provides secondary cooling of 
the refrigerant (the condenser provides primary cooling). In this configuration, the compressor 
remains coupled with the load similar to a conventional system, making it impossible to always 
utilize it at its maximum possible efficiency while simultaneously meeting transient loadings. 
This fact discourages the use of the series architecture in this work because this work focuses 
heavily on hybrid options that provide a strong benefit to energy efficiency. 
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1.3.1.2 Configuration B 
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Expansion
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Figure 1.3 Series Hybrid – Configuration B 
Figure 1.3 shows another possible configuration of a series thermal hybrid. This 
configuration has two distinct loops, each having an associated prime mover. To charge the 
storage, the compressor is used to run the upper charge loop. When cooling is required, the 
compressor is turned off and the pump is turned on to run the lower discharge loop. The fluid in 
the bottom loop is pumped through the evaporator where it absorbs heat from the conditioned 
space. It then passes through the storage where it is cooled through heat rejection to the PCM. 
In this configuration the compressor is decoupled from the load which allows for its 
optimal energy efficiency. However, the bottom loop still needs to be actuated with a pump 
which is coupled with the load. Therefore, the pump cannot be run at its peak efficiency while 
simultaneously meeting transient loadings. Additionally, if the storage is empty the system must 
run both loops simultaneously as the system has no alternate method of delivering cooling 
capacity. The system will become extremely inefficient in this mode of operation because both 
prime movers must run at an inefficient level to meet the demand. 
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1.3.2 Parallel 
A parallel hybrid architecture requires that the method of discharge of the storage is 
always independent of the evaporator. Systems with this configuration inherently have multiple 
discharge methods which decouple the storage and the evaporator and allow for increased system 
flexibility. In this architecture the evaporator and the thermal energy storage are both placed 
within the conditioned space. One example configuration is given below to illustrate a parallel 
architecture. 
 Compressor
Expansion
Device
Expansion
Device
Liquid
Receiver
Thermal Energy Storage
Evaporator
Condenser
Ambient
Conditioned Space  
Figure 1.4 Parallel Hybrid 
Figure 1.4 illustrates one possible configuration of a parallel hybrid. This configuration 
contains separate evaporator and storage refrigerant flow paths controlled by independent 
expansion devices. With the addition of a fan on the storage unit, cooling capacity can be 
provided to the conditioned space through the evaporator and the storage independently, which 
exemplifies the description of a parallel architecture. Additionally, this configuration allows the 
evaporator and the storage to provide cooling capacity simultaneously in order to boost overall 
capacity.  
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In this configuration, the compressor can always run at its peak efficiency charging the 
storage when full refrigerant flow to the evaporator is not needed. Conversely, when full flow to 
the evaporator would not provide enough capacity for the current demand, the storage fan can be 
turned on to supplement the capacity. During periods where the storage is full, the system can be 
shut off completely and run entirely off the storage to further increase system efficiency. This 
configuration provides a lot of potential for optimal energy efficiency because of its flexibility. 
1.3.3 Series-Parallel 
The S-P architecture contains a broad subset of configurations whose common feature is 
that they contain the capabilities of series and parallel architectures. Therefore, an S-P system 
configuration must contain multiple methods of discharge where at minimum one method has the 
storage dependent upon the evaporator and another has the storage independent of the 
evaporator. Two example configurations are given. 
1.3.3.1 Configuration A 
Compressor
Expansion 
Device
Expansion
Device
3WV
3 Way 
Valve
Condenser
Evaporator
Charge
Discharge
3WV
Ambient
TES
Conditioned Space  
Figure 1.5 S-P Hybrid – Configuration A 
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Figure 1.5 illustrates one possible configuration of an S-P hybrid. This system is a 
combination of the series hybrid configuration A with the parallel configuration. It retains all of 
the operational modes of the series configuration A, but flow can also be split off before the TES 
expansion device and run through a second discharge loop that proceeds directly to the 
evaporator. This configuration meets the requirements of an S-P architecture because there are 
distinct discharge methods that respectively couple and decouple the evaporator and the storage. 
Although the system shown in Figure 1.5 would not be able to charge the storage and run 
flow to the evaporator simultaneously, this capability would be possible with minor revisions to 
configuration A. If those revisions were made, the resulting configuration would still be an S-P 
architecture that would combine all the capabilities of series hybrid configuration A with those of 
the parallel hybrid. The new configuration would provide the greatest amount of flexibility but 
also the greatest amount of complexity to build. 
1.3.3.2 Configuration B 
Compressor
Liquid
Receiver
Expansion
Device
Evaporator
Expansion
Device
Pump
Liquid 
Receiver
3-Way
Valve
Condenser
TES
Ambient
Conditioned Space  
Figure 1.6 S-P Hybrid – Configuration B 
Figure 1.6 illustrates another possible S-P hybrid configuration. This configuration is a 
combination of the series hybrid configuration B with the parallel hybrid configuration. This 
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configuration appears similar to the parallel configuration with the exception of an additional 
discharge loop (marked by the counterclockwise small dashed lines in Figure 1.6) that uses the 
pump, evaporator, TES, and liquid receiver only. This loop provides the method of discharge 
which couples the storage and the evaporator. The storage has a fan included to provide a 
discharge method that decouples itself from the evaporator in order to complete the requirements 
of an S-P hybrid architecture. This configuration allows for optimal compressor usage through 
the use of its parallel capabilities. Similar to S-P hybrid configuration A, this system provides a 
high amount of operational flexibility but includes a lot of complexity in design. 
1.4 VCC Modeling 
VCC modeling has been studied extensively in literature using a wide variety of 
approaches. They are broadly classified into physics based or data driven dynamic modeling. 
Physics based models attempt to capture the highly nonlinear dynamics associated with a VCC 
system through first principles derivations of each system component. The order of these models 
are often later reduced for control design purposes, but the nonlinear models are very accurate 
and robust in nature. Data driven models attempt to fit experimental results to simple reduced 
order dynamic models to expedite control design around certain operating conditions. However, 
due to the nature of this modeling procedure the models often are not robust and will not work 
outside of a very small range of operating conditions around where the data was collected. A 
detailed explanation of and a review of current literature exemplifying both approaches is given 
in [13]. 
For this work, a full physics based nonlinear model will be developed for use in modeling 
hybrid systems. As mentioned previously, this work seeks to develop a highly generalizable yet 
accurate model that can be applied to a wide class of systems. These objectives inherently 
suggest development of a physics based model that can capture a wide variety of VCC system 
dynamics. More details, analysis and references using methods common in physics based 
approaches as well as a full derivation of each component are given in chapter 2 of this thesis. 
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1.5 Notation 
This section attempts to clarify the uncommon notation used in the derivations in 
chapters 2 and 4 of this thesis. Specialized notation will be used for some thermodynamic 
properties and their derivatives in the derivations. 
First, a notational difference will be made between the partial derivatives of 
thermodynamic properties that are a function of only one variable as opposed to those that are a 
function of two variables. While most thermodynamic properties are functions of two variables, 
saturated fluid properties are often taken as functions of one variable. For example, the partial 
derivative of saturated liquid density with respect to pressure is notated in Equation 1.1. 
 
f
P


  ( 1.1 ) 
When no bar or subscript appears next to the partial derivative such as in Equation 1.1, it 
can be assumed for the purposes of this derivation that the original property is only a function of 
one variable. However, for general properties which are a function of two variables, specialized 
notation is used to denote which variable the original property is being differentiated over and 
which variable is being held constant. For example, consider density as a function of pressure 
and specific enthalpy ( , )P h  . The partial derivative of density with respect to pressure at 
constant enthalpy is given in Equation 1.2. The subscript after the vertical bar will always denote 
which variable is being held constant during the differentiation. 
 
hP


  ( 1.2 ) 
Second, in the derivations, there are instances when a property or group of properties 
need to be evaluated at a specific location in space along the geometry of a component. In the 
case of single property evaluation, a single vertical bar followed by a subscript indicating the 
location of evaluation will immediately follow the property notation. For example, if the 
derivation calls for evaluating density at location “L1” the following notation given in Equation 
1.3 will be used. 
 
1L
   ( 1.3 ) 
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For a group of properties, the entire property group will be bracketed by vertical lines and 
the subscript on the right side will mark the location of evaluation. For example, if the derivation 
calls for evaluating density multiplied by specific enthalpy at location “R” the following notation 
given in Equation 1.4 will be used. 
 
R
h   ( 1.4 ) 
1.6 Organization of Thesis 
The remainder of this thesis will be organized as follows. Chapter 2 provides the model 
derivations of each component of the VCC system. Chapter 3 discusses the computational 
platform used to simulate all of the work in this thesis as well as provides simulations for 
conventional VCC systems with and without loading. Chapter 4 provides the chosen geometry 
and derivation of the TES model as well as results from standalone TES unit simulations. 
Chapter 5 discusses the best hybrid architecture to simulate, provides results from hybrid VCC 
system simulations using this architecture, and then provides a detailed analysis of a method to 
optimize a TES unit geometry using data obtained from simulation results. Chapter 6 provides a 
summary and conclusions from this work as well as some potential future directions for 
continuing this study. 
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Chapter 2     
VCC System Modeling Theory 
2.1 Introduction 
This chapter presents a detailed description of the fundamentals and methods used to 
derive a model for each component of the VCC system. In general, the VCC system components 
can be separated by the time scale of their relevant dynamics. Components that regulate mass 
flow, such as compressors, valves, etc., have dynamics that are much faster than the dynamics of 
the components that regulate pressure and heat transfer, such as condensers and evaporators. 
From a modeling perspective, this time scale separation allows for the use of static (algebraic) 
equations for the mass flow regulating devices which maintains accuracy of the model and 
allows for reduction of the overall order of the model. The remaining components, which 
generally are pressure regulating devices, are described by coupled, nonlinear, fully dynamic 
equations for multiphase fluid flow and heat transfer. However, the model must still preserve the 
overall goals of keeping the accuracy high while keeping the order low. The derivation method 
chosen for VCC modeling that most closely achieves these goals is known as the moving 
boundary, lumped parameter approach. 
The moving boundary problem is a subclass of boundary value problems for partial 
differential equations adapted for the case where boundaries (in particular boundaries associated 
with phase change) can vary with time. The method originated from the work of Joseph Stefan 
who solved the problem of ice growth on water [14]. When the method is applied to VCC system 
models, the partial differential equations that describe the heat exchanger dynamics are 
augmented with a time varying boundary between the different fluid phase zones (subcooled 
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liquid, two-phase mixture, or superheated vapor) within a heat exchanger. The lumped parameter 
approach assumes an average of the distribution of each of the thermodynamic properties within 
each fluid phase zone as a single value that is treated as constant throughout the zone. This 
allows the use of only one control volume per fluid phase zone. This approach differs from finite 
volume methods that attempt to approximate property distributions by defining multiple control 
volumes within each fluid phase zone. The lumped parameter approach inherently allows for 
model reduction by minimizing the required number of thermodynamic state variables to 
describe the dynamics of each component. 
Significant improvements in the accuracy and robustness of this approach when applied 
to VCC systems have been seen over the past 30 years. In [15] Wedekind proposed and validated 
a lumped parameter called mean void fraction to dramatically simplify the partial differential 
equations for mass and energy conservation within the two-phase zone of a heat exchanger. 
Nearly every implementation of the lumped parameter moving boundary approach for VCC 
systems since Wedekind’s work has utilized the mean void fraction to simplify the equations in 
two-phase zones. Early control applications utilizing the approach came from Grald and 
McArthur in [16] who used the approach to model and control heat pump cycling and He et al. in 
[17] who developed multivariable control algorithms for subcritical VCC cycles. McKinley and 
Alleyne in [18] developed an algorithm to allow their moving boundary condenser model to 
switch between multiple modes of operation which have different numbers of fluid phase zones 
present. The switching concept was later extended to the evaporator and also significantly 
expanded to include dynamics the system would experience in shutdown and startup operations 
by Li and Alleyne in [19]. In [20] Cecchinato and Mancini showed that it was possible to 
significantly improve mass conservation within an evaporator model capable of mode switching 
by using different state variables and switching criteria than previous models. The modeling 
approach presented here derives heavily from the aforementioned work, but it deviates in some 
respects, specifically to improve the overall model implementation onto computational 
platforms. The rest of this chapter will focus on deriving equation sets to describe each 
component of the VCC cycle. 
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2.2 Static Component Models 
2.2.1 Variable Speed Compressor 
The compressor is modeled as a variable speed, fixed displacement unit and therefore is 
capable of modulating mass flow rate by modulating the rotational speed of the unit. The model 
assumes relationships for volumetric and isentropic efficiency of the forms of Equations 2.1 and 
2.2 respectively. The coefficients and terms in each relationship are constructed to produce the 
best curve fit from empirical data for each individual compressor. 
 , ,ovol o
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
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 
  
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  ( 2.1 ) 
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  ( 2.2 ) 
Once these parameters are known, mass flow rate and static outlet enthalpy can then be 
calculated utilizing Equations 2.3 and 2.4 respectively. 
 k k i k volm V     ( 2.3 ) 
  ,o stat i o,isen i
isen
1
h = h + h - h

  ( 2.4 ) 
A first order filter with an associated time constant    is applied to the static outlet 
enthalpy to simulate the dynamics associated with compressor shell heat capacitance. This is 
modeled through Equation 2.5 making this component a quasi-static model. 
  ,
1
o o stat oh h h

    ( 2.5 ) 
Inlet density and entropy are calculated as ( , )i i iP h   and ( )i i is s P ,h , isentropic 
outlet enthalpy is calculated as ( )o,isen o ih = h P ,s , and outlet density is calculated as 
,( , )o o o isenP h  . Compressor power and torque can then be calculated from Equations 2.6 and 
2.7 respectively. 
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   ( 2.7 ) 
2.2.2 Electronic Expansion Valve 
The electronic expansion valve (EEV) model calculates the mass flow that occurs as a 
result of applying an electronic control signal to regulate the stroke fraction of an expansion 
device. Although many valve models use maps to characterize sizing, the current model uses a 
strategy that allows it to be generalized to all sizes of valves. The model takes the stroke fraction, 
which is the degree to which the orifice is open (0 if fully closed and 1 if fully open), as a control 
input. The stroke fraction is converted into a valve coefficient fraction through the relationship in 
Equation 2.8. 
  2v,Frac Frac FracC S S    ( 2.8 ) 
The mass flow rate through the valve can then be found through Equation 2.9. The valve 
coefficient fraction is multiplied by the maximum valve coefficient ( v,MaxC ), which represents 
the value of the valve coefficient with pure liquid at the inlet, two-phase mixture at the outlet, 
and maximum stroke. This value is an input to the model and can be experimentally determined 
for each individual device. 
  , ,V v Frac v Max i i om C C P P    ( 2.9 ) 
Additionally, the expansion process is assumed to be isenthalpic, which is described by 
Equation 2.10. 
 o ih h   ( 2.10 ) 
2.2.3 Thermostatic Expansion Valve 
The thermostatic expansion valve (TXV) model calculates the mass flow that occurs by 
using feedback control of the valve stroke to regulate the superheat of an evaporator. The valve 
stroke is determined from balancing the difference between the saturation pressure calculated 
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using the temperature of a bulb located at the outlet of the evaporator and the summation of an 
adjustable spring pressure and the saturation pressure at the evaporator inlet. The physical 
mechanism by which a TXV achieves this is shown schematically (taken from [21]) with 
example calculations in Figure 2.1. 
 
Figure 2.1: TXV Schematic with Calculations 
In the model the spring pressure is used to adjust the amount of superheat which the valve 
will regulate. As the spring pressure increases the superheat will increase also. Since the 
superheat measurement is being converted into a pressure measurement through the bulb, 
knowledge of the properties of the working fluid is imperative so that the correct amount of 
spring pressure is chosen for a given superheat. A first order filter with associated time constant 
   is applied to the bulb temperature (Equation 2.11) to simulate the transients between what 
the instantaneous evaporator outlet temperature is and what the bulb senses. 
  ,
1
Bulb evap o BulbT T T

    ( 2.11 ) 
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After the bulb temperature is converted to a saturation pressure ( ,sat oP ), the stroke fraction 
is calculated through Equation 2.12 where MaxP  represents the pressure differential required to 
fully open the valve. This parameter can be determined experimentally for each individual valve. 
 
  , ,sat o sat i Spring
Frac
Max
P P P
S
P
 


  ( 2.12 ) 
The model then calculates the flow coefficient fraction from Equation 2.8, the mass flow 
rate from Equation 2.9 (given a definition of maximum valve coefficient equivalent to that in the 
EEV model), and assumes isenthalpic expansion as defined in Equation 2.10. 
2.2.4 Mechanical Throttling Valve 
The mechanical throttling valve (MTV) model calculates the mass flow that occurs while 
using an expansion device to regulate outlet pressure to a specified set point. This valve is 
primarily used in VCC systems to regulate pressure entering a compressor for safety concerns. 
The model calculates stroke fraction of the MTV using Equation 2.13 where setP  is the set point 
pressure and MaxP is equivalent to the definition given in the TXV section. 
 
 Set o
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P P
S
P



  ( 2.13 ) 
Similar to the other valves, the model then calculates the flow coefficient fraction from 
Equation 2.8, the mass flow rate from Equation 2.9 (given a definition of maximum valve 
coefficient equivalent to that in the EEV and TXV models), and assumes isenthalpic expansion 
of the form of Equation 2.10. 
2.2.5 Mass Flow Pipe 
In thermal systems modeling, when devices such as valves or compressors do not 
physically exist between devices such as heat exchangers, alternating causality necessitates that a 
pipe model is used to calculate mass flow to use as an input to the heat exchanger models. The 
complexity of the pipe model used for each individual pipe will heavily depend on the conditions 
that will exist in each pipe in a physical system. For example, if all flow is assumed to be single 
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phase or if flow regime is not important for modeling, a complex two-phase pipe flow correlation 
is not necessary. In this work, three different mass flow pipe models will be presented that vary 
in complexity from a simple valve analogy to a complex two-phase flow correlation. 
2.2.5.1 Cv Model 
The simplest and most computationally compact pipe model treats a pipe as a simple 
hydraulic resistance that can be described by the same equations that describe valves. Equation 
2.9 is used to calculate the mass flow through the pipe associated with the inlet and outlet 
pressures, but in the pipe model , ,v Frac v MaxC C  is lumped into one resistance parameter vC . This 
parameter is assumed to be a known constant which describes the hydraulic resistance of the pipe 
and is an input to the model. The pipe is assumed to be isenthalpic described by Equation 2.10. 
While computationally compact, this model assumes away much of the possible phenomena 
associated with pipe flow. However, for situations where complexity is not necessary, this model 
provides a very compact method of describing hydraulic resistance. 
2.2.5.2 Swamee-Jain Model 
The Swamee-Jain (S-J) model utilizes a procedure outlined in [22]. The method 
analytically calculates the volume rate of flow in circular pipes starting from the Colebrook 
equation for friction factors in pipe flow (Equation 2.14), the equation for Reynolds number 
(Equation 2.15), and the equation for head loss in pipes (Equation 2.16). 
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Combining these equations results in an exact solution for volume flow rate in circular 
pipes given in Equation 2.17. 
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The model assumes single phase flow and the pipe is assumed to be isenthalpic described 
by Equation 2.10. Although more computationally complex than the Cv model, the S-J model’s 
input parameters (diameter, length, and roughness) are far easier to obtain and more 
generalizable than the resistance coefficient needed for the Cv model which must be 
experimentally obtained and will vary from system to system. 
2.2.5.3 Multiphase Model 
The multiphase model is used for cases where increased accuracy associated with the 
determination of the fluid flow regime throughout a pipe is necessary. This model first 
determines the phase of the inlet and outlet conditions of the pipe from the pressure and enthalpy 
model inputs. The model then selects the appropriate correlation for pressure drop in a circular 
pipe from the phase information. Because all of the correlations are formulated as implicit 
equations requiring a mass flow rate input to calculate outlet pressure, the model must iteratively 
solve for the appropriate mass flow rate to satisfy both the implicit equations and the outlet 
pressure boundary condition. This restriction on the solution method makes this method the most 
computationally intensive of the three methods. All of the models assume isenthalpic pipes given 
by Equation 2.10 
If the model determines that the phase is superheated vapor throughout the entire pipe, a 
standard single phase pressure drop equation for pipe flow (Equation 2.18) is used with an 
appropriate correlation for vapor friction factor (Equation 2.19). The pipe is assumed to be 
smooth when calculating a friction factor. 
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
    ( 2.19 ) 
If the model determines that the fluid is in a two-phase regime throughout the pipe the 
model utilizes the Friedel correlation which was first proposed in [23]. The correlation uses a 
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two-phase multiplier of the form of Equation 2.20 to adjust the single phase pressure drop 
equation for the enhanced energy and momentum transfer associated with two-phase flow. 
   2TP TPfP P      ( 2.20 ) 
In Equation 2.20  
f
P  is calculated from Equations 2.18 and 2.19 using saturated liquid 
properties for density and kinematic viscosity. The two-phase multiplier 
2
TP  is calculated from 
a number of non-dimensional parameter groupings which were curve fitted from a database of 
experimental two-phase flow data to within ±30% accuracy. For a case where phase is subcooled 
liquid throughout the pipe, the two-phase multiplier on the Friedel correlation will default to 
unity and the correlation will be equivalent to a single phase equation with liquid properties. For 
further details of how to explicitly calculate the multiplier refer to [23] or alternatively [24]. 
If the model determines that the fluid enters in a two-phase regime and exits as 
superheated vapor the model will search for the mass flow rate that satisfies the Friedel 
correlation for the two-phase regime, the single-phase equation for the superheated regime, and 
the outlet pressure boundary condition. In order to calculate the pipe length parameters required 
in Equations 2.18 and 2.20, the model will run another iterative loop within the first loop to solve 
for the entrance length required to achieve a saturated vapor condition. This entrance length is 
used in the Friedel correlation whereas the difference between the total pipe length and the 
entrance length is used in the superheated single phase equation. The final solution is found 
when the iteration loops converge upon a flow rate and entrance length that satisfy the equations 
of both regimes as well as the outlet pressure boundary condition. 
This method is the most computationally intensive of the three methods. The nested 
iteration loops can occasionally cause instability problems, and therefore this method should 
only be used in cases where accuracy of the flow regimes is of paramount importance. When 
paired with dynamic heat exchanger models, this method performs well under normal flow 
conditions but severely restricts time steps for near zero flow conditions.  
2.2.5.4 Comparison 
Figures 2.2 and 2.3 show the absolute difference and percent difference between the mass 
flow rate solutions of the S-J and multiphase models respectively. These simulations used 
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R404A as the working fluid, a smooth pipe of 19 millimeter diameter and 1 meter length, a 
pressure drop from 500 to 499 kPa, and an enthalpy sweep across the saturation dome of the 
refrigerant to show all available regimes. For the single phase conditions as well as most of the 
two-phase dome the models match within 10%. Additionally, the S-J model executes 25% faster 
in simulation. Therefore it is generally recommended to use the S-J model for most cases 
because it most effectively balances accuracy with computational complexity. 
 
Figure 2.2: Absolute Error between S-J and Multiphase Models 
 
Figure 2.3: Percent Error between S-J and Multiphase Models 
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2.2.6 Suction Line Heat Exchanger 
Some VCC cycles contain heat exchangers in addition to the required condenser and 
evaporator to improve performance or provide additional utility for the system. A suction line 
heat exchanger (SLHX) exchanges heat between high pressure, high temperature subcooled 
liquid exiting the condenser and lower pressure, lower temperature superheated vapor exiting the 
evaporator. The purpose is first to provide additional subcooling, and therefore additional 
cooling capacity, to the refrigerant entering the evaporator and second, to ensure fluid entering 
the compressor is completely superheated vapor. Typically this increase in cooling capacity 
comes with the penalty of increased work done by the compressor. Additionally, SLHX units 
allow some VCC systems to transition between heating and cooling modes.  
The SLHX unit is modeled as a concentric tube, counterflow heat exchanger and shown 
schematically in Figure 2.4. Since both sides of the heat exchanger are assumed to be single 
phase, the heat transfer involved can be accurately captured with the algebraic effectiveness-
NTU method. This allows computational complexity to be kept lower than using a fully dynamic 
model. 
Phigh, Thot
Plow, Tcold
mhhh,i Pi
.
mchc,o Po
.
mchc,i Pi
.
mhhh,o Po
.
 
Figure 2.4: Suction Line Heat Exchanger 
The method is used to analyze the performance of a heat exchanger with known 
dimensions. Being a static method, it inherently assumes no heat storage in the fluids or the 
walls. Additionally, pressure is typically assumed to be constant and uniform throughout the heat 
exchanger. The effectiveness of a heat exchanger is defined as the ratio of actual heat transfer to 
maximum possible heat transfer given in Equation 2.21 where Cmin is given in Equation 2.22. 
Inlet temperatures can be calculated from inlet pressure and enthalpy or approximated for single 
phase fluids using Equation 2.23. 
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Effectiveness is then calculated through relationships given for heat exchanger types 
from [25]. For a counterflow heat exchanger, effectiveness is given by Equation 2.24 where 
NTU is defined in Equation 2.25 and Cr and Cmax are defined in Equations 2.26 and 2.27 
respectively. 
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UA is the overall heat transfer coefficient which defines the heat exchanger’s total 
thermal resistance to heat transfer between two fluids. This parameter varies with size of the heat 
exchanger and can be obtained from literature correlations or through curve fitting experimental 
data. Once the effectiveness is calculated from Equation 2.24, the total heat transferred between 
the two fluids can be obtained by rearranging Equation 2.21. Outlet enthalpies for the liquid and 
vapor sides can then be found using Equation 2.28 where addition is used for the vapor side and 
subtraction is used for the liquid side. 
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2.3 Dynamic Component Models 
2.3.1 Condenser 
The condenser is the component of a VCC system that exchanges heat with the ambient 
environment. As described in the introduction section, the condenser is modeled using the 
moving boundary lumped parameter approach with mode switching capabilities. The condenser 
model has four possible modes of operation depending on the number and composition of fluid 
phase zones present. The remainder of this section will provide details regarding the modeling 
assumptions, the governing conservation equations, the mean void fraction assumption, the 
derivation of each possible mode of the condenser with choice of state variables, and finally the 
switching criteria. The full derivation will be given for the first condenser mode. Only the fins 
equations will be presented for the remaining modes, but they can be derived using the same 
procedure. 
2.3.1.1 Modeling Assumptions 
In addition to the assumptions inherent to the moving boundary lumped parameter 
approach described in the introduction, the model assumes the following regarding the fluid flow 
in the condenser. These additional assumptions help to reduce the overall order of the model and 
keep the model focused on the relevant dynamics inherent in the system. 
 The heat exchanger is modeled as a long circular tube whose length is many 
orders of magnitude larger than its diameter. 
 The refrigerant flowing through the tube is modeled as flowing only in the 
longitudinal directional. 
 Axial heat conduction in the refrigerant is negligible. 
 Tube thickness is assumed negligible; inner and outer tube perimeters are 
assumed equivalent and resistance due to wall conduction is assumed negligible. 
 Pressure drop along the heat exchanger is considered negligible. Therefore, the 
pressure in the heat exchanger is assumed to be spatially uniform. 
 Multiple parallel refrigerant loops are assumed to all behave identically 
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2.3.1.2 Governing Conservation Equations 
The most common way to derive equations for dynamic heat exchanger models is to 
begin with the transient three-dimensional governing partial differential equations (PDEs) for 
conservation of mass and energy of the refrigerant as well as conversation of energy of the wall. 
The assumptions above are then applied to achieve one-dimensional forms given in Equations 
2.29 – 2.31 respectively. This procedure is derived explicitly in [26] with the exception that the 
time derivative of pressure is not neglected in the current derivation. 
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Even simplified, Equations 2.29 – 2.31 are PDEs and are therefore unsuitable for 
numerical computation. Therefore, in order to remove the spatial dependence completely, the 
equations are integrated along the length of the fluid phase zone that they describe. Within the 
current modeling framework some of the boundaries vary with time, so in order to perform this 
integration, the general form of Leibniz’s rule (Equation 2.32) must be applied to the first term of 
the left hand side of Equations 2.29 – 2.31. By doing this the PDEs can be reduced to ordinary 
differential equations (ODEs) which are much more suitable for numerical computations. 
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Each fluid phase zone will produce different resulting ODEs once Equation 2.32 is 
applied depending upon which boundaries are allowed to vary. The results of each application of 
Equation 2.32 will be shown in the derivation section for each mode. 
2.3.1.3 Mean Void Fraction 
As mentioned in the introduction, in order to simplify Equations 2.29 – 2.31 within the 
two-phase zone of the condenser, the model uses the concept of mean void fraction. Mean void 
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fraction is a special case of volumetric void fraction which is defined as the ratio of vapor 
volume to total volume of a zone under consideration. Volumetric void fraction has been 
extensively studied in experiments, and correlations have been proposed to predict volumetric 
void fractions for various evaporating and condensing flows. A summary and explanation of 
various correlations can be found in [27]. Mean void fraction is defined as the volumetric void 
fraction for a two-phase zone with constant cross-sectional area given by Equation 2.33. 
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    ( 2.33 ) 
In Equation 2.33 ξ is a normalized length parameter that is defined as zero at the 
beginning of the two-phase zone and unity at the end. Since most correlations for void fraction 
are functions of flow quality (x), it is then convenient to define a linear relationship between ξ 
and flow quality which is given in Equation 2.34. Utilizing this relationship Equation 2.33 
transforms to Equation 2.35. 
  i o ix x x x     ( 2.34 ) 
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An appropriate correlation for local void fraction must now be selected to use in Equation 
2.35. The current modeling approach utilizes Zivi’s local void fraction correlation whose details 
are given in [28] and represented by Equation 2.36. When Equation 2.36 is substituted into 
Equation 2.35 and integrated, the equation used for calculating mean void fraction results and is 
given by Equation 2.37 where the quantity C is given in Equation 2.38. 
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In [15] Wedekind proposes that for most small system transients, the mean void fraction 
can be assumed to be time invariant. However, this assumption is only valid when the exit 
conditions of the heat exchanger are single phase. If such conditions do not exist, the mean void 
fraction must be considered a dynamic variable. Also, as shown in [18], a dynamic mean void 
fraction is most convenient for the most accurate and stable mode switching criteria for the 
condenser. Therefore, for the current modeling procedure the mean void fraction is always 
considered dynamic. 
2.3.1.4 Condenser Mode 1: 3 Zone 
The first mode of the condenser assumes three distinct fluid phase zones within the heat 
exchanger with two moving boundaries at the phase transitions. Each of the phase zones 
exchanges heat with the wall independently, and the wall exchanges heat with the ambient air 
flowing across it. Since thermodynamically, two variables are required to fully define each fluid 
zone, and since pressure is assumed constant throughout, this mode requires 4 refrigerant 
variables, 3 wall temperatures, and 2 dynamic moving boundary variables (the third can be 
calculated from total length) for a total of 9 required dynamic states. The thermodynamic 
refrigerant variables can be chosen to be the most convenient for modeling purposes, and more 
will be discussed about this later. This mode is shown schematically in Figure 2.5 with state 
variables, inlet conditions, and outlet conditions denoted where applicable. 
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Figure 2.5: 3 Zone Condenser Schematic 
2.3.1.4.1 Conservation of Refrigerant Mass: Superheated Zone 
To derive this equation, Equation 2.29 must be integrated spatially over the superheated 
zone (Equation 2.39). Equation 2.32 is then applied to the first term, and the fundamental 
theorem of calculus is applied to the second term (Equation 2.40). 
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Assuming a lumped density across the superheated zone and noting that 
1
vL
  , 
Equation 2.40 is rearranged and the first term is integrated (Equation 2.41). Then the product rule 
is used to split the first term of Equation 2.41 and the equation is rearranged (Equation 2.42). 
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Lastly, Equation 2.42 is divided by the total length of the heat exchanger to normalize the 
lengths. The final general form of the conservation of mass equation for the superheated zone is 
given in Equation 2.43. (Note that cs Total TotalA L V  and 
1
1
Total
L
L
 ). 
   ,1 11 1
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v
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dt dt V
 
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
     ( 2.43 ) 
2.3.1.4.2 Conservation of Refrigerant Energy: Superheated Zone 
To derive this equation, Equation 2.30 must be integrated spatially over the superheated 
zone (Equation 2.44). Equation 2.32 is then applied to the first term of the left hand side, the 
fundamental theorem of calculus is applied to the second term, and the right hand side is 
integrated assuming lumped wall and refrigerant temperatures (Equation 2.45). 
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Assuming a lumped density and enthalpy across the superheated zone and noting that 
1
v vL
h P h P     and 1 1spL A , Equation 2.45 is rearranged and the first term is integrated 
(Equation 2.46). Then the product rule is used on the first term of Equation 2.41 and the equation 
is then rearranged noting that some terms cancel on the left hand side (Equation 2.47). 
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Lastly, Equation 2.47 is divided by the total length of the heat exchanger to normalize the 
lengths and then is rearranged. The final general form of the conservation of refrigerant energy 
equation for the superheated zone is given in Equation 2.48. 
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2.3.1.4.3 Conservation of Wall Energy: Superheated Zone 
To derive this equation, Equation 2.31 must be integrated spatially over the superheated 
zone (Equation 2.49). Equation 2.32 is then applied to the first term of the left hand side of 
Equation 2.49 and the right hand side is integrated assuming lumped wall and refrigerant 
temperatures (Equation 2.50). 
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Assuming a constant density and specific heat throughout the wall, a lumped wall 
temperature, and noting that 1 1spL A , Equation 2.50 is rearranged and the first term is 
integrated (Equation 2.51). The product rule is then applied to the first term of Equation 2.51 and 
the equation is rearranged (Equation 2.52). 
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Lastly, Equation 2.52 is divided by the total length of the heat exchanger to normalize the 
lengths and then is rearranged. The final general form of the conservation of wall energy 
equation for the superheated zone is given in Equation 2.53. 
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The term 
1
w L
T , which represents the boundary temperature between the superheated and 
two-phase zone can be modeled a few different ways. The easiest way is to set this quantity to be 
either the lumped superheated wall temperature, the lumped two-phase wall temperature, or the 
average of the two. Another method used commonly in computational fluid dynamics, the 
upwinding method, chooses the appropriate temperature from the sign of 1
d
dt

. If it is positive 
the two phase wall temperature is chosen and if it is negative the superheated wall temperature is 
chosen. The current model utilizes the upwinding method for its calculations. 
2.3.1.4.4 Conservation of Refrigerant Mass: Two-Phase Zone 
To derive this equation, Equation 2.29 must be integrated spatially over the two-phase 
zone (Equation 2.54). Equation 2.32 is then applied to the first term, and the fundamental 
theorem of calculus is applied to the second term (Equation 2.55). 
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Assuming a lumped density across the two-phase zone and noting that 
1 2
fL L
 

 and 
1
vL
  , Equation 2.55 is rearranged and the first term is integrated (Equation 2.56). Then the 
product rule is used to split the first term of Equation 2.56 and the equation is rearranged 
(Equation 2.57). 
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Lastly, Equation 2.57 is divided by the total length of the heat exchanger to normalize the 
lengths. The final general form of the conservation of mass equation for the two-phase zone is 
given in Equation 2.58. (Note: 2 2
Total
L
L
 ). 
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2.3.1.4.5 Conservation of Refrigerant Energy: Two-Phase Zone 
To derive this equation, Equation 2.30 must be integrated spatially over the two-phase 
(Equation 2.59). Equation 2.32 is then applied to the first term of the left hand side, the 
fundamental theorem of calculus is applied to the second term, and the right hand side is 
integrated assuming lumped wall and refrigerant temperatures (Equation 2.60). 
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Assuming a lumped density and enthalpy across the two-phase zone (that will later be 
described by mean void fraction) and noting that 
1 2
f fL L
h P h P 

   , 
1
v vL
h P h P     
and 2 2spL A , Equation 2.60 is rearranged, simplified, and then the first term is integrated 
(Equation 2.61). Then the product rule is used on the first term of Equation 2.61 and the equation 
is rearranged and simplified (Equation 2.62). 
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Lastly, Equation 2.62 is divided by the total length of the heat exchanger to normalize the 
lengths and then rearranged. The final general form of the conservation of refrigerant energy 
equation for the two-phase zone is given in Equation 2.63. 
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2.3.1.4.6 Conservation of Wall Energy: Two-Phase Zone 
To derive this equation, Equation 2.31 must be integrated spatially over the two-phase 
zone (Equation 2.64). Equation 2.32 is applied to the first term of the left hand side of Equation 
2.64 and the right hand side is integrated assuming lumped wall and refrigerant temperatures 
(Equation 2.65). 
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Equation 2.65 is rearranged and the first term is integrated (Equation 2.66) assuming a 
constant density and specific heat throughout the wall, a lumped wall temperature, and noting 
that 2 2spL A . The product rule is then applied to the first term of Equation 2.66 and the 
equation is rearranged (Equation 2.67). 
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Lastly, Equation 2.67 is divided by the total length of the heat exchanger to normalize the 
lengths and then rearranged. The final general form of the conservation of wall energy equation 
for the two-phase zone is given in Equation 2.68. 
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The term 
1 2
w L L
T

, which represents the boundary temperature between the two-phase and 
subcooled zones, is calculated using a similar upwinding method as described earlier. In this 
case, the temperature will be chosen based on the sign of 1 2
d d
dt dt
  
 
 
. If it is positive, the 
subcooled wall temperature is chosen, and if it is negative, the two-phase wall temperature is 
chosen. 
2.3.1.4.7 Conservation of Refrigerant Mass: Subcooled Zone 
To derive this equation, Equation 2.29 must be integrated spatially over the subcooled 
zone (Equation 2.69). Equation 2.32 is then applied to the first term, and the fundamental 
theorem of calculus is applied to the second term (Equation 2.70). 
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Assuming a lumped density across the subcooled zone and noting that 
1 2
fL L
 

 , 
Equation 2.70 is rearranged and the first term is integrated (Equation 2.71). Then the product rule 
is used to split the first term of Equation 2.71 (Equation 2.72). Then 3 1 2TotalL L L L    is 
applied and the terms are collected and rearranged (Equation 2.73). 
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  ( 2.73 ) 
Lastly, Equation 2.73 is divided by the total length of the heat exchanger to normalize the 
lengths. The final general form of the conservation of mass equation for the subcooled zone is 
given in Equation 2.74. (Note: 3 3
Total
L
L
 ). 
 
,3 1 2
3 3
TP SC r o
f
Total
m md d d
dt dt dt V
  
   
 
       
 
  ( 2.74 ) 
2.3.1.4.8 Conservation of Refrigerant Energy: Subcooled Zone 
To derive this equation, Equation 2.30 must be integrated spatially over the subcooled 
zone (Equation 2.75). Equation 2.32 is then applied to the first term of the left hand side, the 
fundamental theorem of calculus is applied to the second term, and the right hand side is 
integrated assuming lumped wall and refrigerant temperatures (Equation 2.76). 
  
1 2 1 2
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L L
cs cs
r w r
L L L L
A h PA mh
dz p T T dz
t z
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 
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
   
      
    
 

  ( 2.76 ) 
Assuming a lumped density and enthalpy across the subcooled zone and noting that 
1 2
f fL L
h P h P 

    and 3 3spL A , Equation 2.76 is rearranged and the first term is 
integrated (Equation 2.77). The product rule and 3 1 2TotalL L L L    are then applied to Equation 
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2.77 resulting in some cancellation of terms (Equation 2.78). The remaining terms are then 
collected and rearranged (Equation 2.79). 
     
   , , 3 3 31 2
3 3 3
TP SC f r o r o s r w r
f f
cs
m h m h A T Td L Ld
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  
 , , 3 3 33 3 1 2
3 3 3
TP SC f r o r o s r w r
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m h m h A T Td h dL dLdP
L h h
dt dt dt dt A
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 
      
       
  
 ( 2.79 ) 
Lastly, Equation 2.79 is divided by the total length of the heat exchanger to normalize the 
lengths. The final general form of the conservation of refrigerant energy equation for the 
subcooled zone is given in Equation 2.80. 
  
 , , 3 3 33 3 1 2
3 3 3
TP SC f r o r o s r w r
f f
Total
m h m h A T Td h d ddP
h h
dt dt dt dt V
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       
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 ( 2.80 ) 
2.3.1.4.9 Conservation of Wall Energy: Subcooled Zone 
To derive this equation, Equation 2.31 must be integrated spatially over the subcooled 
zone (Equation 2.81). Equation 2.32 is then applied to the first term of the left hand side of 
Equation 2.81 and the right hand side is integrated assuming lumped wall and refrigerant 
temperatures (Equation 2.82). 
    
1 2 1 2
( )Total Total
L L
cs p w
r r w a a w
L L L L
A c T
dz p T T p T T dz
t

 
 
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      
  ( 2.81 ) 
 
 
   
1 2
1 2
1 2
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
  
     
  
  ( 2.82 ) 
Equation 2.82 is rearranged and the first term is integrated (Equation 2.83) assuming a 
constant density and specific heat throughout the wall, a lumped wall temperature, and noting 
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that 3 3spL A . The product rule is then applied to the first term of Equation 2.83 (Equation 
2.84). Then 
3 1 2TotalL L L L   is applied to Equation 2.84 and terms are collected and rearranged 
(Equation 2.85). 
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  ( 2.85 ) 
Lastly, Equation 2.85 is divided by the total length of the heat exchanger to normalize the 
lengths. The final general form of the conservation of wall energy equation for the subcooled 
zone is given in Equation 2.86. 
 
   
1 2
3 3 3 33 1 2
3 3
s r r w a a ww
w wL L
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A T T T TdT d d
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dt dt dt m c
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  ( 2.86 ) 
2.3.1.4.10 Combination of Equations 
Equations 2.43, 2.48, 2.53, 2.58, 2.63, 2.68, 2.74, 2.80, and 2.86 give us 9 conservation 
equations that could be used to solve for all 9 dynamic states of the model if all of the quantities 
within the equations were known. However, in practice it is very difficult to analytically describe 
the boundary mass flow rates 
SH TPm   and TP SCm   without using momentum equations that were 
previously declared unnecessary. Therefore, the current model will substitute some of the 
governing equations into others to eliminate the boundary mass flow rates, choose the most 
convenient thermodynamic state variables for calculation, and then introduce additional 
assumptions to complete the equation set. 
For the current modeling effort, the wall temperature equations are in forms suitable for 
computation and not necessary to change; however, the remaining equations require adjustment. 
First, the superheated mass equation (Equation 2.43) is solved for 
SH TPm  , and the subcooled 
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mass equation (Equation 2.74) is solved for 
TP SCm  , and these are substituted into Equations 2.48, 
2.58, 2.63, 2.74 to produce Equations 2.87, 2.88, 2.89, and 2.90 respectively that eliminate the 
boundary mass flow rates. 
  
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  ( 2.90 ) 
2.3.1.4.11 Choice of Thermodynamic Variables 
As discussed previously, thermodynamic theory states that two independent variables are 
required to describe the state of a fluid. Therefore it is observed that there are a number of 
redundant parameters in Equations 2.87, 2.88, 2.89, and 2.90. As shown earlier in Figure 2.5, the 
thermodynamic variables that are necessary for the current model are pressure (P), superheated 
enthalpy (h1), mean void fraction   , and subcooled enthalpy (h3). Therefore, it is necessary to 
transform Equations 2.87, 2.88, 2.89, and 2.90 to forms only containing time derivatives of these 
thermodynamic variables and moving boundaries. To perform this, some variables in each of the 
fluid phase zones need to be redefined in terms of other variables. 
For the superheated zone, density can be calculated from pressure and enthalpy 
 1 1,P h   and its derivative can be obtained through an application of the chain rule 
(Equation 2.91). 
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1
1 1 1 1
1h P
d dhdP
dt P dt h dt
   
 
 
  ( 2.91 ) 
For the two-phase zone, density and enthalpy can be represented as functions of pressure 
and mean void fraction through Equations 2.92 and 2.93. These were derived by using the mean 
void fraction to sum the liquid and vapor mass and energy in the two-phase zone. 
 2 (1 )v f        ( 2.92 ) 
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v v f f
v f
h h
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   
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 
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 
  ( 2.93 ) 
The derivatives of these quantities are then acquired through the chain rule and described 
by Equations 2.94 and 2.95. The required partial derivatives, described by Equations 2.96 – 2.99, 
are derived by differentiating Equations 2.92 and 2.93 appropriately. 
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The subcooled zone density can be expressed as a function of pressure and enthalpy 
 3 3,P h  , and its derivative can be obtained through application of the chain rule (Equation 
2.100). 
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  ( 2.100 ) 
Utilizing the relationships in Equations 2.91 – 2.100, Equations 2.87, 2.88, 2.89, and 2.90 
can be transformed into forms which only contain time derivatives of dynamic variables that are 
given in Figure 2.5. These final forms which will be used directly in simulation are given in 
Equations 2.101 – 2.104 respectively. 
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2.3.1.4.12 Additional Profile Assumptions 
While Equations 2.101 – 2.104 are in a form that can be used for numerical 
computations, by substituting out intermediate mass flow rates, two of the nine equations that 
were required to solve for the nine dynamic state variables of the condenser are no longer 
available. Additionally, it is necessary to describe the outlet enthalpy of the condenser  ,r oh  
since it is not immediately available from other information. Thus, the equation set must be 
augmented with additional assumptions to complete it. To do this we assume enthalpy profiles 
through each of the single phase zones and a mean void fraction profile in the two-phase zone of 
the condenser. 
For the superheated zone, since the enthalpy at the boundaries of the zone are both known 
at all times, a linear enthalpy distribution given in Equation 2.105 can be assumed. For switching 
purposes as will be discussed later, it is still convenient to keep the superheated enthalpy as a 
dynamic state variable. Therefore, in order to enforce this profile, the dynamic state variable for 
superheated enthalpy must track this static enthalpy computation by using a first order time 
response given in Equation 2.106 with a time constant much faster than the rest of the system. 
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h h
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   ( 2.105 ) 
  1 1, 1
1
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h h
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    ( 2.106 ) 
In older versions of this modeling procedure, an alternative profile assumption was used 
which involved differentiating Equation 2.105 with h1,track actually being the dynamic h1 
(Equation 2.107). 
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This assumption works well for simulations with very small transients and no compressor 
on/off cycling. However, for simulations with large transient disturbances and loads, or on/off 
operations, the signal noise generated by the time derivative of inlet enthalpy can have 
unintended side effects upon the dynamics of the simulation as well as cause many solvers to fail 
to converge to a solution. In general, it is not recommended to numerically differentiate input 
signals as any noise in the original signal is amplified through differentiation. 
For the two-phase zone, a similar tracking approach is used for mean void fraction. For 
the three zone mode, the two-phase zone begins as saturated vapor ( 1ix  ) and ends as saturated 
liquid ( 0ox  ) so Equation 2.37 can be utilized to calculate the mean void fraction reference to 
track. The dynamic mean void fraction state will track this instantaneous mean void fraction 
through the use of an error minimization equation (Equation 2.108). 
   0track track
d d
k
dt dt
 
       ( 2.108 ) 
In this mode, since the inlet and exit quality to the two-phase zone are constant, the first 
term of the left hand side of Equation 2.108 is only a function of pressure. Therefore it can be 
decomposed into its partial derivatives which are obtained by differentiating Equation 2.37 
appropriately. The equation can then be rearranged to obtain the tracking equation that will be 
used for computations given by Equation 2.109. Once again, the constant k is chosen so that this 
dynamic evolves much faster than the rest of the system. 
  track track
d dP
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dt P dt

 

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
  ( 2.109 ) 
Lastly, care must be taken in defining the profile assumption for the subcooled zone since 
the outlet enthalpy is unknown. In previous models, the outlet enthalpy was chosen either to be 
equivalent to the lumped subcooled enthalpy or as a linear extrapolation from saturated liquid 
enthalpy and the lumped parameter enthalpy. Both approaches are valid if the subcooled zone 
length is very short. However, for longer zone lengths, the first approach neglects the enthalpy 
distribution through the subcooled zone and can cause unintended effects at the outlet, especially 
with mode switching. The second approach can lead to impossible conditions at the outlet where, 
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for example, the outlet temperature associated with the enthalpy is colder than the wall 
temperature and/or the inlet air temperature. 
To eliminate the drawbacks of both earlier methods, the current model utilizes the log 
mean temperature approach derived in [29]. The approach fits an exponential temperature 
distribution across the zone assuming a saturated temperature condition at the inlet and that the 
outlet temperature is bounded by the wall temperature (Equation 2.110). 
      3 3 expw w satT x T T T ax      ( 2.110 ) 
First, when the outlet boundary condition is applied and Equation 2.110 is rearranged, the 
slope parameter “a” is obtained (Equation 2.111). 
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  ( 2.111 ) 
Assuming that the lumped temperature approximates the average of the zone, Equation 
2.110 is integrated to solve for the average (Equation 2.112). Once the integration is performed, 
the results can be used to solve for the outlet temperature (Equation 2.113) either through an 
iterative solver or alternatively with lookup tables. Checks must be put in place to assure the 
denominator of Equation 2.113 does not approach zero during transients. The outlet temperature 
can then be used to solve for outlet enthalpy using pressure as a second thermodynamic variable 
or approximated by rearranging Equation 2.23. 
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  ( 2.113 ) 
By augmenting the dynamic equation set with the profile assumptions of Equations 2.106 
and 2.109, the set once again contains nine dynamic equations for nine time derivatives of 
dynamic variables. Additionally, with the profile assumption for outlet enthalpy, all of the 
previous other unknowns in the nine equations are now described. The equations are linear in the 
 46  
time derivatives and can be solved using any appropriate solution method such as Gaussian 
elimination. With the derivatives obtained, the dynamics are now known and the refrigerant and 
wall modeling is complete. 
The last output to be described is the outlet air temperature of the condenser. To describe 
the outlet air temperature, the effectiveness-NTU method described earlier is utilized once again. 
Each wall section which is associated with a fluid phase zone of the refrigerant transfers heat 
independently of the others through this method, and then the heat transferred in each section is 
summed to calculate an outlet temperature. The NTU for the refrigerant-air interaction is defined 
in Equation 2.114. The total heat transferred from the wall to the air in a section is given through 
Equation 2.115 where “#” represents the number of the zone of interest. Finally, the outlet air 
temperature is then calculated through Equation 2.116. 
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2.3.1.5 Condenser Mode 2: 2 Zone (Superheated and Two-Phase) 
The second mode of the condenser assumes two distinct fluid phase zones, superheated 
and two-phase, within the heat exchanger with one moving boundary at the phase transition. This 
mode assumes that the condenser has lost the subcooled zone during operation. This mode 
requires 3 refrigerant variables, 2 wall temperatures, and 1 dynamic moving boundary variable 
for a total of 6 required dynamic states of the model. This mode is shown schematically in Figure 
2.6 with state variables, inlet conditions, and outlet conditions denoted where applicable. 
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Figure 2.6: 2 Zone (Superheated and Two-Phase) Condenser Schematic 
Since there are six dynamics variables, six governing equations are needed. After 
intermediate mass flow rate elimination and state variable selection, five of the six equations that 
will be used are given below in Equations 2.117 – 2.121. The sixth equation is the superheated 
enthalpy profile assumption which was given in the derivation of mode 1 as Equation 2.106. 
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Because the outlet is now two-phase instead of superheated, the outlet enthalpy needs to 
be calculated differently than in mode 1. For this mode the mean void fraction profile of 
Equation 2.37 can be used to calculate outlet quality since it is not required in the dynamic 
equation set for this mode. Outlet quality can be iteratively calculated from Equation 2.37 using 
the inputs of inlet quality ( 1ix  ) and the mean void fraction dynamic state. For a given 
condensing pressure, outlet enthalpy can then be found from Equation 2.122. 
  , 1r o o v o fh x h x h     ( 2.122 ) 
To keep the order of the dynamic model consistent throughout all of the modes, other 
equations are used for the dynamic variables that are present in mode 1 but are absent in other 
modes. These equations are meant to track the disabled states to realistic values so that if the 
condenser were to revert to a mode where the disabled states are re-enabled, the resulting initial 
dynamics will not cause instabilities. For example, in mode 2, the equations for the time 
derivatives of two-phase normalized zone length, subcooled enthalpy, and subcooled wall 
temperature are given in Equations 2.123 – 2.125 respectively. The “k” values in Equations 
2.124 and 2.125 are chosen appropriately to make tracking occur quickly compared to the system 
dynamics. 
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2.3.1.6 Condenser Mode 3: 1 Zone (Two-Phase) 
The third mode of the condenser assumes one fluid two-phase zone throughout the heat 
exchanger. This mode typically acts as a transitional mode during shutdown-startup cycling 
operations. This mode requires 2 refrigerant variables, 1 wall temperature, and 0 dynamic 
moving boundary variables for a total of 3 required dynamic states of the model. This mode is 
shown schematically in Figure 2.7 with state variables, inlet conditions, and outlet conditions 
denoted where applicable. 
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Figure 2.7: 1 Zone (Two-Phase) Condenser Schematic 
Since there are three dynamics variables, three governing equations are needed. In this 
mode there are no intermediate mass flows or dynamic boundary variables. Therefore all of the 
governing equations can be used for computation and only thermodynamic variable selection is 
necessary in the derivation. After this is performed, the final equations are given in Equations 
2.126 – 2.128. Note that the number 2 is used for the two-phase single zone to keep the model 
consistent over all of the modes of the condenser. 
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Outlet enthalpy is calculated using Equation 2.122. It is assumed for the purposes of 
calculating outlet enthalpy that the inlet quality for this mode is always saturated vapor. 
However, outlet enthalpy is not an important parameter for this mode since this mode typically 
occurs during shutdown conditions. In the governing equations outlet enthalpy is always 
multiplied by outlet mass flow rate, which during shutdown conditions is zero. Since only three 
governing equations are used, six other equations for the disabled variables are needed. Two of 
them were given earlier in Equations 2.124 and 2.125 and the rest are given below in Equations 
2.129 – 2.132. The parameters 1,track  and 2,track for this mode are taken to be 0.005 and 0.99 
respectively to prevent division by zero if the condenser switches into another mode. The “k” 
values in Equations 2.129 – 2.132 are chosen appropriately to make tracking occur quickly 
compared to the system dynamics. 
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2.3.1.7 Condenser Mode 4: 1 Zone (Superheated) 
The fourth mode of the condenser assumes one superheated zone throughout the heat 
exchanger. This mode typically occurs only during shutdown operation. This mode requires 2 
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refrigerant variables, 1 wall temperature, and 0 dynamic moving boundary variables for a total of 
3 required dynamic states of the model. This mode is shown schematically in Figure 2.8 with 
state variables, inlet conditions, and outlet conditions denoted where applicable. 
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Figure 2.8: 1 Zone (Superheated) Condenser Schematic 
Since there are three dynamics variables, three governing equations are needed. In this 
mode there are no intermediate mass flows or dynamic boundary variables. Therefore, all of the 
governing equations can be used for computation and only thermodynamic variable selection is 
necessary in the derivation. After this is performed, the final equations are given in Equations 
2.133 – 2.135. 
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Outlet enthalpy is assumed to be equivalent to the lumped superheat enthalpy for this 
mode since no mass flow is assumed for this mode. Once again since this mode typically occurs 
 52  
during shutdown conditions where outlet enthalpy is not an important parameter. Since only 
three governing equations are used, six other equations for disabled variables are needed. Four of 
them were given earlier in Equations 2.124, 2.125, 2.129, and 2.130; the others are given below 
in Equations 2.136 and 2.137. The parameters 1,track  and 2,track for this mode are taken to be 
0.99 and 0.005 respectively to prevent division by zero if the condenser switches into another 
mode. The “k” values in Equations 2.136 and 2.137 are chosen appropriately to make tracking 
occur quickly compared to the system dynamics. 
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2.3.1.8 Switching Criteria 
This section is devoted to explaining the mode switching paths and the criteria used to 
trigger the model to switch between modes. The possible mode transition paths are shown in 
Figure 2.9. 
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Figure 2.9: Condenser Mode Transition Paths 
 The model uses state and state derivative dependent switching criteria to ensure smooth 
transitions of the state variables across modes as well as to ensure limited chatter between 
modes. These criteria are checked before any of the computations in the previous sections are 
performed to ensure that the correct mode is used at every point in time. This section will first 
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describe the criteria to switch out of mode 1 and follow up with the criteria to switch out of 
modes 2, 3, and 4 respectively. 
2.3.1.8.1 Mode 1 (3 zone: superheated, two-phase, and subcooled) 
The only possible transition out of mode 1 (3 zone) is to mode 2 (2 zone), which occurs 
when the condenser loses subcooling. The switch occurs when Equations 2.138 and 2.139 are 
satisfied. 
 
1 21 min       ( 2.138 ) 
 1 2 0
d d
dt dt
 
    ( 2.139 ) 
These conditions state that a switch is needed when the subcooled zone length is nearly 
zero and continuing to decrease. ζmin can be any small nonzero number, but its feasible range 
depends on the precision of the solver used to avoid matrix singularities. Reasonable values for 
min  using IEEE double precision solvers range from 0.001 – 0.005. 
2.3.1.8.2 Mode 2 (2 zone: superheated, two-phase) 
The first possible transition out of mode 2 is to mode 1. If operating conditions suggest 
that the condenser is accumulating enough mass to develop a subcooled zone, the condenser will 
switch into a 3 zone model. Specifically, the switch occurs when Equations 2.140 and 2.141 are 
satisfied. 
  2 Full min       ( 2.140 ) 
 0
d
dt

   ( 2.141 ) 
Full  represents the mean void fraction calculated from Equation 2.37 for a fully 
condensed situation ( 1ix  , 0ox  ). These conditions say that there is excess liquid volume 
accumulating in the condenser and that this volume is increasing. 
min  can be any small nonzero 
number but should be at least equal to (and is recommended to be greater than) the min  from 
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Equation 2.138 to provide a hysteresis effect which avoids rapid switching back and forth 
between modes 1 and 2. 
The second possible mode transition occurs when the condenser in mode 2 loses its 
superheated zone which suggests a switch into mode 3. This usually occurs when the compressor 
is turned off and the expansion device is either closed or barely open. The two-phase mass 
trapped in the condenser then redistributes throughout the entire volume. The switch occurs 
when Equations 2.142 and 2.143 are satisfied. 
 
1 min    ( 2.142 ) 
 1 0
d
dt

   ( 2.143 ) 
These conditions state that a switch is necessary when the superheated zone length is 
nearly zero and continuing to decrease. The same restrictions placed on the 
min  from Equation 
2.138 apply to the 
min  in Equation 2.142. 
The third possible mode transition occurs when the condenser in mode 2 loses its two-
phase zone which suggests a switch into mode 4. This occurs when the compressor is turned off 
but the valve is allowed to bleed mass at a very high rate out of the condenser. In simulation it 
has been observed that two possible sets of conditions exist for this switch to occur. The first, 
given by Equations 2.144 and 2.145, is analogous to the switching criteria of previous sections 
where zones disappeared. 
 11 min     ( 2.144 ) 
 1 0
d
dt

   ( 2.145 ) 
These equations state that a switch is necessary when the two-phase length is nearly zero 
and continuing to decrease. The same restrictions placed on the 
min  from earlier switching 
criteria apply to the 
min  in Equation 2.144. The second possible set of conditions for this mode 
switch to be necessary occurs when Equations 2.146 and 2.147 are satisfied. 
 
2 1h h   ( 2.146 ) 
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d
dt

   ( 2.147 ) 
These conditions state that the two-phase enthalpy, which is calculated from pressure and 
mean void fraction given in Equation 2.93, is in excess of the lumped superheated enthalpy and 
continuing to increase. However, at the same time the zone length does not say that the zone 
disappears. This condition arises from the forced dynamics associated with the profile 
assumption of the superheated zone in this mode. Equation 2.146 inherently implies that 1   in 
the two-phase zone at the time of switching which would seem to violate the mean void fraction 
assumption. However, in order to conserve mass more accurately, the two-phase enthalpy is 
forced reach the superheated enthalpy before the transition occurs. 
2.3.1.8.3 Mode 3 (1 zone: two-phase) 
The first possible transition out of mode 3 is to mode 2. This typically occurs at startup 
when the compressor is turned on and superheated vapor begins to be injected into the inlet of 
the condenser. For this switch to occur, Equations 2.148 and 2.149 must be satisfied. 
 , 0r im    ( 2.148 ) 
 ,r i vh h   ( 2.149 ) 
This is the only switching criteria that is not based upon states and state derivatives, and 
also the only mode switch that introduces a new zone at the inlet instead of the outlet. These 
conditions say that when the inlet conditions suggest that superheated vapor is being injected into 
the condenser, then the condenser should develop a superheated zone. 
The second possible transition out of mode 3 is to mode 4. This typically only occurs 
during long periods of shutdown where ambient natural convective heating from the environment 
causes the remaining trapped liquid mass in the condenser to fully evaporate. This switch occurs 
when Equations 2.150 and 2.151 are satisfied. 
 1    ( 2.150 ) 
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
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These conditions state that the mean void fraction has exceeded its maximum defined 
range, and therefore the two-phase enthalpy has exceeded the saturated vapor enthalpy and 
continues to increase. 
2.3.1.8.4 Mode 4 (1 zone: superheated) 
The only possible mode switch out of mode 4 is into mode 2. This occurs shortly after 
startup when enough mass has accumulated in the condenser to develop a two-phase zone. This 
switch occurs when Equations 2.152 and 2.153 are satisfied. 
 
1 v    ( 2.152 ) 
 1 0
d
dt

   ( 2.153 ) 
These conditions say that the density (and therefore the mass) of the condenser has 
exceeded the maximum possible for the condenser to only have superheated vapor, and the 
density is continuing to increase. The lumped superheated density is calculated from pressure 
and enthalpy (  1 1,P h  ) and its derivative is calculated from Equation 2.91. 
2.3.2 Evaporator 
The evaporator is the component of a VCC system that exchanges heat with the space 
where temperature control is desired. The evaporator is modeled using the moving boundary 
lumped parameter approach with mode switching capabilities. The evaporator model has three 
possible modes of operation depending on the number and composition of fluid phase zones 
present. The modeling assumptions, governing conservation equations, and mean void fraction 
assumption are identical to what was presented in the condenser model derivation. The steps of 
the derivation of each mode of the evaporator are also identical to those of the condenser: 
integrate the governing conservation equations over the length of each fluid phase zone present, 
eliminate any boundary mass flow rates through substitution, eliminate redundant 
thermodynamic state variables, and add additional profile assumptions. However, the zone 
number notation between the condenser and the evaporator will be different. This section will 
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present the equation sets of each possible mode of the evaporator and the criteria used to switch 
in between them. 
2.3.2.1: Evaporator Mode 1: 2 Zone 
The first mode of the evaporator assumes two distinct fluid phase zones within the heat 
exchanger with one moving boundary at the phase transition. This mode requires 3 refrigerant 
variables, 2 wall temperatures, and 1 dynamic moving boundary variable for a total of 6 required 
dynamic states of the model. This mode is shown schematically in Figure 2.10 with state 
variables, inlet conditions, and outlet conditions denoted where applicable. 
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Figure 2.10: 2 Zone Evaporator Schematic 
Since there are six dynamics variables, six governing equations are needed. After 
intermediate mass flow rate elimination and state variable selection, five of the six equations that 
will be used are given below in Equations 2.154 – 2.158. The sixth equation is the two-phase 
mean void fraction profile assumption which was given in Equation 2.109. However, the inlet 
quality to be used in Equation 2.37 for the evaporator is calculated in Equation 2.159. 
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Outlet refrigerant enthalpy is calculated through the log mean temperature equation given 
in Equation 2.113 with the obvious difference that anywhere a subscript “3” appears should now 
be replaced by a subscript “2”. Air side calculations are handled by Equations 2.114 – 2.116. 
2.3.2.2: Evaporator Mode 2: 1 Zone (Two-Phase) 
The second mode of the evaporator assumes one zone of two-phase fluid within the heat 
exchanger. It assumes the evaporator has lost its superheated zone. This mode occasionally 
occurs during operation but does so more often during shutdown conditions. This mode requires 
2 refrigerant variables, 1 wall temperature, and 0 dynamic moving boundary variables for a total 
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of 3 required dynamic states of the model. This mode is shown schematically in Figure 2.11 with 
state variables, inlet conditions, and outlet conditions denoted where applicable. 
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Figure 2.11: 1 Zone (Two-Phase) Evaporator Schematic 
Since there are three dynamics variables, three governing equations are needed. In this 
mode there are no intermediate mass flows or dynamic boundary variables. Therefore all of the 
governing equations can be used for computation and only thermodynamic variable selection is 
necessary in the derivation. After this is performed, the final equations are given in Equations 
2.160 – 2.162. 
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Outlet refrigerant enthalpy is calculated the same way it was calculated in condenser 
mode 3. First, outlet quality can be iteratively calculated from Equation 2.37 using the inputs of 
inlet quality calculated from Equation 2.159 and the mean void fraction dynamic state. For a 
given evaporating pressure, outlet enthalpy can then be found from Equation 2.122. Since only 
three governing equations are used, three other equations for the disabled variables are needed. 
They are given by Equations 2.163 – 2.165. The parameter 1,track  for this mode is taken to be 
0.999 to conserve mass most effectively while preventing division by zero if the evaporator 
switches into another mode. The “k” values in Equations 2.163 – 2.165 are chosen appropriately 
to make tracking occur quickly compared to the system dynamics. 
 
  1 1, 1track
d
k
dt

     ( 2.163 ) 
  2 2v
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k h h
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  2 1 2
w
w w
dT
k T T
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    ( 2.165 ) 
2.3.2.3 Evaporator Mode 3: 1 Zone (Superheated) 
The fourth mode of the evaporator assumes one superheated zone throughout the heat 
exchanger. This mode occurs only during shutdown operation. This mode requires 2 refrigerant 
variables, 1 wall temperature, and 0 dynamic moving boundary variables for a total of 3 required 
dynamic states of the model. This mode is shown schematically in Figure 2.12 with state 
variables, inlet conditions, and outlet conditions denoted where applicable. 
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Figure 2.12: 1 Zone (Superheated) Condenser Schematic 
Since there are three dynamics variables, three governing equations are needed. In this 
mode there are no intermediate mass flows or dynamic boundary variables. Therefore all of the 
governing equations can be used for computation and only thermodynamic variable selection is 
necessary in the derivation. After this is performed, the final equations are given in Equations 
2.166 – 2.168. 
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Outlet enthalpy is assumed to be equivalent to the lumped superheat enthalpy for this 
mode since no mass flow is assumed for this mode. Once again since this mode typically occurs 
during shutdown conditions where outlet enthalpy is not an important parameter. Since only 
three governing equations are used, three other equations for disabled variables are needed. 
These are given in Equations 2.169 – 2.171. The parameter 1,track  for this mode is taken to be 
 62  
0.001 to conserve mass most effectively while preventing division by zero if the evaporator 
switches into another mode. The “k” values in Equations 2.169 – 2.171 are chosen appropriately 
to make tracking occur quickly compared to the system dynamics. 
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2.3.2.4 Switching Criteria 
This section is devoted to explaining the mode switching paths and the criteria used to 
trigger the model to switch between modes. The possible mode transition paths are shown in 
Figure 2.13. 
Mode 2
(Two-Phase 
Only)
Mode 3
(Superheated 
Only)
Mode 1
(2 Zone)
 
Figure 2.13: Evaporator Mode Transition Paths 
 The model uses state and state derivative dependent switching criteria to ensure smooth 
transitions of the state variables across modes as well as limited chatter between modes. These 
criteria are checked before any of the computations in the previous sections are performed to 
ensure that the correct mode is used at every point in time. This section will proceed in order, 
starting from the criteria to switch out of mode 1 and following up with the criteria to switch out 
of modes 2 and 3 respectively. 
2.3.2.4.1 Mode 1 (2 zone: superheated and two-phase) 
The only possible transition out of mode 1 is to mode 2 which occurs when the 
evaporator loses superheat. The switch occurs when Equations 2.172 and 2.173 are satisfied. 
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11 min     ( 2.172 ) 
 1 0
d
dt

   ( 2.173 ) 
These conditions state that a switch is needed when the superheated zone length is nearly 
zero and continuing to decrease. ζmin can be any small nonzero number, but its feasible range 
depends on the precision of the solver used to avoid matrix singularities. Reasonable values of 
min  for IEEE double precision solvers are anywhere from 0.001 – 0.005. 
2.3.2.4.2 Mode 2 (1 zone: two-phase) 
The first possible transition out of mode 2 is to mode 1. If conditions say that the 
evaporator is losing enough mass to develop a superheated zone, the evaporator will switch into 
a 2 zone model. Specifically, the switch occurs when Equations 2.174 and 2.175 are satisfied. 
  1 Full min       ( 2.174 ) 
 0
d
dt

   ( 2.175 ) 
Full  represents the mean void fraction calculated from Equation 2.37 for a fully 
evaporated situation (
ix  from Equation 2.159, 0ox  ). These conditions say that there is excess 
vapor volume accumulating in the evaporator and this volume is increasing. 
min  can be any 
small nonzero number but should be at least equal to (and is recommended to be greater than) the 
min  from Equation 2.172 to provide a hysteresis effect which avoids rapid switching back and 
forth between modes 1 and 2. 
The second possible transition out of mode 2 is to mode 3. This typically only occurs 
during long periods of shutdown where conditions are such that natural convective heating from 
the space causes the remaining trapped liquid mass in the evaporator to fully evaporate. This 
switch occurs when Equations 2.176 and 2.177 are satisfied. 
 1 v    ( 2.176 ) 
 0
d
dt

   ( 2.177 ) 
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These conditions say that the density (and therefore the mass) of the evaporator is too 
small to contain any liquid and it is continuing to decrease because the void fraction is 
continuing to increase. The lumped two-phase density used in Equation 2.176 is calculated from 
Equation 2.92. 
2.3.2.4.3 Mode 3 (1 zone: superheated) 
The only possible transition out of mode 3 is to mode 1. This typically occurs at startup 
when the compressor is turned on and two-phase fluid begins to be injected into the inlet of the 
evaporator. For this switch to occur, Equations 2.178 and 2.179 must be satisfied. 
 , 0r im    ( 2.178 ) 
 ,r i vh h   ( 2.179 ) 
This is the only switching criteria that is not based upon states and state derivatives. 
These conditions say that when the inlet conditions suggest that two-phase fluid is being injected 
into the evaporator, and that the system is not shutdown, then the evaporator model should 
develop a two-phase zone. 
2.3.3 Multipurpose Tank 
The multipurpose tank model is used to simulate various secondary mass storage devices 
within a VCC system. These include, but are not limited to, receivers, accumulators, flow splits, 
flow junctions, and can be also used to simulate dynamic pressure drop in long pipes if static 
computations are not providing the required amount of accuracy. The tank model assumes a 
constant volume tank, and assumes lumped uniform thermodynamic properties throughout the 
entire volume of the tank. As stated previously, only two properties are necessary to determine 
the thermodynamic state of a fluid, and these may be chosen to be the most convenient for 
modeling purposes. For this model, mass and pressure are chosen as the independent variables of 
calculation. To solve for the independent variables, the conservation of both mass and energy 
must be applied to the tank control volume. The conservation of mass is given in Equation 2.180. 
 
, ,r i r o
dm
m m
dt
    ( 2.180 ) 
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Equation 2.180 is derived from Equation 2.29 by integrating over a constant length and 
can be used to directly compute dynamic change of mass (or equivalently dynamic change of 
density with constant volume). The conservation of energy is given in Equation 2.181. 
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  ( 2.181 ) 
Equation 2.181 is derived from Equation 2.30 by integrating over a constant length. 
Applying the chain rule to the first term of Equation 2.181 results in Equation 2.182. 
  , , , ,r i r i r o r o r s a r
d dh dP
V h m h m h A T T
dt dt dt

 
 
      
 
  ( 2.182 ) 
Noting that enthalpy is not a state of the model and can be calculated from ( , )h h P  . 
Its time derivative can be decomposed into partial derivatives of other states and rearranged to 
result in Equation 2.183. 
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 It is now theoretically possible to solve for the time derivative of pressure since 
all of the other quantities are known (the time derivative of density multiplied by the constant 
volume is equivalent to Equation 2.180); however, 
P
h



 and 
h
P 


are computationally 
expensive because for most fluids, density varies very nonlinearly across an enthalpy sweep and 
therefore is a poor choice for an input for calculating partial derivatives. Therefore, the 
derivation proceeds by multiplying Equation 2.183 by 
Ph


 to obtain Equation 2.184. 
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In Equation 2.184 it is noted that 1
PP
h
h


 

 
, and an application of the triple product 
rule of calculus (whose generic form is given in Equation 2.185) to the first term of Equation 
2.184 results in Equation 2.186. 
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Substituting Equation 2.186 into the first term of Equation 2.184 and rearranging the 
entire equation results in Equation 2.187. 
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Noting that 
d dm
V
dt dt

  , Equation 2.180 can be substituted into Equation 2.187 resulting 
in Equation 2.188. Equation 2.188 is then rearranged to compute the time derivative of pressure 
given by Equation 2.189. 
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In Equation 2.189 all partial derivatives require the partial of density with the other 
variables as inputs, which is computationally less expensive than using Equation 2.183. 
Equations 2.180 and 2.189 can now be used to dynamically compute the state derivatives of the 
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model. For models containing flow junctions and flow splits, the terms ,r im , ,r om , , ,r i r im h , and 
r,o r,om h  become summations over the number of inlets and/or outlets of the tank.  
All parameters of the equations are known with the exception of the outlet enthalpy. This 
parameter depends on the type of tank being modeled. If the tank is a simple mixing tank with no 
outlet enthalpy restriction, the outlet enthalpy is always taken to be equivalent to the lumped tank 
enthalpy. If the tank is a receiver or an accumulator, a sigmoid function is used to ensure smooth 
transitions between the empty, full, and partially full states of the tank. For a receiver, where the 
outlet enthalpy is assumed to always be saturated liquid, the outlet enthalpy takes on the profile 
given in Equation 2.190 during the period where the tank is partially full (where   (the void 
fraction) is given in Equation 2.191). 
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For an accumulator, where the outlet enthalpy is assumed to always be saturated vapor, 
during the period where the tank is partially full the outlet enthalpy takes on the profile given in 
Equation 2.192 with the same definition of   as for the receiver. 
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  ( 2.192 ) 
For both the receiver and the accumulator, if the tank is completely empty or full of 
liquid, the outlet enthalpy is taken to be the lumped tank enthalpy. For flow splits that are also a 
receiver or accumulator, it is assumed that the computed outlet enthalpy is the same over all of 
the outlets. 
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2.3.4 Box/Load Model 
The box model is a mathematical representation of the space where temperature control is 
desired. This can range from a room within a household to a cargo space for refrigerated 
transport. In any case it can be described by a number of temperature states with heat transfer 
interactions in between them. A schematic of the physical box with all possible denoted 
temperature states is given in Figure 2.14. For some applications of this model, some of these 
temperature states may be deactivated such as the case where the product does not exist. 
Products (Tprod)
Insulation
Space Air (Ta) 
Wind Flow
Solar AbsorptionEmission
Inner Wall (Tw,i) Outer Wall (Tw,o)
Refrigeration
Unit
Door 
Infiltration
Air Flow
 
Figure 2.14: Schematic of Box Model with Possible Temperature States 
To explain the heat transfer interactions between all parts of the box model, the 
conservation of energy equation in temperature formulation (similar to equation 2.31) is applied 
to each temperature state. Starting with the products, the conservation of energy equation is 
given in Equation 2.193. 
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  ( 2.193 ) 
In Equation 2.193, prodQ  is the heat of respiration given off by the product (for the case 
of produce, etc.) and  s prodUA  is the convective heat transfer coefficient between the products 
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and the air multiplied by the surface area of the products. For the space air the conservation of 
energy equation is given in Equation 2.194. 
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In Equation 2.194 refQ  represents the cooling capacity provided by the refrigeration unit 
calculated from the air side of the evaporator. 
doorQ  is the heat infiltration due to door openings 
and is calculated through Equation 2.195, which is a correlation found in [24]. In Equation 2.195 
  represents the door protection rating which is a number between zero and one that quantifies 
the protective measures, such as curtains, taken to reduce heat infiltration. 
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 s aUA  is the convective heat transfer coefficient between the inner wall and the space air 
multiplied by the inner wall surface area. The coefficient is given in Equation 2.196 and taken 
from a correlation in [30]. 
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The inner wall conservation of energy equation is given in Equation 2.197.  
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In Equation 2.197  s boxUA is the overall heat resistance coefficient due to conduction 
through the box insulation. This parameter is experimentally obtained for given space 
dimensions, wall materials, and insulation materials or approximated from thermal resistance 
values for common insulation materials. The outer wall conservation of energy equation is given 
in Equation 2.198. 
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In Equation 2.198 
solarQ  accounts for the solar flux heat absorption and emission given 
through Equation 2.199 where   is the surface emissivity, 
solarF  is the solar view factor, solarG  is 
the solar flux value,   is the Stefan-Boltzmann constant and the temperature must be in Kelvin. 
  4 4, ,solar w o solar solar w o ambQ A F G T T        ( 2.199 ) 
 s ambUA  is the convective heat transfer coefficient between the ambient air flow and the 
outer box wall multiplied by the outer surface area of the box. The coefficient is given in 
Equation 2.200 from a correlation in [31] where 
ambv  is the wind speed in meters per second. 
  
0.78
7.1amb ambU v   ( 2.200 ) 
Equations 2.193, 2.194, 2.197, and 2.198 along with an integration scheme can be used to 
solve for all of the temperature states of the model. These temperature states are crucial input 
parameters for temperature control methods that will be developed in later chapters. 
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Chapter 3     
Non-Hybrid VCC System Simulation 
This chapter describes the toolset used to simulate hybrid VCC systems. The original 
version of the toolset was developed in the MATLAB/Simulink environment under the name 
“Thermosys” and described in [32]. The purpose of its creation was to facilitate model validation 
and controller development for VCC systems. The toolset has undergone a number of revisions 
since that publication and is currently named “Thermosys 4.” The most recent revisions were 
focused upon increasing computational efficiency within the MATLAB/Simulink environment 
and facilitating the inclusion of VCC hybridization capabilities. The remainder of this chapter 
will detail the computational methods of the current version of the toolset that will be used for all 
system simulations in this thesis. 
3.1 Library Structure 
The toolset contains a library of Simulink blocks that constitute the majority of models in 
Thermosys 4. Once installed, the toolset is accessible from the Simulink library browser. The 
two subdirectories of the library are “Components” and “Fluid Properties,” and the browser is 
shown in Figure 3.1. 
The “Components” subdirectory contains Simulink blocks which model all of the 
components described in the modeling chapters of this thesis as well as blocks that serve 
secondary purposes such as pre-configured first order filters. The component blocks were 
designed for modularity as well as drag and drop functionality into a Simulink model. In contrast 
to previous versions, block icons have been replaced with input/output port labels to facilitate 
faster construction of system models. The “Components” subdirectory is shown in Figure 3.2. 
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Figure 3.1: Thermosys 4 Library Directory 
 
Figure 3.2: Components Subdirectory 
The “Fluid Properties” subdirectory contains Simulink blocks that interpolate over a 
database of tabulated fluid properties using other property inputs that are specified in parentheses 
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on each individual block label. These fluid property blocks are never specifically used in any of 
the component blocks in Thermosys 4. They were held over from previous versions for 
convenience of use in calculating properties within Simulink models. The “Fluid Properties” 
subdirectory is shown in Figure 3.3. 
 
Figure 3.3: Fluid Properties Subdirectory 
3.2 Components 
3.2.1 S-Functions 
S-Functions, or system-functions, are a powerful way of combining the advantages of the 
block based Simulink environment and the code based MATLAB scripts to model dynamic 
systems. In its most general form, the S-Function is a MATLAB script that contains a number of 
embedded functions which execute in a specific sequence to simulate the system as if it were 
modeled in the Simulink block based environment. S-Functions are able to model discrete or 
continuous components and systems, as well as both static and dynamic components and 
systems. The sequence of steps for flow of information in a Simulink based simulation is 
displayed below in Figure 3.4. 
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Figure 3.4: Sequence of Steps in Simulink 
In order to complete each of the steps shown in Figure 3.4, the S-Function contains sub-
functions which are executed by the solver in a particular order. A description of the purpose of 
each sub-function in the order they are called is listed below. 
1. Setup – Provides the interface between the S-Function and the block in the Simulink 
environment. Sets up basic characteristics and allocates memory for objects 
such as parameters, inputs, outputs, continuous states, as well as initializes the 
number and order of sub-functions within the S-Function. Only run once per 
simulation. 
2. Post Propagation Setup – Sets up the memory allocation for the discrete state 
vector, as well as the number and properties of each of the discrete states. Only 
run once per simulation. 
3. Start – Initializes discrete and continuous states. Only run once at the beginning of 
the simulation. 
4. Outputs – Calculates and then passes the output values to the output ports of the 
Simulink block containing the S-Function. Run first after initialization, and 
then at every time step of the simulation. 
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5. Update – Calculates discrete state values and assigns these to the discrete state 
vector. Called and run at each time step of the simulation. 
6. Derivatives – Calculates the values of the derivatives of each continuous state, and 
stores them within the derivative vector. Called and run at each time step of the 
simulation. 
After the derivative function has been called, Simulink will numerically integrate the 
derivative vector using the solver chosen by the user and check for convergence of the solutions 
to a prescribed tolerance set in the Simulink interface. If the solutions converge, the simulation 
will restart the cycle at the output stage for the next time step. If they do not convergence, the 
simulation with decrease the current time step size and recalculate derivatives and reintegrate 
until either convergence is achieved or a minimum threshold for step size is reached. 
S-Functions for each individual component can be viewed and edited by users. They are 
contained inside the Component S-Functions folder within the Thermosys 4 file structure. If a 
user would like to create a new component S-Function, it is suggested to begin from a previously 
existing S-Function and modify the code accordingly so that the basic structure is pre-
configured. Additional details on S-Function development can be found in the MATLAB help 
directory. 
3.2.2 Component Blocks 
In order to interface MATLAB S-Functions with the Simulink environment, Level 2 
MATLAB S-Function blocks are used which provide the tools for this interfacing. The basic 
structure of such a block is found within the User-Defined Functions tab of the Simulink Library 
Browser. However, the Thermosys 4 library described earlier already contains pre-configured 
blocks for each component S-Function. 
An close up of the exterior of the Level 2 MATLAB S-Function block for the EEV is 
shown in Figure 3.5 with labels over the input and output signal ports. 
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Figure 3.5: S-Function Block Exterior for the EEV 
An example of the interior of a Level 2 MATLAB S-Function block is shown in Figure 
3.6. This is accessed by right clicking on the block and selecting Look Under Mask. 
 
Figure 3.6: S-Function Block Interior for the EEV 
In this dialog box, the component S-Function is interfaced by typing its filename into the 
S-function name input box. If done correctly, clicking on the Edit box will then bring up the S-
Function in another window. However, if the block is already part of a library that is locked by 
default (such as the library in Thermosys 4), the library will have to be unlocked first before 
accessing the S-Function code. Once completed, selecting OK will then update the exterior of the 
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block to display the number of input and output ports given by the number initialized in the setup 
sub-function of the S-Function code.  
The Parameters input box is where the variable names of the mask parameters (discussed 
in the next section) are inputted in order to allow them to be passed into the S-Function for use. 
The number of parameters in this input box should match the value given in the setup sub-
function of the component S-Function code. 
3.2.3 Component Masks 
Component masks represent the way in which user supplied parameters and initialization 
calculations are handled in the Simulink S-Function code structure. Figure 3.7 shows an example 
of the user input mask for the condenser model. 
 
Figure 3.7: Condenser Mask Example 
Users can then edit the parameters of the components (such as geometric parameters, 
operating conditions, etc.). These masks are accessed from the Simulink model environment by 
double clicking on an S-Function block once the masks are created.  
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To begin creating a mask in a new S-Function block, the user must right click on the 
block and select Create Mask. (Note: this becomes Edit Mask after the first time it is selected). 
After this a window will appear similar to that shown in Figure 3.8. 
 
Figure 3.8: Mask Editor Dialog Box 
The different tabs at the top of this dialog box correspond to different parts of the mask 
structure that need to be specified in order to create a mask. Each is briefly explained below. 
1. Icon & Ports – Controls the visual graphics on the exterior of the Level 2 MATLAB 
S-Function block. Allows for pictures, port by port labels, colors, etc. 
2. Parameters – Creates and sets properties for user inputs such as those shown in 
Figure 3.7. Allows various types of inputs such as value, checkbox, dropdown 
box, etc. 
3. Initialization – Customizable initialization script utilizing user inputs that runs when 
any of the inputs are updated. This script can be used to calculate mask 
parameters from user inputs which are then passed into the S-Function through 
the component block. 
4. Documentation – Allows for input of block description and customizable help files 
which can be easily accessed from the Simulink environment. 
Once a mask is initialized for a component block, the following steps detail the sequence 
of actions to create a simple mask. 
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1. Define the necessary user inputs and their properties in the parameters tab. 
2. Create initialization code to calculate necessary parameters from user inputs in the 
initialization tab. 
3. (Optional) Create help instructions such as component, input-output port, or user 
input descriptions in the documentation tab. 
4. (Optional) Add graphics or port labels to the block in the Icons & Ports tab. 
3.3 Support Functions 
Thermosys 4 contains a number of additional functions, maps, and generation files that 
are crucial to its implementation, but may not be specific to any particular component. These 
support functions and maps are located in a different folder from the S-Functions and can be 
called within one or multiple S-Functions. The folders contained within the Support Functions 
folder in the Thermosys 4 file structure and their contents are explained below. 
1. Fluid Table Generation – This folder contains the MATLAB scripts that were 
developed to create the database of property tables for the various heat transfer 
fluids modeled in Thermosys 4. These tables were populated with results from 
equations of state in the NIST program REFPROP 9 [33]. They are then 
retrieved through interpolation in S-Function codes. 
2. Property Functions – This folder contains various physical correlations and other 
empirically derived functions that calculate properties which are utilized by 
multiple component S-Functions. Most of these provide a reference to the 
publication where the correlation was developed at the beginning of the code 
of each function. 
3. Utility Functions – This folder contains functions for various numerical 
computations such as calculating finite derivatives and perform fast 
interpolations. These are used many times throughout the S-Functions and can 
be utilized outside of Thermosys as well for engineering calculations. Most of 
these files provide explanations and input descriptions at the beginning of the 
code of each function. 
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As improved property correlations, faster interpolation schemes, or new components 
which require other properties not yet modeled are developed, more functions will be placed into 
this folder in future versions of Thermosys 4. The user is advised to place any generic property 
correlation or utility function they create into this folder to keep the file structure organized. 
Additional information regarding the implementation of Thermosys 4 can be found at [34]. 
3.4 Simulation Results 
This section is devoted to showing the performance of simulations of non-hybridized 
VCC systems using the Thermosys 4 toolset. These simulations are designed to model a mobile 
refrigeration unit rated at ~7 kW cooling capacity. This section will simulate both a four 
component cycle in open loop as well as a nine component cycle in closed loop with the box 
model. 
3.4.1 Open Loop Four Component Cycle 
The four component VCC cycle to be simulated is shown schematically in Figure 3.9. 
 Compressor
Condenser
Evaporator
TXV
 
Figure 3.9: 4 Component VCC Cycle Schematic 
The parameters and initial conditions for the dynamic condenser and evaporator models 
are given in Tables 3.1 and 3.2 respectively. 
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Table 3.1: Heat Exchanger Parameters 
Parameter Condenser Evaporator 
Refrigerant R404A R404A 
Hydraulic Diameter [m] 0.0073279 0.008763 
Refrigerant Length of One Pass [m] 14.104 6.968 
Parallel Refrigerant Passes 6 11 
Air Side Cross Sectional Area of One Pass [m2] 0.07042658 0.028377656 
Air Side Surface Area of One Pass [m2] 5.466569712 2.102733624 
Refrigerant Side Cross Sectional Area [m2] 0.0000421744 .0000603109 
Refrigerant Side Surface Area of One Pass [m2] 0.3246811 0.191819956 
Wall Mass of One Pass [kg] 2.783159694 1.188273814 
Wall Specific Heat [kJ/(kg*K)] 0.706402604 0.594082399 
 
Table 3.2: Heat Exchanger Initial Conditions – 4 Component Model 
Initial Condition Condenser Evaporator 
Refrigerant Mass Flow Rate [kg/s] 0.08216 0.08216 
Refrigerant Pressure [kPa] 2221 236.4 
Refrigerant Inlet Temperature [°C] 90 N/A 
Refrigerant Outlet Enthalpy [kJ/kg] 269.8 N/A 
Refrigerant Inlet Enthalpy [kJ/kg] N/A 269.8 
Refrigerant Outlet Temperature [°C] N/A -19.51 
Air Mass Flow Rate [kg/s] 1.366 1.286 
Air Inlet Temperature [°C] 37.78 -17.78 
 
For the TXV, the spring and differential pressures were 50 and 300 kPa respectively and 
the maximum Cv value was 0.0004. The time constant of the bulb temperature of the TXV was 
set to 20 seconds and the time constant of the compressor outlet enthalpy was set to 25 seconds. 
The compressor and the fans are connected with belts to a motor whose RPM was modulated to 
simulate two shutdown/startup cycles over 2000 seconds. The RPM of the compressor is shown 
in Figure 3.10. 
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Figure 3.10: Compressor RPM – 4 Component Model 
The pressure dynamics are shown in Figure 3.11 and the zone length dynamics of the 
condenser and evaporator are shown in Figures 3.12 and 3.13 respectively. During system 
shutdown periods the condenser pressure drops, and the model switches into superheat only 
mode as mass migrates to the evaporator. This increase in mass causes an increase in evaporator 
pressure until it equilibrates with the condenser pressure. The evaporator loses its superheated 
zone during this period as it fills with liquid from the condenser. During startup, the condenser 
pressure rises and more zones form as the mass migrates back to the condenser. Reciprocally, the 
evaporator pressure falls and the superheated zone reappears as mass leaves the evaporator. 
Mass conservation is an integral part of VCC modeling as refrigerant charge plays an 
important role in the dynamics of the system. Therefore, refrigerant charge should be checked 
after any simulation to ensure any that there are not significant losses or gains due to modeling 
error or assumptions. Figure 3.14 shows the refrigerant charge as a function of time throughout 
the simulation. The largest difference from the initial mass value of 1.332 kg is 0.01 kg which 
represents a 0.75% difference. Figure 3.14 shows that the largest mass spikes come from the 
transients associated with the startup and shutdown where zones in the condenser and evaporator 
are disappearing and reappearing and therefore the system is numerically losing and gaining 
mass respectively. However, 0.75% is well within reasonable bounds for accuracy of mass 
conservation. 
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Figure 3.11: Pressure Dynamics – 4 Component Model 
 
Figure 3.12: Condenser Zone Length Dynamics – 4 Component Model 
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Figure 3.13: Evaporator Zone Length Dynamics – 4 Component Model 
 
Figure 3.14: Refrigerant Mass Dynamics – 4 Component 
3.4.2 Closed Loop Nine Component Cycle 
For this simulation the VCC system will be placed in closed loop with the box model 
using feedback control of the compressor on/off state to regulate temperature. It will include 
ambient disturbances as well as a delivery schedule for door opening events. The schematic for 
this is shown in Figure 3.15. The nine component VCC system itself is shown in Figure 3.16. 
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Figure 3.15: Closed Loop Block Diagram 
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Figure 3.16: Nine Component VCC System 
For this simulation, causality requires placing a mass flow calculating pipe block in 
between the pressure calculating condenser and receiver, and placing a pressure calculating tank 
block in between the mass flow calculating compressor and MTV. The control scheme will 
attempt to regulate space temperature within a band of 1.7°C around a 5°C set point by turning 
the system on and off accordingly. The heat exchanger parameters are identical to those given in 
Table 3.1. The initial conditions of the heat exchangers are given in Table 3.3 and the parameters 
and initial conditions of the tanks are given in Table 3.4. The ambient conditions are given in 
Table 3.5 and the box parameters and initial conditions are given in Table 3.6. 
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Table 3.3: Heat Exchanger Initial Conditions – 9 Component Model 
Initial Condition Condenser Evaporator 
Refrigerant Mass Flow Rate [kg/s] 0.07 0.07 
Refrigerant Pressure [kPa] 2055 478.4 
Refrigerant Inlet Temperature [°C] 80 N/A 
Refrigerant Outlet Enthalpy [kJ/kg] 263 N/A 
Refrigerant Inlet Enthalpy [kJ/kg] N/A 235.5 
Refrigerant Outlet Temperature [°C] N/A -1 
Air Mass Flow Rate [kg/s] 1.435 1.131 
Air Inlet Temperature [°C] 35 5 
 
Table 3.4: Tank Parameters and Initial Conditions – 9 Component Model 
Parameter/Initial Condition Receiver Tank 
Volume [m3] 0.00185 0.003 
Initial Pressure [kPa] 2031 212.5 
Initial Enthalpy [kJ/kg] 300 385.6 
 
Table 3.5: Ambient Conditions – 9 Component Model 
Condition Value 
Ambient Temperature [°C] 35 
Wind Speed [m/s] 10 
Solar Flux [W/m2] 887 
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Table 3.6: Box Parameters and Initial Conditions – 9 Component Model 
Parameter/Initial Condition Value 
Length [m] 8 
Height [m] 2.44 
Width [m] 2.44 
UAbox [W/K] 32.5 
Wall Capacitance [J/K] 551,724 
Inner Wall Initial Condition [°C] 15 
Outer Wall Initial Condition [°C] 35 
Space Air Initial Condition [°C] 15 
Door Height [m] 2.4 
Door Width [m] 2.4 
Solar View Factor 0.25 
Surface Emissivity 0.8 
 
The parameters of the TXV are identical to those in the 4 component simulation. For the 
MTV, the set point and differential pressures were 213.7 and 137.9 kPa respectively and the 
maximum Cv value was 0.00038. The delivery schedule was constructed to have two six minute 
door opening events within the 2 ½ hour simulation period. 
The performance of the controller in maintaining the set point temperature is shown in 
Figure 3.17. Figure 3.17a shows that the controller performs well in cycling the system to 
maintain the temperature band for all periods except the two door opening events when the 
system was designed to shut off to prevent blowing cold air out to the ambient environment. 
However, when then door closes, the system immediately pulls the temperature back to the set 
point and begins cycling again. Figure 3.17b shows that it takes 400 seconds for the system to 
pull the temperature back down to the setpoint after a door opening event. 
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Figure 3.17: (a) Temperature Control Performance (b) Zoomed in Pull Down Section 
The refrigerant mass dynamics are shown in Figure 3.18. Figure 3.18 shows that the 
largest difference from the initial mass value of 2.179 kg is 0.004 kg which represents a 0.18% 
difference. This is well within any bounds of numerical accuracy required to consider the mass 
conserved. There are significantly more mass transients in this simulation compared to the 4 
component simulation because there are significantly more system shutdown/startup cycles. 
 
Figure 3.18: Refrigerant Mass Dynamics – 9 Component 
VCC system efficiency is most commonly measured by the coefficient of performance 
(COP), which is the ratio of the instantaneous rate of cooling capacity to the instantaneous 
compressor power consumption. However, this metric only applies for systems at steady state 
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conditions. While theoretically this metric could be used to characterize the current system, it is 
more logical for highly unsteady systems to use a different metric. Additionally, the current 
system will be later compared to the hybrid system whose performance cannot be analyzed by 
the instantaneous COP metric. One possible metric that will be used in this work is called the 
integrated coefficient of performance (ICOP). The ICOP is the ratio of total heat removed to total 
energy consumed by the compressor. It is analogous to the COP in that it measures the same 
quantities over a period of time instead of instantaneously. The integrated coefficient of 
performance is calculated through Equation 3.1. 
 
0
0
T
net
T
k
Q
ICOP
W



  ( 3.1 ) 
netQ  is calculated by summing the contributions of each region of the evaporator using 
Equation 2.115 and then subtracting the evaporator fan power, and kW  is calculated from 
Equation 2.6 in the compressor model derivation. Figure 3.19, which gives the required data for 
the current simulation, shows that 
0
14.78 MJ
T
netQ   and 
0
9.75 MJ
T
kW  . The integrated 
coefficient of performance is then calculated to be 1.516. This will be compared later to the 
hybrid system trying to hold the same temperature band over the same drive cycle. 
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Figure 3.19: System Efficiency Performance – 9 Component 
Other possible efficiency metrics involve taking an integral or an average of the energy 
consumption over multiple smaller time periods throughout the duration of use. These data 
points can then be used to determine at what points in the cycle the system was very efficient and 
at what points it was not. Choosing the correct efficiency metric will depend on what is most 
important for the engineer. If minimization of total energy or cost is important, the ICOP would 
be a good choice. If improvement during specific conditions or periods of time is important, a 
moving average would be a good choice. 
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Chapter 4     
TES Modeling Theory & Simulation 
4.1 Introduction 
This chapter first presents a detailed description of the fundamentals and methods used to 
derive a model for the thermal energy storage component. It then presents results from 
standalone simulations of the aforementioned model. The TES derivation has been separated 
from the derivations of the other system components because of its importance in the hybrid 
system architecture. TES units may either store sensible heat through cooling a fluid or latent 
heat through a phase change material (PCM) undergoing a freezing process. This work will focus 
on latent heat storage due to the much higher amount of energy storage it can provide. 
 In order to model a TES unit, a geometry must be defined first, and then a suitable 
mathematical model must then be applied to the geometry. For the mobile refrigeration unit 
applications in this work, the TES will be modeled as a bank of finned coaxial cylinders. This 
geometry will allow the TES unit to mimic the size and shape of a compact evaporator. 
Refrigerant used to charge the TES will flow within the inner cylinder, PCM will be housed 
within the annulus, and air will flow over the tubes and fins to discharge the TES. A schematic of 
the TES unit interior and exterior is given in Figure 4.1. 
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Figure 4.1: Interior (a) and Exterior (b) TES Geometry 
The majority of models for the PCM section of TES units can be broadly classified into 
two categories according to the approach used to solve the heat transfer and phase change 
problem. These are the moving boundary method and the fixed grid method. A review of 
literature using these modeling methods as well as a brief description of an example derivation is 
given in [35]. The derivations given in this chapter will be different from those given in the 
reference because the current ones will always use enthalpy for the thermodynamic state 
variable. Enthalpy is used because it is continuous over phase changes unlike temperature which 
is not. 
In this work, the TES acts like a second evaporator unit from the refrigerant’s point of 
view. Therefore, the refrigerant section of the TES uses the same moving boundary method 
equations as the refrigerant in the evaporator from the VCC system model. The walls are now 
transferring heat with the PCM, so the right hand sides of their equations are modified to account 
for the heat exchange with the PCM instead of with air. The air side of the TES is modeled with 
the same equations as the condenser and the evaporator in the VCC system model with the 
exception that the air exchanges heat with the outer tube wall instead of the inner tube wall. 
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4.2 Moving Boundary Method 
The moving boundary method is a Lagrangian formulation that explicitly tracks a time 
varying solidification front. Since it is assumed heat is transferred only in the radial direction, the 
front is tracked one-dimensionally by a time varying radius, ( )r t . The PCM is separated into 
solid and liquid regions by this front, and energy conservation equations along with temperature 
derivatives are used to predict the location of the front at any instant in time. This method is 
shown schematically in Figure 4.2 with the numbers corresponding to each region given. The 
moving boundary method is additionally shown through a resistance-capacitance network 
detailing the various heat transfer paths, shown as resistors, and energy storage elements, shown 
as capacitors, in Figure 4.3. 
Tref
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r(t)
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ri
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Figure 4.2: Moving Boundary Method Schematic 
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Figure 4.3: Moving Boundary Method Resistance-Capacitance Network 
The advantages of this method come from reduced complexity due to the low order of the 
model. In this method, only three state variables are needed: two for the enthalpies in each phase 
section and one for the moving boundary. The disadvantages include the numerical instabilities 
associated with the solidification front reaching a boundary. This model is presented for 
completeness purposes only for possible future use. All future simulations in this thesis will only 
use the fixed grid method. 
4.2.1 Modeling Assumptions 
This modeling method assumes the following regarding the dynamics within the PCM. 
These additional assumptions help to reduce the overall order of the model and keep the model 
focused on the relevant dynamics within the TES. These assumptions will carry over to the fixed 
grid method as well. 
 Heat transfer within the PCM is assumed to occur in the radial direction only and 
assumed azimuthally and longitudinally symmetrical. 
 The PCM is assumed to have lumped thermodynamic properties in single phase 
regions. 
 The pressure in the PCM is assumed to be constant space, time, and phase. 
 The density in the PCM is assumed to be constant over time and space but can 
vary through phase change thus eliminating the need for conservation of mass. 
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 The transport properties (thermal conductivity, etc.) of the PCM are taken as bulk 
quantities and are assumed known. 
4.2.2 Conservation of PCM Energy: Solid Region 
The conservation of energy for a closed system with no inlet or outlet mass flows and 
heat transfer only through conduction is given in Equation 4.1. 
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  ( 4.1 ) 
The assumption of constant pressure eliminates the time derivative of pressure term. The 
conservation of energy is then integrated over the volume of the solid region to obtain Equation 
4.2. 
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The term dV  in cylindrical coordinates can be substituted by Equation 4.3. Since 
uniformity is assumed in both the azimuthal and longitudinal directions, these directions can then 
be integrated out to obtain Equation 4.4. 
 dV rdrd dz   ( 4.3 ) 
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The left hand side integrand must now be converted into a different form to allow 
Leibniz’s to be applied for the time varying limits of integration. A substitution for the left hand 
side integrand of Equation 4.4 can be obtained using the product rule and is given in Equation 
4.5. 
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  ( 4.5 ) 
After substitution and rearrangement, Equation 4.4 becomes Equation 4.6. Leibniz’s rule 
is then applied to both terms on the left hand side of Equation 4.6 to obtain Equation 4.7. 
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Spatial integration is then applied to the remaining integrals in Equation 4.7 to obtain 
Equation 4.8. In Equation 4.8 one term is crossed out because the time derivative of a constant 
radius is zero. The chain rule is then applied to all instances where derivatives of squared radii 
appear resulting in some cancellation of terms. This is shown in Equation 4.9. 
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Terms are then collected and rearranged to complete the left hand side given in Equation 
4.10. 
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The right hand side can be simplified by an application of the divergence theorem whose 
general form is given in Equation 4.11. 
    
V S
F dV F n dS    ( 4.11 ) 
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After applying Equation 4.11 to Equation 4.10, the right hand side volume integral 
becomes an integral of the heat flux due to conduction over the boundary surfaces, given in 
Equation 4.12. 
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Since this model assumes one dimensional heat transfer in the radial direction, the 
gradient in Equation 4.12 can be simplified. Additionally, the solid zone has two boundary 
surface areas to integrate over. Applying these two facts yields Equation 4.13. 
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The geometric parameters are as follows for the solid region: , 2s i iA r L , 2s,oA rL  
and 
2
ir rdr

 . Applying these to Equation 4.13 and taking the temperature of each node at the 
node center results in the final form of the conservation of energy equation for the solid zone 
given in Equation 4.14. 
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4.2.3 Conservation of PCM Energy: Liquid Region 
The derivation of the liquid region mimics the solid region. The conservation of energy 
for the liquid region is given in Equation 4.1. Using the assumption of constant pressure, the time 
derivative of pressure term disappears. The conservation of energy is then integrated over the 
volume of the liquid region to obtain Equation 4.2. The term dV  in cylindrical coordinates can 
be substituted by Equation 4.3. Since uniformity is assumed in both the azimuthal and 
longitudinal directions, these directions can then be integrated out to obtain Equation 4.15. 
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The same substitution used in the solid region derivation (Equation 4.5) is applied to 
Equation 4.15 to obtain Equation 4.16. Leibniz’s rule is then applied to both terms on the left 
hand side to obtain Equation 4.17. 
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Spatial integration is then applied to the remaining integrals in Equation 4.17 to obtain 
Equation 4.18. The cancellation in Equation 4.18 occurs after applying the chain rule to the 
squared radii terms similar to the solid region. Terms are then collected and rearranged to 
complete the left hand side given in Equation 4.19. 
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Equation 4.11 is then applied to the right hand side to obtain Equation 4.20. 
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Since this model assumes one dimensional heat transfer in the radial direction, the 
gradient in Equation 4.20 can be simplified. Additionally, the liquid zone has two boundary 
surface areas to integrate over. Applying these two facts yields Equation 4.21. 
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The geometric parameters are as follows for the liquid region: , 2s iA rL , 2s,o oA r L  
and 
2
or rdr

 . Applying these to Equation 4.21 as well as taking the temperature of each node 
at the node center results in the final form of the conservation of energy equation for the liquid 
zone given in Equation 4.14. 
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4.2.4 Conservation of PCM Energy: Solidification Interface 
The final equation accounts for the latent heat of the PCM which is modeled in this 
method by allowing the solidification interface to store energy. The derivation of this region 
begins with Equation 4.1. Using the assumption of constant pressure, the time derivative of 
pressure term disappears. Initially it is assumed that there exists an infinitesimally small volume 
for the interface region. The conservation of energy is then integrated over this small volume 
(Equation 4.2). The term dV  in cylindrical coordinates can be substituted by Equation 4.3. Since 
uniformity is assumed in both the azimuthal and longitudinal directions, these directions can then 
be integrated out to obtain Equation 4.23. 
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The same substitution used in the solid region derivation (Equation 4.5) is applied to 
Equation 4.23 to obtain Equation 4.24. Leibniz’s rule is then applied to both terms on the left 
hand side to obtain Equation 4.25.  
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Cancellation occurs in some of the terms, and it is apparent that 0
r
r
d
rdr
dt
  and 
  0
r
r
d
hr dr
dt
  . Attention must be paid to the remaining terms. Normally, the second and third 
terms of Equation 4.25 would be cancelled as well. However, in order to incorporate the latent 
heat of fusion of the PCM into the dynamics of the interface, it is assumed that at the inner 
boundary (the third term) of the interface the enthalpy is defined to be zero  0sh  , and at the 
outer boundary (the second term) the enthalpy is defined to be the latent heat of fusion of the 
PCM  l fush h . These definitions carry over into the solid and liquid side equations. Using 
these assumptions, terms are rearranged to complete the left hand side given in Equation 4.26. 
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Equation 4.11 is then applied to the right hand side to obtain Equation 4.27. 
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Since this model assumes one dimensional heat transfer in the radial direction, the 
gradient in Equation 4.27 can be simplified. Additionally, the interface transfers heat with the 
other two regions. Applying these two facts yields Equation 4.28. 
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The geometric parameters are as follows for the interface: , , 2s i s oA A rL  , 
2
i
i
r r
dr

 , 
and 
2
o
o
r r
dr

 . Applying these to Equation 4.28 as well as taking the temperature of each node 
at the node center results in the final form of the conservation of energy equation for the 
interface given in Equation 4.29. 
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Equation 4.29 describes the dynamics of the interface. It limits the movement rate of the 
interface by the magnitude of the latent heat of fusion, which can be thought of as a capacitance 
in this equation. For PCM materials where the latent heat is high, the interface will move slower, 
and for materials where the latent heat is low, the interface will move faster.  
Equation 4.29 also shows that the first term on the right hand side is always negative and 
the second is always positive. Additionally, the left hand side is always negative. Therefore, 
when the second term on the right hand side is greater in magnitude than the first, which 
represents a discharge situation in the system, the interface will shrink. Reciprocally when the 
first term is greater in magnitude than the second, which represents a charge situation in the 
system, the interface will grow. 
4.3 Fixed Grid Method 
The fixed grid method eliminates the need to explicitly solve for the phase front. It is an 
Eulerian formulation that lays a fixed grid onto the TES and allows the solidification front to 
proceed through the grid. The PCM is separated into a number of fixed volume nodes, and 
energy conservation equations along with temperature derivatives are used to solve for the 
energy dynamics in each node. Latent heat storage is captured through enforcing a relationship 
between the enthalpy state variable and an algebraically calculated temperature of each node. 
This method is shown schematically in Figure 4.4 with the numbers corresponding to each node 
given. The fixed grid method is additionally shown through a resistance-capacitance network 
detailing the various heat transfer paths, shown as resistors, and energy storage elements, shown 
as capacitors, in Figure 4.5. 
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Figure 4.4: Fixed Grid Method Schematic 
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Figure 4.5: Fixed Grid Method Resistance-Capacitance Network 
The advantages of this method come from the increased accuracy inherent in the fixed 
grid formulation. By using more nodes, the finite volume approximation more closely represents 
one continuous PCM medium. Also, there are no instabilities associated with moving interfaces 
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approaching boundaries of the system because in this formulation the solidification front may 
freely move in and out of the grid without issue. The disadvantages mainly arise from the 
increased computational complexity that arises from including more state variables.  
This model has received a lot of attention in literature. As mentioned previously in the 
introduction chapter, a full derivation and literature review for this model can be found in [7]. An 
excellent comparison of numerical solution methods is given in [36] and applications and 
validations for various geometries including the current coaxial cylinder geometry is given in 
[37]. As mentioned previously, this model will be used exclusively in the future simulations in 
this thesis due to its increased accuracy as well as widespread use and validation in literature. 
4.3.1 Conservation of PCM Energy: Interior Nodes 
The derivation for the interior nodes begins with the conservation of energy equation 
presented earlier in Equation 4.1. The assumption of constant pressure eliminates the time 
derivative of pressure term. The conservation of energy is then integrated over the volume of the 
node to obtain Equation 4.2. Because this method utilizes a fixed grid approach, the volume 
integral on the left hand side may simply be regarded as a constant and therefore integrated to 
produce Equation 4.30 where the subscript “j” refers to the current node being analyzed. 
  jj j
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Equation 4.11 is then applied to the right hand side to produce Equation 4.31. In this 
method, each node has two boundary surfaces (inner and outer) where heat transfer takes place 
across a temperature gradient. Additionally, the heat transfer is assumed to be one-dimensional. 
Therefore Equation 4.31 can utilize these facts and be rearranged to produce Equation 4.32 
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The radius of each node  jr  is defined at the radial center of each node, and the grid was 
designed such that there is an equal radial spacing  r  between node centers. Using these 
geometric constraints, the volume, inner surface area, and outer surface area of each node can be 
described by Equations 4.33, 4.34, and 4.35 respectively. 
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The temperature differentials across the inner and outer boundary surfaces are 
approximated using the finite difference schemes shown in Equations 4.36 and 4.37 respectively. 
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Substituting the geometric equations and the approximations of the temperature 
differentials into Equation 4.32 and rearranging produces the final form of the energy equation 
for the “jth” interior node given in Equation 4.38. 
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In Equation 4.38 the thermal conductivity “k” can be taken as constant over the whole 
region or can vary with phase. However, if it varies with phase care must be taken to ensure that 
the same value is used for the heat transfer term in both nodes on either side of the respective 
interface which it describes the heat transfer across. At the nodes next to the wall Equation 4.38 
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remains the same with the exception that at the innermost node 1jT   becomes 1wT  and at the 
outermost node 1jT  becomes 2wT . 
4.3.2 Additional Relationships 
In order to calculate the temperatures that are required in Equation 4.38, additional 
relationships must be used to relate a node’s enthalpy to its temperature. First, similar to the 
moving boundary method, we define the enthalpy to be zero at the point where the solid PCM 
just begins to melt. This definition then makes the enthalpy of the liquid PCM just beginning to 
freeze equal to the latent heat of fusion of the PCM  fush . The temperature of the “jth” node is 
then defined by Equation 4.39. 
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By using the relationships in Equation 4.39, the model forces the freezing process to 
happen sequentially through the nodes simulating a “solidification front” that proceeds through 
the fixed grid. At any point in time only one node’s enthalpy is allowed to be between zero and 
the latent heat of fusion due to the constraint of constant melting temperature across the range of 
enthalpy associated with the phase change. 
Another important parameter of interest is the state of charge of the storage. In a latent 
heat TES, the state of charge is equivalent to the solid fraction of the PCM. The solid fraction of 
an individual node  jf  can be algebraically calculated from a node’s enthalpy using the scheme 
given in Equation 4.40. 
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The total solid fraction of the TES  totf  can then be calculated from the individual 
volumes and solid fractions of each node by using Equation 4.41. 
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4.4 Fin Enhancement Model 
The best choice for a PCM has a combination of desirable storage and transport 
properties. However, for low temperature applications, most materials that have been considered 
for use as PCMs have average storage properties but very poor transport properties. One possible 
method to alleviate this problem is to enhance the transport of heat through the PCM section by 
adding metallic fins that span the radial distance of the annulus. The thermal conductivity of the 
metallic fins is much higher (sometimes many orders of magnitude higher) than that of the PCM. 
Additionally, by finning the interior, the surface area between the metal and the PCM increases. 
Therefore, heat will transfer much faster in and out of the PCM as well as through the PCM 
section. 
As mentioned earlier, all of the future TES simulations in this thesis will use the fixed 
grid model. Therefore, the fin enhancement modeling derivations in this section will only apply 
to the fixed grid method, although it is possible to apply a fin enhancement model to the moving 
boundary method. The updated fixed grid model schematic with fin enhancements is given in 
Figure 4.6. Additionally, the updated resistance-capacitance network is given in Figure 4.7. 
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Figure 4.6: Fixed Grid Method with Fin Enhancements Schematic 
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Figure 4.7: Fixed Grid Method with Fin Enhancements Resistance-Capacitance Network 
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As shown in Figure 4.6, the fixed grid method now creates finite volume nodes both in 
the PCM and the fins. The assumption of azimuthal symmetry of the PCM enthalpy will remain, 
and this assumption will carry over to the fin nodal temperatures. Therefore, the PCM and the fin 
will have an equal number of nodes that span radially outward. Heat is transferred through the 
fin in the radial direction, but one of the major differences from the original model is that heat 
transfer is now not limited to one dimension. In order for the model to capture the heat transfer 
augmentation from the fins, heat must be transferred in the azimuthal direction between the PCM 
and the fins. This is shown in Figure 4.7 through the addition of the resistance loop underneath 
the original loop.  
Another key assumption in the fin model is that because the fins are very small, the fin 
nodes are assumed to have no heat storage capacity. This is seen in Figure 4.7 by the lack of 
capacitors on the points representing the fin nodes in the bottom resistance loop. This simplifies 
the conservation of energy equations in the fins into algebraic relationships and eliminates the 
need for additional dynamic state variables thus keeping computational speed manageable. 
The derivation of the fin nodes begins with the conservation of energy equation given in 
Equation 4.42, however as mentioned previously capacitance is assumed negligible so the left 
hand side is immediately eliminated. 
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Equation 4.42 is then integrated over the volume of the fin which is assumed to have 
constant thickness  ft  to produce Equation 4.43. Then Equation 4.11 is applied to produce 
Equation 4.44. 
  0
V
k T dV     ( 4.43 ) 
  0
S
k T n dS   ( 4.44 ) 
At this point the two-dimensional heat transfer must be applied to all of the surfaces of 
the fin node. The fin node has two radial boundary surfaces labeled inner and outer, and two 
azimuthal boundary surfaces labeled clockwise and counterclockwise in the following equations. 
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After performing the surface integral utilizing the correct forms of cylindrical geometry, 
Equation 4.45 is produced. 
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 ( 4.45 ) 
The area for the inner and outer radial surfaces are equivalent and given in Equation 4.46. 
The area for the clockwise and counterclockwise azimuthal surfaces are equivalent as well and 
given in Equation 4.47. 
 , ,s i s o fA A t L   ( 4.46 ) 
 , ,s cw s ccwA A rL    ( 4.47 ) 
The temperature differentials across the radial inner and outer boundary surfaces are 
approximated using the finite difference schemes shown in Equations 4.48 and 4.49 respectively. 
The temperature differential across the azimuthal surfaces are equivalent because of the 
assumption of symmetric azimuthal PCM enthalpy, and is given in Equation 4.50 where the 
azimuthal differential   is a function of the number of fins  fN  and given in Equation 4.51. 
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When Equations 4.46 – 4.51 are applied to Equation 4.45 and the result is rearranged, the 
final form of the conservation of energy for the “jth” interior fin node is obtained and given in 
Equation 4.52. 
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 ( 4.52 ) 
Much like the original model, at the innermost node , 1f jT   becomes 1wT  and at the 
outermost node , 1f jT   becomes 2wT . To solve for the temperatures a matrix is formed containing 
the set of linear equations produced when Equation 4.52 is applied to each node. Gaussian 
elimination is then used to simultaneously solve the linear equation set for the nodal 
temperatures given that the boundary temperatures at the tube walls and the PCM are known 
because they are dynamic state variables. 
One consequence of the fin model is that the PCM nodal equations must be adjusted 
because of the additional heat transfer occurring within the PCM annulus. The original fixed grid 
derivation up to Equation 4.31 is identical. However, at that point the current derivation requires 
two dimensional heat transfer so Equation 4.32 must be replaced by Equation 4.53. 
 
1j
s s s s
i oj j j jcw ccw
dh dT dT k dT k dT
kA kA A A
dt V dr dr r d r d  
       
                      
 ( 4.53 ) 
The volume of each node must be adjusted due to the presence of fins. The new PCM 
nodal volume is given in Equation 4.54. 
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            
     
 ( 4.54 ) 
The surface areas for the radial directions remain the same as in Equations 4.34 and 4.35 
because the assumption is made that the fin thickness is small enough not to warrant rearranging 
these equations to account for the small amount of radial surface area lost. The azimuthal surface 
areas are the same as in Equation 4.47. The radial temperature differentials are the same as in 
Equations 4.36 and 4.37, and the azimuthal temperature differentials are given in Equation 4.55. 
 
,f j j
cw ccw
T TdT dT
d d  
   
    
   
 ( 4.55 ) 
When the geometry and temperature differentials are applied to Equation 4.53, the 
updated conservation of energy equation for the “jth” PCM node is given in Equation 4.56. 
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4.5 TES Standalone Simulations 
The TES was simulated within the Thermosys 4 toolset which was described in detail in 
chapter 3 of this work. The simulations were performed using two different materials for the 
PCM: water and PureTemp -5, which is a vegetable oil based solution. Both materials were 
simulated with and without fins to determine the relative performance gained by interior fin 
enhancement. All of the simulations were constructed to run through two full charge and 
discharge cycles of the PCM, and all simulations used the fixed grid method with 10 radial 
nodes. The relevant properties of each PCM are given in Table 4.1. All simulations used the 
same geometric and material parameters for the TES unit given in Table 4.2. 
Table 4.1: PCM Properties 
Property Water PureTemp -5 
Latent Heat of Fusion [kJ/kg] 334 180 
Melting Temperature [°C] 0 -5 
Solid Phase Density [kg/m3] 918 860 
Liquid Phase Density [kg/m3] 1000 860 
Solid Phase Thermal Conductivity [W/(m*K)] 2.3 0.2 
Liquid Phase Thermal Conductivity [W/(m*K)] 0.58 0.2 
Solid Phase Specific Heat [kJ/(kg*K)] 2.108 1.66 
Liquid Phase Specific Heat [kJ/(kg*K)] 4.184 1.93 
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Table 4.2: TES Unit Geometric and Material Parameters 
Parameter Value 
Refrigerant R404A 
Inner Tube Diameter [m] 0.008 
Outer Tube Diameter [m] 0.03175 
Refrigerant Length of One Pass [m] 6 
Parallel Refrigerant Passes 11 
Tube Bank Transverse Pitch Ratio 1.5 
Tube Bank Longitudinal Pitch Ratio 1.25 
Tube Passes Per Transverse Plane 10 
Wall Material Aluminum 
Wall Density [kg/m3] 2702 
Wall Specific Heat [kJ/(kg*K)] 0.903 
Wall Thickness [m] 0.0015875 
Air Side Surface Area Enhancement Factor 5 
 
In Table 4.2 the pitch ratios and tube passes per transverse plane parameters are used to 
calculate the air side heat transfer coefficient through a correlation for a tube bank given in [29]. 
The air side area enhancement factor accounts for the increase in surface area due to the exterior 
fins on the tube bank. The model calculates the surface area of the tubes only, and multiplies that 
by the enhancement factor to simulate the presence of air side fins. 
4.5.1 Water Simulation Results 
This section shows the results of simulations using water as the PCM with and without 
interior fin enhancements. Both simulations used the same initial and operating conditions, 
which are given in Table 4.3. 
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Table 4.3: TES Unit Initial and Operating Conditions – Water 
Initial/Operating Condition Value 
Initial Refrigerant Mass Flow Rate [kg/s] 0.06 
Initial Refrigerant Pressure [kPa] 550 
Operating Refrigerant Inlet Enthalpy [kJ/kg] 259.1 
Initial Refrigerant Outlet Temperature [°C] -6 
Initial Air Mass Flow Rate [kg/s] 0 
Operating Air Inlet Temperature [°C] 10 
Initial PCM Temperature [°C] 0.5 
 
4.5.1.1 Without Fin Enhancement 
Figure 4.8 shows the TES solid fraction dynamics for the system without the fin 
enhancement model active. This TES configuration took 9,742 seconds to fully charge and 
discharge twice without fins. Figure 4.9 shows the enthalpy dynamics of each of the 10 nodes. 
As mentioned earlier in the modeling section, without fins the PCM nodes freeze sequentially 
from the innermost node outward and melt sequentially from the outermost node inward 
allowing only one node’s enthalpy to be between zero and the latent heat of fusion of the PCM at 
any given time. 
Figure 4.10 shows the refrigerant pressure dynamics of the TES. As nodes freeze a larger 
temperature gradient is required to maintain the heat transfer in the TES. Therefore, the 
refrigerant pressure drops continuously throughout the charging periods in the simulation 
causing the saturation temperature to drop to maintain the temperature gradient required to freeze 
the PCM. One way on a physical system to determine when the TES is fully charged is to 
monitor the refrigerant pressure. When the pressure reaches a very low value that is PCM 
dependent, the PCM can be considered fully charged. 
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Figure 4.8: Unfinned Water Solid Fraction Dynamics 
 
Figure 4.9: Unfinned Water Nodal Enthalpy Dynamics 
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Figure 4.10: Unfinned Water Refrigerant Pressure Dynamics 
4.5.1.2 With Fin Enhancement 
Figure 4.11 shows the TES solid fraction dynamics for the system with the fin 
enhancement model active. In this model 8 interior fins are included positioned as shown in 
Figure 4.6 with a thickness of 0.5 mm. This TES configuration took 5,742 seconds to fully 
charge and discharge twice without fins. This represents a 4000 second or 41% reduction in 
charge/discharge time due to the increased system heat transport properties through fin 
enhancement.  
Figure 4.12 shows the enthalpy dynamics of each of the 10 nodes. The interior fins 
eliminate the earlier model restriction of sequential freeze and melt, allowing heat to transfer in 
and out of all of the PCM nodes simultaneously. This results in faster charge and discharge of the 
overall unit. Additionally, since heat transfers through the fins much faster than through the 
PCM, the PCM freezes and melts from both interior and the exterior walls simultaneously. 
Figure 4.13 shows the refrigerant pressure dynamics of the TES. In this case the 
increased system transport properties allow for a smaller temperature gradient to maintain the 
required heat transfer. Therefore, the pressure does not have to drop as much as in the unfinned 
case. During discharge mode, the pressure increases more than previously due to the inner wall 
heating up faster through fin enhancement. 
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Figure 4.11: Finned Water Solid Fraction Dynamics 
 
Figure 4.12: Finned Water Nodal Enthalpy Dynamics 
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Figure 4.13: Finned Water Refrigerant Pressure Dynamics 
4.5.2 PureTemp -5 Simulation Results 
This section shows the results of simulations using PureTemp -5 as the PCM with and 
without interior fin enhancements. Both simulations used the same initial and operating 
conditions, which are given in Table 4.4. 
Table 4.4: TES Unit Initial and Operating Conditions – PureTemp -5 
Initial/Operating Condition Value 
Initial Refrigerant Mass Flow Rate [kg/s] 0.06 
Initial Refrigerant Pressure [kPa] 450 
Operating Refrigerant Inlet Enthalpy [kJ/kg] 259.1 
Initial Refrigerant Outlet Temperature [°C] -8 
Initial Air Mass Flow Rate [kg/s] 0 
Operating Air Inlet Temperature [°C] 5 
Initial PCM Temperature [°C] -4.5 
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4.5.2.1 Without Fin Enhancement 
Figure 4.14 shows the TES solid fraction dynamics for the system without the fin 
enhancement model active. This TES configuration took 11,740 seconds to fully charge and 
discharge twice without fins which represents a 21% increase from the unfinned water model. 
The increase is primarily due to the extremely poor transport properties of PureTemp -5. 
Figure 4.15 shows the enthalpy dynamics of each of the 10 nodes. Without fins, the 
modeling restriction of sequential freeze and melt is active. Another interesting point of note is 
that the enthalpies of the frozen nodes must drop a lot more than the frozen water nodes to 
maintain the temperature gradient and heat transfer throughout the PCM due to the very poor 
thermal conductivity of PureTemp -5. 
Figure 4.16 shows the refrigerant pressure dynamics of the TES. As nodes freeze a larger 
temperature gradient is required to maintain the required heat transfer. Therefore, the refrigerant 
pressure drops continuously throughout the charging periods in the simulation causing the 
saturation temperature to drop to maintain the heat transfer required to freeze the PCM. The 
pressure in this simulation drops significantly more by the end of the charge period than in the 
water simulation due to the lower melting point and poorer transport properties of PureTemp -5. 
 
Figure 4.14: Unfinned PureTemp -5 Solid Fraction Dynamics 
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Figure 4.15: Unfinned PureTemp -5 Nodal Enthalpy Dynamics 
 
Figure 4.16: Unfinned PureTemp -5 Refrigerant Pressure Dynamics 
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4.5.2.2 With Fin Enhancement 
Figure 4.17 shows the TES solid fraction dynamics for the system with the fin 
enhancement model active. This TES configuration took 4,160 seconds to fully charge and 
discharge twice. This represents a 28% decrease from the finned water model and a 65% 
decrease from the unfinned PureTemp -5 model. The presence of fins significantly increases the 
system transport properties and therefore increases the charge and discharge rate of PT -5. 
Figure 4.18 shows the enthalpy dynamics of each of the 10 nodes. Fins eliminate the 
sequential freeze and melt modeling restriction. The phenomena that was mentioned earlier in 
the finned water section of two way freezing and melting can very easily be seen with PureTemp 
-5. The nodes freeze and melt in pairs of the innermost and outermost throughout the simulation. 
Additionally, the enthalpies of the frozen nodes must drop a lot less than the unfinned case due to 
greatly increased system transport. 
Figure 4.19 shows the refrigerant pressure dynamics of the TES. Due to the greatly 
increased system transport properties, the pressure does not have to drop as much as it did in the 
unfinned case. Additionally, much like the finned water case, the pressure rises higher than the 
unfinned case during discharge mode due to the inner wall heating up faster through increased 
transport properties. 
 
Figure 4.17: Finned Water Solid Fraction Dynamics 
 121  
 
Figure 4.18: Finned PureTemp -5 Nodal Enthalpy Dynamics 
 
Figure 4.19: Finned PureTemp -5 Refrigerant Pressure Dynamics 
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4.5.3 Simulation Summary and Conclusions 
In general, the above analysis shows that the transport properties of a chosen PCM prove 
to be the most important factor in judging the overall charge/discharge performance of a TES 
unit. PCMs with innately favorable transport properties require less augmentation to provide 
favorable performance. However, even they do see noticeable improvement in performance with 
transport augmentations such as fins. PCMs with innately poor transport properties nearly 
necessitate the use of transport augmentation to provide a favorable amount of performance for 
the system. However, with augmentation their performance can rival the performance of PCMs 
with innately favorable transport properties. 
Another very important property to consider for PCM performance is latent heat capacity. 
While a lower latent heat value allows for faster charge and discharge, having a lower latent heat 
value means that the TES will not be able to provide as much overall cooling to a space that 
might be experiencing highly transient loading periods. This will be explored in the next chapter 
which studies adding a TES to a VCC cycle to model and simulate a hybrid VCC system. 
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Chapter 5     
Hybrid VCC System Simulation and Analysis 
This chapter describes the results of simulations and analysis of hybrid VCC systems. 
First, a decision will be made regarding which architecture of those presented in chapter 1 will 
be used for the remainder of the analysis. Next, simulation results will be presented for the 
selected architecture in open loop and closed loop configurations. Comparisons will be drawn 
between the hybrid system and the conventional system simulated in chapter 3. Finally, results 
will be presented to demonstrate the performance of different PCMs, and a method will be 
presented for analysis and optimization of a TES geometry using hybrid VCC simulation data. 
5.1 Architecture Decision 
When comparing hybrid VCC architectures, there are many possible criteria that one can 
use to make comparisons. However, this work chooses three, which are listed below, that will 
provide a comprehensive analysis of the benefits and drawbacks of each architecture. 
1. Complexity: How complex is each system compared to the conventional system? 
2. Flexibility: How well can the system adapt to meet rapidly changing load demands? 
3. Optimality: How well does the system allow for optimal energy efficiency? 
Table 5.1 gives a comparison for how well each of the aforementioned configurations 
meets the criteria. Each criterion value set was normalized to a 1-5 scale with 5 being the best. 
The rationale used to fill in Table 5.1 is given in the paragraphs that follow it. 
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Table 5.1: Hybrid VCC Configuration Comparison 
Configuration Complexity Flexibility Optimality Sum 
Series A 5 1 1 7 
Series B 3 2 3 8 
Parallel 4 5 5 14 
Series-Parallel A 2 4 4 10 
Series-Parallel B 1 5 5 11 
 
Series A is the simplest of all of the configurations in complexity. Compared to the 
conventional unit, a simple compact storage tank along with a couple of valves are added. 
However, it has the least amount of flexibility because there are only two modes of operation 
that can be used to meet loads: charge and discharge. This configuration does provide the 
capability for increased amounts of cooling capacity compared to the conventional system. 
However, since the compressor is inherently coupled with the load, it provides no improvement 
over the conventional case in optimizing energy efficiency. 
Series B is simpler than both S-P configurations, but more complicated than Series A or 
the parallel configuration. Compared to the conventional system, much additional hardware is 
required to add an additional loop with its own prime mover along with a TES unit. This system 
does not have the capability to boost the capacity of a conventional system, but it does have the 
capability to holdover the system by turning the compressor off and running solely off the 
bottom loop. Therefore, the capacity is limited by the storage properties, and therefore the 
system would not react well to rapid transients. This system may or may not provide an increase 
in energy efficiency depending on how well it is operated. While it does decouple the 
compressor from the load, it does not decouple the pump from the load. Additionally, if the TES 
charge drops too low during operation, the compressor must be run harder to offset it. This puts 
some constraints on how the compressor must be utilized to always meet the demand, thereby 
lowering theoretical overall efficiency because of practical considerations. 
The parallel configuration is a very simple system with a complex TES unit. Compared to 
a conventional unit, an additional loop is placed in parallel which can be very easily retrofitted to 
a conventional system. However, the TES unit required for this configuration is the most 
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complicated geometrically because it must allow for independent discharge. This configuration is 
extremely flexible due to its multiple modes of operation. The system can run as a conventional 
unit, or it can bleed mass flow off of the evaporator loop to charge the storage. It can boost the 
capacity of a conventional unit by running the storage fan and the evaporator loop 
simultaneously. It can also holdover the system by running the storage fan alone with the system 
off. Therefore, this configuration can respond very well to rapidly changing demands. This 
configuration also completely decouples the compressor from the load by using the storage as a 
buffer. The system performs this by bleeding off mass flow to charge the storage if excess 
cooling capacity exists, and when more capacity is needed than can be provided by the 
evaporator alone, the system discharges the storage in parallel with the evaporator. 
S-P configuration A is far more complicated than any of the previous three, but not as 
complicated as S-P configuration B. The addition of a complicated TES unit, multiple valves, as 
well as additional piping makes it a significant change from a conventional system. This 
configuration has all of the modes of the parallel and series A configurations, with the exception 
that it cannot simultaneously provide mass flow to charge the storage and run the evaporator. It 
does however have series A and parallel configuration boost capabilities as well as a holdover 
capability. While this configuration would handle rapidly changing demands fairly well, it would 
not handle them as well as the parallel configuration. Additionally, since this configuration 
cannot simultaneously provide mass flow to charge the storage and run the evaporator, it cannot 
provide the efficiency gains of a parallel configuration. However compared to the conventional 
system, it would see some efficiency gains by charging the storage during periods where the 
evaporator is off, and then using the storage to buffer the cooling capacity when more is needed. 
S-P configuration B is the most complicated of all of the presented configurations 
because of the addition of both an additional loop with a pump as well as a complicated TES 
unit. This configuration has all of the modes of the series B and parallel configurations with no 
exceptions. It has both parallel and series B holdover capabilities as well as parallel boost 
capability. However, if the possibility exists to holdover with a fan, it would most likely be a 
better option than using a pump to holdover because of the reduce power consumption of a fan 
compared to a pump. Therefore, it would handle rapid transients the same as a parallel 
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configuration. Additionally, since it can simultaneously provide mass flow to the storage and 
evaporator, it would provide the maximum efficiency gain like a parallel configuration. 
In conclusion, it is fairly obvious that from a performance and efficiency standpoint that 
the parallel configuration and S-P configuration B provide the best flexibility and optimality due 
to their numerous operational modes. That fact alone eliminates the other three configurations as 
performance and efficiency are of paramount importance in this work. When deciding between 
the remaining two configurations, as mentioned earlier, any additional modes the complex B 
configuration contains from its series roots (such as an additional holdover mode) would be 
superseded by its parallel counterparts. Since performance is therefore equivalent, complexity is 
used to make the comparison, and it is obvious that parallel configuration is far less complicated 
than S-P configuration B. Therefore, the simulations in this chapter will exclusively use the 
parallel configuration to analyze the performance of a hybrid VCC system. 
5.2 Open Loop Parallel Hybrid VCC Results 
The first simulation in this chapter will demonstrate part of the operational flexibility of 
the parallel hybrid VCC (PHVCC) configuration. The hybrid system schematic used in modeling 
is shown in Figure 5.1. 
Compressor
Condenser
Tank
SLHX
TXV
S-J Pipe
MTV
Receiver
Evaporator
TES
Accumulator
TXV
S-J Pipe
S-J Pipe
 
Figure 5.1: Parallel Hybrid VCC Model Schematic 
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The TXVs in Figure 5.1 can be manually switched to allow or restrict mass flow in order 
to distribute it around the system as needed. Similar to the nine component model in chapter 3, 
causality requires mass flow calculating components to be placed in between pressure calculating 
components. This is why additional pipes are placed in the simulation after the heat exchangers 
and before the accumulator. The simulation inputs were carefully constructed to show the 
operational mode set of the parallel configuration in open loop operation. The simulation was run 
for 3500 seconds and broken up as follows: 
1. 0 – 300 seconds: Regular operation, high speed compressor operation, all refrigerant 
mass flow to evaporator, storage fan off. 
2. 300 – 2000 seconds: Charge mode, high speed compressor operation, all refrigerant 
mass flow to storage, storage fan off. 
3. 2000 – 2500 seconds: Discharge mode, compressor off, storage fan on. 
4. 2500 – 3000 seconds: Boost mode, high speed compressor operation, all flow to 
evaporator, storage fan on. 
5. 3000 – 3500 seconds: Regular operation, high speed compressor operation, all 
refrigerant mass flow to evaporator, storage fan off. 
The heat exchanger and TES parameters are identical to those given in earlier chapters, 
but are repeated here for convenience in Tables 5.2 and 5.3 respectively. The initial conditions 
for the heat exchangers and the TES are given in Tables 5.4 and 5.5 respectively. The tank 
parameters and initial conditions are given in Table 5.6 and the valve conditions are given in 
Table 5.7. 
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Table 5.2: Heat Exchanger Parameters 
Parameter Condenser Evaporator 
Refrigerant R404A R404A 
Hydraulic Diameter [m] 0.0073279 0.008763 
Refrigerant Length of One Pass [m] 14.104 6.968 
Parallel Refrigerant Passes 6 11 
Air Side Cross Sectional Area of One Pass [m2] 0.07042658 0.028377656 
Air Side Surface Area of One Pass [m2] 5.466569712 2.102733624 
Refrigerant Side Cross Sectional Area [m2] 0.0000421744 0.0000603109 
Refrigerant Side Surface Area of One Pass [m2] 0.3246811 0.191819956 
Wall Mass of One Pass [kg] 2.783159694 1.188273814 
Wall Specific Heat [kJ/(kg*K)] 0.706402604 0.594082399 
 
Table 5.3: TES Unit Geometric and Material Parameters 
Parameter Value 
Refrigerant R404A 
Inner Tube Diameter [m] 0.008 
Outer Tube Diameter [m] 0.03175 
Refrigerant Length of One Pass [m] 6 
Parallel Refrigerant Passes 11 
Tube Bank Transverse Pitch Ratio 1.5 
Tube Bank Longitudinal Pitch Ratio 1.25 
Tube Passes Per Transverse Plane 10 
Wall Material Aluminum 
Wall Density [kg/m3] 2702 
Wall Specific Heat [kJ/(kg*K)] 0.903 
Wall Thickness [m] 0.0015875 
Air Side Surface Area Enhancement Factor 5 
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Table 5.4: Heat Exchanger Initial Conditions – Open Loop PHVCC 
Initial Condition Condenser Evaporator 
Refrigerant Mass Flow Rate [kg/s] 0.06 0.06 
Refrigerant Pressure [kPa] 2145 624.7 
Refrigerant Inlet Temperature [°C] 120.7 N/A 
Refrigerant Outlet Enthalpy [kJ/kg] 268.9 N/A 
Refrigerant Inlet Enthalpy [kJ/kg] N/A 240 
Refrigerant Outlet Temperature [°C] N/A 4.297 
Air Mass Flow Rate [kg/s] 1.366 1.157 
Air Inlet Temperature [°C] 37.78 10 
 
Table 5.5: TES Unit Initial and Operating Conditions – Open Loop PHVCC 
Initial/Operating Condition Value 
Initial Refrigerant Mass Flow Rate [kg/s] 0 
Initial Refrigerant Pressure [kPa] 600 
Operating Refrigerant Inlet Enthalpy [kJ/kg] 240 
Initial Refrigerant Outlet Temperature [°C] 0 
Initial Air Mass Flow Rate [kg/s] 0 
Operating Air Inlet Temperature [°C] 10 
Number of Nodes 10 
Initial PCM Temperature [°C] 0.5 
 
Table 5.6: Tank Parameters and ICs – Open Loop PHVCC 
Parameter/Initial Condition Receiver Accumulator Tank 
Volume [m3] 0.001858 0.001858 0.001858 
Initial Pressure [kPa] 2127 624.5 203 
Initial Enthalpy [kJ/kg] 280 397 398.7 
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Table 5.7: Valve Parameters and ICs – Open Loop PHVCC 
Parameter/Initial Condition Evap TXV TES TXV MTV 
Maximum Cv 0.0004 0.0001 0.00038 
Spring Pressure [kPa] 50 5 N/A 
Set Point Pressure [kPa] N/A N/A 213.7 
Differential Pressure [kPa] 300 150 138 
 
The PCM was chosen to be water for this simulation and was fully melted at the 
beginning of the simulation. The TES contained 8 fins of 0.5 mm thickness in its interior. The 
ambient and return air temperatures were 37.78°C and 10°C respectively and the simulation 
completed in 362 seconds. To measure computational efficiency, this work uses a metric called 
real time ratio (RTR) given in Equation 5.1. The smaller the RTR number, the more efficiently 
the simulation ran. An RTR of 1 means that the execution time and the desired simulation 
duration were equivalent. For this case, the execution time was 362 seconds and the simulation 
duration was 3500 seconds for an RTR of 0.103. 
 
ExecutionTime
RTR=
Simulation Duration
  ( 5.1 ) 
Figure 5.2 shows the net cooling capacity provided by the hybrid system and Figure 5.3 
shows the solid fraction of the PCM over the simulation duration. During the first 300 seconds, 
the system provides the same as the conventional nine component system in chapter 3. During 
the next 1700 seconds the system provides no cooling because all of the refrigerant mass flow is 
being used to charge the storage. During the next 500 seconds the compressor is turned off, but 
the TES fan is on showing the holdover capability of the PHVCC. All of the cooling capacity 
comes from discharging the TES, which causes the solid fraction to drop over time. This cooling 
capacity drops off as more PCM melts and would eventually go to zero if the entire TES were 
discharged. During the next 500 seconds the compressor restarts showing the boost mode 
capability of the PHVCC with the evaporator loop in operation and the TES fan on. During this 
mode the maximum cooling capacity achievable by the system is provided, which is more than 
double that of the conventional unit, but once again this is not sustainable indefinitely. At 3000 
 131  
seconds the TES fan shuts off returning the cooling capacity to its original state and leveling the 
solid fraction off to its final value. 
 
Figure 5.2: Cooling Capacity: Open Loop PHVCC 
 
Figure 5.3: PCM Solid Fraction: Open Loop PHVCC 
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Figure 5.4: System Mass: Open Loop PHVCC 
The system mass over the simulation period is given in Figure 5.4. The largest deviation 
from the original system mass of 2.869 kg is 0.0023 kg which represents a 0.08% difference. 
This is well within any reasonable bounds of accuracy for mass conservation. This shows the 
power and accuracy of the modeling method to conserve mass even with a system as 
complicated as a PHVCC. The large spikes come during the system shutdown/startup periods 
where many zones are leaving and re-entering the heat exchangers. 
The simulation study was constructed to show the traits and dynamics of the various 
modes of the PHVCC. The next simulation study will construct a control scheme using 
knowledge of the properties of these modes to achieve a performance objective of holding a set 
point temperature with infiltration and ambient disturbances while achieving energy efficiency. 
5.3 Closed Loop Parallel Hybrid VCC Results 
This simulation will show how the performance and efficiency of the PHVCC attempting 
to hold a set point temperature greatly outperforms a conventional unit. As mentioned in the 
introduction, in order to effectively utilize a hybrid system, an energy management strategy must 
be created and incorporated into the system. This simulation will use a heuristic logic based 
energy management system. The schematic for the simulation is shown in Figure 5.5. 
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Figure 5.5: System Schematic: Closed Loop PHVCC 
The PHVCC diagram is the same as in Figure 5.1. The energy management strategy for 
this simulation involves five modes of operation of the PHVCC described below. 
1. Standard Mode: System on, all refrigerant flow to evaporator, storage fan off 
2. Charge Mode: System on, all refrigerant flow to storage, storage fan off 
3. Boost Mode: System on, all refrigerant flow to evaporator, storage fan on 
4. Discharge Mode: System off, storage fan on 
5. Off Mode: System off, storage fan off 
The energy management strategy, shown in Figure 5.6, is used to switch between the 
modes of operation as needed to most effectively maintain the space temperature. The inputs are: 
the difference between the current temperature and the set point (Terr) which is given in units of 
degrees Celsius in Figure 5.6, the TES state of charge (SOC), which is represented in the model 
through the PCM solid fraction, and whether or not the door of the cargo space is open. 
The scheme checks whether the main refrigeration system needs to be running based on 
Terr and the door state. The refrigeration system is turned on whenever Terr is larger than a 
threshold which in this simulation is 2°C. It is turned off when Terr is smaller than the same 2°C 
threshold and the TES is charged. Additionally, whenever the door is opened, the system is 
completely shut down to prevent the fans from blowing cold air out of the space. When the 
refrigeration system is running, the three modes of operation are determined from Terr and the 
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TES state of charge. Beginning in standard mode, if Terr is smaller than another threshold, which 
in this simulation is set at 0°C, the system will charge the TES. If at any point the temperature 
increases too much while charging it will return to standard mode. If Terr is very large (e.g. after 
a door opening event), the system runs in Boost Mode to allow faster pull-down of the cargo 
space temperature. 
System On Mode
(ωmotor = ωm,max)
System Off Mode
(ωmotor = 0)
Terr > 2 & Door Closed
(Terr < 2 & SOC > 99%)
OR
Door Open
Standard Mode
(ωfan = 0)
Boost Mode
(ωfan = ωf,max)
Charge Mode
(ωfan = 0)
Discharge Mode
(ωfan = ωf,max)
Off Mode
(ωfan = 0)
Terr > 1.7
Terr < 0
Terr < 0
OR
SOC < 5%
Terr > 3 & SOC > 5%
Terr < 0
 OR 
Door Open
Terr > 1.7 & Door Closed
 
Figure 5.6: Logic Based Energy Management Strategy: Closed Loop PHVCC 
The Heat exchanger and TES parameters are identical to those in Tables 5.2 and 5.3. The 
initial conditions for the heat exchangers, the TES, and the tanks are given in Tables 5.8, 5.9, and 
5.10 respectively. The valve initial conditions are the same as in Table 5.7. The ambient and box 
conditions are the same as in chapter 3, but are repeated in Tables 5.11 and 5.12 respectively. 
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Table 5.8: Heat Exchanger Initial Conditions – Closed Loop PHVCC 
Initial Condition Condenser Evaporator 
Refrigerant Mass Flow Rate [kg/s] 0.07 0.07 
Refrigerant Pressure [kPa] 2055 478.4 
Refrigerant Inlet Temperature [°C] 80 N/A 
Refrigerant Outlet Enthalpy [kJ/kg] 263 N/A 
Refrigerant Inlet Enthalpy [kJ/kg] N/A 235.5 
Refrigerant Outlet Temperature [°C] N/A -1 
Air Mass Flow Rate [kg/s] 1.435 1.131 
Air Inlet Temperature [°C] 35 5 
 
Table 5.9: TES Unit Initial and Operating Conditions – Closed Loop PHVCC 
Initial/Operating Condition Value 
Initial Refrigerant Mass Flow Rate [kg/s] 0 
Initial Refrigerant Pressure [kPa] 450 
Operating Refrigerant Inlet Enthalpy [kJ/kg] 221.4 
Initial Refrigerant Outlet Temperature [°C] 0 
Initial Air Mass Flow Rate [kg/s] 0 
Operating Air Inlet Temperature [°C] 5 
Number of Nodes 10 
Initial PCM Temperature [°C] -0.5 
 
Table 5.10: Tank Parameters and ICs – Closed Loop PHVCC 
Parameter/Initial Condition Receiver Accumulator Tank 
Volume [m3] 0.00185 0.001 0.003 
Initial Pressure [kPa] 2031 478.2 212.5 
Initial Enthalpy [kJ/kg] 300 385.5 385.6 
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Table 5.11: Ambient Conditions – Closed Loop PHVCC 
Condition Value 
Ambient Temperature [°C] 35 
Wind Speed [m/s] 10 
Solar Flux [W/m2] 887 
 
Table 5.12: Box Parameters and Initial Conditions – Closed Loop PHVCC 
Parameter/Initial Condition Value 
Length [m] 8 
Height [m] 2.44 
Width [m] 2.44 
UAbox [W/K] 32.5 
Wall Capacitance [J/K] 551,724 
Inner Wall Initial Condition [°C] 15 
Outer Wall Initial Condition [°C] 35 
Space Air Initial Condition [°C] 15 
Door Height [m] 2.4 
Door Width [m] 2.4 
Solar View Factor 0.25 
Surface Emissivity 0.8 
 
The PCM chosen for this simulation was water due to its large internal storage capacity. 
The PCM was fully solidified at the beginning and the end of the simulation in order to 
accurately compare energy efficiency. The TES contained 8 fins of 0.5 mm thickness in its 
interior. The simulation used the same 9,000 second cycle as the conventional nine component 
simulation of chapter 3, and this simulation executed in 1,943 seconds. This represents an RTR 
(using Equation 5.1) of 0.216. 
Figure 5.7a shows the temperature control performance of the PHVCC. With the 
exception of the door openings where the system is forced to turn off, the PHVCC does an 
acceptable job of maintaining the temperature band required by the control logic. From this 
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standpoint it performs as well as the conventional unit of chapter 3. However, Figure 5.7b shows 
where the PHVCC dramatically outperforms the conventional system due to its mode switching 
capabilities. Whereas the conventional unit took 400 seconds to pull down the space air back to 
the set point, the PHVCC takes only 153 seconds, which is a 62% reduction in pull down time. 
This reduction is due to the ability of the PHVCC to enter boost mode right after a door opening 
which dramatically increases the rate of cooling compared to the conventional unit. 
(a) (b)
 
Figure 5.7: (a) Temperature Control Performance (b) Zoomed in Pull Down Section 
 
Figure 5.8: Solid Fraction – Closed Loop PHVCC 
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Figure 5.9: Energy Characteristics – Closed Loop PHVCC 
The solid fraction of the PCM throughout this simulation is shown in Figure 5.8 and the 
energy characteristics of the system are shown in Figure 5.9. During periods between the door 
opening events, the system runs almost exclusively off of the storage to maintain the temperature 
band, which melts the PCM. Immediately following a door opening event, the system runs in 
boost mode to pull the space back to the set point which melts the PCM further. After that, the 
main system turns on to quickly recharge the storage, and then the system turns off and runs 
solely off the storage once again. This pattern can be seen very easily by the compressor energy 
consumption dynamics in Figure 5.9. For the majority of the simulation the compressor is turned 
off and consuming no energy, which is advantageous for the efficiency of the system. 
The same metric of ICOP given in chapter 3 (repeated in Equation 5.2 for convenience) 
will be used to analyze the efficiency of the PHVCC. 
 0
0
T
net
T
k
Q
ICOP
W



  ( 5.2 ) 
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Figure 5.9 shows that 
0
15.26 MJ
T
netQ   and 
0
8.97 MJ
T
kW   for the PHVCC simulation. 
This results in an ICOP of 1.701 which, when compared to the conventional unit’s ICOP of 
1.516 from chapter 3, represents a 12% increase. This increase in ICOP is primarily attributed to 
the behavior shown in Figure 5.7b. The most inefficient point in the system is during the pull 
down after a door opening event. By dramatically decreasing the time required to perform this 
pull down, the time that the system must remain at very low efficiency is also dramatically 
decreased. For systems experiencing many rapid transients, a PHVCC could reduce energy 
consumption dramatically. Secondarily, heat transfer between the PCM and the refrigerant is 
much more efficient than heat transfer between the refrigerant and air. Additionally, since a fan 
consumes a lot less power than a compressor, by reducing the amount of time the main system is 
on, we increase the efficiency of the overall system. 
5.4 TES Optimization Study 
This section presents one possible method for using results from models developed in this 
thesis to optimize a TES geometry. Ultimately, the choice of TES sizing will vary from 
application to application. However, this section hopes to give some insight into some key 
aspects of TES design, and how they can mathematically compared to optimize a unit for a 
particular application. 
5.4.1 Parametric Analysis 
While many properties of the TES affect its performance, the simulations in chapter 4 
lead to the conclusion that there are two that affect performance more significantly than the rest: 
capacity and transport. Capacity is a measure of how much energy the TES can store and 
therefore deliver when necessary, and is primarily a function of the size of the TES and the latent 
heat of the PCM. As the TES size (and therefore the PCM volume) increase, capacity also 
increases. Transport is a measure of the heat transfer properties of the TES which is directly 
related to the thermal conductivity of the PCM. However, as shown in chapter 4, even TES units 
with PCMs having very poor thermal conductivity can exhibit good transport performance when 
enhanced with interior fins. 
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To analyze these factors, a parametric study has been performed on the TES. The 
parameters to be varied for this study have been chosen to be the outer tube diameter and the 
number of interior fins. As the outer tube diameter is varied, the capacity of the TES varies 
directly with it. Similarly, as number of fins increases, the transport property varies directly with 
it. Additionally, the study will test the properties of multiple PCMs to analyze their performance. 
A simulation matrix was created to study these properties. Each simulation has geometric 
parameters that are identical to those used for the study in section 5.3 with the exception that 
outer tube diameter and number of fins in the TES will vary from simulation to simulation. The 
simulations have been carefully set up so that the PCM is fully charged at the beginning, will 
fully discharge, and then end fully charge again.  
During the discharge phase, the TES will be used to hold the temperature of a space to a 
set point until it can no longer provide enough cooling to do so. At the point where the space 
temperature exits a narrow temperature band, the time is recorded and labeled as duration time 
(TD). This time will represent the relative capacitance of the TES. The temperature set point will 
change for different PCMs, but the temperature differential between the set point and the melting 
point of the PCM will remain the same. The longer the TES can maintain the space within the 
temperature band, the higher its capacity. After this, the refrigeration system will be activated to 
charge the TES. Once the TES is fully charged, the time will be recorded, and then the duration 
time will be subtracted from it to obtain the charge time (TC). The charge time will represent the 
transport property of the TES. The smaller the charge time, the better the transport properties for 
a given outer diameter. 
Example results for a case with water as the PCM and a TES having an outer diameter of 
20 mm and 4 fins is given in Figure 5.10. The duration time is labeled as 3,214 seconds and the 
charge time can be calculated as 356 seconds for this example. For the parametric study both 
water and PureTemp -5 will be studied varying the outer diameter between 15 mm and 35 mm in 
increments of 5 mm and the interior fins between 0 and 8 in increments of 2. Water will hold to a 
temperature set point of 7°C and PureTemp -5 will hold to a set point of 2°C. 
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Figure 5.10: Parametric Study Example: Water, OD 20mm, 4 Fins 
The simulation results for duration times and charge times using water as the PCM are 
given in Tables 5.13 and 5.14 respectively. The simulation results for duration times and charge 
times using PureTemp -5 as the PCM are given in Tables 5.15 and 5.16 respectively. 
Table 5.13: Duration Times for Water [sec] 
OD [mm] 
Fins 
15 20 25 30 35 
0 185 1663 9505 19620 31363 
2 387 3260 10166 19592 30960 
4 385 3215 9618 18950 30167 
6 177 3149 9119 18260 29150 
8 175 2831 8648 17366 28086 
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Table 5.14: Charge Times for Water [sec] 
OD [mm] 
Fins 
15 20 25 30 35 
0 53 397 856 1432 2145 
2 49 371 809 1364 2045 
4 47 354 778 1316 1977 
6 47 337 746 1268 1914 
8 45 321 714 1223 1853 
 
Table 5.15: Duration Times for PureTemp -5 [sec] 
OD [mm] 
Fins 
15 20 25 30 35 
0 64 218 731 4031 8031 
2 64 559 1204 4129 8346 
4 63 541 1133 4065 8104 
6 62 524 1063 4074 8995 
8 61 508 1213 4041 8835 
 
Table 5.16: Charge Times for PureTemp -5 [sec] 
OD [mm] 
Fins 
15 20 25 30 35 
0 40 252 641 1282 2118 
2 38 219 473 795 1185 
4 37 210 454 761 1133 
6 36 201 433 723 1062 
8 35 192 410 687 1013 
 
For both PCMs, as the outer diameter increases, the duration time and the charge time 
both increase. This shows that adding more PCM material will increase the capacity but also take 
longer to charge. Additionally, it is observed that water has longer discharge and charge times in 
all simulations due to it having nearly double the latent heat of fusion of PureTemp -5. As the 
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number of fins increases, the charge time decreases for both cases, although for PureTemp -5 the 
most noticeable change occurs from 0 fins to 2 fins. As the number of fins is increased for water, 
the duration time decreases, showing that the fins are taking up of some of the volume of water 
and therefore decreasing its capacity. For PureTemp -5, the duration time increases from 0 to 2 
fins, and then decreases after that. With 0 fins, the TES using this PCM cannot hold the 
temperature band during its full period of discharge due to its poor transport properties. For this 
case, once the temperature exits the band, the simulation stops counting for duration time even 
though the storage is not fully discharged. It then continues melting the PCM until it is empty 
and finally recharges it. With 2 fins, the TES is once again able to hold the temperature band 
during full discharge. 
5.4.2 Optimization Method 
This section will provide a methodology for optimization of a TES unit using the data 
collected in the previous section. First, the objective function for minimization must be 
formulated. It will include terms that are deemed objectives for the optimization. As mentioned 
earlier, the primary properties that are important and will be considered objectives for analysis 
are capacity and transport. For practical purposes in building a TES, material cost will also be 
included in the objective function. Therefore, the objective function is defined in Equation 5.3. 
    1 2 3( )MINJ Capacity Transport Cost       ( 5.3 ) 
The best design will minimize the summation of the terms of Equation 5.2, where 
1 2 3, ,and    represent the weightings on each term of the analysis. Next, the terms in the 
objective function must be defined and normalized. The terms will be normalized by the 
maximum value of the term over all simulations of a given PCM so that the weightings can be 
carefully chosen to directly compare the terms as opposed to using them to scale the magnitudes 
of each term in the objective function.  
The term for capacity is defined in Equation 5.4. As mentioned earlier, capacity is 
directly related to the duration time of each simulation. However, it is counterintuitive to seek to 
minimize capacity as additional capacity provides additional cooling. Therefore, the reciprocal of 
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duration time will be used for minimization, and it will be normalized by the maximum value of 
the reciprocal (which is equivalent to the reciprocal of the minimum value of duration time). 
 
1
1
D
D MAX
t
Capacity
t
 
 
 
 
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 
  ( 5.4 ) 
The term for transport is defined in Equation 5.5 . As mentioned previously, transport is 
directly related to the charge time of each simulation. It is intuitive to minimize the charge time 
of each simulation so no modifications are necessary. Additionally, this term will be normalized 
by its maximum value over all simulations of a given PCM. 
 
,
C
C MAX
t
Charge
t
   ( 5.5 ) 
The term for material cost is defined in Equation 5.6. This term is quantified by the 
volume of metal used in the TES, which represents the majority of the cost of a TES. The 
volume of metal is a function of both the outer tube diameter and the number of fins, and is given 
in Equation 5.7. The best design would minimize this term as it is directly related to monetary 
cost. Additionally, it is normalized by its maximum value over all simulations of a given PCM. 
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5.4.3 Optimization Results 
This section will apply the optimization method of section 5.4.2 to the simulation data of 
section 5.4.1. Throughout this section special nomenclature will be used for the numerical 
weighting values. For example, 1 1  , 2 2  , and 3 3  will be represented as (1,2,3). 
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5.4.3.1 Optimization with Water as PCM 
The results using water with weightings of (1,1,0) will be analyzed first. This represents a 
situation where performance from capacity and transport are weighted equally, but unit cost is 
neglected. The values of J from Equation 5.3 for this weighting set are given in Table 5.17 with 
the minimum value highlighted in red. Additionally, the results are displayed graphically in 
Figure 5.11. The analysis shows that a combination of an outer diameter of 20 mm and 8 fins 
provides the most favorable mix of capacity and transport performance when weighted equally. 
Table 5.17: “J” values for Water with (1,1,0) Weightings 
OD [mm] 
Fins 
15 20 25 30 35 
0 0.9732 0.2905 0.4176 0.6765 1.0056 
2 0.4763 0.2269 0.3943 0.6446 0.9589 
4 0.4772 0.2197 0.3808 0.6225 0.9274 
6 1.0121 0.2128 0.3671 0.6007 0.8985 
8 1.0211 0.2115 0.3533 0.5802 0.8700 
 
 
Figure 5.11: Graphical Optimization Results for Water with (1,1,0) Weightings 
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While the previous weightings are enlightening for a base case, in most practical 
situations capacity will be valued more than transport, especially for water which has favorable 
innate transport. The next analysis uses weightings of (5,1,0), which weight capacity five times 
as great as transport while still neglecting unit cost. The values of J are given in Table 5.18. 
Additionally, the results are displayed graphically in Figure 5.12. As expected, the minimum 
value now is found at a greater outer diameter of 25 mm while remaining at 8 fins. 
Table 5.18: “J” values for Water with (5,1,0) Weightings 
OD [mm] 
Fins 
15 20 25 30 35 
0 4.7678 0.7120 0.4913 0.7122 1.0279 
2 2.2891 0.4419 0.4632 0.6804 0.9816 
4 2.2976 0.4377 0.4537 0.6595 0.9507 
6 4.9727 0.4354 0.4440 0.6391 0.9226 
8 5.0211 0.4592 0.4344 0.6205 0.8949 
  
 
Figure 5.12: Graphical Optimization Results for Water with (5,1,0) Weightings 
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The next analysis uses weightings of (1,1,1), which now weight unit cost equally with 
capacity and transport. The values of J are given in Table 5.19 and the results are displayed 
graphically in Figure 5.13. The minimum value now is found at an outer diameter of 20 mm and 
2 fins. As mentioned earlier, in simulations with water as fins increase there is a very small 
improvement in transport, and capacity actually worsens. Therefore, when unit cost in included, 
the detriment of adding more metal to the TES outweighs the small improvement in transport. 
This pushes the minimum J value to a smaller fin number compared to the (1,1,0) weightings. 
Table 5.19: “J” values for Water with (1,1,1) Weightings 
OD [mm] 
Fins 
15 20 25 30 35 
0 1.2111 0.6077 0.8141 1.1523 1.5607 
2 0.7618 0.6076 0.8702 1.2157 1.6252 
4 0.8104 0.6640 0.9361 1.2890 1.7050 
6 1.3929 0.7206 1.0020 1.3625 1.7873 
8 1.4496 0.7829 1.0676 1.4373 1.8700 
 
 
Figure 5.13: Graphical Optimization Results for Water with (1,1,1) Weightings 
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 The final analysis for water uses weightings of (5,1,1), which now include unit 
cost equally with transport but weight capacity five times greater than both of them. The values 
of J are given in Table 5.20 and the results are displayed graphically in Figure 5.14. The 
minimum value remains at an outer diameter of 20 mm and 2 fins. When unit cost is included, 
the benefit of increased capacity is offset by the increase in metal volume, so the trend seen 
earlier that moved the outer diameter to 25 mm is not seen here. 
Table 5.20: “J” values for Water with (5,1,1) Weightings 
OD [mm] 
Fins 
15 20 25 30 35 
0 5.0057 1.0292 0.8878 1.1880 1.5830 
2 2.5747 0.8227 0.9392 1.2515 1.6479 
4 2.6308 0.8820 1.0090 1.3260 1.7282 
6 5.3536 0.9433 1.0788 1.4009 1.8113 
8 5.4496 1.0306 1.1487 1.4777 1.8949 
 
 
Figure 5.14: Graphical Optimization Results for Water with (5,1,1) Weightings 
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5.4.3.2 Optimization with PureTemp -5 as PCM 
The results using weightings of (1,1,0) will be analyzed first. This represents a situation 
where performance from capacity and transport are weighted equally, and unit cost is neglected. 
The values of J from Equation 5.2 for this weighting set are given in Table 5.21 where the 
minimum value is highlighted in red. Additionally, the results are displayed graphically in Figure 
5.15. The analysis shows that, similar to water, a combination of an outer diameter of 20 mm and 
8 fins provides the most favorable combination of capacity and transport when they are weighted 
equally. 
Table 5.21: “J” values for PureTemp -5 with (1,1,0) Weightings 
OD [mm] 
Fins 
15 20 25 30 35 
0 0.9663 0.3982 0.3859 0.6204 1.0076 
2 0.9732 0.2126 0.2741 0.3901 0.5668 
4 0.9855 0.2120 0.2681 0.3743 0.5423 
6 1.0044 0.2113 0.2617 0.3563 0.5081 
8 1.0164 0.2105 0.2439 0.3393 0.4849 
 
 
Figure 5.15: Graphical Optimization Results for PureTemp -5 with (1,1,0) Weightings 
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The next analysis uses weightings of (5,1,0), which weight capacity five times as great as 
transport while still neglecting unit cost. The values of J are given in Table 5.22 and the results 
are displayed graphically in Figure 5.16. As expected, the minimum value now is found at a 
greater outer diameter of 30 mm while remaining at 8 fins. Compared to water using the same 
weightings, the minimum value of J is found at a greater outer diameter value due to the relative 
difference in properties of the PCMs. 
Table 5.22: “J” values for PureTemp -5 with (5,1,0) Weightings 
OD [mm] 
Fins 
15 20 25 30 35 
0 4.7564 1.5159 0.7193 0.6809 1.0380 
2 4.7948 0.6492 0.4766 0.4492 0.5960 
4 4.8583 0.6630 0.4832 0.4343 0.5724 
6 4.9544 0.6767 0.4911 0.4162 0.5352 
8 5.0164 0.6909 0.4449 0.3996 0.5125 
  
 
Figure 5.16: Graphical Optimization Results for PureTemp -5 with (5,1,0) Weightings 
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The next analysis uses weightings of (1,1,1) which weight unit material cost equally with 
capacity and transport. The values of J are given in Table 5.23 and the results are displayed 
graphically in Figure 5.17. The minimum value is found at and outer diameter of 20 mm and 2 
fins, which is the same as the simulation with water with identical weightings. Much like water, 
as fins increase in PureTemp -5 simulations there is a very small improvement in transport past 
the increase from 0 to 2, and capacity actually worsens. Therefore when unit cost in included, the 
detriment of adding more metal to the TES outweighs the small improvement in transport, and 
this pushes the minimum value to a smaller fin number. 
Table 5.23: “J” values for PureTemp -5 with (1,1,1) Weightings 
OD [mm] 
Fins 
15 20 25 30 35 
0 1.2042 0.7154 0.7824 1.0962 1.5627 
2 1.2588 0.5933 0.7500 0.9613 1.2331 
4 1.3188 0.6563 0.8234 1.0407 1.3198 
6 1.3852 0.7191 0.8965 1.1181 1.3969 
8 1.4449 0.7819 0.9581 1.1964 1.4849 
 
 
Figure 5.17: Graphical Optimization Results for PureTemp -5 with (1,1,1) Weightings 
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The final analysis uses weightings of (5,1,1) which now weight unit cost equally with 
transport but weight capacity five times greater than both of them. The values of J are given in 
Table 5.24 and the results are shown graphically in Figure 5.18. The minimum value is now 
found at an outer diameter of 25 mm and 2 fins. When unit cost is included for PureTemp -5, the 
benefit of increased capacity is offset by the increase in metal volume. While earlier the 
minimum value was found at 30 mm for (5,1,0), when unit cost is added, it pushes the minimum 
J value to 25 mm while remaining and 2 fins. 
Table 5.24: “J” values for PureTemp -5 with (5,1,1) Weightings 
OD [mm] 
Fins 
15 20 25 30 35 
0 4.9944 1.8331 1.1158 1.1567 1.5930 
2 5.0804 1.0299 0.9525 1.0203 1.2623 
4 5.1915 1.1073 1.0386 1.1007 1.3499 
6 5.3352 1.1846 1.1260 1.1780 1.4240 
8 5.4449 1.2623 1.1591 1.2568 1.5125 
 
 
Figure 5.18: Graphical Optimization Results for PureTemp -5 with (5,1,1) Weightings 
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5.4.3.3 Summary and Conclusions 
A method for parametric analysis of TES optimization has been presented and performed 
on simulation data gathered from simulations of models in this thesis. While there are certainly 
an infinite number of possibilities for both terms in the cost function as well as combinations of 
weighting sets, the current work showed an example of how the method can be used and how the 
results can be analyzed for different PCMs. 
The difference in the PCMs was clearly seen through the results of the analysis. While 
the trends in their results were similar in many regards, their differences were also seen by the 
use of different weighting sets in the analysis. When unit cost was included, water must be 
weighted more heavily than PureTemp -5 for the minimum solution to be pushed to higher outer 
diameters. It is possible that if other PCMs with very different properties were analyzed, very 
different trends would be observed. However, the analysis method would show these trends and 
would aid the engineer in making decisions about their impact on TES design. In conclusion, the 
parameters of the TES unit are of paramount importance to a PHVCC system, and this method 
gives one way that a parametric objective function based analysis can be used to obtain them. 
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Chapter 6     
Conclusions and Future Work 
6.1 Summary of Results 
The research in this thesis attempts to examine, model, and analyze the dynamics 
associated with hybrid vapor compression cycle systems. First, the concept of a hybrid VCC 
system was introduced and configurations were defined using terminology seen in other hybrid 
system applications. These configurations were later critically analyzed, and a decision was 
made as to which of them would provide the most benefit over a conventional unit. The parallel 
configuration was chosen as the most worthwhile to study in detail. Second, a modeling 
approach that had been previously applied to and validated for conventional VCC systems has 
been improved and augmented with a dynamic model for a compact thermal energy storage unit 
to create a comprehensive tool for modeling hybrid and non-hybrid VCCs. Third, the modeling 
tool was used to simulate both a conventional VCC configuration and the chosen parallel hybrid 
VCC configuration in both open loop and closed loop objective tracking scenarios in order to 
observe and analyze their individual performances as well as draw comparisons between them. 
The hybrid system was shown to be universally better to the non-hybrid system when using both 
performance and efficiency metrics for comparison. Finally, a method for optimization of the 
major design parameters of the thermal energy storage unit was presented and applied to 
simulation data obtained from the models described in this thesis. The method was able to 
compare the performance trends of a TES using different phase change materials that varied 
drastically in properties, and can be used as a useful tool for TES design in the future. 
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6.2 Future Work 
While this research makes many key contributions to the field of vapor compression 
cycles, there are still many aspects that remain to be explored. A few of them are summarized in 
this section in order of their priority in the opinion of the author. 
6.2.1 Model Validation 
The VCC model in Chapter 2 and the TES model in Chapter 4 of this thesis have been 
individually validated by different sources in standalone configurations. However, at the time of 
this writing, a complete VCC hybrid system had never been constructed or validated to ensure 
the dynamics of the individual components were valid when placed into a system level 
configuration. While this should not bring the validity of the conclusions of this thesis into 
question as they come from widely accepted first principles analyses, a logical next step of this 
research would be to build such a hybrid system and test it to ensure the trends seen in modeling 
agree with experimental observations. 
Additionally, the simulations in this thesis used parameters from VCC systems that are 
currently found in transport refrigeration units. Since the advantage of hybrid VCC systems is 
most clearly seen when placed in situations with rapid transient loading profiles, transport 
refrigeration seemed an obvious application to analyze. In saying this, field testing of the 
performance of a hybrid VCC through demand profiles with rapid transient heat infiltration, such 
as an urban delivery cycle, would be the best place to begin validating the results from this 
thesis. 
6.2.2 Energy Management Strategies 
The simulations in this thesis presented some basic energy management strategies that 
were used to show the capabilities and benefits of the parallel hybrid VCC system. While they 
certainly showed the flexibility and energy saving potential of the system, further gains could be 
achieved through more complex strategies. Variable actuation of both the compressor speed and 
storage fan speed would allow a strategy to better balance the performance and efficiency 
objectives throughout a drive cycle. Additionally, advanced energy management strategies could 
include knowledge of the drive cycle in advance where applicable in order to most effectively 
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use the storage when needed. Application of these advanced strategies first onto to the existing 
models and simulations given in this thesis would be a next logical step. Once extensive 
validation of the results in this thesis has been performed, advanced strategies could be applied 
onto validated models and then the experimental platforms themselves. 
6.2.3 TES Geometry and Hybrid VCC Configurations 
First, the geometry presented for the TES in Chapter 4 was specifically chosen to be 
similar to a conventional evaporator. It is possible that different geometries could provide 
improved performance in capacity and/or transport of the TES for a given PCM selection. 
Additionally, it is possible that this geometry would be incompatible for certain applications, and 
therefore it would be necessary for a new geometry to be studied. 
Second, the only configuration of hybrid VCC system studied in depth in this thesis was 
the parallel configuration. While the author believes this to be the most beneficial configuration 
for the most applications, it is possible that there are applications where a different configuration 
would be more beneficial in meeting the objectives. Deeper study of the other configurations 
could lead to results that would suggest a different configuration could surpass the parallel in 
performance or efficiency for specific applications. 
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