The standard application of the Lehmann-Goerisch method for lower bounds on eigenvalues of symmetric elliptic second-order partial differential operators relies on determination of fluxesσ i that approximate co-gradients of exact eigenfunctions scaled by corresponding eigenvalues. Fluxesσ i are usually computed by a global saddle point problem solved by mixed finite element methods. In this paper we propose a simpler global problem that yields fluxes σ i of the same quality. The simplified problem is smaller, it is positive definite, and any H(div, Ω) conforming finite elements, such as Raviart-Thomas elements, can be used for its solution. In addition, these global problems can be split into a number of independent local problems on patches, which allows for trivial parallelization. The computational performance of these approaches is illustrated by numerical examples for Laplace and Steklov type eigenvalue problems. These examples also show that local flux reconstructions enable to compute lower bounds on eigenvalues on considerably finer meshes than the traditional global reconstructions.
Introduction
Methods for lower bounds on eigenvalues of symmetric elliptic partial differential operators attract growing attention in the last years [2, 9, 11, 10, 15, 19, 20, 22, 25, 27, 26, 28, 37] . The Lehmann-Goerisch method stems from a long history of development [31, 36, 21] and it is one of the most advanced methods. It is based on the Lehmann method [23, 24] and the (X, B, T ) concept of Goerisch [14] . Practically, this method relies on conforming approximations of eigenfunctions of interest, subsequent flux reconstructions, and an a priori known (rough) lower bound of certain eigenvalue. In this paper we concentrate on flux reconstructions that approximate co-gradients of approximate eigenfunctions scaled by corresponding eigenvalues.
From the computational point of view, the flux reconstruction is usually obtained by solving a global saddle point problem [4] . This problem is considerably larger than the original eigenvalue problem, its saddle point structure brings technical difficulties, and for large problems it is a bottleneck of this approach.
Therefore, we propose to reconstruct the fluxes by solving a smaller and simpler problem. The simpler problem provides the flux reconstruction of the same quality and in addition it is positive definite. Thus, it can be solved by any H(div, Ω) conforming finite elements as opposed to the original saddle point problem, where a suitable mixed finite element method has to be employed. Despite these advantages, even the simpler problem for fluxes is considerably larger than the eigenvalue problem itself. Therefore, we utilize the idea of [8, 12, 13] and propose localized versions of both the saddle point and simpler problems. Localized versions are based on solving independent small local problems on patches of elements and their accuracy is competitive with global problems. The main advantage of the localized problems lies in the fact that they are independent and can be solved in parallel. Their memory requirements are low and they enable to compute lower bounds on eigenvalues for considerably finer meshes than the traditional global flux reconstructions.
The main goal of this paper is to provide the flux reconstruction procedures for a general eigenvalue problem: find λ i > 0 and u i = 0 such that n Ω is the unit outward facing normal vector to the boundary ∂Ω. Note that specific choices of parameters in problem (1) yield to the standard eigenvalue problems such as the Laplace eigenvalue problem and Steklov eigenvalue problem.
However, in order to explain the main idea without technicalities, we first consider the Laplace eigenvalue problem, see Sections 2-3. The following sections deal with the general eigenvalue problem. Section 4, in particular, shifts the eigenvalue problem (1) and briefly presents its well-posedness and finite element discretization. Section 5 introduces the Lehmann-Goerisch method and the global mixed finite ele-ment problem for the flux reconstruction. Section 6 analyses the Lehmann-Goerisch method and derives the simplified global problem for the flux reconstruction. Section 7 presents local versions of these global problems and transforms them to a series of independent problems on patches of elements. Sections 8-9 compare the accuracy and computational performance of the global and local flux reconstructions for the Laplace and Steklov-type eigenvalue problem on a dumbbell shaped domain. Finally, Section 10 draws conclusions.
The Lehmann-Goerisch method for Laplace eigenvalue problem
We first describe how to obtain lower bounds on eigenvalues by the LehmannGoerisch method for the special case of the Laplace eigenvalue problem. We seek eigenvalues λ i > 0 and eigenfunctions u i = 0 such that
The weak formulation of this problem is posed in the Sobolev space V = H 1 0 (Ω) consisting of H 1 (Ω) functions with vanishing traces on ∂Ω and reads as follows: find eigenvalues λ i > 0 and eigenfunctions u i ∈ V \ {0} such that
where (·, ·) stands for the L 2 (Ω) inner product. This problem is well posed and posses a countable sequence of eigenvalues 0 < λ 1 ≤ λ 2 ≤ · · · , see e.g. [1, 6] .
In order to discretize problem (3) by the standard conforming finite element method, we consider Ω to be a polytope. We introduce a standard simplicial mesh T h in Ω and define the lowest-order finite element space
where P 1 (K) is the space of affine functions on the simplex K. The finite element approximation of problem (3) corresponds to the finite dimensional problem of seeking eigenvalues Λ h,i ∈ R and eigenfunctions u h,i ∈ V h \ {0} such that
Discrete eigenvalues are naturally sorted in ascending order:
It is well known that the order of convergence of the finite element approximation Λ h,i is quadratic [1, 6] and that Λ h,i approximates λ i from above. The LehmannGoerisch method enables to compute approximations of λ i from below with the same order of convergence. The idea of this method is summarized in [4, Theorem 2.1]. For the readers' convenience we recall this theorem here. Note that W = H(div, Ω) denotes the standard space of square integrable vector fields with square integrable divergence.
Theorem 2.1 (Behnke, Mertins, Plum, Wieners). Letũ i ∈ V ,σ i ∈ W , i = 1, 2, . . . , n, and ρ > 0, γ > 0 be arbitrary. Define matrices M , N ∈ R n×n with entries
Suppose that the matrix N is positive definite and that
are eigenvalues of the generalized eigenvalue problem
Then, for all i such that µ i < 0, the interval
contains at least i eigenvalues of the continuous problem (2).
In order to use Theorem 2.1 for obtaining guaranteed lower bounds on eigenvalues, we need to choose a positive value for the shift parameter γ and employ an a priori information about the spectrum. Namely, we need to know that
Then Theorem 2.1 provides lower bounds
Thus, the a priori knowledge of a lower bound on at least one exact eigenvalue can be utilized to compute lower bounds on eigenvalues below it. The a priori known lower bound can be relatively rough, but the lower bounds (7) have the potential to be very accurate.
In numerical examples presented below it is sufficient to obtain the a priori known lower bounds by using the monotonicity principle based on a comparison with a completely solvable problem. In particular, for the Laplace eigenvalue problem in two dimensions we enclose the domain Ω into a rectangle R. The analytically known eigenvalues for R are then below the corresponding eigenvalues for Ω. In this way rough a priori known lower bounds for all eigenvalues up to an index of interest can be easily computed. If these a priori lower bounds are not sufficiently accurate then the homotopy approach [29, 30] or nonconforming finite elements [10, 11, 27, 26] are recommended.
Notice that Theorem 2.1 holds true for arbitraryũ i ∈ V andσ i ∈ W . However, in order to achieve accurate lower bounds and especially the quadratic order of convergence, they have to be chosen such thatũ i approximates u i and the fluxσ i approximates the scaled gradient (λ i + γ) −1 ∇u i . Concerningũ i , it is natural to chooseũ i = u h,i . Fluxesσ i can be computed using the complementarity technique [33, 34] , also known as dual finite elements [16, 17, 18] , two energies principle [7] , or complementary variational principle [3] . Specifically, in [4] it is proposed to solve a global saddle point problem using mixed finite elements.
In particular, we use the first order Raviart-Thomas elements and the space of piecewise affine and globally discontinuous functions. Let
2 ⊕ xP 1 (K) be the standard local Raviart-Thomas space. Using the same triangulation T h as above, we define spaces
The global saddle point problem then reads:
where Λ h,i ∈ R and u h,i ∈ V h are finite element approximations (5) of the exact eigenpair.
3 Simplified and local flux reconstructions for Laplace eigenvalue problem
The traditional global saddle point problem (10)- (11) is not the only possibility how to compute quality fluxes. This section presents three alternative flux reconstructions still in the context of the Laplace eigenvalue problem. First we show that the global saddle point problem (10)- (11) can be replaced by a smaller symmetric positive definite problem by using the penalty method. The global saddle point problem (10)- (11) corresponds to the constraint minimization problem:
(12) This constraint, however, is not required by Theorem 2.1 and its exact validity is superfluous. Therefore, we remove it and enforce it in a weaker sense by using a penalty parameter. Section 6 provides heuristic arguments for choosing the penalty parameter as 1/γ. Thus, instead of the constraint minimization problem (12) we propose to solve the following unconstrained minimization problem:
The Euler-Lagrange equations for this minimization problem read:
for all w h ∈ W h . This problem is smaller than problem (10)- (11) and it is positive definite. In spite of that it is still considerably larger than the original eigenvalue problem (5) in terms of degrees of freedom and its solution is is still a bottleneck for large scale computations. Therefore, we use a partition of unity to localize these global problems and obtain quality flux reconstructions by solving small independent local problems on patches of elements. The main advantage of this localization is that these local problems can be efficiently solved in parallel. The idea we utilize here comes from [8] and it was worked out for example in [12, 13] for boundary value problems.
Let N h denote the set of nodes in the mesh T h and let ψ z be a hat function corresponding to the node z ∈ N h , i.e. ψ z is a piecewise linear and continuous function that equals to one at z and vanishes at all other nodes of T h . Hat functions ψ z clearly form a partition of unity z∈N h ψ z ≡ 1 in Ω. Further, let T z = {K ∈ T h : z ∈ K} be the set of elements sharing vertex z ∈ N h . The interior of the union of all elements K ∈ T z is denoted by ω z and called a patch. The unit outward facing normal vector to ∂ω z is denoted by n z . Note that ω z = supp ψ z . Furthermore, let Γ E z be the union of those edges on the boundary ∂ω z that do not contain z. Thus, Γ E z = ∂ω z for all interior patches, but not for the boundary patches.
In order to define the localized versions of global problems (10)- (11) and (14), we introduce the following spaces on patches ω z :
Localization of the saddle point problem (10)- (11) can then be done as follows.
where each σ z,i is determined by solving the following problem:
Note that the last term on the right-hand side of (18) has to be added due to solvability of this saddle point problem. Indeed, for interior and Neumann nodes, equation (18) tested by ϕ h ≡ 1 is only consistent thanks to this term and identity (5) . Further note that summing equality (18) over z ∈ N h yields the original equality (11) , because the last term in (18) vanishes. Alternatively, we can set up local positive definite problems on patches by localizing the positive definite global problem (14) . We seek σ h,i ∈ W h in the form (16) ,
for all w h ∈ W z . It is easy to see that all presented flux reconstructions can be directly used in Theorem 2.1 to compute lower bounds on eigenvalues (7). The formal prove of this fact follows as a special case of Lemmas 5.2, 6.1, 7.1, and 7.2 stated below.
General eigenvalue problem and its discretization
From now on we consider the eigenvalue problem (1) and generalize the ideas indicated in the previous two sections. We will provide more details and explain certain relations behind the Lehmann-Goerisch method and the proposed flux reconstructions.
Since the parameter γ > 0 plays the role of the shift, we start by formulating the shifted version of the eigenvalue problem (1):
In order to solve this problem by the conforming finite element method, we will formulate it in a weak sense. For this purpose, we assume the diffusion matrix
d×d to be symmetric and uniformly positive definite, i.e. there exists C > 0 such that
This assumption implies that the inverse matrix A −1 (x) exists for almost all x ∈ Ω and that
and they are all assumed to be nonnegative.
We define the usual space
and we introduce bilinear forms
where (·, ·) stands for the L 2 (Ω), and (·, Under these assumptions, the weak formulation of (20) reads: find λ i > 0 and
is well posed and eigenvalues form a countable sequence: 0 < λ 1 ≤ λ 2 ≤ · · · . This follows from the standard compactness argument [1, 6] , see also [35] for this specific setting.
We discretize problem (24) in the same way as in (5). In particular, we consider the finite element space (4), now with V given by (21) , and define approximate eigenvalues Λ h,i ∈ R and eigenfunctions u h,i ∈ V h \ {0} such that
5 The Lehmann-Goerisch method for the general eigenvalue problem
In this section, we generalize the Lehmann-Goerisch method as it is described in [4] to the problem with variable coefficients (1) For this purpose we introduce threshold values c 0 > 0, β 1,0 > 0, α 0 > 0, and β 2,0 > 0 and define sets
We also set Ω 0 = Ω \ Ω + and Γ N0 = Γ N \ Γ N+ and recall that W = H(div, Ω).
. . , n, and ρ > 0, γ > 0 be arbitrary. Let σ i ∈ W be such that
for i = 1, 2, . . . , n. Define matrices A 0 , A 1 , A 2 ∈ R n×n with entries
and matrices
2 . Suppose that the matrix N is positive definite and that
contains at least i eigenvalues of the continuous problem (1).
Proof. The proof follows from [3, Theorem 5] . To verify its assumptions, we define
Using this notation, we define the bilinear form
on X. We also define the linear operator T : V → X as
By this construction we immediately have
Now, givenσ i ∈ W satisfying (28), we defineŵ i = ŵ
Using the divergence theorem and condition (28) , it is easy to verify that
Similarly, we easily verify that
Thus, all assumptions of [3, Theorem 5] are satisfied and the proof is finished.
Theorem 5.1 is used for computing lower bounds on eigenvalues by employing an a priori known lower bound on a certain eigenvalue as in (7). We will now present four flux reconstruction procedures in an analogy with those presented in Sections 2-3. However, the general eigenvalue problem (1) requires a more involved approach.
For technical reasons connected with flux reconstruction, we assume coefficients A, c, β 1 , α, and β 2 to be piecewise constant with respect to the mesh T h . The constant values of these coefficients will be denoted by A K , c K , β 1K , α E , and β 2E for K ∈ T h and E ∈ E N h , where E N h stands for the set of all edges in T h lying on Γ N . Consequently, the natural choices of the threshold values in (26) and (27) 
h } and the set Ω 0 then consists of those elements K ∈ T h where both c K and β 1K vanish. Similarly, the set Γ N0 consists of those edges E ∈ E N h where both α E and β 2E vanish.
In order to generalize the global saddle point problem (10)- (11), we need to enforce suitable values for the normal components of fluxes on the Neumann boundary. Therefore, we define spaces
Notice the updated definition of the space W h in comparison with (8) . The space Q h will be used in the same form as in (9) . The global saddle point problem for the general eigenvalue problem then reads:
where Λ h,i ∈ R and u h,i ∈ V h are finite element approximations (25) of the exact eigenpair. The following lemma verifies that this flux reconstruction can be used in Theorem 5.1 to compute lower bounds on eigenvalues as in (7). Proof. The fact that σ h,i ∈ H(div, Ω) is immediate from the construction. The first condition in (28) is included in the constraint (38) on div σ h,i , because piecewise constant coefficients c and β 1 vanish in Ω 0 and both div σ h,i and (
The second condition in (28) is satisfied due to the choice of boundary conditions in W h and the fact that piecewise constant α and β 2 vanish in Γ N0 .
Derivation of the simplified flux reconstruction
The global saddle point problem (37)- (38) is a direct analogy of problem (10)- (11), see also [4] . In order to derive its simplified version, we will first analyse the Lehmann-Goerisch method.
The Lehmann-Goerisch method stems from the Lehmann method [23, 24] . The original Lehmann method can be formulated as in Theorem 5.1 up to one difference: matrixÂ 2 has to be replaced by matrix A 2 defined by
where w i ∈ V is the unique function satisfying
Matrix A 2 is optimal in the context of Theorem 5.1, but it is not computable in practice, because functions w i are in general unknown. The (X, B, T ) concept of Goerisch (as we use it the proof of Theorem 5.1) replaces A 2 by a computable matrixÂ 2 . Thus, the idea is to construct matrixÂ 2 as close as possible to the optimal matrix A 2 . MatrixÂ 2 is a good approximation of A 2 ifŵ i are good approximations of T w i for all i = 1, 2, . . . , n, because by (33) and (36), we have A 2,ij = a(w i , w j ) = B(T w i , T w j ) andÂ 2,ij = B(ŵ i ,ŵ j ). In order to estimate the difference T w i −ŵ i , we utilize the complementarity technique.
First of all, we notice that definitions (33), (35) , and (39) imply
Thus, we immediately obtain the Pythagorean identity
where |v| B = B(v, v) 1/2 denotes the seminorm induced by B on X. Here, we use the following observation. If the pairλ i ,ũ i is a good approximation of the exact eigenpair
i is a good approximation of w i . Thus, using this choice of z in (40), we have the term
−1ũ i a sufficiently small. Consequently, minimizing |ŵ i −T z| B we also minimize |T w i −ŵ i | B . This motivates us to seek suitableŵ i that minimizes the quadratic functional
Using specific forms (31), (32) , and (34) of bilinear form B, operator T , and vector w i , respectively, using approximationsλ i = Λ h,i ,ũ i = u h,i , and taking advantage of the fact that piecewise constant c, β 1 vanish in Ω 0 and α, β 2 vanish on Γ N0 , the quadratic functional (41) admits the following form:
Notice that in the special case of the Laplace eigenvalue problem, this functional coincides with the one in (13) . The goal is to minimize this functional over a suitable finite dimensional subspace, namely over the first-order Raviart-Thomas space. Defining
we find out that the minimizer σ h,i ∈ W h of (42) under the constraints
solves the saddle point problem (37)-(38). Notice that equalities (37)-(38) are the Euler-Lagrange equations corresponding to this constraint minimization problem. We also note that W h ⊂ W h , because α and β 2 vanish on Γ N0 . The important observation is that constraints (43) are not necessary and we can minimize the functional (42) over σ h,i ∈ W h with the only constraint dictated by conditions (28) . The corresponding minimizer (σ h,i , q h ) ∈ W h × Q h solves the Euler-Lagrange equations
, div w h
for all w h ∈ W h and
where
The following lemma shows that this flux reconstruction can be immediately used in the Lehmann-Goerisch method for lower bounds on eigenvalues. Proof. The definition of W h immediately implies that σ h,i ∈ H(div, Ω). Equation (45) guarantees the validity of the first condition in (28) , because the piecewise constant β 1 vanishes in Ω 0 and div σ h i | Ω 0 lies in Q h . The second condition in (28) is satisfied due to the choice of boundary conditions in W h and the fact that the piecewise constant β 2 vanishes in Γ N0 .
Euler-Lagrange equations (44) 
In this case the domain Ω 0 is empty, Ω + = Ω, and the saddle point problem (44)-(45) reduces to a positive definite problem of finding σ h,i ∈ W h such that
for all w h ∈ W h . Notice that this problem simplifies to (14) in the special case of the Laplace eigenvalue problem. Further notice that fluxes computed by (47) satisfy all assumptions of Theorem 5.1 by Lemma 6.1.
Localization of global problems for the general eigenvalue problem
Global problems (37)-(38), (44)-(45), and (47) for fluxes σ h,i are all considerably larger than the original eigenvalue problem (25) in terms of degrees of freedom. Thus, solving any of these problems is the most expensive part of the computation of lower bounds, especially in terms of the computer memory. Therefore, we localize these global problems as in Section 3. We recall that this idea was developed in [8, 12, 13] for boundary value problems and enables to reconstruct the flux by solving a series of small independent problems. We use the same partition of unity as in Section 3. We recall hat functions ψ z , patches of elements T z and ω z , and the notation Γ
Note that the space Q z remains the same as in (15) . Localization of the saddle point problem (37)-(38) generalizes the case of Laplace eigenvalue problem, see (17)- (18) . Fluxes σ h,i ∈ W h are computed as
where σ z,i are determined by solving the following problem: find (σ z,i , q z,i ) ∈ W z × Q z such that
As in the case of local problems (17)- (18) the consistency of equation (50) for interior and Neumann nodes follows from identity (25) . Interestingly, the following lemma shows that the local flux reconstruction σ h,i given by (48) and (49)-(50) satisfies the same constraints as the original flux reconstruction computed by solving (37)-(38).
Lemma 7.1. Let σ z,i ∈ W z be solutions of problems (49)-(50) for all z ∈ N h and let σ h,i be given by (48). Then σ h,i ∈ W h and it satisfies constraints (43).
Consequently, it satisfies all assumptions of Theorem 5.1.
Proof. Since σ z,i ∈ W z have zero normal components on edges E ⊂ Γ E z , it can be extended by zero to entire Ω and the extension lies in H(div, Ω). Thus, by (48) we conclude that σ h,i ∈ H(div, Ω).
In order to prove the first constraint in (43), we set
and prove that r h = 0. Notice that r h | K ∈ P 1 (K) for all K ∈ T h , because coefficients c and β 1 are piecewise constant. Thus, r h | ωz ∈ Q z for all z ∈ N h . Using the partition of unity z∈N h ψ z ≡ 1 and (50), we obtain
To prove that normal components of σ h,i satisfy the second constraint in (43), we introduce the set N E of the two end points of the edge E ∈ E N h and use boundary conditions specified in the definition of W z . On every edge E ⊂ Γ N+ we have
where we use properties of the projection Π E and the fact that z∈N E ψ z = 1 on the edge E. Similarly, it is easy to see that σ h,i · n Ω = 0 on Γ N0 . Thus, σ h,i lies in W h and satisfies both constraints in (43). Since c, β 1 and α, β 2 are piecewise constant and vanish in Ω 0 and Γ N0 , respectively, we immediately see that conditions (28) in Theorem 5.1 are satisfied.
To localize the global saddle point problem (44)-(45), we have to remove the prescribed values of normal components of reconstructed fluxes on Γ N+ z . For that purpose, we introduce spaces for all w h ∈ W z and
Lemma 7.2. Let σ z,i ∈ W z be solutions of problems (51)-(52) for all z ∈ N h and let σ h,i be given by (48). Then σ h,i ∈ W h and it satisfies all assumptions of Theorem 5.1.
Proof. Zero normal components on edges E ⊂ Γ E z enable to extend σ z,i ∈ W z by zero such that the extension lies in H(div, Ω) and consequently σ h,i given by (48) lies in H(div, Ω) as well.
The first condition in (28) follows form (52), the fact that div σ h,i | ωz∩Ω 0 lies in Q z and that piecewise constant
The second condition in (28) 4. Set ρ = m+1 + γ. Otherwise use (7) with L = m + 1, i = m + 1 − j, j = 1, 2, . . . , m, and compute
Assemble matrices
The output of this algorithm consists of two-sided bounds on the first m eigenvalues:
The relative eigenvalue enclosure size
bounds the true relative error and it is used below in Sections 8-9 as a measure of the accuracy of the method. Let us note that if the a priori lower bound m+1 on λ m+1 is too rough, typically if m+1 ≤ λ m then it may happen that Algorithm 1 still computes a positive lower bound i on λ i for some i, but it will often be rough and will not converge to λ i , but to a smaller eigenvalue. Alternatively, it may happen that the assumptions on the positive definiteness of N and/or on the negativity of µ i are not satisfied and the algorithm returns i = −∞ for some i. Lemmas 5.2, 6.1, 7.1, and 7.2 verify that all flux reconstructions presented in step 3 of Algorithm 1 satisfy assumptions of Theorem 5.1, which justifies that this algorithm produces lower bounds on eigenvalues. In this paper we assume that matrices M and N in step 5, eigenvalues µ 1 , . . . , µ m in step 6, and lower bounds j in step 7 are computed exactly. If these computations are performed in the floating point arithmetic then they are polluted by round off errors and the computed lower bounds need not be guaranteed to be below the true eigenvalues. This problem can be solved by employing interval arithmetic as proposed for example in [29, 30, 26] . We just note that the interval arithmetic is only needed in steps 4-7 of the Algorithm 1, where the most involved part is the solution of the small generalized eigenvalue problem with matrices M and N . The finite element approximations u h,i in step 2 and flux reconstructions σ h,i in step 3 can be polluted by various errors, because Theorem 5.1 allows for arbitraryũ i andσ i .
Numerical example -Laplace eigenvalue problem in the dumbbell shaped domain
In this section, we compare the accuracy and computational performance of global and local flux reconstructions presented above. As an example we choose twodimensional Laplace eigenvalue problem (2) in a dumbbell shaped domain [32] . This domain can be expressed as
and it is illustrated in Figure 1 (left) .
We compute the first m = 6 eigenvalues of this problem by the standard finite element method (5) and the corresponding lower bounds by the Lehmann-Goerisch method with four flux reconstructions presented in Sections 2-3. We use Algorithm 1 described at the end of Section 7. We perform these computations on a series of uniformly refined meshes starting with the mesh depicted in Figure 1 (right) . The shift parameter γ is recommended to be small [4] and we choose γ = 10 −6 . The a priori known lower bound on the exact eigenvalue λ m+1 is computed by using the monotonicity principle. We enclose the dumbbell shaped domain Ω into a rectangle R = (0, 9π/4) × (0, π). The Laplace eigenvalue problem in R can be solved analytically and because Ω ⊂ R, the eigenvalues of the Laplacian on R lie below the corresponding eigenvalues on Ω. This simple approach is sufficient for the first six eigenvalues, because the seventh eigenvalue on the rectangle λ (R) 7 ≈ 5.778 is still above the sixth eigenvalue for Ω. This is no longer the case for higher eigenvalues, which can be verified by computing sufficiently accurate upper bounds Λ h,i by (5) for the dumbbell shaped domain Ω.
Numerical results below compare the global flux reconstruction (10)- (11) and the local flux reconstruction (17)- (18) with their simplified and positive definite versions (14) and (19) . Notice that we can use these simplified versions, because the Laplace eigenvalue problem satisfies condition (46). Figure 2 shows the relative enclosure size (54) for λ 1 , where the lower bound 1 is computed by using these four flux reconstructions. The left panel presents the dependence of these enclosure sizes on the mesh size h = max K∈T h diam K. We observe that all four flux reconstructions provide virtually the same results on a given mesh. However, the computational performance of these approaches considerably differs. Especially the memory requirements of global flux reconstructions (37)- (38) and (47) Concerning the higher eigenvalues, the four flux reconstructions yield almost the same results as in the case of the first eigenvalue. For illustration we present the relative enclosure size (54) for the fifth eigenvalue in Figure 3 . We emphasize that the spectral gap between λ 5 and λ 6 is extremely small for the dumbbell shaped domain and therefore the lower bound on λ 5 is less accurate than lower bounds on the other eigenvalues. In any case, the four tested flux reconstructions are almost identically accurate, see Figure 3 (left), and the corresponding dependence on the number of degrees of freedom in Figure 3 (right) reflects the memory requirements.
Notice that on the two finest meshes we could not solve global flux reconstruction problems, because of the lack of computer memory. In contrast, the local problems need virtually no additional memory and we can solve them even on the finest meshes. The left panels of Figures 2 and 3 confirm that the solution of local problems does not compromise the accuracy of the resulting lower bounds.
The accuracy of the four flux reconstructions is compared in Table 1 , where the corresponding lower bounds together with the finite element upper bound are listed. The presented results are computed on the six times refined uniform mesh, which (10)- (11), global positive definite problem (14) , local saddle point problem (17)- (18), and local positive definite problem (19) . The last column presents the upper bound computed by the finite element method (5).
was the finest mesh, where we were able to compute all four flux reconstructions. This table confirms that all flux reconstructions provide similar accuracy. The local reconstructions yield naturally less accurate lower bounds then the global reconstructions, but the differences between the lower bounds computed by local and global reconstructions represents only around 10 % of the resulting eigenvalue enclosures. Nevertheless, the main advantage of local reconstructions is that they enable to refine the mesh two times more and the gain in accuracy is visible in Figures 2 and 3 .
Numerical example -Steklov-type eigenvalue problem
This section illustrates the accuracy and numerical performance of the presented flux reconstructions for a Steklov-type eigenvalue problem. We again consider the dumbbell shaped domain Ω, but this time with mixed Dirichlet and Neumann boundary conditions. We consider the left-most edge of ∂Ω to be the Neumann part of the boundary Γ N = {0} × (0, π) and the rest of the boundary to be the Dirichlet part Γ D = ∂Ω \ Γ N . The Steklov-type eigenvalue problem we will solve is a special case of (1) with parameters A = I, c = 0, β 1 = 0 in Ω and α = 0, β 2 = 1 on Γ N . The shift parameter is chosen again as γ = 10 −6 . The a priori known lower bound can be computed by the monotonicity principle and by enclosing Ω into the same rectangle R as in Section 8. The Steklov-type eigenvalue problem in the rectangle R (with Γ N representing the Neumann part of the boundary) can be solve analytically and we have λ Figure 4 presents the corresponding convergence curves for λ 1 and λ 5 with respect to both the mesh size and the number of degrees of freedom. As in the case of the Laplace eigenvalue problem, all flux reconstructions provide almost the same accuracy on a fixed mesh, see left panes of Figure 4 . However, global problems require considerably more degrees of freedom, see right panels of Figure 4 , and we are not able to solve them on the two finest meshes. Table 2 compares lower bounds obtained by the four flux reconstructions for the first six eigenvalues as they were computed on the six times refined initial mesh. Global flux reconstructions provide slightly more accurate lower bounds, but the difference of the lower bounds obtained by global and local reconstructions is again around 10 % of the size of the eigenvalue enclosure. 
Conclusions
In this paper we propose alternative approaches for computing flux reconstructions in the Lehmann-Goerisch method. These alternative approaches are less computationally demanding and provide almost as accurate results as the traditional global approach. Flux reconstruction (47) can be recommended for small problems, because it is simpler to implement and less computationally demanding than the traditional saddle point problem (37)-(38). However, for large scale problems the local flux reconstructions are recommended, because the resulting local problems are independent and can be easily solved in parallel. Flux reconstruction (53) is especially advantageous, because it requires to solve just a simple positive definite problem by standard Raviart-Thomas finite elements.
Let us mention that the presented approach is applicable to the general eigenvalue problem (1) in arbitrary dimension, with variable coefficients, and mixed boundary conditions. For technical reasons connected with the specific flux reconstructions we assumed piecewise constant coefficients, however, the general idea is applicable even in the case of more general coefficients. Additional advantage of the presented approach is its suitability for generalizations to higher order approximations. Further, this approach can be well combined with mesh adaptivity and presented flux reconstructions can be used to compute local error indicators for mesh refinement.
From a wider perspective, this paper shows that the local and efficient flux reconstructions developed in the last decade for boundary value problems can be utilized in the Lehmann-Goerisch method in order to efficiently compute accurate lower bounds on eigenvalues. Current progress in constructing efficient flux reconstructions for more complex problems such as linear and nonlinear elasticity [5] promises their future utilization in corresponding eigenvalue problems for computing accurate lower bounds on eigenvalues.
