Within the framework of the density gradient theory, the interfacial tension can be calculated by finding the density profiles that minimize an integral of two terms over the system of infinite width. It is found that the two integrands exhibit a constant difference along the interface for a finite planar interface, and this difference becomes smaller as the interface width increases.
Introduction
The density gradient theory (DGT) is a popular framework in the interfacial tension calculations . The DGT was proposed by van der Waals [23] and reformulated by Cahn and Hilliard [24] . The DGT considers that the Helmholtz free energy density of an inhomogeneous fluid consists of two terms: the first term represents the Helmholtz free energy density of a homogeneous fluid modelled by the same thermodynamic model which is used for describing the bulk phases. The second term is expressed as the product of the so-called influence parameter and the square of the density gradient. We refer the first term as an energy term and the second term as a gradient term in this work.
The total Helmholtz free energy of the inhomogeneous system is the integral of the Helmholtz free energy density. At equilibrium, the total Helmholtz free energy of the system with a planar interface reaches at the minimum state, so the calculation of the interfacial tension of a planar interface with the DGT in principle is a minimization problem. This minimization problem can be formulated as a set of coupled second-order differential equations by following the EulerLagrange equation. The fluid phase equilibrium compositions provide the split boundary conditions. When the geometric mean rule is used for the cross influence parameters, the set of differential equations simplifies drastically and reduces to a set of nonlinear algebraic equations. This is the geometric-mean DGT, and it is the most widely used version in many practical applications [7] [8] [9] [10] [11] , due to its simplicity, efficiency and satisfactory performance. It will be denoted as the GM-DGT in this work hereafter.
The numerical implementation of the DGT is not trivial. It is commonly done to choose a variable that changes monotonically between the two bulk phases as the independent one in the implementation of the GM-DGT. The density of a reference component is most commonly used [1, 9, 25] , while some people recommended using a path function [5, 19, 26] , which might be still working when none of the components has a monotonic density between the two bulk phases.
Usually a fixed number of points is used to discretize the domain when solving the problem [1, 5, 9, 25] , which is neither flexible nor efficient. Larsen et al. [18] proposed an approach to automatically refine the density profiles during the calculation, which can significantly improve the efficiency. As pointed by Liang et al. [19] , the technique for constructing the phase envelope developed by Michelsen [27, 28] can be used as well, since the same structure of the equations M A N U S C R I P T
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3 can be formulated. This technique is used in some of the following calculations in this work and it is shown that it could be 5-10 times faster than the approach using 500 equidistant points to discretize the problem domain (interface width). A brief introduction of solution procedures of the GM-DGT is given in Appendix A.
The DGT in the generalized form, i.e. the cross influence parameter that deviates from the geometric mean, provides a potential alternative when the GM-DGT does not work satisfactorily.
Both the finite difference technique and the finite element method are commonly used [1, 5, 29, 30] for solving the coupled second-order differential equations. The discretization requires a finite value for the interface width, and it is common practice to use a sufficiently large value relative to the 'effective' interface width. According to previous literature [1, 8, 29, 30] , these algorithms are unstable. To improve the stability, Qiao et al. [29] and Mu et al. [30] proposed to add a timederivative term. In these practices, a fixed and relatively large number is used to discretize the problem domain. With complex models in particular the evaluations of the thermodynamic properties, e.g. the chemical potentials, are usually the time-consuming part of the calculation.
Therefore, there is no doubt that unnecessarily large interface width and large number of discretization points will affect the efficiency of the algorithms. In this work, we shall further analyze the characteristics of the DGT, which gives the criterion of an adequate interface width for the interfacial tension calculations. We shall propose to use the combination of GaussLobatto quadrature and polynomial approximations for evaluating the interfacial tension from the density profiles, which makes it possible to use less discretization points. We shall solve the DGT with a given interface width by an optimization method instead of solving the coupled second-order differential equations, which are in principle equivalent, but it would be easier to extend the optimization method to solve the DGT with density dependent influence parameters.
The rest of this work is organized as follows: the analysis of the theory and the proposed algorithm are presented in Section 2; the model and parameters are briefly introduced in Section 3; the performance of the algorithm is investigated for various systems in Section 4, followed by the conclusions in Section 5.
Theory

Formulation of the problem
Within the framework of the DGT, the Helmholtz free energy of a system with a planar interface consists of two contributions
where is the total Helmholtz free energy, is the interface area, , ⁄ and are the density, the density gradient and the chemical potential of component , is the pressure, is the spatial dimension (position) and is the cross influence parameter between molecules and .
At equilibrium, the Helmholtz free energy defined in equation (1) reaches the minimum state, and the chemical potential of each component is the same everywhere in the system. With
Legendre transformation, equivalently the grand potential reaches the minimum state, which turns out that the interfacial tension is also at the minimum state according to its definition. More details can be found in the PhD thesis of Cornelisse [5] . The interfacial tension can be calculated by finding the density profiles that minimize
where is the interfacial tension. %, % 3 and ( are vectors of the density, the density gradient and the chemical potential of components. The subscript 0 denotes the corresponding properties of the bulk phases. -is the influence parameter matrix. / % represents the density based tangent plane distance function, i.e. the energy term, while 1'%, % 3 ) describes the gradient term. Both terms are functions of the spatial dimension , as denoted by the last expression.
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In general, the cross influence parameter , which may depend on temperature and/or density, is obtained from the influence parameters of pure fluids by the equation
where 6 is an adjustable parameter.
The density profiles satisfy
where % 9 and % < are the bulk phase densities, and they fulfill the equilibrium conditions ('% 9 ) = ('% < ) = ( ; '% 9 ) = '% < ) =
In order to calculate the interfacial tension, the first step is to obtain the density profiles, which is commonly solved by the Euler-Lagrange equations
Multiplying the equation (6) by ⁄ and making the summation of all i, we obtain
which gives
and therefore
Since 1 and / both vanish at infinity, the constant becomes zero, resulting in 1 = / , as shown in the PhD thesis of Cornelisse (equation 2.58) [5] . This relationship is universal
irrespective of whether the influence parameter is density dependent or not. In this work, however, we will focus on solving cases with a constant 6 . With this assumption, the set of equation (6) is transformed into a set of coupled second-order differential equations
There are some approaches available for solving this set of differential equations. One approach is a coordinate transformation, e.g. tanh , which allows one to work in a finite interval. As discussed by Miqueu et al. [8] , this approach may lead to infinite number of solutions and it is difficult to be generalized to multicomponent systems. Another approach is to replace the spatial variable by a so-called path function. For example, the density of one component as the reference variable had been used in some works, e.g. Carey [1] and Miqueu et al. [8] More discussions on using a path function can be found in the PhD thesis of Cornelisse [5] .
An alternative is to replace the infinite interval with a finite interval, which is a simpler and more straightforward approach. However, it was considered unstable and sensitive to the choice of the finite interval [1, 8, 29, 30] . Qiao et al. [29] and Mu et al. [30] proposed to add a time-derivative term to stabilize the algorithm. In this work, we shall mathematically show a criterion for an adequate finite interval. The derivation process will also lead to an efficient and robust algorithm without adding any term, by using linear density profiles as the initial estimates.
For a finite interval, we replace the original problem by minimizing the following equation with respect to the density profiles
where L M is the integral of the energy term, L N is the integral of the gradient term, and J is the interface width. When J is large enough, we may expect J to approach the correct one ∞ .
The Euler-Lagrange equations result in exactly the same set of differential equations as previously, i.e. equation (6) and equation (10), but now with boundary conditions at = 0 and = J. Hence, equation (9) becomes
This is because / 0 = / J = 0, as the equilibrium phases are trivial solutions for the tangent plane distance function. This reveals that: (i) the difference of these two terms is constant, which is equal to the value of the gradient term at the two end points; and (ii) the gradient term is always larger than the energy term. By integrating equation (13), we obtain
Criterion for an adequate interface width P
Introduce the transformation = JQ, and let
Equation (11) can be rewritten as
we have,
If differentiating equation (19) with respect to J, we obtain
The terms in the first parentheses come from the fact as is an explicit function of J, while the terms in the second parentheses are the derivatives via density profiles and the summation is exactly zero, as the density profiles are determined to minimize the integral. By multiplying J on both sides of equation (20), we obtain
By comparing this relationship to equation (14) , it leads to
As expected, it is proven here that the interfacial tension decreases as the interface width J increases, and the derivative in equation (22) approaches to zero as J goes to infinity. Provided this derivative is small, J is an adequate representation of the exact interfacial tension ∞ , and a larger J is needed if this derivative is too large, which naturally becomes a criterion for an adequate interface width L in the interfacial tension calculations.
Numerical solution approach for a given interface width P
A combination of Gauss-Lobatto quadrature and polynomial approximation based on Lagrange interpolation is used to evaluate the integrals is exact provided Y Q is a polynomial of degree less than 2b + 2. These Jacobi polynomials satisfy the orthogonality relations
The density profiles are approximated by
where ℒ \ Q are the Lagrange polynomials, given by
With these expressions we obtain
and, in particular, at the quadrature points,
where
Procedures and computer source code for calculating the quadrature points, quadrature weights and the relevant coefficient matrices can be found in the book of Villadsen and Michelsen [31] .
With this information available, we can calculate the integral of the gradient term
where ,g and ,i are, respectively, the densities of component at quadrature point k and the density of component at quadrature point C. l is the total number of components.
The derivatives of N with respect to densities are given by
We note that the matrix inside the parentheses of the second-order derivatives does not depend on density and can be calculated as long as the number of quadrature points is determined.
The integral of the energy term is calculable
since / is zero at the endpoints as mentioned above. The derivatives are
where % g are the densities of all components at the quadrature point k. m gi is the Kronecker delta function of the two quadrature points k and C.
The condition for optimality is that the total gradient of the function must equal zero, i.e.
We reorganize the expression and use a vector n to represent the total gradient, since the letters 1 and S have been used for the gradient term in the theory.
There is a total of b × l unknowns, i.e. the densities of C components at N quadrature points.
These unknowns are found by the restricted step algorithm [ 32 ] , which is globally and quadratically convergent to at least a local minimum. The required Hessian matrix is calculated from the second-order derivatives
The update at each iterative step is found by
where s is a correction constant when q is not positive definite or when the step does not decrease the objective function. More details on this optimization method can be found in the book of Fletcher [32] .
The entire algorithm
According to the analysis presented above, it is natural for us to propose an inner-outer two loop algorithm to calculate the interfacial tension within the framework of the DGT. The outer loop deals with the relationship between the interfacial tension and the interface width, presented in inner loop minimizes the interfacial tension for a given interface width by adjusting the density profiles, presented in Section 2.3. The entire algorithm is described in Table 1 . Some details on the strategies for initial estimates and updating the interface width L, a better approximation of the interfacial tension without additional cost and a further comment on the inner loop solver are discussed below.
Strategies for initial estimates and updating the interface width L
It is readily known from equation (13) and equation (22) that the integral of the energy term and the integral of the gradient term, respectively, increases and decreases as the interface width increases. This tells that the gradient term dominates when the interface width J is small enough, which is the basis to use the linear density profiles as the initial estimates to start the entire algorithm. With a fixed update for the interface width, e.g. 0.15Ck, the algorithm should be robust enough by using the converged density profiles from the current interface width as the initial estimates for the next interface width, i.e. the next iteration step in the outer loop.
However, the efficiency can be further improved.
If differentiating equation (38) with respect to the interface width J, we obtain
The decomposition of the Jacobian matrix q has already been available from equation (40) , so the density profiles at a new J can be calculated from
The derivatives % J ⁄ are the sensitivity of the density profiles with respect to the interface width. This is the step S6.5 in the algorithm.
It is common practice to adaptively update the independent parameter in the phase envelope technique [27, 28] . Therefore, starting with J = 0.15Ck, the following procedure is used to update J: if the inner loop converges with 1 or 2 steps, J = 1.5 × J; if the inner loop uses 3 steps, J = 1.2 × J; if the inner loop needs more than 6 steps, J = 0.5 × J; otherwise, J is kept no change, which is the step S6.3 in the algorithm.
A better approximation for the interfacial tension
Without additional cost, the density profiles % Q available during the iterative process can be used to create an approximation superior to J to the exact value. By considering % Q as a parametric representation of the density profiles, we can transform equation (11) to
It needs to point out that the relation = JQ does not hold anymore in this transformation. The integrand in equation (43) is minimized everywhere, provided we choose:
This results in:
A further comment on inner loop solver
In this work, we use the direct optimization approach in the inner loop. It is possible to replace the optimization problem by solving the set of the coupled second-order differential equations, i.e. equation (10) , in the inner loop. If the coupled second-order differential equations are solved by the collocation method combined with the Gaussian quadrature for the integrals [31] , it is possible to get a similar efficiency. However, we prefer to use the optimization approach, since it guarantees global convergence (not the same as converging to the global minimum). More importantly, it is more straightforward to extend the algorithm to density dependent (cross) influence parameters.
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14 Table 1 . The entire algorithm
Step S1: Choose a model and setup relevant parameters, e.g. EOS parameters, binary interaction parameters, influence parameters, adjustable parameter 6 for the cross influence parameter, etc.
Step S2: Specify the conditions (T, P, composition), and obtain the properties of bulk phases (% 9 , % < , ( and ). If not available, make phase equilibrium calculations to get them.
Step S3: Choose the number of quadrature points b and calculate the point positions •Q \ ‚, the density independent derivative matrices, and the quadrature weights •[ \ ‚, for which the source code are available from the book of Villadsen and Michelsen [31] .
Step S4: Setup solver related parameters, i.e. convergence criteria for the inner and outer loops, the (initial) change of the interface width at each step J and initial interface width ℒ i M .
Step S5: Generate the initial density profiles from ,\ = ,9 + Q \ ' ,< − ,9 ) (Q \ is the position of quadrature point `; ,9 and ,< are the vapor and liquid densities of component ).
Step S6 (outer loop): Count the iteration number, and if it exceeds a given maximum value (e.g.
250)
, go back step S3 or S4 to restart the program; and set inner loop iteration number to zero.
Step S6.1 (inner loop): Count the iteration number.
Step S6.1.1: Calculate the derivatives of the gradient term.
Step S6.1.2: Call the thermodynamic model to calculate the chemical potential and pressure at each quadrature point in order to calculate the derivatives of the energy term.
Step S6.1.3: Evaluate the integrals M , N and the one in equation (45) .
Step S6.1.4: Calculate the updates of the density ∆% using the restricted step approach.
Step S6.1.5: If |∆%| A < " (inner loop convergence criterion), exit the inner loop.
Step S6.1.7: % iiy… iyz = % iiy… {<| + ∆%.
Step
any more, obtain the interfacial tension J , U J and other outputs, and return successfully from the algorithm.
Step S6.3: Update J depending on the number of iterations in the inner loop (Section 2.5.1)
Step S6.4: Update J iyz = J {<| + J.
Step S6.5: Generate initial estimates for J iyz from the sensitivity of the density profiles w.r.t the interface width J (see more details in the Section 2.5.1).
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Models and parameters
The tangent plane distance function and the boundary conditions are calculated from the thermodynamic model. In this work, the Peng-Robinson (PR) [33] , the Cubic Plus Association (CPA), proposed by Kontogeorgis et al. [34] , and the simplified Perturbed-Chain Statistical
Associating Fluid Theory (PC-SAFT) EOS [ 35 ] are chosen. The details of the equations, symbols and applications of these models can be found in the monograph of Kontogeorgis and
Folas [36] . The pure component parameters and non-zero binary interaction parameters are listed in Tables 2 and 3 , and temperature-independent influence parameters are used in this work. The corresponding references are also given in the tables. 
Results and discussion
Algorithm parameters
There are four key parameters in the proposed algorithm: the number of quadrature points (b), The density profiles for these two systems as given in Figure 2 , in which the densities are scaled by their corresponding values in the liquid phase. The density profiles can be generally considered satisfactory. However, more quadrature points are recommended when very detailed density profiles are concerned.
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With these parameters, we have not seen failures in the cases discussed below, but the algorithm might fail depending on the complexity and the conditions of the being investigated system. If the algorithm fails, these parameters can be adjusted to restart the algorithm. For example, if the algorithm fails at the first outer loop, smaller J i M or the other initial guess approaches [44] could be tried. Otherwise, more quadrature points should be tried before changing the convergence criteria, since the mole densities, the maximum value of which is usually larger than 10 4 mol/m 3 , are used as the independent variables in the inner loop and we shall show that v = 0.02 is adequate, especially when the improved equation (45) is used. 
Convergence behavior
Even though we have mathematically derived the procedure in Section 2, it is still nice to show the convergence of the algorithm. The density profiles from the proposed algorithm with recommended parameters are compared in Figure 3 with those from the same algorithm with 200 quadrature points and a system size (interface width) of 5nm, which means that the algorithm continues until the interface width L becomes larger than 5nm. It can be seen from Figure 4 that the density profiles are not completely matched with each other, but the interfacial tension has converged, especially with the equation (45) . A better match of the density profiles could be obtained by decreasing the outer loop convergence criterion v. 
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The calculated interfacial tensions from equation (19) and equation (45) are compared in Figure   4 for the system ethanol + n-hexane with the PC-SAFT EOS and the system water + ethanol with the CPA EOS, both at 298.15K. The values of the adjustable parameter 6 used here are the same as Figure 1 . The results could be considered almost the same, even though a very tiny improvement has been achieved by using equation (45) to calculate the interfacial tension at some compositions in the case of ethanol + n-hexane. This indicates that v = 0.02 is adequate to be used as the convergence criterion for the outer loop. As discussed in previous works [19, 20] , the system of ethanol + n-hexane is interesting and challenging for the DGT with the PC-SAFT and CPA EOS. Therefore, more discussions are given in Appendix B for this particular system. equation (19) and equation (45) .
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The two ways of calculating the interfacial tension, equation (19) and equation (45) , are further compared in Figure 5 . The interfacial tension is found to converge much faster when the equation (45) is used. Therefore, we recommend that the equation (45) should be used in practical calculations, and it will somehow compensate for the inaccuracy, if it occurs, of the equation (19) due to the loose criterion v = 0.02. It is interesting to notice that the interface widths in these two cases are smaller than 3.5nm, while larger values of the problem domain are usually used in other implementations [5, 30] . 
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The iteration processes of the algorithm for the same two systems are presented in Figure 6 . In the figure, the number of points represents the number of iteration steps in the outer loop, while the number of iterations in the inner loop at each outer loop is the value (y-axis) of that point.
Therefore, the summation of the values of all points is the total number of iterations. The total number of calling the thermodynamic model is the product of the total number of iterations and the number of quadrature points. For these two systems, the thermodynamic models are called 660 and 1160 times, respectively. This can be considered very efficiently, because no more than 3 iterations can be conducted in order to gain the same efficiency in the finite difference technique or the finite element method if 500 points are used for the discretization. 
Efficiency
The average running time of the algorithm versus the adjustable parameter 6 is presented in Figure 7 for the three systems: (1) acetone + toluene at 288.15K with the CPA EOS; (2) ethanol + n-hexane at 298.15K with the PC-SAFT EOS; (3) water + ethanol at 298.15K with both the CPA and PC-SAFT EOS. The average running time for a given 6 is counted by
where C" is the number of repetition for each calculation. In this case, C" = 10, which means that the calculation is repeated 10 times for each point, and the composition is screened from 0.01 to 0.99 with a step 0.01 for the first component in the system. It has to be pointed out that mathematically 6 can be larger than 1, as discussed by Cornelisse [5] . To the best of our knowledge, however, 6 ≥ 1 has not been found in reality. Therefore, 0 ≤ 6 ≤ 0.99 is taken.
The code has been compiled with the Intel Visual Fortran Composer XE 2011 and run with the processor Intel® Core™ i5-5300U CPU @ 2.30 GHz in a laptop. It can be readily seen that the running time of all the systems is less than 0.007s for the calculation of one point. The running time increases as the adjustable parameter 6 becomes larger. A high 6 could make the algorithm one time slower than a small 6 , e.g. for the systems of acetone + toluene and ethanol + n-hexane. Figure 7 also shows that it takes longer time to calculate the interfacial tension of the system of water + ethanol compared to the system of acetone + toluene, for which the running time is less than 0.001s for most situations, because there are respectively two and no associating fluids in these two systems. It can be seen that the running time with the PC-SAFT EOS is slightly longer than that with the CPA EOS for the system water + ethanol. These results reveal that the running time also depends on the complexity of system and the thermodynamic model. The relation of the running time and the number of quadrature points has been investigated for the same systems, as presented in Figure 8 . It reveals that the running time is significantly increased as more quadrature points are used. For example, it takes 20-30 times longer when 100 quadrature points are used instead of 20 points. However, it can still be considered as an efficient algorithm, since it takes less than 0.15s for one point calculation for all the systems. Figure 8 . The relationship between the running time and the number of quadrature points N for the same systems of Figure 7 . The adjustable parameter 6 is set to 0.5 for all the cases, and the running time is calculated by Equation (46) for each number of quadrature points with C" = 100.
Running time (s)
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The running time depends on the compiler and computer processor very much. For example, the running time could be 30% less in a desktop with CPU @3.30 GHz. Therefore, it would be instructive to compare the running time of the proposed algorithm with that used for solving the GM-DGT. In this work, two algorithms are adopted for solving the GM-DGT. One method is employing the phase envelope technique developed by Michelsen [27, 28] , which automatically determines the number of integration points. It is called the GM-DGT (adapt) approach. The other method is using a fixed number of points with equal interval to discretize the problem domain. It is called the GM-DGT (equal) approach, and it has been commonly used by others [5, 9, 25] . In this work, the implementation of the GM-DGT (adapt) approach is relatively conservative, as at least 22 points are needed by limiting the maximum change of each step, and 500 points are used in the GM-DGT (equal) approach. Some details can be found in the Appendix A and our previous work [19] . The proposed algorithm in this work is denoted as DirectOpt, which represents the Direct Optimization approach. The results are listed in Table 4 for the aforementioned three systems. On average, the running times of each point are less than 0.001s, 0.003s and 0.004s respectively for systems acetone + toluene, ethanol + n-hexane and water + ethanol, which is consistent with Figure 7 . It is somewhat surprising to see that the proposed algorithm is more efficient than the approach GM-DGT (equal). It is also found that the phase envelope technique, the approach GM-DGT (adapt), significantly improves the efficiency of solving the GM-DGT, which is around 6-7 times faster than the approach GM-DGT (equal) in these cases. It needs to point out that a more aggressive procedure without limiting the maximum change of each step will further improve the efficiency. Therefore, the approach GM-DGT (adapt) is recommended to calculate the interfacial tension when the adjustable parameter 6 = 0 is used. 
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The performance of the proposed algorithm is further investigated for a five-hydrocarbon system, which consists of 0.8205 mole methane, 0.0895 mole propane, 0.05 mole n-pentane, 0.0199 mole n-decane and 0.0201 mole n-hexadecane at 313.15K. The PR EOS with 6 = 0 is used in this investigation. The calculated interfacial tensions from different approaches are compared with the experimental data in Figure 9 . It can be readily seen that the GM-DGT, solving nonlinear algebraic equations, and the proposed algorithm, directly minimizing the interfacial tension, give the same results. This also verifies the proposed algorithm. Figure 9 . The calculated interfacial tension of a five-hydrocarbon system at 313.15K from different approaches with the PR EOS. Experimental data are taken from Danesh et al. [45] .
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The running time of the GM-DGT (adapt) is presented in Figure 10 (Top). In order to eliminate the uncertainty to a large extent, the calculation of every point has been repeated 1000 times. It is somewhat surprising to see that it takes less than 0.001s for the GM-DGT (adapt) to calculate the interfacial tension for every point in the entire investigated range of pressure. It takes slightly longer time as the pressure increases. The comparison of the running times from different approaches is also given in Figure 10 (Bottom). It can be seen that the proposed algorithm and the GM-DGT (equal) show comparable performance, i.e. 5-10 times slower than the GM-DGT (adapt). It needs to point out, however, that the running time is less than 0.007s for calculating one point with the proposed algorithm in the entire range of pressure. 
Conclusion
The DGT considers that the Helmholtz free energy density of an interface consists of an energy term and a gradient term. In this work, we have shown for a planar interface that the gradient term is always larger than the energy term and the difference keeps constant along the interface for a given finite interface width, and the difference of these two terms is becoming smaller as the interface width increases. Based on these findings, we have proposed an inner-outer loop numerical procedure to calculate the interfacial tension of a planar interface within the DGT framework. The outer loop deals with the relationship of the interfacial tension and the interface width. It starts with a small enough interface width, in which linear density profiles provide good estimates, and increases the interface width when the integrals of the energy term and the gradient term are not close enough. In the inner loop, the integrals are evaluated by a combination of the Gauss-Lobatto quadrature and polynomial approximations, and the interfacial tension is minimized by using the restricted step method, in which the densities at the quadrature points are the independent variables. It needs to point out that the direct optimization approach can be replaced by solving the coupled second-order differential equations, and equally good performance might be obtained with proper treatments. The initial estimates for the consecutive iteration steps in the outer loop are generated from the sensitivity of the density profiles with respect to the interface width, and the interface width is adaptively updated based on the easiness of converging the inner loop. In this way, it permits us to obtain accurate results from finite width calculations. Moreover, a much better approximation of the interfacial tension from a path integration along the density profiles is proposed.
There are four key parameters in the algorithm, and the default values are recommended: 20 for the number of the quadrature points, 1.0nm for the initial interface width, 0.01 and 0.02 for the convergence criteria respectively for the inner loop and the outer loop. If the algorithm fails with the default parameters, it could be restarted after adjusting one or more parameters. For example, if the algorithm fails at the first iteration step in the outer loop, smaller initial interface width or a better approximation of the initial density profiles could be tried. Otherwise, it is recommended that the number of quadrature points is adjusted before changing the convergence criteria for the inner and outer loops, since they are considered adequate for most practical applications. If the details of the density profiles are crucial, more quadrature points are recommended.
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The efficiency of the algorithm is investigated for three binary systems and one multicomponent system. The efficiency is affected by the thermodynamic model, the complexity and the condition of the system, while the running time is less than 0.007s for all the investigated systems. It has also been shown that the proposed algorithm could be considered as efficient as solving the GM-DGT with the equidistant discretization approach, while it may be 5-10 times less efficient than solving the GM-DGT when the phase envelope technique is adopted. where ¡ could be the path function, the variable ž or the density of one component. We realize that this set of equations have the same structure for constructing the phase envelope. In this way, it becomes easier for us to vary and control the step and to even solve problems having the nonmonotonic path function. More details of the phase envelope algorithm can be found in the book of Michelsen and Mollerup [28] . This approach is called GM-DGT (adapt) in the main text, and we control the step to have at least 22 points. The Newton-Raphson method is used to solve these equations to an accuracy of 1.0e-14. The other equations, e.g. calculating the interfacial tension after solving the density profiles, can be found in our previous work [19] .
M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT
34
Appendix B. A further comment on the system of ethanol and n-hexane
As discussed in the previous works [19, 20] , the system of ethanol and n-hexane is challenging for the DGT with both the CPA and PC-SAFT EOS, and the GM-DGT with the CPA EOS show numerical failures over wide range of composition. The impact of 6 on the interfacial tension of this system has been investigated for both models, as presented in Figure B .1. The adjustable parameter 6 shows similar impact, and apparently it cannot help to obtain satisfactory correlation of the interfacial tension with the two models by using the given pure component parameters. On one hand, it might be necessary to develop new pure component parameters and/or binary interaction parameters to match this set of experimental data. It would be very helpful, on the other hand, if more experimental data can be measured for the system at the same or different conditions. Mairhofer et al. [25] , around 26 mN/m. Not surprisingly, the DGT with zero β •' can give quite similar results to those from the DFT [25] in the entire range of composition. Therefore, it is still hard to conclude which framework, the DGT or the DFT, is more suitable for this system with the current available parameters, data and results. 
