Abstract-We introduce algorithms to design robust network method for network code design by translating the problem as a graph codes in the presence of link failures for multicast in a directed coloring problem. More recently, Jabbarihagh and Lahouti presented a acyclic network. Robustness is achieved through diversity decentralized approach based on learning to design network codes [7] . provided by the network links and flows, while the maximum The scheme may be viewed as a smart random search which facilitates multicast rate due to max-flow min-cut bound is maintained. the code design especially for large networks and small field sizes. The proposed scheme is a receiver-based robust network In the perspective of separate network and channel coding, ergodic errors coding, which exploits the diversity due to the possible gap of in different links are combated by channel coding techniques in the data the specific receivers min-cut with respect to the network link layer. Some joint network-channel coding schemes have been multicast capacity. An improved version of this scheme presented in the literature for robust network code design. These schemes guarantees multicast capacity for a certain level of failures. In comprise two categories. a multicast session, failure of a flow may not necessarily reduce In the first category, link failure is considered. Koetter and Medard in the capacity of the network as other useful branches within the [3] , showed that there is a network code which can support a determined network could still facilitate back up routes (flows) from the rate, k, for all failure patterns that do not reduce the capacity below this source to the sinks. We introduce a scheme to employ backup value. In [5] , Jaggi et al. introduced a network code for this case, in flows in addition to the main flows to multicast data at which all such failure patterns are to be recognized and checked during maximum rate h, when possible. In a limiting case, the scheme code design. Thus, the scheme is complicated for practical situations. Ho guarantees the rate h, for all link failure patterns, which do not et al. in [8] . In a simple random scheme for network coding [4] , in which the recent work, Koetter and Kschischang study error correction in random probability of success is enhanced by increasing finite field size. network codes [22]. The code is designed at the transmitter, based on The approach is decentralized and consequently more proper for vector spaces which are preserved through the network, and the structure networks with unknown or time variant topologies. Jaggi et al. in of the network does not affect the design.
coding scheme, RNC1(h+,h), which exploits the diversity due to In an error-free network, one can design a network code to achieve the the possible gap of the specific receivers unicast capacities transmission rate h = c . In this case, it is enough to find h flows (receiver min-cut) with respect to the network multicast capacity. from the transmitter to each receiver. The rest of the links which are not An improved version of RNCI1 RNC2(h+,h), is also presented to fro terasieroecheevr. within the network for robustness in the presence of link failure. Figure 1 shows a simple example. The node s multicasts data to the Failure of a route (flow) may not necessarily reduce the multicast nodes y and z. We can define the following flows for the receivers: capacity of the network due to existence of other useful branches flY = [(s, t) , (t, y)] within the network. Once patterns, which do not decrease the maximum transmission rate We can see that Maxflow(y)=2, and Maxflow(z)=3. The multicast below h.
capacity of the session is equal to the minimum max-flow, or 2. Thus, the As evident from the above discussion, in the first category and the sender can send two linear combinations of the two symbols in each time proposed scheme, the design objective is to facilitate sufficient unit. But there is an extra path from the source s to z, which can be intact flows to maintain the capacity following a failure, as employed to increase robustness. The source can send another linear opposed to the number of edge errors and erasures and the refined combination of the two symbols in the third path, such that any two of singleton bound, which is the criterion in the second category. Note the three linear combinations are independent. Thus, receiving two that, for the proposed scheme, the number of failures in active links combinations is enough to extract the data. The degree of diversity is of receiver t, with the min-cut value of ht may in general, be much equal to h -h for the receiver t. In the example of figure 1, The capacity of the session is computed, applying max-flow min-a receiver t, it is possible that more than he-h original flows fail, but one cut theorem, as follows [1] can find h or more flows from s to t. In the example network of figure 1, CutcaS = Mmn {Maxflow(t)} .
(1) failure of the edges (s,t) and (u,z) fails the flows fjZ and fj, respectively. But there are still two flows from the node s to the node y: f = [(s, t), (t, w), (w, x), (x, y)] and fjZ. The flow f is present, e in the flow of t. After replacement, h-independence is verified for each but not considered, in the error-free network. updated B . The algorithm concludes when the edges ending at the Thus, the second approach to robust network code design, receivers are processed. elaborated in section V, is to use backup links for constructing To process edge e, me is selected randomly and b(e) is computed using backupflows to replace those that possibly fail within the network. The scheme is centralized and consists of two steps. The first step Proof-We show that in each edge, local encoding vector, me, can be is to find the flows for each of the receivers. Thus, we find computed, or equivalently there is a linear combination of the global Dt = {if ,..., f }, the set of h, flows from the source to the encoding vectors of the active edges in F, (tail(e)) such that hreceiver t. It is possible that the flows of two receivers have independence is satisfied after replacing Ft (e) by e in Ct, for all of the common edges, but the flows of one receiver are edge-disjoint. An receivers in Q(e). For the h-independence verification of the receiver t, edge that is present in at least one flow is referred to as an active (h -I edge. t independence tests are done. Thus, the number of In the second step, we construct a scheme to transmit the rate h h -1 from the source to each of the receivers and employ redundant h -1 flows. The idea is to transmit h, linear combination of h independence tests, denoted by N, is at most IQ(e)J axl ). We independent source symbols in h flows of the receiver t such that indepndensoucesmbolint flows oftheprove the theorem by induction on the number of independence tests every h symbol subset is enough to extract the source symbols. The denoted by n. The vector me is of size Q(e) We order randomly the sources generates h independent symbols, X = {x ,I...,xh }, which receivers in Q(e) as tl7...,tQ() For graph is acyclic, so all the links will be considered by this strategy.
The edge e replaces Ft (e) in Ct for each receiver t E Q(e), Theorem 2: In RNCl(h±,h), if the coefficients of me are selected wher Q() dnoteth se of ll ecevers fo whch te ege is randomly from the finite field F, the probability of h-independence of the in one of their flows. Also, Ft (e) is the previous edge of the edge s tsB Q, t )Ji gie by any set of ht-h flows, the receiver can extract all the data using the construct an independent set. The probability that b(e) fails each remaining flows. However, in the scenario with more than one receiver, test of h-independence is p1 = 1/|F , which is resulted using receiving h flows for each receiver is not sufficient for extracting all the data, since the failed flows of other receivers may have affected the Lemma 4 in [5] . The number of (h-i )-element subsets under contents of the received symbols.
cht -i
In figure 1 , we can see that f has common edges with f 1 and f2 Therefore, to guarantee h-independence in the presence of ht-h flow independence is p3 < E Therefore, the probability failures for each receiver, we must examine these joint flows. A joint- the capacity below k. Therefore, the constructed code resists all such h -1 |F| joint-failure patterns. For each edge e, the node v=tail(e) sends zero, if all the flows passing the edge e fail, or otherwise, send a packet based on the computed local encoding vector. Also, the receivers react to failure Theorem 3: The expected number of operations of RNC 1 (h+,h) is patterns, by changing the decoding matrix. In RNC2, the local encoding vector of an edge is examined for all joint-2. Thus, the expected number of operations of the scheme to find failure patterns one by one.
proper local encoding vector in an edge is Theorem 4: A local encoding vector for each and every network an edge, which is present in at least one of the h disjoint-flow subsets. edge exists in RNC2(h+,h), if the size of the finite field F satisfies The algorithm considers the active edges, one by one. The set Qt has all such subsets as elements. If at least one of these considered here, and remains open to new ideas. The pseudo-code of subsets is completely safe, the max-flow from the node s to the RNC3 is presented in figure 2 . node t is equal to h. A complete-flow-set 0 = {c . .., co) } is a set For each edge e, the node v=tail(e) sends zero, if all the flows passing the edge e fail, or otherwise, send a packet based on the computed local of subsets co, E Q, for all t E T The set of all possible encoding vector. Also, the receivers react to failure patterns, by changing complete-flow-sets is denoted by 0) It can be easily shown that the decoding matrix.
Io1 = fl IQ
It is possible to consider only some h disjoint flow subsets of the set T teT t for each t, and find the coding scheme for them. For example, there may
After finding all subsets composed of h disjoint flows for all be some sensitive flows in the network, which can be supported by some tc T, we design the coding scheme for all edges. To initialize the backup flows. The scheme finds a unique coding scheme for the failures, an, de rms't h oe free case and the cases in which some backup flows replaces some main scheme, weadd the node~~~~~f lows. Note that, the theorems 7, 8 and 9 are resulted for the limiting and find h independent linear combination of h source symbols, as' the global encoding vectors of these edges. Here, an active edge is case, where all the h-disjoint-flow subsets of the set Wt for each t points of the network via backup flows. In RNC3, in each state, we can are considered in the scheme.
select one h-disjoint set for each receiver and remove all other flows to decrease the global cost of the scheme. The benefits are achieved at the cost of the need to identify the safe flows via feedback. RNC3: ht is calculated from Max-flow Min-cut theorem for all t C T
