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Abstract. An excessive number of customers often leads to a degra-
dation in service quality. However, the capacity constraints of services
are ignored by recommender systems, which may lead to unsatisfactory
recommendation. This problem can be solved by limiting the number
of users who receive the recommendation for a service, but this may be
viewed as unfair. In this paper, we propose a novel metric Top-N Fair-
ness to measure the individual fairness of multi-round recommendations
of services with capacity constraints. By considering the fact that users
are often only affected by top-ranked items in a recommendation, Top-N
Fairness only considers a sub-list consisting of top N services. Based on
the metric, we design FAST, a Fairness Assured service recommenda-
tion ST rategy. FAST adjusts the original recommendation list to provide
users with recommendation results that guarantee the long-term fairness
of multi-round recommendations. We prove the convergence property of
the variance of Top-N Fairness of FAST theoretically. FAST is tested on
the Yelp dataset and synthetic datasets. The experimental results show
that FAST achieves better recommendation fairness while still maintain-
ing high recommendation quality.
Keywords: Fairness · Service Recommendation · Capacity Constraints.
1 Introduction
In service recommendation, a user’s degree of satisfaction with an item is affected
by many factors. Capacity constraints, which affect many service recommenda-
tion scenarios like dining, accommodation, fitness, haircuts, massages, medical
services and so on, is a special factor that decides how many customers can
receive a service with an assured level of quality. For example, a restaurant of-
ten has a capacity constraint on the number of customers who can be served
during their dining hours. If too many customers arrive at a restaurant, their
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be very disappointed. However, recommender systems make recommendations
to customers which only align with their preferences, and this may lead to dis-
satisfaction.
The solution of previous studies about recommendation with capacity con-
straint was to recommend the service to a limited number of users, or to penalize
the service’s relevant score when the recommended users exceeded the service’s
capacity [9], making it less likely to be recommended. But such an approach
brings a new problem, namely it is unfair to those users who may also like this
restaurant according to their preference information.
Fairness is already a concern in recommendation algorithm design [22]. At
present, the research on recommendation fairness mainly considers group fair-
ness [25], trying to eliminate the influence of specific group attributes on the
recommendation results, or removing the difference in recommendation results
between groups caused by data bias, such as ensuring that gender or national-
ity does not affect the recommended results. Unlike these studies, the fairness
we consider here is individual fairness [24], which ensures the same quality of
recommendation for different users when capacity constraints are considered. To
the best of our knowledge, we are the first to formalize the fairness ensured rec-
ommendation problem for services with capacity constraints. The contributions
of this paper are as follows:
– We propose a metric Top-N Fairness to measure the fairness of recommen-
dation under capacity constraint.
– We design a strategy named FAST (Fairness Assured service recommenda-
tion ST rategy) to ensure the long-term fairness of multi-round recommen-
dations. We also prove the convergence property of the variance of Top-N
Fairness of FAST theoretically.
– Experiment results on a real-world dataset and synthetic datasets show
FAST can achieve higher fairness compared with baseline methods while
still preserving high recommendation quality.
The rest of the paper is organized as follows. Section 2 discusses the related
work. Section 3 formalizes the fairness assured multi-round recommendation
problem for services with capacity constraints. Section 4 presents the fairness
assured service recommendation strategy. The experiment results are illustrated
in Section 5. We conclude the paper in Section 6.
2 Related Work
Many researchers have begun to focus on metrics other than recommendation ac-
curacy to measure the performance of recommender systems [10,19], and fairness
is one of the important metrics.
Currently, the research on fairness in recommender system can be roughly
divided into two categories: group fairness and individual fairness. Ensuring
group fairness requires that the attributes of a specific group will not affect
the recommendation results so the disadvantaged group can be given the same
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opportunities as the superior group [25,3,4,23,26]. Geyik et al. [11] proposed a
re-ranking algorithm that reorders the results based on the recommended scores
so that the distribution of the results meets the proportion of specific parame-
ters; and Bose et al. [6] tried to remove information about protected sensitive
attributes in graph embedding by learning a series of adversarial filters. These
approaches designed to ensure group fairness usually can only guarantee fair
treatment in terms of one or a few attributes. However, when fairness in terms
of some attributes is guaranteed, the unfairness related to other attributes may
not be avoidable.
Our approach focuses on the individual fairness level, which has been consid-
ered by very few researchers. This metric puts emphasis on the view that similar
users should be treated similarly [11,5]. Rastegarpanah et al. [21] improved fair-
ness by generating antidote data. The individual fairness to be maintained by
the recommender system in their work was inspired by [24], and is defined as the
equality of users’ prediction accuracies. Our definition of individual fairness is
similar to theirs, but our interpretation of equal quality is different, which is the
extent to which the final recommendation results considering fairness match the
initial recommendation results considering a user’s preference should be equal
between users.
Some research classifies approaches considering fairness from other perspec-
tives. [7] divided fairness-related criteria into consumers (C-fairness), providers
(P-fairness) [17,20], and both (CP-fairness) [18] according to the stakeholders
that systems consider; [24] classified approaches from the perspective of the time
that the mechanism works in the system, and divided the fairness mechanism into
pre-processing [8,14], in-processing [2,6] and post-processing [16,15] approaches.
Our study considers consumer fairness and proposes a post-processing approach
that further processes the existing recommendation results to obtain results that
ensure individual fairness.
3 Fairness Assured Multi-round Recommendation
Problem for Services with Capacity Constraints
We suppose that there is a conventional recommendation algorithm in the sys-
tem, which provides a predicted rating matrix R and the original recommenda-
tion lists L for all users based on R. If we push L directly to users, there is a high
possibility that it will break the capacity constraints C of services. To solve this
problem, we design a strategy to adjust L and generate new recommendation
lists LT which can make recommendations as fair as possible without breaking
capacity constraints while still preserving recommendation quality.
3.1 Notations
We use the following notations:
– S = {s1, s2, ..., sm} is a set of recommended services.
4 Y. Wu et al.
– C = {c1, c2, ..., cm} is a set of services’ capacity constraints.
– U = {u1, u2, ..., un} is a set of users.
– R = [r1,1, r1,2, ..., rn,m] is a relevant rating matrix produced by the original
recommendation algorithm of the system.
– L = {l1, l2, ..., ln} is a set of original recommendation lists based on R.
– LT = {lT1 , lT2 , ..., lTn } is a set of recommendation lists finally outputted to
users in the T th round recommendation.
– δTi is a variable to indicate whether user ui uses the recommender system





We suppose each recommended service sj has a capacity constraint cj . When
there are multiple customer channels for a service, we only consider customers
from the recommender system under discussion, as do the capacity constraints.
In order to simplify the representation, unless otherwise specified, the capacity
constraint of a service in our paper refers to the limited number of users to
whom the recommendation system can recommend this service. This data can
be obtained by dividing the allowed service capacity for the recommender system
by the conversion rate of recommendation, which is the attendance ratio of users
who are recommended a service.
3.3 Recommendations on Top-N Services
In practice, the recommendation results are shown in a limited space, such as web
pages or APPs. Although longer lists can be shown to customers by pagination,
research on user behaviors shows that most users only look at a few results
before deciding, and they are more likely to notice highly ranked results [12].
According to some reports, even an item at position 5 is largely ignored [13].
Therefore, we choose to ignore the influence of services in lower positions. To be
more specific, we only consider the influence of a service’s capacity constraint or
a user’s fairness when this service appears in the user’s original top-N service
recommendation list.
We denote the sub-list of the top N services of user ui’s original recommen-
dation list as l(N)i. At the same time, for each recommended service sj , users
whose l(N)i include sj are denoted as a user set Uj , and the number of users in
Uj is often greater than the capacity constraint of sj .
3.4 Measuring the Fairness of Recommendations
Based on intuition, we divide the fairness status of a recommender system into
three levels, and the fairness metric we design should be able to express these
three levels of fairness:
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1. Perfect Fair Status: At this level, every service in a user’s recommendation
list is fairly recommended. Each user reaches an absolutely fair status on
every service in his recommendation list and also an absolutely fair status
of the whole top-N service recommendation list.
2. Individual Level Fair Status: Each service is not necessarily allocated fairly,
but each user can reach a fair status according to the top-N service recom-
mendation list. In this case, a user may lose the chance of being allocated
some services in his recommendation list, but he has more chance than the
others on other services, and the summation of the fairness degree on the top-
N service recommendation list offsets these deviations against each other,
thereby achieving a fair status at an individual level.
3. Relatively Fair Status: The system cannot ensure that every user reaches an
absolutely fair status, but the degree of unfairness among the users is the
same, thus achieving a relatively fair status at an individual level.
Obviously, for a single round recommendation, it is unlikely to ensure fair-
ness for all users due to capacity constraints. Instead, we measure the long-term
fairness in the multi-round recommendation process in which users’ fairness can
accumulate over recommendations. We define two kinds of appearance probabil-
ities of service to measure the chance of a service being allocated to users.
Definition 1 (Overall Appearance Probability). The probability of a ser-
















In tn(sj , list,N) =
{
0 if sj is not in the top N sub-list of list
1 if sj is in the top N sub-list of list
(2)
Definition 2 (Actual Appearance Probability). The probability of a ser-












If ui receives a fair recommendation on sj , the Actual Appearance Probability
of sj to ui should be equal to the Overall Appearance Probability of sj . Thus,
the difference between the above two appearance probability values represents
the fairness degree of user ui on service sj . Furthermore, we divide the difference
by Overall Appearance Probability to smooth the difference in capacity conflicts
between different services and obtain the following definition:
Definition 3 (Service Fairness Degree). Fairness degree of user ui on ser-






6 Y. Wu et al.
If FTi,j is greater than zero, it means ui is allocated to service sj more fre-
quently than the others in Uj ; If F
T
i,j is less than zero, service sj appears in his
recommendation lists with fewer opportunities than the others; If FTi,j is equal
to zero, it means ui receives a fair recommendation for sj . At the same time,
we can add the service fairness degrees of all the services in user’s l(N)i list and
obtain the overall fairness degree at an individual level. We call it the fairness
degree of Top-N recommendation(or Top-N Fairness for short):







With the measurement of fairness, we can represent three levels of fairness
in a formalized way:
1. Perfect Fair Status: ∀ui ∈ U and ∀sj ∈ l(N)i, FTi,j = 0.
2. Individual Level Fair Status: ∀ui ∈ U,FTi = 0.
3. Relatively Fair Status: ∀ui, uj ∈ U,FTi = FTj .
These three fairness statuses share the same feature, the variance of Top-N
fairness among users is equal to zero. Therefore, we use the variance among
users’ Top-N Fairness D(FTi ) as a measure of the fairness of recommender
systems, where the smaller the variance, the fairer the recommender system.
3.5 Quality of Recommendations
When the original recommendation lists L are adjusted to generate new recom-
mendation lists LT , those services whose capacity is constrained are removed
from the list, hence the recommendation list cannot fully meet the users’ pref-
erences, and the quality of the recommendation list decreases.
Following the idea in Section 3.3, we only consider the quality of l(N)i. In the
new list lTi , quality declines when a service is removed, and we use the predicted
rating score of the service as a measure of the degree of decline. Therefore, the
quality of a new recommendation list lTi will be the sum of the rating scores of
all the services belonging to l(N)i and l
T
i at the same time. Taking into account
that users may have different rating habits, i.e., some users like to give positive
reviews while others prefer bad reviews, we use the highest rating of l(N)i as the
denominator to normalize the quality score. Moreover, the positions of services
in the recommendation lists also reflect their importance to a user. The quality
measurement can be extended by giving each service a logarithmic discount
based on its position in l(N)i. The quality of the recommendation lists of the
entire system can be obtained by adding the recommendation list quality of each
user.
Definition 5 (Quality of Recommendation List). Quality of outputted rec-
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where l(N)i[0] represents the subscript index of the service appearing at the top
position of l(N)i, and p
T
i,j is the position of service sj in l(N)i.
Our problem is to generate Lt based on a strategy so that the capacity
constraint will not be violated while the fairness of the recommendation quality
of each user can be assured along with an increase in recommendation times.
4 A Fairness Assured Service Recommendation Strategy
When only fairness is considered, the problem can be reduced to a Knapsack
problem which has been proven to be a non-deterministic polynomial complete
problem. We analogize the capacity constraint of services as the capacity of the
knapsack, the users’ recommendation lists as the items put in the knapsack, and
fairness as the objective. When further taking the quality of recommendation
lists into consideration, the problem becomes more complicated. So we choose
heuristic strategies to solve the problem.
In practical applications, service recommendations can be divided into two
scenarios. The first is service recommendation for a fixed user set where the list
of users receiving recommendations remains basically unchanged for a period
of time, like an active advertising push, recommendations for members, high-
end service recommendations, etc. This ensures the recommendation process
in a stable environment, and the fairness of users is fully accumulated. The
second is for a dynamic user set in which not all users receive recommendations
each round or new users join, like recommendations for dining, movies to watch,
medical services, etc. By considering the above situations, we design two versions
of FAST, F-FAST for a fixed user set and D-FAST for a dynamic user set.
4.1 Fairness Assured Service Recommendation Strategy for A
Fixed User Set - F-FAST
In order for users to reach a fair state as soon as possible, users with lower Top-N
Fairness should get more opportunities than users with higher Top-N Fairness.
Under the premise of limited service capacity, we preferentially meet the needs
of recommendation list for users with lower Top-N Fairness. To maintain a high
level of recommendation list quality, when adjusting the original recommenda-
tion list L, we choose not to change the order of services in the list, and only
delete from the list several services with insufficient capacity, and keep higher
ranked services. Based on the above ideas, we design a heuristic algorithm based
on greedy ideas.
The algorithm works as follows. Users are sorted according to their Top-
N Fairness from the lowest to the highest. The user with the lowest Top-N
Fairness will be recommended first. For a user ui, a service with the highest
rating score in l(N)i will be recommended as long as its capacity is still sufficient.
If a service reaches its capacity constraint, the next best service in l(N)i will be
recommended. After a service is recommended, the user’s Top-N Fairness and
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the capacity of the recommended service are updated. Then all users’ Top-N
Fairness are sorted from the lowest to the highest again, and the next service
is recommended in turn. This process ends when an attempt has been made
to recommend every service in all users’ l(N)i (regardless of whether they are
actually recommended to the user or not) or the capacities of all services have
been exhausted. Finally, the algorithm fills the remaining empty positions in
each user’s recommendation list with services whose positions are larger than
N in his original list li in sequence. The pseudo-code of F-FAST is shown in
Algorithm 1.
Algorithm 1 Fairness Assured Service Recommendation Algorithm for A Fixed
User Set
Input: N : Parameter Top-N ;
l1, l2,..., ln: Original recommendation list of n users;
l(N)1, l(N)2,..., l(N)n: Original top-N recommendation list of n users;
R: Rating matrix;
c1, c2,..., cm: Capacity constraints of m services;





n : Top-N Fairness of n users up to last recommendation.




n : Recommendation list for n users in T
th round;
1: for time = 0→ n×N − 1 do
2: Sort users according to FT−1i from lowest to highest
3: rec user ← user with the lowest FT−1i
4: for sj in l(N)rec user do
5: if cj > 0 then
6: insert sj into l
T
rec user;
7: cj = cj − 1;





13: Fill lTi whose positions are larger than N in li in sequence;





F-FAST also has three properties, and for the relevant proofs of THEO-
REM 1,2 refer to Appendix A.






Theorem 2. Variance among Top-N fairness of all users D(FTi ) converges to
0 with the recommended round T .
Theorem 3. The system can reach the Individual Level Fair Status, ∀ui ∈
U,FTi = 0.
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Theorem 1 indicates that the sum of Top-N Fairness is stable, and Theo-
rem 2 indicates F-FAST can ensure long-term fairness for multi-round recom-
mendations. By combining Theorem 1 and Theorem 2, we can conclude that
FTi of each user in the system will eventually converge to 0, so that the system
can reach the Individual Level Fair Status which is Theorem 3.
4.2 Fairness Assured Service Recommendation Strategy for A
Dynamic User Set - D-FAST
D-FAST is applied to the situation where the user set receiving recommendations
changes from time to time. In this situation, we cannot guarantee the validity of
Theorem 1. The average fairness of users receiving recommendations is different
in each round, which leads to changes in the baseline of Top-N Fairness.
Therefore, before generating the recommendation lists, the user’s Top-N Fair-
ness needs to be calculated again to make up for the baseline change. The strat-
egy works as follows: the average Top-N Fairness of users is recorded after each
round, and at the beginning of a new round, the user’s Top-N Fairness is up-
dated by adding the difference between the average Top-N Fairness in his last
round and the average Top-N Fairness in this round. In addition, for a new user,
his Top-N Fairness and the average Top-N Fairness of the last round will both
be set to zero. The remaining operations are the same as Algorithm 1.
4.3 Time Complexity
The time complexity of F-FAST is analyzed as follows. When recommending a
service, F-FAST first sorts users according to their Top-N Fairness. The com-
plexity of sorting n users will be O(nlog(n)) when using the Quick Sort Algo-
rithm or the Merge Sort Algorithm. Then F-FAST recommends a service to the
user with the lowest Top-N Fairness. These are operations with a single instruc-
tion, so the complexity of recommending an item is O(nlog(n)+1). In a round of
recommendations, we need to recommend a maximum of n×N services, where
N is a small constant. So, in a round of recommendations, the worst case time
complexity of F-FAST is O(n2log(n)).
There is only one additional step for D-FAST which is at the beginning of
each round, that is, to update the Top-N Fairness of all users, and its time
complexity is also O(n2log(n)).
5 Experiments
Datasets and Metrics We conduct experiments on a real-world dataset and a
synthetic datasets. Our code and datasets are released on Zenodo 3.
Yelp dataset The data is provided by the Yelp Dataset Challenge [1]. We
select two cities with the largest number of businesses, i.e., Phoenix and Toronto.
3 https://zenodo.org/record/3661863#.XkJGb2gzZPY
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After filtering out users less than 10 reviews and businesses less than 30 reviews,
we obtain the dataset for Phoenix, which contains 11,252 users, 3774 businesses
and 194,188 reviews. The Toronto dataset contains 8867 users, 3,505 businesses,
and 1,190,64 reviews.
Synthetic datasets We generate synthetic datasets to test the performance
of the algorithms under different parameter settings. For this purpose, we gen-
erate 4 synthetic datasets with different situations of capacity conflicts when N
is set to 5:
– Very Popular Services: the number of users in Uj is more than 2 times its
capacity.
– Popular Services: the number of users in Uj is 1-2 times its capacity.
– Ordinary Services: the number of users in Uj is 0.9-1.0 times its capacity.
– Unpopular Services: the number of users in Uj is 0.9 times its capacity.
The capacity of each service is a random number from 50 to 100. Each dataset
contains 800 users and 50 services.
Metrics We measure the total quality of the recommendations of each user
and the variance of the Top-N Fairness of all users at the same time.
5.1 Compared Approaches
This is the first time that the fairness assured multi-round recommendation
problem for services with capacity constraints is defined and there is no existing
algorithm for this problem. Thus, we compare our approach against the following
three baseline methods.
Integer Linear Programming We use Integer Linear Programming (ILP)
to maximize the quality of recommendations. We take the capacity constraints
as the limitations and the quality of recommendations as the target.
Greedy Algorithm to maximize quality of recommendation The size
of the problem that can be solved by ILP is limited, so when processing the
Yelp dataset, we replace the ILP method with a greedy heuristic algorithm. The
idea of the algorithm is to recommend services that ensure the best quality of
recommendation each time as long as the capacity constraint of a service is not
violated.
Random Strategy For a service sj , we randomly select a number of users
which equals sj ’s capacity constraint from its Uj list in each round. Obviously,
this strategy can also ensure the Top-N Fairness in the long run.
5.2 Results on Yelp Dataset
We perform 50 rounds of recommendations on a fixed user set on the Yelp
dataset. Since recommendations are pushed to a fixed user set, F-FAST is exe-
cuted to generate the recommendations. In this experiment, we set N to 5, and
Figure 1 shows the results.
From the figure, we can draw two conclusions. First, F-FAST makes the
system reach a relatively balanced state (variance of Top-N Fairness approaches
FAST: A Fairness Assured Service Recommendation Strategy 11











































































































Fig. 1. Quality of recommendation and variance of Top-N Fairness on Yelp Dataset
zero) faster, and the degree of fairness is also the highest. Although the random
strategy can also achieve a relatively fair situation, compared to F-FAST, the
speed at which it arrives at a stable status of fairness is much slower. Second,
regarding recommendation quality, F-FAST has a small loss while the random
strategy leads to significant losses. F-FAST loses 7% of recommendation quality
compared with the ILP method but it is nearly 20% higher than the random
strategy.
5.3 Results on Synthetic Datasets
Comparisons between Different Levels of Capacity Constraints We
conduct 100 rounds of recommendations on a fixed user set on four synthetic
datasets. In four groups of experiments, N is uniformly set to 5, and results are
shown in Figure 2. It can be seen from Figures 2a, 2b, 2c and 2d that as capacity
conflict being more intense, the quality of recommendations tends to decrease.
The reason for this is when capacity conflict becomes more intense, users have
less chances of being assigned one of the top-N services in his original list, which
in turn leads to a decrease in quality. Figures 2e, 2f, 2g and 2h show that as the
capacity conflicts become more intense, the total fairness of ILP and the random
strategy basically show a downward trend, while the F-FAST is not affected by
the intensity of capacity conflicts. At the same time, F-FAST arrives at a stable
status of fairness faster than the random strategy in all scenarios.
Comparisons between Different N Figure 3 shows the performance of algo-
rithms under different N . This experiment is performed on Synthetic Dataset
2 under the premise of users being fixed, and a total of 100 rounds of recom-
mendations are carried out for each experiment.
As can be seen from the figures, as N rises, the overall recommendation
quality improves, but the rate of growth continues to decrease. It is worth noting
that when N is greater than 10, the quality of ILP and F-FAST virtually does
not increase and the quality of the random strategy even starts to decline. The
reason for this is the impacts of the services in the lower positions in the original
recommendation list is smaller. It can be noted that as N rises, the variance
of Top-N Fairness rises instead. This shows that for F-FAST, a longer top-N
recommendation list will be of benefit to recommendation quality but will impair
fairness.
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Fig. 2. Recommendation quality and variance of Top-N Fairness under Different Levels
of Capacity Constraints






























(a) N = 3






























(b) N = 5






























(c) N = 10






























(d) N = 15






























(e) N = 20
























(f) N = 3
























(g) N = 5
























(h) N = 10
























(i) N = 15
























(j) N = 20
Fig. 3. Recommendation quality and variance of Top-N Fairness under Different N
Comparisons between Different Degrees of User Dynamics We simulate
the performance of the algorithms under different user dynamics by changing the
proportion of recommended users in each round. Figures 4 shows the results of
the experiment on Synthetic Dataset 2.
It can be seen that both F-FAST and D-FAST perform very well on the
dynamic user set with little loss of recommendation quality, and the variance of
Top-N Fairness is still close to zero. It is worth noting that D-FAST can achieve
lower fairness variance and higher recommendation quality than F-FAST, which
validates the measure of updating the Top-N Fairness of each user according to
their actual situations in D-FAST which indeed improves the performance.
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Fig. 4. Recommendation Quality and variance of Top-N Fairness under Different De-
grees of User Dynamics
Fairness of New Users We compare how quickly the approaches can ensure a
new user reaches a relatively fair state. We add a new user to a stable recommen-
dation environment on Synthetic Dataset 2 after 100 rounds of recommen-
dations. We apply these four methods to the new recommendation environment
after adding a new user, and compare the performance of the four methods on
the Top-N Fairness of the new user. The results are shown in Figure 5. Since
the user set remains the same after adding new users, the process and results of
F-FAST and D-FAST are the same, so we only show the results of D-FAST.
























Fig. 5. Trend of Top-N Fairness for a New User
As can be seen, D-FAST ensures the new user reaches a relatively fair state
(Top-N Fairness being close to 0) in about 30 rounds of recommendation and
this status is maintained. In contrast, although the random strategy can also
ensure the Top-N Fairness of a new user continues to approach 0, it is much
slower. The ILP method cannot improve the fairness of new users.
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6 Conclusions
This paper discusses the contradiction between the quality of recommendations
and the fairness of users under the constraints of service capacity. We mainly
consider fairness at the individual level, that is, to provide users with recommen-
dations of equal quality, and propose a novel fairness measure Top-N Fairness
under the premise of capacity constraints. Based on this new metric, we design
two heuristic algorithms for different user situations to resolve the contradiction.
Through theoretical proofs and experiments, we verify that the proposed algo-
rithms can ensure users reach a fair state while only sacrificing a small degree
of recommendation quality. Going ahead, We want to extend individual fairness
to group fairness and carry out relevant experimental and theoretical research.
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Since all users will receive recommendations in every round, δti will all be

























































 = 0 (10)
THEOREM 2. Variance among Top-N fairness of all users D(FTi ) con-
verges to 0 with the recommended round T .
PROOF. According to THEOREM 1, we can get the mean of Top-N























Since every user receives a recommendation in each round, pTj of each service
should be a constant. We discuss this issue in the following two cases.
For services without capacity conflicts: cj > len(Uj). Each service sj can be




i,j will always be 1.
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So the addends in summation formula of Top-N Fairness are always equal to 0
and can be ignored in this discussion.
For services with capacity conflicts: cj < len(Uj). Each service sj will always
be assigned to cj users, so p
T
j will be a constant less than 1, and we call it
Constj :
pTj = cj/len(Ui) = Constj < 1 (13)






























According to THEOREM 1, we can divide users into two groups, users with
low Top-N Fairness(FTi < 0) and users with high Top-N Fairness(F
T
i > 0).
For users with low Top-N Fairness, addends with pTi,j < Constj occupy
the main influence factor in the summation formula of Top-N Fairness in this
situation. As designed in our strategy, users with low Top-N Fairness will always
be allotted first, that:




t=0 In tn(sj , l
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According to Equation (14), we know that∣∣FT+1i ∣∣ < ∣∣FTi ∣∣ , (FT+1i )2 < (FTi )2 (17)
For users with high Top-N Fairness, addends with PTi,j > Constj occupy the
main influence factor in the summation formula of Top-N Fairness in this situ-
ation. Also, according to our recommendation strategy, these users will always
be assigned last and will most likely not be assigned under the condition that
















According to Equation (14), we can also get:∣∣FT+1i ∣∣ < ∣∣FTi ∣∣ , (FT+1i )2 < (FTi )2 (19)
In both cases, (FTi )
2 becomes smaller as the round of recommendation in-
creases. When a user’s FTi is not equal to the average F
T
i of users, F-FAST will
continue to work until FTi of all users is equal, and we can get that D(F
T
i ) will
converge to 0, thus THEOREM 2 is true.
