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THESIS ABSTRACT
The use of multivariate discriminant analysis (MDA) and logistic regression procedure (Logit) in
predicting business failure has been explored in numerous studies since 1960s. Recently, a newly
developed technique, artificial neural networks (ANNs), has attracted much attention and has been
applied to bankruptcy prediction area. At the same time, many papers attempted to compare the
predictive ability of these two distinct classes of discriminators in order to find a best failure prediction
method. However, most of their results, despite showing the superiority of ANNs, have been sharply
criticised either for the unfair comparison or for their specific data selection. There is a need to
undertake theory-based research to identify problem characteristics that predict when ANNs will
forecast better than statistical models; to identify which input variable characteristics predict when
ANNs will improve model estimation; and to identify when this advantage would give substantially
improved forecasting performance.
Motivated by the limited amount of research on investigating the relative effectiveness of traditional
methods as compared to the ANNs under a wide variety of modelling assumptions, one of the objectives
of this study is to compare their classification capacities on a theoretical basis, and to evaluate the
robustness on certain situations through the simulation study. The investigation is conducted on two
popular statistical techniques—the MDA and the Logit, as well as two different learning algorithms of
ANNs—the standard generalised delta rule (GDR) and the Projection approach (Proj). This can be
regarded as the horizontal assessments of bankruptcy prediction.
The other aim of this thesis is to evaluate the impacts of variations in failure prediction models through
the empirical study. These variations involve the issues we often encounter in the real world, such as
the different sizes of sample, a choice-based sampling bias, the sensitivity of optimal cutoff points to
misclassification costs of Type I and Type II errors, and the imbalance of the composition of failed to
nonfailed firms between training and testing data sets. This can be viewed as the vertical assessments of
bankruptcy prediction.
The simulation results indicate that the neural networks are indeed competitive approaches on
bankruptcy prediction. In particular, the Projection network, which was developed to overcome the
drawbacks that a commonly used GDR backpropagation algorithm often experiences, proves its
remarkable superiority not only quantitatively (i.e., lower overall accuracy), but also qualitatively
(lower Type I and Type II errors). The Projection network holds a promise for future elaboration.
Moreover, the outcomes of empirical experiments enhance our knowledge of some factors in
constructing a failure forecasting model. This knowledge is related to both traditional statistical tools
and modem neural networks and is essential for decision making.
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Chapter One
OVERVIEW
1.1 Introduction
This thesis is divided into two major parts. First, the classification performance of two
statistical methods (STMs) and two artificial neural network (ANNs) will be evaluated and
compared using comprehensive simulation data on bankruptcy prediction. Secondly, in
order to validate the simulation results, an empirical study based on real financial data will
be conducted. In addition, some variations in the construction of bankruptcy prediction
models in practice will be discussed. Further, the problems resulting from these variations,
which could affect the usefulness of a model's assessment, will be coped with by using our
proposed solutions.
These investigations augment previous applications of multivariate discriminant analysis
(MDA), Logit procedure and artificial intelligence techniques in accounting research by
1. evaluating whether the ANN is a promising solution in predicting business failure
through generating simulated financial ratios which vary by (a) data distribution, (b)
relationship of variance-covariance matrices across different groups, and (c) relative
orientations between predictor variables;
2. investigating the impact of sample size on reliability of predictive capacity;
3. dealing with the choice-based sampling bias problem;
4. testing the sensitivity of optimal cutoff points to misclassification costs of Type I and
Type II errors;
5. examining the generalisation capability on the condition that there exists an imbalance in
the composition of failing to nonfailing firms between training and testing samples.
In this thesis we apply a newly developed methodology to an old accounting problem and
assess simulation as a method for investigation in this area.
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1.2 Emerging Trends in Bankruptcy Prediction Techniques
Predictions of firm bankruptcy have been extensively studied in finance, accounting and
decision sciences over the past two decades. Creditors, investors, auditors, regulators and
managers need models to analyse the financial performance of firms. Creditors are
concerned about the health of a borrower's financial situation in order to make a loan
decision and to monitor performance during the period of repayment. Auditors can apply
such a model in order to issue an auditing statement concerning going concern
assumptions. In the United States auditing guidelines for assessing the going-concern
status of business entities were established only in 1981 through Statement on Auditing
Standards and are in SAS No.34. A bankruptcy prediction model can be suggested for
aiding auditors in making going-concern assessments. Investors use the firm's distress
prediction information to choose corporate debt and equity securities. Government
regulators as well as managers benefit from an early warning provided by a bankruptcy
prediction model.
In order to improve the models, previous researchers put a great deal of effort into
empirical studies using traditional statistical techniques as well as newly developed neural
network methods. Beaver [1966, 1968] and Altman [1968] established the foundation for
subsequent methodological development in bankruptcy modelling. In Beaver's study
[1968], a univariate financial variable was first used to measure the ability to predict
business failure. Altman [1968] developed the multivariate model using multivariate
discriminant analysis (MDA). Instead of employing univariate measurement, MDA
attempts to derive a linear combination of multivariate characteristics of an observation and
then classifies the observation into the appropriate prior defined group. It is based on the
entire profile of characteristics and the interactions between the characteristics rather than
on just an individual attribute as developed by Beaver [1968]. Subsequently the MDA was
given wide application in studies by Edmister [1972], Deakin [1972, 1976], Blum [1974],
Pinches et al. [1973, 1975], Bird and McHugh [1977], Altman et al. [1977] and Altman
and Eisenbeis [1978]. However, Ohlson [1980] made a significant change in the statistical
methods for evaluating business failure prediction models in his research. He used Logit
procedure in place of the traditional MDA methodology. Logit procedure is a conditional
probability approach which provides an estimate of the probability that an observation will
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enter, given the values of the explanatory variables for the observation in question. It does
not share the strict MDA assumptions of multivariate normality and homogeneity of
variance-covariance matrices. Besides, it yields a meaningful interpretation of the
significance of individual variable coefficients. As a consequence there has been
considerable research employing the Logit approach, including Mensah [1983], Zavgren
[1985], Casey and Bartczak [1985], Storey et al. [1987], Peel [1987], Zavgren et al. [1988]
and Keasey and McGuiness [1990].
As an alternative to statistical approaches, artificial intelligence (Al) has been applied to
accounting problems in much of the research. This has involved the creation of an expert
system. An early expert system within the discipline of accounting was proposed and built
by Hansen and Messier [1986] for the purpose of analysing EDP audit activities and
assisting in auditor opinion formulation. The main task in developing an expert system has
involved the "extraction" of expertise from professionals knowledgeable within the
specified domain. The process of extracting knowledge from domain expertise is typically
time-consuming and error-prone [Hayes-Roth et al., 1983]; [Greene, 1987]. Moreover,
even domain experts sometimes have difficulty in establishing appropriate values in order to
achieve a solution. This is called "the paradox of expertise" [Johnson, 1983].
Another form of Al, artificial neural network (ANN), has been newly developed and
utilised. A neural network, inspired by biological neurone systems, consists of a set of
elementary processing units which operate in a parallel distributed processing manner.
Parallel processing appears to provide a powerful and practical approach which can
overcome the speed limitation of a single processor. Further, unlike an expert system that
requires explicit inference rules or mechanisms, a neural network has inherent learning
ability to adapt behaviour in accordance with observations. Due to the features of this
powerful learning ability, the capacity to "see through" noise and distortion [Wassermann,
1989], a strong adaptability, a distributed associative memory, and a high degree of
robustness and fault tolerance [Lippman, 1987], the neural network has been used
increasingly in the area of bankruptcy prediction [Odom and Sharda, 1989]; [Salchenberger
et al., 1992]; [Bell et al., 1990]; [Tam and Kiang, 19921; [Coats and Fant, 1993]; [Wilson
and Sharda, 1994]; [Altman et al., 1994]; bond rating [Dutta and Shekhar, 1988]; [Surkan,
and Singleton, 1989]; [Utans and Moody, 1991]; and in security price forecasting [Yoon et
al., 1993]; [Refenes, Francis and Zapranis, 1994]; etc.
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One of the most effective learning algorithms in computing with neural nets is
backpropagation neural network (BPNN) [Parker, 1985]; [Rumelhart et al., 1986]. A
standard generalised delta rule (GDR) backpropagation neural network is composed of at
least three levels of units: an input layer, a hidden layer and an output layer. A simple
diagram of a three-layer artificial neural network is presented in Figure 1.2.1.
Each input node is fully connected to each node in the hidden layer, and each unit in the
hidden layer is connected to each unit in the output layer. The connection in the two nodes
is called a link. A weight is attached to each link, which has the effect of attenuating or
amplifying a transmitted value. It represents the stored knowledge of the model in the
neural network. When the inputs flow through the network to the output layer, the
differences between the computed output and desired output are calculated, and the
weights are adjusted in a backward direction based on the gradient descent rule.
Figure 1.2.1 The Diagram of a Three-Layer Artificial Neural Network
The number of units in the input and output layers depends on the problem we want to
solve. But the units in the hidden layer are chosen arbitrarily and are closely related to the
network capacity. [Akaho and Amari, 1990]; [Baum and Wilczek, 1988]. Too many
hidden units may result in a solution that cannot be generalised [Caudill, 1990]. On the
other hand, too few hidden units may cause a larger number of training iterations and a
very slow training process, or may even result in the network's inability to produce a
desired output function. Therefore, an optimal architecture should be determined and built
before using the neural network technique.
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Several studies have proved that the three-layer network with a finite number of hidden
nodes can represent any continuous function at any degree of desired accuracy [Cybenko,
1989]; [Hecht-Nielsen, 1989]; [Homik et al., 1990]. It accomplishes this by partitioning
the input space with hyperplanes, and the nonlinear combination of such hyperplanes can
partition the input space into closed and open regions bounded by hyperplanes and curved
surfaces. More specifically, the novelty about neural networks lies in their ability to model
non-linear pattern with no prior assumptions about the nature of the generating process.
However, major problems are encountered with the backpropagation algorithm: namely, its
long training time and the difficulty of getting trapped in a local minimum of the error
function. The most important factor causing local minima or a slow learning speed is the
inappropriate and aimless randomisation of the initial weights and thresholds. As a result,
derivative-based search techniques commonly used in BPNN tend to become stuck at local
minimum or take a long time to achieve a global solution. Lee et al. [1991] have indicated
that the initial weight has a direct effect on the training speed and convergence to local
minima. Kolen and Pollack [1990] have also demonstrated that backpropagation is very
sensitive to the initial weights. In a GDR backpropagation neural network, initial weights
and thresholds are usually chosen randomly. Thus, finding a method which can cause a
good initial point is a sensible way to solve these two problems.
A different training algorithm developed by Wilensky and Manuldan [1992] is called
Projection neural network (Proj), which overcomes the drawbacks of BP-trained network.
The main idea behind this network is to build a more sophisticated and faster network by
combining the advantages of hypersphere classifiers (closed boundary networks), such as
RCE (reduced Coulomb energy) [Reilly et al., 1982] and ART (adaptive resonance theory)
[Carpenter and Grossberg, 1987], and backpropagation ANN (open boundary network) in
a single network. The hypersphere classifiers have the advantage of training quickly
because of their forming a closed decision boundary. In contrast the BPNN algorithm
offers the advantage of ensuring error minimisation when it converges. The Projection
algorithm can thus rapidly place the closed decision boundary prototype around the input
points and minimise the output error through gradient descent. It initialises the weights and
thresholds in higher dimension space as a prototype with a closed or open boundary,
providing a good starting-point so that the network output is already close to a desired
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output and avoids local minima which GDR backpropagation often experiences. In another
words, the Projection algorithm is developed by projecting the input vector of a standard
neural network onto a hypersphere in one higher dimension to form closed prototypes, and
then backpropagation training is used to adjust the network weights and thresholds to
ensure error minimisation. Wilensky and Manukian [1992] also described the attraction that
this algorithm is able to combine closed prototypes with open prototypes, and thus requires
only one node per closed region instead of the large number of nodes required in BPNN
when the classification boundary is complex. From a theoretical point of view, it seems to
provide a more effective approach to the classification problem by allowing a good initial
setting of the weights and thresholds and time saving in the training sample [Wilensky and
Manukian, 1992]. However, its classification accuracy has neither been empirically studied
nor verified through comprehensive data.
1.3 The Objective of This Study
Recently the comparison of conventional statistical methods such as MDA, Logit and
artificial neural networks has stimulated much interest. To date, many papers in the areas of
accounting and finance have contributed to this task. The intention of theses studies is to
compare the predictive abilities of these two distinct classes of techniques and to find the
best corporate failure prediction method. However, their results have been sharply
criticised either for unfair comparison or for their specific data selection. That is, the
comparisons of the predictive abilities of these methods have been validated only by their
empirical performance and not on any theoretical basis. It is time to go beyond case
studies and to undertake theory-based research in order to identify the advantages and
disadvantages of these techniques; to identify when this advantage would give substantially
improved forecasting performance; and to isolate those situations that certain technique is
unable to produce effective classification ability.
One of the objectives of this study is to compare predictive ability through extensive data
situations and to evaluate robustness on certain data conditions for MDA, Logit and two
different learning algorithms of ANNs. The other aim is to investigate the impacts of
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variations experienced in bankruptcy prediction models in real world. These variations
involve the issues such as variable sample size, choice-based sampling bias, unequal Type I
and Type II error costs, and an imbalance in the composition of failed to nonfailed firms
between training and testing data. There is a need to understand these merits and
shortcomings in order to avoid unfavourable circumstances and to benefit from strengths.
These aims will be achieved through analysis of both a simulation and an empirical study.
1.3.1 The Simulation Study
The simulation study, the first part of this research, will be conducted in two stages. In the
first stage a broad range of data conditions will be generated based on the Monte Carlo
resampling experiments. Bivariate-population data sets will be produced by employing
three variables: the levels of data distribution, group dispersion and orientation between
predictors. The rule which is applied to generate each of these controlled variables will be
based on the survey in the previous study. In other words, data generation is justified by
means of creating data in such way that as far as possible there is no departure from the real
situation of the financial data.
The second stage of the experiment will test the classification accuracy of each of the
aforementioned techniques using these varieties of simulation data. Three different
measures of classification accuracy will be determined: Type I error (the error of
misclassifying a failure company as a healthy company), Type II error (the error of
misclassifying a healthy company as a failed company), and Overall error rate (the total
error divided by total observation tested). They are provided by the specified procedure in
terms of both training set and testing set, and used to compare the predictive capability for
each of the four methods. Since the robustness test and the classification accuracy
comparison form the primary emphasis, in order to simplify the simulation process, the
experiments will assume equal misclassification cost and prior probability.
The simulation study involves a factorial design which is subjected to a three-way (three
variables), fixed effects analysis of variance design with replicated observations per cell.
To clearly display the main effect of all factors (variables) and their interactions, further
analysis will be conducted using the Multivariate Analysis of Variance (MANOVA)
statistical tool.
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The goals of the simulation study are
(1) To establish whether the ANN is a more competitive procedure under a broad range
of modelling assumptions in bankruptcy prediction.
(2) To assess whether the Projection algorithm holds a promise for future elaboration.
(3) To identify the problem and input variable characteristics for which the ANNs and
statistical methods are able or unable to produce effective discriminating capacity,
and to suggest possible modifications.
1.3.2 The Empirical Study
The primary aim of the simulation study is to test the robustness of alternative techniques
and to compare their classification accuracy in bankruptcy prediction under comprehensive
data situations. Since we can hardly collect such versatile data sets in the real world to
conduct these tests, simulation is a good tool to achieve this goal. However, simulation has
its limitations. The data sets generated through simulation are unlikely to cover the
complicated covariance structure among indicators found in real data. Additionally, some
impractical assumptions, such as the equal prior probability of two groups and the equal
misclassification cost of two type errors need to be overcome and must be further explored.
Thus the empirical study, the second part of this thesis, will consolidate the simulation
study. One of its intention is to validate the results from the simulation study. The other
intention is to investigate the impact of some variations in the bankruptcy prediction
model's classification accuracy for traditional as well as modern discriminating techniques.
The research will build on the data collected by Lin [1993], which was extracted from a UK
business database. The financial indicators will be selected on the basis of bankruptcy
theories which have proven successful performance in previous empirical studies.
The objectives of the empirical study are
(1) To investigate the impact of sample size on predictive capabilities.
The number of observations needed to develop a reliable model is often one of the
main concerns of practitioners. This concern is especially common for ANNs due to
their requiring large sample sizes based on some prior research. There is no magic
formula to determine what size will be appropriate for each different case. Most
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studies choose their sample size in terms of the availability of data. Establishing a
general rule is not our goal because it seems to be largely dependent upon the
complexity of the problem being solved. However, an understanding of the effects
of sample size on prediction performance is necessary and helpful.
(2) To assess the influence of choice-based sampling bias and eliminate this bias using
proposed adjustment procedure.
With most bankruptcy modelling, the proportion of nonfailing to failing firms in a
sample (base rate) has nothing to do with the frequency of these two groups in an
actual population. Different base rates are incorporated because of data availability.
n the other hand, bankrupt firms are matched with the other group (nonbankrupt
firms) on the basis of certain rules for controlling industry and size effect. Some
presumed prior probability is then used to optimise the outcome [Altman et al.,
1977]; [Frydman et al., 1985]. However, when the base rate in a sample is very
different from the prior probability in the population, this leads to a choice-based
sample bias of both the parameter and probability estimate [Manski and Lerman,
1977]. A better solution to this problem is to utilise an adjustment such as the
weighted exogenous sample maximum likelihood (WESML) procedure [Zmijewslci,
1984]; [Dopuch et al., 1987]; [Manslci and Lerman, 1977]. The essence of
WESML is modifying the sampling maximum likelihood estimator by weighing each
observation's contribution to the log-likelihood. In other words, this procedure
incorporates the ratios of proportion of bankruptcy both in the population and in the
sample into the maximum likelihood function under an estimation process.
Unfortunately, the WESML procedure can not be applied to neural networks since
they have no so-called maximum likelihood function. To solve this predicament,
this study proposes a solution called weighted cutoff point (VVCOP) solution to
make the adjustment possible not only in ANNs but also in any other technique. By
using this formulation, the choice-based sampling bias will be minimised even when
a one to one matching criterion is used in the sample compared with a small
percentage bankruptcy rate in real life. Hence, we can, on the one hand, take
advantage of eliminating the industry or size effect, and on the other hand, we can
avoid the disadvantage of estimation bias.
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(3) To perform a sensitivity analysis of optimal cutoff points to different
misclassification costs of Type I and Type II errors.
One criticism of bankruptcy prediction models is that the cutoff point is determined
without considering the loss functions of Type I and Type II errors. As a result the
classification accuracy is based on the minimisation of the total error probabilities,
not the total error costs. It is consequential that the error costs should be taken into
account because the misclassification cost of Type I errors is, in general, much
higher than that of Type II errors (from the bank's point of view). Although some
studies incorporated several different error cost ratios into the model to evaluate the
change of error rates, they failed to provide a systematic method to derive an
optimal cutoff point which minimises the total error costs. Therefore, the impact of
the change of optimal cutoff points to misclassification costs on decision making
cannot be fully understood. Through the proposed approach, the optimal cutoff
points, accounting for the asymmetrical loss functions of Type I and Type II errors,
are mathematically derived. The sensitivity analysis is then conducted in order to
observe the robustness of optimal cutoff point and predictive ability to various
misclassification costs.
(4) To test the effect of different compositions of bankruptcy to nonbanlcruptcy
between training and testing data sets.
This involves the problem that if a classification model is built using a training
sample with a certain base rate (the ratio of bankruptcy to nonbankruptcy in
sample), then the model may not work well when the proportions of bankruptcy to
nonbankruptcy in the population has changed, reflecting the fact that the
composition of historical data needed in the prediction model cannot be controlled.
1.4 The Research Framework and the Key Research Questions
This study attempts to develop a better understanding of bankruptcy prediction models in
terms of horizontal and vertical dimensions. From the horizontal perspective, the thesis
examines the capacity of distinct discriminating techniques which involve traditionally used
10
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tools and newly invented ANNs. Its novelty lies in promoting their classification
performance on a theoretical basis through a simulation study. Moreover, the introduction
of an advanced ANN algorithm in this thesis is different from the common GDR solution of
previous studies, and also offers an original approach. From the vertical perspective, apart
from validating the simulation results through empirical study, consideration is also given to
the possible problems faced by prediction failure, such as the impact of sample size,
choice-based design bias, sensitivity analysis of optimal cutoff points to misclassification
costs of Type I and Type II errors, and the generalisation ability, all of which have been
neglected in previous studies. We not only evaluate the influence of these factors on
classification accuracy, but also build a model based on considering the variations of
bankruptcy models in reality in order to minimise the bias caused by ignorance of these
factors. This will be another significant contribution of this thesis. The following figure
displays the framework of the research.
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Figure 1.3.1 The Framework of This Thesis
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The hypotheses to be tested in this thesis are divided into eight subsets. The first sets
compare the classification performance of four alternative techniques. These comparisons
are evaluated for various data distributions, group dispersions and orientation schemes
individually.
The following hypotheses are proposed
H,: There is no difference in predictive ability for normal distribution data among four
discriminating methods
1-12 : There is no difference in predictive ability for skewed distribution data among four
discriminating methods
H3: There is no difference in predictive ability for the data with outliers among four
discriminating methods
H4:There is no difference in predictive ability for the data with equal variance-covariance
matrices across groups among four discriminating methods
H5: There is no difference in predictive ability for the data unequal variance-covariance
matrices across groups among four discriminating methods
H6: There is no difference in predictive ability for the data with high intercorrelation
between the two predictor variables among four discriminating methods
H7: There is no difference in predictive ability for the data with low intercorrelation
between the two predictor variables among four discriminating methods
Hs: There is no difference in predictive ability for the data with different orientation
schemes between the two predictor variables among four discriminating methods
The second hypotheses involve testing the main effects of the three factors (i.e.,
distribution, group dispersion and orientation) for each of the four methods. The relevant
hypotheses are stated as follows
H9: The classification performance for each of the four discriminating techniques depends
on the data distribution.
1-1 10 : The classification performance for each of the four discriminating techniques depends
on the feature of group dispersion across groups.
H11 : The classification performance for each of the four discriminating techniques depends
on the orientation scheme between two attributes of the data.
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The third set to be tested involves the assessment of the possible interaction effects of
factors on predictive capability for each of four methods.
The related hypotheses are stated in the following
HI,: The classification performance for each of the four discriminating techniques is not
affected by the interaction effect of data distribution and group dispersion.
H13 : The classification performance for each of the four discriminating techniques is not
affected by the interaction effect of data distribution and orientation schemes of two
attributes.
HI,: The classification performance for each of the four discriminating techniques is not
affected by the interaction effect of group dispersion and orientation schemes between
two predictor variables.
1-1 15 : The classification performance for each of the four discriminating techniques is not
affected by the interaction effect of data distribution, group dispersion and orientation
schemes between two predictor variables.
The fourth set of hypotheses are concerned with the classification accuracy of the four
methods using real financial data as well as comparison of simulation conclusions and
empirical conclusions.
Four relevant hypotheses are proposed for the experiment carried out in this section.
H16 : There is no difference in classification performance for four alternative techniques for
a training sample based on real financial data.
H17 : There is no difference in classification performance for four alternative techniques for
a testing sample based on real financial data.
H18 : There is no significant inconsistency between simulation results and empirical results
for the four alternative techniques.
H19 : There is no significant difference in the relative contribution of predictor variables for
four alternative techniques
The fifth set of hypotheses test the effects of sample size on predictive ability for the four
methods. Whether the statistical methods or neural network are robust to different sample
sizes is also an issue here. The following three hypotheses are proposed
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The rate of misclassification for each of the four discriminating techniques is not
affected by the different sample size.
I-124 : There is no significant difference in predictive performance among the four alternative
techniques for different levels of sample size.
I122 : The neural networks are not more robust than the statistical discriminating methods in
predictive performance for different sample sizes.
The sixth test sets examine the choice-based sampling issue by using both unadjusted and
our proposed adjusted procedure.
The relevant hypotheses in this experiment are stated as follows
FI23 : The Type I, Type II and Overall error rate has no functional relationship with the
decreasing choice-based sample frequency rate in each method when using the
unadjusted procedure.
H24 : If choice-based sample bias exists, the bias does not decrease when the proportion of
the two groups in a sample approaches the prior probability in the population.
•1125
 : The Type I, Type II and Overall error rate has no functional relationship with the
decreasing choice-based sample frequency rate in each method when using WCOP
procedure.
The seventh test sets are related to the sensitivity analysis of various misclassification costs
ratios. The corresponding hypotheses are
H26 : The optimal cutoff points that minimise the expected total error costs are insensitive
to different misclassification costs of Type I and Type II errors for MDA method.
H27 : The optimal cutoff points that minimise the expected total error costs are insensitive
to different misclassification costs of Type I and Type II errors for Logit method.
H The optimal cutoff points that minimise the expected total error costs are insensitive
to different misclassification costs of Type I and Type II errors for GDR method.
H29 : The optimal cutoff points that minimise the expected total error costs are insensitive
to different misclassification costs of Type I and Type II errors for Proj method.
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The eighth question sets concern the effect in terms of differences in base rate between the
training sample and the testing sample.
The related hypotheses are indicated below
H30 : There is no difference in predictive capability using different base rate between
training and testing data composition in MDA technique.
H31 : There is no difference in predictive capability using different base rate between
training and testing data composition in Logit technique.
1132 : There is no difference in predictive capability using different base rate between
training and testing data composition in GDR technique.
1133 : There is no difference in predictive capability using different base rate between
training and testing data composition in Projection technique.
1134 : The statistical methods perform as well as the neural networks when the base rate
between the training sample and the testing sample is different.
H35 : The statistical methods are more robust than the neural networks to different base
rates between the training sample and the testing sample is different.
1.5 Organisation of the Thesis Chapters
The thesis consists of eleven chapters. Chapter 1 introduces the objective of this study,
discusses emerging trends in classification techniques, and outlines the subjects and
methodology to be explored together with the main hypotheses of the research.
Chapter 2 presents two statistical prediction models: multivariate discriminant analysis
(MDA) and Logit procedure. Their theories, assumptions, advantages and disadvantages,
and the comparisons of these two techniques will be discussed in detail.
Chapter 3 focuses on the artificial neural network technique, including its history,
components, characteristics and the learning algorithm. A new learning algorithm,
Projection approach, will be introduced to remedy the drawback of the commonly used
generalised delta rule (GDR) of backpropagation neural network.
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Chapter 4 is concerned with the comparison of statistical and artificial neural network
models. In addition to the comparison in theory, the similarities and differences between
them reported in previous empirical studies will be also presented.
Chapter 5 discusses the trade-off between multicollinearity and factor analysis. It
introduces the research methodology and considers how to generate predictor variables in
the simulation study and how to choose the final financial ratios in the empirical study.
Chapter 6 presents the simulation study methodology. Experimental design, data sets
generation and statistical analysis instrument will be described in detail.
Chapter 7 analyses the results of four techniques in various levels of data distributions,
relationship of variance-covariance matrices, and orientation schemes between predictors.
The comparisons of classification performance for the underlying four methods are
extensively evaluated.
Chapter 8 discusses the problems encountered with bankruptcy prediction in an empirical
estimation process in real life. These include the selection of independent variables,
choice-based sample design, cutoff point determination to relative misclassification costs,
and generalisation ability. A proposed solution will be developed for each problem, which
may then be applied to the empirical study.
Chapter 9 describes the methodology of the empirical study including data collection,
variables selection, and research design. The applications associated with each subject to
be studied will be carefiffly handled in order to assess the impact of the factors concerned.
Chapter 10 reports the empirical results corresponding to each highlighted topic. The
outcomes will be carefully analysed in order to work out the impacts of experimental
factors. The conclusions are expected to be useful for decision makers.
Chapter 11 provides overall comments, the theoretical and empirical contributions implied
in this research, the limitations of the study and recommendations for further research.
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Chapter Two
CONVENTIONAL STATISTICAL METHODS
IN BANKRUPTCY PREDICTION
2.1 Linear Discriminant Function
Since Altman [1968] developed the corporate bankruptcy prediction model using
multivariate discriminant analysis (MDA) methodology, the MDA has become the most
widely used method for identifying financial distress. The discriminant function he
employed was Fisher's linear discriminant function (LDF) [Fisher, 1936]. The objective of
a multivariate discriminant analysis is to classify observations by a set of independent
variables into one of two or more mutually exclusive and exhaustive categories. Here we
will focus on the case of two populations. Our problem is to classify an observation
(company) into one of two categories (bankruptcy and nonbankruptcy) based on a vector
of characteristics X= (xl , x2, ..., xo).
Let each observation's discriminant score Z i
 be a linear function of the independent
variables Xi . It means,
Z1 = bo+ b lXii + b2X12 + + bnXin = b'Xi
where
Z i = the ith observation's discriminant score
= the ith observation's value of the nth independent variable
bn = the discriminant coefficient for the nth independent variable
The discriminant function separates the observation in a linear way. The classification
boundary is the locus of points bo+ bINI + b2X12 + + bnXio = Z* (Z* is the optimal cutoff
point for the discriminant score). When n=2, the classification boundary is a straight line.
When n=3, the classification boundary is a two-dimensional plane in three-dimensional
space, and thus the n-1 dimensional hyperplane in a n-dimension space. The LDF maps
points, representing observations in two different categories, from a n-dimension attribute
space into an one-dimensional space in such a way that the distributions of points from the
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groups are maximally separated. The algorithm to generate the classification criterion
involves using linear combinations of predictor variables and choosing the coefficients so
that the ratio of the squared difference between 2 1 and 22 (the means of Z in the two group)
to the variance of Z is maximised. That is, Fisher's approach advocated the maximisation
of the ratio of the among-groups sum of squares on the function to the pooled
within-groups sum of squares on the function [Cooley and Lohnes, 1971]. Let the means of
X vector in the two groups be pi and p.2, and the covariance matrices of X in the two
groups be ; and ;, respectively. Thus the means of the linear function Z in the two
groups are bil l and bg2 (b is the vector of discriminant coefficients b is). If we assume El=
;= E, then the variance of Z is bEb. Thus, we need to maximise
[b (J1 1-112)1 2	 Between Group Variance
= b /b	 Within Group Variance
(2.1.1)
Differentiating (2.1.1) with respect to b and equating the derivative to zero, we get
b = I-1011-112)
Generally, the parameters Il l y p.2 and /4
 are not known. It is usual practice to estimate
them by the corresponding sample mean R I and R2 , and sample variance S 4 . Thus, the
means of the discriminant functions in the groups can be expressed respectively
2 1 = 13'	 =(X1 —R2)1s-'
22 = b' R 1 = (R1 —RD ' S-1 R2
Given a new observation with characteristics X0 , then the output Zo
= b' X0 = (R1 —K2 ) i s-' x.
X assigned to the first group, if Z0 is closer to Z1 than Z2 . Assuming 21 is greater than
22, zo will be closer to 2 1 than to 22 if
IZo —2,1 > 1z0-721
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It means
Zo
 > 1/2 ( 21+22 )
Thus, the optimal cutoff point Z* is the average of the two means. The square of the
difference between the means is often called the Mahalanobis generalised distance and is
denoted by D2
D2 =(7 1 —Z2 ) 2
 = (3—C-1 
	
S 01. 1 -R2 )
Up to now, we are not making the assumption of normality. However, to apply any test of
significance, the assumption of normality is needed. The explanatory variables in the two
groups should come from normal populations with means jt 1 and 112
 respectively, and the
same covariance matrix /. Under this assumption, the F ratio is used to test whether or
not there are significant differences between the two groups
n n2 (n + n2 - k -l)
F — 
	
	 D2(n i + n2) (n1 + n2 -2) k
where
F ratio with degrees of freedom k and (n 1 + n2 - k - 1)
k is the number of explanatory variables.
This is known as Hotelling's T2 test for the hypothesis A l = ti.,, assuming normality for the
distribution of X and a common covariance matrices E. The method outlined here in
deriving b is distribution free, but the F test is not.
In essence, Fisher's linear function requires that the predictor variables are normally
distributed, and that the populations have equal variance-covariance matrices. Otherwise, a
linear classification rule and the test for distinction between groups, i.e., the Hotelling's
T2, become inappropriate.
Further, the optimal cutoff point Z*=1/2(2 1 +-22 ) can be improved on if we have some
prior probabilities that X belongs to either population, and if we are given the
misclassification costs of the two type errors.
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2.2 Problems with Discriminant Analysis
Fisher developed the above linear discriminant function and dealt with the problem of
correctly classifying iris plants into one of two populations, iris setosa and iris versicolor,
based on the length and width measurements of the sepal and petal. This approach derived
a composite score for each observation by choosing the coefficient b so that the variance of
b'X between groups is maximum relative to its variance within groups. Although in his
original derivation, Fisher used a linear regression approach that did not require any
distributional assumptions for independent variables, the classification procedure ability is
effective only with the multivariate normal distribution in independent variables, and the
equal variance-covariance matrices across the groups. Specifically, the linear
discrimination function can be justified either by a least squares argument or by assuming
multivariate normality [Lee and Ord, 1990]. Simultaneously the spreads of the independent
variables (the X's) in group 1 are assumed the same as the spreads in the independent
variables in group 2, and the interrelations (correlation) among the independent variables in
groups 1 are also assumed to be the same as the interrelations in group 2. When these
conditions are satisfied, and the prior probabilities in population for both groups are
known, then the MDA provides the optimal classification rule and the discriminant
coefficients are the true maximum-likelihood estimates (MLE) of the discriminant function.
Otherwise these estimates are neither efficient nor consistent. Unfortunately, these
restrictive assumptions are often violated when real world financial data is used. In
practical bankruptcy prediction there is no possibility that the financial ratios which explain
the reasons for financial distress are multivariate normally distributed and equally dispersed
across groups. Furthermore, when the prior probabilities of two groups in the population
and the two kinds of misclassification costs are considered, and if the objective is to
minimise the expected total cost of misclassification, a cutoff point Z* will be changed to
Z* = log (1- CCP ) CT 
ap Cll
where
cc = the prior probability of a bankrupt group
C/ = the cost of misclassifying an observation as belonging to a nonbankrupt
group when it actually belongs to a bankrupt group
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Cn = the cost of inisclassifying an observation as belonging to a bankrupt group
when it actually belongs to a nonbankrupt group
( A theoretical argument was presented in Anderson [1958] and Morrison [1969] )
This implies that the appropriate cutoff point value depends on both the prior probability of
group membership and the ratio of costs of misclassification. In other words, cutoff points
used in the previous reports of financial applications would not be optimal without
assuming prior probabilities identical to sample group frequencies and the equality of C1
and Cu. However, these conditions are rarely satisfied. Accordingly, the conclusions and
generalisations that can be drawn from some previous studies may be tenuous and
questionable. More importantly, as we can see from the implication of the derivation of
discrimination function, MDA requires that the decision set used to distinguish between a
failing group and a nonfailing group must be separable in linear terms. This implication, as
well as the stringent assumptions, makes the MDA incompatible with the complex nature,
boundaries and the interrelationships of financial ratio in failure prediction. Consequently,
the power of MDA for financial distress analysis is compromised and the results may be
unreliable [Karels and Prakash, 1987].
2.3 Studies Evaluating the Performance of MDA
2.3.1 Normality Assumption
Horrigan [1965]; Mecimore [1968]; O'Connor [1973]; Deakin [1976]; Bougen and Drury
[1980]; and Karels and Prakash [1987], etc. have tested the basic hypothesis of normality in
financial data. Horrigan [1965] analysed seventeen ratios for 50 USA companies over the
period 1948-1957 and suggested that most financial ratios tended to be normally
distributed but that there was some evidence of positive skewness. O'Connor [1973] also
analysed ten ratios for 127 companies in the USA but for the different period covering
1950-1960. He found that although most ratios distributions were skewed, the central area
of the distribution was approximately symmetrical. Subsequently, the cross-sectional
distribution of eleven ratios over the period 1955-1973 covering 1800 companies of USA
manufacturing firms was comprehensively investigated by Deakin [1976]. He concluded
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that the normality assumption was untenable for these eleven well-known ratios, except for
the debt/total asset ratio. Similarly, Bougen and Dury [1980] explored the distributional
properties of seven financial ratios for over 700 UK companies in 1975. The overall results
suggested non-normality both for the whole sample and at individual industry level.
Questions have been raised in the literature about the success of MDA in predicting firm
bankruptcy due to the violation of multivariate normality. There were several examinations
of the robustness of the MDA to the non-normality. Gilbert [1968] reported that
discriminant analysis may be robust to normality violations. Lachenbruch, Sneeringer and
Revo [1973] indicated that linear model including MDA was reasonably robust but can be
sensitive to heavy tails or outliers in the data, and suggested the data should first be
transformed to approximate normality. In the presence of outliers, in particular, they found
that the results of discriminant analysis may be seriously misrepresented. The error rate for
certain groups (i.e., Type I error or Type II error) can be distorted even if the Overall error
rates are not significantly affected. Thunhurst [1985] also confirmed that the models were
sensitive to the presence of skewed data and extreme values, and that the discriminant
function can be dominated by few very large observations which may significantly reduce
its usefulness for decision-making purposes. Chinganda and Subralunaniam [1979]
investigated the robustness of the MDA and concluded that where possible one should first
attempt to transform the feature data to normality before constructing the MDA model.
The usual solution for coping with this problem is to apply the natural or standard log or
square roots transformations [Carleton and Lerner, 1969]; [Horton, 1970]; [Pinches and
Mingo, 1973]; Bates [1973], which was suggested by Kirk [1968] in order to make data fit
more closely to the normal distribution. These common procedures has been applied not
only to solve the violation of non-normality in quantitative continuous independent
variables, but also especially in qualitative variables such as firm sizes, industry index and
macroeconomic variables.
In spite of the fact that log transformations, square root transformations, and winsorizing
(changing an outlier's value to that of the closest non-outlier, and then attempting to fit the
distribution with a known one) and trimming (segregating outliers) approaches have often
been cited to mitigate the effect of non-normality, in reality financial ratios have generally
not been successively transformed in the bankruptcy prediction literature. This is not
surprising, since financial ratios are constructed from two accounting variables, and the
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joint distribution will depend on the behaviour of both the numerator and the denominator
and on the relationship between those two co-ordinates. If there is non-proportionality, the
distribution will be skewed [Barnes, 1982]. This non-proportionality probably explains
why even after transforming data or eliminating outliers, normality could still not be
achieved [Ezzamel, Mar-Molinero and Beecher, 1987]; [Lee, 1985]. Additionally, both
natural logs and square roots suffer from the defect that they cannot be applied if the ratios
are negative. Although other alternatives which avoid this difficulty are available (for
example adding or subtracting a constant or taking squares of the ratio), such methods tend
to accentuate the distortion caused by outliers giving more weight to large observation
[Ezzamel et al., 1987]. Watson [1990] also cautioned that the use of transformation
techniques may not preserve the statistical properties of the financial ratios and may even
change the interrelationships among the variables. Eisenbeis [1977] stated this concern
using an example that if the variable being log transformed was that of firm size, the
implication would be that the difference between a $1 billion firm and a $2 billion firm is
less than that between a $1 million firm and a $2 million firm, since the percentage
difference in the log will be greater in the latter case than in the former. The facts that the
transformed variables give less weight to equal percentage changes in a variable when the
values are larger than when they are smaller may lead to confusing results.
Zhezhel [1968] undertook a comparative performance study to assess the impact of
non-normality on classification accuracy. Various linear discriminant functions containing
Fisher's LDF and using both arbitrary distributions as well as normal distribution were
investigated while assuming equal variance-covariance matrices across groups. The results
indicated that the classification accuracy would be better if applying to multivariate normal
variates than to non-multivariate normal variates. Chinganda and Subrahmaniam [1979]
also reported on an experiment about the effect of non-normality on errors of
misclassification, and found that "when the overlap is excessive, the experimental is best off
making a normalising transformation. Otherwise there is a considerable probability of
misclassification" (p.76). Karels and Prakash [1987] directly tested the assumption of
multivariate normality on the financial ratios used in previous studies. Results indicated
that there is no evidence these ratios were from a multivariate normal population. They
then chose some of the least non-multivariate normal financial ratios in order to test
predictive ability. It was shown that the discriminant model obtained using these
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discriminators considerably improved the forecasting accuracy. Gessner et al. [1988]
examined the effects of three assumption violations (1) non-normal joint distribution of the
independent variables; (2) unequal group variance-covariance matrices; (3) multicollinearity
of the independent variables for five estimation techniques including linear discriminant
analysis. The empirical results in this article clearly showed that if the assumptions
underlying dichotomous dependent variable prediction are violated, parameter estimates
may be misleading, even when the goodness of fit statistics is not substantially affected.
Thus, the discriminant results provided by Altman [1968, 1974]; Deakin [1972]; Blum
[1974]; Edmister [1972]; Levitan and 1Cnoblett [1985]; and etc. may be suspect.
2.3.2 Equal Group Dispersion Assumption
Another important assumption in the application of LDF is that the variance-covariance
matrices are equal across all groups. Eisenbeis [1977] suggested that if this assumption is
not fulfilled, it will not only affect the significance test for the equality of group means but
also the appropriate form of the classification rules. The importance of this attribute can
not be easily described using the tediously mathematical computation. But a simple
example may reveal the possible impact of the violation of this assumption on classification
accuracy in using MDA.
Suppose C5 I denotes the covariance between variables i and j for observations belonging to
group 1 and the covariance matrix denoted E l is
,1	 ,1
`-'12 • •	 ‘-'1n
,1 ,1	 1
`-'12 u22 	 • • a2n
Ei
• •	 •
• •	 •
• •	 •
	
,1	 ,1
	
_ `-'n1	 ‘-' n2	 •	 nn
The mean vector m in group 1 is denoted as
J ti = (RIO 1121, •••, gni)
where [to = the ith variable for group 1
Analogous definitions hold for the mean vector P2 and covariance matrix E2.
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The covariance between Xi and Xi is equal to the covariance between Xi and Xi. That is
is equal to	 and the matrix is symmetrical. 0'2 is just the variance of X i. The
correlation coefficient represents the simple linear correlation between two variables. It
can be expressed
—
167 jai;
For simplicity, a case of two groups on the basis two variables X 1 and X2 is to be classified.
If the covariance of group 1 and group 2 are of the forms respectively
E2=
al 0v .	 11
1-1	 0 a22 [
0
0	 ocal.2
where a > 1. However, the mean vectors and p.2 are assumed equal. The common
mean vector is denoted as p.. Obviously, the farther an individual's X is from the common
mean vector p., the more likely it is that it is from group 2.
Mathematically, we would calculate the distance from p. at which the likelihood functions
for each group were equal. Because the covariance matrices are symmetrical, the locus of
such points will be a circle with p. as the centre. The classification boundary will be this
circle. That is, these unequal variance-covariance matrices can lead to a non-linear
classification boundary, and the classification accuracy can not be correct using the linear
discriminant function.
The other impacts of violation of this attribute were presented by Cooley and Lohnes
[1962, 1971]; Rulon et al. [1967]; and Tatsuoka [1971]. As we know, one of the
advantages of discriminant analysis is its reduction in dimensionality, which can be used to
reduce the original n dimensional variable test space to a one-dimensional problem.
However, it has been proved that this reduction iddimensionality can leave the significance
tests and classification results unaffected if and only if the group dispersion matrices are
equal. If group dispersions are not equal, then the transformation to reduced space is no
longer distance perserving. It will confound the relative positions of the observations in
reduced space, and thus affect the significance test.
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This problem arises because the variation of the financial ratios of failed firms is likely to be
very different than that of successful firms. Heterogeneity of variance-covariance matrices
is a virtually inescapable fact, hence the dispersions of two different groups can not be
pooled or combined as was the same procedure with Fisher's LDF.
Many studies have indicated that Fisher's LDF was not robust to the violation of the
assumption of homogeneity of the variance-covariance matrices. Smith [1947] developed
this procedure using multivariate normal but unequal variance-covariance data within
groups. When the two groups bivariate data were graphed, the boundary between the two
groups was a quadratic figure rather a line. This is why Smith's discriminant function is
well known as quadratic discriminant function (QDF).
Gibert [1969] examined the effect of unequal variance-covariance matrices. She learned
that there was almost no difference in the predictive ability of LDF and QDF when the data
has just a slight inequality of group dispersion under multivariate normal population, and
when group overlap is small. However, as the number of variates increased, the QDF
became superior.
Marks and Dunn [1974] have generated two multivariate normal populations with unequal
variance-covariance matrices, assuming equal misclassification costs, but varying the
number of variates, sample size and a prior probabilities. They reached similar conclusions,
that if the variance-covariance matrices are not equal and the sample size is sufficiently
large relative to the number of predictive variables, then QDF rather than LDF yielded the
optimal solution. However, for a small sample size, especially as the number of predictive
(independent) variables decreases, the LDF outperformed the QDF. Wahl and Kronmal
[1977] also suggested that QDF performs worse than LDF for small sample sizes. A more
comprehensive study was undertaken by Lachenbruch, Sneeringer and Revo [1973]. They
evaluated the robustness of both LDF and QDF to the violation of multivariate normality
and homogeneity of variance-covariance at the same time. Additionally, the parameters
varied in this study were the sample size and the number of variates, while the
misclassification costs and prior probabilities were assumed equal. The consequent studies
achieved the following results: (1) LDF and QDF are both affected by non-normality, but
the QDF is more affected than LDF. (2) Error rates increase as heterogeneity of group
dispersion increases; whereas it decreases as the number of variates increases. Joy and
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Tolleffson [1975] demonstrated that if the assumption of homogeneous covariance matrices
is not met, the significance test for the equality of group means will be affected. In this
situation the quadratic discriminant rule instead of linear discriminant rule should be used to
minimise the probability of misclassification. Pinches [1980] also indicated that
misclassification rates are influenced for both linear and quadratic functions, and that the
latter is affected even more than the former. Further, the research by Altman, Haldeman
and Narayanan [1977] reported that the QDF may be superior to LDF in the corporate
financial distress prediction model, since the financial ratios of bankrupt firms and
nonbankrupt firms are not likely to have the equal variances of independent variables and
the interrelationships between variables across these two groups.
However, the investigation made by Hamer [1983] provided a different conclusion. She
examined four different data sets which were previously employed by Altman [1968];
Deakin [1972]; Blum [1974]; Ohlson [1980] to survey the impact of the assumption of
equal group dispersion. She found that for each of the data sets, the linear model
performed at least as well as the quadratic version for classification accuracy despite the
existence of statistical significant differences in the variance-covariance matrices for failed
and nonfailed groups. In general the review of these studies has suggested that if the data
is close to normal distributions and has extremely unequal variance-covariance matrices,
then the QDF yields a better classification performance than Fisher's LDF, especially for
large sample sizes. When the variance-covariance matrices are only slightly unequal, the
QDF performs only slightly better. For small sample size and slight heterogeneity, Fisher's
LDF is superior to QDF.
2.4 Nonparametric Discriminant Functions
Despite the fact that applying the QDF approach can overcome the assumption of
homogeneity of variance-covariance matrices across groups, the attribute measures that
discriminate amongst the population should still be jointly multivariate normal. Otherwise,
neither linear nor quadratic discriminant analysis procedure will be optimal. Indeed, within
almost all research literature on empirical failure prediction, investigation of the statistical
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test about both univariate and covariance matrices has demonstrated that both normality
and equal group dispersion assumptions are violated. In this case a nonparametric version
of discriminant analysis may be an alternative to be utilised. Nonparametric discriminant
methods are based on nonparametric estimates of group-specific probability density. Either
a kernel method or the k-nearest-neighbor method can be used to generate a nonparametric
density estimate in each group and to produce a classification rule. The kernel method
1
requires the assumption of a particular distribution as uniform, normal, biweight, or
triweight in the density estimation. While the idea behind the k-nearest-neighbor method is
to calculate the smallest differences between a specific observation and other observations
within the pooled group.
Tam and Kiang [1990] utilised the k-nearest-neighbor method in their study of the bank
failure prediction model. Due to the non-normality of the financial ratios, this
nonparametric approach was thus chosen to achieve the classification task, but the
performance of this study is not as satisfactory compared to artificial intelligence
technique. Dwyer [1992] undertook empirical comparisons of the effectiveness of
nonparametiic discriminant technique, logistic regression and artificial neural network
models in corporate bankruptcy prediction. The results obtained through the use of the
nonparametric technique based on k-nearest-neighbor approach were generally
disappointing. Overall nonparametric discriminant procedure, which was developed for
data attribute's violation of the assumptions of LDF, does not provide good classification
capability. Accordingly, it has rarely been adopted by researchers.
2.5 The Reason for Selecting LDF in Our Study
In this thesis linear discriminant analysis is selected as a representative of discriminant
functions to make comparative analyses to the other statistical method,-Logit procedure,
and two artificial neural networks. The reasons are
1. The LDF has more intuitive appeal and allows a clear interpretation on each of the
explanatory variables which can not be isolated by QDF.
2. The QDF is very sensitive to non-normal data in spite of taking a few advantages of
heterogeneity of group covariance matrices. There will be more distortion in applying
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the QDF rule than the LDF rule if the financial ratios can not be multivariate normally
distributed.
3. The QDF usually requires a larger sample size in the estimation process in order to avoid
the overfitting problem, which may not be appropriate when the size of sample is one of
our concerns in this thesis.
4. The nonparametric discriminant methods have had little popularity in the previous
literature. Thus, its results may not be reliable and are difficult to compare with those of
other techniques.
2.6 The Importance of Prior Probabilities and Misclassification Costs
In constructing a bankruptcy prediction model, optimal classification criteria have often
been determined by minimising the total number of misclassifications under the assumption
of equal prior probabilities and misclassification costs for two groups. The results from
this model will lead to a large number of Type I errors when used in real life because
nonbankruptcy occurs much more frequently than bankruptcy. On the other hand, merely
considering prior probabilities, and ignoring the inequality of misclassification costs of Type
I and Type II errors, the results are still not optimal because the cost of Type I error can be
much higher than that of Type II error.
Joy and Tollefson [1975] has revealed the bias when prior probability is not taken into
account in a decision making context. The well-known study developed by Altman [1968]
is presented here in order to demonstrate this problem. The cross-validation results from
Altman are shown below
Table 2.6.1 Altman Cross-Validation Results
Predicted Group Membership
Actual group
membership Bankrupt	 Nonbankrupt	 Total
Bankrupt 24 (n11 ) 1 (ni2) 25 (ap)
Nonbankrupt 14 (n21 ) 52 (n22) 66 (n2.)
Total 38 (n. 1 ) 53 (n.) 91 (n..)
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In Altman's study, the inferential analysis was based on that the assumption the proportions
of two groups in the sample is equal to those in the population. That is, the prior
probability of bankruptcy a=25/9 1=0.275, and the prior probability of nonbankruptcy is
(1-ap)=66/91=0.725. On this basis the total classification accuracy is (24+52)/91=
(0.275)(24/25)+(0.725)(52/66)=0.835. On the other hand, according to the proportional
chance model, under which entities are randomly assigned to groups with probabilities
equal to group frequencies, and which implies that prediction by guessing can achieve a
correct rate for each group involved equal to the proportion of that group [Huberty, 1984],
the expected fraction of correct classifications under this scheme for the Altman study is
then (25/91)(25/91)+(66/91)(66/91)=0.61. Put another way, the Altman's model is better
than a chance classification standard under the above assumptions.
However, if the prior probability is assumed to be 0.02, as utilised in another Altman study
[1977], the estimated total expected fraction of correct classification for Altman's LDF
becomes (0.02)(24/25)+(0.98)(52/66)=0.791. This outcome will be worse than the 0.96
((0.02)4(0.98)2) classification accuracy obtained from the proportional chance model.
This is the result of the prior probability not being considered in establishing the cutoff
point. Thus, Z* that is optimal for classification of a sample with proportions ap= 0.275
(bankrupt) and 1-ap=0.725 (nonbankrupt) will not be optimal for classification of a sample
with the a=0.02 and 1- a p= 0.98. Furthermore, in terms of another interesting conditional
efficiency—the Bayesian posterior conditional probability, which measures the probability a
firm is actually a bankrupt (nonbankrupt) given a bankrupt (nonbankrupt) classification, the
probability of bankruptcy given by Altman's classification of bankrupt will be calculated as
(n11/n1 .)q 1
	_	
(24/25)q1
(n11/n1 .)q 1 + (n21/n2.)q2	(24/25)q1+(14/66)q2
The result obtained is only 0.085 when the prior probabilities of bankruptcy is 0.02(q1),
down from 0.632 when the prior probabilities and sample proportions were assumed to be
identical. This dramatic difference underscores the importance of properly incorporating
prior probabilities in the analysis.
Jones [1987] stated that when the prior probability of bankruptcy is much lower than that
of nonbanlcruptcy, the optimal cutoff point will be adjusted by moving away from the
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mid-point between group means and closer to the failed firms mean. The tendency is to
favour nonfailed group resulting in misclassifying more failed firms into the nonfailed
group, while misclassifying less nonfailed firms into the failed group, and the overall
classification is then improved because of the large proportion of nonfailed firms in the
sample. Jones concluded [1987] that failure to consider unequal prior probabilities of two
populations is a valid criticism of earlier studies.
In addition to prior probability, the cost of misclassification costs should also be assessed in
evaluating predictive ability. Misclassification costs are mostly subject to the subjective
judgement associated with specific consideration, and may not be easily estimated.
However, one would expect that the Type I error cost is greater than Type II error cost
[Altman, 1980], [Hsieh, 1993] (see section 8.4 for details). The impact of misclassification
costs of Type I and Type II errors on determining optimal cutoff points has not attracted
much attention in previous research. This ignorance may result in a non-optimal bankruptcy
prediction model since the higher the misclassification cost of Type I error to that of a Type
II error, the more the Type I errors should be minimised, especially when the cutoff points
are very sensitive to these misclassification costs. Therefore, misclassification costs are an
important factor and should be considered in building the model.
2.7 Logit Method and Conditional Probability Approach
2.7.1 Logistic Regression
To avoid the assumptions of MDA, Ohlson [1980] made a change in the discriminating
techniques for evaluating business failure prediction models in his study. He used a logistic
regression (Logit) procedure instead of the traditional MDA methodology. The Logit
procedure is also a statistical method, which however places neither restrictions on the
distribution of independent variables, nor on the structures of the covariance matrices of
two groups. Additionally, a Logit analysis provides the probability that an observation will
fall within a given group while an MDA composite score has little interpretative meaning as
it is simply an order-ranking device. The Logit is actually one of a class of linear
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Z* ; = E b Xi. + ei = b'Xi + ei
J
(2.7.1)
where
conditional probability models. The model assumes that there is an underlying latent
dependent variable, Z defined by the following regression relationship
Z-= the response variable defined by the regression relationship for
observation i
•b = coefficients of independent variables X, 	 unknown model parameters
Xv = the ith observation's value of the jth independent variables
ei= error term for observation i. It is an independent and identically distributed
random variable with mean zero.
In practice, Z* is unobservable. For a binary classification problem, this variable is related
to an observable dummy variable Y through the relation
Y = 1, if the firm is financially distressed or Z'> 0
Y = 0, otherwise	 (2.7.2)
From the equation (2.7.1) and (2.7.2), it is clear that:
Prob(Y1=1) = Prob(c i >	 = 1-F(43'X1)
where F = the cumulative distribution function for e.
In effect the observed values of Y are simply realisations of a binomial process with
probabilities defined by equation (2.7.1) and varying from trial to trial depending on N.
Hence the likelihood function L of observing Y is can be expressed as
L = HF(- 13'X1) r-i[1-R-IVX1) ]	 (2.7.3)
Y=0
	 y= 1
The functional form of F depends on the cumulative distribution of E in equation (2.7.1).
This function describes the relationship between the dependent and independent variables
and should be continuous and differentiable. Due to the lack of a full theory of bankruptcy,
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the best deterministic class of function F can not be easily found. For the sake of
computational and interpretative simplicity, the logistic distribution function is chosen
1 
P =F(Z) — 
1+ e-
z
'	
0 < < 1 and Z= 13'X1	(2.7.4)
Pi represents the conditional probability for any given X, and 0. If the cumulative
distribution of e is the logistic, we have the Logit model. In this case
1 	 exp([3%)1-F(-b'X1) = 1 1+exp(f3/Xi)	 1+exp(131X1)
We observe that there is a closed-form expression for F, because it does not involve
integrals explicitly. Further, the above formula (2.7.4) has two implications. First, P is
increasing in Z. Second, Z is equal to log [P/(1— P)]. The model is thus easy to compute
and interpret, and is its main virtue [McFadden, 1973]. The Logit model in the present
model assumes that Pi represents the probability of bankruptcy for the ith company having
characteristics Xi . This predicted probability is mapped to the meaningful zero-one range.
The logistic cumulative distribution function (c.d.f.) is a sigmoid curve that asymptotically
approaches zero and one. The following figure displays this situation.
-3 -2 -1	 1	 2	 3
Figure 2.7.1 The Cumulative Distribution
of Conditional Probability in Logit Procedure
In order to estimate the coefficients in the Logit analysis, the maximum likelihood method
(MLE) is used. The likelihood function for use in sample estimation of the coefficients of Z
1 F(-b'X,) — 1+exp(f31X1)
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in (2.7.3) is given by multiplying the products of all P is for bankrupt firms times the product
of all amounts 1-131 for all nonbankrupt firms. So higher failure probabilities for failed firms
and lower failure probabilities for nonfailed firms represent higher points on the likelihood
function. The likelihood function L can be rewritten as
L = flProb(Yi
 = 0) Prob(Y; = 1)
	
= flProb(ei < -b'Xi)	 Prob(ei > -b'Xi)
= riF(-b'X i) n [1-F(-b'X1)]
Y-4
( 	1 	,	 exp(13W) 
	
i=1 1+exp(llX1 ) )
	‘1+exp(13/Xj))
exp(131)
a=i
1=1
The coefficients estimate b of j can be obtained by finding the global maximum of the
logarithm of the likelihood function. That is, differentiate the equation and set it equal to
zero. Due to the nonlinearity of the partial derivatives in 0, an iterative technique such as
the Newton-Raphson method must be used to determine this global maximum. The
maximum likelihood estimates are considered consistent and asymptotically efficient for
large values of N. Then the P can be achieved through the estimated parameters. The
probability estimate of entering group k will always be between 0 and 1, regardless of the
value of Z. The observations are thus classified into the group which they have the highest
predicted probability of entering, or by comparing a certain predefined threshold level to
determine which group then should fall into. Moreover, the probability is that the
observation will declare the occurrence of group k.
Some attributes are worth paying attention to in Logit procedure. Because of the
curvilinear nature of the cumulative probability of the logistic function (as seen in Figure
2.7.1), the slope of the curve is steeper in the midrange. It leads to the fact that the
midrange of probabilities is more sensitive to changes of value in predictor variables. It
means that once the probability of bankruptcy is close to 1, changes in predictor variables
are likely to raise the probability only by small amount. Similarly, probabilities close to 0
will not easily be reduced even with significant changes in predictor variables; while a small
= ,7
[1+exp(13/X1)]
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unit change in predictor variables is more influential at the midrange of probability [Jones,
1987]. Actually, in predicting bankruptcy problems, the marginal companies, rather than
quite healthy and quite distressed companies, may be the key issue for a model's validation.
This implies that for the marginal companies which reside in the midrange of probabilities,
small variations in independent variable values will easily sway the most important
probabilities we can forecast [Jones, 1987].
Collins and Green [1982] also indicated that the logistic functional form has the "threshold"
property that the bankruptcy forecasting problem logically requires since the curve
asymptotically approaches zero and one. For example, suppose X is the ratio of debt to
asset, then various Z values computed from b'X on companies are mapped to the function
presented in Figure 2.7.2. Under this circumstance, the logistic cumulative distribution
function (c.d.f ) would suggest that the "breaking point" is around 30% as illustrated in
Figure 2.6.2. That is, if the quick ratios increases from zero to 30%, no substantial increase
in the probability of failure would be predicted, but an increase from 30% to 70% would
make the probability increase to almost one. Additionally, a firm with a debt to asset ratio
of more than 70% would not have a much higher probability of failure than one with 70%.
From the practical viewpoint it is entirely reasonable that some key financial ratios have a
powerful distinguishable ability within a certain range, but retain the same property within
an other range. Furthermore, if more than one independent variable is used, the model
estimates the linear combination of ratios that is more likely to produce a good "breaking
point". This is the reason why Collins and Green [1982] posited that Logit has much more
theoretical appeal and much better statistical threshold properties as a bankruptcy
prediction model.
However, the curvilinear nature of the model makes the interpretation of coefficient values
rather complex. A change in the probability of bankruptcy can not be directly estimated by
multiplying a coefficient times the changes in the value of an independent variable at all
ranges, since the midrange of probability is more sensitive to changes in the values of
independent variables. Pindyck and Rubinfeld [1981] demonstrated this situation with the
example of a voting study. When the probability of a vote is 20 percent, change in
registration (moving the independent variable from a value of zero to one) will increase the
probability by 3.8 percent, other things being equal. In contrast, if the probability is 50
percent, changing registration will produce a growth in the probability of 5.5 percent.
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Figure 2.7.2 The Hypothetical Logit Cumulative Density Function
2.7.2 Other Link Functions and Corresponding Distributions
As we have stated before, in order to transform the Z value into the [0, 1] interval, a certain
cumulative density function with continuous and differentiable features should be
incorporated to describe the relationship between response variable Z and its random
characteristics. In a common linear model, the mean of the response variable is assumed to
be linearly related to the predictor variables X. Since the mean implicitly depends on the
stochastic behaviour of the response, and the predictor (explanatory) variables are assumed
fixed, thus the aforementioned certain cumulative density function provides the link
between the random (stochastic) component and the systematic (deterministic) component
of the response variable Z. Hence, Nelder and Wedderburn [1972] refer to this function as
a link function. In addition to the logistic function, an other frequently used link function is
nonnit. The normit link function is
g (p) = F(p)
is the inverse of the cumulative standard normal distribution function, which is
F(x)= F(x)+ (2 Tc)- IT exp(—z2/2)dz
In the literature the more familiar term Probit is ofien used. In financial failure prediction,
Probit procedure is also employed to predict a bankruptcy event. Like the Logit model,
Probit is one of conditional probability. It can estimate the probability of the occurrence of
an outcome conditional on the predictor variables. Probit following the Logit procedure
overcomes the boundary problem identified above by transforming the linear probability
36
model so that response variable will be bounded within the [0, 1] interval. Meanwhile it
does not require restrictive assumptions such as multivariate normality and homogeneous
dispersion across groups, and yields the meaningful conditional probability on a given
observation, which has an insignificant difference from Logit's outcome in practice.
From these viewpoints the Logit and Probit models would appear to have a similar
algorithm. However, there are some advantages in Logit procedure. The apparent merit is
its simplicity in computation. Moreover, being asymptotic at the extremes, where a small
change in the independent variables is unlikely to materially affect the outcome also makes
the logistic function preferable. An other advantage of the Logit over Probit is that
differences on the logistic scale are interpretable regardless of whether the data are sampled
prospectively or retrospectively [McCullagh and Nelder, 1989]. Besides, there are some
difficulties when the Probit model is extended to handle polytomous dependent variable
situations. Aldrich and Nelson [1986] stated this point
"Unfortunately, while there are, again, an infinite number of such forms, they (other link
functions) turn out to be infeasible to estimate. Multinornial Probit, for example, involves
probability expression that are multiple integrals of the multivariate normal density. While
accurate and simple approximations are available for the integral of the univariate density,
comparable approximations are feasible for the multivariate integrals only up to about the
fourth order. Beyond this dimension, computation is impractical. In other words,
multinomial Probit, Gompit and the like logically possible but impractical." (p. 39).
On the basis of the above advantages and its greater popularity in the literature, Logit
procedure is chosen as the representative of conditional probability methods in our
comparative analysis.
2.8 Comparisons of MDA and Logit
2.8.1 Theoretical Comparisons
Classifying an observation into one of two (or several) populations is multivariate
discriminant analysis. Relating qualitative variables to other variables through a logistic cdf
functional form is logistic regression. These two methods, the most widely used statistical
procedures in empirical studies of bankruptcy prediction models, are closely related
particularly with respect to the classification problem of forecasting response for new
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observations. In the classification problem, Y is assumed to be a discrete variable
representing the different group, and X is a vector of predictive (explanatory) continuous
variables. Discriminant analysis and Logit method can be the alternate techniques of
characterising the joint distribution of (Y, X). Discriminant analysis starts from the X
variables conditional on Y with the assumptions of multivariate normal distribution of XIY
and equal variance-covariance matrices across the X. Logit method focuses on the
distribution of Y conditional on the X which is assumed to be logistic. From another
perspective, discriminant analysis can be thought of as treating the endogenous variables in
Logit as the independent variables and asking, given Y, how the distribution of the X's can
best be described.
For purposes of prediction, Logit and MDA can be used interchangeably. However, there
are some distinctions between these two methods
(1) The Logit model does not share the assumptions of discriminant analysis. Given
that the violation of these assumptions in realistic data is not unusual, it seems that
the Logit model would be superior to discriminant analysis. However, it could
sometimes be argued, the assumptions in MDA are unimportant if the only purpose
of the model is to develop a discriminating device.
(2) Logit is applicable for a wider range of distributions than is MDA. In other words,
Logit procedure results from a wide variety of underlying assumptions about the
explanatory variables [Anderson, 1972]. Thus, a logistic model is more robust than
MDA. However, if the normality of XIY can be satisfied, then discriminant analysis
is the true maximum-likelihood estimator and therefore is asymptotically more
efficient than the Logit maximum likelihood estimator (MILE) [Maddala, 1983].
(3) Logit procedure allows for the independent variables to be discrete in contrast to
MDA analysis. In empirical studies, failed and nonfailed firms were often matched
according to criteria such as size and industry. The usage of these discrete or
dummy variables obviously violates the normality assumption which is required in
discriminant analysis but not in Logit technique. Although it is still unclear that the
impact of the matching procedures is a gain or a loss, it would seem to be more
fruitful to actually include these variables as predictors rather than to use them for a
matching purpose. Consequently, the Logit method is favoured when macro or
dummy variables are used in empirical studies.
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(4) Discriminant technique is basically a multivariate method that assign a score to each
element in a sample using a linear combination of independent variables. The
reduction of several financial dimensions of a problem to a single score is appealing.
However, the questions about whether so many factors and dimensions of a
complex financial problem like bankruptcy can validly be reduced to a single score,
or whether crucial information would be lost during the process of reduction are
also raised. In contrast, the Logit procedure does not reduce all dimensions of
independent variables to a single cutoff score. Rather, it assesses each relevant
independent variable and comes up with a probability of bankruptcy, given that a
company belongs to a certain sample.
(5) Logit procedure furnishes the meaningful probabilities of bankruptcy, and the model
is thus relatively easy to interpret, while the output of MDA model is a score which
has little intuitive interpretation. The score is basically an ordinal ranking device,
although, if prior probabilities of the two groups are specified, then, MDA is able to
derive posterior probabilities of failure. But, this Bayesian revision process will be
invalid or lead to poor approximations unless the assumptions of normality and
equal dispersion are satisfied [Ohlson, 1980].
2.8.2 Empirical Comparisons
Many empirical studies have been conducted to compare the classification performances
between Logit and MDA. Halperin, Blackwelder and Verter [1971] compared Logit and
MDA for non-normal data. They reported that the estimators of coefficients from MDA
can be quite biased for data consisting entirely of binary variables as well as a mixture of
binary and continuous variables. Further work by O'Hara et al. [1982] and Hosmer et al.
[1983a, 1983b] also showed that these estimators can be severely biased for mixed
continuous and discrete variables. Press and Wilson [1978] indicated in a comparative
study of Logit and discriminant analysis concerning breast cancer that Logit was mildly
better than MDA for correct classification when applied to the holdout sample, regardless
of using the different number of dummy variables which clearly violated MDA assumptions.
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Crawley [1979] concluded that Logit is preferable to MDA when the group-conditional
distributions are clearly non-normal or their dispersion matrices are clearly unequal.
Ohlson [1980] was the first to use Logit analysis to predict financial distress. Data for the
model consisted of 105 failed firms and 2058 unmatched nonfailed firms from the year
1970-1976. All observations were used to derive the model and no holdout sample was
used for validation. The overall misclassification rate was minimised at a cutoff point of
0.038. At this point 12.4% of bankrupt firms and 17.4% of the nonbankrupt firms were
misclassified. However, if applied to a population composed equally of failing and
nonfailing firms, Ohlson's model would have an expected overall error rate of 14.9%.
These results appeared to be somewhat worse than those of previous studies. Ohlson
provided four possible explanations for this. First, the lead time from the last fiscal year to
the filing of bankruptcy is longer in his study than in previous studies. Second, the data he
used was from the 1970s, which was later than for previous studies. Third, the selections of
financial ratios are different. Finally, the choice of techniques may affect the results.
Collins and Green [1982] applied multivariate discriminant analysis, the linear probability
model and logistic regression to test the prediction ability in a holdout sample of healthy
and failed credit unions. They found that the Logit model was only modestly superior to
MDA in overall classification accuracy. While classifying failed firms, Logit markedly
surpassed the MDA. That is, Logit procedure can substantially reduce the Type I error
rate. This outcome is important since misclassifying a bankrupt firm as a healthy firm is
much more costly than misclassifying a healthy firm as a bankrupt firm. Zavgren [1985]
built a Logit conditional probability model in predicting business failure. She assessed the
previous studies made by Altman [1968], Deakin [1972], Edmister [1972], Wilcox [1971b,
1973], Blum [1974] and Diamond [1976], and found that some inappropriate estimates of
coefficients occurred due to the loose assumptions of discriminant analysis. Strong
evidence from Jones's [1987] research has also shown that Logit would provide more
reliable classification accuracy than MDA. Hopwood, McKeown and Mutchler [1990]
conducted a sensitivity study on bankruptcy models departure from normality in Probit,
Logit and MDA techniques. They found that the Logit model was the most robust to
non-normality.
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However, Efron's [1975] study indicated that if the normality of independent variables is
met, then the MDA is considerably more efficient than Logit. Further, Amemiya and
Powell [1983] showed that for purposes of classification, MDA does quite well even if the
independent variables are binary, which is clearly not a normal distribution. But this
conclusion may be more likely to hold for discrete variables than for continuous ones. In
Hamer's study [1983], a comparison of MDA and Logit yielded no statistically significant
differences in overall accuracy. These mixed results indicate that no conclusive evidence
has been reached on which method, MDA or Logit, produces better classification power.
In addition to modelling assumptions, MDA and Logit would not provide similar
information for their output. In standard MDA, the result Z score is a composite value,
and is compared to the cutoff point to decide which group the observation should belong
to. This dichotomous partition of the outcome might be less useful for decision-makers
such as capital stock investors, bond purchasers, accounting auditors and commercial loan
makers, As Martin [1977] criticised, the user may be capable of varying levels of response
to risk of failure if this meaningful information is given. Chesser [1974] discussed a
noncompliance loan to emphasise this occurrence. He stated that a noncompliance loan
means that the borrower would bargain with the lender to reach an agreement which can be
less favourable to the lender than those specified in the original default agreement. In this
situation the risk of failure is needed in order to make differential adjustment in the risk
premium on interest rates and loan indentures. The Logit model, in contrast to MDA, can
produce this valuable information. When the coefficients derived from Logit are applied to
an individual in the sample, the resulting value measures the "vulnerability" to failure
[Korobow and Stuhr, 1975], or the "propensity to fail" [Martin, 1977, p.257]. Some
arguments may arise that the MDA also offers the probability of bankruptcy for each
observation, yet under the assumptions that the obtained Z scores are of normal
distribution. Martin [1977] posited that the probabilities generated by discriminant analysis
most ordinarily used involve a subjective assessment of the probability associated with a
particular discriminant score. He investigated various probabilities produced by a variant of
discriminant function using a maximum likelihood estimation technique to assess
probability. On the other hand, using a Logit model, he tested the results of this estimation
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against the null hypothesis that the probability of failure is equal to the prior probability in
the population according to same data. Martin found that discriminant analysis, regardless
of linear or quadratic form had likelihood functions significantly lower than the null
hypothesis. This would mean that the null hypothesis would provide a better probability
estimate than either discriminant function. However, the Logit model had a likelihood
function significantly higher than the null hypothesis. This indicates that the Logit
procedure would provide a better probability estimate than that in MDA.
Furthermore, he pointed out that when the proportion of two groups in the sample is
disproportionate with the proportion in the population, the probabilities obtained from the
discriminant function may be very inaccurate, although the classification results improve by
exaggerating the size of the smaller group. Thus, there existed large biases in predicted
probabilities and prediction capability conclusions, since most analysis used equal-sized
matched samples in the bankruptcy prediction model, which are strongly incompatible with
the probability of bankruptcy in the population. Ohlson [1980] asserted that the obtained
probabilities can not be relied upon if the assumptions of normality and equal group
dispersion are not satisfied. This conclusion was consistent with the evidence shown in
the Press and Wilson [1978] research. But Altman and Spivack [1983] found that the Z
score rankings obtained from discriminant analysis were closely correlated with Standard
and Poor's bond rating. In order to assess if the probability of MDA was unreliable,
Hamer [1983] conducted an experiment by comparing the estimates obtained in
discriminant analysis with those obtained using Logit. Four different data sets used
previously for predicting bankruptcy were employed for each of five years before
bankruptcy in these two techniques. Thus 20 MDA models were compared to 20 Logit
models. Spearman rank correlation was applied to test the correlation of MDA rankings
and Logit rankings in each of the 20 cases. The results revealed that these two techniques'
probabilities were highly correlated and seemed to be comparable. Thus, the empirical
evidence about the probability generated by discriminant analysis from these studies seems
to be mixed.
42
2.9 Summary and Conclusions of MDA and Logit
This chapter discussed the traditional bankruptcy prediction methods—discriminant
functions and conditional probability approaches. The most important ones are linear
discriminant analysis and the logistic regression (Logit) model respectively.
Both linear discriminant analysis and the Logit method fit the data being studied in order to
maximise the predictive power of the equation in the model. That is, the methods ensure
that the sample correlation between the predicted and actual values of the response variable
will be as large as possible. In discriminant analysis, the method tends to maximise the
proportion of observations that are correctly classified in the sample, subject to the
assumptions about normality in independent variables and variance-covariance homogeneity
among the population. Logit procedure, one of the conditional probability models,
determines its coefficients so as to maximise the joint probability of bankruptcy for the
known bankrupt companies and the probability of nonbanlcruptcy for those companies that
have not gone bankrupt. However, it does not share the demanding assumptions of linear
discriminant analysis. Thus from the theoretical perspective, the advantages of the logistic
approach to discrimination are, firstly, that it can be used with equal facility whether the
variables are discrete or continuous and, secondly, that the estimation procedure is suitable
under many different assumptions about the underlying distributions. Moreover, it yields
estimates of posterior probabilities and likelihood ratios, which may be one of concerns of a
study as in bankruptcy prediction. Nevertheless, if the normal distributions in independent
variables are obtained or just slightly violated, then the discriminant analysis is considerably
more efficient than the Logit procedure. On the other hand, from the empirical perspective,
previous comparative studies of these two methods do not offer conclusive evidence in
favour of either of them for purposes of classification accuracy. The choice of MDA or
Logit method perhaps depends on the use of data sources, the nature of variables, the size
of sample, or the intended results.
These two conventional statistical discriminating approaches will be compared in terms of
their predictive abilities with those of newly developed artificial neural network techniques
for both the simulation and empirical studies in this thesis.
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Chapter Three
THE ARTIFICIAL NEURAL NETWORK
3.1 Introduction of Artificial Neural Networks
The human brain, the most complex computer device known to man, consists of
substantial neurones. Each neurone is a simple inicroprocessing unit, which receives and
combines signals from many other neurones. The neurone comprises nucleus, dendrites
soma, synapse and axon four parts. The main function of soma is handling the signal
received from all directions of dendrites. If the combined signal is strong enough, it
activates the firing of the neurone, which produces an output signal. The links between
neurones are called synapse, which propagates the interneuron's signals. The tens of
billions of neurones densely interconnected in the brain cause the ability to remember,
think and problem solve. This has inspired many scientists to attempt a computer
modelling of the brain's operation. One of the results has been the artificial neural
network (ANN).
ANN tries to emulate the structure of the human neurones system and the operating way
of processing information. The outcome may be knowledge representations based on
massive parallel processing, fast retrieval of large amounts of information and the ability
to recognise patterns based on experience. Paraphrasing Heht-Nielsen, a pioneer in the
development of neurocomputers, Caudill [1990] described an artificial neural network as
"A computing system made up of a number of simple, highly
interconnected processing elements, which processes information by its
dynamic state response to external inputs"
In effect, the early research on artificial neural networks was not successful until the mid
1980s. The renewed interest in ANN has recently been driven by two forces
(1) The improvement in new hardware technology.
(2) The development of the backpropagation algorithm [Rumelhart et al., 1986]
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Y =-1(1 wixi =0)
The first force involves the invention of parallel processing technology, which consists of
a great number of independent processors operating at a very fast speed. Research
suggests that the continual development of inexpensive microchips as well as the parallel
processing concept offers the best architecture for ANN modelling and its future massive
computation [Weems et al., 1991]; [Bharadwaj et al., 1992]; [Nolen, 1992].
The other driving force is the ANN algorithm renovation itself. Before the development
of backpropagation neural network (BPNN), the field of neural network called
Perceptron, which is the earliest neural network, experienced a lack of progress because
some crucial shortcomings could not overcome. The Perceptron was invented by
Rosenblatt [1959, 1962], one of the pioneers in the development of neural computing. His
important "Perceptron" sparked a great amount of research interest in neural computing.
In his very simple model, only a input and output layers are presented as illustrated in
Figure 3.1.1. The input layer has several input units X i's which are linked to a single
output unit Y. Input units first accept the information from the outside of the network
and transmit the information into the output layer by summation of the multiplication of
input units associated weights. If the sum of the weighted element is greater than a
threshold (say 0.5), then the output is considered to be 1; otherwise, the output is deemed
to be 0. For the simplest class of Perceptrons without any hidden layer (intermediated
layer), Rosenblatt [1962] was able to prove the convergence of a learning algorithm, a
way to change the weights interactively so that a desired computation was performed.
However, the fatal limitation was presented by Minsky and Papert [1969]. They proved
that the Perceptron without a hidden layer was unable to solve the Exclusive OR (XOR)
function. The XOR problem requires a single output unit to be turned on (+1) if one or
the other of the two inputs is on but not when neither or both inputs are on. This may be
the result of the linear nature of the Perceptron. In other words, Perceptron can not cope
with the nonlinear problem, even in the simple case such as XOR.
Figure 3.1.1 The Perceptron Concept
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In 1986 Rumelhart, Hilton and William [1986] proposed a training algorithm for the
layered machine called a generalised backpropagation algorithm. Backpropagation (BP)
neural network improved at least two important points of the Perceptron by
1. Introducing the hidden layer between the input and output layers and allowing the
interaction effect between input units
2. Replacing the original step transfer function with the differentiable transfer function and
allowing the gradient steepest decent method to adjust the weights of network
The algorithm has given a new life to neural network and has been subsequently applied in
many areas. Though it is not yet the perfect general algorithm capable of teaching an
arbitrary computational task to a neural network, it can solve many problems which the
simple two-layer Perceptron could not (such as XOR). As a result, much current
research, including that of the classification problem, is centred on backpropagation and
its extensions.
3.2 The Basic Structure of A Neural Network
This section we will discuss the major elements of a neural network. An ANN model is
composed of the following basic components: (1) Layer and Node, (2) Connection and
Weight, (3) Processing Element (PE), (4) Network Operation
3.2.1 Layer and Node
Layer consists of a set of processing units. There are three types of layers: input layer,
hidden layer and output layer. The nodes present processing units in each layer. The
node in the input layer accepts input values from outside of the system, the nodes in the
hidden layer process the value from the input nodes and produce intermediate results,
then transmit them to the output layer. The nodes in the output layer produce the output
value based on the hidden node value and threshold status.
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3.2.2 Connection and Weight
The connection between two nodes is called link. It represents a flow of information.
The network can be fully connected or partially connected. The fully connected network
has each node in one layer connected to every node in the next layer. The partially
connected network has nodes partially connected to some nodes in the next layer. Each
connection has a corresponding weight which represents the stored knowledge of the
network. The weights express the relative strength (or mathematical value) of the initial
entering data or the various connections that transfer data from layer to layer. The signals
from the input units to a processing element are modified by these weights prior to a
processing element. In other words, weights express the relative importance of each input
to a processing element. Weights are crucial; it is through repeated adjustments of
weights that the network "learns".
3.2.3 Processing Element, PE
Analogous to the biological neurone in the brain, "processing element (PE)" is the basic
unit in an ANN. The internal activity is operated by two functions. The first is
summation function. It receives the output value of other processing elements as its own
input, multiplying this input values (Xs) by the weights (Ws) and totals them together for
a weighted sum.
The other is activation function (transfer function). Activation function is needed to
introduced nonlinearity into the network. Without nonlinearity, hidden units would not
make nets more powerful than just plain Perceptron. The reason is that a composition of
linear functions is again a linear function. The other purpose for activation function is
that this transformation is to modify the output levels to a reasonable value (e.g. between
0 and 1, or -1 and 1). Without such transformation, the value of the output may be very
large, especially when several layers are involved. Almost any nonlinear function does
this job, but the sigmoid and tangent function are the most common choices.
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3.2.4 Network Operation
Learning is a process of adapting behaviour in response to stimuli presented at input and
output value to modify the connection weights and thresholds. That is, a network
gradually learns the relationships between many input/output pairs by adjusting the
strength of the connections or weights between processing units. When an input node is
activated, it sends a signal or information to the nodes or processing elements in the
intermediate hidden layer across weighted parallel connections. Each node in the hidden
layer in turn sends information to the nodes in the output layer which provide a weighted
output. Once the set of connection weights have been found for a particular pattern, the
network can be trained to recognise the correct response when given another input
pattern. There are three kinds of learning strategies
1. Supervised Learning: supervised learning involves outright comparison of the
output of the network with known correct answers. A certain rule is provided to
direct the modification of weights. The weights are adjusted by means of
supervising the minimisation of cost function or error function. This behaviour is
like that of a knowledgeable teacher who guides us in a correct direction.
Supervised learning incorporates decisions about when to turn off the learning,
how long and how often to present each input/output pair for training, and
information about performance. In supervised learning, for each input stimulus, a
desired output stimulus is presented to the system and the network gradually
configures itself to achieve that desired input/output mapping.
2. Unsupervised learning: the network has only input value and no desired output is
shown. Therefore, no definite rule can be learned. This case is also called
self-organisation. In unsupervised learning only input stimuli are shown to the
network and the network organises itself internally so that each hidden processing
element responds strongly to a different set of input stimuli or closely related
group of stimuli. These sets of input stimuli represent cluster in the input spaces
which typically represents a distinct real world concept.
This process has no external teacher and self-organises presented data and
discovers its emergent collective properties.
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3. Associative learning: this case falls between supervised and unsupervised learning.
Although desired output is provided, it is incomplete instead of a definite desired
output as in supervised learning. It must infer the correct status from incomplete
information. This case is referred to as reinforcement learning where an external
teacher indicates only dichotomous outcome in response to an input.
Whatever kind of learning rule is used, an essential characteristic of any network is its
learning mechanism. It is the fundamental difference between the artificial neural network
and conventional artificial intelligence.
3.2.5 Feedforward Network vs. Recurrent Network
Feedforward network means that the role of each node, except in the output layer, is just
to feed an input pattern from the lower layer to the higher layer. There are no
connections leading from a unit to units in previous layers, nor to other units in the same
layer, and nor to units more than one layer ahead. In other words, in such networks
information flow is all in one direction. There are no feedback loops from a unit to a
previous one. Every unit feeds only the units in the next layer. In contrast, networks that
are not strictly feed-forward, but include direct or indirect loops of connections, are often
referred to as a recurrent network.
3.3 The Difference between ANNs and ES
Unlike a traditional expert system (ES), where professional knowledge must be made
explicitly in the form of rule, neural networks generate their own rules by learning based
on the example itself. An expert system depends on the representation of the expert's
knowledge as a series of IF-THEN conditions or rules, known as knowledge base. These
rules must first be determined by observing human experts, then programmed into the ES
using special languages such as PROLOG or in shells such as Knowledge Craft, ART etc.
These processes require enormous time and effort to extract the inferences upon which
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the system is based. More importantly, an expert is unable to use inductive learning and
inference to adapt the rule base to changing situations. In another way, once the system is
functional, making even minor changes to the knowledge base can be a complex and
expensive process because of the intricate relations between the rules forming the
knowledge base [Coats, 1988]. However, dynamic situations are always the
characteristics of financial and management environments. In contrast, neural networks
do not require a predefined knowledge, and can automatically capture patterns among the
given examples. When the situation changes, the neural network automatically responds
to changes in the problem environment by adjusting weights. It has a self-maintaining
function. Therefore, instead of the static nature of the expert system, a neural network is
fundamentally dynamic. It continues to adapt and improve as it is exposed to new
information.
Another problem with expert systems, as pointed out by Coats [1988], is that an "expert
system cannot really deal with erroneous, inconsistent, or incomplete knowledge because
most expert systems rely on rules that represent abstracted knowledge of the domain (i.e.,
the problem space) and thus the expert system are not able to reason from basic principle"
(p.80). That is, expert system knowledge is fixed and predefined, and cannot tolerate
minor component failure and employ common sense or make an "educated guess" to
amend it. Thus, if the input information is incomplete, ambiguous or noisy, the expert
system is unable to perform effectively. In this respect, neural network has its appeal. It
can filter out noise and isolate useless or incomplete information in order to recognise
patterns without impairing the entire system. Learning is achieved through a learning rule
which adapts or changes the connection weights of networks in response to the input and
the desired outputs in respect to those inputs.
However, the advantage of neural network is also linked to its disadvantage. The
automatic "black box" learning process makes it difficult to trace the steps by which the
output is reached. The optimal status represented by the matrix of connection weights can
not be translated into clear information to the user. In other words, the neural network
algorithm cannot tell the user how it processed the input information in order to reach a
conclusion. On the other hand, an expert system can be broken down into discrete steps
or series of operations. To some outsiders, the absence of a bright identifiable internal
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logic is a severe obstacle to the acceptance of neural networks. Table 3.3.1 shows the
advantages of neural computing over traditional artificial intelligence methods.
Table 3.3.1 Comparison of Neural Network and Expert System
Neural Network
Example based
Domain free
Finds rules
Little programming needed
Easy to maintain
Fault tolerant
Needs (only) a database
Fussy logic
Adaptive
Expert System
Rule based
Domain specific
Needs rules
Much programming needed
Difficult to maintain
Not fault tolerant
Needs a human expert
Rigid logic
Requires reprogramming
Source: [Samdani, 1990]
3.4 Backpropagation and Generalised Delta Rule (GDR)
The backpropagation (BP) algorithm was invented independently several times, by Bryson
and Ho [1969]; Werbos [1974]; Parker [1985]. But it did not attract much attention until
Rumelhart et al. [1986] proposed this algorithm and established its important status. Now
the BP is the central to much current work on learning process in neural networks.
A typical BP network always has an input layer, an output layer and at least one hidden
layer. In the learning process, a set of training samples is needed, which includes input
value and definite output value (it belongs to one of supervised learning). The units in the
input layer do not perform weighting or nonlinear transformation. They simply sends its
signal to each of the units in the hidden layer. The network initially gives a set of random
numbers as start weights. According to the feedforwarding process, the information about
the differences between computed and desired output is propagated backwards through
the network and is used to update the connection weights. The basic updating rule in the
learning process is gradient descent adjustment. Hence, this algorithm is sometimes
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viewed as an enhanced version of the stochastic gradient-descent optimisation procedure
[Berry and Trigueiros, 1993]. Details about the mathematical form can be found in
Appendix I.
The process we have derived in BP is called generalised delta rule (GDR). The GDR
contains basically the same idea as Perceptron, however, are more complex. The
difference is in the way of calculating the delta. The delta in the Perceptron is simply the
difference between the target value and the actual value (the system output), while the
delta in the GDR is a function of the difference and the first derivative of the node. The
GDR can be applied to any multi-layered system and thus is called the generalised delta
rule (GDR).
In summary, the GDR finds weights which minimise the sum of square errors between
target values and system-produced values for all units in the output layer. Because the
error function has a non-linear form with respect to the parameters (weights), the
algorithm uses a gradient descent method to minimise the error function. The algorithm
consists of two passes, a forward pass and a backward pass. In the forward pass, the
system calculates the output value for each node based on input values and associated
weights. The system then calculates the deltas from the highest-layer (output-layer) and
propagates the errors or deltas backward to the lowest layer.
3.5 Variations on Standard Algorithm
There are many parameters varying within the standard BP nets, including the learning
rate, momentum, weights updating rule and different cost functions etc. On the other
hand, the network architecture itself (number of layers, number of units for each layer)
affects the performance substantially. In this section we focus mainly on the parameters of
modifications, keeping others fixed. In the next section, a newly developed algorithm will
be presented in order to remedy the drawbacks of the GDR algorithm. The question of
optimal architecture will be discussed later.
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3.5.1 Learning Rate
An issue related to the GDR is how to choose the learning rate. Because
backpropagation is a gradient descent algorithm, it requires a scale factor that indicates
how far to move in the direction of the gradient during the training process. This factor is
called the learning rate and is denoted as ri. That is, the learning rater' is a gauge of the
rapidity of convergence every epoch. A too large or too small ri will cause negative
inferences to converge [Von Lehmen et al., 1988]. If i is too small, the learning process
can be very slow. On the other hand, a too large i, although approximating the
minimum of error function by large weights updating, can oscillate widely or may cause a
move through weight space that "overshoots" the optimal solution [Knight, 1990]. The
problem essentially comes from cost-surface valleys with steep sides but a shallow slope
along the valley floor. One of solutions to cope with this problem is to adjust this value
during the learning process. In effect, "tweaking" of the learning coefficient is necessary
in practical applications. A large learning constant is needed when the current weight
vector still has a substantial distance to travel to the optimal position. As the weight
vector approaches the point at which error function is minimised, smaller and smaller step
may be desirable. Another approach, adding a momentum term which is based on the
similar concept [Plaut et al., 1986], has been more commonly used and is shown effective.
3.5.2 Momentum
Momentum is a weighted term which considers a previous change in the weight when
calculating the present change. The concept of momentum term is introduced to resolve
the dichotomous dilemma involving minimum learning rate. It will stabilise the
convergence with error surfaces containing long ravines that display sharp curvatures
across the raven and a gently sloping floor [VVasseman and Schwarts, 1987]. The idea is
to enter some inertia a, so that the previous delta weight is fed through to the current
delta weight.
The effect of the momentum tends to reinforce a general trends in the delta weight term
whereas oscillatory behaviour cancels itself out. Then the effective learning rate can be
made larger without divergent oscillation occurring.
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3.5.3 Cumulative Update of Weight
Another technique that can speed up the convergence is to only update the weight in a
batch way rather than entering every individual training sample. This is referred to as
cumulative backpropagation because the delta weights are accumulated until the complete
set of input/outputp pairs is presented. The idea is expressed as
AWVINT 	Wm 1 = the change in weight of the mth training sample
N = sample size of training set
If the epoch is not too large, the above approach can lead to faster convergence since an
individual update only reduces the error function for a particular pair while probably
increasing other component error functions, whereas the global update will always reduce
the overall error function. But if the epoch is large, the benefit of using an overall error
function may be lost because of more calculations involving this cumulative updating.
3.5.4 Alternative Error Function
The error function defined in Appendix I is proportional to the square of the Euclidean
distance between the desired output and the actual output. This is not the only possible
choice. Any other differentiable function that is minimised by TrAi (Tj=the target pattern,
= the actual output pattern) can derive a corresponding update rule. One of the choices
proposed [Baum and Wilczek, 1988]; [Hopfield, 1987]; [Solla et al., 1988] has received
particular attention
1+7%	 1-T
A i
E =E[-(1 7:1)1°g TTAL i(1 Ti)log2 (3.5.1)
Like the quadratic cost function, (3.5.1) is always positive except when AfTi for all j
where E=0. However, it has a natural interpretation in terms of learning the correct
probabilities of output nodes j, if 1/2(1+Ai) is used for the probability that the hypotheses
represented by j is true. When A. -1 means definitely false, and when A. +1 means
definitely true. Similarly, 1/2(1+Ti) is interpreted as the target set of probability. Then
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information theory suggests the relative entropy (3.5.1) of these probability distributions
as a natural measure of the difference between them [Kullback, 1959]. Its advantage is
also shown qualitatively since it diverges if the output of one node saturates at the wrong
extreme, instead of just approaching a constant in quadratic measure, which can lead to
the learning hang around on a relatively flat plateau of E for a long time. Given its nature,
the cost function (3.5.1) has been shown to solve some problems that cannot be solved
using the quadratic form, and is thus suitably applied in prediction problems when the
training data are actually probabilistic or fuzzy [Hertz et al., 1991].
3.5.5 Different Activation Function
In BP learning, any differentiable can be used as the transfer function. Nevertheless, a
linear transfer function gains no additional advantage in using the hidden layer. The
hyperbolic tangent function is one of them. It is, in effect, quite similar to the sigmoidal
function in shape (S-shaped). The sigmoid is a smooth version of a [0, 1] step function,
whereas the hyperbolic tangent is a smooth version of a [-1, 1] step function. Because the
output of the transfer function is used as a multiplier in updating the weights, a range of 0
to 1 means a smaller multiplier when the summation is a low value, and a higher multiplier
for higher summations. This could lead to a bias towards learning higher desired outputs.
In contrast, the hyperbolic tangent gives equal weight to low and high end values.
However, the use of the sigmoid function has its appeal. First, applying the sigmoid
function, the deltas will become the following simple form
= — (Ti — Aj [nI) f(Zj["1)
= (Tj — Ain A (1-A)	 if in the output layer
S9 1 '11 = [-• E), O 1c l"11 Wrci 43(Z,1"1)
= ki"11 Wcpj A (1-A)	 otherwise
Another advantage of the sigmoid function is that it generates the continuous values
between 0 and 1 which are suitable for the probability issue, rather than binary values
used by the early neural network model. It gives more flexibility to the system.
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Researchers have proved that a neural network with sigmoid function units can essentially
fit any function and its derivative [Cybenko, 1989]; [Funahashi, 1989]; [White, 1989];
[Barron, 1992]. This is probably the reason why the sigmoid transfer function is most
commonly used in ANNs.
3.6 Problems with GDR Backpropagation
3.6.1 The Drawback on Long Learning Time
There are some problems with the GDR backpropagation. The first is the speed of
learning. A long learning time has been considered a major obstacle for its applications to
real world problems. The GDR learning algorithm must spend much computational time
for the weights to converge, and it scales poorly as tasks become larger and more
complex. Although the parallel processing hardware has been developed to try to
overcome this problem, for a complicated input space it still take a long training time.
Moreover, in most cases this algorithm has actually been implemented just by software
emulation instead of hardware support on the machine. Several techniques have been
studied to speed up the GDR BP, such as the introduction of a momentum in the
previously discussed learning rule [Rumelhart, Hinton, and Williams, 1986], the use of an
alternative cost function instead of the standard quadratic error function [Fahlman, 1988];
[Krogh, Thorbergsson, and Hertz, 1989]; [Solla, Levin, and Fleisher, 1988], the dynamic
adaptation of the learning parameters [Cater, 1987]; [Jacobs, 1988]; [Jutten, Guerin and
Nguyen Thi, 1991], the application of a more elaborate search method [Becker and Le
Cun, 1989]; [Parker, 1987] and the incorporation of a probabilistic learning algorithm
[Specht, 1990]. Many of these either involve the variations of Newton's method,
requiring the computation or approximation of second partial derivatives, or use the
approximated higher-order derivative of the error function which provides more
information about the shape of the weight space. However, these methods, in spite of
reducing the rate of convergence dramatically, increase computation load and tend to not
scale up very well as the problem size increases. On the other hand, the probabilistic
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backpropagation, has the advantage of its simple computation and easy programming, but
thus, will be offset by the sacrifice of classification accuracy.
3.6.2 The Drawback on Local Minima Solutions
Another major problem encountered with BP is that of being trapped in the local
minimum of the error function. Since the GDR algorithm tries to find the best weights
and thresholds by merely using the first order condition minimising technique, it can not
guarantee a global solution. The aim of minimisation of a multi-dimension nonlinear is to
find the one position on the surface of the function where the value is at its global
minimum. The negative of the gradient of the surface is expected to point towards the
global minimum. However, there may be local minima which are holes in the surface that
are indistinguishable from the global minimisation. If the global minimum is not known,
there is no way to be certain that a minimum in the surface is a local minimum or a global
one. In particular, in the presence of a local minimum, the BP sometimes fails to find a
set of weights and thresholds for a network.
The existence of local minimum training errors in some nonlinear feedforward ANNs has
been identified by several investigators [Sontag and Sussmann, 1989]; [Brady, Raghavan
and Slawny, 1989]; [Blum, 1989]; [Gori and Tesi, 1992]. Dorsey, Johnson and Mayer
[1994] also confirmed that the error surface for the ANN is frequently characterised by a
large number of local optima. The most important factor causing local minimum is the
inappropriate and aimless randomisation of the initial weights and thresholds. Lee et al.
[1991] have indicated that the initial weight has a direct effect on the training speed and
convergence to local minima. Kolen et al. [1990] have also demonstrated that the
backpropagation is very sensitive to the initial weights. In a GDR backpropagation neural
network, initial weights and thresholds are usually chosen randomly. That situation is just
like a person who is searching for the top of Mt. Everest (a global minimum), and is
dropped by parachute somewhere over Asia by a pilot who has lost the map. The person
may find the highest mountain top within his field of vision, and may assume that it is the
goal. If the top of the mountain he reached is just a little lower than Mt. Everest (a good
local minimum), it would be satisfactory. On the other hand, the tip of a small hill would
not be acceptable.
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Researchers have tried several different approaches to alleviate the local minima problem.
Rumelhart et al. [1986] designed the heuristic addition of the momentum to speed up the
training and to push the movement from local minima. Fahlman [1989] introduced a
term in the calculation of the gradient to ensure that the solution cannot go to zero, and
thus never comes to a halt on flat surfaces. An other simple idea is to use incremental
updating, choosing the patterns in a random order from the training set so that the
average over patterns is avoided and the random order generates noise. Alternatively,
adding noise explicitly by random, changing the weights slightly [Von Lehman et al.,
1988] or adding noise to the training set inputs independently at each epoch [Sietsma and
Dow, 1989] are also possible solutions. In each case, there seems no overall competitive
approach. It may help a little to prevent the local minima, but may hurt or slow down the
learning process considerably.
3.7 The Projection Neural Network
The shortcomings of the GDR backpropagation network were presented in the preceding
section. Alternative learning algorithms for solving these problems were proposed.
However, they either solved just one of the problems at the expense of another, or lacked
computational efficiency.
A powerful approach, Projection algorithm, was newly developed by Wilensky and
Manukian [1992]. It overcomes all drawbacks of GDR backpropagation simultaneously.
BPNN, although suffering from a slow training time and the potential to get stuck at local
error minima, nevertheless, it offers the advantage of ensuring minimisation when it does
converge to a solution. On the other hand, there exist other classification algorithms
which train quickly but do not guarantee minimisation of the classification error. These
networks include RCE (reduced Coulomb energy [Reilly et al., 1982], ART (adaptive
resonance theory) [Carpenter and Grossberg, 1987], and the Cohonen type networks.
They achieve fast training by placing prototypes with closed boundaries such as
hypersphere at input data, match all input data to these prototypes by adjusting the radii,
and thus update the positions and sizes of training points. The idea of the Projection is to
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combine the advantages of these two classes of networks into a single one so that it can
immediately place closed decision boundary prototypes around the input points and
minimise the output error through gradient descent.
The BP algorithm partitions the input space into regions bounded by hyperplanes and
curved surfaces through the nonlinear features of sigmoidal function in hidden layer. It
starts its weights from open prototypes, then updates weights by adding the number of
hyperplanes based on the error minimisation rule. However, linear algebra taught us that
forming a closed region in N dimensions requires at least N+1 hyperplanes. The more
complicated the classification boundaries, the more regions and thus the more hyperplane
or curved surfaces will be needed. For large N, this process can cause excessive training
time. In contrast, the Projection algorithm initialises the weights and thresholds in (N+1)
dimension space as a prototype with a closed or open boundary, providing a good starting
point so that the network output is already close to a desired minimum. Then the
network subsequently is trained as a GDR backpropagation network to further reduce the
output error. Wilenslcy and Manukian [1992] have demonstrated that the Projection
algorithm results in orders of magnitude reduction in training time and avoids a local
minimum occurring. The theory of Projection network is presented as follows. For
convenience of explanation, a 2-D inputs projected onto a 3-D sphere is illustrated
Figure 3.7.1 The Projection Transformation
and Formation of Boundary Surface
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The plane represents the original input space. We project an input vector X in this 2-D
plane onto a 3-D to get a new input vector X' which is confined to lie on the 3-D sphere
of radius R. Using the Pythagorean theorem, the components of X' can be easily derived,
and this can be expressed mathematically
	 )X'	 h—R( Jh 2 +X 2
	0C2
h is the distance between the origin of the plane (2-D) and the space (3-D)
R is the radius of the sphere
The first term of X' is the components of the original N-dimensional space. The second
term is the component of the projected vector along the extra dimension. Note that if the
decision boundary is a circle on the conic section of the sphere, its projection back onto
the plane is a circle or an ellipse. If the decision boundary passes through the north pole,
then its projection back onto the plane is a line. As a matter of fact, the projection of a
circle from the sphere back onto the plane could be a circle, ellipse, hyperbola or lines on
the plane, depending on the size and location of the circle. In other words, a large
number of complex input space in an original hyperplane will be easily projected as a
hypersphere on the (N+1) dimension. If R are chosen in an appropriate way, the inputs
will project onto a good portion of the hypersphere and can be easily separated for
classification. Therefore the weights and thresholds will begin with a good solution to the
desired output since they must also lie on an (N+1) dimension hypersphere with Iw i l = R.
Briefly, the trick of the unification of two types of networks is to project the
N-dimensional input vector onto an (N+1)-dimensional hypersphere. The hyperplanes,
provided by the GDR algorithm as decision boundaries to partition the input space, will
then intersect with the hypersphere and thus the hyperspherical (closed or open)
boundaries can be produced. Wilensky and Manukian [1992] further explained
The reason for adding the extra dimension to the inputs before normalisation is to preserve all
the information contained in the input vector, particularly its overall magnitude. In contrast, a
simple normalisation of X would confine the inputs to a hypersphere, but it would lose
potentially valuable information contained in the magnitude of each input. This can be
important if the radial direction contains important discriminatory information. In addition,
such a scheme would not allow sufficient flexibility in the choice of the shape a prototype's
decision surface." (p.360).
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To construct a Projection network, the projected inputs X' serve as the inputs into a
standard feedforward network with an additional node in the input layer. Thus the
projected network has the option to choose and the ability to use either hyperplanes or
hyperspherical prototypes or both for the hidden nodes in the solution of any particular
problem, whereas, standard BPNN uses only hyperplanes and RCE uses only
hypersphere.
The advantages of using projection algorithm can be summarised
1. It combines the speed of a hyperspherical network with the error minimisation of
GDR backpropagation.
2. It partitions the input space into the region, which can easily put the inputs into
different groups and, as a consequence, leads to more classification accuracy.
3. It avoids the minimum which GDR backpropagation network often experiences
by establishing a good starting point.
4. It speeds up the training time by properly initialising the network weights and
thresholds to input prototype.
5. It has modular ability, allowing the flexible contribution of two or more
networks.
6. It reduces the number of required nodes in the hidden layer and leads to its more
efficient use.
To demonstrate clearly the concept and the advantages of the Projection neural network,
some examples are presented:
Example 1 
Consider the following circle and rectangle classification problem
_Closed boundary
Open boundary
(GDR Algoritm) (Proj Algoritm)
The input space is divided into two separate regions: the grey and the white. To separate
these points into distinct classes, backpropagation sets lines (2-dimensional hyperplanes)
as boundaries between the grey and white regions. It starts a single line (one node in the
hidden layer), then brings in another line for minimising the output error. In the end, it
engages four lines (four hidden layer nodes) and adjusts their position until a good
solution is reached. It takes 100,000 epochs to separate the grey and the white On the
other hand, the Projection network, using only two nodes in the hidden layer, begins by
placing two circular prototypes with some reasonable radius. Then, it adjusts the position
and radius of the prototypes until the class boundaries are matched as best as possible.
Because the Projection network can use either circles or lines (hyperspheres or
hyperplanes), it only needs two hidden layer nodes to solve the problem, as compared to
four needed by GDR in this example. Furthermore, it takes just one-tenth leaning time of
GDR backpropagation to get an even better solution [Neural Computing, 1993]. Figure
3.7.2 displays the comparison of training process between the GDR and Projection
algorithms on this problem.
Figure 3.7.2 The Comparison of Training Process between
GDR and Projection Circle and Rectangle Classification Problem
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Example 2
A well-known spiral problem consisting of several interlocked spirals is illustrated
The spiral problem was used as a benchmark comparison to test the performance of a
network on a problem with a complicated boundary between classes. A GDR
backpropagation network with one hidden layer is trapped in a local minimum and cannot
find a solution. Lang and Witbrock [1988] employed the GDR backpropagation
approach with two hidden layers of five nodes each. Nodes in the first hidden layer divide
the input space into two regions along various angles. Nodes in the second layer
subsequently employ combinations of these first layer features to produce curved patterns.
Although this approach obtains some significant successive results of the spiral problem, it
takes a long training time. In addition, the number of hidden layers remains a trial and
error problem. By contrast, a Projection algorithm solves this spiral benchmark problem
in only 600 training epochs by efficiently partitioning input space into closed prototype as
well as the use of hidden layer effectively.
3.8 The Importance of Optimal Network Architecture
The construction of architecture of a neural network is very important. An optimised
architecture network can not only reduce computational training time but also improve
generalisation ability. Therefore, it is desirable to find a technique to optimise the
weights and thresholds for a given architecture as well as to optimise the architecture
itself. Optimal architecture building involves determining the number of hidden layers
and the number of nodes in hidden layer. Since it has been proven that a multilayer NN
with one hidden layer can approximate any relationship between input and output
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variables using an appropriate number of units in hidden layer [Cybenko, 1989]; [Homik
et al., 1990]; [Homik, 1991], this provides a theoretical justification for the number of
hidden layers. However, there is not yet a rule to decide the number of hidden nodes.
The number of hidden units dictates the space separability and thus the discriminating
capability. That is, the hidden units in neural networks perform significant nonlinear data
transformation for output units in order to produce arbitrary output functions. An
insufficient number of hidden units may result in the network's inability to solve the
problem it is supposed to tackle, because there are not enough parameters to model
complex decision boundaries. On the other hand, if too many hidden units are employed,
it may lead to spurious decision boundaries or may cause poor interpolation and
unnecessary slow-speed convergence. Sietsma and Dow [1991] have demonstrated that
when an excessive number of hidden nodes is used, the system will result in an overfitting
problem. That means the system may pay undue attention to insignificant details and
noise on the learning, inhibiting its capacity for generalisation on the prediction.
Therefore, it is necessary to find a structure which has a minimum number of nodes in
hidden layer and without a loss of generalisation capacity.
3.9 Past Studies on Determining Optimal Architecture
3.9.1 Trial and Error Approach
Hirose et al. [1991] developed a process to determine the appropriate number of hidden
units. Their original objective was to find a solution to avoid the local minimum problem.
Basically, their algorithm is a kind of trial and error approach, including three steps: (1)
check the total error every 100 epochs. If the error does not increase by 1% over the
previous value, a new hidden unit will be added; otherwise the training continues for
another 100 epochs. (2) the new set of weights should be randomly assigned or set to 0
when a new hidden unit is added. (3) Once the network converges, a hidden unit is
removed and the network is trained again. This process is repeated until the network no
longer converges.
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The other method viewed as one of trial and error has been developed by Fogel [1990].
He claimed that the problem of choosing the optimal number of nodes and layers is
analogous to choosing an optimal subset of regression variables in statistical model
building. Fogel indicated that the output of a final-layer node before passing transfer
function will asymptotically have a normal distribution if the previous layer has already a
sufficient number of nodes. On the basis of this attribute, he derived the density functions
of the residuals and the joint likelihood functions of two classes. The results will be
compared to a measure called final information statistic (HS), which is similar to the
Akaike's [1974] information criterion (AIC). The FIS are computed for each proposed
model to select the optimal number of hidden nodes. The model which has the smallest
FIS value will be chosen. In this algorithm the proposed number of hidden nodes should
be decided first, which involves a lot of trial and error processes. Therefore the technique
requires many experiments and tedious computations.
3.9.2 Genetic Algorithm
The idea of a genetic algorithm was derived from the biological system which can easily
adapt to changing environments. Thus, some biological mechanisms, including
reproduction, mutation and crossover, have been suggested as offering an approach to
problem solving in various areas [Goldberg, 1989]; [Nygard et al., 1992]. Caudill [1991]
proposed applying genetic algorithm principles, such as those in biological system, to
evolve a neural network.
The reproduction operator copies a network's genetic description from one generation to
the next. The mutation operator allows small, random change to occur in the genetic
code, and thus usually corresponds to copying errors. The crossover operator involves
two networks to combine to produce "offspring" whose genetic description is a
combination of its "parents". The algorithm starts by generating an initial population
randomly, the size of which is chosen by the user. When the initial population is
generated, each member of the population is evaluated by an evaluation function. Two
solutions of the population are selected and altered by crossover and mutation operators.
Then they are combined to make offspring based on their fitness. The offspring are
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inserted into the population. This second generation is trained and tested for their relative
fitness, and is subject to the genetic algorithm to produce generation 3. This cycle is
repeated until some stopping criteria are met. The stopping criteria can be the number of
iterations or the level of fitness or convergence. In short, genetic algorithm maintains a
population of promising solutions. Those solutions which do not fit well are supposed to
die off. This mechanism is just like the survival of the fittest in biology. The new solution
based on previous solutions will induce the search for a better solution to the problem.
Finally, the search will arrive at an optimal solution. This methodology is obviously
superior to the manual trial and error methods. Moreover the evolutionary nature of the
algorithm enables the search for good configurations to proceed in a parallel, thus
reducing the possibility of trapping in local optimal configuration. Nevertheless,
maintaining a population as an evolutionary network requires large computer memory and
system resources. Due to this drawback, the genetic algorithm searching technique seems
unlikely to be practical especially for large network applications.
3.9.3 Weight Decay Technique
Hanson and Pratt [1990] developed a promising and effective algorithm called weight
decay technique to build an optimal network structure. The idea behind this approach is
that the network preferentially removes less useful connection weights. A mechanism
causes the weight Wti to decay to zero as the unit receives insufficient reinforcement and
appears to be unnecessary. The simplest method to update W ij value is Wij *= (1-E) Wii
(Where E is an assigned small positive number [Hanson and Pratt, 1990]).
The weight decay method is easy to implement. Under this technique the architecture is
simplified gradually as unnecessary units and connections are removed from the network.
However, a dilemma will arise in using this method. Because of the slow increase in
connection weights, despite a small E, almost all of the weights decay to zero only offer a
few times of updating W1  vectors of hidden unit's weights become equal with
further training, and thus the network degenerates to a single hidden unit structure which
can rarely be trained successfully in most tasks. This seems to suggest that the weight
decay method is more suitable for use only after the network has been trained.
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3.9.4 Pruning Technique
One method similar to the idea of weight decay method is the pruning technique as
introduced by Sietsma and Dow [1991]. Pruning refers to a process that examines a
network, determines unnecessary units to the solution, and removes them from a network.
In this process two stages are involved. In the first stage the noncontributing units are
removed. The noncontributing units are (1) those which always produce a constant value
across the training set, (2) those which always produce the same output as another unit,
(3) those which convey the same information and differ only in direction across the
training set. The second stage involves the elimination of units that are independent of the
other units in the layer and give unnecessary information to the next layer. Sietsma and
Dow [1991] demonstrated an example concerning the removal of unnecessary information
units. The relevant layer with three units initially produces four patterns after the training
process and may give approximate outputs as follows
Pattern	 unit 1 unit 2 unit 3
A 1 1 1
B 1 0 1
C 0 0 1
D 1 1 0
Suppose that the next layer produces one output for pattern A and B, and a different
output for pattern C and D respectively. Since the units 1, 2 and 3 are linearly
independent, units 1 and 2 alone have already provided sufficient information to give a
unique identification for each class to the next layer. Thus unit 3 is unnecessary and could
be removed to minimise the network structure without loss any useful information.
However, in practice, there is no rule to determine the noncontributing unit.
Noncontributing units must be identified via manual inspection. For a large and complex
problem, manual inspection is not feasible.
Mozer and Smolensky [1989] presented another way to remove the unnecessary units in
the network itself. The method is a skeletonisation technique that trims the "fat" from a
network through a relevance assessment. The relevance of unit i, g i , is denoted as
gi = E without unit i — E with unit i
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where E is the error of the network in training process. Based on the approximation of Ili
instead of the difficulty of calculating this value directly, the least relevant unit is identified
and removed from the structure. This skeletonisation technique provides not only the
way to trim the redundant units in the hidden layer but also offers a solution to find the
contribution of each variable in input layer.
Based on the idea behind this algorithm, it seems to imply that when a weight is small, the
impact of removing the connection from the network on the performance of the network
is also small. Therefore the connection with small weight can be eliminated without
impairing the classification accuracy. It also establishes a foundation to determine the
effect of each independent variable on the output in multiple-layered neural network
models, and thus the concept may help to solve the limitation of the interpretation of the
significance estimation of input variables in ANNs (this will be discussed in a later
section). Although this process, in most cases, has been tested to reveal good
performance, the complicated computation is still an obstacle to implementation in
practice. A simple method is expected to be developed to solve this problem. Principal
Component Analysis (PCA) is perhaps one of these solutions.
3.9.5 Principal Component Analysis (PCA)
Principal Component Analysis (PCA) is a technique that selects the most relevant
variables from a pool of candidate variables. It is commonly used in multivariate analysis
to reduce the dimensionality of the explanatory variables. PCA examines the covariance
matrix of the variables and finds a few components which can explain the original
variables very well on condition that the components are unrelated to each other. This
idea can be employed in building optimal architecture in neural network to check whether
there is any redundant information on the outputs of the hidden nodes, and then this can
be removed from the network. The method follows the PCA technique used in
multivariate analysis to inspect the covariance matrix of the outputs of the hidden nodes
to test if the network has redundant units in hidden layer. Since each node in the hidden
layer has as input the linear sum of the input variables and produces as output the
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sigmoidal transformation of the input, if there is any redundant information, a hidden node
can be represented by another hidden node or a set of hidden nodes. Therefore, the rank
of the covariance matrix will be less than the number of hidden nodes. In other words,
the principal components extracted by this process can be considered as the equations to
define a hyper region, and its number is the number of equations required to define the
region. This concept is similar to the example demonstrated by Sietsma and Dow [1991].
But Sietsma and Dow failed to build the mechanism into the algorithm to identify the
unnecessary hidden node. The PCA method used to find the structure of the network
can be expressed [Park, 1993]
(1) Arbitrarily choose the appropriate large number of nodes. The maximum number
required to perform the classification can follow Kolmogorov's theory [1968].
The number of hidden nodes in the initial network is assumed to be k.
(2) Train the network, and all weights and thresholds are randomly assigned in this
initial network.
(3) Find the covariance matrix of outputs of the hidden nodes, that is lock matrix and
apply the principal component analysis technique to the covariance matrix.
(4) Obtain the eigenvalues of the matrix and identify the number of eigenvalues whose
value is greater than 1, say k'
(5) If k' is less than k, choose these k' nodes out of k by examining the correlation
between the hidden nodes and the selected principal component. Otherwise, it
means that there are no redundant units in the hidden layer.
(6) Retrain the network with a new structure, either by randomly reassigning the
initial weights or using the estimated weights generated in selected nodes from
step 5.
This process, unlike other methods which require many experiments with different
structures, only trains the network for two different structures. Another advantage is that
it may not require new learning when the principal components are highly correlated with
the selected hidden nodes [Park, 1993]. Besides, the PCA is already a well-established
technique in multivariate statistics technique and needs no assumption on the distribution
of estimators.
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3.9.6 Cascade Correlation Approach
Cascade correlation is a learning paradigm invented by Fahlman and Lebiere [1990]. This
algorithm can automatically determine its own optimal size. It starts with no hidden unit.
The only connections are direct connections from the input layer to the output layer. The
system then incrementally creates hidden units one at a time in order to predict the current
remaining output error in the network. In contrast to ordinary feedforward design, each
hidden unit of a Cascade learning receives input from all previous hidden units as well as
from the input unit, just like cascaded connections. When a new hidden unit is created,
this untrained hidden unit is referred as a candidate unit but is not yet permanently
connected to the network. This new hidden unit is trained so as to maximise a measure of
the correlation between its output and residual error at the output for the current training
vector. If it cancels a portion of the forecast error, the unit is installed permanently into
the network. This cycle of adding hidden units one by one is repeated until further
addition of the hidden unit no longer shows any improvement or until the error is within a
limit of toleration set by the user. Cascade learning has been shown to have several
advantages. In addition to self-determining the configuration of the network, it also
learns quickly and retains the structure it has built even if the training set changes
[Fahlman and Lebiere, 1990]. In this study the Cascade learning paradigm will be applied
both for the simulation and the empirical study in order to determine the appropriate
number of hidden units when the ANN techniques are used.
3.10 The Significance of Input Variables
The hidden layer provides the ability to explain the behaviour from the input layer to the
output layer, and it also builds a obstacle to the interpretation of the impact of the input
variables on the outcome. Seeing that an input unit is indirectly connected to an output
unit through hidden units, the task of separating the contribution of each input variable to
the output value is very difficult. Therefore the interpretation of weight values is
sometimes one of limitations in the multilayer neural network model. Several researchers
have attempted to examine the network dynamics to obtain the estimate of the degree of
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the impact that an input has on the relative outperformance. The similar techniques used
in the studies by Gorman and Sejnowski, [1988]; Klimisauskas et al. [1989]; Sen et al.
[1992] and Refenes et al. [1994] to interpret the relative significance of the input variable
attempt to find the change in output (Y) relative to the change in an input (X), namely the
partial derivative of output to the input OY/ .0X. For multilayer networks, the partial
derivatives .0.Y/15X can be computed by applying the chain rule for derivatives repeatedly
through the path g that connects the output node Y to the input node X. The final result
of the 15Y/15X for all such paths g linking the output node Y and the input variable X is
obtained in the following way [Refenes et al., 1994]
= IhWghiCh
15XJG
Wgh= the weight between node g in the input layer and node h in the
hidden layer
Kb is a function independent of any parameters in the input layer
Khs are the same for all input variables, because all changes reflected from the output
layer through the hidden layers pass through the same paths for all input variables. As a
consequence, the results suggest that a relative change in Y with respect to a change in
input variables is affected primarily by the weights in the input layer. For instance, if the
absolute value of the weights in the particular input variable are high, it can be concluded
that change in this input will result in sensitive change in the output value. But the
magnitude of this change can not be determined unless the value of Kh is obtained.
However, the Kh value not only depends on the weights in the hidden layer, but also
depends on the input layer. It can not be easily computed. Sen et al. [1992] developed an
estimate method for Kh by combining all the weights and inputs. This Approach was
based on a weighted mean and can be used to obtained a better estimate of19Y/1.9X.
A simpler way was introduced by Baba et al. [1990]. They proposed a linear
approximation method to extract the relative strength between each input and each
output. This assumes that the input variables are not highly correlated, and offers good
estimators of the coefficients of each input variable only at the point where other input
15Y
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variables are fixed. The other approach to profiling the characteristics of each input
variable is introduced by Yoon et al. [1993]. In his interpretation method, the strength of
the relationship between an input X and an output Y was measured by
(wki*u,k)RSji —
BS [E (Wki*Ujk)]
where
= the relative strength between the ith input and jth output variables
Wid
RS.1.
= the weight between the kth hidden node and ith input node
Uft = the weight between the jth output and the kth hidden node
ABS = the sign of the absolute value
This statistic measures the strength of the relationship of the ith input and the jth output
variable (expressed by numerator) to the total strength of all the input and output
variables (expressed by denominator). Therefore, it can determine the relative importance
between a ith input and a jth output node. In effect, this formula is similar to the form
frequently used in multivariate analysis to determine the proportion of the variation of one
variable in relation to all the others. This method will be applied in the empirical study in
the second part of this thesis. The results in neural networks will be compared to those in
MDA and Logit to measure the significance of the independent variables.
3.11 Incorporating the Prior Probability and Misclassification Cost
Since neural network methodologies were not originally developed for accounting
classification problems, the backpropagation algorithm does not take into account the
prior probabilities of each group and their misclassification cost. In the light of the
bankruptcy prediction model, lack of consideration of these factors is viewed as the most
severe issue compared with the selection of the appropriate classification rules and other
assessment of classification accuracy [Eisenbeis, 1977]. As we have shown in Chapter
Two, failure to relate the estimates of prior probabilities and misclassification costs will
seriously limit the ability to make any meaningful inferences about the overall
performance. Therefore, embodying these influences in the prediction model is essential.
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Tam and Kiang [1992] developed a way to incorporate them into the learning algorithm
by taking them into the objective function E (error function) defined as
2
E =I Z [1/2 Z(Tu. — Ao. )2]
'
where
i = 1, 2 defined as group 1 and group 2
Z, = C 1 p,
= the Type I error cost
p, = the prior probability of group 1
Z2 = C11 P2
Cu = the Type H error cost
p2 = the prior probability of group 2
For the above formula, in addition to its lack of availability in computer programmes,
there exists a problem concerning incompatible results among the equal value of Cdt, and
Ciiitz Specifically, if CI; = C11 7C2 , one should expect similar results in both cases
according to the above equation. But in Tam and Kiang's study, the classification
accuracy is quite different. To overcome these two problems, a proposed approach will
be developed in Chapter Eight. It not only considers the influences of unequal prior
probability and unequal misclassification costs, but can at the same time embody the
impacts of a different base rate, which is the proportion of two groups in sample in the
classification model. In a bankruptcy prediction, population proportions generally bear no
relation to the proportions observed in the sample. This phenomenon can cause severe
bias in classification accuracy. Unfortunately, due to not considering this factor in STM
as well as the ANNs, most researchers have viewed the sample proportions as estimates
of prior probabilities. It is unlikely and inappropriate. The proposed approach developed
in a later chapter will provide an easier solution to deal with these biases.
3.12 Building A Backpropagation Neural Network
The process of building a backpropagation NN consists of four stages. They are
I. Network design. 2. Network training and optimal structure selection. 3. Network
validation. 4. Network prediction.
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3.12.1 Network Design
The network design involves three steps:
(1) Problem definition. This is the starting-point before using the neural network to
solve the problem. The input variables, and the goals to be classified, recognised,
predicted and generalised should be clearly identified.
(2) Data collection. This is because neural network finds the pattern between input
and output by learning the examples given. Examples or facts that have already
happened should be gathered. The correct output answer in these examples or
facts should also be precisely defined due to the supervised strategy of the
backpropagation algorithm. For instance, in the bankruptcy prediction problem, a
set of important financial ratios serve as input variables, and bankruptcy or
nonbankruptcy served as the output status. Meanwhile, there must be sufficient
examples of each group for the network to be able to generalise.
(3) Network structure design. The number units in input layer, hidden layer and
output layer must be specified when a neural network is built. The number of
input units depends on the number of attributes involved in the decision making.
Likewise, the number of output units depends on the number of classification
categories in the problem. There is no specific formula to determine the optimal
number of hidden units because it depends primarily upon the complexity of the
problem being solved. Kolmogorov's theorem provided the suggestion about
choosing the maximum number of hidden units [Caudill, 1990]. Another is the rule
of thumb which recommends using the average of the number of input units and
the number of output units. Finally, designing a network also involves specifying
the type of activation function and other parameters.
3.12.2 Network Training and Optimal Structure Selection
Network Training
After completing the design of the network, the network will be trained. Training the
network is a cyclical and interactive process. First, all the connection weights and
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thresholds are randomly assigned to set the initialisation. On the other hand, a stopping
rule must be defined to measure the necessary conditions for the cessation of training.
During the training process, both the learning rate and the momentum term are constantly
modified and vary from 0 to 1. The larger the learning rate, the more radical the change
in the weight and thus the increase in the learning speed. However, the larger learning
rate may lead to oscillation, and so the momentum term is added to avoid this situation.
In general, a larger value of the learning rate is often selected at the beginning of the
training process and gradually decreases during learning procedure. The start value of
momentum has no common rule, but the lower limit is usually suggested as no less then
0.5. The training tolerance is a positive numerical value which represents the allowable
variation when the actual output values are compared to the target outputs of the training
facts. A lower training tolerance requires a closer match of target outputs to actual
outputs. A higher training tolerance will allow more variation in the output value before
errors are propagated back through the network. The usual value is set at less than 0.5.
With regard to the stopping rule, two measurements are employed. One is the number of
epochs which is often used as the stopping rule. The other rule is the fitting rate, which
is the fraction of the input samples for which the network gives acceptable outputs.
During the training, if the learning makes no progress and can not reach a satisfactory
conclusion regardless the number of episodes of training, it may be necessary to go back
to the network design process. The step of collecting better data or redesigning the
network structure should be tried, and the training process needs to start all over again.
Optimal Architecture Selection
The objective of this process is to find the simplest network which, with the least number
of hidden units or hidden layers, and achieves the highest performance. Most techniques
optimising the network structure involve a substantial iterative and cyclical process. In
this process the tolerance rate should be specified. This parameter sets a margin around
the target output values. The outputs of optimised networks within this margin are
considered to be successful. Otherwise, the other architecture should be retried.
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3.12.3 Network Validation
After training the network, we should validate the network before using the network for
future processing. Validation includes testing whether the selected optimal structure in
the training process is a real optimal structure in holdout sample data, and checking
whether the results of classification accuracy are satisfactory, or whether the statistics
generated from the model support the assumptions related to the model. Without
network validation it is difficult to justify a proposed network. With respect to the
optimal structure validation, it can be solved by the techniques mentioned in the previous
section. As to the latter, this involves not only concentrating on minimising the
forecasting error but also checking whether any nonlinear component neglected to ensure
that the best trend is fitted. In addition to the outcome of Overall error rate, Type I error
rate, and Type II error rate, the residual plot can also be used for network validation. The
residual plot helps to check the assumption of a random error and to detect any system
pattern. Validation is essentially the same as training except that he network has the data
that was not previously known. If the result of this step is good, the network is ready to
use. If not, the network needs to be retrained with new information, or the network
redesigned.
3.12.4 Network Prediction
Network prediction is the last stage in the development of a network. After training and
validation, a network can be reliably used to solve real word problems such as future
prediction, pattern recognition, and so on. Unlike training and validation, the applied data
have no known output, only the known input. The effectiveness of the network can not
be evaluated, and nor are any corrections made at that time.
However, as time passes and more information becomes available, it is necessary to
re-evaluate the performance of the network. If the performance of the network is not
satisfactory, new knowledge should be built into the network, and the process of updating
the network needs to be invoked until satisfactory results are obtained.
76
3.13 Summary and Conclusions
This chapter introduced the fundamentals of an artificial neural network, the variations on
the standard algorithm, the construction of the optimal architecture, and some important
issues related to bankrupt prediction when using the neural network algorithm. The
method of building a neural network model was also discussed in detail The phases of
building a neural network model are presented in Figure 3.13.1.
Recently, the artificial neural network has become a new challenger as a future prediction
and decision-making tool. It is argued that ANNs are able to easily model any type of
parametric or nonparametric process, and automatically and optimally transform the input
data. Some authors advocate the artificial neural network as a replacement for statistical
forecasting such as discriminant analysis or Logit regression. However, other authors are
concerned that artificial neural networks might be oversold or just a fad [Chatfield, 1993].
Before making any balanced assessments of the potential of the artificial neural network,
it is better to compare the advantages and disadvantages, similarities and differences
between STMs and ANNs on a theoretical basis as well as in previous empirical studies.
Chapter 4 will deal with the comparison between conventional statistical methods and
artificial neural networks from the viewpoint of both their theoretical basis and empirical
evidence.
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Figure 3.13.1 The Phases of Building A Neural Network
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Chapter Four
COMPARISON OF
CONVENTIONAL STATISTICAL METHODS
AND ARTIFICIAL NEURAL NETWORKS
4.1 Introduction
One of the neural network experts, Masters [1993], has written about ANNs and STMs
as follows: "any problem that can be solved with traditional modelling or statistical
methods can most likely be solved more efficiently with a neural network" (p.8). At first
glance it is an exciting prospect that the neural networks can replace all existing statistical
methods and outperform them. However, this comment is really a matter of dispute. In
Chapter Three, the Perceptron and GDR backpropagation neural networks were
introduced. But they are just two types of many neural network models. There are
various artificial neural networks that are related to the nature of the task assigned to the
networks. In effect the main functions of artificial neural networks are three in number
1. As models of the biological nervous system or in the analysis of intelligence in the area
of neurophysiology.
2. As adaptive signal processing, image compression, speech recognition as well as
automatic control application in the area of engineering or computer science.
3. As data analysis in the area of social science.
Therefore ANNs were invented as a model for human thinking, as a tool for cognitive
modelling and as a data analysis technique. These cognitive models are far richer in
architecture and cannot easily be compared to statistical models. The orientation should
thus be to psychological, neurophysiological and even philosophical theories rather than
to mathematical considerations. The way in which such networks are being trained is
often part of the model and of the assumptions that are being made, and cannot therefore
be replaced by a mathematically more efficient method. Thus, the comparison between
ANNs and STMs should be made on the basis of ANNs as a kind of "data analysis" tool,
which makes ANNs similar or identical to well-known statistical methods.
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As far as data analysis is concerned, there is a basic difference between the standard
"black box" philosophy of neural networks and the explicit philosophy of statistical data
analysis. Statisticians depend on human intelligence, not artificial intelligence, to
understand the process under study, define the problems, generate hypotheses, test
assumptions, choose the best tool, diagnose problems in the model and data, and
investigate the results. By contrast, neural engineers want their networks to be black
boxes which do not require human intervention, but which display the inherent learning
and intelligence ability between data input and prediction output. From another point of
view, the conventional statistical models make rigid assumptions about model structure
that they are trying to estimate from the available data. Neural networks, on the other
hand, are analogous to nonparametric methods. They make no assumptions about the
distribution of the data and are thus capable of letting the data speak for itself [Refenes,
1994]. However, the automation of neural networks could be sometimes an advantage as
well as a disadvantage [German et al., 1992]. Within their black box, the interpretation is
hindered. Ripley [1993] examined a number of case studies applying ANNs as well as
STMs to a wide range of problems. He concluded that standard statistical procedures
will often be at least as effective as neural networks when fair comparison is made. Sane
[1994] even went further and concluded
"It is therefore unlikely that applied statistics will be reduced to an automatic process or
"expert system" in the foreseeable future. It is even more unlikely that artificial neural
network will even supersede statistical methodology." (p.11).
These remarks provided by different experts seem to indicate that there exist conflicting
points views on the comparison of neural networks and statistical methods even for data
analysis function.
This thesis focuses mainly on financial data analysis in the problem of business failure
prediction. As a consequence, comparisons of classification accuracy in bankruptcy
prediction between the well-known statistical methods (MDA and Logistic regression)
and the BP network models, which from some statisticians' point of view, are analogous
to nonparametric, nonlinear regression models, are appropriate and necessary.
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As mentioned above, for data analysis some ANN models are similar or identical to
well-known statistical models, whereas the respective terminology of these two
techniques shows some differences. Some definitions of these two techniques therefore
need to be clarified at this point.
(1) Independent variables in STMs are called inputs in ANNs.
(2) Dependent variables in STMs are called desired output or target in ANNs.
(3) Predicted values in STMs are called actual or system output in ANNs.
(4) Residuals in STMs are called errors or biases in ANNs.
(5) An optimisation or estimation criterion in STMs is called error function or cost
function in ANNs.
(6) Optimisation or estimation process in STMs is called training in ANNs.
(7) Transformation in STMs is called connection or link in ANNs.
(8) Parameter estimates in STMs model are called weights in ANNs.
(9) In-sample performance in STMs is called convergence in ANNs.
(10) Out-of-sample performance in STMs is called generalisation in ANNs.
4.2. Theoretical Comparisons of ANNs and STMs
Five aspects of comparisons will be made between neural networks and conventional
statistical models. They are (1) model formulation and problem solving procedure; (2)
nonlinearity vs. linearity boundary building; (3) statistical testing and interpreting; (4)
model generalisation, and (5) adaptability. Through these comparisons the limitations and
benefits of each of them can be further understood.
4.2.1 Model Formulation and Problem Solving Procedure
4.2.1.1 Perceptron vs. Statistical Models
A mathematical expression for a linear model is as follows
81
Y i Po +31X11+ • • • + PnXin	 ;_±013jXij
where
Y1 : the value of dependent variable for the ith observation
: the value of the jth independent variable for the ith observation
bi
 : the unknown parameter for the jth independent variable
e, : the residual term which is assumed to be E(e)=0, V(e) is constant
Each linear model has a different objective in analysing the data. For the purpose of
discriminant analysis the task is to check whether the mean vectors from two different
groups have the same values, and to classify a new object into one of groups correctly.
On the other hand, the aim of regression analysis is to estimate the coefficient of the
model and to find out the functional relationship between the independent variables and
dependent variables. In MDA the assumptions involved in the independent variables are
multivariate normal distribution and equal variance-covariance matrices across groups. In
conditional probability regression models, a distribution assumption for the residual term
such as logistic (Logit) or normal (Probit) distribution is required.
Perceptron has only an input layer and an output layer. Assume that the transfer function
of the output node is linear, Perceptron has its output as in the following equation
Y = f(EW,X,)
Since f is assumed to be a linear function, it has the same form as the linear regression
function [Weisberg, 1985]; [Myers, 1986], possibly multiple or multivariate, as shown in
Figure 4.2.1.
Y = EbX
Although they have almost the same meaning in terms of a mathematical equation, one
major difference between the two models is the estimation process. In the network's
learning process, when the weights are estimated, the data is assumed to come into the
system sequentially. The weight is then adjusted and estimated according to a certain rule.
However, in the regression model it is assumed that a fixed set of data is given.
Therefore, the final estimate of the neural network may be the locally minimising mean
square error function instead of the globally minimising mean square error function, due
to its features in the training process.
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When the Perceptron has a nonlinear transfer function such as sigmoid, it is a logistic
regression model (Logit) [Hosmer and Lemeshow, 1989]. The relationship between the
input and output in this case becomes
1 
Y— 1 + exp (— EWA or)	 1-Y
It has the same form as the logistic equation. The only difference between them is that
the output of dependent variable Y in the Logit usually represents the probability of
occurring rather than a predicted value in the ANN. Figure 4.2.2 illustrates this situation.
A Perceptron with a threshold transfer function is a linear discriminant function [Hand,
1981] [McLachlan, 1992]; [Weiss and Kulikowski, 1991]. The problem addressed by
linear discriminant analysis is to find a set of weights so that the variability within each
group is as small as possible, whereas the variability between different groups is as large
as possible. According to the theory developed by Fisher [1936] and later extended by
others, the weights to be used for calculating the Z score should involve two matrices A
and B. Matrix A is set for the collection of all the objects belonging to all groups, which
indicates the "total" sum of squares, while matrix B is set up by finding the sum of squares
and cross-products for each group separately and then adding up these matrices, which
indicates the sum of squares "within" the group. The difference of A and B is denoted by
C. Based on the idea behind the theoretical solution of the LDF, it turns out that the
eigenvectors of the matrix given by B x C would be the weights that would cause the
smallest percentage of cases to be assigned to wrong groups. If the number of groups is
m, and the number of variables is n, the number of such discriminant functions that can be
calculated is the smaller of m-1 and n. With two groups, only one discriminant function
would be used, with a cutoff point so that observations with scores above the cutoff score
would be assigned to one group, and otherwise would be assigned to the other group.
These features are closely related to those that are used by a Perceptron with a linear
function. The nature of threshold in the transfer function in a neural network is equivalent
to the cutoff point in LDF. Accordingly, with the same concept of the multiple outcomes
in the output, the Perceptron becomes a multiple discriminant function. This relationship
is shown in Figure 4.2.3.
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Despite the similarities mentioned above, there are some differences between Perceptron
and LDF. In contrast to a linear discriminant function, the Perceptron network is
inherently nonparametric. No assumption of normality are made with respect to the
population, nor are means or covariance necessary. However, compared to the estimation
process, Perceptron networks may lack stability, especially in those instances where there
are a small number of training examples [Weiss and Kulikowski, 1991]. In such cases,
there are too few cases to specify the distribution completely, allowing for the instability.
4.2.1.2 Multilayer Network vs. Statistical Models
In addition to an input and output layer, an extra hidden layer introduced to the network
produces a multilayer network (MLP). There is no need for a linear transfer function in
each hidden node, since the relationship between the input and output in this type of
neural network can be simply expressed by Perceptron with the linear transfer function.
If the model includes estimated weights between the inputs and the hidden layer, and the
hidden layer uses nonlinear transfer functions, the model becomes genuinely nonlinear,
which means that the estimated parameters have nonlinear form. The one hidden layer
network with sigmoidal transfer function is a logistic nonlinear regression. To explain
this easily, assume a two-input network with only one node in the hidden layer as shown
in Figure 4.2.4.
Figure 4.2.4 A Network with One Hidden Node
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1
Y=
1 + exl* (W20 ± W21 111
(4.2.1)
(4.2.4 )
Y*= W20+
The general expression for the output of one hidden layer is
Y = fk(EiWki fi(Wii Xi)) i = an input node, j = a hidden node, k = a output node
If the transfer function is sigmoid function, then the output of the network is
And the output from the hidden node is
1
H1 =	 (1n(17-) -	 (4.2.2)
The value of the hidden node can also be expressed
1 
—	 (4.2.3)1 + exp[- (W10 + W11 X1 + W12 X2)]
If we combine equation (4.2.2) and (4.2.3), then
1 (	 W ) =
w21 1-Y	 20
1
1 + exp[- (W 1 0
 + W11 X1 + W12 X)1
The relationship between Y and 1-Y is very close to linear over much of the range 0 to 1
as the Figure 4.2.5
Figure 4.2.5 A Graph of Y vs. In(Y/(1-Y))
Due to the complexity of the relationship, it is difficult to find the effect of )C on Y
directly. Suppose Y is the linear approximation of ln(Y/(1-Y)), then the equation (4.2.4)
can be rewritten
w21
1+exp[-W(Wm+ 11X"12X2)]
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Figure 4.2.1 Simple Linear Perceptron= Multiple Linear Regression
Input
Independent Variables
Figure 4.2.2 Simple NonLinear Perceptron = Logistic Regression
Input
Independent Variables
Figure 4.2.3 Perceptron with Threshold = Linear Discriminant Function
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Figure 4.2.6 Multilayer Perceptron = Simple Nonlinear Regression
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Figure 4.2.7 Multilayer Perceptron = Multivariate Multiple Nonlinear Regression
Input	 Hidden layer
	 Output	 Target
Input
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Predicted
Values
Figure 4.2.8 Multilayer Perceptron = Nonlinear Regression Again
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As a result the functional relationship of X 1 on Y* given X2 follows the logistic relationship.
The resulting model is displayed as Figure 4.2.6.
An multilayer network with multiple inputs and outputs becomes multiple nonlinear
regression. Figure 4.2.7 and 4.2.8 indicate this situations.
In effect, if we further explore the nature of MLP with the BP algorithm, backpropagation is
an iterative gradient technique that is similar in many ways to the Newton-Raphson
technique used in the maximum likelihood estimation of the Logit model. In this respect the
neural network with sigmoidal function can be regarded as a weighted multi-logistic
regression model. The basic premise underlying the backpropagation algorithm is that each
of the network connection weights is, to some degree, responsible for the final output error.
Comments on the Model Formulation and Problem Solving between ANNs and STMs
A linear model such as linear discriminant function or logistic regression is deriving a
function relating explanatory variables X vector to an output Y. The problem is solved by
minimising some error measure or maximising some likelihood function, and the fitted
coefficients attached to each explanatory variable are thus obtained; whereas the neural
network solves the problem in terms of a heuristic search [Triguerios and Taffler, 1995].
The neural network starts the search for minimum error by setting the weights (equivalent to
the coefficients in statistical model) randomly. An observation in the data set is then
randomly chosen to present through the input layer to the output layer. The weights are
then updated to reduce the error according to the difference between the desired output and
the actual output. After all observations have presented in the network, the updated weights
tend asymptotically towards describing the underlying relationship. The iterative procedure
will find a minimum in the cost function and will thus yield results similar to those generated
by conventional statistical methods. However, there are some distinctions
(1) Conventional statistical techniques require some assumptions in deriving the model.
MDA needs normality in the distributions of independent variables and the
homogeneity of variance-covariance across groups. Logit (logistic regression) is
also restricted by the logistic distribution assumption on error terms. However, the
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neural network algorithm does not rely on any specific distribution of the variables
and the assumptions of statistical models.
(2) Instead of fitting the desired relationship by means of just one unique or logistic
function, the neural network may fit several linear functions in the initial step
through the hidden layer, which are then fed into the other function in the other
hidden layer, in order to provide the overall output value. This procedure produces
substantial differences in explaining the interactions effects, and thus in the quality of
classification, between neural network methodology and traditional statistical
approaches.
(3) Since neural networks do not share the assumption of normal distribution in
independent variables, and do not impose a linearity constraint in MDA,
nonnumerical data which denotes, for example, firm size, industry, nationality or
spurious market behaviour can be used as numeric input.
(4) The neural network methodology tends to be good at capturing multivariate data
that distinguish various outcomes, while the conventional statistical models such as
MDA and Logit procedure focus on capturing a single pattern, and break down the
explanatory variable estimate into parts which can be separately forecast, rather than
on identifying discriminating patterns. In another words, the prediction ability in
neural networks contrasts with the decomposition capability in conventional
statistical methods [Gorr, 1994].
4.2.2 Nonlinearity vs. Linear Boundary Building
The second comparison between ANNs and STMs is in terms of the boundaries they form.
The main advantage of a multi-layered neural network probably lies in its ability to form the
complex boundary underlying the nonlinear attributes in the problem. In Perceptron
networks with a threshold transfer function, which is another form of linear discriminant
analysis, input nodes connect directly to output and each connection has a weight attached
to it. It should be noted that the Perceptron with no hidden layer can only cope with the
linear problem or some specific function through the defined transfer function. Even the
Perceptron model with a nonlinear transfer function is not genuinely nonlinear. It can only
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(0,1)
3 4
solve the problem if it has the same attributes with the transfer function defined. This is the
reason why the Perceptron cannot solve the nonlinear XOR problem. Linear discriminant
analysis encounters the same difficulties with Perceptron since they are similar concepts in
terms of certain design elements. MDA requires that the decision set used to distinguish
between groups must be linearly separable. For a single input it is possible to choose a
cutoff point that is above or below this value, and thus an observation can be classified into
the correct group. However, when two or more input variables are considered together,
they can not be completely distinguished just by a line or by a plane because multivariate
inputs form a nonlinear region in most cases. This makes MDA incompatible with a
complex decision boundary. On the other hand, the multilayer Perceptron model is a
general purpose, flexible nonlinear model. It is a universal approximation approach, and can
fit any function to any degree of accuracy if appropriate hidden nodes are chosen even with
little knowledge about the form of the relationship between the independent and dependent
variables [White, 1992].
One widely known limitation of the Perceptron is that it cannot compute the XOR function,
which is of paramount importance in pattern recognition applications. Its crucial
shortcoming is shown below. Consider the following problem
X 1 X2 Y Group
0 0 0 1
0 1 1 2
1 0 1 2
1 1 0 1
This problem is equivalent to the four corners of a square
arbitrary straight
line
1(0,0)	 2 (0,1)
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The first and fourth points are in group 1, the second and the third points are in group 2. A
simple Perceptron with only input and output layers computes a linear sum of these input
and output values 0, 1 as a output. In geometry this means drawing a straight line that tries
to partition this square into two regions. The position and direction of the straight line are
determined by the weights on the input connections. But whatever we draw, we can not
divided the square into two regions so that (0, 1) and (1, 0) end up in one region and (0, 0),
(1, 1) end up in the other. This phenomenon can also be exhibited by a linear function as in
Fisher's linear discriminant function. Consider a linear function in the following way
Z = a0 + a 1 X 1 + a2 X2
Set a cutoff point Z* which is used as classifying group 1 or group 2. The criterion is when
Z< Z* (cutoff point), the observation (point) is classified in group 1; otherwise in group 2.
(1) If point 1, (X 1 , X2) = (0, 0) is claimed it should belong to group 1, that means ao = Z <
(2) If point 2, (X 1 , X2) = (0, 1), claiming it should belong to group 2, it is a o + a2 = Z>
What implied in (1) and (2) is a2 > 0.
(3) If point 3, (X1 , X2) = (1, 0) also be claimed belonging to group 2, it leads to a l > 0 since
ao+ al = Z > Z*
while
(4) When point 4, (X1 , X2) = (1, 1) derives y = ao + al + a2 . From (1) (2) and (3), the value
of Z must be greater than Z* because a l , a2 which we just derived are all greater than 0.
Hence, it never cannot be classified as group 1.
The dilemma occurring in Perceptron or LDF can be easily solved by introducing a hidden
layer between the input and output layers. Since a hidden unit in the hidden layer allows the
network to partition the input space into arbitrary nonlinear regions, it provides powerful
computational effectiveness for this complex problem.
In the XOR case, larger ANN model which contains one hidden layer with the appropriate
weights and thresholds is represented in Figure 4.2.9. In this two hidden nodes network,
each hidden node can partition the input space in a different way. The output then
computes a linear combination of these partitionings to solve the problem as displayed
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Node 2Node
output
Output Layer
Hidden Layer
Input Layer
0(inactive)
1 (active)
1(active)
1(active)
0	 0 (inactive)	 0	 0
1	 0 (inactive)	 1	 1
1	 0 (inactive)	 1	 1 
2	 1 (active)	 -0.5	 0
1
Input 1
	 Input 2
Figure 4.2.9 Multilayer Neural Network to Solve XOR Problem
Using notations:
: weight connecting input variable 1 (INP1) with hidden node 1
Wih2 : weight connecting input variable 1 (1NP1) with hidden node 2
14712.1 : weight connecting input variable 2 (INP2) with hidden node 1
Wi2h2 : weight connecting input variable 2 (INP2) with hidden node 2
14/17: : weight connecting hidden node 1 with output node
Wh2: : weight connecting hidden node 2 with output node
WS I : weighted sum in hidden node 1=INP1 x W + INP2x14712.1
WS 2 : weighted sum in hidden node 2=INP1 x1412 + INP2xWi2.1
H I : the output in hidden node 1 (active or not)
H2 : the output in hidden node 2 (active or not)
Vo : the value in output layer=1-1 1 x Whi: +H2 X
The number in each node is its threshold
We calculate the actual output value and the desired output values at each point
Point WS,	 H,	 WS2	 H2	 Vo	 The actual The desired
output value output value
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0,1)
Output =1
First hidden node's
partition line
output
=0
(0,0)	 (1,0)
(0,0)
/V 
Output =1
Second hidden
node's partition
line
Output = 0
(0,0)	 (1,0)
This network correctly solves the XOR problem. When neither input node (0, 0) is active
and neither hidden node is active, the output node also is off. When either a single input
node is on (0, 1) or (1, 0), the hidden node is on and the actual output is on. If both input
nodes are on, the hidden nodes are activated. However, the large negative weight from
hidden node 2 to the output unit is greater than the weight from hidden node 1 to the
output, and the output node turns off. From another perspective, when the interaction
effect is larger than the main effect, it will be classified in group 2, otherwise in group 1.
By adopting a geometric viewpoint, as shown in Figure 4.2.10, the first hidden node
partitions the space so that it is activated when either input node (0, 1), (1, 0) or both (1, 1)
are active; whereas the second hidden node becomes active only when both input nodes (1,
1) are active. It has a stronger inhibitory (negative) influence on the output node than the
excitatory influence of the first hidden node.
Figure 4.2.10 The Decision Line in ANN to Solve XOR Problem
The hidden node acts as a feature detector, filtering information, and determines whether it
should be used or not. In this way the multilayer ANN can divide the linearly inseparably
data and classify a group correctly. The results above seem to demonstrate that the Fisher
linear discriminant function not only suffers from its restrictive assumptions of multivariate
normality of independent variables and equal variance-covariance matrices in the two
different groups, but also creates methodological problems due to the linear monotonicity
[Yoon et al., 1993], so-called reversal of the likelihood function [Moore, 1973]. Thus, the
LDF may always misclassify some certain types of problem like XOR. As a consequence, if
a problem contains more complex interactions between independent variables, the MLP
neural network methodology may provide a more powerful explanation in classification
accuracy than the linear model because of its accurate frontier building.
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4.2.3 Statistical Testing and Interpretation
4.2.3.1 Model Fitting
The third comparison between ANNs and STMs is related to statistical testing and
interpretation.
The overall significance testing of the model, and the relative importance evaluation of
independent variables are essential parts of statistical methods. In MDA the F statistic is
used to examine the contribution of classification variables in the model, namely, by
assessing the appropriateness of model fitting. In other words, if the null hypothesis that
none of the variables improves the classification based on chance is true, then the function
measurement follows a F distribution. Likewise, the test statistic used in Logit procedure to
assess overall fit is the -2 times Log likelihood ratio. This measure similarly tests the null
hypothesis that the independent variables have no impact on the prediction of classification.
If this hypothesis is true, then the test static follows a chi-square distribution. On the other
hand such significance tests are developed with difficulty in a neural network because of its
distribution free optimisation attribute. Gorr et al. [1994] criticised this issue in the neural
network algorithm
"... since the ANN [artificial neural network] model form is non-linear in the model
coefficients, the normal probability model is not applicable. Consequently, ANNs do not have
parametric statistical properties (e.g. they do not have individual coefficient of model
significance tests based on the t or F distribution." (p.19).
The issue of the lack of such significance assessment could mean that some of the benefits
of the neural network approach will become less evident. [Triguerios and Tallier, 1995].
4.2.3.2 Model Interpretation
Several approaches that attempt to determine the relative importance of individual variables
have been proposed and used in multivariate discriminant analysis (MDA). They include (1)
the standardised coefficient method, which involves the multiplication of pooled standard
deviation and its corresponding coefficient. The larger the standardised discriminant
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coefficient value, the greater its contribution; (2) The Mosteller and Wallace method [1963],
which measures the importance of a particular variable in terms of the proportion of
Mahanobis's distance D2. ; (3) The Conditional deletion method which involves removing one
variable from the entire k variable set at one time. The residual Wilks' Lambda of the
variables is ordered according to the resulting reduction in overall discriminating power
measured by F statistic in the rest of k-1 variables. The highest residual Wilks' Lambda is
considered as the most significant in the k variable discriminant function.
In the Logit procedure, tests of significance of individual model coefficients are commonly
used either as the Z statistics or as Wald chi-square statistics. Regardless of the methods
employed in conventional statistical techniques, they all tend to be logical and offer a direct
interpretation in explaining the individual contribution. As we have shown in Chapter
Three, researchers have developed some approaches concerning the estimation of
significance of input variables in a neural network. However, owing to the input unit being
indirectly connected to an output unit through hidden nodes, the outputs can hardly be
directly interpretable. Gorr [1994] commented that "...insight from the behaviour of
individual model components explaining estimates or forecasts are difficult to obtain" (p.2).
Because the analysis of weights gained from the final ANNs output is complex and difficult
to interpret, the neural network seems to be unable to assist in clearly understanding the
underlying behaviour between input and output. This makes it impossible to identify the
causes of the errors or defective responses. However, Chua [1986] indicated that in
scientific method, the objective of the research process in the financial or accounting area
should be not only the apparent performance of a model but also a better understanding of
the underlying accounting issues of concern to the researchers. Triguerios and Taffler
[1995] also supported this point and emphasised that "the analytical tool used is not of
intrinsic interest itself but only a means for elucidating the underlying phenomena" (p.11).
Altman et al. [1994], after carefully undertaking a comparative study on corporate distress
diagnosis between discriminant analysis and neural network methodology, concluded that
conventional discriminant analysis proves to be a very effective tool. It has the advantage,
especially for the financial analysis and economic evaluation, of making the underlying
model transparent and easy to interpret.
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4.2.4 Model Generalisation
Generalisation is our fourth concern of comparison between ANNs and STMs.
The multilayer neural network with enough hidden units can approximate any relationship
between input and output variables. This attribute, although providing the advantage of
formulation of a nonlinear classification boundary, also leads to a tendency towards
overfitting. Since a network concentrates on the best fit of the function relationship in the
training processing, it may lose the generalisation out of sample testing data. There seems
to be a trade-off between memorisation and generalisation in a neural network when it
produces "optimal" network designs in some problems.
In particular, when a network is applied in the accounting area, which is viewed as a quite
distinct cognitive domain from those for which an ANN technique was originally developed,
the MLP network may be too powerful an instrument for the relatively simple relationships
conventionally founding in accounting [Triguerios and Taffler, 1995]. Altman et al. [1994]
criticised the long processing time and the arduous trial and error process required to
discover the best model structure and simultaneously to avoid the trap of over-fitting. Even
though a huge effort has already been made, the out-of-sample accuracy is still usually the
victim of this overfitting problem. Trigueiros and Taffler [1995] also pointed out that
"change in the output variable are not monotonically related to small perturbations in input
variables considered one at the time. This phenomenon is consistent with the existence of a
degree of overfitting and sample bias in the derived model" (p.10). Moreover, from the
viewpoint of certain researchers, the better learning performance of ANNs in comparison to
STMs is only due to their suspicious overfitting feature. Overfitting data has been the
downfall of complex model forms used in forecasting, resulting in poor generalisation
accuracy [Gorr, 1994]. Gorr et al. [1994] also stated
"Where relatively few explanatory measures are available for making predictions, simple
models are often the best, and perhaps no amount of sophisticated methodology will make any
improvement. ... Thus, in cases where there is no underlying structure in the available data,
ANN is simply not going to perform any better than the simpler model." (p.19).
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4.2.5 Adaptability
The last comparison between ANNs and STMs is in terms of adaptability.
A model is only useful for predictive purposes if the underlying relationships and parameters
are stable over time. Otherwise it will only be valid for the sample period and it cannot be
extrapolated into a subsequent period with the same expected performance [Altman and
Eisenbeis, 1978]. One of the attractive properties of neural networks is that they allow
adaptive adjustment to the predictive model as new observations enter. When the
underlying distributions are changing, past information is not totally ignored but is gradually
reduced in importance as new examples are fed into the network. This adaptive learning
process is compatible with phenomena in the real word and is a very important aspect of
ANN's effectiveness. However, statistical methods need batch update, and the entire
training set is used to construct a new model when new examples are applied. They cannot
adjust themselves to the feature of a gradual transformation of the environment since
statistical models assume that old and new examples are equally valid.
4.3 Empirical Comparisons of ANNs and STMs
The comparative analysis between commonly used STMs and newly developed ANNs for
classification accuracy has only been conducted in the last few years. We summarised the
representative work in Table 4.3.1.
As can be seen in the table, most of these studies are biased. For instance , the process of
selection of financial ratios is a probably a major problem. In many papers financial ratios
used according to previous studies can represent significant predictor variables neither for
statistical approaches nor for the network models. For some others, the use of stepwise
procedure favours the MDA, since it formulates an optimal discriminant function that also
maximises the 'distance' between the group. In Coats and Fant's work, we could criticise
their choosing the auditors' qualification as classification accuracy standards, because the
auditing opinion is an inexact and subjective process, and thus their standard is possibly an
incorrect indicator of distress. In addition, the often adoption of small sample sizes also
cause our doubt about the reliability of their results. Moreover, the prediction risk (true
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generalisation ability) and architecture selection for neural networks have not been fully
investigated in almost all research presented above.
However, there are two of them worth mentioning, one is the work of Altman et al. [1994].
Altman, a pioneer using MDA technique, was also attracted by the appeal of the neural
network, and made a comparison between the LDF and BP algorithm for Italian corporate
distress classification and prediction [Altman et al. 1994]. This study was more carefully
designed and explored the nature of neural network more extensively than any other similar
research. Four subjects were highlighted in the study: (1) First, they found out the
capability of a neural network to reproduce the accuracy of numeric values of the scores
obtained using linear discriminant analysis, using different input ratios from those employed
in discriminant analysis. The experiment was performed using networks varying the number
of input ratios, and the number of hidden layers and the number of hidden nodes in order to
verify the networks' capacity to approximate the discriminant analysis linear function. This
involves checking the neural network's ability for adaptation and simplification by examining
if these approximations can be obtained with a smaller set of inputs or less effort than these
was for the estimation of the discriminant function. The best result was obtained for a
four-layer network with 10-10-4-1 configuration. 808 companies, 404 each from healthy
and unsound groups, were trained and interrupted after 1000 learning cycles to adjust the
weights. The results showed that the network's capacity for adaptation was encouraging
but at the expense of complexity in architecture and more machine-hours. Moreover, the
input indicators built in the network to replicate the discriminant function are completely
different from those included in the functions. (2) Second, they discovered the capability of
the ANN to separate the samples between bankrupt and healthy companies. Networks with
varying degrees of complexity were trained. The most satisfactory results were obtained
with a four-layer network with 15-15-6-2 configuration. This configuration provided the
classification ability of 97.7% of healthy and 97% of bankrupt companies. This result,
although outperforming the recognition rates obtained by the MDA, used a higher number
of input indicators: fifteen as opposed to nine, and with erratic learning behaviour. More
importantly, the ANN indicated a lower ability for generalisation than with the traditional
discriminant function. This conclusion was reinforced by the results obtained on the other
independent samples of 302 companies. (3) Third, they investigated the ANN's capacity to
respond to the change in company performance over time. This experiment made use of the
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logic of networks with memories on the input. Inputs including the entire three-year
historical series of indicators were used, and the network was trained to consider all the data
available about the company at the same time, just like a financial analyst examining the
historical time series of financial statements. The overall accuracy of networks with
memories is over 99% both for healthy and unsound companies. In the light of the results
obtained, the ANN seemed to have a great potential for making predictive ability sensitive
to the passing of time in identifying distressed companies. (4) The last subject to be
investigated was to check the capacity of networks to separate the three categories of
company: healthy, vulnerable and unsound. The results of the two-output unit networks
trained simultaneously to recognise the three groups of business financial status are
promising. However, taking into account the results obtained in the control periods and in
the holdout samples, MDA was deemed to be better.
The conclusions reached by this study are interesting and may be summarised
(1) On the whole, the MDA is not worse when compared to ANNs. The linear form,
albeit with the limitations of its ability to perform well, ensures consistent behaviour
for any type of variable and can interpret the model's operatiag logic on the hass if
the coefficients.
(2) Complex networks with large hidden nodes tend to have a better classification with
heterogeneous observations, but suffer from long training time and the adoption of
oscillating or nonconvergent behaviour as well as the sacrifice of the overfitting trap.
(3) Integration of neural network and discriminant functions could offer the better future
research direction. In relation to a problem which is less clear and more complicated,
it may be helpful that the neural network is employed to extract the families as a
simple structure before putting them into discriminant analysis.
The other important work is Refenes's study. In contrast to Yoon's study, Refenes et al.
[1994] examined the performance of neural networks and regression models for forecasting
within APT (arbitrage pricing theory) model for stock ranking. As a matter of fact, Refenes
tried to construct the portfolio through rating the stocks. Hence the framework provided by
him was more complex and dynamic than that of Yoon et al. In this experiment 143 stocks
were chosen. The data set period was from May 1985 to December 1991 on a monthly
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basis. Three undefined factors A, B, C were extracted from the balance sheet of the
companies in the universe of the UK stocks to be used as explanatory variables. The output
Y represented the outperformance of each stock instead of the binary classification
outcome. The learning algorithm employed in the neural network is simple GDR
backpropagation just as in other binary or multiple classification applications. Network
architecture was set up with a 3-32-16-1 structure. This is a two hidden layer configuration
with an unusually large than the number of input variables. This choice was a product of
trial and error. The result showed that even a simple designed network far outperformed
regression analysis for stock ranking. They claimed that the smooth interpolation properties
allowed the ANN to fit the model much better and to generalise more successfully for this
complicated financial problem. The comparison in this paper was made on the basis of
convergence, generalisation stability and sensitivity analyses—more extensive and more
reliable. We think this work is a good example of solving ranking not just classification.
Finally, I would like to close this section with an interesting comment by Aharonian [1992]
"There is a paper by White [1988] at UCLA who tried using neural networks to forecast
the closing price of IBM's stock. His paper, and a few others I have, all tend to conclude
that using neural networks for such activities is no more accurate than using well
traditional statistics. You will often see someone claim some great breakthrough in
using neural networks for financial analysis; check to see if the author compares this
results to traditional statistical analysis—if not then (s)he probably has not stumbled onto
anything significantly (in the statistical sense) new. I have found, especially when it
comes to my own money, that there is no substitute for learning difficult subjects like
statistics. Nothing useful for such complicated activities such as financial markets
should be easy to learn or apply, as is claimed for neural network."
4.4 Summary and Conclusions
Theoretical and empirical comparisons between ANNs and STMs has been presented.
Theoretically Neural networks seem to be more powerful, capable of learning difficult
problems. However, empirically the evidence does not yet show conclusive results on the
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question of whether ANN is superior or not. The findings drawn by most studies are based
on particular problem domains rather than on general conditions. To achieve a better
understanding of their similarities and differences, one should go beyond just case studies to
establish their effectivenesses.
As Hill et al. [1994] pointed out: theory-based research should identify problem
characteristics that predict when ANNs will forecast better than statistical models;
theory-based research should identify which input variable characteristics predict when
ANN will improve model estimation; theory-based research should identify when this
advantage will give substantially improved forecasting performance.
It is believed that simulation analyses on the basis of comprehensive data conditions may
provide a way to solve these problems, and to discern the potential contributions and
dangers between ANNs and STMs applied to the classification problem.
In later chapters a broad range of simulated data will be generated and used to test the
performance and robustness to some modelling assumptions for two statistical methods —
MDA, Logit as well as for two ANN algorithms — GDR and Projection.
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Chapter Five
MULTICOLLINEARITY AND FACTOR ANALYSIS
5.1 Introduction
The main goal of this study is to evaluate the predictive abilities for four different
discriminating techniques under comprehensive data situations in a bankruptcy prediction
model. This evaluation is based on both an analysis of simulated data and a real data set.
Before we develop the research design, some issues should be clarified in advance. The
important issues to be discussed are: How should input variables (predictor variables) be
generated in a simulation study? Are correlated or uncorrelated variables to be developed
in a simulation study? And how do we choose the final key financial indicators in an
empirical study? These issues involve multicollinearity, where some of the input variables
are highly correlated; the problem in factor analysis, which is used to avoid
multicollinearity; and the trade-off between these two problems. This chapter will discuss
this fundamental issue, and the conclusions will provide a basis for the research
methodology developed in the following chapters.
5.2 Multicollinearity in Bankruptcy Prediction
A major problem in developing bankruptcy prediction models is choosing the best
combination of financial ratios, and other independent variables. The lack of a definitive
theory of financial distress prediction to guide the selection of predictor variables is one
common criticism of bankruptcy prediction models. The criteria used in the literature for
variable selection are: popularity in practice as evidenced in texts, potential relevance
based on ad hoc theory, subjective judgement and ex post predictive success. These
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criteria typically generate a huge set of variables which need to be screened. A large set
of financial ratios are likely candidates for multicollinearity problems, given that
commonly cited financial ratios are merely different combinations of the same finite set of
accounting measures.
Multicollinearity occurs when some of the variables are not independent different
measurements, but are virtually linear combinations of each other. Such
inter-relationships result in inaccurate, unstable estimates of model coefficients and
estimates of their variability. In addition, the relative importance of the variables cannot
be determined because several variables may be measuring the same attribute. The early
research in this area recognised the issue. As Johnson [1970] observes that if two
variables composing a multivariate model are collinear, then the information each adds to
the model is similar, and their coefficients are assigned arbitrarily.
The assumption of mutually independent ratios necessary for multivariate discriminant
analysis does not hold. The use of highly correlated multiple ratios is redundant and
introduces different samples as well as generating large standard errors for these
coefficients. (p.1168)
On the other hand, Horrigan [1965] pointed out that collinearity presents opportunities as
well as problems in this area. Collinearity between financial ratios allows most of the
information to be captured by a relatively small number of ratios. However, he cautioned
that the ratios must be carefully selected to avoid multicollinearity problems. A statistical
technique for creating a smaller set of uncorrelated variables is factor analysis, which has
been employed in a number of studies. The purpose of this note is to explain the
drawback of using factor analysis as a screening device in bankruptcy prediction.
5. 3 Factor Analysis
The basic idea of the factor analysis is to describe a set of n variables in terms of
hypothetical "factors" based on the interrelations of the original variables.
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The early development of factor analysis was due to Charles Spearman [1904]. In the
following correlation matrix he studied on the tests scores of various subjects for boys in
a preparatory school, Spearman has noted that any two rows are almost proportional if
the diagonals are ignored.
1.00 0.83 0.78 0.70 0.66 0.63
0.83 1.00 0.67 0.67 0.65 0.57
0.78 0.67 1.00 0.64 0.54 0.51
0.70 0.67 0.64 1.00 0.45 0.51
0.66 0.65 0.54 0.45 1.00 0.40
0.63 0.57 0.51 0.51 0.40 1.00
From another perspective, many correlations could be accounted for by a simple model
for the scores. On the basis of this feature, Spearman proposed the idea that the six test
scores are all of form
Xi = a iF + ei
where
Xi is the ith standardised score with a mean of zero and a standard
deviation of one
F is a factor which has mean of zero and standard deviation of one
a ; is a constant
e, is the part of Xi that is specific to the ith test
Thus, the variance of Xi is given by
Var(X i) = Var(a iF+ e i)
= Var(a iF)+ Var(e i)
2
= a + Var(F) +Var(e)
=a+ Var(ei)
1 = 4 +Var(e)
Spearman's work was historically important in developing the notion of general
intelligence and IQ test. In his two-factor theory which each test result is made of two
elements. One that is the "general intelligence"- the common factor to all tests, and the
other factor that is specific to the test. Later, his theory was modified to a general factor
analysis model
Xi = an F1 + ai2F 2 + •••+a imFm+ e
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where
N is the ith test result with mean zero and unit variance
are the factor loadings for the ith test
F,, F2,.••,F,„ are m uncorrelated common factors, each with mean zero
and unit variance
ei is the factor specific only to the ith test, which is uncorrelated with
any of the common factors and has mean zero
With this model
Var(X0= 1 = a l Var(F1 )+41/ar(F2)+ + aLVar(F„,)+ Var(ei)
= 4+4+ ...+4m+Var(ei)
The 4 + a + + a the part of its variance that is related to the common factors. It
is called the communality of X1 . While Var(e,) is the part of its variance that is unrelated
to the common factors, it is called the specificity of N.
The correlation between X, and Xj can be established as follows
anaii + a i2 aJ2 + ...+ aimaim
Hence two test results can only be highly correlated if they have high loadings on the
same factors [Manly, 1986]. This explains how the factor analysis trims down the
variable dimensions by choosing the representative one from each factor, which groups
highly correlated variables together.
In an attempt to reduce high correlations among the variables entering the final model,
factor analysis is often used in bankruptcy studies to limit multicollinearity and try to still
capture as much information as possible from the original financial ratios. Let X'=(xl , x2,
xn) be a vector of n independent variables (predictor variables), V=(o 1 ) be its
variance-covariance matrix, and C=(cr il,Fy7 [J) be the correlation matrix, where the
primed quantity indicates transpose. Let W=(w 1 ) be an n by n matrix of weights (factor
loadings). The question is: how are these weights to be selected to achieve the goal of
having zero correlation terms (uncorrelated factors) of W'X in which a few of them will
capture most of the variability? The answer to this is connected with a property of square
matrices: they have what are called eigenvalues and eigenvectors associated with them.
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That is, to find W such that W'CW=L, and L has zeros in the off-diagonal. This is
achieved by maximising (W'CW) with respect to W subjected to WW'=I. Forming the
Lagrangian in the normal way gives CW=VVL. The matrix of weights W are formed by
the columns of eigenvectors, and the diagonal terms of L are the eigenvalues associated
with each eigenvector. In the terminology of multivariate statistics the eigenvectors give
the factor loadings, the eigenvalue is the variance of the transformed variable, and the
factors are W'X. Each of the factors has a correlation of zero with each of the other
factors. On the other hand, the sum of the variance of the factors will add up to n as
before, i.e., the total variance of the factors will be the same as the total variance of the
original variables. However, the weights can be chosen so that the first factor has the
largest variance out of the set of factors, the second one has the next largest variance, and
so on. As a result, it would be typically happen that a few of the factors would account
for most of the variance of the original variables, making further analysis more
convenient,
An orthogonal rotation technique can be used to yield a set of orthogonal factors which
may be easier to interpret than the factors derived from the original. Therefore, factor
analysis allows the financial researcher to distill the original variable set down to a smaller
distinct and orthogonal factors which contain approximately the same amount of
information, with each factor being a linear combination of the original ratios. These
factors may then be used as independent variables for the model. Alternatively, the
original variable most closely related to each factor may be chosen. In either case, the
result is a set of independent variables which capture the information contained in the
original variable set but which do not suffer from multicollinearity. In practice, the ratio
which loads most heavily on a given factor is usually chosen to represent the factor.
Consequently, the fewer predictor variables reduce multicollinearity by decreasing the
likelihood that the variables included in the model are linear combinations of each other or
that they exhibit a high degree of inter-correlation. In addition, fewer variables in the final
model simplify the application of the model and the interpretation of the results. Too
many ratios used in a model always have the risk of overfitting, so that it is successful in
classifying the derivation sample data, but less effective in generalisation and application.
What is more, the reduced variable set offered the advantage of considerable time saving
when large sample size was used.
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With the empirical studies in accounting and finance using financial ratios to evaluate the
performance and financial condition of an entity, factor analysis has been used by many
authors to overcome the effects of multicollinearity. Some representatives of this work
are summarised in Table 5.3.1. In these studies the same strategy has been adopted that
reduction in the set of variables was achieved by selecting one variable from each factor
based on the amount of the variance accounted for by that variables. As the variables that
are highly loaded onto similar information, the use of more than one of variables to
represent a given factor is not necessary. Factor analysis is a seductive technique which
helps selecting (mainly) uncorrelated variables, condensing information about variance
into a parsimonious subset.
5.4 The Dilemma in Use of Factor Analysis
When factor analysis is applied to financial distress forecasting, there are two major
problems which make its value rather limited. First, in bankruptcy prediction, the
variance-covariance matrices of failing and nonfailing groups are almost always different.
It is inappropriate to combine these two different variance-covariance matrices into one
matrix to proceed. The literature usually draws a veil over the strategy for applying
factor analysis to dissimilar data sets. The second and fatal shortcoming of factor analysis
is that it may destroy useful information present in the interrelationship among variables
and which plays a vital role in discriminating power. Factor analysis destroys the
covariance between variables, but how variables combine together is the property that is
exploited in bankruptcy classification. In other words, there is a poor guarantee that
variables selected by factor analysis represent all the relevant dimensions of the subject
under study, and especially the dimension of covariance between variables. One can have
highly correlated variables that are very good at discriminating. In bankruptcy
classification nor all multicollinearity is bad. The following cases will illustrate this
dilemma.
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Example 1 
A binary classification problem mimicking the bankruptcy prediction with two
independent variables is examined. The input data in Appendix II is composed of 100
observations from each group. These two groups are derived from bivariate normal
populations with the mean vector of group 1 (assuming bankruptcy) ti1=(1,
4
[1 12)=(5 .8187 , 25.4445), and the variance-covariance structure V 1 = 
1•491 —1.5693
—1.5693 1.6513 .
The mean vector of group 2 (assuming nonbankruptcy) is R2=(121,
dispersion matrix is V= [ 2.6388 —4.2551 ] , and the combined correlation matrix is C=
—4.2551 13.6618
[ 1.0000 —0.7087
—0.7087 1.0000 1 '
1122)=(6.4043,
19.4115), and the variance-covariance matrix is V2=[ 3.6397	 —.51996
—5.1996 7.4280 
]
. The combined
The two groups actually are in a nearly parallel situation plotted on x l , x2 surface as
shown in Figure 5.4.1. It is evidently observed from the Figure that the covariance of xl
and x2
 is high in each group. In this case we can easily distinguish one group from the
other by using the cutoff surface x l + x2 = c (c is a constant). However, from a one-
dimensional perspective there is no discriminating power in univariate variable either for
x l or x2 (Figure 5.4.2 and Figure 5.4.3).
and matrix L=[ 1.7087 0.0000 ]
If we perform a factor analysis on this data set, we obtain matrix W= [ 0.7071 0.7071 ]
0.0000 0.2913 . 
Since the eigenvalue explains the degree of the variance
—0.7071 0.7071
accounted by the associated factor, in this case only one factor will be retained by the
minimum eigenvalue criterion (factors with eigenvalues greater than one are generally
considered to be significant). Hence, the conventional strategy for data reduction would
be that either x l or x2 is selected to represent this factor. Although x1 and x2 are highly
correlated, in this application this is a useful property. That is, factor analysis may
generate uncorrelated variables at the huge expense of throwing away inter-correlation
information among variables and the discriminatory power.
111
Example 2 
Another three dimensional case is given in Appendix III. The 3-D graphics of the data set
are displayed in Figure 5.4.4. Obviously, the two groups can still be distinguished neatly
by using ax, + bx2 + cx3 = d (a, b, c, d are constants). This means that all x l , x2, x3
information is needed. However, the factor analysis results suggest that only one factor is
retained, and that the highest loading in this factor is x, (Table 5.4.1). Put another way,
just one variable is chosen to enter the final model. If a decision is made to follow these
results, none of the discriminating techniques, whether of a linear or nonlinear method,
can offer good classification accuracy because the variables selected have no explanatory
or predictive ability in a model which incorporates information on all facets of the group's
condition.
The real financial data in the bankruptcy prediction area, of course, can not be so
well-managed as the above 2-D and 3-D examples. However, as we have experienced
before, financial ratios are sometimes merely different combinations of the same finite set
of accounting measures, and a high correlation between financial ratios often occurs. Let
us imagine that some of the financial ratios are initially selected in order to distinguish
bankruptcy from nonbankruptcy. Two or three of the ratios in the two distinct groups
have high within-group covariance, and are linearly dependent (or close to being linearly
dependent), as is very similar to our examples. Accordingly, the results of factor analysis
will clearly lose us valuable information.
The main point of these two examples is to reveal the dilemma faced by factor analysis.
When the case is extended to an n-dimensional situation, sometimes the covariances
structure between independent variables, undoubtedly play a vital role in the classification
problem of financial ratio analysis.
5.5 The Trade-off between Multicollinearity and Factor Analysis
Despite the problem that the existence of collinearity among the variables affects the
stability of the underlying parameters and makes the interpretation of the role of the
several attributes difficult, the application of factor analysis may destroy the discriminating
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power produced by the correlations between variables. Horrigan [1965] stated that a
selection of collinear ratios which are related to a dependent variable in the same fashion
would obscure and possibly worsen the results of multivariate analysis. On the other
hand, collinearity of ratios could be useful if one of the ratios is not related significantly to
the dependent variables. Cochran [1964] has shown, however, that seemingly insignificant
or unimportant variables on a univariate basis may be very important when combined with
other variables. In fact, he concluded that any negative correlation and extremely high
positive correlations increase the discriminatory power of a variable set, while moderate
or low positive correlations may not help much, if at all. Therefore, despite a concern for
the multicollinearity problem, to totally exclude highly correlated variables just because of
the belief that "multicollinearity" is harmful is an even worse solution if classification
accuracy is our primary objective. The cure may be worse than the disease. Moreover,
multicollinearity is not such a damaging problem, and moderate departures from the
assumption of mutually uncorrelated independent variables do not significantly impair the
results [Stevens, 1973]. Eisenbeis [1977] also commented that multicollinearity is a
sample property that is largely an irrelevant concern in discriminant analysis except where
the correlations are such that it is no longer possible to invert the dispersion matrices.
Altman and Eisenbeis [1978] reached a similar conclusion that the only time that
multicollinearity does matter in discriminant analysis is if it is severe enough to preclude
inversion of a dispersion matrix used in calculating the coefficient. In this case the
coefficients cannot be estimated. Furthermore, the multicollinearity problem is coincident
with using the general linear model. When employing other discriminating techniques,
such as artificial neural network (ANN) approaches with a nonlinear feature, there is no
need to carry out factor analysis before testing predictive ability.
5.6 Summary and Conclusions
A very large number of financial ratios and other variables have been widely used as
indicators in evaluating a firm's financial status. Factor analysis is a popular technique to
cope with the need for data reduction. The application of factor analysis in previous
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studies, although it successfully avoids multicollinearity, was nevertheless seen to
potentially lose valuable information needed to distinguish one group from another. In
addition a body of research indicates that multicollinearity is not a severe problem in
discriminating analysis, since, strictly speaking, it does not affect the predictive ability of
the function.
In the past and recent simulation studies, which compare the effectiveness of linear
discriminant analysis with other approaches such as quadratic discriminant function, linear
programming models, logistic regression or newly developed artificial neural networks,
researchers have usually created data with zero covariance between independent variables
[Lachenbruch, Sneeringer and Revo, 1973], [B aj g ier and Hill, 1982], Denton et al.,
1990]. They tended to treat the data as the results after factor analysis. However, it has
been shown that this kind of data is unable to cover all relevant dimensions for
classification purposes. Hence the strategy in these simulation studies may be flawed. It
should be stressed that, multicollinearity only occurs in the linear model. When linear
models are compared with other nonlinear methods, uncorrelated variables data may
obscure the advantage of the latter. It appears that factor analysis is a hazardous
technique to use in order to extract the key predictors.
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Figure 5.4.4 Various 3-D Graphics for Example 2 Data
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Table 5.4.1 Factor Analysis for Example 2 Data
Factor Method: Principal Components
1	 2	 3
Eigenvalue	 1.750726 0.797211 0.452062
Difference	 0.953515 0.345149
Proportion	 0.5836 0.2657	 0.1507
Cumulative	 0.5836 0.8493	 1.0000
1 factors will be retained by the MINEIGEN criterion.
Scree Plot of Eigenvalues
E 2+
i	 I	 1
	 + 	 +	 +	 + ------ __
0	 1	 2	 3
Number
Factor Pattern
FACTORI
RI	 0.72089
R2	 0.70180
R3	 -0.85937
Final Communality Estimates: Total = 1.750726
RI	 R2	 R3
0.519686 0.492526 0.738515
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Chapter Six
METHODOLOGY OF THE SIMULATION STUDY
6.1 Motivation of the Simulation Study
The theories and prior empirical studies of MDA, Logit and ANNs, as well as their
comparisons in bankruptcy prediction, have been outlined and discussed in detail in
previous chapters. Most studies claimed to have achieved high classification accuracy by
applying the specified models to their particular empirical situations. In other words, all of
the solutions have performed well when conditions favourable to the specific models are
present. The researcher, therefore, can usually be assured of a suitable technique for his
problem if he chooses a model which fits his situation. Although the comparative
evidence related to ANNs and STMs in certain empirical cases indicated that the neural
network seems to be good at solving some forecasting and classification decision
problems, it still too early to say whether these conclusions can be validated in terms of
comprehensive data. No matter whether statistical methods or neural networks have
shown superior performance, specific conclusions may lead to inappropriate use and
invalid interpretations when applying these different techniques in other data sets.
Denton et al. [1990] explored this issue in a comparative simulation study under a variety
of modelling assumptions. They compared the BP network to three other techniques:
linear discriminant analysis, quadratic discriminant analysis, and linear programming with
the model which maximises the sum of all distances between groups. These four
techniques were compared in four cases. In all cases data was randomly generated. The
cases examined were
(1) Normal populations with equal group dispersions and a small degree of overlap
(2)Normal populations with unequal group dispersions and a small degree of overlap
(3) Normal populations with unequal variance-covariance matrices where the high-variance
group totally overlaps the low-variance group
(4) An identical repetition of the first case, but with one data point in the training set replaced
by an outlier
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Two attributes were used in input data using binary classification, with a sample of 25
observations in the training set and 75 observations in the validation set from each group.
The covariance between the two attributes X1 and X2 was designed to be 0 in all four
cases. That is, these two independent variables were generated independently. Each case
was replicated four times.
In case 1, the results demonstrated that all four techniques achieved a good performance,
but BP network obtained the best success rate (98% comparing to 93.7%, 92.7% and
93.0% respectively). When the populations were generated with unequal
variance-covariance matrices, all the methods' performances deteriorated, but the neural
network shows the smallest deterioration. For the total overlapping groups, linear
discriminant analysis and linear programming produced success rates of under 50%;
quadratic discriminant analysis improved this to 66.8%, and the neural network was close
to this performance with a 65.5% success rate. In the case with an outlier, all methods
were adversely affected. However, the neural network proved to be more robust than
other statistical methods.
As far as we know, the study developed by Denton et al. [1990] is the only attempt to
date beyond the case-study design to evaluate the classification accuracy of conventional
STMs and ANNs based on MDA assumption's data conditions. No similar research
exploring bankruptcy prediction has yet been published. As they admitted, although their
study was useful in gaining insight into the workings of the various classification
techniques, it was still quite simplistic and not extensive enough in input data generation
especially for bankruptcy prediction models. The success of a technique in relation to
research problems does not necessarily mean that the technique will be useful for the more
complicated problems usually found in practice. In effect, the orthogonal way in which
the data was generated for independent variables in their study might be inappropriate and
unfair, thus leading to unreliable results of predictive ability, as we have shown in
preceding chapter.
Recent empirical comparative analyses of ANNs and traditional MDA or Logit
methodology that claimed the former can outperform the latter has also been severely
criticised. [Trigueiros and Taffler, 1995]. Trigueiros and Taffler [1995] presented five
typical recent comparative studies including Salchenberger et al. [1992]; Tam and Kiang
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[1992]; Sharda and Wilson [1993]; Coats and Fant [1993]; and Rahimian et al. [1993]
and stated that "none of these papers is a valid comparison made between neural network
and multivariate statistical methodologies nor appropriate attention paid to or awareness
demonstrated in the extant literature" (p.9). They observed that too much effort has been
placed on fitting the MLP, but little attention has been paid to sample and variable
selection and the application of the comparative statistical technique. Therefore, they
strongly recommend
"Author should first ascertain whether poor empirical performance of conventional
statistical approaches is due to their inability to deal appropriately with the complexity of
the underlying relationships being studied, or rather through lack of key predictors. An
equally plausible reason may be that, given the set of independent variables available, there
is nothing more that can be explained independent of methodology." [Trigueiros and
Taffler, 1995, p.14].
In essence, the model that predicts most accurately in this case may not have same results
in other situations. Thus it may not be the best or have the highest degree of reliability. In
the light of previous comparative studies, although it was found that the ANNs performed
at least as well as STMs, we suspect that there are only certain conditions where this is
true. There is a need for more rigorous theory-based research instead of just case studies
before these techniques can be fully understood and become accepted as modelling tools.
The simulation study, the first part of this thesis, aims to achieve reliable results by
employing comprehensive data sets and a statistically sound design to understand how the
various factors and their interactions affect the prediction performance for the different
discriminating techniques of MDA, Logit, GDR and Projection algorithms.
6.2 Experimental Design
In order to insure that a broad range of cases was considered in our experimental design,
we generated 36 test samples of 120 in size from distinct bivariate populations pairs.
Cases were limited to bivariate populations in order to facilitate the interpretation of
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experimental results through graphic analysis. Such a restriction also provided a
substantial degree of control in generating populations with specific types of distinctive
characteristics. It should be noted, however, that our ability to generalise results
unconditionally to the n-dimensional case may have been correspondingly limited. In spite
of this, it is hoped that we can understand more about the differences between traditional
statistical tools and artificial neural networks.
Our simulation study will be conducted in two stages. In the first stage different types of
data set will be produced by varying the data distributions, the variance-covariance
matrices and the relative orientation of the paired populations.
The second stage of the experiment will test the classification accuracy of each of the
aforementioned techniques using various generated simulation data. Three different
measures of classification accuracy will be calculated: Type I error (the error of
misclassifying a failed company as a healthy company), Type II error (the error of
misclassifying a healthy company as a failed company), and Overall error rates. These
were provided by the specified procedure both in the training set and the testing set.
A principal objective of this simulation study is to compare the performance of different
methods. Consequently, we will assume equal misclassification costs and equal prior
probability. Both ANNs and STMs can be modified to reflect a user's judgement
concerning particular unique problem characteristics (e.g. to assign relatively high costs to
misclassifying bankruptcy as nonbanlcruptcy). However, in this study attempting to
introduce the full range of fine-tuning possibilities for each procedure and for every
sample case is judged excessively cumbersome and potentially confounding to any
interpretation of test results. Accordingly, each of the approaches is implemented in the
most straightforward manner, free of additional intervention.
A sample size of 120 (60+60) was selected as sufficiently large to retain the effective
manipulation of the distinct population characteristics. It also represents a practically
acceptable discriminant problem while at the same time providing a manageable data set
that can be readily analysed.
The variables concerned in the simulation study are three: data distribution, group
dispersion, and the different orientation of the bivariate variables. The levels of these
three factors are stated below
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(1) Data distribution:. They are the multivariate normal distribution, skewed
distribution and the symmetric distribution with the existence of extreme or
outlying values. This factor is qualitative.
(2) Group dispersion. This variable is designed to indicate homogeneous and
heterogeneous relationship between two groups. Equal and unequal
variance-covariance matrices with the combination of high or low within-group
correlation between the two attributes were developed to test the impact of
variance-covariance differences.
(3) Relative orientation of the pairs: The three orientation schemes of Figure 6.2.1
were selected to provide distinctly contrasting possibilities.
The entire experimental design concept is depicted in Figure 6.2.2. The dimensions of the
experiment consisted of population distributions with three levels, population
variance-covariance with four levels and population orientation with three levels. Hence,
the study involved a complete factorial design with a total of 36 (3 x 4 x 3) factor
combinations. The dependent variables are the misclassification rates of the MDA, Logic,
GDR and Proj discriminating techniques. That is, 4 techniques x 3 distribution x 4 group
dispersion x 3 relative orientation situations were carried out .
To establish steady state conditions, each type of situation was replicated 20 times for
training and validation data respectively. Classification accuracy of a discriminant
procedure is best determined by applying the discriminant rule developed using the
training sample to a validation sample. Reapplying the discriminant rule to the same data
from which the rule was generated would give an unrealistically high rate of correct
classification. The use of a validation sample provides a more accurate measure of the
performance of the classification rule.
The results of both the training and validation sample data were further analysed using the
Multivariate Analysis Of Variance (MANOVA) model to identify which method classify
specific types of data as well as indicate whether the result is consistent between training
and validation samples.
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Figure 6.2.1
Three Orientation Schemes for Bivariate Variables Experimental Design
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This study was motivated by the limited amount of research on the relative effectiveness
of traditional discriminant procedures compared with the ANN approaches under a wide
variety of testing conditions. Although the basic experiment is by no means an exhaustive
test of the procedure's potential, we established the following goals
(1) To promote a reasonably comprehensive classification performance comparison of
the ANN approaches with conventional discriminating techniques.
(2) To establish whether the GDR and the Projection ANN are promising procedures
in predicting bankruptcy under a broad range of conditions.
(3) To isolate those techniques that fail to produce adequate discriminant capacity and
the situations in which this occurs.
(4) To suggest special-case modifications which may correct apparent deficiencies.
There are three comparisons involved: The first comparison focuses on the prediction
capabilities among the four methods over all ranges of data designs. We attempt to
identify the problem characteristics when one discriminating procedure is superior to the
others. The second comparison investigates the main effects of three factors on an
individual approach. The third comparison tests the possible interaction effects of factors
in terms of each of the four methods.
6.3 Data Set Generation
An objective of this simulation is to obtain results which can be generalised and can be
employed in real world data. Generalisation will be possible if the data sets generated are
comparable to real data sets. To reach this goal, the choice of respective factors and their
levels was based on the suggestions or the findings in previous theoretical and empirical
studies. These will now be discussed.
6.3.1 Data Distribution
One of the Fisher's Linear discriminant model's assumptions is multivariate normality in
predictor variables. The effect of violation of this assumption has been discussed in many
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previous studies [Werbos, 1974]; [Eisenbeis, 1977]; [Altman and Eisenbeis, 1978];
[Scott, 1978]; [Tollefson and Joy, 1978]; [Sheth, 1979]; [Ohlson, 1980]; [Pinches, 1980];
[Zmijewski, 1984]; [Zavgren, 1983]; [Karels and Prakash, 1987]; and [Odom and Sharda,
1990]. The outline of classification procedures in MDA has been presented in Chapter
Two, and this particular procedure presumes that the distribution are multivariate normal
with known parameters 11. 1 , 112 and known common covariance matrix Z. In some
applications the assumption of multivariate normality is not tenable. The discriminant
criteria do not generally perform well in the absence of normality [Jobson, 1992, p.263].
This is the reason why in much research into financial statement analysis, the empirical
ratio distributions are usually adjusted by trimming or transformation until the Normal
model provides a reasonable approximation. However, sometimes after adjustment, the
distribution of many financial ratios is still non-normal and asymmetrical. Choosing
different distributions is a practical and a beneficial aspect to test. If the evidence in our
simulation shows that the use of a particular discriminating method is robust to departure
from normality, it would seem more straightforward to leave the data untransformed. As
previous studies have shown, it is very difficult to identify the underlying distribution with
a small data set. Without knowing the underlying distribution, it is not clear how data can
be transformed to approximate normality nor how discordant observations can be
identified [Ezzamel et al., 1987].
Most of these early empirical studies were aware of the existence of skewness but did not
inquire into the reasons. Deakin's research [1976] is perhaps the most complete study
related to the distributional properties of ratios. After examining the cross-sectional
distribution of 11 ratios over the 1953 to 1972 period for large populations of
manufacturing firms, Deakin noted that most of the ratio distributions were either highly
skewed, flat, and/or dominated by outliers, and concluded that the normality assumption
was generally not tenable except for the debt/total assets ratio. Barnes [1982] also
reported that financial ratios are likely to be skewed rather than normally distributed.
Despite the lack of clarification about this phenomenon, almost all studies suggest that the
skewness is prevalent in financial ratios. If further analysis of the distribution family
approach is considered, an obvious choice of family to model financial ratios is provided
by Gamma distribution. Frecka and Hopwood [1983] suggested that this distribution may
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provide a reasonable model for financial ratios. Their suggestion is primarily because this
distribution is very general and includes the special cases the Exponential, the .7c 2, and the
Normal distribution. The shape of the Gamma distribution is very versatile and it can
adapt to a large number of situations, depending on the values of its parameters.
Furthermore, with some conditions, after applying a transformation such as square-root
transformation which was used to achieve normality in much of the literature, a Gamma
random variable is approximately distributed as a Normal random variable. Because of
this, Frecka and Hopwood [1983] developed the tests for outliers by assuming that the
underlying distribution for financial ratios is the Gamma distribution. 	 Also, many
researchers have presumed the Gamma distributional property of selected financial ratios
when dealing with outliers [Joshi, 1972]; [Sinha, 1972, 1973a, 1973b, 1973c]; [Veale and
Kale, 1972]; [Mount and Kale, 1973]; [Kale, 1974, 1975]; [Lewis and Fieller, 1979]. Of
particular importance is the fact that the Gamma distribution has been proved appropriate
for skewed distributions in describing financial ratios [Mendenhall and Scheafer, 1973]
and [Barnett and Lewis, 1978]. Consequently, in this study, we analyse the situation of
skewed distribution in the context of a Gamma probability distribution model.
The other feature of financial ratio frequencies that has been reported in a number of
previous studies is the existence of many extreme or outlying values. [Deakin, 1976];
[Bird and McHugh, 1977]; [Bougen and Drury, 1980]; and [Frecka and Hopwood,
1983]. Cochran [1963] pointed out that outliers can cause an increase in the sample
variance and thus a decrease in the precision of parameter estimates. Denton et al.
[1990] also demonstrated that the presence of outliers can seriously affect the prediction
performance.
McLeay [1986b] tried to describe this feature by using the t distribution because this
density function has more probability in the tail than the Normal. In McLeay's study,
three profitability ratios (return on assets, return on equity and profit growth) have been
successively fitted by respective plausible t distribution. The ratios used covered the
published quoted and unquoted accounts of 1634 companies relating to periods in 1981
and early 1982 in the United Kingdom and Ireland. The evidence showed that for certain
financial ratio frequencies, the t distribution appeared to be a good approximating model,
in particular for the ratio of an operating flow. Considering that the outliers frequently
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found in financial ratios cause the adverse effect in predictive performance, it is therefore
important for a decision maker to be able to understand how seriously it may an cause an
adverse effect in different discriminant techniques and to choose a reliable technique,
since sometimes the outliers can not be easily identified. Based on McLeay's study
[1986b], the t distribution used in his paper was also designed in the present study to
represent the condition of data with outliers.
6.3.2 Group Dispersion
The second factor to be tested in this study is the dispersion of the group data or rather
the homogeneity of the variance-covariance matrices. The group dispersion is of interest
because many groups that are part of real data sets are differently dispersed. When the
dispersion of the data across the two groups is approximately the same, the
variance-covariance matrices are described as homogeneous. Under these circumstances
it is appropriate to use a discriminating method such as Fisher's Linear Discriminant
Function (FLDF), which pools the matrices when developing the discriminant rule.
When the dispersion of the data across the two groups is not the same, the
variance-covariance matrices are referred to as heterogeneous, and the use of a
discriminant method that pools or combines the matrices to develop the discriminant rule
is not appropriate.
Some researchers have been interested in this issue. A study by Gilbert [1969] examined
the effects of unequal variance-covariance matrices given some change in the prior group
probabilities and number of variates on two groups. She reported that there was little
difference in the classification performance of FLDF when a slight inequality of group
dispersion exists. However, the prediction ability decreases when the data dispersion in
one group is relatively high in comparison to the other group, and when the number of
variates increased. Joachimsthaler and Stam [1988] undertook a comparative study. The
goal of their research was to test and compare the performance of several discriminant
models under the prensence/absence of both multivariate normality and equality of
variance-covariance matrices. Results of the Joachimsthaler and Stam study indicated
that misclassification rates are a function of the heterogeneity of the variance-covariance.
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When variance-covariance are not homogeneous, the QDF becomes the discriminator of
choice. A subsequent study conducted by Stam and Jones [1990] tested the performance
of the FLDF and the QDF against two LP methods. Six two-group data distributions
were generated. Distributions with equal and unequal variance-covariance matrices were
generated for normal, continuous uniform and discrete uniform distributions. Not
surprisingly, results of the study indicated that the QDF perform better with
heterogeneous groups. However, QDF performed poorly when the size of the training
sample was small. The researchers recommended the use of Fisher's linear discriminant
function if the sum of the observations for both groups of the training sample was less
than 60.
According to the findings of previous studies, a departure from the equal group dispersion
assumption must be one of our concerns. If, under a situation of heterogeneity of group
dispersion (which is the usual case), the misclassification rates can be decreased with
other conditions combined such as the data distribution; or if in practice, a particular
technique is very insensitive to this assumption and needs not be strongly adhered to, it
will be helpful for the researcher to control the variable associated with hislher study or
choose a reliable discriminating technique.
For a two attributes x i. , x2 input design, the equality of variance-covariance matrices in
two groups is defined as
	
zi =[
,1 ,1 	 ,2
= [	 =12
	
0'21 a22	 4121 a22
where
a is variance of xi for group k.
(3-; is covariance between x 1 and x2 for group k
and au = aft
This means that every element in the two matrices should be equal. However, most
previous simulation studies assumed the covariance au = 0, and varied the value of aii
in two groups when dealing with the unequal variance-covariance matrices. That is,
diagonal variance-covariance matrices were selected. Probably the covariance is set to
zero partly because of treating these variables as results after the factor analysis
procedure, and partly because of its complexity if the variables are not orthogonal.
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Since the covariance between predictor variables may be a vital factor in discriminating
power, we have decided not to use orthogonal variables. In our study the following four
situations have been used
[
0 11 0 12	 [	 0T2
,.1	 =
1-' 21 u 22	 u 21 CT 22
where crt =	 k= 1, 2. i = 1, 2.j = 1, 2.
(a) al l = cq i, a12 a32 , sg 12 = ai2; and the within-group correlation
between x l and x2 is high. That is, the covariance (x / , x2) is high.
(b) a =
	 , 012
	
22 ,
 i2 ci2; and the within-group correlation
between x l and x2 is low.
„2	 1(c) 1, 11 g- u 11,	 22  a- 22, and (7 12 #	 ; and the within-group correlation
between x l and x2
 is high.
(d) , ab CTL ,	 a12 CYL ; and the within-group correlation
between x l and x2 is low.
Generally speaking, the variance of financial ratios in bankrupt firms is bigger than those
in nonbankrupt firms, which means for cases (c) and (d), the V 2= aVI , a> 1 where a=
[al , a2 1T. In order to be closer to real data, the a l , a2 are not set at the same number, but
as at least the value 4 in a symmetric population and as the value 2 in a skewed population
for examining the effect of those with distinctly unequal variance-covariance matrices.
More specifically, the values of a are chosen such that the groups are reasonably
separated and the levels of overlap are possibly same across all conditions of the sampling
experiment.
6.3.3 The Relative Orientation between Predictor Variables
For two predictor variables the relative orientation has three possibilities as illustrated in
Figure 6.2.1. These different contrasting situations could differentiate the predictive
ability. Freed and Glover [1986] conducted a study comparing the performance of three
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different linear programming (LP) models with that of Fisher's linear discriminant
approach. They included this perspective as a population characteristics consideration.
The results indicated that there were different classification capabilities for different
techniques. Even for the same technique, these three situations produced distinct
performance abilities when other conditions were held as constant, including data
distribution, the degree of separation between the paired populations and the similarity of
respective variance-covariance matrices. In effect, consider the case (III) in Figure 6.2.1,
if the mean levels of two groups are closer, this will be a real challenge for any linear
discriminating model. However, for a nonlinear approach such as a neural network, there
may be the possibility of a better solution. This view does need to be proved. Put
another way, this factor is designed for testing the ability of individual techniques to cope
with linear and nonlinear decision boundaries. Therefore, we are interested in seeing what
effects will result from these four methods using the different relative orientations of the
paired populations.
6.4 Parameter Selection and Correct Comparison
Random samples of n1 and n2 (n1= n2= 60) were drawn from the above populations
using the experimental design detailed in Table 6.4.1.
The mean values for most of cases were selected to ensure that the groups were
moderately or strongly overlapped, since a small overlap would not be a challenge
between the underlying techniques in our study [Denton et al., 1990].
Table 6.4.1 Experimental Design of the Simulation Study
Normal
Orientation
Skewed
Orientation
Outlier
Orientation
End Side Cross End
	 Side Cross End Side Cross
Equal dispersion, High correlation Aal Aa2 Aa3 Bal Ba2 Ba3 Cal Ca2 Ca3
Equal dispersion, Low correlation Abl Ab2 Ab3 Bbl Bb2 Bb3 Cbl Cb2 Cb3
Unequal dispersion, High correlation Ad l Ac2 Ac3 Bc1 Bc2 Bc3 Ccl Cc2 Cc3
Unequal dispersion, Low correlation Adl Ad2 Ad3 Bdl Bd2 Bd3 Cdl Cd2 Cd3
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The group overlap can be measured by the Mahalanobis distance statistic D 2. It is defined
as D2 L--- { (121112)11-1 (j-11112) I w2. Under some conditions a different Mahalanobis distance
describes the degree of group segregation. A larger value of D 2 indicates that it is easier
to discriminate between the two groups. In general the greater D 2 for the two population,
the lower is the probability of misclassification.
For our present study a summary of the parameters used in each case appears in Table
6.4.2. The scatter plots of the typical data for 36 cases are displayed individually in
Figure 6.4.1-36.
Since the cases to be tested cover a broad range and control a variety of factors at the
same time, it is impossible to control the same Mahalanobis distance across all conditions
of the sampling experiment. For example, for set Aa2 and Aa3, we developed the same
parameters except for the direction of correlation. The Mahalanobis distances were then
forced to be different. In this case the different Mahalanobis distance is a blessing, since
the greater or smaller D2 has already give us clues that there exists an impairment or
improvement in the classification accuracy in MDA. We can then conclude that the
direction of covariance between independent variables does make difference in predictive
ability. However, for other cases, a different Mahalanobis distance may make a
comparison between different conditions impossible. For instance, set Aal and set Bal,
the variances values in two groups are equal. But the mean levels which depend on
parameters a, 0, and thus depend on variance as well as the Mahalanobis distance, are not
same. In this case, if the misclassification rate in set Aal is lower than Bal for a certain
technique, it does not mean that this technique has a better performance in a normal
population than that in a skewed population, because the degree of group segregation is
not controlled as a constant in addition to different mean levels.
A similar problem has been encountered in previous research. Lachenbruch, Sneeringer
and Revo [1973] undertook a study to estimate the error rate in linear and quadratic
discrimination under departure from the multivariate normal distribution. In the
two-population discrimination problem, they started with two multivariate normal
distribution with independent components and unit variance but with mean vectors for the
populations being different. In particular, the mean vector for population 1 was (5,
0,...,0); for population 2 it was (0, 0,...,0). The value of 5 used were 1, 2, 3. After
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log-normal transformation, the variance is 5.67, 34, 255 and 1884 for 5 = 0, 1, 2, 3,
respectively. For 8 equal to 3, the covariance matrices for population 1 and population 2
for the four-dimensional lognormal cases are:
1884 0 0 0 5.67 0 0 0
0 5.67 0 0 0 5.67 0 0
0 0 5.67 0 0 0 5.67 0
0 0 0 5.67 0 0 0 5.67
These calculations show that the two populations have rather different covariance
structures.
Since linear and quadratic discriminant procedures are also known to be degraded by
unequal covariance structures in the populations, the design of Lachenbruch et al. [1973]
confounded the effect of non-normality and covariance structure.
The main point of this example is to reveal that when one or other of the factors does not
hold constant, the robustness analysis may lead to an erroneous conclusion. Therefore,
for different group overlaps between cases, the sensitivity analysis of a particular factor
for a technique should be carefully examined in order to avoid an incorrect comparison.
As a matter of fact it should be noted, for the present study, that even the same
Mahalanobis distances do not necessarily represent the same degrees of group
segregation, because if the assumptions are not valid that the X i 's are not independent and
identically distributed N(g, E), then 130 2 is not appropriate for inference [Johnson, 1987].
However, for each case the comparative performances of four techniques will be no
problem at all under the a different Mahalanobis distance. Since our primary goal is to
compare the predictive performances of conventional statistical methods and newly
developed neural networks, whether the group overlap is equal or not is irrelevant in
comparative analysis.
6.5 Techniques Description
We choose the two statistical methods which appear to have been the most widely used in
business failure prediction: the linear multivariate discriminant analysis (MDA) and the
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logistic regression (Logit). Neither technique clearly provides substantially superior
evidence to the other. Artificial neural networks are selected to compared with these two
statistical techniques. The neural networks employed are GDR backpropagation and
Projection algorithms.
The SAS/STAT system is used to determine the classification accuracy of the MDA and
logistic regression. When performing MDA, specification statements employed with the
DISCRIM procedure require the statements, METHOD = NORMAL and POOL = YES,
to analyse the data. These statements prompt the use of a parametric or normal method
to develop a discriminant function using a generalised square distance that pools the
variance-covariance matrices of the two groups.
SAS procedure LOGIT is used to deal with the logistic regression approach. Both of the
statistical methods are programmed using SAS macro processing language to reduce the
trivial routine work.
The software NeuralWorks Professional II/Plus is implemented for the GDR and
Projection neural network. The input layer consists of pieces of input data which describe
the problem being solved. Each input node refers to a particular financial ratio
(independent variables), namely, the two indicators in our present simulation study. The
output layer is composed of a single response which reflects the situation's known
outcome. In this study, one output node is used to denote an observation as being either
healthy or distressed. The one hidden layer is selected because it has been proven that a
three-layered neural network with appropriate hidden nodes can always derive a mapping
from input to output to any degree of accuracy [Cybenko, 1989]; [Homik et al., 1990];
[Hecht-Nielsen, 1989]. Therefore, the application of one hidden layer in ANNs for this
study is appropriate and justified.
With respect to the number of hidden nodes, since it severely affects the classification
accuracy and generalisation ability as we pointed out in Chapter Three, it should be
properly determined in advance so that the performance comparison will be possible.
Here the number of hidden nodes was determined on the basis of the results of the
Cascade-correlation algorithm (Cascor), which can automatically self-determine the
number of hidden nodes necessary to detect all the features of the pattern. In such
networks processing elements in the hidden layer are added incrementally. This cycle of
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adding hidden units one by one is repeated until further addition of hidden nodes no
longer reduces the forecast error. In fact Cascade learning is doing the opposite of
pruning in that it is building up a network from scratch, whereas pruning starts off with a
large network and prunes down its size.
In order to avoid overfitting and to achieve a reliable generalisation, training sets are used
to learn optimal network structure and testing sets are used to validate whether the
structure of the trained network is an optimal structure. Observing the results of some
pilot studies, the optimal topology was determined for 5 hidden units by Cascor software.
In parallel with the Cascor implementation, viewing a Hinton diagram of the network
which can pictorially portray the significance of hidden layer outputs is the other tool to
help us determine the necessary number of hidden nodes.
The optimal topology of 2-5-1 will be used across all types of simulation data. Figure
6.5.1 illustrates a diagram of the neural network structure.
Figure 6.5.1 A Diagram of the Optima) Structure of the Neural Netwoc‘.
in the Simulation Study
The momentum and learning coefficient are set as identical default values in each layer
for all cases. The default settings of the learning rate ri and the momentum a for the
BPNN are: i = 0.3 from the input to the hidden layer; ii = 0.15 from the hidden to output
layer and a = 0.4. In some situations, these xalues may also suffice for the Projection
network. However, as we showed in Chapter Three, the weights and thresholds in a
Projection algorithm are initialised so that the solution is already closer to a desired
output. To prevent this from causing instabilities and jumping around rather than settling
on the optimum, a smaller learning rate and momentum may be appropriate, such as .11 =
0.01 for all layers, a = 0.02.
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Projection
Sphere
In addition to the learning rate and momentum, two extra parameters are required to
implement the Projection algorithm. In Chapter Three, one projection from N dimensional
vector into (N+1)-dimensions was expressed as
where
h: the distance between the origin of the plane (2-D) and the sphere (3-D)
R: the radius of the sphere
There are a number of such projections. In present study an alternate projection (Neural
Computing, p.211), described by the following formula and which maps hyperspheres in
N dimensions onto hyperspheres in N+1 dimensions, was chosen. The projection is
X/ =R[R2-fix12R111	 2' 12--2--° 2„] (see Appendix IV for mathematical derivation)(6.5.2)
where R is the radius of the sphere onto which the
original input vectors are projected from the north pole
The last component of X' in the above equation is the projected vector along the extra
dimension. The remaining components lie in the original N-dimensional space.
An example of the projection for mapping circles in the original 2-D input plane onto
circles in the 3-D sphere is illustrated below
Figure 6.5.2 An Alternative Projection
from 2-D to 3-D
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The components of X' given above can be easily derived by using similar triangles and the
Pythagorean theorem. The R in the equation (6.5.2) represents the overall scaling of the
input vectors and is the radius of the outer sphere. The magnitudes of the projected
vectors X' and the weights vector W' are always equal to the radius R. That is,
IW'1=1X 1 1=R. On the other hand, we need another parameter (R 0) determining the radius
of the inner sphere onto which the original input vectors are projected.
Thus, R and R0 are the two added parameters in the Projection algorithm. These
parameters must be set properly in order for the network to achieve its optimum. Since R
is an overall scaling of the input vector, it determines the steepness of the sigmoidal
output of the hidden units, which has something to do with the prototype radius. As R
grows, the output will approach a step function. Generally, a larger R may be useful for
establishing sharp, tight prototypes with small regions of influence in an area where the
output function varies rapidly and requires many prototypes. However, a large R has its
danger with initial large weights leading to a very slow change during training. If R is too
large, learning at the lower layer can virtually stop. Therefore, it is usually advisable to
trade the sharpness of the prototypes for learning speed. After a trial and error process,
the value of 6.0 is chosen as a default setting in our comprehensive data. On the other
hand, R0 determines how input data is mapped to the projection hypersphere. Thus, it
should be set so as to project the input vector onto a reasonable portion of the
hypersphere in one higher dimension, and the separation of the input classes can be
performed. If IXI<<Ro, the projection will be essentially confined to the south pole, and if
IX1>>R0, it will be confined to the north pole. Theoretically, it is best to set R 0 such that
all the input data will be contained within a sphere of radius Ro, that is, R0 is greater than
each component of every input point: R o > Xi for all i and all X. Nevertheless, it is tedious
to apply this rule to our 1440 simulation data sets in actual practice. In the present study,
R. is set equal to the range of the inputs, and this is a good guess for the portion of
hypersphere [Neural Computing, p.217]. As a consequence the default value used here is
R0= 1/V, where N is the input dimension.
The network is fully interconnected and performs feedforward. The sigmoid transfer
function is chosen for the purpose of generating all hidden layer outputs and the output
layer output. 80000 epoch iterations were carried out during the network training phase.
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This value was selected because it indicated that steady state root mean square error
(RMS) was to be reached in those pilot studies. The RMS is determined by adding up the
squares of the errors for each PE (node), dividing by the number of PEs in the output
layer to obtain an average, and then taking the square root of that average. Hence the
name root mean square. This RMS error is a valuable and common measure of the
performance of a network during training. Additionally, the Confusion Matrix is one of
the indexes to measure network performance. It indicates how to correlate the actual
results of the network to the desired results. Through these two indications the
appropriate value of iterations is thus determined. Furthermore, the observations are run
in a random manner, as opposed to sequentially. Random presentation of training data
helps the network to avoid less than optimal solutions as well as to prevent just learning
the latest classification rule neglecting the prior one presented in the observations. That
is, when similar data are grouped together and are presented in a sequential fashion, the
network may be loosing what it has learned from one end of the data set to the other. At
the start it learns one set of relationships, whereas it learns a different set of relationships
it moves towards the end of the data set, forgetting what it learned at first. Using a
randomisation scheme can eliminate this bias.
Apart from the respective description of the usage of different techniques—STMs and
ANNs--7
 it is very important to note the inherent philosophic differences between these
two techniques. While both the statistical and artificial neural network models provide a
single output for each observation, the MDA and Logit are essentially static techniques,
while by contrast, GDR and Proj are dynamic. If the statistical models are to be used in
practice, it is likely that they would be fixed at a certain point in time, and predictions
would be made based on this fixed model. However, the network models are learning
networks with the ability to learn on an incremental basis. That is, ANNs would continue
to evolve as new cases are added to the network in marked contrast to the batch update
procedure in statistical techniques [Weiss and Kulikowski [1991]. Nonetheless, for
comparison purposes, in our present research, the networks were taught using the training
cases and then were not permitted to continue to learn as would normally be the case.
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In order to run 1440 (36 x 20 x 2) times cases, a user control program was created to
perform training or testing networks in an off-line batch-processing mode. It allows
multiple networks to be processed without intervention.
6.6 Cutoff Point Determination
To compare the results obtained through MDA, Logit and two kinds of ANNs, a
"benchmark" cutoff point is used, suggested by Tam and Kiang [1990] who employed a
single threshold of 0.5 in their research. This cutoff point is set because we are concerned
with dichotomous classification (failure vs. nonfailure). In the neural network design only
a single output unit is needed. This rule matches the prediction process summarised by
Judge et al. [1982]. In other words, if the posterior probability measured in MDA, the
conditional probability measured in the Logit procedure, and the predicted values
measured in neural networks are greater than or equal to 0.5, then the observation is
classified as an event (for example, failure). If the output is less than 0.5, then the
observation is classified as a non-event (nonfailure). As a mater of fact, the cutoff point is
dependent upon the misclassification costs and prior probabilities. The value of 0.5 in
threshold is equivalent to the situation of equal misclassification costs and equal prior
probabilities that we assumed in the simulation study.
6.7 Statistical Test of Results
In the end, the commonly used performance indicator, Type I, Type H, and Overall error
rate will be computed by averaging the 20 replications of each experiment. An
experiment consists of generation of two pools of data with different population
distributions, population variance-covariance matrices and population orientations, as well
as testing the classification performance of each of the four methods. The results of
training and validation samples will both be analysed using a multivariate analysis of
variance (MANOVA). Significant MANOVA results will be followed up the appropriate
and necessary univariate analyses of main and interactions effects.
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6.7.1 MANOVA Assumptions
MANOVA is a statistical tool which determines whether if there exist significant mean
differences among groups on a combination of dependent variables, thus could have
occurred by chance alone [Tabachnick and Fide11, 1989]. The dependent variables in this
simulation study are MDA, Logit method and two neural network approaches. But first,
the assumptions of MANOVA should be discussed. Tabachnick and Fidel! [1989] indicate
that the assumptions of sample size, multivariate normality of sample, homogeneity of
group dispersions must be satisfied. Each of these assumptions will be considered.
6.7.1.1 Sample Size and Missing Data
In MANOVA, small sample size and incomplete data can invalidate the analysis. This
requirement involves two issues: (1) to ensure that the power of the analysis is not
reduced, each cell needs to have enough cases to correspond to an adequate number of
degrees of freedom; (2) if more dependent variables than observations occurred, the cell
would become singular, and the assumption of homogeneity of variance-covariance
matrices would be untestable. In this simulation study, no data is missing. Each cell in the
design contains 20 observations for each of four techniques. The number of observations
is considered to be sufficient to satisfy this assumption.
6.7.1.2 Multivariate Normality
MANOVA methodology was developed on the basis of multivariate normal distribution.
In other words, this assumption requires that each of the dependent variables meets the
normal distribution. However, Tabachnick and Fidel! [1989] have demonstrated that if
the sample size of each cell provides a minimum 20 degrees of freedom for error in the
univariate case, this approach will be robust to violations of this assumption. In this
simulation study, the sample size of 20 observations for each of the four dependent
variables produces 684 (3 x 4 x 3 x 20 - 36) degrees of freedom per cell. Therefore, the
data is robust to the violation of multivariate normality.
140
6.7.1.3 Homogeneity of Variance-Covariance Matrices
This assumption requires that the data can be pooled to create a single estimate of error
under the truth of sampling data from the same population variance-covariance matrix.
However, when the sample sizes in each cell are equal and large, there is no need to be
concerned about violating this assumption [Tabachnick and Fide11, 1989]. For each
dependent variable (technique) on experimental design, the group dispersion is controlled
under the same situation for each cell and the sample sizes are equal and large. Thus,
these data are also robust to the violation of the assumption of equal variance-covariance.
The above discussion has shown that all the assumptions of MANOVA have been
satisfied, so that the procedure can proceed satisfactorily in the simulation phase.
6.7.2 Effect Analysis
The MANOVA will create a new, composite dependent variable using a linear
combination of the dependent variables (MDA, Logit, GDR and Projection). In this
simulation, they will separate the 36 cells as much as possible for each main effect and
possible interaction.
Main effects analysis suggests that the mean differences in the composite dependent
variable at different levels of the independent variables among the groups are greater than
would have occurred by chance when other factors are constant. An example of a
significant main effect would be if the classification accuracy is affected in any method
just because of the different number of independent variables involved.
Interactions are present when, holding everything else constant, changes in the composite
dependent variable over levels of one independent variable depend on the level of another
independent variable. For instance, does Logit method perform better than other methods
when the base rate is 1:5 and the number of variables is large?
In this study, MANOVA models will be developed using each of the four prediction
methods as dependent variables, and the distribution, variance-covariance relationship,
sample size, the number of input variables, base rate as independent variables. The model
tests for main effects as well as interaction effects. The test statistic for the MANOVA
will be Wilk's Lambda's and the level of significance will be 0.01. If the test indicates that
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there are any significant main or interaction effects, then univariate analyses will be
followed up. In order to avoid an inflation of Type I error, a Bonferroni procedure will
be calculated a per comparison alpha. The family-wise alpha error is also set at 0.05.
6.8 Summary and Conclusions
The main point developed in this chapter has been a discussion of the research design, the
selection of variables, data generation and the results analysis for a simulation study. The
whole framework can be synthesised the following steps
(1) Reviewing previous research in order to find out the relevant factors affecting the
prediction capability of bankruptcy prediction models
(2) Developing the bivariate-population experimental design with three factors: data
distribution, group dispersion and orientation scheme
(3) Designing the number of levels of individual factors and the respective parameters
based on the suggestions of previous studies
(4) Generating a 3 x 4 x 3 factorial design by arranging all possible combinations of
the preceding three factors
(5) Writing the SAS programs in order to generate the data sets. Each data condition
is replicated 40 times equally divided into training and testing samples
(6) Running the programmes to generate all 1440 data sets
(7) Doing lots of pilot studies in order to tune the parameters selected until
underlying population characteristics are satisfactorily achieved
(8) Determining the optimal network architecture, the number of epoch and other
relevant parameters in BP and Projection networks
(9) Applying the four techniques — MDA, Logit, GDR and Projection to the data sets
for testing the classification accuracy in learning and generalisation ability
(10) Using the MANOVA model to analyse the main or interaction effects of factors
among the four techniques
(11) Investigating, comparing and explaining the results from the statistical evidence
The statistical results and their analyses will be provided in the next chapter.
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Table 6.4.2 Parameters of Simulation Data
Group 1 Data
	
Group 2 Data
	
I	 Aa I
	
N	 a	 I
	
4	 7	 2
	
2 Aa2
	
N	 a	 H
	
3	 6	 2
	
3	 Aa3
	
N	 a	 HI
	
3	 6	 2
	
4	 Ab I
	
N	 b	 I
	
4	 7	 2
	
5	 A b2
	
N	 b	 II
	
3	 6	 2
	
6	 Ab3
	
N	 b	 III
	
3	 6	 2
	
7	 Adl
	
N	 c	 1	 4	 7	 2
	
8 Ac2
	
N	 c	 H
	 3	 6	 2
	
9	 Ac3	 N	 c	 III	 3
	 6	 2
	
10 Ad!
	
N	 d	 I	 4
	
7	 2
	
11	 Ad2
	
N	 d	 II	 3
	 6	 2
	
12	 Ad3	 N	 d	 III	 3
	 6
	
2
	
13	 Ba 1	 S	 a	 I	 2	 1	 4 sqrt(2)	 1 sqrt(2)	 2	 2
	
14	 Ba2	 S	 a	 II	 2 sqrt(2)	 4 sqrt(2)	 2	 1	 I sqrt(2)
	
15	 Ba3	 S	 a	 III	 1 sqrt(2)	 4 sqrt(2)	 2	 I	 I sqrt(2)
	
16	 Bb 1	 S	 b	 I	 2	 1	 4 sqrt(2)	 1 sqrt(2)	 2	 2
	
17	 Bb2	 S	 b	 H	 1 sqrt(2)	 4 sqrt(2)	 2	 1	 I sqrt(2)
	
18	 Bb3	 S	 b	 III	 1 sqrt(2)	 4 sqrt(2)	 2	 1	 1 sqrt(2)
	
19	 13c1	 S	 c	 I	 2	 1	 4	 I	 2 sqrt(5)	 4 sqrt(5)
	
20	 Bc2	 S	 c	 II	 2	 I	 4	 1	 2 sqrt(5)	 1 sqrt8)
	
21	 Bc3	 S	 c	 III	 2	 1	 4	 1	 2 sqrt(5)	 1 sqrt(8)
	
22	 Bd1	 S	 d	 I	 2	 I	 4	 1	 2 sqrt(5)	 4 sqrt(5)
	
23	 Bd2	 S	 d	 II	 2	 I	 4	 I	 2 sqrt52)	 1 sqrt(8)
24	 8d3	 S	 d	 III	 2	 1	 4	 1	 2 sqrt52)
	
1 sqrt(8)
2	 8
26	 Ca2	 0	 a	 II	 3	 6	 2	 8	 4.5	 4	 2	 8
27	 Ca3	 0	 a	 III	 3	 6	 2	 8	 4.5	 4	 2	 8
28	 Cbl
	 0	 b	 1	 4	 7	 2	 8	 2	 3	 2	 8
	
29 Cb2
	 0	 b	 II	 3	 6	 2	 8	 4.5	 4	 2	 8
30	 Cb3	 0	 b	 III	 3	 6	 2	 8	 4.5	 4	 2	 8
31	 Cc I	 0	 c	 I	 4	 7	 2	 5	 2	 3	 8	 25
32	 Cc2	 0	 c	 II	 3	 6	 2	 5	 4.5	 4	 8	 25
33	 Cc3	 0	 c	 III	 3	 6	 2	 5	 4.5	 4	 8	 25
34	 Cd I	 0	 d	 I	 4	 7	 2	 5	 2	 3	 8	 25
	
35 Cd2	 0	 d	 II	 3	 6	 2	 5	 4.5	 4	 8	 25
	36 Cd3	 0	 d	 HI	 3	 6	 2	 5	 4.5	 4	 8	 25
The mean and variance values in skewed data (Gamma distribution) are up and cep
143
0 -
-10
10 -
0 -
-10
10 -
0 5
20 20 -
-'4 .4 •
• • (*(00,•
*+	 et• • At
ta 4°
•
10  -
0 -
-10
50
00
	+10 -
0 -
-10
20  - 20  -
10 -
0 -
-10
0 5	 10
Figure 6.4.1 Typical Aal Data Plot Figure 6.4.4 Typical Abl Data Plot
10 -
0-
-10
10 0 5	 10
Figure 6.4.2 Typical Aa2 Data Plot Figure 6.4.5 Typical Ab2 Data Plot
0	 5 10	 0	 5	 10
Figure 6.4.3 Typical Aa3 Data Plot	 Figure 6.4.6 Typical Ab3 Data Plot
144•
10 -
0
0 \
o 0 0 ‘°
•
• 4..V.00 •
•4`	 (P
00 0 00
•0
00
-10 -
0
0
&00	 t ° 00
?4•440+
	
"r	 0
	40 	 041	 °Oo 
o++ .0* Vo,
0 00 0 0
O °
o 
o
o	 o
0 111 *	
-(>0.0t4 o 0
+	 40 %MII* +it 44 At 040 0	 000 p
% °	 ° <>4>
0
0
-10
-5	 0	 5	 10	 -5	 0	 5	 10
Figure 6.4.7 Typical Ad l Data Plot	 Figure 6.4.10 Typical Adl Data Plot
20
10 -
0 -
0
-10 -
0	 5	 10	 5	 1 0
Figure 6.4.8 Typical Ac2 Data Plot 	 Figure 6.4.11 Typical Ad2 Data Plot
0	 5	 . 10
	
0
	
5	 10
Figure 6.4.9 Typical Ac3 Data Plot
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Chapter Seven
RESULTS OF THE SIMULATION STUDY
7.1 Introduction
This chapter reports and analyses the results of simulation study through graphics and
statistical tools. The main statistical tool used to test the hypotheses is a Multivariate
Analysis of Variance (MANOVA). Significant MANOVA results will be interpreted with
the appropriate univariate analyses of interaction and main effects. Similarly, significant
univariate analysis of variance (ANOVA) will be followed by a multiple comparison
process. In addition to the introduction, this chapter is divided into four more parts. The
second part describes the hypotheses tested in the simulation study. The third part
discusses the outcomes on training data for four discriminating techniques. The fourth
part analyses the results of the testing data. The final section offers a conclusion and
summary of the discussions.
7.2 The Relevant Hypotheses in the Simulation Study
In comparing the performances of different techniques, it is very important to gather
outcomes for both training and testing samples. The performance of the discriminating
methods on the testing samples is of primary importance because it is the best indicator of
a particular method's ability to classify new observations into groups. However, the
discriminating weights or coefficients of the discriminant functions used to classify testing
samples are developed using the training sample data. Thus, to comment on the
superiority and inferiority; the similarities and differences of the performance of a
discriminating method's ability to classify known and future observations into groups, it is
necessary to analyse the results from both the training and testing sample data sets.
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Based on the discussion in Chapter Six, there are three sets of comparisons. The first
comparisons test the classification performance competition for some specific data
conditions among four alternative techniques. Hypotheses H I to H8 presented in Chapter
One represent these comparisons.
The second comparisons involve testing the significance of the main effects of the three
factors (i.e., data distribution, group dispersion and orientation) for each of the four
methods. The relevant hypotheses are H9 to H11.
The third comparisons test the impact of interaction effects between factors on the
predictive capability for each of the four methods. The related hypotheses are stated as
H12 to H15.
The above hypotheses will be tested on both the training and testing samples respectively.
Let us now start with the training sample assessment.
7.3 The Results and Analyses of Training Samples
7.3.1 Descriptive Statistics and Graphic Analyses
The analyses of the training data begin with an examination of the descriptive statistics.
Tables 7.3.1 to 7.3.3 provide the average misclassification rates of each combination of
group dispersions and orientation schemes in terms of different distributions: namely, normal
distribution, skewed distribution and symmetric distribution with outliers respectively.
These misclassification rates are the result of averaging the misclassification rates of 20
replications of each experiments. In addition, Table 7.3.4 shows the pattern of Type I and
Type II errors for each of the four methods.
From Table 7.3.1 to Table 7.3.3, the top rank method for each cell entry of Table 6.4.1 in the
layout of Table 6.4.1 has been marked. We find that Proj and MDA are the only two
techniques which feature. It tells us that the MDA in STMs and the Proj in ANNs seems
more competitive in their respective area. In particular, Proj is outstandingly successful for
the cases which are high skewness and in the presence of outliers.
In Table 7.3.4, the sign of + represents the situation in which Type II error is larger than
Type I error. Oppositely, the sign of — means that the Type II error is lower than Type I
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error. As it is presented, the MDA and Logit methods have the same patterns of Type I and
Type II errors across all data conditions. Likewise, GDR and Projection algorithms always
provide the same directions in these two types of misclassification except for the Cb 1 and
Cb3 cases. However, many differences occur between STMs and ANNs particularly in the
skewed and outlier data. These results indicate that the pattern of errors between STMs and
ANNs is quite different for certain cases.
In order to make a further comparison between STMs and ANNs, the differences of errors in
numbers and in percentages between GDR and STMs, as well as between Proj and STMs,
are calculated and reported. The misclassification rate of STMs is defined by averaging the
values of MDA and Logit. Then the outcomes of GDR or Proj are subtracted by this
average and displayed in Table 7.3.1 in order to observe the degrees of change and relative
change. The differences in absolute values or in percentages more than ten or ten percent
are shadowed to represent significant differences between them.
First, as it is shown, over all ranges GDR & Proj produce better classification performances
than MDA & Logit. Secondly, the most significant differences between GDR and STMs
occur in situations with orientation scheme III involved (for instance, Ac3, Ad3, Bb3, Bc3,
Bd3, and Cc3). However, for the Projection, apart from the cause of Orientation III, more
circumstances are shown to yield significant changes. These additional circumstances
include all outlier data situations. Outliers are apparently an influential element in affecting
classification accuracy.
The descriptive statistics are also graphed in order to further facilitate the comparison among
the four methods. Figures 7.3.1 to 7.3.3 exhibit the comparisons on predictive ability in
terms of data distribution, variance-covariance relationship across groups and orientation
scheme between indicators.
As Figures 7.3.1, 7.3.2 and 7.3.3 show, no matter what the data condition is, the Logit
approach provides the highest Overall error rates and thus the worst classification
performance. The Projection method, by contrast, has the lowest misclassifications over all
36 cases, and hence offers the best classification accuracy in the training phase among these
four discriminating techniques. Furthermore, the difference in Overall errors between ANNs
and STMs increases when the data exhibits extreme values. This phenomenon is quite clear
if we compare the results in Figures 7.3.1 to 7.3.3. The training data used in Figure 7.3.1
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and Figure 7.3.3 has been designed for the same overlap (parameters) except for the
presence of some outliers in Figure 7.3.3 data (see Table 6.4.2 in Chapter Six). However,
the classification power of ANNs apparently becomes greater in the cases which have
outliers rather than those which are just normal distributions. This evidence reveals that
ANNs are more robust to outliers than MDA & Logit.
To examine the effect of group dispersion, Figures 7.3.4 to 7.3.7 display the comparisons on
four levels of variance-covariance matrices. Figures 7.3.4 and 7.3.5 represent the data
situations with equal variance-covariance matrices accompanied by either high or low
within-group correlation between the two indicators respectively. Figures 7.3.6 and 7.3.7
describe situations of unequal variance-covariance matrices with high or low within-group
correlation. Firstly, the results indicate that when the distribution of data is multivariate
normal, and when the group dispersion is identical across all predictors (i.e., the case Aal,
Aa2, Aa3 and Abl, Ab2, Ab3), the performance of the four techniques still favours the ANN
solutions. However, the difference is practically negligible.
On the other hand, the factors of different within-group correlations and between-group
dispersions are found to have some impacts on MDA & Logit as well as on ANNs.
Investigating Figures 7.3.4, 7.3.5, 7.3.6 and Figure 7.3.7, we note that under certain
circumstances there are considerable differences in classification abilities. Unfortunately, it is
unlikely simply through these figures or descriptive statistics to detect which single factor
contributes the outcomes most, since the analysis was conducted on three factors
simultaneously. Statistical multivariate. and univariate anaCysis of variance may te11
differences could have come about by chance. Hopefully, it can also provide us a clue to
what are the possible causes.
With respect to the influences of different orientation schemes, direct comparison of three
orientations via Figures is impossible, because some of them are not really comparable cases.
The results are substantially dependent on other factors. Further, the scaling effect
confounds our recognition through graphic analysis. However, from Table 7.3.1, with the use
of a percentage basis, ANN solutions are clearly shown to be superior to those of STMs
when the observations of two groups are strongly overlapped and the decision boundaries of
overlap form like Orientation III. The underlying idea that ANNs are more compatible with
the nonlinear decision set.
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7.3.2 Change in Type I and Type II Error Rates
The last section gave us an insight into the classification performances on various data
characteristics for four approaches, but only in the light of overall accuracy. In
bankruptcy prediction, not only Overall error rates but also the composition of Type I and
Type II errors are important, since the cost of misclassifying failed firms as nonfailed
(Type I error cost) is expected to be much higher than the cost of misclassifying nonfailed
firms as failed (Type II error cost). Thus, it is essential to assess the capacity of
alternative techniques from a new perspective.
To explore the change of Type I and Type II error rates relative to Overall error rates, the
differences in these two kinds of misclassification rates between GDR and STMs, as well
as between Proj and STMs are calculated and reported. Table 7.3.11 and Table 7.3.111
indicate GDR and Proj results individually. The change in percentages are also illustrated
by Figure 7.3.1 and 7.3.11. Several interesting discoveries are summarised
(1) Although the overall performances of GDR and Proj are better than those of
STMs across all data conditions, the improvement does not necessarily result from
improvement of both Type I and Type II errors. That means, the decrease in
Overall errors is accompanied by the opposite increase in either Type I or Type II
errors in many cases.
(2) In GDR the learning algorithm seems to put more emphasis on reducing Type II
error. 28 of 36 cases show lower Type II errors when the Overall performance is
improved, whereas 17 cases indicate a decrease in Type I errors. Meanwhile, just
9 cases have reductions in both Type I and Type II errors.
(3) In Proj the change of Type I and Type II errors is very different from that of GDR.
31 of 36 cases indicate improvement in Type II error accompanied by
improvement in Overall accuracy, while 24 cases exhibit a decrease in Type I
error. There are 19 cases in which both Type I and Type II errors improve. As
can be seen, the Projection algorithm spreads overall improvement more equally
to the two type errors. The many more cases having lower Type I error rates in
Proj than in the statistical methods (24 to 12) offer evidence of the Projection's
further significant contribution if the inequality of misclassification cost is a big
consideration in failure forecasting.
154 .
(4) With regard to the cases showing a worse Type I error performance in GDR, most
of them occur in normal distribution. At the same time, there are no significant
differences in overall accuracy between MDA and GDR under this condition.
Thus, MDA is preferred to GDR in predicting bankrupt companies if the data's
departure from normality is not severe, or can be transformed to a normal model.
(5) On the contrary, the Projection approach produces higher Type I errors mostly in
skewed distribution and outlier data, although it has better overall performance. In
these situations the choice of Projection or MDA depends on the results intended,
or the user preference.
In the light of the learning phase, ANNs produce better solutions in classification ability
In particularly, the Projection algorithm overwhelmingly outperforms the other three.
However, after penetrating the composition of Type I and Type II error rates, we need to
be careful with the application of ANNs if decision-making involves unequal
misclassification costs.
7.3.3 Multivariate Analysis
The graphic analyses mainly focus on the comparison of four alternative methods through
the testing of Hypotheses H, to H8 . In order to further understand the impact of all factors
(i.e., distribution, group dispersion and orientation) on each of the four methods,
statistical analyses will be performed. The hypotheses H s, to H15 are tested using
MANOVA. A MANOVA is developed using each of the four discriminating methods as
dependent variables, and using distribution, dispersion and orientation as independent
variables. The model tests for main effects as well as interaction effects.
The main effects are assigned the variable names Dist, Disp, and Orien. Three two-way
and one three-way interaction effects are possible: Dist by Disp, Dist by Orien, Disp by
Orien and Dist by Disp by Orien. Wilks' Lambda is the test statistic, and significance is
determined based on the multivariate F value. The results are provided in Table 7.3.5.
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MANOVA results indicate that all three main effects, two-way interaction effects and one
three-way interaction effect are significant at p < 0.001. These results support each of the
hypotheses from H9 to H 15 . Classification performance is affected by data distribution, the
variance-covariance relationship across groups and orientation between indicators. To
determine which discriminating methods are affected by main effects and interaction
effects, subsequent univariate analyses are carried out.
7.3.4 Univariate Analyses
A univariate analysis of variance is done for each of the dependent variables (i.e., the four
discriminating methods). The purpose of this step is to trace the significant main effects
and interaction effects to the discriminating method responsible for the significance. in
order to avoid an inflation of Type I error, a Bonferroni procedure is used to calculate a
per comparison alpha. The family-wise alpha error is set at 0.05. In order to determine a
per comparison alpha error for each of the four dependent variables examined, the 0.05
was divided by 4, yielding a per comparison alpha of 0.0125. The results of the
univariate analyses for each of the four methods are presented in Tables 7.3.6 to 7.3.9.
Tables 7.3.6 to 7.3.9 indicate, all three main effects (Dist, Disp, Orien) and two-way
interaction effects (Dist by Disp, Dist by Orien, and Disp by ()lien) as well as the three
way interaction (Dist by Disp by Orien) are significant for each of the discriminating
techniques at the 0.0125 level. The significant interactions will often mask the
significance of the main effects, and the experimenter must usually examine the levels of
one factor, say A, with levels of the other factors (say B) fixed in order to draw
conclusions about the main effect of A. This idea can be illustrated graphically. Figure
7.3111 represents a plot of response data against factor B for both levels of factor A. The
A, and A, lines are approximately parallel, indicating a lack of interaction between factors
A and B. Figure 7.3.IV plots the other type of response data. Here we see that the A, and
A, lines are not parallel. This indicates an interaction between factor A and B. Since
significant interactions do not allow for main effects to be interpreted directly, the source
of the interactions will be pursued first, and then the main effects will be analysed.
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Figure 7.3.III No Interactions between A and B Figure 7.3.IV Interactions between A and B
7.3.5 Interaction Effects and Main Effects
In order to determine which effects of one independent variable (for example, Disp) vary
across the levels of other variables (for example, Disp or Orien), significant interaction
effects are followed up by the multiple comparison procedure. We use the Tukey
approach [Keppel, 1982] for proceeding with the pairewise multiple comparisons.
Hayter [1984] gave a proof that this method controls a maximum experimental error rate
when the sample size is equal. Additionally, it was found that the Tukey procedure is
more powerful than the Bonferroni or Scheffe methods for pairewise comparison.
MDA method interaction effects and main effects on training data
1. Three-way interaction effect (Dist by Disp by Orien)
The three-dimension picture is not easily graphed to reveal the three-way interaction
effect. Table 7.3.10 provides the results of pairwise comparisons between all 36 cases. In
351 out of 630 pairwise comparisons there are significant differences in classification
performance. However, as we pointed out in Chapter Six, some of these pairwise
comparisons would be not meaningful if one of the other factors between comparative
groups does not hold constant. Based on this rule, let us focus on the so-called correct
comparisons. Firstly, the pairs (Aal, Cal), (Aa2, Ca2), (Aa3, Ca3), (Abl, Cb1), (Ab2,
Cb2), (Ab3, Cb3), (Ad, Ccl), (Ac2, Cc2), (Ac3, Cc3), (Adl, Cdl), (Ad2, Cd2) and
(Ad3, Cd3) are examined, since these pairs have the same degree of overlap aside from
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the presence of some extreme points in the C group. It is found that 10 out of 12
comparisons have significant differences in classification ability. These results suggest
that for the MDA method, outliers appear to be an important factor in affecting predictive
performance in training process.
Secondly, pairs (Aal, Ab 1), (Aa2, Ab2) and (Aa3, Ab3) are also examined because they
have the same parameters apart from the difference of a high or low within-group
correlation between two attributes. The results reveal that correlation between two
attributes does not seem to be a crucial factor in affecting the predictive performance. In
effect, after investigating all pairs with this feature, such as (Bal, Bbl), (Ba2, Bb2), (Ba3,
Bb3) and (Cal, Cb 1), (Ca2, Cb2), (Ca3, Cb3), we cannot find strong evidence that the
within-group correlation between predictor variables has a significant impact on
classification accuracy. The effect of this factor may be mixed up by other factors. Thus,
there is a need for further evaluation by two-way interaction effects.
2. Two-way interaction effects
(1) Dist by Disp effect
The results of multiple comparisons of the mean misclassification rates using the
Tukey procedure are reported in Table 7.3.11. These interaction effects are also
graphed in Figure 7.3.11. The picture of interaction effects suggests that the MDA
method classifies data into groups more successfully when the data are of normal
distribution rather than being data with outliers, no matter what structures of
variance-covariance matrices they have. However, there is no clear indication that
the skewed distribution would impair MDA's predictive power.
(2) Dist by Orien effect
The results of multiple comparisons and the interaction effect of Dist by Orien are
provided in Table 7.3.12 and graphed in Figure 7.3.12 respectively.
The results suggest that interactions exist between variables orientation and data
distribution in the MDA method, but the source of interaction cannot be traced a
position between Orientation I and II. There is more sufficient evidence that
interaction occurs between Orientation III and I as well as between Orientation III
and II. Moreover, whatever kind of decision boundary the data has formed, i.e.
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linear (Orientation I and II) or nonlinear (Orientation III) boundaries, MDA fails
to detect outliers well (the highest misclassification in C group data distribution).
(3) Disp by Orien effect
Table 7.3.13 exhibits the multiple-comparison results and Figure 7.3.13 illustrates
the effects of Disp by Orien interaction on the MDA method. The graph indicates
that the misclassification rates are lower for group dispersion b than those for
group dispersion d. Group dispersion b represents the data with equal
variance-covariance matrices but low within-group correlation between attributes,
while group dispersion d represents the data with unequal variance-covariance
matrices and also low within-group correlation between attributes. These results
clearly show that when the group dispersion is heterogeneous and the predictor
variables have low inter-correlation, MDA does not performs as well as it does
with homogenous data. However, it is noteworthy that if predictor variables are
highly correlated, despite the equality of variance-covariance matrices across
groups, the interaction effects with different orientations will not necessarily make
the classification accuracy better. From this viewpoint, the correlation between
predictor variables indeed plays a certain role in affecting predictive ability.
3. Main effects
All three main effects were identified as significant in univariate analysis for the MDA
method. The results of the mean misclassification rates and pairwise comparisons are
given in Table 7.3.14 and Table 7.3.15. These outcomes, as expected, generally
demonstrate that outliers and inequality of group dispersion have an adverse impact on
the classification accuracy.
Logit method interaction effects and main effects on training data
1. Three-way interaction effect (Dist by Disp by Orien)
Table 7.3.16 provides all pairwise comparisons over 36 cases for Logit procedure.
Examining the pairs (Aal, Cal), (Aa2, Ca2), (Aa3, Ca3), (Abl, Cb1), (Ab2, Cb2), (Ab3,
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Cb3), (Ac 1, Ccl), (Ac2, Cc2), (Ac3, Cc3), (Adl, Cdl), (Ad2, Cd2) and (Ad3, Cd3), it is
found that the Logit formulation appears to be badly affected by extreme points in a
manner similar to that of the MDA method. Furthermore, the results indicate that
correlation between the two attributes provides no strong evidence influencing predictive
performance when simultaneously interacted with data distribution and variable
orientation.
2. Two-way interaction effects
(1) Dist by Disp effect
Table 7.3.17 and Figure 7.3.14 present the multiple comparisons and interaction
effects of Dist by Disp for the Logit method. Through graphic analysis, outliers
are apparently shown to be a key factor in damaging classification power in the
Logit method regardless of the group dispersion of the data. Moreover like MDA,
the performance is better in equal group dispersion data than in an unequal group
dispersion situation.
(2) Dist by Orien effect
Table 7.3.18 reports the multiple-comparison results, and Figure 7.3.15 illustrates
the effect of Dist by Orien interaction on the Logit method. The multiple
comparisons indicate that the source of the interaction is traced to differences in
mean misclassification rates between Orientation I and III and also between
Orientation II and III. A further inspection of the graph shows that the
Orientation I produces a lower misclassification than Orientation II across all
different data distributions in Logit procedure, which is only slightly different from
the outcomes shown in MDA. In general, the interaction between distribution and
orientation has similar influences on both traditional statistical methods.
(3) Disp by Orien effect
Even though the assumption of equal variance-covariance is not required for the
Logit method, the evidence of Figure 7.3.16 still indicates that classification ability
is better for homogeneous group dispersion than for heterogeneous group
dispersion. This point is illustrated by achieving a lower misclassification rate in
group dispersion b than in group dispersion d across all orientation situations. It
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reinforces the previous findings concerning the MDA discriminating approach.
Further, the outcomes summarised in Table 7.3.19 reveal that group dispersion a is
the major source responsible for interaction effects. The other three levels of
group dispersion are not found to be statistically significant when compared with
each other. In addition MDA and Logit are very much alike in terms of the impact
of indicator's inter-correlation.
3. Main effects
All three main effects were significant for the Logit method. The results of the pairwise
comparisons and mean misclassification rates are given in Table 7.3.20 and Table 7.3.21
Similarly, the interpretation of the main effects Dist and Disp again shows that outliers
and inequality of group dispersion have harmful effects on the classification accuracy.
GDR method interaction effects and main effects on training data
1. Three-way interaction effect (Dist by Disp by Orien)
As we have already mentioned before, not all pairwise comparisons are meaningful unless
the levels of other factors are fixed. According to previous experience of MDA and Logit
methods, the useful comparisons can also be obtained even more clearly by examining the
two-way interactions by using graphics. Consequently, we have decided to omit the
evaluation of three-way interaction effects hereafter in order to simplify our analysis
without impairing it.
2. Two-way interaction effects
(1) Dist by Disp effect
For cases with outliers, GDR-the neural network with a nonlinear discriminating
feature is also adversely affected. The interaction effect of Dist by Disp displayed
by Table 7.3.22 and Figure 7.3.17 shows that outliers always damage the
classification ability across all group dispersion situations. Nevertheless, the
degree of deterioration does not increase as a result of the inequality of
variance-covariance matrices, since the line of normal distribution is almost
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parallel to that of symmetric distribution with outliers under these circumstances.
Unlike the MDA and Logit methods, when the case is compared to the
competitive case (i.e. all other factors hold constant, for example all (a, b) pairs
and all (c, d) pairs), GDR shows that a high correlation between attributes
improves predictive ability because group dispersion a and c have lower
misclassification rates than those in situations b and d irrespective of the
distribution of data. A correlation between predictor variables, at least when
interacted with the data distribution, is relevant to determine the classification
capacity of GDR. This result is consistent with the findings in Chapter Five.
(2) Dist by Orien effect
The multiple-comparison results and graphic analysis of the effects of Dist by Orien
interaction on GDR method are given in Table 7.3.23 and Figure 7.3.18.
Inspecting the results, we find that the source of the interaction occurs between
Orientation III and Orientation I as well as between Orientation III and Orientation
I across all distributions. There are no significant differences in the misclassification
rates for Orientations I and II. Moreover, similarly to MDA, the interaction effect
in skewed and normal distributions can be negligible, but in cases with extreme
points, the difference between Orientation I and Orientation II becomes larger.
(3) Disp by Orien effect
Table 7.3.24 shows the multiple comparison results, and Figure 7.3.19 illustrates
the effect of Disp by Orien interaction of GDR method on training data. In terms
of within-group correlation factor (group dispersion a vs. b, and group dispersion c
vs. d), an interaction is indicated between within-group interrelationships and
orientations. With respect to variance-covariance structures (group dispersion a
vs. c, and group dispersion b vs. d), interaction effects occur between a and c, but
are not strong enough between b and d. As is shown, although equal group
dispersion (group b) offers a more efficient solution than unequal group dispersion
(group d), it is true only if when the variables' correlation is low. Furthermore, its
advantage has been weakened by different orientation schemes (Orientation II and
Orientation III), which is quite different from what is displayed in MDA and Logit.
Indeed, this outcome gives us a clue that different patterns in the decision
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boundary (different orientations between indicators) cause dissimilar impacts on
the discrimination between ANNs and statistical methods.
3. Main effects
All three main effects were also shown to be significant for the GDR method in the earlier
univariate analysis of variance. Mean misclassification rates and results of the pairwise
comparisons are given in Table 7.3.25 and Table 7.3.26. For the main effect Dist, the
worst classification performances are achieved when the data conforms to the systematic
distribution with extreme points. Further, the results for the Disp main effect on the
GDR parallel the results of the same main effect on the MDA and Logit. Outliers and
inequality of group dispersion between groups are also unfavourable factors for the
classification accuracy of the GDR method.
Proj method interaction effects and main effects on training data
2. Two-way interaction effects
(1) Dist by Disp effect
Like all the other three alternative techniques, Projection exhibits the worse
performance in cases with outliers in the training data. However, the interaction
effect of Dist by Disp displayed in Table 7.3.27 and Figure 7.3.20 reveals two new
points of interest which are quite different from the previous three. Firstly, there is
no strong interaction between data distribution and group dispersion, since the
three lines representing different data distributions are nearly parallel over all levels
of group dispersion. Secondly, the predictive ability seems to be better for cases
with inequality of variance-covariance matrices than with cases of equality of
variance-covariance matrices. It can be seen that the group dispersions c and d
produce lower misclassification rates compared to their competitive cases a and b
for all distribution situations. This surprising outcome demonstrates that Projection
works more effectively in a heterogeneous dispersion structure than in a
homogeneous one, which contradicts the earlier results obtained in the other three
situations.
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(2) Dist by Orien effect
The results of multiple comparisons and the interaction effect are provided in Table
7.3.28 and graphed in Figure 7.3.21. The graph indicates that the source of the
interaction exists among Orientation I, H and III across all distributions. This
phenomenon is not consistent with the other three alternative methods. The impact
of orientation relationships between indicators on the Projection method is
different from the impact in the other three discriminators.
(3) Disp by Orien effect
Table 7.3.29 shows the multiple comparison results, and Figure 7.3.22 illustrates
the effects of Disp by Orien on the Proj method. It is also noted that the
classification ability is not necessarily better for equal group dispersion than for
unequal group dispersion when interacted with the orientation factor. For instance,
the performance in group dispersion a (equal group dispersion with high
within-group correlation between two attributes) is worse than that in group
dispersion c (unequal group dispersion with high within-group correlation between
two attributes) across all orientation schemes. This outcome once again supports
the findings in the interaction effect of Dist by Disp. This phenomenon in the
Projection causes us curiosity to examine whether it also occurs in testing data.
Regarding the effect of within-group correlation, there is no clear evidence that a
low or high inter-correlation produces better effects in classification ability.
3. Main effects
It can be seen from Tables 7.3.30 and 7.3.31, as with the other three methods, that
outliers are always the significant factors in causing damage to classification accuracy in
the Projection algorithm. However, unlike the other approaches, the data with
heterogeneous variance-covariance matrices across groups, as it is unexpectedly
presented, has achieved a better performance than data with homogeneous ones. With
respect to the orientation factor, although all of these means are identified as statistically
significant from each other, we can not interpret directly how this factor influences in
predictive performance, since the significant interaction effect is present in every case
involved in different orientations.
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7.4 The Results and Analyses of Testing Samples
The data for the testing samples was gathered by using the four techniques developed for
each set of data conditions to classify 120 new observations (60 from each group)
conforming to the same data conditions. The primary objective of the discriminating
process is to classify new observations into groups based on what is known about
pre-existing members of those groups. Therefore, the results of the analyses of testing
samples are the most important.
7.4.1 Descriptive Statistics and Graphic Analyses
The mean misclassification rates and standard deviations of 20 replications for each of the
four discriminating methods under various combinations of data conditions are given in
Tables 7.4.1 to 7.4.3.
First, we are interested in the pattern of Type I and Type II error provided by different
methods. Similarly, the sign of + means that the Type II error is larger than the Type I
error and the sign of — denotes the opposite situation. The sign of * then describes the
tie position. Table 7.4.4 again indicates that in almost all cases MDA and Logit generate
the same signs over testing conditions except for the cases Ab2 and Ab3. In effect, the
differences between Type I and Type II errors in these two cases are very small and can
be negligible. On the other hand, GDR and Projection always have the same pattern
between them. However, a further inspection finds that opposite signs between STMs
and ANNs occur frequently in the data condition having skewed distribution with equal
variance-covariance matrices and in the presence of outlier data.
The comparisons of Overall error rates among the four methods are then discussed. The
differences in numbers and in percentages between GDR and statistical methods, as well
as between Proj and statistical methods, are calculated and reported in Table 7.4.1.
Similarly to the training samples, most of the significant differences (more than or close to
ten) occur in situations with Orientation III involved (for instance, cases Ac3, Bb3, and
Bc3) on the GDR. As for the Projection, in addition to the fact that Orientation III still
plays a crucial role in determining differences in classification ability, the impacts of
unequal group dispersions and outliers are evident as well. These results are
demonstrated in cases Ad, Ac2, Ac3, Adl, Ad2, Ad3, Cc 1, Cc2 Cc3 and Cdl
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The descriptive statistics of Table 7.4.1 to 7.4.3 are also graphed in Figure 7.4.1 to 7.4.10
in terms of different data distributions, group dispersion levels and orientation schemes.
As Figure 7.4.1 shows, under normal distribution, when the variance-covariance
structures across two groups are identical (cases Aal, Aa2, Aa3, Ab 1, Ab2 and Ab3),
there is no clear evidence of which method has the best performance. However, it is
conspicuous that STMs present their successful generalisation capacities in contrast to
ANNs. Particularly, the Projection algorithm, though it has exhibited its remarkable
superiority in learning ability, demonstrates the worst level of generalisation. At the same
time, if group dispersion are heterogeneous, Projection yields the significantly lowest
misclassification rates, while the two ANNs are proved to clearly outperform the two
STMs under such circumstances.
For skewed distribution, whatever the covariance-variance matrices or the orientation
schemes, no discriminating method dominates the other three over all conditions. With
respect to the data with outliers, it is observed that ANNs undoubtedly perform better
than statistical methods, especially as the difference of group dispersion increases (cases
Cc 1, Cc2, Cc3, Cd 1, Cd2, and Cd3). For the remaining cases, except for Cb2,
notwithstanding the fact that MDA or Logit still yield higher misclassification rates than
GDR or Proj, this disadvantages become smaller. This implies that there exist interaction
effects between factors affecting predictive performances.
Figures 7.4.4 to 7.4.7 are provided for assessing the effect of group dispersion of
predictor variables. Figures 7.4.4 and 7.4.5 represent the data having equal
variance-covariance matrices with either a high or low within-group correlation between
two attributes respectively. Figures 7.4.6 and 7.4.7 describe the situations of unequal
variance-covariance matrices with high or low correlation. In terms of different
within-group correlations, there is no conclusive evidence that the classification accuracy
will be influenced by the high or low inter-relationship of indicators (Figure 7.4.5 vs.
7.4.6, Figure 7.4.7. vs. 7.4.8). As for the group dispersion structures, in some cases, the
equality or inequality of variance-covariance matrices appears to be a factor causing the
relative effectiveness of ANNs and statistical methods. However, this impact seems
inconsistent under certain conditions for different approaches, and thus needs to be
further explored by multivariate and univariate analysis.
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Considering the angle of different orientation schemes, we are not seeking to interpret
them directly through graphics since some of them are not competitive cases.
Nonetheless, examining Table 7.4.1, we can see that ANNs obviously gain an advantage
over STMs from the Orientation III scheme. This phenomenon is always related to the
ability of multi-layered Perceptron (MLP) to cope with nonlinear boundaries.
Comparing the testing results with the training results, we find that the overwhelming
dominance of the Projection approach in training data does not exist in the same way as in
testing data. Nor does the ANNs over STMs. Under some circumstances (especially, in
cases Aal, Aa2, Ab I, Ab2, Ab3 and Bdl), ANNs yield even worse results than STMs in
testing samples. We shall bear in mind that the outperformances of ANNs should never
obscure the potential risk of their overfitting tendency.
7.4.2 Change in Type I and Type H Error Rates
Table 7.4.11 and Table 7.4.111 report the value and percentage change of Type I and Type
II error rates relative to Overall error rates for GDR and Proj individually. The results of
change in percentages are also illustrated by Figures 7.4.1 and 7.4.11.
In GDR the improvement in overall accuracy is still shown in favour of classifying
nonbankrupt firms. 26 out of 36 cases exhibit reduced Type II errors when Overall
performance is improved, while only 10 cases indicate a decrease in Type I errors.
Surprisingly, none of them indicates a decrease in both Type I and Type II error rates. In
Projection, 24 of 36 cases display an improvement in Type II enor accomparnecl by an
improvement in Overall accuracy. 17 cases exhibit a decrease in Type I error. 7 cases
have reductions in both Type I and Type II errors, but 2 cases have growth in both errors
as a result of worse overall performances.
Further, when data has a normal distribution and homogeneous dispersion (Aa 1- Ab3),
MDA again turns out to be the most effective method for achieving better generalisation.
It also yields lower Type I errors than GDR under a normal model.
Combining the results of training and testing samples, ANN methods have proved their
superiority under comprehensive data conditions. However, the improvement in overall
performances does not necessarily benefit the Type I error as well . Thus, we cannot
unconditionally conclude that ANNs outperform STMs, since Type I error cost is
generally believed to be much higher than Type II error cost in the real world.
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7.4.3 Multivariate Analysis
The MANOVA model seeks to determine the main effects as well as interaction effects
among the four methods. The results of the MANOVA for the testing samples data are
similar to the results of the MANOVA for the training sample data. All three main effects
(Dist, Disp, Orien), two-way interaction effects (Dist by Disp, Dist by Orien and Disp by
Orien) and one three-way interaction effect (Dist by Disp by Orien) are significant at p <
0.001. These results are reported in Table 7.4.5. The results support the hypotheses for
the testing samples as they did for the training samples. The source of the significance
and interactions is also traced by examining the univariate analysis.
7.4.4 Univariate Analysis
The significant main effects and interactions found in the MANOVA are examined in the
univariate analysis for each of the four dependent variables different methods. A per
comparison alpha of 0.0125 was found to control Type I error. The results are displayed
in Tables 7.4.6 to 7.4.9. Examination of these analyses again indicates significance for
almost all main and interaction effects for each of four methods except for Disp main
effect in GDR. The interpretation of the interaction effects will allow the factors involved
in both main effects and interactions to be clearly understood. Therefore the levels at
which the main effects and interaction effects are significant must be found individually.
This will be accomplished by multiple comparisons using the Tukey procedure. The
interaction effects are examined first.
7.4.5 Interaction Effects and Main Effects
MDA interaction effects and main effects on testing data
1. Two-way interaction effects
(1) Dist by Disp effect
The interaction effects of Dist by Disp are graphed in Figure 7.4.11. The better
classification was obviously attained in normal distributions compared to outlier
cases. In Table 7.4.10 multiple comparisons of the means of the effects are made
using the Tukey procedure and a 0.05 familywise alpha. This table reports the
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source of the interaction for the MDA to be between skewed distribution and
normal distribution, as well as skewed distribution and distribution having outliers
across all group dispersions. It is outliers, not skew data, that create a difficulty in
classifying on both training and testing samples for the MDA method.
(2) Dist by Orien effect
The multiple comparisons and interaction effect are provided in Table 7.4.11 and
graphed in Figure 7.4.12 respectively. Unlike the results in the training data, it is
found that orientation is a relevant factor when mixed with different data
distributions. Thus the corresponding main effects have little practical meaning.
(3) Disp by Orien effect
Table 7.4.12 displays multiple-comparison results and Figure 7.4.13 illustrates the
effects of Disp by Orien interaction on the MDA method. The graph indicates that
the misclassification rates are lower for group dispersion b than those for group
dispersion d over all ranges of orientations. This result again clearly shows that
when the group dispersion is heterogeneous and the predictor variables have a low
inter-correlation, 1VIDA does not perform as well as with homogenous data. The
same evidence in both training and testing data show that in the MDA procedure,
the equality of variance-covariance matrices across groups is indeed the necessary
factor which can improve classification accuracy. On the other hand, comparing
group dispersion a and c, we find that highly inter-correlated predictor variables
also have certain impact on predictive ability.
3. Main effects
In the light of the testing results in MDA, the main effects are reported in Tables 7.4.13
and 7.4.14. For data distribution and the orientation scheme, the results conform with the
effects involved in interactions. However, it is noted that there are no significant
differences among various levels of group dispersion. This outcome contradicts the
previous findings. This issue arises because the differences between group dispersions are
cancelled out by the interaction effects with data distribution and the orientation between
two attributes. Put another way, a significant interaction obscures the significance of the
main effect. This is the reason why, before we analyse the main effects, the significant
interaction effects should be first examined.
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Logit method interaction effects and main effects on testing data
1. Two-way interaction effects
(1) Dist by Disp effect
Table 7.4.15 and Figure 7.4.14 present the multiple comparisons and interaction
effects of Dist by Disp in testing data for Logit method. Through graphic analysis,
outliers are also demonstrated to be detrimental to classification power regardless
of the group dispersion of the data. Further, the multiple comparisons shows that
the main source of the interaction is traced to differences in mean misclassification
rates between skewed distribution and normal distribution as well as skewed
distribution and data having extreme points. There is no adequate evidence that
the Logit method work less effectively in skewed data.
(2) Dist by Orien effect
The testing sample results of multiple comparisons and graphic analysis of the
effects of Dist by Orien interaction on Logit method are given in Table 7.4.16 and
Figure 7.4.14. Inspection of the results shows that, in addition to the fact that
interactions still occur among all orientations, the interaction between Orientation I
and Orientation II has some clear implications. The difference between them is
much smaller in normal and skewed cases than in cases where the data consists of
extreme points. That is, the classification performance is affected when the
orientation between two attributes is interacted with different data distributions.
(3) Disp by Orien effect
The graph of the interaction effects of Disp by Orien using testing data on the
Logit method is shown in Figure 7.4.16. The significance of average
misclassification rates in paired comparison is shown in Table 7.4.17 for the testing
data as it was for the training data. Very similarly to the results in MDA, the
misclassification rates are lower for the homogeneous groups with low
inter-correlated independent variables (group dispersion b vs. group dispersion d).
These findings again prove that the Logit formulation classifies homogeneous
groups better than it does heterogeneous groups, and that even the equality of
variance-covariance matrices is not a necessary assumption to the development of
Logit procedure.
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3. Main effects
The main effects of the Logit method on testing data have all been previously shown as
significant by examining univariate analyses. From Tables 7.4.18 and 7.3.19 the results
reveal that even the misclassification rates may be cancelled out by interaction with data
distribution and different orientations between the two predictor variables. However,
whether the data consists of outliers or not, and whether the variance-covariance matrices
across groups are identical or not, are seen to be key factors in affecting the classification
performance in the Logit method.
GDR method interaction effects and main effects on testing data
1. Two-way interaction effects
(1) Dist by Disp effect
Table 7.4.20 and Figure 7.4.17 present the paired comparisons and interaction
effects of Dist by Disp on testing data for the GDR method. As with the training
sample, the data with outlying values provide higher misclassification rates than the
data without them across all levels of group dispersion. Additionally, the
classification performance is again demonstrated to be better in equal group
dispersion data than that in an unequal group dispersion situation.
(2) Dist by Orien effect
Inspecting the results displayed in Table 7.3.21 and Figure 7.3.18, we find that in
terms of orientation schemes, there are significant interaction effects when data is
mixed with different distributions. The difference is trivial between skewed and
normal distribution. However, significant differences occur in cases with extreme
points. Meanwhile, the Orientation I scheme does not always have lower
misclassification rates on generalisation. For example, in skewed distribution, the
misclassification rate of Orientation I is slightly higher than that of Orientation II.
(3) Disp by Orien effect
Table 7.4.22 reports the multiple-comparison results, and Figure 7.4.19 illustrates
the effects of Disp by Orien interaction on GDR testing data. Despite the nonlinear
discriminating feature in GDR, the evidence for both training and testing results
clearly shows that when the group dispersion is heterogeneous and the predictor
183
variables have low inter-correlation (group dispersion b), GDR performs worse
than it does with homogenous data (group dispersion d). This phenomenon is
consistent with MDA & Logit, but contradicts the results found in the training
samples of Projection methods — the other neural network.
On the other hand, if the predictor variables are highly correlated, the advantage of
equality of variance-covariance matrices across groups may be confounded. This
implies that the inter-correlation among predictor variables does have implications
for classification ability.
3. Main effects
The main effects in GDR on testing data have been identified as significant for data
distribution and orientation schemes, but not significant for group dispersion levels.
Seeing the multiple comparison outcomes and mean error rates in Table 7.4.23 and Table
7.4.24, we find that only one pairwise comparison is shown to have a significant
difference between group dispersion levels (between group dispersion b and group
dispersion d). This occurs because the inter-correlation between predictors will not allow
for the direct evaluation of the impact of variance-covariance structures. In effect, as is
shown, highly correlated predictor variables do not necessarily make the performance of
homogeneous variance-covariance data better than that in the cases of heterogeneous
variance-covariance structure.
Proj method interaction effects and main effects on testing data
1. Two-way interaction effects
(1) Dist by Disp effect
Like all the other three techniques, Projection shows a worse performance in the
case with outliers for testing data. However, unlike the other three, there is no
interaction between skewed distribution and normal distribution as well as skewed
distribution and outlier data. Additionally, in terms of four levels of group
dispersion, the evidence presented in Table 7.3.25 and Figure 7.3.20 reveals that
the inequality of group dispersion is not the cause of a worse classification. On the
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contrary, the misclassification in group dispersion c and d is lower than in their
competitive case, group dispersion a and b. To further explore the impact of this
factor, we will discuss it in the subsequent analysis of Disp by Orien effects.
(2) Dist by Orien effect
The results of multiple comparisons and the interaction effect of Dist by Orien are
provided in Table 7.3.26 and graphed in Figure 7.3.21 respectively. Similarly to
the training data results, in the Projection method orientations between two
indicators always have a significant interaction when the data has a mixture of
different distributions. The biggest difference in misclassification rates between
Orientation I and Orientation II (both have a linear boundaries tendency) occurs in
the data with the presence of outlying values. This phenomenon also happens to
the outcomes demonstrated in MDA, Logit and GDR.
(3) Disp by Orien effect
Table 7.3.27 displays the multiple-comparison results and Figure 7.3.22 illustrates
the effects of Disp by Orien interaction on Proj testing data. We note that, as was
shown in the training data, classification ability is worse for equal group dispersion
than for unequal group dispersion. The graph indicates that the misclassifications in
group dispersion a (equal group dispersion with high within-group correlation
between two attributes) and in group dispersion b (equal group dispersion with low
within-group correlation between two attributes) are higher than their competitive
cases of group dispersion c and group dispersion d across all orientation schemes.
These outcomes not only support the findings in the training data, but also conform
to the results just presented on Dist by Disp interaction effects.
3. Main effects
The main effects on the Projection algorithm in testing data are reported in Tables 7.4.28
and 7.4.29. For data distribution and orientation scheme, the results have shown that
there are significant differences in most pairwise comparisons. This is consistent with the
findings in univariate analysis and is also consistent with the results for involved
interactions.
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7.5 Summary and Conclusions
This chapter has analysed the results on both training and testing samples under a wide
variety of data conditions for four alternative methods. Some important conclusions are
summarised as follows
1. Considering the type of misclassification, MDA and Logit appeared to have the same
patterns of Type I and Type II error rate. By contrast GDR and Projection neural
networks always provided identical direction of the two type errors. However there
were many opposite signs between these two classes of techniques, especially in the
skewed distribution and the data with extreme points, which are the usual cases in
practice. The logic of discriminating methodology between them is shown to be
different under some circumstances.
2. In terms of overall classification accuracy, the Projection neural network provided the
best performance in learning ability of all four methods over all ranges of data
situations. At the same time, the ANN approaches were proved to be overwhelmingly
superior to statistical methods in the training phase. However, according to the testing
sample results, MDA and Logit have achieved a more successful generalisation ability
relative to GDR and Proj. Hence, although ANNs still outperformed traditional
statistical methods in most cases, overfitting problem has emerged as a potential
obstacle to practitioners.
3. Despite the fact that ANNs produced a better overall performance, it did not
necessarily lead to improvement in both Type I and Type II errors. Conversely, the
Type I error often increased with a decrease in the Overall error rate. This outcome is
particularly obvious in GDR under a normal model. If greater Type I error cost is
expected, the conclusion that ANNs outperform statistical methods can not be agreed
unanimously in bankruptcy prediction. The use of ANNs or statistical methods
probably depends upon the user's purpose or the data situation.
4. With respect to the discriminating capacity of individual methods, there is no strong
evidence that the skewed-distribution data caused an impairment of the classification
accuracy. However, we have no doubt that outliers affected all techniques adversely.
Nonetheless, the ANNs were more robust to these situations. This finding suggests
the ANN solutions are more useful for data in which aberrant values or outliers are
present.
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5. For MDA, Logit and GDR, the results indicated that equal variance-covariance
matrices across groups are an important factor in improving classification performance,
but this superiority is more evident when the predictor variables have a low
inter-correlation. If the predictor variables are highly correlated, the advantage of
homogeneity of variance-covariance structures could be confounded due to the
interaction effects. Put another way, the correlation between predictor variables, as we
pointed out in Chapter Five, sometimes plays a vital role in affecting predictive power.
6. Interestingly and surprisingly, it was found that in terms of the Projection method,
classification ability is worse for equal group dispersion than for unequal group
dispersion cases. This outcome was presented both in the training data and testing
data. However, the reason for this phenomenon is unclear. Whether this extraordinary
result can be applied to n dimension or not is noteworthy and needs further
examination.
7. ANNs were proved to be more capable of capturing complex decision frontiers. The
ability of multi-layered Perceptron (MLP) to cope with nonlinear boundaries,
demonstrated earlier in theoretical terms, is confirmed practically in our study. This is
helpful for resolving bankruptcy prediction problem whose decision set is believed to
be modelled as a nonlinear form by financial ratios.
The results of this simulation study have provided us with a insight into the weaknesses
and strengths of each of alternative methods. Although we have tried to manipulate
reasonably comprehensive data conditions in order to test the individual techniques, the
results should not be unconditionally interpreted to the more complex data. To verify
this result and to apply these techniques in realistic practice, a real financial data analysis
will be conducted. Before proceeding with the empirical study, we will discuss the
relevant problems encountered in bankruptcy prediction models in the Chapter Eight.
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Chapter Eight
THE PROBLEMS OF BANKRUPTCY PREDICTION
AND THEIR PROPOSED SOLUTIONS
8.1 Introduction
The results of the simulation study in Chapter Seven have provided some insights into the
strengths and weaknesses of the alternative discriminating techniques, and have shown the
conditions under which one method is superior to the others. In order to verify the
simulation results of the four models in actual practice, a study on real financial data must
be conducted. At the same time, in predicting business failure, there are some alternative
ways of constructing a model. Therefore, before we perform this empirical study, these
problems need to be discussed and the solutions need to be determined in order to
guarantee the relevant experiments proceed smoothly and correctly.
The following four problems may affect the usefulness of any empirical study's
classification accuracy in making assessments on bankruptcy prediction. They are
1. The selection of predictor variables (financial ratios).
2. Choice-based sampling design.
3. Unequal misclassification costs of Type I and Type II errors
4. Model validation and generalisation.
This chapter will discuss each of these problems and propose solutions to cope with them.
These solutions will then be used in the research designs of empirical experiments presented
in the next chapter.
8.2 Problems with the Selection of Predictor Variables
One common criticism of bankruptcy prediction models is that they lack theory to guide the
selection of predictor variables [Foster, 1986]; [Jones, 1987]. Most studies using financial
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ratios have been based on popularity in the literature, potential relevance and subjective
judgement [Barnes, 1987]. Because of the absence of a generally accepted theory of
financial distress, it is difficult to justify the use of any particular predictor variables. It can
be found that a wide variety of financial ratios have been employed in empirical failure
predictions. Kares and Prakash [1987] presented a summary table of financial ratios used
in previous studies as predictors of failure. It is not surprising that a diverse selection of
financial ratios has been used given the limited theoretical basis for choosing the ratios.
This section first discusses the application of previous accrual-based and cash-based
financial ratio. Some bankruptcy theories are then presented in order to help us increase
the understanding of the behaviour and process of business failure. Finally, a rationale for
the selection of predictor variables in this empirical study will be proposed.
8.2.1 Accrual Accounting Ratios and Cash Flow Ratios
Accrual accounting predictors were widely adopted in the early business distress prediction.
On the other hand, cash flow or cash position ratios were reported relevant to predict
corporate bankruptcy.
Early research selecting accrual-based ratios tended to be ad hoc in order to satisfy the
acceptable degree of classification accuracy [Beaver, 1966, 1968], [Altman, 1968],
[Deakin, 19721, [Pinches, et al. 1973, 1975] etc. However, they brought into the concept
of time series and industrial impact as vertical or horizontal perspective of indicators
[Edmister, 1972], [Blum, 1974]. Market risk was also introduced as a consideration for
the selection of broadening variables [Beaver, et al. 1970]. This joint effort more or less
provides us some directions for this disputable problem.
Studies into the usefulness of cash-based measures as predictors have mostly shown that
such measures may not be as effective as expected in distinguishing failing and nonfailing
firms [Casey and Bartczak, 1984, 1985], [Gentry et al. 1985a, 1985b], [Gombola et al.,
1987], [Aziz and Lawson, 1989]. Researchers were reluctant to agree that failed and
nonfailed companies exhibit some clearly differentiated statistical values for various
cash-based measures. Nevertheless the decomposition of all cash flows into component
parts or their new usage may deserve further attention.
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No matter what kind of accounting variables were employed, financial ratios have rarely
been used to test hypotheses and theories of economic and financial behaviour [Laitinen,
1991]. Zavgren [1983] stated that in the absence of a theory that indicates the important
dimensions, the selection of various closely related ratios in the model may lead to
sample-specific results and to the instability of the prediction model.
8.2.2 Theoretical Models of Bankruptcy
Wilcox's study [1971a] is one of the earliest and most primitive theoretical models of
bankruptcy. The gambler's ruin model proposed by him assumed that a firm's behaviour is
equivalent to a gambler who has a given amount of capital K that will either grow or be
reduced to zero by a series of independent trials. The given capital, K, of a firm will
change randomly and become bankrupt when its worth falls to zero. The change in K
results from cash flows from the firm's operation. Positive change increases K and negative
change requires the firm to liquidate its assets. When a company's K becomes negative, it
is declared bankrupt. The expected probability of bankruptcy as well as the time to reach
bankruptcy all just like the probability of the risk in a gamblers' game. Although the theory
provided a functional form for the probability of ultimate ruin, the outcome in practical
bankruptcy prediction of applying this concept has been disappointing, as it assumes that
periodic cash flows are independent of each other. In fact Wilcox [1976] found that most
of his sample's data violated the theory's assumptions and discarded the functional structure
of this theory. He suggested building a model with variables that demonstrated proven
successful classification accuracy in the literature. Furthermore, Santomero and Vinso
[1977] produced a grossly inaccurate and implausibly low probability of failure in banking
data using Wilcox's model.
Scott [1976, 1977, 1981] pointed out that the Wilcox model is too simplistic and
inappropriate to explain the bankruptcy phenomenon, and attempted to improve on this
simple model. In his early study, Scott assumed that a company has a potentially infinite life
and can meet losses by selling debt or equity in an efficient market without incurring a
flotation cost. A firm would remain solvent as long as stockholder wealth measured by
market value is positive. Scott later revised the earlier model by introducing assumptions
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about the firm's flotation costs because of imperfect access to the external the capital
market. He also assumed that there may be a tax system which favours internally-financed
corporate investments. According to this modified model, a firm will go bankrupt when the
market value of its securities is less than the amount of investment needed at times of
negative income. This model implies that bankruptcy is not due to insufficiency of profit
but rather to investment errors. However, regardless of the truth or falsity of the
implication, the model can still not provide clear guidelines for selecting financial ratios.
A more specific and comprehensive theoretical model of bankruptcy was proposed by
Hudson [1986]. He argued that the involuntary bankruptcy of a firm results from three
crises: liquidity crisis, profitability crisis and net worth crisis. Koh [1987] developed six
relevant financial ratios based on this theory. A liquidity crisis (short-term and long-term)
refers to the situation where a firm is unable to discharge its short-term and long-term
liabilities respectively. A short-term liquidity crisis happens when the ratios of a firm's
quick assets to current liabilities is less than 1. In contrast to a short-term liquidity crisis, a
long-term liquidity crisis arises when the difference between a firm's market value of equity
to total assets and total liabilities to total assets is negative. Therefore, the ratios for
liquidity crisis are denoted as
(a) QA< CL QA/CL <1	 where QA = quick assets, CL = current liabilities
(b) MV< TL MV—TL < 0 where MV= market value of equity, TL= total liabilities
Standardising by total assets (TA), it becomes:
MV TL < 0
TA TA
A profitability crisis occurs when a firm is unable to generate sufficient earnings. As in the
case of liquidity, there are two types of profitability crisis: short-term and long-term. A
short-term profitability crisis exists when the earnings generated by a firm are insufficient to
cover its interest payments. In other words, a short-term profitability crisis arises when the
ratios of a firm's earnings before interest and tax to interest payment is less than 1. On the
other hand, a long-term profitability crisis happens when the net income generated by a firm
is insufficient to provide a return on investment. It can be represented as a situation when a
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firm's net income to total assets is less than the return required by investors. Therefore,
ratios for profitability crisis are denoted as
(c) EBIT < IP EBIT/IP <1 where EBIT= earnings before interest and tax
IP = interest payments
(d) NI/TA < K	 where NI= net worth, TA= total assets,
K= required rate of return
Net worth crisis refers to the difference between total assets and total liabilities or
shareholders' equity, which comprises mainly common stock and retained earnings. It
exists when shareholders' equity is negative. In other words, a net worth crisis means a
situation where the total of common stock plus retained earnings is negative. That is
(e) CS + RE < 0 where CS = common stock, RE = retained earnings
If it is standardising by total assets (TA), the condition becomes
CS RE
TA ÷	 < 0TA
Combining equations (a) to (e), the justification for selecting the independent variables
[Koh, 1987] based on the Hudson's financial crisis model 119'86] can then be defined in
terms of the following financial ratios: (1) quick assets to current liabilities, (2) market
value of equity to total assets, (3) total liability to total assets, (4) interest payments to
earnings before interest and tax, (5) net income to total assets, and (6) retained earnings to
total assets.
Instead of analysing the reasons for bankruptcy, Laitinen [1991] developed his bankruptcy
models by discriminating between different failure processes. He claimed that different
financial ratios should be applied to correspond to different failure processes, and argued
that the previous failure prediction model based on an assumption of a common uniform
process might result in inaccuracy, since the optimal failure prediction model for each
process may be different according to different financial ratios and different weights for
these ratios. The predictive capabilities of a failure prediction model would be determined
by the frequency of each distinctive failure process in the sample. The aim of Laitinen's
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paper was to select financial ratios on the basis of a theoretical model to show the
important dimensions or factors which affect the financial ratios. The first type failure is
called chronic failure. A firm is said to be chronically insolvent if it becomes increasingly
unable to meet its financial obligations over two or more accounting periods. In such a
case, the failure signal has been revealed several years prior to bankruptcy, and many
financial ratios, such as return on investment, cash flow to net sales, total debt ratio to
assets ratio and current ratio, has shown increasingly deterioration. The second type of
failure refers to poor revenue financing. This failure is primarily due to unfavourable
profitability and slow accumulation of revenue. There is no significant difference in the
debt to total assets ratio and the current ratio between failed and nonfailed firms several
years prior to failure. But failure can be revealed from adverse inventory turnover and
assets turnover or the ratio of cash flow to net sales ratio in this firm. The failure of these
kinds of firms can be predicted with a high accuracy in the second year before failure.
However, the predictive power becomes rather unreliable when earlier data are used. The
third type of failure is most difficult to predict owing to the abrupt reversal of the financial
situation just prior to bankruptcy. A firm like this is seen to be acute irtsclxieac.,. 'TheNt
are no statistically significant differences in the financial ratios between the failed and
nonfailed firms until the first year before failure. The only sign of failure before this year
may be rather poor revenue financing measured by cash flow to net sales ratio. This is
different from simple cash famine. In this case a firm not only has insufficient cash in the
present or short term (under one year's time) to meet its financial obligations as they fall
due, and suffers from inadequate power in the collection of receivables, but also the firm
appears to have nil or insufficient internal financing mechanisms available to cover the latest
historical losses. In other words, in the last year for this kind of firm, almost all financial
ratios deteriorate dramatically and thus can not be predicted earlier.
In Laitinen's paper [1991] he developed a model to depict what are the minimum basic
dimensions or factors required to define these above processes. There are several
implications in his theoretical analysis
(1) The profitability of a firm is a very important factor that affects all the financial
ratios considered in his context. This profitability dimension is measured by the
return on investment.
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(2) From the perspective of the failure process, the rate of growth tends to be a relevant
dimension. The rate of growth in total assets can represent this dimension.
(3) The interactions of the profitability and growth determines the cash flow to net sales
ratio.
(4) The rate of revenue accumulation that affects the sufficiency of revenue finance is
also an essential element for measuring the failure risk. The net sales to total assets
ratio can be used to refer to the dimension of revenue accumulation.
(5) The loan-taking intensiveness of a firm, which refers to the propensity of the firm to
use debt capital to finance its expenditure, is an additional important dimension,
which may be independent of the other four dimensions. It can be presented by the
debt to assets ratio.
(6) The harmony coefficient of debt financing, which depicts the harmony between the
debt and asset structures of a firm, is measured by current ratio.
These six theoretically identified factors were also supported by empirical studies
developed by Pinches, Mingo and Caruthers [1973]. For example, the return investment
pattern in the latter study may refer to the profitability factor in Laitinen's research, capital
intensiveness to the factor with the same label, financial leverage to the loan-taking
intensiveness factor, and short-term liquidity to the harmony of the debt financing factor.
In Laitinen's work [1991], 40 randomly selected failed companies and their nonfailed mates
consisting of the aforementioned three types of failure process were identified by factor
analysis. Two important findings came out of his study. First, the predictive power of the
discriminant model did not significantly improve when the number of financial ratios was
increased to 20. Thus he concluded that the six ratios used may represent all the relevant
dimensions underlying financial distress. Secondly, the prediction accuracy was dependent
upon the frequencies of alternative failure processes in the sample. In this study the
proportion of "chronic failure", "revenue financing failure firms", and "acute failure firms"
in the sample were 32.5, 27.5, and 40.0 percent respectively. The predictive ability was
thus dominated by the large proportion of acute failure firms in the entire sample and
deteriorated considerably in the second year before failure. Hence, the characteristics of
the sample played a key role in failure prediction. Additionally, the empirical results also
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showed there is a connection between the size, business branch, and the type of failure
process. For example small businesses may include more "acute firms' than others, which
leads to different results in failure prediction. The findings in Laitinen [1991] provide us
with a good insight and perspective for understanding and selecting the financial ratios in
bankruptcy prediction.
8.2.3 The Rationale for Choosing the Financial Ratios in this Study
The selection of financial ratios in our empirical study is based primarily on the theoretical
considerations we have just presented in the preceding section. Although a large number of
financial ratios can be computed and used to describe the underlying characteristics or
attributes of a firm, they may cause the duplication of information resulting from highly
correlated financial ratios or the problem of multicollinearity. Our model, using the
dimensions with high relevance, thus the much smaller ratios set, provides justification for
choosing independent variables, and avoid the selection bias through arbitrary and
subjective means.
The Hudson [1986] and Laitinen [1991] theoretical models are combined to obtain the
relevant 10 financial ratios. They are: (1) quick assets to current liabilities ratios, (2)
market value of equity to total assets, (3) total liability to total assets, (4) the ratio of
interest payment to earnings before interest and tax, (5) net income to total assets, (6)
retained earnings to total assets, (7) cash flow to net sales ratio, (8) net sales to total assets,
(9) debt to assets, (10) current assets to current liabilities. In effect these ten predictor
variables developed from two theoretical models can be regarded as representing both the
vertical (failure process) and horizontal (failure cause) views of business failure prediction.
According to the grouping by Chen and Shimerda [1981], who have analysed the main
studies and tabulated the frequency of individual ratios and the main factors involved, these
ten financial ratios can be classified as Table 8.2.2.
We note that none of the variables based on the theoretical model is classified into the
inventory turnover and receivable turnover group. To include these two groups in the
model, two other financial ratios are selected on the basis of popularity in the literature.
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Grouping
1. return on investment
(profitability)
2. capital turnover
3. financial leverage
4. liquidity
5. cash position
6. inventory turnover
7. receivable turnover
8. other ratios
The sales to working capital ratio represents the inventory turnover group, while the quick
assets to sales ratio refers to the receivable turnover.
The above 12 financial ratios will be used as independent variables in this empirical study.
We do not continue to employ factor analysis because the financial dimensions derived
from factor analysis, and the financial dimensions that best discriminate among the group,
are not necessarily the same, as we demonstrated in Chapter Five. Likewise, we do not use
the stepwise procedure because this would favour the MDA, since it formulates an optimal
discriminant function that also maximises the 'distance' between the group. Therefore, to
have a fair basis for comparison, the same 12 financial ratios will be applied for the four
alternative techniques.
Table 8.2.1 The Grouping of Financial Ratios Selected in Empirical Study
Ratios	 Name 
(5) net income to total assets 	 R 1
(2) market value of equity to total assets 	 R2
(8) net sales to total assets	 R3
(3) total liability to total assets 	 R4
(6) retained earnings to total assets 	 R5
(1) quick assets to current liabilities ratios	 R6
(9) debt to assets	 R7
(10) current assets to current liabilities. 	 R8
(7) cash flow to net sales ratio	 R9
(11) sales to working capital ratio	 RI 0*
(12) quick assets to sales ratio	 R11*
(4) the ratio of interest payment to earnings R12
before interest and tax
*denotes the variable is not selected based on the theoretical model
8.3 Problems with the Choice-Based Sampling Design
With most existing estimation methods, an exogenous random sampling process is an
implicit assumption. That is, an observation is randomly drawn and the dependent and
independent variables are observed. For example, in the bankruptcy prediction problem,
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the exogenous sampling involving a sequence of firms is drawn and their behaviour is
observed. In contrast, in a choice-based sampling process, a sequence of bankrupt firms
(chosen alternatives) are drawn and the characteristics of the firms selecting those
alternatives are observed. From another point of view, a choice-based sample occurs when
the probability of an observation entering the sample depends on the values (attributes or
group) of the dependent variables. More specifically, in most published models, the
samples were drawn on the basis of knowledge of dependent variables (i.e., bankruptcy or
nonbankruptcy) instead of decision makers themselves.
As Manski and Lerman stated [1977], the reason why the choice-based sample process was
employed in most studies was that data collection costs for such a process are often
considerably smaller than for exogenous sampling. However, estimating models based on
such nonrandom samples can result in biased parameter and probability estimates if
appropriate adjustments are not used [Zmijewski, 1984]. The observed result of this bias is
that a dependent variable group having a sample probability larger than the population
probability is oversampled, with the oversampled group having understated classification
and prediction error rates.
Previous attempts to "model" bankruptcy prediction often used relatively small
nonbankrupt samples with a matched-paired choice-based sampling design. Under such a
design, the sample was based mainly on the attributes of the bankrupt firms. Thus the
matched-paired design produces estimated probabilities that are upward-biased because the
bankruptcy event being predicted is relative rare in real world.
However, the matched-pairs design has its appeal. Beaver [1966] recommended that the
matched-design should be applied to provide a "control" over factors that might otherwise
obscure the relationship between ratios and failure. In Altman's well known study [1968],
he investigated these problems by constructing two samples. One was of pairs matched by
assets, the other was unmatched. The results indicated that the matched sample offered
96% classification accuracy for one year prior to bankruptcy, while the unmatched sample
provided only 79% classification accuracy. The advantage of the matching approach
seemed virtually unquestionable. Many subsequent researchers including Lev [1974], Izan
[1984], Zavgren [1985] and Platt and Platt [1990] adopted this view. Jones [1987] stated
that if the nonbankrupt firms were drawn at random, substantial differences between two
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groups may arise in terms of industry and size. The model attempting to discriminate
between failing and nonfailing firms may be transformed to distinguish between large and
small firms or between different industries. Nevertheless, as pointed out by Keasey and
Watson [1991], most studies dealt with sample selection by matching nonfailed firms to the
failed firms by industry and size, which overcomes the issue of how to define the size of the
nonfailed sample, this solution also rules out size and industry as prediction variables. But
this is not the main shortcoming of matching sampling. The most detrimental drawback
proven by Manski and Lerman [1977] and Manski and Mcfadden [1981] was that statistical
classification models which violate the random sampling and ignore the choice-based
sampling procedure lead to asymptotically bias of both the parameters and probability
estimates. Consequently, very large random samples are needed to obtain information on
the rare occurrences of bankruptcy if the effects of choice-based sample bias are to be
minimised. Bankrupt firms were obviously oversampled in previous studies because their
sample base rate (0.5) was much larger than their population probabilities. The results of
this research were understatement of classification and prediction error rates in the
oversampled group. In other words, by assuming equi-probability, the matched sample
design "magnifies" the effects of the choice-based sample bias.
The question which arises here is how we can, on the one hand, take advantage of matched
sampling design; and on the other hand, avoid the disadvantage of its bias. Some adjusted
techniques may be suggested in order to achieve this goal.
8.3.1 Weighted Exogenous Sample Maximum Likelihood (VVESML)
In order to correct the oversampling bias, incorporating an adjustment procedure such as
the weighted exogenous sample maximum likelihood (WESML) approach into the
estimation technique seems to offer a better solution [Manski and Lerman, 1977]; [Manski
and Mcfadden, 1981]. The essence of WESML is modifying the sampling maximum
likelihood estimator by weighing each observation's contribution to the log-likelihood. That
is, WESML weights the estimation function according to the proportion of bankrupt firms
in the sample as and in the population ocp. For the Logit model, without adjustment
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1+e-z
procedure, the parameters are estimated by maximising the log-likelihood function (L) as
shown below
L --- E In P(13) +E ln[1-P (J3)]	 (8.3.1)
where
P (b) = F(Z) —
Z=b'X+e
The equation above assumes that the sample proportions of the two groups equal those of
the population. With the WESML procedure, the differences between sample and
population proportions can be adjusted by maximising the weighted log-likelihood function
L' =(oc/as) / In P(13) +[(1- a)/(1- a,)] E In[1-P (13)]	 (8.3.2)
where
a = the proportion of bankrupt firms in the populationP
a, = the proportion of bankrupt firms in the sample
Comparing the two equations for L and L', the further the sample proportion away from the
population, the more distorted the model results will be. When cc approaches as,, L'
approaches to L. As the as equals ap, there is no more bias in the estimation process.
By using the WESML procedure, the matched-pair sample design can be used to control
for industrial and size effect. On the one hand, it deletes the factors which are unrelated to
the phenomenon investigated. On the other hand, it eliminates the biased coefficient
estimates which encountered with this matching choice-based sampling design.
The WESML was first applied by Zmijewski [1984] in the construction of bankruptcy
models. Zmijewski conceptually and empirically examined choice-based sampling biases
arising from oversampling bankrupt firms in bankruptcy prediction studies. In order to
investigate the impacts of weighted and unweighted processes, a series of samples
consisting of 40 bankrupt and from 40 to 800 nonbanlcrupt firms were employed for Probit
analysis on six different data sets. Using the unweighted Probit, a higher accuracy rate of
97.2% was attained in classifying bankrupt firms and a lower rate of 92.5% in classifying
nonbankrupt firms in the holdout sample within the 40:40 sample proportion. As the
sample proportion moved closer to the population proportion, the accuracy rates with
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regard to the failing firms decreased, and the accuracy rates with regard to the nonfailing
firms increased. At the sample proportion was at 40:800, bankrupt firms were correctly
classified only 71% against the 99.5% correctly classified in nonbankrupt firms. According
to the Pearson correlation coefficient, Zmijewski found that there was a significant
relationship between sample proportions and prediction accuracy. Clearly, the evidence
showed that when the sample proportions of bankrupt and nonbankrupt firms do not reflect
the prior probability of these two groups in the population, an unweighted Probit analysis
overstates the classification accuracy for bankrupt firms and understates the accuracy for
nonbankrupt firms. However, these biases decrease as the sample selection probability
approaches the population probability. Then, Zmijewski [1984] applied the WESML
procedure to the same range of above sample proportions. He fixed 0.847% as the prior
probability of bankruptcy, which was considerably smaller than the smallest sample
proportion 4.76% used in the test of unweighted Probit. In the 40:40 case, the results
indicated that the model provided 54% and 99.8% classification accuracy in bankrupt and
nonbankrupt firms respectively. In the 40:800 sample, the accuracy was 43.9% and 100%
respectively. Additionally, the Pearson correlation coefficient has indicated statistically
insignificant outcomes in the relationship between sample proportion and prediction
accuracy. The evidences confirmed the great extent of elimination of choice-based
sampling biases by using the WESML procedure. These results were consistent with the
studies of Manski and Lerman [1977].
Dopuch, Holthausen, and Leftwich [1987] subsequently constructed models to predict
audit qualifications for going-concern status. A Probit analysis with a WESML technique
to eliminate the bias in the coefficient estimates resulted from choice-based sampling. The
sample contained 218 qualified opinions and 346 clean opinions for the fiscal year
1973-1975. The proportion of qualified opinion in the population a p was estimated by the
Markov transition matrix depending on the total number of firms with data available in the
population per year, the number of first-time qualifications per year and the transition
probability. The range of ap value was calculated from 0.02622 to 0.1078. The results for
five value 0.02622, 0.03859, 0.04689, 0.06982 and 0.10718 were reported. For
comparison purposes, the Probit analysis for the five a p WESML models, the unweighted
Probit analysis and the OLS (ordinary least squares) regression were predicted. The cutoff
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points were selected to minimise the total misclassification cost for alternative costs of
Type Ito Type II errors, namely: 1:1, 5:1, 10:1 and 20:1. The evidence indicated that the
performance of the models is not sensitive to the particular choice of oc p within the above
range. While the estimated probabilities and parameters inference of qualified and clean
firms are quite different, for prediction purposes, the unweighted Probit and OLS
regression were almost equivalent to the WESML results.
Although, according to the above two studies, using the adjusted estimation technique may
not improve overall classification and prediction error rates, it will provide unbiased
parameter and probability estimates allowing users both to assess the effect of individual
variables and to choose optimal cutoff probabilities based on individual loss function
[Zmijewski, 1984]. Based on the above discussion, this thesis will further explore this
choice-based sampling bias problems among MDA, Logit procedure and two artificial
neural network algorithms.
8.3.2 Proposed Solution to Determine Optimal Cutoff Point
Although WESML procedure can eliminate the choice-based bias, it usually involves a
complicated computation when maximising the adjusted likelihood function. More
importantly, in some methods there are no such likelihood functions to be maximised.
In order to overcome this problem, a proposed solution is presented. This solution
provides the change of optimal cutoff point instead of changing the likelihood function.
The proposed approach is indicated in the following:
Under the objective of minimising the total misclassification cost, the mathematical
equation can be expressed
Min E(c) = CI al l f(I/B) dI + C0 ( 1—a )J 2 f(I/N) dl	 (8.3.3)
where
B = bankrupt firms
N = nonbankrupt firms
cc = the prior probability of bankruptcy in populationP
I = the index value in discriminating model
P= the optimal cutoff point
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t 1 = the region in the domain of! within which we assign I belongs to nonbankruptcy
t2 = the region in the domain of I within which we assign I belongs to bankruptcy
C / = the cost of misclassifying a bankrupt firm as a nonbankrupt firm,
i.e. misclassification cost of Type I error
CR = the cost of misclassifying a nonbankrupt firm as a bankrupt firm,
i.e. misclassification cost of Type II error
f(I/B) = the probability density function of! for bankrupt firms
f(I/N) = the probability density function of! for nonbankrupt firms
By using a weighted estimation concept, the a s will be embedded in the above equation.
That is, the equation is divided by as and (1-a,), which has the same form as the weighted
log-likelihood function in equation (8.3.2)
Min AC = C1 (ap/a5)1, 1 f(I/B) dl + Cil 1(1- a)/(1—as )1 fr2 f(I/N) dl (8.3.4)
For ease of reference the equation is called adjusted total cost AC. The addition of cc,
into the denominators is used to adjust the impact of prior probability. The further the cc,
is away from the as,, the stronger is the impact of the prior probability on the adjusted total
cost. When the as is equal to ap , the minimisation of adjusted total cost is equivalent to the
minimisation of total cost since the impact of prior probability is dikAed by the identical
proportion of these two groups in the sample.
The optimal cutoff value I* is found by differentiating AC with respect to I to minimise the
adjusted total cost [Hsieh, 1993]; [Steele, 1995].
Since t i and T, are independent and cover the whole domain, we have
f(I/B) dI = I -
	 f(I/B) dI
The adjusted total cost (AC) can then be written as
AC = $ C1 (aFias) f(I/B)dI + fa Cu [(1-a1,)/(1- as)]f(I/N)dI
= C1 [1— fa f(I/B) dI](ap/as) +.1,2 C11 f(IiN) di] [(I- ocp))/a- as)]dI
= C1 (ap/as) +fa (- C .1 )* (ap/as)* f(UB)dI
+fa ( C11 )* [(1-ap)/(1-as)[ * f(I/N)dI
=C 1 (Vas) +	 [(- C1 )* (ap/oc) * f(I/B)
+( Cu )* [( 1 - oc1,)/(1- cc,)] * f(I/N)]dI	 (8.3.5)
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To obtain the optimal point I*, it is necessary to choose t i and T2, such that AC is
minimised, since C i(ap/as) > 0 for a given AC, if the integrand of (8.3.5) is negative, AC
will be decreased by assigning this Ito T1 and vice versa.
Consequently, the decision rule to select the optimal cutoff point can be written as
(- Ci )* (ap/as) * f(I/B) + ( C )* [(1- ap )/(1- as)]* f(I/N) =0
(C11 )*[(1- a)/(l_ a,)] * f(I/N) = (C1 )* (ap/as)*f(I/B)
f(UN) / f(UB) = (Cl/Cu) * (ap/a,)/[(1- ap)/(1-a,)]
= (q/Cli) * Rap/(1- ap)] * [(1-as)/a,]
where
cx = the proportion of bankruptcy to nonbankruptcy in the population
a, = the proportion of bankruptcy to nonbankruptcy in the sample
Put another way, the marginal condition for optimal cutoff point I* is given by
f(I*/B)  _  C„	 1- a	 a.
x—f(I*/N)	 Ci	 a	 1- a, (8.3.6)
At the optimum, the cutoff point I* depends on the estimates of three parameters: (1) the
ratio of judgements about the costs of misclassification; (2) the ratio of prior probability of
nonfailing and failing firms (3) the ratio of the proportion of failing and nonfailing firms in
the sample.
According to the above analysis, the use of weighted adjustment procedure in MDA, Logit
and neural network methods can be achieved by changing the selection of the optimal
cutoff point. For instance, if the ratios of judgements about misclassification costs, prior
probabilities and base rate are denoted as K
CH	 1-a 	 aeK= — x ----- x -----
C1	 a	 1- asP
Then the optimal cutoff point occurs when
f(I*/B) = K f(I*/N)
21 3
The optimal condition may be displayed Graphically as in Figure 8.3.1
Figure 8.3.1 Hypothetical Frequency Distribution of Index I
Under the assumption of equal misclassification cost, equal prior probability and one to one
matched pair choice-based sampling procedure, the value of K is 1. That means,
f (I*/13)
— 1
f (I*/N)
The optimal cutoff point I* from the decision is when the ordinates of posterior (or
conditional probability) are equated. In terms of MDA's Z score model, this is equivalent
to setting the optimal cutoff point to a midpoint of 2 1 (the average value of Z score
(in population 1) and 22 (the average value of Z score in population 2), when the variances
of two groups are identical. As to the Logit process and two neural network algorithms
with sigmoid function (logistic c.d.f) in the output layer, this is equivalent to setting the
optimal cutoff point as a benchmark conditional probability value 0.5 in the Logit method
or a 0.5 predicted value in the output layer of neural networks for binary choice [Tam and
Kiang, 1990].
When the K value does not equal 1, the optimal cutoff point I* can be estimated in the
following way
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1. If the distributions of index I both for bankrupt and nonbankrupt groups are normal
distributions with mean gap a, and p2 , 02 respectively, then
(1) Firstly, a logarithmic transformation is performed for equation (8.3.6), thus the
equation become
In f(1*/B) - In f (1*/N) = In{(a s/ccp)[(1- a)/(1-as)] (Cn /CI))	 (8.3.7)
and lnAl* /B) ln[l/a l 127c exp[–in(f 
-41/a 1 ) 2 ] 2
= –ln a l –In 15 .7-C – 1/211* –.t1)/a1]2
Likewise,
lnJ(f /B)
 ln[l/o-,	 expf– law -
	 )212
	
= –ln – In ,TYc – 1/2[I* –	 2
Thus,
ln.f(/*/B) – ln.f(I* IN) = In(a2/0 1 )+ (/*	 (/* – jt 1 )/2cr; (8.3.8)
(2) Combine equation (8.3.7) and (8.3.8), we obtain
Inf(I*/B)-Inf(I'VN)
= In (a1 /a2) + In(as/ap)+Inf(1-ap)/(1-as)]+In(C11/CI)	 (8.3.9)
2. If the distributions of index I both for bankrupt and nonbankrupt groups are not normal
distributions, we can use a numerical method such as Newton's iteration method to solve it.
To find a solution to an equation of the form f(I) = 0, the Newton's method starts at 4,
then uses knowledge of derivative f to take a sequence of steps toward a solution. Each
new point In
 that it tries is found from the previous point I by the formula In = kl-
f(In_,)/f(In_,). For instance, when f(I/B) and f(I/N) are logistic functions, then
exP(--(ff)) 
f(I) =	 ,	 2[1+exp(—)j
F(I) =
E(I) = a
b 2 n 2
Var(I) = 3
I is a variable from logistic distribution
a any value, b > 0
F is the cumulative distribution function of I
E(I) is the population means m
Var(I) is the population variance s
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Then, the marginal condition for optimum is
-b– exp(–(
l* —a I
Dbi
1* —a(1+exp( —))-b
I* --92
exP(–(— ))
2
I* —a 2 2(1+exp(---))b 2
=IC (8.3.10)
where a, — pi bi.(cr1117r)%19--
Given the k value and other necessary parameters, the root I* of the above equation will be
found through numerical methods.
Hence the optimal cutoff point I* can be numerically derived by solving either equation
(8.3.9) or (8.3.10) as long as all parameters ;1 1 ,112, 0 02, a„ ap, C„, C /
 are obtained. The
parameters	 112, 0- 0-2 are usually empirically estimated from the sample of bankrupt and
nonban1crupt firms. The as, ap, Cll, C 1 might depend upon the historical data or subjective
judgement.
For ease of reference, the above equations (8.3.9) and (8.3.10) are called the weighted
cutoff point (WCOP) procedure. By applying this decision model in bankruptcy prediction,
the validity of the classification accuracy is enhanced because choice-based bias is
minimised or eliminated. This process requires neither any assumptions about the
distribution of independent variables nor the restriction of their variance matrices. Thus the
results can be applied to conventional statistical techniques as well as to the artificial neural
network approaches.
To investigate the influences of the parameters ap, as, CI, CH, on the change of the optimal
cutoff point, a simpler way is to view the following condition as developed previously:
f(I*/B) _  C„	 1-a	 a K
fa*/N)	 x ap x 1- as
As the value varies according to the size of the prior probability in population (a p), the
base rate in sample (a,), or changes in the misclassification costs (C / and C„), so will the
optimal cutoff point I* change. Indeed it is apparent that the classification accuracy of a
discriminating technique depends entirely on the value K [Steele, 1995].
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The determination of the optimal cutoff point I* can be explained in Figure 8.3.1. The left
distribution represents the conditional probabilities of failure for the healthy group, and the
right one is the distribution of the conditional probabilities of failure for the bankrupt
group. We can see from Figure 8.3.1 that the lower the prior probability of bankruptcy in
the population ap, the higher the base rate in sample as and the smaller the ratio of C I to
Cu, the larger K value will be, and thus the more degree in right shift of the optimum cutoff
point will be, and the greater the Type I error will be obtained.
The proposed adjustment procedure WCOP avoids the complicated calculation originally
produced by weighted maximum likelihood function, and provides a feasible solution
especially for the case in which prior probabilities and base rate cannot be embedded into
the neural network model. More importantly, since the probability density function of the
independent variables is not limited to a specific distribution in the above process, this
result can be adopted in different approaches.
8.4 Problems with the Unequal Misclassification Costs
In the light of the above discussion, the optimal points criterion is determined by three
factors. In addition to the base rate in the sample, and the prior probability in the
population, two kinds of misclassification costs are also essential. When Type I and Type
II error costs are identical, minimising the total error probability is the same as minimising
the total error cost. However, when the loss functions of the errors are asymmetrical,
minimising the total error probability is not the same as minimising the total error cost; and
the outcome will depend heavily on the cost ratio of Type I and Type II errors. Zmijewski
[1983] analysed this impact on the predictive ability of the bankruptcy prediction model.
He noted that when the Type I error cost is twice that of a Type II error cost, the more
accurate predictions are Beaver's [1966] and Blum's [1974]. When the ratio is changed to
20 to 1, the most accurate model is Ohlson's [1980]. Merely considering the prior
probability and assuming equal costs of Type I error and Type II error in most prior studies
often resulted in emphasising the correct prediction of nonbankrupt firms at the expense of
bankrupt firms, since nonbankruptcy occurs much frequently than bankruptcy. In other
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words, there is a stronger stress on reducing Type II errors at the expense of Type I error.
Type I error cost is defined as the cost of misclassifying a bankrupt firm as a nonbanknipt
firm. It usually involves the cost of holding a long position in the equity securities of failing
firms. The investors lose the entire investment, which can be substantial. The Type II error
cost is defined as the cost of misclassifying a nonbankrupt firm as a bankrupt firm. It can
be estimated by the opportunity cost of losing the dividend income and capital gain that
may be obtained otherwise.
Altman [1980] has empirically estimated these two kinds of misclassification cost by
sending questionnaires to over 400 bank representatives. He approximated the cost of
misclassifying a bankrupt firm as nonbanlcrupt through the use of the cost to the
commercial banks of accepting that default. The opportunity cost of rejecting a loan that
would have resulted in a successful payoff was employed to approximate the cost of
misclassifying a nonbankrupt firm as a bankrupt firm. The loss rate on the defaulted loans
was approximately 62 percent of the loan principal, while the opportunity cost of the
decision not to lend to an account that would have repaid successfully was estimated to be
2 percent. That is, the cost of misclassifying a bankrupt firm as a nonbanIcrupt firm is
almost 31 times more costly than the cost of misclassifying a nonbankrupt firm as bankrupt.
Hsieh [1993] also performed an empirical study of the C 1/C11 ratio. A sample of 43 actually
bankrupt firms and 43 healthy firms matched for beta and size from 1968-1976 were
examined. The Type I error cost was estimated as the return difference between the return
which could have been earned from correctly selling short failing securities and the return
actually earned from incorrectly holding a long position in these failing firms. Type II error
cost is, then, the difference in return between the correct action of holding a long position
in the equity securities of healthy firms and the incorrect action of holding a short position
in these securities. The estimated result of the C 1/C11
 ratio was about 3.2419, calculated by
applying the data of stock prices, dividends, returns on the market portfolio, transaction
costs and a broker's interest charge.
The above cases stand for the positions of investors or banks. For auditors in accountancy
profession, the situation is on the contrary. Although embarrassment is acute when a client
company fails soon after receiving a clean audit opinion on its financial statements, the
more serious pressure they face is the litigation of wrongly declaring bankruptcy and the
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lose of business. As St Pierre and Anderson [1984] found no legal case in which an auditor
has been found negligent for excessive conservatism. Thus the possible smallest Type II
error is desirable for the auditors.
Our research explores these asymmetric loss functions from the banks point of view. While
all prediction errors are undesirable (lose capital or lose business), it is generally accepted
that the incorrect prediction of a bankrupt firm as nonbankrupt is the costlier error. Thus,
ignoring the unequal misclassification is inappropriate when the optimal cutoff point
(probability) is determined. In Figure 8.4.1, without considering the error costs, I o is the
optimal cutoff point which minimises the total error probability. However, when Type I
and Type II error costs are taken into account, the optimal decision model shifts the cutoff
point to the left to I* to reduce the Type I error probability since the Type I error cost is
much more costly than the Type II error cost. In particular, the higher the misclassification
cost of a Type I error relative to that of a Type II error, the more the Type I error should
be minimised in choosing the optimal cutoff point. At the extreme, when the
misclassification cost of Type I error is infinity, the optimal cutoff point must be set such
that no Type I error occurs.
Figure 8.4.1 Change of Optimal Cutoff Point to the Ratio of C u to C1
A few bankruptcy prediction model studies have tried to incorporate Type I and Type II
error costs into the classification accuracy test. As mentioned above, Dopuch, Holthausen
and Leftwich [1987] have considered the influences of the alternative misclassification costs
in determining the optimal cutoff point for the adjusted Probit going-concern models.
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However, the sensitivity of optimal cutoff points to misclassification costs of Type I and
Type II errors has not been explored. Altman, Halderman and Nurayana [1977] considered
accuracy only under a wide range of cost ratio specifications (i.e., Type I and Type II error
cost ratio are 1:1, 10:1, 20:1, 30:1, 40:1, etc.) and failed to use a systematic method to
derive an optimal cutoff point which minimises the total error costs. Thus, the impact of
change of the optimal cutoff points to unequal misclassification costs on a decision model
still remains unclear. Koh [1992], noting this important issue, extensively examined the
sensitivity analysis of optimal cutoff points to these two type of misclassification costs in
the going-concern optimal prediction context. The optimal cutoff points corresponding to
values of CI :C H from 1:1 to 500:1 were investigated for the adjusted Logit model. The
results revealed that the misclassification costs of Type I and Type II errors affect the
optimal cutoff points in the going-concern prediction models. However, the optimal cutoff
points that minimise the expected costs were rather insensitive to different relative costs.
Consequently, Koh concluded that going-concern prediction models were generally
applicable over a wide range of robustness of optimal points to misclassification costs.
Koh's study was limited to the Logit model. When other approach is applied, the
calculation involved in the maximum likelihood function could be very complicated, and
even no such likelihood function might be applied. In contrast, the WCOP adjustment
process (i.e., equation (8.3.9) and (8.3.10)) provides a feasible and systematic means
applicable for all methods when deriving the optimal cutoff point for the classification using
alternative cost ratios. We believe that the impact of misclassification costs on forecasting
failure is a worthy area for further investigation. Thus, the sensitivity analysis of optimal
cutoff points to misclassification costs of Type I and Type II errors for all our
discriminating techniques is one of the interests of the present empirical study.
8.5 Problems with the Model Validation and Generalisation
Researchers will often be concerned with how well the developed model fits and if it is
statistically significant. With MDA, the percentage of the variation explaining the variance
between groups can be measured by the canonical correlation techniques. The overall
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significance of the discriminant model can be evaluated by the Wilk's lambda statistic,
which has a chi-square distribution. For the Logit procedure, an overall statistical
significance can be obtained by using the likelihood ratio test, which is also distributed as a
chi-square.
The classification accuracy achieved in the model has been a particularly interesting subject
to researchers. However, the error rate derived from the training sample has an optimistic
bias and is called an apparent error rate. It is well known that a model will generally fit the
sample from which it was derived, and it is not necessary to have success when applied to
another sample. In order to eliminate this upward classification bias, the discriminating
function should be used to classify the firms in the validation sample.
8.5.1 Two Validation Methods
This validation problem can be handled by either splitting the whole data into a derivation
subsample and prediction subsample or by using the Lachenbruch cross-validation method
[Lachenbruch, 1967]. In the first method, the investigated data can be divided into two
sets. One set is called the training set and is for deriving the estimation function, and the
other set is called holdout sample, is for predicting the error rate. Unfortunately, when the
sample size is not enough, such a split-sample method has the effett of Ieduzing The
effective sample size. The parameter developed may be unreliable. In contrast, the
Lachenbruch cross-validation procedure treats n-1 out of n training observation as a
training set. It determines the function parameter based on these n-1 observation and then
applies them to classify the one observation left out. This process will be repeated for n
times and the percentage. This method has the advantage of producing an "almost
unbiased", "almost sufficient", robust estimate of population error rate compared to the
holdout method [Lachenbruch and Mickey, 1968]. However, the Lachenbruch approach
has a time-consuming problem when the sample size is large. At the same time, the
computational requirements of the technique might seem prohibitive in practice. For
instance, in terms of MDA, the inverse for n matrices must be generated to estimate the
holdout error rates and the full matrix would have to be inverted to estimate the population
discriminant function. Lachenbruch and Mickey [1968] recognised these difficulties and
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avoided the problem by using a matrix algebra result derived by Bartlett, which can
generate the n matrix inverses with only one matrix inversion and so simplifies the
operation. In effect, tedious computation is not the only problem, the more important
drawback involved in this procedure is that when the holdout sample is independent of the
training samples, this does not provide the test of external validity that a holdout sample
offers. Jones [1987] stated that when a holdout sample is obtained from a later period, the
Lachenbruch method can not test for both overfitting and a violation of the stationary
assumption which implies the relationship between the independent variables and the
dependent variables. Since large sample size is used in this thesis, the holdout sample
procedure is the more appropriate.
8.5.2 Ex post Discrimination vs. Ex ante Prediction
Even though the validation discrimination is successful, it does not imply that the successful
generalisation ability in this model is achieved. The validation (ex post) discrimination is
simply to warrant the significance of the independent variables in the discriminating
function. If it is not successful, then no valid inference can be made about the explanatory
power of the independent variables. It is thus, in fact, a necessary first step before ascribing
explanatory importance to any of the independent variables. Joy and Tollefson [1975]
argued that the true verification of the predictive content of the model requires validation
outside the time period of the original sample. That is, if the model is estimated using data
from time t to predict an event in time t+1, then data from a future period should be
plugged into the model to predict whether an event will occur in the appropriate succeeding
period in order to test the capacity to generalise. Otherwise, the classification does not
constitute ex ante prediction, but rather ex post discrimination. The essence of Joy and
Tollefson's argument is that a discriminating analysis model is only useful for prediction
purpose if the relationships among the variables in the populations are stable over time.
Otherwise, the model and the estimated accuracy will only be valid for the specific periods
investigated. Joy and Tollefson [1975] pointed out that many researchers who used a
validation sample from the original sample period mistakenly interpret their ex post
classification results as indicators of the predictive accuracy of the model. They observed,
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however, that "under the assumption of population stationarity over time ex post
discrimination is tantamount to prediction. But the researcher must establish that
stationarity exists" (p.727).
In our simulation study, all data is generated from the predefined population. This is
equivalent to assuming that the basic underlying relationships and parameters are stable
over time. Moreover, the purpose of the simulation study is to compare the classification
power for different techniques and to identify the influence of the factors we intended to
evaluate, thus there is no need to use ex ante prediction. With regard to the empirical
study, the argument of Joy and Tollefson gives us a useful guide to the concept of
inter-temporal validation.
8.5.3 The Impact of Different Base Rates between the Training and Testing Data
In addition to the above two aspects, the generalisation ability could also be affected by the
differences in the proportion of bankrupt firms to nonbankrupt firms between the training
and validation data sets. This issue involves the question: if a classification model uses a
training sample with a certain proportion of the two groups, does the model still provide
good performance when the prior probability in the testing population has changed? As we
showed in Chapter Four, Wilson and Sharda [1994] developed an experiment to test the
effects of these proportion shifts on the predictive performance for various of training and
validation set compositions. They compared the classification accuracy in the validation
sample between discriminant analysis and neural networks. The three levels were 50/50,
80/20, and 90/10 proportions of nonbankruptcy to bankruptcy. By using a full two-factor
design, there were nine different experimental cells. To gain reliable results, 20 different
training-testing set pairs were generated via Monte Carlo resampling techniques from the
original 129 firms. These 129 original firms consisted 65 bankrupt firms and 64
nonbankrupt firms, matched on industry and year from 1972-1982 obtained from Moody's
Industrial Manuals. Five financial ratios as used by Altman in 1968, were applied. In
general, when the training set and testing set had the identical proportions of two groups, a
higher classification accuracy was achieved relative to different proportions between
training and validation. The only exception occurred in the 80/20 proportion in the training
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set and the 90/10 proportion in the validation set. This combination obtained 95.68% (in
neural network) and 91.59% (in MDA) contrasted with the results of 91.0% (in neural
network) and 89% (in MDA) by containing all the 80/20 proportion both in training and
validation. Aggregately, the greater the difference between the training proportion and the
testing proportion, the lower will be the prediction ability in generalisation. On the other
hand, neural networks were shown to perform well in predicting both bankrupt and
nonbankrupt firms in the learning phase when presented with equal numbers of examples in
the two groups. This implies that a more accurate classification model will result when
developed with a balanced training data. Accordingly, this study has suggested that
"smoothing" the distribution of the training set, irrespective of the actual distribution, will
provide a better model, since the composition of historical data necessary in the predictive
model development cannot be controlled. In order to further understand the impact of the
different base rates between training and validation samples on generalisation capacity,
comparative analyses will be extensively investigated not only for MDA, Logit, but also for
two ANN methods.
8.6 Summary and Conclusions
Investigating predictive ability under comprehensive problem characteristics and identifying
the favourable and unfavourable data conditions for alternative discriminating techniques
can be regarded as the horizontal assessments of bankruptcy prediction. Vertical
assessment are: discussing more deeply the problem associated with the selection of
independent variables, the problem associated with choice-based sampling design, the
problem associated with different misclassification costs, and the problem associated with
model validation.
In this chapter, we have presented the difficulties and biases encountered with constructing
failure prediction models in prior studies, and we have proposed solutions to cope with
them. In addition to providing a means to select financial ratios as explanatory variables on
the basis of bankruptcy theories instead of arbitrary and subjective judgement, the more
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important contribution is to establish a systematic approach to eliminate the choice-based
sampling bias by means of changing the optimal cutoff point. As we pointed out earlier,
when a population's proportions of bankruptcy bear no relation to the proportion observed
in the sample, failure to make the adjustment leads to biased coefficient estimates and
misleadingly high classification accuracy rates for the bankrupt firms. The proposed
solution also takes the unequal misclassification costs into account so that the sensitivity of
the optimal cutoff points to relative misclassification costs of Type I and Type II errors can
be evaluated. In neural network algorithms, there is no way to embody the above
information in the model building. This is probably the main reason why previous studies
of bankruptcy prediction developed on the ANNs, have not so far considered the factors of
unequal prior probability and misclassification costs into the classification rule. The
proposed approach is not limited to particular techniques and can be applied to any
distributions of financial ratios. Moreover, it avoids complexity of reestimating the
weighted maximum likelihood function, which was utilised in previous research but
restricted to the Probit or Logit approaches. This decision model can enhance the validity
of bankruptcy prediction models, and hence future accounting and finance research.
The subjects to be studied and their research designs of empirical experiments will be
presented in the next chapter.
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Chapter Nine
METHODOLOGY OF THE EMPIRICAL STUDY
9.1 Motivation of the Empirical Study
The simulation study has been successfully performed on alternative techniques. It
provided a variety of test conditions involving normal and non-normal populations, equal
and unequal group dispersions, low and high correlations and different orientation schemes
among indicators. On the other hand, we will use a real data in order to examine whether
the results are consistent with those in the simulation procedure. One purpose of
comparing the four classification methods on a real data set is to evaluate the methods in a
situation which exhibits complexities and characteristics which are difficult or impossible to
recreate in the statistically 'clean' environment of a simulation experiment. The other
objectives attempt to fully assess the influences of variations in building failure prediction
models which were not explored in simulated data.
In the second part of this thesis, the real financial data is first utilised with a full data set
(264 companies) in order to estimate misclassification rates for those four techniques. The
experiment following the simulation study is performed under the assumptions of equal
prior probability and equal misclassification costs.
Secondly, in order to explore the impact of the sample size, resampling data sets with small,
medium and large sample size are generated via Monte Carlo skill to evaluate its effect on
the predictive abilities of the four techniques.
Thirdly, the impacts of different base rates (the proportion of bankrupt to nonbankrupt
firms) on Type I error rate, Type II error rate and Overall error rate are evaluated by four
methods. The key idea of this study is expressed in the question: if a researcher chooses
different matched criteria in sampling design (for instance, 1:1, 1:5 and 1:10) from the same
population, does there exist a significant functional relationship between classification
accuracy and various sample selection probabilities? In effect, this question involves the
bias problem derived from a choice-based sample design. The adjustment procedure,
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weighted cutoff point (WCOP) process proposed in Chapter Eight, is applied to assess if
this possible bias can be minimised.
Fourthly, breaking the assumptions of equal misclassification costs of Type I and Type II
errors, a sensitivity analysis of optimal cutoff points to different ratios of two
misclassification costs is studied for each of the four techniques.
Finally, we are concerned with the influence of different proportions of two groups (i.e.
base rate) between training and testing samples. This concern involves the generalisation
issue. When the base rate used to build the classification rule is different from that in the
testing model, is there any particular technique which is less affected in this situation?
We hope that these empirical studies will provide us not only a comparison of classification
power of different discriminators, and a contrast with the simulation conclusions, but will
also enhance our knowledge of the sensitivity and possible bias of some factors in
constructing a failure forecasting model. This knowledge is related to both traditional
statistical tools and for modern neural network approaches.
9.2 Data Collection
This empirical study was built on the data collected by Lin [1993]. The sample consisted of
firms that were either in operation or went bankrupt between 1974 to 1985. 88 failed
and 176 nonfailed firms which were listed in the International Stock Exchange Official Year
Book were obtained from a Datastream database for the year prior to failure for bankrupt
firms and a corresponding year period for each nonfailed firm. To avoid the effect of the
extraneous variance, one failed firm was matched with two nonfailed firms based on
industry and total assets. Whether this data set is used on full scale or is used to generate
multiple subsamples depends on the relevant tests.
9.3 Descriptive Statistics of Data Set
The features of the original data set are examined by descriptive statistics for a total of 264
sample companies, bankrupt firms and nonbankrupt firms respectively. In this study the
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predictor variables which we proposed in the preceding chapter were defined as the
following 12 financial ratios
R1: NI/TA, net income to total assets ratio
R2: NW/TA, net worth to total assets ratio
R3: NS/TA, net sales to total assets ratio
R4: TL/TA, total liability to total assets ratio
R5: RE/TA, retained earnings to total assets ratio
R6: QA/CL, quick assets to current liabilities ratio
R7: TD/TA, debt to assets ratio
R8: CA/CL, current assets to current liabilities ratio
R9: TC/TS, cash flow to net sales ratio
R10: TS/WC, sales to working capital ratio
R11: QA/TS, quick assets to sales ratio
R12: IC/EB, the ratio of interest payment to earnings before interest and tax
The financial ratios above were selected on the basis of the theories of bankruptcy
developed in Chapter Eight, and comprised the set of independent variables successfully
used in the construction of prediction models in published research. The mean, standard
deviation, skewness, kurtosis of these ratios; the Shapito-Witk. statistics tot miNzsiate,
normality, and the Mardia test for multivariate normality are provided for all the sample
companies and the two different groups.
Additionally, the correlation analysis between ratios is implemented in order to investigate
the interrelationship among these explanatory variables. The variance-covariance matrices
are computed for each of two groups to examine if the equality of group dispersion across
all variables is achieved. Finally, the Mann-Whitney U test is used to assess the statistical
significance of the differences in the means of the 12 financial ratios between the bankrupt
and nonbankrupt firms.
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9.3.1 Tests for Normality
Univariate Normality
The results of the descriptive statistics and the test of the normal distribution assumption
for each of the ratios are presented in Table 9.3.1. It reveals that all ratios are skewed, and
that most of them have a positive sign. Only R1, R3 and R10 have a negative skew. A
positive sign means that the distribution of the ratios is skewed to the right. Since normal
distribution is symmetric and unimodal, it has a skewness index of zero and a kurtosis index
of three. As can be seen from Table 9.3.1, however, the kurtosis statistics associated with
the 12 financial ratios selected indicate much larger than 3 in 9 of 12 ratios and smaller than
3 in the remaining 3 ratios. Based on this investigation, the selected financial ratios are
initially identified not to be univariate normal. In the more strict normal testing procedure,
the Shapiro-Wilk statistics is computed. This test has been proven to be better than the
alternative Kolmogorov-Simirnov test, especially for a small sample size [Dunn and Clark,
1987]. The results show that apart from R1, R3, and R4 for bankrupt firms, all other cases
significantly reject the null hypothesis of normality at p < 0.0l level.
Multivariate Normality
In addition to the univariate test for normality, we are also interested in the multivariate test
for normality. For a bivariate distribution with random variables (x,, x 2), in large samples
the ordered distances ire, i = 1, 2,... , n, can be compared to the x 2 distribution, x20-42,
where (1-cc) = (1-0.5)/n. The distance m 2 is the squared Mahalanobis distance between
(x i , x2 ) and (.1 1, x2 ) given by
(
2	
x11-1.1)2
	
(x21-12) 2
	2r(xii-.11)(x2;-12)
riti (1-r2 )	 s2
xl	
Sx22	 Sx
A plot of the points(ne, 41-a);2 ) should yield a straight line.
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This plotting technique can be extended to the multivariate normal case by computing the
squared Mahalanobis distances for the n multivariate observations
m = (X; - R) lS-1 (X, -	 i = 1,	 n.
The ordered distances m 2
 are then plotted against the x 2 distribution percentiles, x2o_co.p,
where (1- cc) = (i - 0.5)/n, i = 1, 2, ..., n; and P is the number of variables.
Tests for multivariate normality can also be measured by multivariate skewness and
kurtosis. The Mardia [1970] sample measures of multivariate skewness and kurtosis are
given by
A
71p = -17	 mi3- and
" a=ijA
where
A
1 In 4
12p 1=1
//2 = (X; —R)'S-1(X,—R) and
my = (X1—R)'S-1(X1—R)
In large samples from a multivariate normal, nrAip /6 has a x2 distribution with (g+1)(p+2)/6
A
degrees of freedom, and y2p is normally distributed with mean p(p+2) and variance
8p(p+2)/n.
Since the values of x2
 correspondingto (i-0.5)/n are difficult to obtain, the Mardia test was
used to examine the multivariate normality. The values of the measures of multivariate
A
skewness and multivariate kurtosis in our sample were determined to bey, = 46.52 and
= 110.67 respectively. The value of nyA /6 = 2046.88, when compared to a 364 degree
A
of freedom x2 , yielded a p-value less than 0.000. For 1 2 , the Z value was determined to be
6.78, once again suggesting the extremely small p-value. The two measures therefore
show that 12 financial ratios in the empirical data are not multivariate normal.
230
rn fn Ch V) e.CN	 VI CV CN
N un V) rn
V) NO enr- vn
CN -. 5000
-1 as 121 vi 00er rn	 P. CIO
N '0.0 el vr
cp vl vt Cs
• vn 00 00
ND Cs Ch el .1
oo el CD 't 00
OS vn ND CD 00
O 0 -'t0.. ei C)
el r- Ch VD ts
Os el vl r4 ChS	 rnV3 VD en N vl
ON ..	 50 00
Ch Ch Ti CO
vi rn
C4 NO 0 en r-
C> Ch 00 Ch CD
ND 0 50 00 e4
ef CD 50 00 r,
CS c5 er P, CD
VD	 r- csN C4 e4 00 rn
e4 r- ND CD 01WI 0 rn	 %.0
57 el 00'0' rn
NO Ch CD ,„.; r-
-;	 ri
00	 N N1,1 N.	 el TT
rn
oo re)	 N
5 v- SO	 ' Cs6
00
CN
VI
VD
r-
VD Cs SC rn 00
vt el .1
rv r4 vn 00 0',
SO	 IN 00 en
en	 oo eV son
- 00 0 Ne)
un CO Ch CD ..
..	 .. vt1-,
 CD el SO -
rn en CPS0 0000
ts
 00 rn C)000S.' e4 rl
CN rn et .4 vp
Crn rn vi cr+ cs:I	 /	 0
NO V. ON ON
- N Ch
en	 WI •n•I6 d 6 6 .6
SCNO e. .t 00 CsCV en ND 00 r-
Tr M1 c. r4 Ch
0 <5 c5
VD ev
	 vt
'0 	 C el 00
P.!	 Oen f2 das
vl	 un lon rn
ON
• N oo kr: csin 04 VD r.1 .1
rn	 vn C) e.
vn C4 C> ...c;
ca
N rn ev Cs ,t
CN Ch Tr Tr Do
ON *It cv 0T,
• Ch up et 4,
un VD vl
	 r,.	 .	 .
92 d rn vlCV
N	 CV
ON Cs '0'
OS er ro
N 05 5000 VD vn
°C
ut NO
at rn r-
rn CV CD
r. CV ..
.1 r4 C v •N CV 0 0
vt
1,y,
Itr-
- CO N SN en en
kr, 00 000 ./1
cc Ch	 0, Trhrs f--
WIOS
en
e.10Of.WIIen
N ICN. ('5 00
05 'et0 et
Si 0 ri
°
e:- CV e- Tr00 N N CO r 00 0	 •ri .42 6 CX 't CI Oso 6 6
en 'Cc's en ..
CD CN oo er rn
en el 50 50 rn
vl	 rn cv 00
en	 .100 01000000CC
O "v. 0
•'I
el S CN %.0 t--CN CV ses	 Ch1-- .0 SC rn
enCh tnN
N
ON
v's
NON
SD
C"-•Ch
PI
C4 VD CD el
CD 01 00 Os
'005000VD 2
rnCDC4
N SON r-
N el ev 00N VD CD
Ch
rn
e4
cs er r- r, r-
ca It	 r-
v, r- rn
'0 50 rn N vlCS - V su COON On 	 c0
et rn
	 <5
VD NDON
ve rn
en e-
'.0
..
v't00
CD
'0C ND 00
WI	 oc. Tr
un el et
ci 6	 (..1
C..
VD
r-
CI 0 1.1
NO e4 cc ct
V) Ch CD
-. 0 ri
NO
en
CD
C.- DCON DO
CZ vi
sr
CD ,„ rn
rn Tr r-
4? -- CD
SO 05 50 en COer rv vny,
 000S
000S.	 c4 rn
vs cs,vs ('5 00Tr (NI
CV N vl 0005
co Cr, .. N cn
e, r4 00 rn
en	 se.gCO CNNO
ton cc Ch
	 •-•CD	 rn	 V"
50 1'S NO •-•
'ON et 00 05
wn en en Ch ..CD c0 00 el 00N CO rn Cs (.4V)el --'0'vr
Ch Pn er -. V)
Crn ri ri Crn
ch el ur	 vD
CYn ri rn CrnP. C,
Tr
eV Ch
en	 • vl
C5 CD Ci C5 Ci
N en VD CC r-
vl	 el Ch
-0000 
er Y2 CS CV CC01 ONcoTn	 .	 . _.
N -. 0 .. CD
Gs11:1
CV rn r4C, TrCh ON er etCh vt cv CDCes No cc
vl ND vn	 r,
•	 •	 •	 •9 0 en w, 6
rnCS Ch	 et 00
ch vC Cl C)Cl Ch ND Tr 40
un V) vl
	 r-
e7; *(4.1 e5
ve en r- v• Tr
en el C)
IfS	 NOr4 CD .1
1--- el ND CS C.-
"ee	 r- 4 oo00 (-4 N 6
,1
 .. 00 r- r.-
„... VD r4 PI en
.0 cc CD CO unT	 CN, Ch ..	 '0'
__ ... r, vn t,
"" De 0	 • c--•	 .	 . 01
-'0 rn -0
.en et elf-- soIfs0 r- en 00
ON CN .. 0 ND
en ...1 o t-- vr
...% cc v t--
,,,-, o,;. vt el 0.
cS civn - 0 00
C
c
yi
:=	 tT4	 <	 ":11
37
°i'. g	
g -	 e ...
4 0 S 3 =
2 :e 00 U7 4 cc CK	 uu CO 4 cc
-vs
a
.c
o v) er
o Cr CS c.
en .11	 CC OCVS CD Ch C4 vv.
CC en CD vt DCCN vn V) CD CC6 0- 6
y, .. ., ..1 el
CN .... Ch -0
ev r- Do W.1 C,
en ('1501'Srn V'S
rn Ch vn CD ..
.1 r4 CS , r-5
en NC en enCD CS 00 'Tr rn
r.	 ND VD en
un	 el el CO
r.	 ('5 50 vl
• vn 00 00006 0- .1F 6
Ci cs ei ro ci
231
Table 9.3.2 The Correlation Analysis between 12 Financial Ratios
Pearson Correlation Coefficients / Prob > IN under Ho: Rho=0
RI	 R2 R3 R4 R5 R6
R1 -	 0.36524 0.18242 -0.34285 0.84964 0.33339
0.0001 0.0029 0.0001 0.0001 0.0001
R2 0.18294 -0.80176 0.38688 0.51669
0.0028 0.0001 0.0001 0.0001
R3 0.14644 0.09274* -0.08186*
0.0173 0.1329 0.1848
R4 -0.38998 -0.58861
0.0001 0.0001
R5 0.30807
0.0001
R6
RI R2 R3 R4 R5 R6
R7 -0.37648 -0.69159 0.14643 0.92975 -0.36046 -0.57903
0.0001 0.0001 0.0173 0.0001 0.0001 0.0001
R8 0.36014 0.52986 -0.15363 -0.67520 0.40008 0.72691
0.0001 0.0001 0.0124 0.0001 0.0001 0.0001
R9 -0.00188* 0.15051 -0.22262 -0.18232 0.03093* 0.50708
0.9758 0.0144 0.0003 0.0029 0.6168 0.0001
R10 0.14566 0.16821 0.21998 -0.14200 0.09637 0.02812*
0.0179 0.0062 0.0003 0.0210 0.1183 0.6492
Rh I -0.11074* 0.07500* -0.35788 -0.13385 -0.06726* 0.49213
0.0724 0.2246 0.0001 0.0297 0.2762 0.0001
R12 -0.09777* -0.02094* -0.03708* -0.04768* -0.09639* 0.02520*
0.1130 0.7348 0.5486 0,4405 0.1182 0.6835
* denotes the situation can not reject the null hypothesis Ho: Rho4)
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9.3.2 Correlation Analyses and Variance-Covariance Matrices
In order to examine the characteristics of sample data further, the correlation analysis is
computed and presented in Table 9.3.2. As it indicates, at p < 0.01 level, most financial
ratios are significantly correlated to each other apart from R5, R11 and R12. Additionally,
the variance-covariance matrices for both bankrupt and nonbankrupt firms have been
investigated. Table 9.3.3 shows the matrices for these two groups. It is obvious from
Table 9.3.3 that failing and nonfailing firms do not have equal covariance structure. For
instance, in nonbankrupt firms, the variances for R1 and R5 are 15.3408 and 28.5431,
respectively, but in bankrupt firms, the corresponding variances are 179.359 and 228.768,
respectively. Pairwise comparisons of the variance-covariance matrices clearly indicate that
bankrupt and nonbankrupt groups have different dispersion for the 12 financial ratios
selected. Consequently, as shown in previous studies, both multivariate normality and
equal variance-covariance matrices assumptions are hardly obtained in the real word in
bankruptcy prediction models.
Table 9.3.4 The Mann-Whitney U test for Differences in the Means
of 12 Financial Ratios between Failing and Nonfailing Firms
Mean Score in
Failing Firms
Mean Score in
Nonfailing Firms Z-value P> I ZI
R1 54.38 171.56 -11.75 0.0001*
R2 69.41 164.04 -9.94 0.0001*
R3 121.85 137.82 -1.60 0.1093
R4 197.85 99.83 9.83 0.0001*
R5 56.67 170.41 -11.41 0.0001*
R6 73.53 161.99 -8.87 0.0001*
R7 202.22 97.64 10.49 0.0001*
R8 70.30 163.6 -9.36 0.0001*
R9 99.56 148.97 -5.22 0.0001*
R10 118.76 139.37 -2.07 0.0388*
R11 127.43 135.03 -0.76 0.4459
R12 154.15 121.68 3.77 0.0001*
*denotes that there is significant difference in the mean value between bankrupt
and nonbankrupt firms at p <0.05 level
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9.3.3 The Difference in the Means of Twelve Financial Ratios between Failing and
Nonfailing Firms
Since the explanatory variables are not multivariate normal and the group dispersions are
not homogeneous, the nonparametric Mann-Whitney U test is utilised to examine the mean
location differences between bankrupt and nonbankrupt groups for all 12 selected financial
ratios. The results of Mann-Whitney U test are presented in Table 9.3.4.
As can be seen from Table 9.3.4, all financial ratios selected except for the R3 and R11
exhibit significant differences between the two groups' mean levels at a p < 0.05 level in
terms of univariate assessment. However, these two ratios may have good multivariate
discrimination when combined with other ratios. Further, bankrupt firms have higher mean
levels of R4, R7 and R12, compared to nonbankrupt firms.
Generally, the statistically significant results imply that the 12 selected financial ratios
possess high discriminating power in distinguish between failing and nonfailing companies.
These 12 financial ratios are thus used as the predictor variables for the subsequent
experiments for all four classification methods.
9.4 The Questions to be Tested and the Corresponding Research Designs
9.4.1 To Verify the Simulation Results in the Real Financial Data Set
There are five subjects to be explored in the empirical study, the first one is
1. To compare predictive abilities on real data for alternative discriminating approaches and
to verify the simulation results.
The data with all 264 companies consisting of 88 failing and 176 nonfailing companies will
be analysed by four discriminating techniques. In order to have a contrast with the
simulation results, the prior probabilities and misclassification costs of two groups are set
to be equal. However, the comparison of their superiority is based on the dominance of the
OC (operating characteristic) curve developed by Steele [1995]. This approach avoids the
possible inappropriate comparison rule which is determined (according to a particular
classification accuracy) by the specific optimal cutoff point (i.e., the specific error cost and
prior probability). By using the dominance approach, the ranking is invariant to error costs
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and subjective prior probabilities, thus provides a fair comparison among different models.
The detail of this process will be presented in Chapter Ten and will be applied to this
experiment.
The tool and the computer running procedure used in the simulation study will be employed
in this empirical experiment as well. However, since the empirical data has 12 inputs—many
more than the bivariate variables in the simulation data-the number of hidden nodes should
be carefully determined to achieve not only accurate classification but also generalisation.
Following up the method of deciding network architecture employed in the simulation
study, the number of hidden nodes is also determined by the Cascade-correlation algorithm
(Cascor). The whole sample is randomly divided into two subsamples of equal size. One is
the training data set, the other is the testing data set. In order to have reliable results, a
more accurate approach suggested in Berry and Trigueiros [1993] is used here. The
training set is randomly subdivided into a number of two parts, A and B. Training set A is
for learning optimal network structure and training set B is for testing whether the structure
of the trained network is an optimal structure. Training set A is used to do weight updating
through Cascor. The results obtained from training sets A are examined in training sets B.
The topology that gives best performance is then selected and the true generalisation ability
of the network topology can then be checked on the as yet unused testing set. The optimal
topology found in the empirical data is 12-9-1. This architecture will also be used in the
other four experiments of the empirical study.
9.4.2 To Evaluate the Influence of Different Sample Size
The second subject to be explored in this empirical study is
2. To test the effects of the different sample sizes on predictive ability for the four methods.
Many researchers have been concerned about the number of observations needed to
develop a reliable model. For example, Stam and Jones [1990] studied small and medium
sample sizes in discriminant analysis, and concluded that better classification performance
was obtained as the size of sample increased. We also want to know if increasing the
sample size to a large sample size will further increase classification performance in other
approaches. There is no general rule to determine what size will be appropriate for each
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different case. Most studies choosing their sample size based on the availability of data.
Although we cannot establish a methodology for choosing sample size, an understanding of
the effects of sample size on prediction performance is at least necessary if the model
developed is to be reliable. Thus, small, medium and large training and validation sample
sizes of 30, 60, 120 observations respectively will be employed to build the classification
accuracy insight for each of the four models.
The research design will generate multiple subsamples from the original data set consisting
of 88 failed and 176 nonfailed firms by varying sample size with equal observations in each
group. For each case, 20 different learning and validation tests are obtained individually to
study the impact of this factor. To avoid confounding the interpretation of test results, the
misclassification costs and the prior probabilities are set equal.
9.4.3 To Investigate the Influence of Choice -Based Bias and WCOP Procedure
The third subject to be explored in this empirical study is
3. To test the effects of different levels of sample frequency rates on predictive abilities,
and to assess if the choice-based sampling bias could be eliminated by comparing the
differences between incorporating the WCOP adjustment procedure and not incorporating
adjustment procedure among these four techniques.
The sample frequency rate is defined as the proportion of bankrupt firms to nonbankrupt
firms in the sample (i.e., base rate in the sample). This is referred to matching criteria in
prior studies. The match-pairs approach is a way to control the extraneous factor which
may confuse the research results. Beaver [1966] recommended that the matching design
should be selected to provide a control over factors which might obscure the connection
between financial ratios and business failure. Lev [1974] also noted that the paired-sample
method permits researchers "to control for various factors that are believed to be unrelated
to the phenomenon investigated" (p.141). One empirical study [Altman, 1968] proved that
matched and unmatched sampling design with same financial ratios led to significant
differences in prediction accuracy. For example, the size and feature of a firm are generally
regarded as having some influences on the probability of business failure. Therefore, most
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studies attempted to eliminate these effects by using a matched sample based on the book
value of total assets, sales or industry, etc.
The question is: if a researcher uses one to one matched sampling (equal base rate), while
other researchers choose different matched criteria, say one to five or one to ten from the
same population, is there a significant difference in classification accuracy between them
when other factors remain fixed? If there are some impacts on classification accuracy,
what kind of impact is caused, the Type I error rate, Type II error rate or overall error
rate? and how deep is it? or how sensitive is it for a particular technique?
On the other hand, when the base rate in a sample is not equal to the proportion of two
groups in the population, it probably causes a choice-based sample bias of both the
parameter and probability estimates. According to the previous studies by Zmijewski
[1984], Dopuch, Holthausen and Leftwich, [1987], and Manski and Lerman [1977], if an
appropriate adjustment scheme is used, this bias could be eliminated. Based on the above
idea, the adjusted procedure WCOP (weighted cutoff point) was proposed and will be
applied to the four discriminating techniques in order to evaluate if such bias can be
removed or mitigated.
This study will be divided into two small experiments. First, the samples are conducted on
no-adjustment process using data sets with different sample frequency rates. The second
hBs •ihr MMD pneedure but incorporates the WCOP adjustment in order to provide
contrasts with the former ones. Six choice-based samples are drawn from the full data set.
The six samples each contains 15 bankrupt firms but different (increasing) numbers of
nonbankrupt firms, selected randomly from the 176 available nonbankrupt firms in the full
data set. The number of nonbankrupt firms in the six estimation samples is 15, 30, 60, 75,
120 and 150. The resulting proportions of failing to nonfailing firms are thus 1:1, 1:2, 1:4,
1:5, 1:8 and 1:10. The choice-based sampling issue will be assessed empirically by
comparing the weighted and unweighted results across these six cases.
The assumption of equal misclassification costs is made. However, the prior probability
assumes 0.09 (i.e., 1:10 proportion of bankruptcy in the population). This proportion is
selected in order to contrast with the smallest sample selection probability (1:10), and is
expected to reveal the elimination of choice-based sampling bias when the WCOP
procedure is used. The research design is depicted as follows
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Table 9.4.1 The Research Design of Weighted and Unweighted
Procedure on Six Choice-Based Estimation Samples
Choice-Based Estimation Sample
15:15	 15:30	 15:60	 15:75	 15:120	 15:150
Unweighted
Bankrupt	 Type I Error	 Rate Across the Six Samples
NonbanIcrupt Type II Error	 Rate Across the Six Samples
Overall	 Overall Error	 Rate Across the Six Samples
Weighted
Bankrupt
	
Type I Error	 Rate Across the Six Samples
Nonbankrupt Type II Error	 Rate Across the Six Samples
Overall	 Overall Error	 Rate Across the Six Samples
For the WCOP procedure, as we proposed in Chapter Eight, if prior probabilities in the
population, the base rates in the sample and the two kinds of misclassification costs are all
considered, the optimum cut-off point I* depends on the estimates of three parameters: (1)
the judgements on the ratio of two kinds of misclassification cost; (2) the ratio of prior
probability of nonfailing and failing firms in the population; (3) the ratio of the proportion
of failing and nonfailing firms used in sample.
The optimal cut-off point I* which minimises the total adjusted cost (AC) can be obtained
when the following equation is solved.
f (P/B)	 CH	 1- a
	  — 	 x 	 x 	 —K
f (P/N)	 C/	 ap	 1- a,
( 9.4.1)
where
as = the proportion of bankruptcy in the sample
aP = the proportion of bankruptcy in the population
Ci = the cost of misclassifying a bankrupt firm as a nonbankrupt firm, i.e.
misclassification cost of Type I error
Cn = the cost of misclassifying a nonbankrupt firm as a bankrupt firm, i.e.
misclassification cost of Type II error
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In the MDA model, or the Probit model, we assume the distribution of I is normal
distribution, then I* can be found by solving the following equation (see Chapter 8)
0*-42)2/2a22 - (1*-1.02/ 2a12
In (<71 /(72) + In [as/(1-as)] + In [(I- a)/a] + In (C 1/C1) (9.4.2)
where
[L i = the means of Z scores for bankrupt firms
the means of Z scores for nonbankrupt firms
61 = the standard deviation of Z scores for bankrupt firms
62 = the standard deviation of Z scores for nonbankrupt firms
The estimates of p. 1 , 112, al and a2 are sample means and variances of the Z scores for two
groups, that is, X 1, x2, s l and s2 for the bankrupt group and nonbankrupt group, and can be
empirically estimated from a sample of bankrupt firms and a sample of nonbankrupt firms.
Applying the 12 predictors of 264 companies to the MDA discriminant function, we obtain
the Z scores on each of all 264 observations and their descriptive statistics by respective
groups. They were shown in Appendix V.
The estimates of parameters p i , p2, al and a2 are
=3.6237575	 s 1 =3.5765666
= —3.6243104	 s2 = 2.1193865
Inserting the above estimates into equation (9.4.2), the optimal cutoff point I* can be
achieved by solving the numerical root of the equation when the a s, ap values are given.
The as values designed in this experiment are 1/2, 1/3, 1/5, 1/6, 1/9 and 1/11 respectively;
under the assumption of prior probability of bankruptcy ap= 0.09 (i.e., 1/11), their
corresponding optimal cutoff points I* are reported in Table 9.4.2.
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Table 9.4.2 The Optimal Cutoff Points in MDA Approach
Sample Base
Rate
a, value Without
Adjustment
With
WCOP
15:15 1/2 -4.010781 1.560410
15:30 1/3 -4.010781 1.017340
15:60 1/5 -4.010781 0.437414
15:75 1/6 -4.010781 0.241536
15:120 1/9 -4.010781 -0.188075
15: 150 1/11 -4.010781 -4.010781
As a matter of fact, in SAS discriminant analysis, a statement PRIORS in DISCRIM
pcocRAme, t.t) cope with The unequal prior probability situation. Accordingly,
the WCOP procedure in MDA can also be constructed using different k value as same
weight in PRIOR statement.
In terms of Logit approach, Index I used here is referred to as the intermediate value Z
utilised in calculation of p (conditional probability). That is, Z = 	 p = 1/(1+exp(-Z)),
where (3' is the vector of estimated coefficients of predictor variables, X is the vector of
predictors. For logistic regression, it implies that these Z values have a logistic distribution.
As it was discussed before, if the specific probability density function (p.d.f.) is applied to
equation (8.3.10) given a fixed k value, then the optimal cutoff point I* is achieved by
solving the root of equation using numerical iteration methods such as Newton's iteration.
The detailed steps for Logit procedure are then shown below
T, exp(—(7))
f(I) = 	 	 I is a variable from logistic distribution
[ +exp(—Lcb-1-)]2
a any value, b> 0
1
F(I) =1+e1	 F is the cumulative distribution function of I
E(I) = a	 Mean of logistic function
b2n2Var(I) = 3 
—> b = j9T Variance of logistic function
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fit /B)
= 1 = KArm (9.4.4)
Applying Logit procedure, the intermediate values Z = 13'X, the conditional
probabilities p of each company and their descriptive statistics for failing and
nonfailing groups are displayed in Appendix VI and VII.
The estimates of parameters [to 112, a l and a2
 in terms of intermediate Z
values are calculated as
7.6467750
3-C 2  -6.2517737
Thus,
a1 7.6467750
a2 -6 .2517737
s 1= 8 2426481
s2= 3.9908628
b i-= 4.54441
b2= 2.20028
Here, we set equal misclassification costs of Type I and Type II error, and the
prior probability of bankruptcy ap is assumed to be 0.09. That is, under
WCOP procedure, the equation (9.4.1) becomes
	
AP/B) 1—c( 	 1-1
	
1J	 X
as
= — X — 
—11 —as 
as
AI* IN)	 °CP	 1—as	 1—a5 —
10	 =K (9.4.3)
. IT
If we don't take WCOP adjustment procedure into account, the equation (9.4.1)
will be
Then, replace the distribution of f(I/B) and f(I/N) into equation (9.4.3) and
(9.4.4) with the logistic p.d.f, , we get
1* -a I* -a 2
bi expk	 hi ))
1* -a	 •	 I* -a(1+exp(
	 (1+exp(
	 ))2b	 u 2
= K	 (9.4.5)
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Insert al , a2, b 1 , 1)2, and k value into equation (9.4.5), the optimal cutoff I* then is obtained
by finding the numerical root using the Newton's iteration. For example, for one to one
matched criterion as is 0.5, thus k = 10, given the above ai , a2, b i , b,„ the I* approximation
is 2.0547152. However, this optimal cutoff I* is in the form of intermediate value, we
transform it through logistic distribution function (c.d.f ) in order to compare with the
conditional probabilities obtained from Logit model. The various k values and their
corresponding optimal cutoff points based on the intermediate value Z and transformed
value p (probability) were calculated and presented in Table 9.4.3 and Table 9.4.4.
Table 9.4.3 The Various K Values in Logit Approach
Sample
Base Rate
K value
Without
Adjustment
K value
With
WCOP
15:15 1 10
15:30 1 10/2
15:60 1 10/4
15:75 1 10/5
15:120 1 10/8
15:150 1 1
Table 9.4.4 The Optimal Cutoff Points in Logit Approach
Optimal cutoff I* based on the Optimal cutoff I* based on the
intermediate	 value Z
	 transformed	 value p
Sample
Base Rate
Without
Adjustment
With
WCOP
Without
Adjustment
With
WCOP
15:15 -0.5206249 2.0547152 0.372706 0.886423
15:30 -0.5206249 1.2570709 0.372706 0.778521
15:60 -0.5206249 0.4843861 0.372706 0.618783
15:75 -0.5206249 0.2387346 0.372706 0.559402
15:120 -0.5206249 -0.2763700 0.372706 0.431344
15:150 -0.5206249 -0.5206249 0.372706 0.372706
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We can see from the Table 9.4.4 that when the sample selection probability equals the prior
probability in the population, the optimal cutoff point in the unadjustment and WCOP
adjustment is identical. In this situation, the choice-based sample bias is eliminated.
Likewise, for a neural network with sigmoid function in the output layer, the predicted
output values are between 0 and 1. Since the sigmoid function has the same form as the
cumulative logistic function, we treat these predicted values as the transformed values
through the logistic distribution function just like the procedure in the Logit model. Hence,
we should transform them back to achieve the assumed intermediate Z values. The
back-transformed Z values and predicted values of our 264 companies and their descriptive
statistics by group for GDR and Projection methods are shown in Appendix VIII, IX and
Appendix X, XI respectively.
The estimates of .1, .2, S1 and s2 in terms of intermediate Z values as follows
(1) For the GDR method,
i-i = 3.4168651
X2= —4.3621649
Thus,
a1=1.7791123
G2=1.5936182
a1 = 3.4168651 b1= 0.980876
a2= —4.3621649 b2= 0.878608
(2) For the Proj approach,
1 1 = 2.6354295 ai=1.8319012
.12 = -4.7037655 a2=1.6768469
Thus,
	
a 1 = 2.6354295	 1) 1 = 1.009980
	
a2= -4 . 7037655
	
b2= 0.924494
We apply same computation processes demonstrated before in order to obtain the optimal
cutoff points for the GDR and Projection techniques. The results are indicated below
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Table 9.4.5 The Optimal Cutoff Points in GDR Neural Network
Optimal cutoff I* based on the Optimal cutoff I* based on the
intermediate
	 value Z	 transformed	 value p
	
Sample	 Without	 With	 Without	 With
	
Base Rate	 Adjustment	 WCOP	 Adjustment	 WCOP
15:15 -0.6339589 0.4728378 0.346613 0.616055
15:30 -0.6339589 0.1370237 0.346613 0.534202
15:60 -0.6339589 -0.1958990 0.346613 0.451181
15:75 -0.6339589 -0.3027019 0.346613 0.424897
15:120 -0.6339589 -0.5273559 0.346613 0.371134
15: 150 -0.6339589 -0.6339589 0.346613 0.346613
Table 9.4.6 The Optimal Cutoff Points in Proj Neural Network
Optimal cutoff I* based on the Optimal cutoff I* based on the
intermediate	 value Z	 transformed	 value p
Sample
Base Rate
Without
Adjustment
With
WCOP
Without
Adjustment
With
WCOP
15:15 -1.1516808 0.0219457 0.240182 0.505486
15:30 -1.1516808 -0.3356910 0.240182 0.416857
15:60 -1.1516808 -0.6885688 0.240182 0.334352
15:75 -1.1516808 -0.8015555 0.240182 0.309693
15:120 -1.1516808 -1.0390327 0.240182 0.261337
15: 150 -1.1516808 -1.1516808 0.240182 0.240182
These optimal cutoff points can then be used to determine the classification rule and to
achieve the corresponding classification accuracy. Therefore, the comparative analysis
between without WCOP adjustment and with WCOP adjustment can proceed.
The existence of a choice-based sampling bias will be examined by comparing the
unweighted and weighted results across the six estimation samples. If a bias exists, then
there should be some functional relationship between the various sample base rates and the
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individual group classification results. On average, lower bankrupt firm sample frequency
rates result in lower bankrupt firm correct classification, and the lower bankrupt firm
sample frequency rates can lead to higher nonbankrupt firm classification accuracy.
Pearson correlation coefficients are used in order to identify if this bias is present and if it
can be eliminated by WCOP.
9.4.4 To Conduct a Sensitivity Analysis of Optimal Cutoff Points to Different Ratios
of Misclassification Costs
The fourth subject addressed in the research is
4. To make a sensitivity analysis of optimal cutoff points to misclassification costs of Type I
and Type II errors.
Type I error is the misclassification of a failing firm as a nonfailing firm, and Type II error is
the misclassification of a .nonfailing firm as a failing firm. When a failing firm is predicted
as a nonfailing firm, investors may lose their whole investment. On the other hand, when a
nonfailing firm is predicted as a failing firm, investors lose the dividend income and capital
gain that would otherwise be obtained. Generally, the misclassification cost of a Type I
error is much higher than that of the Type II error. Therefore, when the optimal cut-off
point is determined without considering the loss functions of Type I and Type II errors, the
results may not be optimal for a user to apply the bankruptcy prediction model. Koh
[1992] undertook a study which is one of limited research to explore this issue, yet he only
made a sensitivity analysis in the Logit model. Hence, the objective of this experiment is
to extend Koh's study to investigate the sensitivity of optimal cutoff points to the
misclassification costs of Type I and Type II errors for all four discriminating techniques.
In this study the Type I error cost (C) and Type II error cost (C H) were not directly
measured. Instead, the expected misclassification costs of using the model were computed
under alternative assumptions about the relative misclassification costs of Type I and Type
II errors (i.e. the ratio CI to CH or CI:CH).
Following Koh's study [1992], the C / to C11 was ranging from 1:1 to 500:1. The ratio 1:1 is
a lower limit since the misclassification cost of a Type I error is expected to be higher than
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that of a Type II error. Further, ratio 500:1 is believed to sufficiently represent the
situation in which Type I error cost is much larger than Type II error cost.
The prior probabilities of two groups are set to be equal in order to reveal only the
influences of changing ratios of misclassification costs themselves. As a matter of fact, for
different prior probabilities, the analysis can be made by just changing k value.
In this experiment the optimal cutoff points were also obtained by solving the equation
(9.4.1) for four discriminating techniques. The results among the four methods were
plotted in order to demonstrate the respective and relative degree of change in optimal
cutoff points to corresponding changes in misclassification cost ratios.
9.4.5 To Assess the Influence of Different Base Rates between the Training and
Testing Samples
The last subject we are interested in is
5. To test the effects on generalisation ability in terms of differences in base rates between
the training and testing samples.
The decision maker in the real world may not have control over the composition of
historical data necessary for predictive model development, and it is meaningful to know
whether a classification model built using a training sample with a certain base rate still
works when the prior probabilities in the test population becomes very different.
In order to study the effects of this proportion on the predictive performance of the four
techniques, we created three proportions for each of the training and testing set
compositions. The levels are 1:1, 1:5 and 1:9. A full two-factor design is used, and nine
different experimental cells are thus produced. Within each cell 20 different training-testing
set pairs are generated. These pairs contain unique firms, i.e. no overlap is allowed. We fix
the sample size at a reasonable level, 60 bankrupt and 60 nonbankrupt firms. The prior
probabilities of two groups and two types of misclassification cost are both assumed to be
equal. The research design is indicated in the following table
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Table 9.4.7 The Research Design of Investigating the Influence of Different
Base Rate between Training and Validation Samples on Predictive Ability
Sample size
120
Testing set
base rate
Testing set
base rate
Testing set
base rate
Training set
base rate
1:1
60/60
60/60
replicate 20
60/60
20/100
replicate 20
60/60
12/108
replicate 20
Training set
base rate
1:5
20/100
60/60
replicate 20
20/100
20/100
replicate 20
20/100
20/100
replicate 20
Training set
base rate
1:9
12/108
60/60
replicate 20
12/108
20/100
replicate 20
12/108
12/108
replicate 20
9.5 Summary and Conclusions
The research designs and experiment methodologies of each of the empirical subjects have
been presented in this chapter. They include
(1) To make comparisons in the classification accuracy of the bankruptcy prediction
model on real data for alternative discriminating approaches
(2) To explore the effects of the different sample sizes on predictive ability for the four
discriminating methods.
(3) To test the effects of different base rate levels on the predictive abilities, and to
assess if the choice-based sampling bias could be eliminated through comparing the
differences between incorporating the adjustment WCOP and not incorporating
adjustment procedure among these four techniques.
(4) To make the sensitivity analysis of optimal cutoff points to misclassification costs of
Type I and Type II errors.
(5) To investigate the effects on generalisation in terms of differences in base rate
between training and testing samples.
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This empirical study attempts to fully discuss various facets of bankruptcy prediction
models. Since the complicated interrelationship and characteristics between independent
variables can not be described exhaustively in a simulation process, it may be more practical
to use real data to make a comparison and inference about the predictive ability. The
results can also be used as a way of verifying those obtained from the simulation study. In
addition, the exploration related to the impacts of some factors we frequently experienced
in reality, such as the sample size selection, the choice-based sampling bias derived from the
matched criterion design, the sensitivity of optimal cutoff points to unequal
misclassification costs, and the generalisation issue are also included.
The detailed results of the five experiments and their analyses will be discussed in the
subsequent chapter.
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Chapter Ten
RESULTS OF THE EMPIRICAL STUDY
10.1 Introduction
This chapter reports the results of five experiments and analyses the hypotheses tested
using real financial data. The five experiments include comparing the classification
accuracy for MDA, Logit, GDR and Proj methods; assessing the impact of sample size on
predictive ability; evaluating the influence of choice-based sampling bias; testing the
sensitivity of optimal cutoff points to two kinds of misclassification costs; and
investigating the generalisation ability when using dfferent proportions of two groups
between the training and testing samples. In addition to the introduction, this chapter is
divided into six parts. The first five parts deal with each associated problem described
above. The final section offers a conclusion and summary of the discussions.
10.2 The Results between ANNs and STMs Using Real Financial Data
The first comparison in the empirical study involves assessing whethti The neural
networks could achieve equal or superior predictive power to the conventional statistical
discriminating techniques in bankruptcy prediction based on real financial data. Further,
we are interested to know if the relative importance of independent variables provided by
these four methods are significantly inconsistent.
Four relevant hypotheses are proposed for the experiment carried out in this section.
H16 : There is no difference in classification performance for the four alternative
techniques for the training sample based on real financial data.
H17 : There is no difference in classification performance for the four alternative
techniques for the testing sample based on real financial data.
His : There is no significant inconsistency between the simulation results and the empirical
results in classification performance for the four alternative techniques.
H19 : There is no significant difference in the relative contribution of predictor variables
for four alternative techniques
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10.2.1 Comparison on Classification Accuracy
The real financial data used in the empirical study is from the U.K. Datastreani data base,
which was described in the previous chapter. In this experiment we divided the whole
data set into two halves. One half is for the training data set, and the other half is for the
testing data set. Each data set consists of 44 bankrupt and 88 nonbankrupt firms matched
on assets and industry. In the neural network, using the 12-9-1 architecture, around
25000 epoch iterations were carried out during the network training phase. The network
root mean square (RMS) error and the changes of weights were monitored throughout
the training period. We chose this number of iterations as a stop rule because the RMS is
small and the change of weights becomes negligible at this level. Prediction results for the
training and the testing samples among these four alternative techniques are given in
Table 10.2.1
Table 10.2.1 Comparison in Classification Performance
of Four Alternative Techniques for Training and Testing Sample
Method Training Data Set Testing Data Set
Type I
Error
Type 11
Error
Overall
Error
Type I
Error
Type II
Error
Overall
Error
MDA 9.99% 0 3.03% 13.64% 5.68% 8.33%
L°git 6.82% 2.3% 3.79% 20.45% 7.95% 12.12%
GDR 2.3% 0 0.75% 6.80% 12.50% 10.6%
Proj 0 0 0 9.09% 10.20% 9.85%
The above results were obtained under the assumption of equal prior probability and
misclassification costs. One approach that would allow comparability across models
involves estimating the relative costs of Type I and Type II errors. In general, the value
of Type I error cost and Type II error cost is individual, subjective and context specific.
Therefore, previous researchers typically assumed several alternative relative cost ratios,
and identified the corresponding classification accuracy or cutoff point under each
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assumption. The idea is to determine if either model dominates the other in terms of
minimising misclassification costs across a frontier of error rates or optimal cutoff points
associated with assumed cost ratios.
Steele [1995] dealt with this issue more subtly and more deeply. He used a dominance
function to demonstrate the correct comparison between different models. The concept
he developed is described as follows
If the impact of base rate is not considered, then minimising the total cost can be
expressed as
r
Min E(C) = Cn(l_ap )57 num dl + C1 a 5'pj, f(I/S) dl	 (10.2.1)
(The definitions of all notations are the same as the equation (8.3.3))
The decision problem indicated by equation (10.2.1) is an unconstrained optimisation
problem to choose an optimal cutoff value of I*. Steele [1995] solved this problem in a
different way by transforming the decision into an equivalent constrained optimisation
problem
Min E(C) = aX +bY
Such that X = 57 flUN)dI = 1— F(1JN)
Y
 = j
1
_. f(I/B)dI = F(UB)
a= C11(1-ap)	 b= C/(cep)
The constraints are drawn by plotting the curve described by the locus of points
(1-F(I/N), F(I/B)) as parameter I varies across its range. This curve is called the
Operating Characteristic (OC) curve by Steele [1995].
Any point on the curve corresponds with the failure probability that a healthy firm has a
value from the discriminating model greater than I, and the nonfailure probability that a
bankrupt firm has an index smaller than I.
The objective function is determined by the prior probability of bankruptcy ap
 and the two
misclassification costs C / and Cll.
where
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Constraint Locus
(1-F(I/N), F(I/B))
1-F(I/N)
Figure 10.2.1 Disciriminant Function
As an Equivalent Constraint Optimisation
The optimal cutoff point I* is found when the gradient of the objective function (aX+bY)
is equal to the gradient of the constraint. That is, -alb= -f(Pc/B)/f(Pc/N). The co-ordinates
at the point of tangency (x, y) give the Type II error rate and Type I error rates illustrated
in Figure 10.2.1. It can bee seen the Type I and Type II error rates are dependent on the
objective function and the locus of (1-F(IJN), Fa/BD. The smaller the prior probability of
bankruptcy or Type I error cost relative to Type II error cost, the higher the negative
gradient to the objective.
This results in an optimal cutoff point with a high rate of Type I error and a low rate of
Type II error. On the other hand, when the whole locus of a model's OC curve (model 1)
is nearer to the axes than those of the other's model (model 2), the more predictive power
this model has, since whatever the values of a and b, (i.e., misclassification costs and prior
probabilities), smaller Type I and Type II error rates can both be achieved by this model
(model 1). This point is demonstrated in Figure 10.2.2.
In Figure 10.2.2, model 1 always provides lower Type I and Type II errors than model 2,
regardless of the change of objective function. In this situation, it is concluded that model
1 is superior to model 2.
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1-F(I/N)
Figure 10.2.2 Situation I of Dominant Discriminating Function
Conversely, if the whole frontier of a model's OC curve cannot dominate the other
model's, we cannot conclude which model is superior, since the objective function
produces different degrees of probability of Type I and Type II errors for each model.
For example, in Figure 10.2.3. when the objective function is aX+bY, model 1 produces a
lower rate of Type I errors, but a higher rate of Type II errors. On the contrary, model 2
offers the higher Type I errors, and lower Type II error rates. In this situation, model 1
and model 2 give ambiguous signals about the relative rankings.
As Steele [1995] pointed out, the previous literature has placed undue emphasis on error
rates generated by a specific cutoff point (i.e., a specific ratio of misclassification costs or
prior probabilities). Using particular error rates to rank different models is inappropriate
owing to the fact that they vary with subjective choices in the objective function.
Following the idea developed by Steele [1995], we decided to assess the predictive
capabilities of these four techniques by using the considerations of dominance described
above. In order to implement this approach, the distribution of f(I/B) and f(I/N) should
first be obtained for each of the four methods. Thus the cumulative distribution F(I/B)
and F(I/N) can be derived. The empirical cumulative distribution for nonbankrupt firms
F(I 1 113) is computed by sorting the index I in ascending order, and settling F(11 1l3) = i/n,
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1 F(1irsT)
where i is the rank number of the ith index I, and n is the sample size. For nonbankrupt
firms 1-F(I1 IN) is similarly calculated by sorting in descending order. Accordingly, each
method has its corresponding OC curve. A fair comparison can then be made.
Figure 10.2.3 Situation II of Dominant Discriminating Function
For the MDA method, the frequency distribution and cumulative distribution of Z scores
on bankrupt firms (i.e., ftI/B) and Fa/BD as well as on nonbanlcrupt firms (i.e., f(I/N) and
F(I/N)) are calculated and reported in Table 10.2.2 for the training data set and in Table
10.2.3 for the testing data set.
For the Logit method, GDR, and Proj networks, the frequency distribution and
cumulative distribution of conditional probabilities of two groups are illustrated from
Table 10.2.4 and 10.2.9 for training and testing samples respectively.
Generally, the results of these four methods indicate successful separation in producing a
distribution of RUB) and f(UN). However, the MDA method demonstrated a different
shape to the other three methods. The results are graphed from Figure 10.2.4 to Figure
10.2.7 for training data and from Figure 10.2.8 to Figure 10.2.11 for testing data. These
histograms show that the two distributions, although they are different, have some
overlap for most of these alternative techniques.
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Table 10.2.2 The Frequency Distribution and
Cumulative Distribution of Z Scores
for MDA Method in Training Data
Table 10.2.3 The Frequency Distribution and
Cumulative Distribution of Z Scores
for MDA Method in Testing Data
Z Score 1(1/N) 1(1/B)	 F(I/N) F(1/B) Z Score f(I/N)	 RUB)	 F(1/N) F(1/13)
-12 and below 2 0 2/88 0/44 -35 and below 1 0 1/88 0/44
-10 and below 1 0 3/88 0/44 -30 and below 0 0 1/88 0/44
-8 and below 18 0 21/88 0/44 -25 and below 0 0 1/88 0/44
-6 and below 16 0 37/88 0/44 -20 and below 0 0 1/88 0/44
-4 and below 29 0 66/88 0/44 -15 and below 4 0 5/88 0/44
-2 and below 16 1 82/88 1/44 -10 and below 5 0 10/88 0/44
0 and below 6 4 88/88 5/44 -5 and below 39 1 49/88 1/44
2 and below 0 5 88/88 10/44 0 and below 34 5 83/88 6/44
4 and below 0 7 88/88 17/44 5 and below 4 22 87/88 28/44
6 and below 0 8 88/88 25/44 10 and below 1 14 88/88 42/44
8 and below 0 3 88/88 28/44 15 and below 0 1 88/88 43/44
10 and below 0 9 88/88 37/44 20 and below 0 0 88/88 43/44
12 and below 0 3 88/88 40/44. 25 and below 0 0 88/88 43/44
14 and below 0 1 88/88 41/44 30 and below 0 0 88/88 43/44
16 and below 0 2 88/88 43/44 over 35 0 1 88/88 44/44
over 16 below 0 1 88/88 44/44
Total 88 44 Total 88 44
Min Score -12.73 -3.43 Min Score -39.90 -5.49
Max Score -0.43 16.12 Max Score 5.70 34.01
Mean Score -5.80 5.80 Mean Score -5.97 4.27
Standard Deviation 2.58 4.65 Standard 5.51 6.10
Table 10.2.4 The Frequency Distribution and
Cumulative Distribution of Conditional Probabilities
for Logit Method in Training Data
Table 10.2.5 The Frequency Distribution and
Cumulative Distribution of Conditional Probabilities
for Logit Method in Testing Data
Probability f(1/N) f(1/B)	 F(I/N) F(1/B) Probability UN) 111/13) F(1/1n1) F(LIB)
0.1 and below 81 3 81/88 3/44 0.1 and below 81 9 81/88 9/44
0.2 and below 4 0 85/88 3/44 0.2 and below 0 0 81/88 9/44
0.3 and below 1 0 86/88 3/44 0.3 and below 0 0 81/88 9/44
0.4 and below 0 0 86/88 3/44 0.4 and below 0 0 81/88 9/44
0.5 and below 0 0 86/88 3/44 0.5 and below 0 0 81/88 9/44
0.6 and below 2 2 88/88 5/44 0.6 and below 0 0 81/88 9/44
0.7 and below 0 2 88/88 7/44 0.7 and below 0 0 81/88 9/44
0.8 and below 0 1 88/88 8/44 0.8 and below 0 0 81/88 9/44
0.9 and below 0 3 88/88 11/44 0.9 and below 0 0 81/88 9/44
1.0 and below 0 33 88/88 44/44 1.0 and below 7 35 88/88 44/44
Total 88 44 Total 88 44
Min Score 0 0.48 Min Score 0 0
Max Score 0.52 1 Max Score 1 1
Mean Score 0.03 0.87 Mean Score 0.08 0.79
Standard Deviation 0.08 0.25 Standard 0.27 0.41
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Table 10.2.6 The Frequency Distribution and
Cumulative Distribution of Predicted Values
for GDR Method in Training Data
Table 10.2.7 The Frequency Distribution and
Cumulative Distribution of Predicted Values
for GDR Method in Testing Data
Predicted f(1/N) RUB)	 F(UN) F(JIB) Predicted WIN) f(I/B) F(I/N) F(I/B)
0.1 and below 88 1 88/88 1/44 0.1 and below 77 3 77/88 3/44
0.2 and below 0 0 88/88 1/44 0.2 and below 0 77/88 3/44
0.3 and below 0 0 88/88 1/44 0.3 and below 0 77/88 3/44
0.4 and below 0 0 88/88 1/44 0.4 and below 0 77/88 3/44
0.5 and below 0 0 88/88 1/44 0.5 and below 0 77/88 3/44
0.6 and below 0 0 88/88 1/44 0.6 and below 0 77/88 3/44
0.7 and below 0 0 88/88 1/44 0.7 and below 3 1 80/88 4/44
0.8 and below 0 0 88/88 1/44 0.8 and below 4 6 84/88 10/44
0.9 and below 0 0 88/88 1/44 0.9 and below 0 84/88 10/44
1.0 and below 0 43 88/88 44/44 1.0 and below 4 34 88/88 44/44
Total 88 44 Total 88 44
Min Score 0 0.87 Min Score 0 0
Max Score 0.08 1 Max Score 1 1
Mean Score 0 0.99 Mean Score 0.1 0.89
Standard Deviation 0.08 0.02 Standard 0.27 0.26
Table 10.2.8 The Frequency Distribution and
Cumulative Distribution of Predicted Values
for Proj Method in Training Data
Table 10.2.9 The Frequency Distribution and
Cumulative Distribution of Predicted Values
for Proj Method in Testing Data
Predicted RUN) RUB)	 F(I/N) F(I/B) Predicted f(I/N)	 RUB) F(I/N) F(I/B)
0.1 and below 88 0 88/88 0/44 0.1 and below 76 3 76/88 3/44
0.2 and below 0 88/88 0/44 0.2 and below 2 0 78/88 3/44
0.3 and below 0 88/88 0/44 0.3 and below 1 0 79/88 3/44
0.4 and below 0 88/88 0/44 0.4 and below 0 79/88 3/44
0.5 and below o 0 88/88 0/44 0.5 and below 4 79/88 7/44
0.6 and below 0 88/88 0/44 0.6 and below 0 79/88 7/44
0.7 and below 0 88/88 0/44 0.7 and below 1 1 80/88 8/44
0.8 and below 0 88/88 0/44 0.8 and below 4 0 84/88 8/44
0.9 and below 1 88/88 1/44 0.9 and below 2 1 86/88 9/44
1.0 and below 43 88/88 44/44 1.0 and below 2 35 88/88 44/44
Total 88 44 Total 88 44
Min Score 0 0.87 Min Score
Max Score 0.08 1 Max Score 1 1
Mean Score 0 0.99 Mean Score 0.09 0.87
Standard Deviation 0.01 0.02 Standard 0,25 0.29
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Figure 10.2.12 Comparisons on OC Curve among Four Methods for Training Data
Figure 10.2.13 Comparisons on OC Curve among Four Methods for Testing Data
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Up to now, we have still not been able to determine which method is most powerful in
classification. As we have described previously, the OC curves of these four methods can help
us to solve this question. Figure 10.2.12 shows the result of comparing OC curves for four
methods on the training data. It reveals that the Projection method is superior in all situations.
In this case the method produces a disjoint mapping, so that f(UB) does not overlap with
f(I/N). It follows that the Operating Characteristic curve is the axes of diagram from (0,1) to
the origin (0,0), and then to (1,0). For the other three cases, the GDR method is seen to be
better than the Logit method, since over the entire range of prior probability and
misclassification costs, the GDR OC curve is nearer to the axes than the Logit approach.
However, the MDA and GDR do not appear to dominate each other in the training phase.
The analysis indicates that in terms of learning ability, the Projection approach has the highest
classification power. There are no significant differences between MDA and GDR; but the
worst predictive ability is that of the Logit method.
As to generalisation ability, Figure 10.2.13 indicates that the Logit method still has the worst
predictive ability in all situations. Over the entire range of the OC curve, it shows a further
distance to the axes than the other three approaches, and this produces both higher Type I and
Type II errors regardless of prior probabilities or error costs. For MDA, GDR, and Projection
techniques, we can not conclude which is superior. The superiority depends on the subjective
assessment of the situation.
The results in this empirical study are, on average, consistent with those in the simulation
study. The ANNs are shown to perform at least as well as the conventional statistical
methods, which have been the dominant methods in bankruptcy prediction until now. This
evidence implies that ANNs indeed are promising discriminating tools in predicting business
failure. However, they may suffer from the overfitting problem since they have the potential
to pay undue attention to irrelevant noise in the learning phase so as to fail to identify key
features and thus to lose generalisation ability.
10.2.2 Comparison on the Relative Importance of Predictor Variables
Evaluating the importance of individual predictor variables is usually one of the main interests
of researchers. It provides precious information to investors, and managers for an
understanding of the relationship between the financial ratios and the firm's performance.
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In terms of MDA method, standardised coefficients are selected to assess the relative
importance of individual variables. This approach is expressed as the discriminant coefficients
of each independent variable divided by its standard deviation. The standard deviation was
obtained from the pooled variance-covariance matrix. The larger the standard discriminant
coefficient value, the greater its contribution. The pooled variance-covariance matrix is
presented in Table 10.2.10, and the relative contribution of each independent variable is then
reported in Table 10.2.11.
For the Logit method, tests of the significance of individual variable coefficients can be
established by Wald Chi-square statistics. The test is parallel to the discriminant analysis
procedure in that coefficients are divided by their standard errors in order to measure the test
statistic. The results are displayed in Table 10.2.12. The P 'values for the nonparametric tests
were also computed. In addition, overall tests for assessing model fit were performed. The
test statistic used to assess overall fit is the -2 times Log Likelihood Ratio. This measure tests
the null hypothesis that the financial ratios have no impact on the prediction of bankrupt or
nonbankrupt firms. It is surprisingly observed that all predictor variables are insignificant at
the 0.05 level. However, the test of overall model fitting clearly indicates that it is significant
at the 0.05 or 0.01 level. Thus, the null hypothesis that the input variables have no
explanatory power can be rejected. This contradictory conclusion is a result of the fact that
the independent variables are correlated so that the combination of univariate variable with
low individual predictive ability can generate multivariate high predictive power.
In terms of ANNs, the interpretation method suggested by Yoon et al. [1993] to extract the
relative strength between each input and output unit is described as follows
z ovki * yid
Rsii It_oniABs (wk * uJo]
where
= the relative strength between the ith input and jth output variables
Wki = the weight between the kth hidden unit and ith input unit
= the weight between the jth output and the kth hidden unit
ABS = the sign of the absolute value
The denominator measures the total strength between all of the input and output variables.
The absolute value is used because the positive strengths should not cancel out the negative
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strengths. The numerator measures the strength between the ith input variable and the jth
output variable and can be either positive or negative.
Table 10.2.10 The Pooled Variance-Covariance Matrix in MDA
RI R2 R3 R4 R5 R6 R7 R8 R9 R10 RI 1 R12
RI
R2
R3
R4
R5
R6
R7
R8
R9
R10
R11
R12
159.83
0.58
1.96
-57.1
172.4
1.48
-68.1
3.17
-0.28
39.29
-0.83
-0.01
0.03
-0.01
-3.04
0.89
0.05
-3.02
0.08
0.01
1.32
0
0
0.42
2.13
1.82
-0.04
1.95
-0.05
-0.03
2.51
-0.06
0
355.31
-87.78
-5.08
354.61
-9.01
-0.28
-120
0.17
-0.02
219.32
1.62
-97.08
4.01
-0.2
55.33
-0.74
-0.028
0.24
-5.6
0.25
0.04
1.01
0.05
0
392.24
-10.22
-0.35
-146.6
-0.2
-0.03
0.55
0.03
3.94
0.01
0
0.02
0.1
0.02
0
140.2
-0.48
0.01
0.04
0 0.001
Table 10.2.1 1 Relative Contribution Tests of Each Independent Variables
and Its Rank for MDA Method
Ratios Coefficient Standard
Deviation
Standardised
Coefficient
Rank
RI -5.0852 12.6425 -0.0131 9
R2 -0.6438 0.1761 -14.5847 4
R3 -2.5679 0.6481 -5.9579 5
R4 -3.8612 18.8496 -0.0002 11
R5 0.0298 14.8118 -0.0055 8
R6 -0.0821 0.494 4.9833 6
R7 -0.2138 19.8049 0.0108 10
R8 1.3167 0.7396 -1.7803 7
R9 3.2973 0.1378 23.9211 3
R10 -0.0212 33.7668 -0.0006 12
R11 7.8705 0.1897 -41.4813 2
R12 -36.491 0.0316 1,153.95 1
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Table 10.2.12 Test of Individual Coefficients and Model Fitting
for Logit Approach
Ratio Parameter Estimated Standardised	 Wald P value Rank
R1 0.2127 516.1 1.5138	 0 0.9997 12
R2 145 49,571.1 14.04	 0 0.9977 4
R3 -25.7782 9,841.2 -9.2066	 0 0.9979 7
R4 0.5999 1,164.2 6.2347	 0 0.9996 8
R5 -4.2589 382.3 -34.7729	 0.0001 0.9911 1
R6 -53.0101 14,287 -14.4474	 0 0.997 3
R7 1.0269 724 11.2128	 0 0.9989 6
R8 -29.6826 6,564.7 -12.1076	 0 0.9964 5
R9 37.7197 72,537.3 2.8411	 0 0.9996 10
R10 -0.3118 66.6016 -5.8044	 0 0.9963 9
R11 163.5 42,750.6 17.0566	 0 0.9969 2
R12 157.8 185,326 1.5562	 0 0.9993 11
Criteria for Assessing Model Fit
x2 for	 Covariate value
-2 Times log likelihood ratio	 168.4
	
0.1
ABS = the sign of the absolute value
For the GDR and Projection methods, the weights from the input layer to the hidden layer and
from the hidden layer to the output layer are indicated in Table 10.2.13 and 10.2.14
respectively. The interpretations of the relative strength between an input variable and an
output variable are then shown in Table 10.2.15. For ease of comparison the results in MDA
and Logit methods are repeated here.
It can be seen that the ranking of the relative contributions of the twelve predictor variables
for these alternative methods seems to be quite different. Thus, we performed a correlation
analysis for the ranking to understand if there exists any relationship between different
techniques for these rankings. The nonparametric Spearman's Rank-Order Correlation
analysis was chosen to measure this relationship. The result is shown in Table 10.2.16.
From Table 10.2.16 we notice that the all Spearman correlation coefficients are very low, and
that there are even many negative signs between different methods. For any two methods
there has been shown to be no significant relationship in the ranking of the relative
contributions of explanatory variables at 0.05 level. This inconsistent but interesting outcome
is believed to be worthy of further study.
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Table 10.2.13 The Neural Network Weights for GDR Method
(a) From input layer to hidden layer
R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12
Node -39.98 11.57 -26.28 4.25 -50.75 -9.68 27.58 -27.17 7.33 -11.49 24.01 7.21
Node -16.87 3.28 -9.77 4.07 -20.95 -3.6 13.38 -11.02 4.76 -4.95 11.03 3.86
Node 10.54 -3.14 6.98 -0.69 12.89 2.74 -6.34 7.24 -1.02 3.05 -5.35 -1.56
Node -22.42 8.01 -13.93 2.57 -28.76 -4.99 15.78 -14.46 3.96 -6.48 13.76 4.3
Node 37.88 -14.62 24.34 -3.16 47.51 7.62 -25.48 23.2 -8.63 10.41 -23.98 -8.32
Node -38.61 14.41 -24.26 2.97 -50 -8.81 26.27 -26.4 6.79 -11.14 23.47 6.9
Node -21.19 8.11 -12.18 2.46 -26.98 -2.88 15.19 -12.84 5.52 -6.1 14.55 4.21
Node 30.91 -10.32 19.88 -2.49 38.97 8.1 -20.38 21.59 -4.37 8.78 -17.32 -4.88
Node 30.74 -8.42 20.77 -3.46 38.29 7.96 -20.63 20.69 -5.03 8.5 -17.16 -5.95
(b) From hidden layer to output layer
Node 1 Node 2 Node 3	 Node 4	 Node 5	 Node 6	 Node 7 Node 8 Node 9
Output	 -0.06	 -0.17	 0.02	 -0.21	 0.23	 -0.1	 0.03	 0.01	 -0.19
Table 10.2.14 The Neural Network Weights for Proj Method
(a) From input layer to hidden layer
RI	 R2	 R3	 R4	 R5	 R6	 R7	 R8	 R9	 RIO RU R12
Node -39.98 11.57 -26.28 4.25 -50.15 -9.68 2758 -27.17	 7.33 -11.49 24.01 7.21
Node -16.87 3.28 -9.77 4.07 -20.95 -3.6 13.38 -11.02	 4.76 -4.95 11.03 3.86
Node 10.54 -3.14 6.98 -0.69 12.89 2.74 -6.34 7.24	 -1.02 3.05 -5.35 -1.56
Node -22.42 8.01 -13.93 2.57 -28.76 -4.99 15.78 -14.46	 3.96 -6.48 13.76 4.3
Node 37.88 -14.62 24.34 -3.16 47.51 7.62 -25.48 23.2	 -8.63 10.41 -23.98 -8.32
Node -38.61 14.41 -24.26 2.97 -50 -8.81 26.27 -26.4	 6.79 -11.14 23.47 6.9
Node -21.19 8.11 -12.18 2.46 -26.98 -2.88 15.19 -12.84	 5.52 -6.1 14.55 4.21
Node 30.91 -10.32 19.88 -2.49 38.97 8.1 -20.38 21.59	 -4.37 8.78 -17.32 -4.88
Node 30.74 -8.42 20.77 -3.46 38.29 7.96 -20.63 20.69	 -5.03 8.5 -17.16 -5.95
(b) From hidden layer to output layer
Node 1 Node 2 Node 3	 Node 4	 Node 5	 Node 6	 Node 7 Node 8 Node 9
Output	 -48.55	 -48.71	 -48.92	 -49.76	 -49.5	 -47.819 -48.964 -48.497 -48.77
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Table 10.2.15 Relative Strengths between Each Input Variables and Output
for Both GDR and Proj Methods
and the Rank of the Input Variables for Four Methods
Ratio Relative	 Relative Rank for Rank for Rank for Rank for
Strength Strength	 GDR	 Proj	 /ADA	 Logit
R1 0.5654 -0.1409 2 1 9 12
R2 -0.2065 -0.0471 7 9 4 4
R3 0.3481 -0.1209 6 3 5 7
R4 -0.062 -0.0583 12 6 11 8
R5 0.7203 -0.1262 1 2 8 1
R6 0.1163 -0.0443 11 10 6 3
R7 -0.3982 -0.0523 3 8 10 6
R8 0.3599 -0.0037 5 7 7 5
R9 -0.1257 0.0058 9 12 3 10
RIO 0.1619 -0.0995 8 4 12 9
R11 -0.363 -0.0126 4 11 2 2
R12 -0.1165 -0.0605 10 5 1 11
Table 10.2.16 Spearman Correlation Analysis for Ranks
of Relative Importance of Predictor Variables among Four Methods
Spearman Correlation Coefficients / Prob > IR! under Ho: Rho----0
MDA LOGIT GDR	 PROJ
MDA
LOGIT 0.09790
0.7621
GDR -0.13287 0.27972
0.6806 0.3786
PROJ -0.45455 -0.29371 0.37063
0.1377 0.3541 0.2356
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10.3 The Impact of Sample Size on Predictive Ability
The second comparison in the empirical study is to assess whether the sample size affects
predictive ability in terms of learning and generalisation for each of the four discriminating
methods. For certain levels of sample size we also test if there is a significant preference
for any technique. If the predictive ability of any particular method is superior to others
and insensitive to the sample size, it can solve the difficulties of obtaining a large sample
size, which is often not available. The relevant hypotheses in this section are stated as
follows
}120 : The rate of misclassification for each of the four discriminating techniques is not
affected by the sample size.
H21 There is no significant difference in predictive performance among the four alternative
techniques for different levels of sample size.
H22 :
 
The neural networks are not more robust than the statistical discriminating methods to
sample size in predictive performance.
10.3.1 The Results and Analyses
This experiment was evaluated in equal proportions of failing to nonfailing samples. Small,
medium, and large of samples of 30, 60, and 120 observations were replicated 20 times.
Tables 10.3.1 and 10.3.2 report the average Type I, Type II and Overall error rates at
different sample size levels for four discriminating methods in training and testing data
respectively.
First we examine the impact of sample size on each method. Secondly we compare the
classification accuracy of the four techniques. Figures 10.3.1 to 10.3.8 display the results
on training and testing data through graphic analysis for each of four approaches. Three
points may be summarised from these results:
(1) In the light of the training sample, it seems that, for all methods, the
misclassification rates do not take advantage of large sample size. On the contrary,
the classification accuracy decreases when the sample size increases. However, for
the testing sample, the error rates are shown to decrease as the sample size
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increases with all techniques. It indicates that during the learning process, although
a small sample size is favourable, nevertheless, it may overfit the data,
overemphasising on the irrelevant details and noise, ignoring the main pattern in the
data, so that its capacity to generalise in prediction deteriorates. Therefore, a small
sample size may not be recommended in the classification problem if generalisation
ability is our primary objective.
(2) Regardless of whether ANNs or STMs are used, with a balanced proportion of two
groups (i.e., 1:1 base rate) in this experiment, the Type I error rates are always
higher than the Type II error rates for training and for almost testing data (except for
the sample size 30 in the Logit approach) across all small, medium and large sample
size situations. In another words, the probability of misclassifying the bankrupt firms
as nonbankrupt firms is much greater than that of misclassifying nonbankruptcy as
bankruptcy. The results imply that the way to classify firms into groups on the basis
of this real financial data for the four methods is not inconsistent, and further
reinforce the earlier findings in our simulation study that ANNs have a tendency to
reducing Type II error rates rather than Type I error rates.
(3) With respect to classification accuracy in the testing data, it is observed that when
the sample size increases from a medium (60) to large (120) data set, the predictive
ability has not necessarily improved accordingly. This may be the result of the law
of diminishing marginal returns. Moreover, Freed and Glemes Vk9861 'nave pointea
out that a significantly large sample size may complicate the task of dissection and
evaluation. Hence, too large a sample size does not seem necessary in the prediction
of bankruptcy.
After examining the outcome of misclassification rates versus sample sizes in each method,
we will now compare the three types of errors for the four methods. Figures 10.3.9 to
10.3.11 illustrate the Type I, Type II and Overall error rates against different levels of
sample size individually for the four methods on the basis of training data. Figures 10.3.12
to 10.3.14 present the results on testing data. There are four findings for these
comparisons
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(1) Observing the misclassification rates for the training data, we find that, in addition to
the Projection method's showing lower Type I error rates and thus lower overall
error rates than MDA, no method produces overwhelming superiority across all
sample sizes. Thus, for learning methodology, we can not conclude that neural
networks are better than the statistical techniques or vice versa.
(2) For testing data, most cases indicate that whatever the type of error, the neural
networks offer better predictive abilities than statistical methods. Nevertheless, this
advantage decreases as the sample size increases.
(3) Judging from the results of standard deviation in the three kinds of error rates, we
may suggest that the ANNs generate more stable classification performance than do
STMs. However, this stability becomes worse in a small size of sample relative to a
large size of sample, which conforms to other studies' suggestions. Thus, small
sample size should be avoided if possible when implementing ANNs.
(4) Generally speaking, the ANNs are more robust to sample size than the statistical
approaches. That is, the change of classification performance is smaller in both
GDR and Proj than MDA & Logit as the sample size changes.
10.4 The Bias of Choice-Based Sample Design and Its Elimination by
Applying WCOP Procedure
As we have mentioned before, for most bankruptcy prediction models, the samples were
drawn based on the knowledge of the dependent variables (i.e., bankruptcy or
nonbankruptcy) instead of through an exogenous random sampling design. This violation
of the random sampling assumption can lead to a choice-based sample bias of probability
estimate. This bias can decrease as the proportion of the two groups in the sample
approaches the proportion in the population [Zmijewski, 1984]. However, this implies that
very large random samples are needed in order to obtain information on the rare
occurrences of bankruptcy if the effects of choice-based sample bias are to be minimised.
Consequently, for the matched sampling design, which attempts to eliminate the influences
of other factors such as size or industry, some adjusted techniques should be used in order
to avoid the choice-based sample bias.
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In this section we use six choice-based samples with different proportions of bankrupt and
nonbankrupt firms in order to demonstrate the existence of a choice-based sample bias as
well as the elimination of this bias when the adjusted WCOP (weighted cutoff point
procedure) approach is applied. The proportions of bankruptcy to nonbankruptcy in the six
estimation samples are 15:15, 15:30, 15:60, 15:75, 15:120, and 15:150. The resulting
bankrupt firm frequency rates are 0.5, 0.333, 0.2, 0.167, 0.11, and 0.09 respectively.
The choice-based sampling issue is examined by using both unweighted assessment and the
WCOP model shown in equation (8.3.6), which was proposed in Chapter Eight, on six
choice-based estimation samples. The samples have decreasing bankrupt firm frequency
rates so that the bias induced by estimating the model via an unadjusted procedure can be
assessed as the sample selection probabilities approach the population probability.
The relevant hypotheses in this experiment are stated as follows
H23 : The Type I, Type II and Overall error rates have no functional relationship with the
decreasing choice-based sample frequency rate in each method when using an
unadjusted procedure.
H,,, : If the choice-based sample bias exists, it does not decrease when the proportion of
two groups in the sample approaches the prior probability in the population.
H25 : The Type I, Type II and Overall error rates have no functional relationship with the
decreasing choice-based sample frequency rate in each method when using the
WCOP procedure.
10.4.1 The Results and Analyses
The above two hypotheses H H25 are equivalent to testing whether there exists a
choice-based sample bias or not when using or not using an adjusted process. The Pearson
correlation coefficients between the sample frequency rate and the group error rates are
used to indicate the existence of a choice-based sample bias. Correlation coefficients
consistent with this bias would be negative for failing firms and positive for nonfailing
firms. Put another way, higher bankrupt firm sample frequency rates cause lower Type I
estimated error rates. However, a higher bankrupt firm proportion in samples causes
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higher Type II error rates. This bias would thus be an increasing function of the difference
between the sample selection probability and the population probability
Conversely, if a bias does not exist, then there should be no relation between the bankrupt
firm sample frequency rate of the choice-based estimation samples and the various results
of group classification and prediction error rates.
Tables 10.4.1 to 10.4.8 report the results of Type I, Type II, Overall errors and Pearson
correlation coefficients for MDA, Logit, GDR and Proj methods across the six cases. The
presence of a bias is examined by comparing the unweighted and weighted estimations in
panel A and panel B respectively.
In training data, the results generally indicate the existence of a bias and the
overclassification of bankrupt firms when using an unweighted process. The correlation
coefficients between the various proportions of two groups in the sample and the
percentage of bankrupt firms misclassified in panel A are shown to be significantly higher
than the results using the WCOP procedure in panel B. For instance, the unadjusted
correlation coefficients are -0.906, -0.660, -0.905 and -0.905 for MDA, Logit, GDR and
Proj respectively, which are a contrast to -0.578, -0.389, -0.700, and -0.680 of correlation
coefficients based on the WCOP results.
For testing data, the outcome of unweighted procedure still exhibits the overclassification
bias in the bankrupt group and the underclassification bias in the nonbankrupt group.
Furthermore, the overall misclassification correlation is positive, indicating the correct
prediction increase when the samples which are less biased are used. Meanwhile, all results
of WCOP adjustment have relative lower correlations compared with those of unweighted
procedure, providing equivalent conclusions to those drawn from the training data.
The tests reported in this section empirically demonstrate the effects of choice-based
samples on classification accuracy. The evidence indicates that the null hypothesis 1123
should be rejected since the functional relationship of misclassification rates to the
differences between the sample selection probability and the population probability is
presented using unadjusted estimation techniques. However, this bias decreases when the
sample frequency rate of bankruptcy approaches the prior probability of bankruptcy in the
population. Therefore, the null hypothesis H 24 should be rejected as well. On the other
hand, the test also demonstrate how using the WCOP process to estimate such models on
choice-based samples eliminates most, if not all, of the bias.
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Table 10.4.1 Comparison of Unweighted and WCOP on Classification Accuracy
Across Alternative Estimation Samples in MDA Using Training Sample Results
Choice-Based Estimation Sample' Pearson
Correlation
Coefficients'
15:15 15:30 15:60 15:75 15:120 15:150
(0.5) (0.333) (0.2) (0.167) (0.11) (0.09)
Panel A- Unweighted Results
Training Data'
Bankrupt (Type I Error) 0 6.67 6.67 6.67 13.33 13.33 -0.906
NonbanIcrupt (Type R En-or) 6.67 3.33 3.33 2.67 1.67 2.67 0.918
Overall 3.33 4.44 4 3.34 2.97 3.64 0.211
Panel B- Weighted Results
Training Data
Bankrupt (Type I Error) 6.67 13.33 6.67 13.33 13.33 13.33 -0.578
Nonbanlcrupt (Type II Error) 0 0 1.67 1.33 1.67 2.67 -0.871
Overall 3.33 4.44 2.67 3.33 2.97 3.64 0.278
Table 10.4.2 Comparison of Unweighted and WCOP on Classification Accuracy
Across Alternative Estimation Samples in MDA Using Testing Sample Results
Choice-Based Estimation Sample' Pearson
Correlation
Coefficients2
15:15 15:30 15:60 15:75 15:120 15:150
(0.5) (0.333) (0.2) (0.167) (0.11) (0.09)
Panel A- Unweighted Results
Training Data'
Bankrupt (Type I Error) 6.67 13.33 13.33 13.33 20 20 -0.905
NonbanIcrupt (Type II Error) 13.33 6.67 6.67 4 2.5 2 0.963
Overall 10 8.89 7.99 5.56 4.44 3.64 0.919
Panel B- Weighted Results
Training Data
Bankrupt (Type I Error) 13.33 20 20 13.33 20 20 -0.496
Nonbankrupt (Type II Error) 13.33 0 5 4 1.67 2 0.708
Overall 13.15 6.67 8 5.56 3.71 3.64 0.922
'Number of bankrupt : number of nonbankrupt fimis in the choice-based estimation sample.
The bankrupt firms sample frequency rate(number of bankrupt fin-l .'s/total number of sample firms)
' Pearson correlation coefficients between the estimation sample frequency rate and result reported in the
corresponding row
' Percentage of firms misclassified
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Table 10.4.3 Comparison of Unweighted and WCOP on Classification Accuracy
Across Alternative Estimation Samples in Logit Using Training Sample Results
Choice-Based Estimation Sample' Pearson
Correlation
Coefficients'
15:15 15:30 15:60 15:75 15:120 15:150
(0.5) (0.333) (0.2) (0.167) (0.11) (0.09)
Panel A- Unweighted Results
Training Data'
Bankrupt (Type I Error) o o o 0 6.67 6.67 -0.66
Nonbankrupt (Type 1I Error) 0 0 0 0 0 o NA
Overall o o o 0 0.74 0.61 -0.651
Panel B- Weighted Results
Training Data
Bankrupt (Type I Error) 0 6.67 0 0 6.67 6.67 -0.389
Nonbanlcrupt (Type II Error) o o o o o o NA
Overall 0 2.22 0 0 0.74 0.61 0.063
Table 10.4.4 Comparison of Unweighted and WCOP on Classification Accuracy
Across Alternative Estimation Samples in Logit Using Testing Sample Results
Choice-Based Estimation Sample' Pearson
Correlation
Coefficients'
15:15 15:30 15:60 15:75 15:120 15:150
(0.5) (0.333) (0.2) (0.167) (0.11) (0.09)
Panel A- Unweighted Results
Training Data'
Bankrupt (Type I En-or) 6.67 6.67 6.67 6.67 13.33 20 -0.626
Nonbanlcrupt (Type II Error) 13.33 6.67 8.33 5.33 0.83 0.67 0.904
Overall 10 6.67 8 5.55 2.22 2.43 0.861
Panel B- Weighted Results
Training Data
Bankrupt (Type I Error) 20 6.67 6.67 13.33 6.67 20 0.235
Nonbankrupt (Type II Error) 6.67 3.33 8.33 5.33 2.5 0.67 0.485
Overall 13.34 4.44 8 6.66 2.96 2.43 0.813
'Number of bankrupt : number of nonbankrupt firms in the choice-based estimation sample.
The bankrupt firms sample frequency rate(number of bankrupt firms/total number of sample fimu)
Pearson correlation coefficients between the estimation sample frequency rate and result reported in the
corresponding row
'Percentage of fmns rnisclassified
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Table 10.4.5 Comparison of Unweighted and WCOP on Classification Accuracy
Across Alternative Estimation Samples in GDR Using Training Sample Results
Choice-Based Estimation Sample' Pearson
Correlation
Coefficients'
15:15 15:30 15:60 15:75 15:120 15:150
(0.5) (0.333) (0.2) (0.167) (0.11) (0.09)
Panel A- Unweighted Results
Training Data'
Bankrupt (Type I Error) 0 0 6.67 6.67 13.33 13.33 -0.905
NonbanIcrupt (Type
	 Error) 0 0 1.67 1.33 1.33 1.33 -0.859
Overall 0 0 2.67 2 2.66 2.42 -0.894
Panel B- Weighted Results
Training Data 6.67 6.67 13.33 6.67 13.33 13.33 -0.7
Bankrupt (Type I Error) 0 0 0 0 2.5 1.33 -0.604
Nonbankrupt (Type II Error) 3.33 2.22 1.334 1.11 3.7 2.42 0.232
Overall
Table 10.4.6 Comparison of Unweighted and WCOP on Classification Accuracy
Across Alternative Estimation Samples in GDR Using Testing Sample Results
Choice-Based Estimation Sample' Pearson
Correlation
Coefficients'
15:15 15:30 15:60 15:75 15:120 15:150
(0.5) (0.333) (0.2) (0.167) (0.11) (0.09)
Panel A- Unweighted Results
Training Data'
Bankrupt (Type I Error) 0 6.67 6.67 13.33 20 20 -0.914
Nonbankrupt (Type II Error) 6.67 6.67 6.67 4.17 2.5 1.33 0.779
Overall 3.34 6.67 6.67 5.7 4.44 3.03 -0.021
Panel B- Weighted Results
Training Data
Bankrupt (Type I Error) 6.67 13.33 6.67 13.33 26.67 20 -0.682
Noubankrupt. (Type	 Error) 0 0 3.33 4.17 1.67 1.33 0.586
Overall 3.34 4.44 4 5.7 4.45 3.03 0.217
' Number of bankrupt : number of nonbankrupt firms in the choice-based estimation sample.
The bankrupt firms sample frequency mte(number of bankrupt firms/total number of sample firms)
' Pearson correlation coefficients between the estimation sample frequency rate and result reported in the
corresponding row
' Percentage of firms misclassified
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Table 10.4.7 Comparison of Unweighted and WCOP on Classification Accuracy
Across Alternative Estimation Samples in Proj Using Training Sample Results
Choice-Based Estimation Sample' Pearson
Correlation
Coefficients'
15:15 15:30 15:60 15:75 15:120 15:150
(0.5) (0.333) (0.2) (0.167) (0.11) (0.09)
Panel A- Unweighted Results
Training Data3
Bankrupt (Type I Error) 0 0 6.67 6.67 13.33 13.33 -0.905
Nonbankrupt (Type II Error) 0 0 2.66 2 0.83 0.67 -0.495
Overall 0 0 3.46 2.78 2.22 1.82 -0.742
Panel B- Weighted Results
Training Data
Bankrupt (Type I Error) 6.67 0 13.33 13.33 13.33 13.33 -0.68
Nonbankrupt (Type II Error) 0 0 0 0 0 0.67 -0.449
Overall 3.34 0 2.67 2.67 2.22 1.82 0.099
Table 10.4.8 Comparison of Unweighted and WCOP on Classification Accuracy
Across Alternative Estimation Samples in Proj Using Testing Sample Results
Choice-Based Estimation Sample' Pearson
Correlation
Coefficients'
15:15 15:30 15:60 15:75 15:120 15:150
(0.5) (0.333) (0.2) (0.167) (0.11) (0.09)
Panel A- Unweighted Results
Training Data'
Bankrupt (Type I Error) 0 6.67 6.67 13.33 13.33 26.67 -0.829
Nonbanlcrupt (Type II Error) 13.33 0 5 1.33 1.67 1.33 0.747
Overall 6.65 2.23 5.33 3.33 2.97 3.63 0.551
Panel B- Weighted Results
Training Data
Bankrupt (Type I Error) 13.33 13.33 13.33 13.33 13.33 26.67 -0.448
Nonbankrupt (Type II Error) 6.67 0 3.33 1.33 0.83 1.33 0.677
Overall 10 4.44 5.33 3.33 2.22 3.63 0.891
'Number of bankrupt : number of nonbankrupt firms in the choice-based estimation sample.
The bankrupt firms sample frequency rate(number of bankrupt firms/total number of sample firms)
'Pearson correlation coefficients between the estimation sample frequency rate and result reported in the
corresponding row
' Percentage of firms misclassified
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10.5 The Sensitivity of Optimal Cutoff Points to Misclassification Costs
The objective of this experiment is to study the sensitivity of optimal cutoff points to the
misclassification costs of Type I and Type II errors in the bankruptcy prediction context.
It has been shown that misclassification costs are an important factor and should be
considered when the optimal cutoff points for predicting business failure models are
determined. However, the costs of Type I and Type II errors are generally intangible and
unmeasurable. In this experiment the Type I error cost (C1) and Type II error cost (C11)
are not measured directly. Instead they are computed under the various ratios of C / to Cll.
According to Koh's suggestion [1992], the range of this ratio used to investigate the
sensitivity analysis in this study is set from 1:1 to 500:1.
Four hypotheses are proposed for this experiment as follows
H26 The optimal cutoff points that minimise the expected total error costs are insensitive
to different misclassification costs of Type I and Type II errors for MDA method.
H27 : The optimal cutoff points that minimise the expected total error costs are insensitive
to different is misclassification costs of Type I and Type II errors for Logit method.
H28 The optimal cutoff points that minimise the expected total error costs are insensitive
to different misclassification costs of Type I and Type II errors for GDR method.
H29 The optimal cutoff points that minimise the expected total error costs are insensitive
to different misclassification costs of Type I and Type II errors for Proj method.
10.5.1 The Optimal Cutoff Points and Classification Accuracy for the MDA Model
The optimal cutoff points for the MDA model were calculated as follows
W40 2/2,3-22 — (P111)2/2012
------ In (a 1/a2) + In [a, 1(1-a5)] + In [(1- a)/a] + In (C /1/CI)	 (10.5.1)
where
1.11 = the mean of Z scores for bankrupt firms
1.12= the mean of Z scores for nonbankrupt firms
= the standard deviation of Z scores for bankrupt firms
62 = the standard deviation of Z scores for nonbanknipt firms
ocp = the proportion of bankrupt firms in the population
= the proportion of bankrupt firms in the sample
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minimum value
in bankrupt group
= -2.43020484
Under the assumption of ap= a, Table 10.5.1 summaries the optimal cutoff points, and
the number of Type I errors (NI) as well as the number of Type II errors (NII) obtained
corresponding to values of C1 to Cu
 from 1:1 to 500:1. Before we discuss the results of
Table 10.5.1, let us first recall the descriptive statistics on the distribution of 264
companies' Z scores reported in Appendix 3, which was computed from the MDA
discriminating function. The results are repeated in Table 10.5.2 and Figure 10.5.1.
Table 10.5.2 The Statistics of Z Scores Distribution
for MDA Method Using 264 Companies
Group	 N Obs	 Minimum Maximum	 Mean	 Std Dev
Nonbankrupt 176 -11.22251 4.1124162 -3.62431 2.11939
Bankrupt 88 -2.4320484 17.66681 3.6237373 3.37637
Nonbankrupt Group	 Bankrupt Group
Figure 10.5.1 The Hypothetical Distribution of Z scores in MDA
As can be seen in Table 10.5.1, the numerical solution of optimal cutoff points computed
from equation (10.5.1) is impossible (complex root) when the C 1 to Cu is beyond 39:1.
However, it does not matter since the solution from ratio C i :CH = 7:1 is -2.6356271,
which is already less than the minimum value -2.4320484 in the bankrupt group. That is,
when the misclassification cost of a Type I error is more than 7 times that of a Type II
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error, all observations actually in the bankrupt group should be classified into bankruptcy
such that no Type I error occurs. In addition, when the misclassification ratios are 4:1,
5:1 and 6:1, the number of Type I errors is identical (1), but the number of Type II errors
increases (31, 37, 47 respectively). Since there is no increase in Type I errors, there is no
need to change the optimal point so as to increase the Type II errors, and thus increase
the total error cost. Put another way, for 4:1, 5:1, and 6:1 cost ratios, the optimal cutoff
point should remain -1.9016544 and the number of Type I errors and Type II errors will
be 1 and 31 respectively in order to minimise the total misclassification cost. This
outcome results from the assumption that the f(I/N) and RUB) meet the particular
continuous distributions (normal distributions in this case) from which the numerical
cutoff points were computed. It leads to an area optimal solution instead of a one point
optimal solution when applying to discrete values of RI/N) and f(I/B). For ease of
understanding, these adjusted optimal points are also called the optimal cutoff points.
The adjusted optimal points and their corresponding accuracy are presented from column
5 to 8 in Table 10.5.1. As is indicated, optimal cutoff points are affected by the
misclassification costs of Type I and Type II errors. For example, the cutoff point that is
optimal when C 1 : C11 is 1:1 is not optimal when C1 : C11 is 10:1. However, the optimal cutoff
points that minimise the expected total error costs of using the model are rather
insensitive to different relative misclassification costs for the MDA method, especially
when the two misclassification costs ratio is beyond 7:1.
10.5.2 The Optimal Cutoff Points and Classification Accuracy for the Logit Model
The optimal cutoff points for the Logit model were calculated using the following
equation
I* '1
-b-- exp(–(—))	 exp(--(-1*:2))b i	 62
•
-"a(1+exp( —)) 2
	(1-Fexp(-1*:22 ))2
	 = K	 (10.5.2) -
I*  
b
where a1 = 7.646775 61=4.54441
a2=-6.251775 62=-2.2003
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(The above values are based on the intermediate Z values which are used in the
calculation of conditional probabilities p, i.e., Z = I3'X, p=1/(1+exp(-Z)), where 13 , is the
vector of estimated coefficients of predictor variables, X is the vector of predictors)
For K value from 1 to 500, Table 10.5.3 summaries the numerical optimal cutoff points
(on the basis of conditional probabilities p), adjusted optimal cutoff points, and the
number of Type I errors (NI) as well as the number of Type II errors (Nil) corresponding
to values of C 1 toC11 from 1:1 to 500:1.
As the results indicate, the optimal cutoff points of Logit model is still not very sensitive
to different levels of misclassification costs. We obtained eight different ranges of optimal
decision area_ They are (1) 1:1, (2) 2:1, (3) 3:1 to 4:1, (4) 5:1 to 12:1, (5) 13:1, (6) 14:1
to 29:1, (7) 30:1 to 33:1, (8) over 34:1. In the middle range the optimal cutoff point is
relatively robust compared to the change ranging within 5:1. They remain the same within
the relevant areas. For example, 0.08952 is the optimal cutoff point for a wide range of
Ci :C,/ ranging from 5:1 to 12:1, and 0.02710 is the optimal point for all cases where the
misclassification cost of a Type I error is 14 to 29 times that of a Type H error.
Further, since NI is zero when C I to Cu
 is 34:1, it means that when the cost of a Type I
error is more than 34 times that of a Type 11 error, all bankrupt companies should be
correctly classified because we cannot afford the consequences of this incorrect
classification. We call this ratio which achieves the zero number of Type I error the
critical ratio. The critical ratio 34:1 in the Logit method is much larger than that (7:1)
obtained in the MDA model. In other words, the optimal cutoff points are not affected in
MDA as long as the C I :C// is beyond 7:1 in contrast to the ratio 34:1 in Logit. From this
viewpoint it seems that the optimal cutoff points of MDA is even more robust comparing
to the Logit procedure for a wide range of relative misclassification costs.
10.5.3 The Optimal Cutoff Points and Classification Accuracy for the GDR Model
The optimal cutoff points for GDR were also calculated using equation (10.5.2). The
parameters used are a 1=3.4168651, b 1 =0.980876, a2= - 4.3621649, b2=0.878608 (on the
basis of the intermediate Z value).
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As is shown in Table 10.5.4, the optimal cutoff point is 0.34661 for C I to Cu = 1:1;
0.27579 for CI :C/i = 2:1; 0.23868 for C / to CB = 3:1; 0.21443 for C/ :C// ranging from 4:1
to 61:1; 0.06459 for C 1 :C11 ranging from 62:1 to 128:1; 0.04392 for C / to C. for C/ to Cu
ranging from 129:1 to 500:1. The optimal cutoff points are relatively sensitive when the
ratio of Type I error cost to that of a Type II error is within the range of 1:1 to 3:1.
Nevertheless, it is quite robust to the misclassification costs ratio ranging beyond 4:1
cases. The results suggest that if the misclassification cost of Type I error is estimated to
be more than 4 times that of a Type II error, the decision making using the GDR method
becomes less influenced by the unequal misclassification costs due to the small change of
optimal cutoff points. Meanwhile, the zero number of NI occurs at the ratio 129:1. The
critical ratio in GDR is larger than that in Logit and MDA.
10.5.4 The Optimal Cutoff Points and Classification Accuracy for the Proj Model
Like Logit and GDR, the optimal cutoff points for the Projection method are calculated
using equation (10.5.2). The parameters used are a 1 =0.8202149, b1=0215042,
a2=0.0242786, b2=0.065239 which were developed in Chapter Nine.
From Table 10.5.5 we can see that the optimal cutoff point is 0.24018 for C / to Cu
ranging from 1:1 to 5:1; 0.11272 for ranging from 6:1 to 57:1, 0.03549 for C / to C11
ranging from 58:1 to 105:1, 0.02466 for Ci : CH ranging from 106:1 to 362:1, 0.00967 for
Ci :C// ranging from 363:1 to 500:1.
By investigating the results for the Projection method, it can be concluded that the
optimal cutoff points are broadly robust to different relative misclassification costs in the
bankruptcy prediction context. Consequently, bankruptcy prediction models are generally
applicable over a wide range of possible misclassification costs in the Projection
algorithm. Further, the ratio where the number of NI is zero occurs at 363:1. This
critical ratio is much larger than the ratios in MDA, Logit and GDR. However, the
difference of overall accuracy between 1:1 case (95.83%) and the critical ratio case (64%)
is bigger than those in the other three methods. This is shown in Table 10.5.6.
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Table 10.5.1 Summary of Optimal Cutoff Points and Accuracies to Different Error Cost Ratios
for MDA Method
(1) (2) (3) (4) (5) (6)	 (7) (8)
Ratio Numerical
optimal cutoff
NI Nil Adjusted	 Adjusted Adjusted	 Overall
optimal cutoff	 NI	 NII	 Accuracy
1:1 -0.40108 5 9 -0.40108 5 9 94.70
2:1 -1.10751 4 18 -1.10751 4 18 91.67
3:1 -1.55925 2 26 -1.55925 2 26 89.39
4:1 -1.90165 1 31 -1.90165 1 31 87.88
5:1 -2.18227 1 37 -1.90165 1 31 87.88
6:1 -2.42295 1 47 -1.90165 1 31 87.88
7:1** -2.63563 0 53 -2.63563 0 53 79.92
8:1 -2.8276 0 61 -2.63563 0 53 79.92
9:1 -3.00366 * -2.63563 0 53 79.92
10:1 -3.16715 * -2.63563 0 53 79.92
11:1 -3.32048 * -2.63563 0 53 79.92
12:1 -3.46549 * -2.63563 0 53 79.92
13:1 -3.6036 • * -2.63563 0 53 79.92
14:1 -3.73592 * -2.63563 0 53 79.92
15:1 -3.86338 * -2.63563 0 53 79,92
16:1 -3.98674 • * -2.63563 0 53 79.92
17:1 -4.10665 * • -2.63563 0 53 79.92
18:1 -4.22366 * * -2.63563 0 53 79.92
19:1 4.33827 * * -2.63563 0 53 79.92
20:1 -4.450912 * * -2.63563 0 53 79.92
21:1 -4.562 a * -2.63563 0 53 79.92
22:1 4.679215 • * -2.63563 0 53 79.92
23:1 -4.78103 * • -2.63563 0 53 79.92
24:1 -4.88969 * a -2.63563 0 53 79.92
25:1 -4.99826 a * -2.63563 0 53 79.92
26:1 -5.10712 a a -2.63563 0 53 79.92
27:1 -5.21667 * * -2.63563 0 53 79.92
28:1 -5.32735 a ' -2.63563 0 53 79.92
29:1 -5.43964 a ' -2.63563 0 53 79.92
30:1 -5.55413 a * -2.63563 0 53 79.92
31:1 -5.6715 * a -2.63563 0 53 79.92
32:1 -5.79261 a -2.63563 0 53 79.92
33:1 -5.91856 * -2.63563 0 53 79.92
34:1 -6.05086 a -2.63563 0 53 79.92
35:1 -6.19163 a -2.63563 o 53 79.92
36:1 -6.34411 a -2.63563 0 53 79.92
37:1 -6.51379 a -2.63563 0 53 79.92
38:1 -6.7114 • -2.63563 0 53 79.92
39:1 -6.9652 * -2.63563 0 53 79.92
40:1 complex root * * -2.63563 0 53 79.92
41:1 complex root a a -2.63563 0 53 79.92
:
500:1 complex root * a -2.63563 o 53 79.92
** denotes the critical ratio
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Table 10.5.6 The Difference of Overall Accuracy
between 1:1 Ratio and Critical Ratio for four Methods
Method Critical Overall Overall Difference
ratio accuracy accuracy
MDA 7:1 94.70% 79.92% 14.78%
Logit 34:1 92.00% 70.80% 21.20%
GDR 129:1 94.70% 79.55% 15.15%
Proj 363:1 95.83% 64.00% 31.83%
10.5.5 The Comparison of Type I Error to Different Relative Misclassification Costs
among the Four Methods
When making a comparison of the sensitivity of optimal cutoff points to different relative
error costs among four methods through graphics analysis, we should put the alternative
ratios of Type I error to Type II error on an axis of abscissas (X axis)., and the
corresponding optimal cutoff points obtained in each method on an axis of ordinates (Y
axis). However, because the optimal cutoff points do not have the same scaling between
ANNs & Logit (always between 0 and 1) and MDA (they depend on the distribution of Z
scores, and not necessarily between 0 and 1), comparing the degree of robustness among
these four techniques on one figure is impossible. Fortunately, the concept of the number
of Type I errors generated by corresponding optimal cutoff points is similar to the optimal
cutoff point itself and has the same scaling for four methods. Hence, we used the number
of Type I errors as the measure on the Y axis instead of optimal cutoff points. Figure
10.5.2 displays the comparison of sensitivity for MDA, Logit, GDR and Proj.
As is indicated in Figure 10.5.2, the number of Type I errors (optimal point) in the Logit
method has more different ranges (8), and thus is slightly more sensitive than those in the
other three methods. But it is still rather robust to different relative misclassification
costs. On the other hand, the MDA provides the fastest convergence to the zero number
of Type I error. The optimal cutoff points are not affected when the misclassification
cost of a Type I error is more than 7 times that of a Type II error.
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Figure 10.5.2 The Comparison of Type I Error to
Different Relative Misclassification Costs among the Four Methods
Generally, for these four discriminating techniques, the optimal cutoff points are relatively
sensitive within the low cost ratio area, but are applicable over a wide range of possible
misclassification costs. Thus, if the Type I error cost is expected to be much higher than
the Type II error cost, the slightly inaccurate estimation of two types of error costs does
not appear to be a very serious limitation. Otherwise, nonconsideration of
misclassification costs in the prediction model can lead to different optimal cutoff' points,
thus and to erroneous classification results.
10.6 The Influence of Different Base Rates between Training and
Testing Data on Classification Accuracy among the Four Methods
The purpose of this study is to assess if the predictive accuracy of alternative
discriminating methods could be affected when the base rate (the proportion of bankrupt
firms to nonbankrupt firms) differs between the training sample and the testing sample.
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The base rate may have an impact on a prediction technique's performance in two ways;
First, a technique may not work well when the firms of interest constitute a very small
percentage of the population due to an inability to identify the features necessary for
classification. Second, if a classification model based on a certain base rate works well
across other proportions, it is feasible to build a model using different proportions of
cases of interest from those actually occurring in the present population.
The relevant hypotheses to be tested in this experiment are stated as follows:
H30 : There is no difference in predictive capability using different base rates between
training and testing data composition in the MDA technique.
H31 : There is no difference in predictive capability using different base rates between
training and testing data composition in the Logit technique.
H32 . There is no difference in predictive capability using different base rates between
training and testing data composition in the GDR technique.
H33 : There is no difference in predictive capability using different base rates between
training and testing data composition in the Projection technique.
HM : The statistical methods perform as well as the neural networks when the base rates
of the training sample and testing sample are different.
H35 : The statistical methods are more robust than the neural networks when the base
rates of the training sample and testing sample are different.
10.6.1 The Results and Analyses
Training Data — "Learning"
Table 10.6.1 displays the learning performances of the four alternative methods. These
outcomes are averaging the misclassification rates of 20 replications for each of nine
combinations of the following two-factor design.
Sample size
120
Testing set Testing set Testing set
Training set 60/60 60/60 60/60
base rate 60/60 20/100 12/108
Training set 20/100 20/100 20/100
base rate 60/60 20/100 20/100
Training set 12/108 12/108 12/108
base rate 60/60 20/100 12/108
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Table 10.6.1 Misdassification Rates of Different Base Rates
between Training and Testing Data Compositions
Using Training Samples
Type I Error
Composition Method 1/1 in Testing 1/5 in Testing 1/9 in Testing
1/1 MDA 8.58 8.58 8.58
in Training Logit 6.75 6.75 6.75
GDR 6.67 7.84 8.42
Proj 4.58 5.00 5.08
1/5 MDA 10.75 10.75 10.75
in Training Logit 4.25 4.25 4.25
GDR 19.00 21.00 16.08
Proj 12.67 13.75 10.17
1/9 MDA 10.00 10.00 10.00
in Training Logit 5.83 5.83 5.83
GDR 35.83 35.42 25.83
Proj 17.50 18.67 12.08
Type II Error
Composition Method 1/1 in Testing 1/5 in Testing	 1/9 in Testing
1/1 MDA 4.42 4.42 4.42
in Training Logit 5.91 5.91 5_91
GDR 6.09 4.35 4.21
Proj 3.50 3.22 3.08
1/5 MDA 2.05 2.05 2.05
in Training Logit 0.80 0.80 0.80
GDR 0.92 0.60 0_45
Proj 0.90 0.70 010
1/9 MDA 2.45 2.45 215
in Training Logit 0.83 0.83 0.83
GDR 0.37 0.56 0.42
Proj 0.51 0.46 0.28
Overall Error
Composition Method 1/1 in Testing 1/5 in Testing 	 1/9 in Testing
1/1 MDA 6.50 6.50 6.50
in Training Logit 6.33 6.33 6.33
GDR 6.38 6.09 6.32
Proj 4.04 4.11 4.08
1/5 MDA 3.50 3.50 3.50
in Training Logit 1.37 1.37 1.37
GDR 3.93 4.00 3.06
Proj 2.86 2.87 1.86
1/9 MDA 3.21 3.21 3.21
in Training Logit 1.33 1.33 1.33
GDR 3.92 4.04 2.96
Proj 2.21 2.28 1.46
* The number in the table are indicated in percentage
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Investigating the results, three interesting findings may be summarised
(1) In terms of STMs, it is shown that the misclassification rates for training data are
identical, regardless of combinations with the different testing composition data, as
long as the base rate in the training samples is the same (i.e.., the same row
results). On the other hand, the neural networks produce different performances
with the same learning data when matched with different testing samples.
This difference results from the distinct estimation processes between them. The
STMs have a systematic discriminating algorithm. The estimation process in these
methods assumes that a fixed set of learning data is given, and thus yields same
results provided that the learning data is the same. However, the ANNs are
basically unstructured methodology based on the range of whole data (i.e., both the
training and testing data). Additionally, the data is assumed to come into the
system sequentially or randomly, and this may provide different results even if the
learning samples are identical. In this experiment, though all the parameters are set
identically in each case when running a neural network task, the application results
using the same training samples still vary in terms of different testing data, because
the length and scale of the input vector (including training and testing data) will
change from case to case. In other words, at the learning stage, the MDA and
Logit procedures are not influenced IJK the contents of tk testin sampCt. By
contrast, the learning results for neural networks are not independent of the value
of testing data even if other parameters hold constant. From the viewpoint of the
information systems practitioner, the problem of similitude or replicability is one of
several worrying concerns with the use of ANNs.
(2) As we pointed out above, in ANNs, the training performance may be affected by
the different testing data. However, this impact is not of the type we commonly
expect. Normally, we may guess that the performance will be best if the base rate
between training and testing is equal. That is, when the training base rate is fixed
to 1 to 1 (i.e., 1/1), the highest classification should be obtained when combining
with the 1/1 instead of 1/5 Or 1/9 testing base rate. Likewise, when the training
base rate is fixed to 1/5 (or 1/9), the highest classification accuracy should be
obtained when combining with the 1/5 (or 1/9) base rate of testing. Observing the
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results in Table 10.6.1, we are aware that this is not the case. This phenomenon is
more clearly shown in Figures 10.6.1 to 10,6.9. Irrespective of the Type I, Type
II or Overall error, it seems that we cannot conclude that neural networks have the
best learning when the proportion of two groups between training and testing is
identical.
(3) Of the statistical methods, the Logit has better predictive ability than the MBA for
almost every combination cell (except for 1/1 in training case). As for ANNs, the
Projection algorithm always yields lower error rates than the GDR approach across
all cases. However the superiority of statistical methods or ANNs depends on the
composition of the two groups between the training and testing data.
Testing Data — "Generalisation"
In this experiment the generalisation for each technique is probably our chief concern.
Let us now examine the results for testing data. Table 10.6.2 reports the generalisation
capacities of the four methods using various combinations of base rates between the
training and testing samples.
First, we explore the influence of different base rates on each method. Figures 10.6.10 to
10.6.13 illustrate the results for MDA, Logit, GDR and Projection respectively. Three
points are worth mentioning:
(1) For various base rates in learning and testing, the best performance usually occurs
when the base rate between learning and testing sample is equal (i.e., 1/1 vs. 1/1,
1/5 vs. 1/5 and 1/9 vs. 1/9). These situations are circled in Figures 10.6.10 to
10.6.13 for each of the four methods individually. In addition, observing further
these outcomes with the identical base rates in training and testing data, we notice
that the prediction power on 1/1 base rate is always worse than that on 1/5 base
rate, and also worse than that on 1/9 base rate in terms of overall error rates.
However, there is no significant difference between 1/5 cases and 1/9 cases over
the four methods. These results indicate that not only the statistical methods, but
also the ANNs, do not provide better understanding and differentiation between
two groups when an equal number of examples, compared to an imbalanced
proportion, of different groups in the sample is used. This finding is consistent
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Table 10.6.2 Misclassification Rates of Different Base Rates
between Training and Testing Data Compositions
Using Testing Samples
Type I Error
Composition	 Method 1/1 in Testing 1/5 in Testing 1/9 in Testing
1/1	 MDA	 11.75	 10.75	 10.42
in Training	 Logit	 6.33	 4.75	 5.83
GDR	 10.17	 9.75	 10.42
Proj	 5.58	 5.50	 7.08
1/5	 MDA	 17.83	 18.25	 20.96
in Training	 Logit	 15.50	 14.00	 17.08
GDR	 28.83	 27.00	 25.83
Proj	 16.50	 16.25	 21.67
1/9	 MDA	 19.08	 16.00	 22.08
in Training	 Logit	 18.83	 14.00	 22.92
GDR	 35.75	 32.25	 30.25
Proj	 21.00	 19.00	 21.67
Type II Error
Composition	 Method 1/1 in Testing 1/5 in Testing 1/9 in Testing
1/1	 MDA	 6.25	 6.10	 6.07
in Training	 Logit	 6.75	 7.25	 6.85
GDR	 6.42	 4.95	 4.94
Proj	 6.33	 6.53	 6.57
1/5	 MDA	 3.58	 2.90	 3.10
in Training	 Logit	 3.08	 2.55	 2.59
GDR	 1.17	 1.15	 1.02
Proj	 1.92	 1.85	 1.48
1/9	 MDA	 3.42	 2.90	 2.91
in Training	 Logit	 1.92	 1.65	 2.22
GDR	 0.83	 1.10	 0.74
Proj	 1.42	 1.30	 1.25
Overall Error
Composition	 Method 1/1 in Testing 1/5 in Testing 1/9 in Testing
1/1	 MDA	 9.00	 6.87	 6.50
in Training
	 Logit	 6.54	 6.83	 6.75
GDR	 8.29	 5.75	 5.49
Proj	 5.96	 6.36	 6.62
1/5	 MDA	 10.71	 5.46	 4.89
in Training	 Logit	 9.29	 4.46	 4.04
GDR	 15.00	 5.46	 3.50
Proj	 9.21	 4.25	 3.50
1/9	 MDA	 11.25	 5.08	 4.83
in Training	 Logit	 10.38	 3.71	 4.29
GDR	 18.29	 6.29	 3.69
Proj	 11.21	 4.25	 3.29
* The numbers in the table are indicated in percentage
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with the earlier results but contradicts one's intuition. It implies that a one to one
matching design is not the best choice if a matching approach is applied.
(2) Generally, with different base rates in training and testing, the closer they are, the
lower the misclassification can be achieved for both STMs and ANNs.
(3) There is higher predictive power when using a closer base rate of training and a
farther base rate of testing than when using a farther base rate of training and a
closer base rate of testing. For example, if we apply the classification rule
generated by 1/5 base rate of training data to the testing data with 1/9 base rate, we
can expect that predictive performance is better than the reverse situation (i.e., the
1/9 base rate in training and the 1/5 base rate in testing). This is because the
classification rule (cutoff point) is previously distorted by the training sets which
consist of farther proportions of two groups. The distorted cutoff point then yields
more inaccurate classification when applied to the testing sample with the closer
proportion of two groups.
After analysing the results of misclassification for each method under various
combinations of base rates between training and testing, we will now compare the three
types of errors among four techniques. Figures 10.6.14 to 10.6.22 illustrate the Type I,
Type II and Overall error rates for all nine cases. We summarise several important
conclusions below:
(1) In every combination four methods appear to predict nonbankrupt firms quite well.
That is, the Type II errors are generally low across all cases. However, when the
proportion of failing firms is much smaller than the proportion of nonfailing firms,
the statistical methods on average produced a better performance than neural
networks in predicting bankruptcy. In this situation the ANNs, especially for the
GDR algorithm, seem to focus more on the overall performance instead of
balancing the misclassification of two groups, by adjusting the weights so that the
total error function minimised is strongly affected by the discordant proportion of
two categories in the sample. Therefore, to minimise the Overall error, ANNs
sometimes reach this goal at the cost of magnifying the error rates of the group
which has the relatively smaller proportion in the sample.
206
(2) However, for a 1/1 base rate in training data, the testing outcomes in ANNs have
lower misclassifications than those in the statistical methods for all Type I, Type II
and Overall error rates. This result is consistent with the findings of Wilson and
Sharda [1994] that with a balanced proportion of two groups, the neural networks
provide better classification.
(3) In terms of generalisation, for the statistical methods, the Logit extensively
performs better than MDA. While in ANNs, the Projection algorithm always
provides lower misclassification rates than the GDR approach.
(4) If the relative misclassification costs of Type I to Type II errors are taken into
account for the bankruptcy prediction model, the difference between Type I and
Type II error rates becomes important. This information is reported in Table
10.6.3.
Table 10.6.3 The Difference between Type I and Type II Errors
Over all Combinations
Type I Error
Composition Method 1/1 in Testing 1/5 in Testing 1/9 in Testing
1/1 MDA 5.50 4.65 4.35
in Training Logit -0.42 -2.50 -1.02
GDR 3.75 4..80 5.48
Proj -0.75 -1.03 0.51
1/5 MDA 14.25 15.35 17.86
in Training Logit 12.42 11.45 14.49
GDR 27.66 25.85 24.81
Proj 14.58 14.58 20.19
1/9 MDA 15.66 13.10 19.17
in Training Logit 16.91 12.35 20.70
GDR 34.92 31.15 29.51
Proj 19.58 17.7 20.42
As indicated in the results, the largest difference was achieved in the GDR method, while
the smallest difference almost always occurs in the Logit procedure. Generally the
disparity of the two type errors in statistical methods, owing to different compositions of
base rate between training and testing, are less than ANNs', although the overall
performance is not necessarily better. In particular, for the Logit procedure, it is observed
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that the Type I and Type II error rates are judged most balanced in the estimation process
in spite of the imbalanced proportion of the two groups in the sample. This outcome is
probably due to the fact that its classification rule is based on conditional probability in
place of composite score of the MDA or composite predicted value of the ANNs.
10.7 Summary and Conclusions
This chapter has provided several insights concerning financial distress prediction models
for a real financial data. First of all, an empirical comparison between two conventional
statistical methods, MDA & Logit, and two neural network approaches, GDR & Proj was
conducted. From the results of this experiment, it is apparent that for the bankruptcy
prediction problem, neural networks offer a viable alternative approach. Nonetheless, one
caution in this approach is that ANNs have a potential to deteriorate the generalisation
ability because they tend to overemphasise classification accuracy instead of recognising
the main pattern in the learning phase.
Secondly, with respect to the impact of training data size on predictive ability, neural
networks achieve a better classification performance than do statistical methods, yet this
advantage decreases as the sample size increases. Further, neural networks provide more
stable predictive power since the standard of deviation of misclassification rates on 20
replications is smaller than that in statistical methods. But this stability is less in a small
sample size than in a large sample size. Basically, ANNs are more robust than neural
networks to the sample size.
Thirdly, the study assessed the influences of a choice-based sample bias. This bias leads
to asymptotically biased probability estimates. In the experiment, six choice-based
samples designed to induce increasing amounts of bias were examined for their error rates
by comparing unadjusted and adjusted procedure (WCOP) over four discriminating
techniques. The results clearly demonstrated the existence of a bias for choice-based
samples when the unadjusted procedure is used, decreases in the bias as the sample
composition approaches the population composition, and the elimination of the bias using
the adjustment method. However, the bias does not, on average, affect the overall
misclassification rates for all four methods.
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Fourthly, the investigation of the sensitivity of optimal cutoff points to the
misclassification costs of Type I and Type II errors in the business failure prediction was
performed. From the results we can suggest that bankruptcy prediction models are
generally applicable over a wide range of possible misclassification costs since the optimal
cutoff points are broadly robust to different relative misclassification costs regardless of
which discriminating technique is used.
Finally, we test whether the predictive accuracy is significantly affected by the different
proportion of nonbanlcrupt firms to bankrupt firms (base rate) between training and
testing sets for four methods, and if any particular method is less affected when this
difference occurs. Results have indicated that for both statistical and ANN approaches,
they all provide the best performance when the base rates of training and testing are equal.
Further, the closer the base rate between training and testing, the greater the accuracy for
both statistical and ANN approaches. Generally speaking, the four methods were shown
perform well in predicting nonbanlcrupt firms. However, the statistical methods have
better performance in predicting bankruptcy as the proportion of nonbankrupt to bankrupt
firms diverges. In terms of generalisation ability, since the statistical methods, particularly
in Logit, are less affected by the different composition of the two groups between training
and testing, they are judged to be more robust than neural networks.
In the final chapter the results of both the simulation study and the empirical study will be
summarised. The theoretical and practical contributions and implications will be
discussed. The strengths and limitations of this research will also be presented. Finally,
the directions for future research are considered.
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Chapter Eleven
OVERALL COMMENTS AND DIRECTIONS
FOR FUTURE RESEARCH
11.1 Introduction
In the concluding chapter, it is appropriate to summarise the main conclusions and the
results of the previous ten chapters, and suggest directions for future research.
This chapter is set out in five further sections. The next section presents the new elements
in this thesis. The second section discusses the new findings or the results which conform or
contradict existing literature; as well as likely reasons of the contradictions and the
implications of the new findings obtained. The recommended discriminator identified for
use in suitable data conditions is described in the third section. The inherent limitations of
this research are reviewed in the fourth section. The last section considers some possible
extensions which may provide a basis for future research in this area.
11.2 The New Elements in this Thesis
The new elements in this thesis include that
1. The development of the models has made use of simulation and of reaC data. Particmhr
attention has been paid to the type of error (type I or type II) as well as the overall
accuracy. An exploration of the situations in which one technique dominates the others
has discovered that the Projection network performs best when the data most departs
form normality (high skewness and in the presence of outliers).
Based on the results of this study, Projection net undoubtedly opens a new window on
classification problems and offers good prospects for future elaboration.
2. The bias in factor analysis which has been overlooked for a long time was clearly pointed
out by our examples. We thus suggest the discard of this procedure in the selection of
predictors if the classification accuracy is the primary concern. (section 5.4 and 5.5). It
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is hoped that subsequent studies can avoid the problem of losing valuable information for
discrimination, when coping with the need to reduce the set of independent variables.
3. An approach to eliminate the choice-based sampling bias has been proposed. The
approach required neither the assumptions of independent variables (predictor variables)
nor the construction of maximum likelihood functions. It can thus be applied to any
discriminating technique. This solution, which uses the weighted cutoff point (WCOP),
on one hand, allows the matched sample design controlling over industrial or size effect;
on the other hand, it removes the choice-based sampling bias. (section 8.3 and 10.4)
4. This thesis has investigated the impact of some of the factors on models of failure
prediction: the role of the sample size, the effect on optimal cutoff to various
misclassification costs, and the intertemporal and out of sample ability of the models
(section 10.6 and 10.7). These factors affect both statistical models and artificial neural
network models.
11.3 The Findings, Explanations and Implications
The findings which are new and the results which conform or contradict other studies are
summarised in Table 11.3.1. Our understanding about the issues, the explanations why these
contradictions may occur and the implications of new findings are given below.
First of all, the arguments and explanations for the contradictions are developed. For item 4
in Table 11.3.1, there is a question whether it truly indicates the inferiority of Logit. While
the overall performance of logistic regression was shown the worst in terms of the total
number of higher error rates, none of the differences between Logit and MDA were found
significant at the 95% level. This is displayed in Figure 11.3.1 for training samples, and in
Figure 11.3.2 for testing samples, respectively. Moreover, Logit is barely inferior to the
GDR in most of the cases as presented in the figures. In particular, 26 of 36 testing results
in Logit have shown lower error rates than those in MDA. In this regard, we could say that
Logit produced better generalisation compared to MDA.
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One interpretations of the unfavorable learning results of Logit is that the linear combination
of variables in multivariate logistic formulation is not always an appropriate model [Gordon,
1974], since some of interaction effects, which were proved significant in our data, may not
be expressible.
With regard to the finding of item 17, the optimal cutoff points are relatively sensitive within
the low cost ratio range. It is somewhat inconsistent with Koh's study [1992], which
concluded that optimal cutoff points are robust to a broad range of misclassification cost
ratios in the going-concern prediction context. The main cause for this inconsistency is in
the different estimation procedures used. Koh's model incorporates the prior probabilities
into his Logit model by adjusting the constant term as suggested by Maddala [1988]. This
changes the shape and the degree of separation of posterior distributions for two groups.
However, our WCOP procedure instead changes the location of the optimal cutoff points
instead in response to the change of the ratio of costs. The idea is presented in Figure
11.3.7.
Figure 11.3.7 Change of Optimal Cutoff Point to the Ratio of C H to C/
As can be seen, when the shape of f(IIB) or/and f(IIN) have a steep side (vertical side), there
would be no change in cutoff I* as K (the ratios of costs) increased. A very sensitive RIP)
or/and f(IN) would be one in which the side was almost horizontal. The sensitivity of the
cutoff depends on the gradient at the intersection. Usually steep gradients occurs at the
middle of the distribution while flat gradients occurs at the tail of the distribution. Thus
when the cost ratio is high, and the intersection is at the tails, the cutoff would be more
sensitive for changing K than for low cost ratios.
This explanation can be expressed mathematically. The cutoff point is the root of equation
(11.3.1)
K f(IIN)—f(IIB) =0 	 (11.3.1)
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dI 	 f(I IN) 
dK	 K
(11.3.3)
To see the sensitivity of the cutoff point to changing cost ratios, take total differentiation
[dK f(IIN)+K r(IIN) dIH/ (Ii13) dI= 0	 (11.3.2)
then solve for dI/dK, one has
One can see from this result that the cutoff depends on r(I/N) and fi(I/13). To demonstrate
further, if both f(II13) and f(IN) are assumed normal distributions with means 1.1. 13 and piN,
and standard deviations (T B and aN , respectively. The equation (11.3.3) can then be written
as
„.	 2
dl	
uN GB Exp
[ (1-2"N2 ) 2a
—
d1(
K	 al% Exp
(I lam) 2
(I A B )	 Exp
r	 )2
°-AB
(11.3.4)
2
2a N 2aL
It can be seen easily from (11.3.4) that as o- B —>0 or aN —> 0, then dI/dK= 0. It implies that
I* will not change with K in this case. On the other hand, if a B —> 00, dI/dK= aN/K(1-1-LN),
when a N = 0, dI/dK= 0; when a N —> 00, dI/dK—> 00, which also proves the above comment.
The distributions of f(IIB) and f(IIN) for four methods in our real data was shown in Figure
10.2.4 to 10.2.11 (page 258, 259), it indicates that most of frequency distributions are either
in flat (horizontal) shapes at the center or in the steep (vertical) shapes at the tail. Hence it
confirms the explanation that the optimal cutoff points are relatively sensitive within the low
cost ratio than high cost ratio.
Except for the comments in Table 11.3.1, which has already discussed the views of new
findings, some important implications are stressed here.
The pattern of errors between ANNs and STMs has been shown different. On the other
hand, one surprising outcome in this study is that equal variance-covariance structure had an
adverse effect on Projection algorithm. We suspect that these results were connected with
the different ways the four methods formed their decision boundaries. Plots of data for case
Aal Ab 1, Ad l and Ad 1 (relevant and representative cases) showing the discriminant
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function generated by each method try to explain the possible causes (Figure 11.3.3 to
11.3.6).
Figure 11.3.3 Disriminant Functions on Aa 1 Data	 Figure 11.3.4 Dicriminant Functions on Abl Data
-5	 0	 5	 10	 -5	 0	 5	 10
	
Figure 11.3,5 Discriminant Functions on Ac! Data
	
Figure 11.3.6 Discriminant Functions on Ad! Data
	 ICA
	 4-----*GDR
	
— — Logi t 	 Pro j
It is observed that the position of discriminating functions in STMs are rather sensitive to
group dispersion structure, while GDR and Projection that form their boundaries simply
target the minimisation of error counts. In other words, the classification rule of ANNs
does not seem to take covariance matrices effects into consideration. In particular, the
philosophy of Projection immediately places its closed boundary around input points, then it
minimise the output error through gradient descent (the optimal solution could be closed
or/and open boundaries). This computation process had nothing to do with any data
assumption. In our study it is difficult to assure what really causes this curious phenomenon
as it emerged from analysis simultaneously conducted on three factors. This should be
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investigated further to determine whether the above surprising outcome is a coincidence or
can be generalised.
Regarding the unstable performance of ANNs in small sample size, our observation is that
random subset of the whole data may generate insufficient information representing the main
pattern, thus it strongly affected the performance. This should serve as a warning: if data is
not enough, reconsider using a neural network. On the other hand, large sample size has the
chance to complicate the tasks of dissection and evaluation so as to deteriorate the
performance. This is also a cause for an alarm: the key issue may not be the technique itself,
but the underlying structure in the available data. That is, if data is not good enough,
reconsider using any of the methods.
The composition of Type I and Type II errors is a significant topic in this thesis. The costs
of errors and the decision context are important in developing the models. While previous
studies have emphasised overall accuracy, we approached the comparisons that were made
from a new angle. In this research, evidence indicated an improvement in overall
performance in ANNs where Type II errors were involved. In many cases Type I errors
conversely deteriorated, especially in GDR. Accordingly ANNs' outperformance may be
conditional.
However the Projection network generally exhibited its superiority not only quantitatively
(i.e., overall accuracy), but also qualitatively (lower Type I and Type II error). Hence, if
ANN is used as a discriminating tool in predicting bankruptcy, a GDR is not to be
recommended, but the Projection is a preferable method whatever the Type I or Type II
error is more costly.
In view of our and Koh's results [1992] concerning the general insensitivity to variation in
relative costs, the question now lies in the matter of the desirability of such insensitivity to a
model. Superficially speaking, this means that bankruptcy prediction are generally applicable
over a wide range of possible misclassification costs. However, this could also mean that
the model fails to reflect the significance of this information. Thus, banks and auditors, or
whoever is concerned about this issue, are unable to make a correct judgment based on their
own interests.
On the other hand, our findings, which revealed the relative sensitivity of optimal cutoff
points to closer ratios of two type error costs, told us that nonconsideration of asymmetric
loss function produces some degree of risk of nonoptimal decision in such cost ratio area.
Further, a deeper significance of this phenomenon in MDA is believed to be linked to the
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nature of composite score of LDF rather than the conditional probability of Logit or
predicted value of ANNs, which were obtained through the mapping and transformation of
sigmoid function.
The tendency of obtaining higher error rates on smaller sample proportion group in ANNs
compared to STMs is an interesting finding. It resulted from their underlying logic of caring
too much about overall accuracy, too little concern was given to inherent implication of the
data, thus the misclassification on the group of rare occurrence is amplified.
One other interesting result is that in a situation where the proportion of bankruptcy to
nonbankruptcy between training and testing samples is the same (such as 1/1 vs. 1/1, 1/5 vs.
1/5 and 1/9 vs. 1/9), the predictive ability of 1/1 composition case is not necessarily better
than those of 1/5 or 1/9 composition ones. The implication may be that the one-to-one
matching is not preferable to the one-to-many if match criterion is chosen.
Furthermore, one very important difference between ANNs and STMs that needs to be
addressed is that ANNs are basically a dynamic process. ANNs can continue to evolve as
new cases are added to the network, this is vastly different from the static batch updating in
statistical methods. This nature enables ANNs to cope with a changing environment over
time by adapting gradually to new cases representing changes in the model. Although our
research has not covered this issue, we remain aware of it. We believe that this fundamental
difference has a great impact on ANNs' future development and their applications.
Finally, some comments about STMs and ANNs are made. In one sense neural networks
are little more than nonlinear regression and allied optimisation methods. However, they
do have a methodology of their own. We must admit that, on one hand, their success is a
warning to statisticians who have worked in a simply structured linear world for too long.
However, on the other hand, the experience of statistician in modelling, in assessing
competing models can and should be brought to bear in what is now the discipline of ANNs.
The value of model generalisation is one of such ideas. Published research has talked about
this issue a lot. But we still feel that it is very important to remind the user that the better
performance of ANNs is likely to be a veiled case of overfitting. We remain convinced that
in most real-world problems, there is other knowledge which can be used to guide
modelling and so enables much more generalisation.
Statistics, is more difficult sometimes, but that is also interesting and challenging. Like
Aharonian [1992] commented ANNs on financial applications that neural networks may be
cold-fusion of statistics world, and so people are going back to learning and finding
statistics.
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11.4 Data Conditions and Recommended Discriminating Techniques
One of the important findings of this research is the ability to identify problem and input
characteristics when one discriminating approach provides better performance than others.
Taking all aspects into account, the suitable techniques for which problem characteristics to
be used, and under what circumstances are summarised in Table 11.4.1.
11.5 Limitations of the Study
There are some limitations to the study. Firstly, due to an intent to facilitate the
interpretation of the results, the cases in the simulation study were limited to bivariate
populations when reasonable comprehensive testing conditions were being promoted.
Although it provided valuable insights into the strengths and weaknesses of each of the four
techniques, however, our ability to generalise results to the n-dimensional case needs to be
carefully explored.
Secondly, the predictor variables in our empirical study were selected on the basis of the
two theories of bankruptcy developed by Hudson [1986] and Laitinen [1991], which
incorporated only 12 financial ratios. No matter which technique is used, the selection of
financial ratios as independent variables in predicting business failure is always a major
problem. Although these twelve financial ratios used in distinguishing failure from nonfailure
tended to be key factors in the present study, seeking the optimal set of financial indicators
for bankruptcy prediction should always be the researcher's chief goal.
Thirdly, our empirical study was constructed with and validated on Datastream companies
only. Although the underlying characteristics of bankruptcy and nonbankruptcy may be the
same whether they are in Datastream companies or not, the effectiveness of the results
should be tested on other real financial data or other countries' situations in order to obtain
more reliable conclusions.
Another limitation is that the empirical experiment has concentrated only on one-year ahead
prediction. The effectiveness of ANNs and their comparison with STMs more than one year
prior to the date of bankruptcy have not been evaluated. It would be necessary to
investigate the performances and make a comparison among these four methods on a long
term as well as on a short term basis.
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11.6 Directions for Future Research
The limitation identified above suggest possible directions for future research. For example
the first limitation highlights the possibility of constructing a multivariate population model.
For more complicated data conditions, future work can concentrate on certain specific cases
in order to promote deeper comparisons and robustness tests. For instance, in our
simulation study, the contradictory result about classification performance on equal and
unequal variance-covariance matrices data conditions between STMs and ANNs is believed
to be a suitable subject for future study when this factor is solely investigated and the
number of variates is allowed to change.
As mentioned before, finding an optimal set of predictor variables is an important goal in
bankruptcy prediction. Factor analysis is one of these techniques. It is often used to create
a reduced and best predictor set. However, it has been demonstrated to have the risk of
losing valuable information needed to distinguish one group from another. There is the need
for research to explore other directions and possibilities One possible solution relies on the
learning capacity of the neural network. Since searching for clusters is one of the key
pattern recognition techniques which is of central importance in neural networks, the ability
of neural networks to extract important factors is one of their major functions [Hertz, Krogh
and Palmer, 1991]. Anderson, one of the leading researchers in the field of neural networks
writes: "It has become clear in the past couple of years that some older techniques from
pattern recognition and statistics are similar to some of the ideas developed for neural
networks." [Anderson et al., 1990]. He mentioned in particular that an idea from statistics
that is coming to greater and greater prominence in neural networks is the multivariate
statistics theory of principal components [Bharath and Drosen, 1994]. The ability of ANNs
to elicit key factors leads us to speculate that, in contrast to the conventional habit of using
factor analysis to determine the appropriate independent variables for a neural network, the
reverse may be worth trying especially when no prior theory guides the model formulation
[Trigueiros and Taffler, 1995].
One way to achieve this goal is by applying machine learning techniques such as the genetic
algorithm. Back et al. [1995a] have used this algorithm to successfully find which financial
indicators are the best bankruptcy predictors. The genetic algorithm picked out 20 financial
indicators from the total data set of 54 indicators. This reduced variable set provided
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"extremely good" classification accuracy results. Other research undertaken by Levitt
[1995] applied the modified genetic algorithm to foreign exchange trading in order to
predict the sign of the returns of the USD/DEM exchange rate. The subset of indicators
obtained from the modified genetic algorithm resulted in more accurate prediction
performance than an unprocessed universe of indicators.
Very interesting research conducted by Berry and Trigueiros [1993] has aimed to enhance
the interpretability of neural network parameters in the account context so that they help an
analyst to search for appropriate ratios before model building. Instead of financial ratios
themselves, eight accounting variables extracted from eighteen financial ratios were used as
input variables. Based on the assumptions of many accounting variables with cross-section
distributions that are approximately log normal, the logarithmic transformation is thus
applied. If the linear combination of this transformed form is reversed, it will appear to be
equivalent to a complex ratio form. That is, the linear combination of an observation in log
space is equivalent to ratio form in ordinary space. They explained that "if the values input
to an MLP are the logs of variables, then the neurones in the first hidden produce NETs that
represent complex ratios." (p.110). The underlying idea here is that the weights connecting
input variables with the hidden layer's nodes seem to be the exponents of the extended ratios
involved in the optimal solution. In this application, forming ratios in hidden nodes is very
different from other studies and provides a new view on this issue.
Other useful direction is to investigate how far in advance and how well ANNs can
effectively predict the financial health status of companies. Such information is helpful to
management, investors, creditors, regulatory agencies, and others who are interested in the
long-term financial condition of companies. Consequently, an immediate extension to more
than one year prior to failure should be considered..
The following several points can also be considered as possible extensions
1. The determination of optimal topology in ANNs is often the model builder's main
concern. This concern is especially for the structure of the hidden layer. It is hidden
layers and nodes that make MLP a powerful tool. The outputs of hidden layer nodes
can be considered as new variables, which can themselves contain interesting information
about the relationship being modelled. Therefore, the development of a formal procedure
or guideline for determining the number of hidden layers and number of hidden nodes is
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essential. For some complex problems, Surkan and Singleton [1992] have demonstrated
that a redistribution of the nodes from one to a pair of hidden layers can improve
classification accuracy, and a significant advantage arouse even when the layers were
ordered so that a smaller number of hidden nodes received their inputs directly from the
input variables. The impact of structural variations in the hidden layer on predictive
ability is believed to be an important subject in ANNs for future investigation.
2. Some nonparametric discriminant procedures based on linear programming (LP) such as
MSD (minimise sum of deviation) and LAD (least absolute deviation), have been shown
to be competitive discriminating tools comparing favourably with Fisher's LDF under
certain circumstances [Freed and Glover, 1986]; [Bajgier and Hill, 1982];
[Joachimsthaler and Stam, 1988]; [Stam and Jones, 1990]; and [Lee and Ord, 1990].
Proponents of the LP methods have cited several advantages in these formulations: (1)
The methods are independent of classical statistical theory; there need be no assumptions
regarding multivariate normality or equality of variance-variance matrices and little
formal inferential theory. (2) The ability to perform LP sensitivity analysis and effective
classification is an advantage that outweighs the loss of any statistical information. Since
ANNs are also nonparametric procedures, the comparison between LP models and
ANNs is recommended for investigation in future work.
3. Neither this research nor previous studies have included qualitative variables in predictors
when comparing STMs to ANNs. The effect of incorporating qualitative variables such
as the type of industry, firm size and macro-economic considerations in ANNs for
predicting failure has not been fully explored. Many authors using statistical methods
have endeavoured to employ these factors in order to create more stable models. Altman
[1973] and Mason and Harris [1979] attempted to establish industry specific models.
Izan [1984] and Platt and Platt [1990] employed industry relative ratios to cope with this
instability problem. Dambolena and Khoury [1980]; Rose, Andrew and Giroux [1982];
and Mensah [1984] included an estimation of business cycles in order to unveil
macro-economic influences. The evidence revealed that they reduced the heterogeneity
of firm data, provided more stability and offered better predictive ability, although these
qualitative variables apparently violate the multivariate normality assumption of the MDA
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method. ANNs, free of underlying parametric assumptions that statistical approaches
require, are more suitable for utilising these qualitative indicators as predictors.
4. Previous corporate failure prediction models have focused mainly on the conventional
failing/nonfailing dichotomy. A more complex . model would be much more useful for
decision makers. For example, a company's assessment which falls into the middle area
can be seen as a gray zone and needs to be subjected to closer evaluated. This would be
more consistent with the practical operations of financial institutions when evaluating the
granting of a bank loan. In effect, multiple classification problems also involve bond
rating as part of this subject. Corporations often raise additional cash by issuing bonds.
These corporate bonds are essentially loans at a given rate of interest and must be paid
off within a specified time period. Potential investors decide whether or not to invest in
the bond based on the rating by the rating agencies—Moody's or Standard & Poor's. The
quality ratings (Aaa, Aa 1, Aa2, Aa3, and so on) strongly affect the interest rate the
corporation will pay. The lower rated bond will lead the offer of a higher rate than a
higher rated bond which attracts investors because of the implied higher risk. Thus, bond
rating is crucial both for corporations and investors. Previous bond rating research
largely used statistical tools, primarily regression analysis [Horrigan, 1966]; [West,
1970], logistic analysis [Ederington, 1985]; [Kaplan and Urwttz, 1979], and discriminant
analysis [Belkaoui, 1980]; [Pinches and Mingo, 1973] which are very similar to
bankruptcy prediction techniques. Since multi-state prediction is more frequently used
and more meaningful in practice, future work in ANNs needs to focus on this subject.
5. Most research dealing with the application of ANNs to financial forecast has made use of
a feedforward layered neural network together with the backpropagation training
algorithm. However, there has been some, though little, work devoted to other ANN
models in accounting, especially for bankruptcy predictions. Serrano Cinca et al. [1993]
carried out a study to predict Spanish bank failure using a self-organising feature map
(SOFM). SOFM [Kohonen, 1989, 1990] is an unsupervised neural network and is also
known as the Kohonen map. Researchers claim that they have achieved better results
with the self organising maps than with the backpropagation nets. Back et al. [1995b]
also conducted a comparative analysis on bankruptcy prediction performance using the
324
Kohonen net, the backpropagation net, and the mean field annealing algorithm
(Boltzmann Machine). Their results indicate that the backpropagation net performed
better than the other two methods. These results contradict those in the study by Serrano
Cinca et al. [1993]. However, no matter which method is ultimately the best, we have
found that apart from backpropagation algorithm, there exist other ANN models such as
SOFM, Boltzmann Machine, or the LVQ (Learning Vector Quantization Networks)
[Kohonen, 1989, 1990] and the fuzzy neural network [Wong et al., 1992], etc. which
could be very interesting tools for the analysis and forecasting of financial data, and
which are thus worthy of future elaboration.
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APPENDIX I
The Mathematical Derivation of BP Algorithm
Consider a multi-layer neural network illustrated by the following figure
A Multi-Layer Neural Network
Using notation
Ajrni = the output of processing element j in layer n
Z n" = the combined weighted summation of processing element j in layer n
W4 tril = the weight connected processing element i in layer n-1 to the element j in layer n
= the threshold of processing element j in layer n
8 "" = the bias of processing element j in layer n when receiving i value from the preceding layer
Tth• = the desired value of element j in output layer when receiving value from preceding layer
AWv EnJ = the change in weight connected processing element i in layer n-1 to element j in layer n
Aej l = the change in threshold of processing element j in layer n
= the momentum.	 0 <a < 1
= learning rate
f(x) = transfer function
Suppose a weighted input for the processing element between the hidden layer and the output layer is
Zitni = W4IniAjin-11	 (tin'
An output value will be produced through transferring Zi by transfer function. As was mentioned
before, in the backpropagation neural network sigmoid is the most frequently used transfer function.
Thus the network output value Aj of processing element j in layer n will be
A in] = f	 = (1 + )- 1
Since the purpose of a supervised learning network is to minimise the error between computed output
value and desired output value, we set a global error function (cost function) E associated with it which
is a differentiable function of all the connection weights in the network in order to measure the quality
of learning. Our usual global error measure or cost function is
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1
Min E = 2 (1" A')2
The gradient steepest descent method is applied to minimise the above equation because of its
continuous differentiable attribute. It implies that the network will adjust the value of weight when it
learns each time from the input of the training sample. The adjustment is proportional to the difference
between the desired output and the actual system output. That is, the change in the weight will be
commensurate with the error function sensitivity to the weights and can be expressed in the following
form by using chain rule
A r„[n]	 aE	 azin)
vv . • =	
—
	
\ 
' a 	 9k az[n] ik a wt;) — —11 ("' azEn1 are')
	
J	 I/
	
(1)	 (2)	 (3)
The term (1) (2) and (3) is broken down into different components;
MI") 	 a	 [n]
(2) —71 = Az.i) = I (z
DZi 	aZi
DZInj	 a
(3) --wL-4471.3	 = aw	0.1(4" 3 ) = a	
E	 A [1:1-11 9. [ird =A In-l]
	
k	 19
(1) The first term can be further divided into the following two situations
(a) the layer n is the output layer
aE	 1
= 	 [, (T k —	 ) 2 ] = —(T — A 1)
'	 k
(b) the layer n is the hidden layer. From the chain rule, we obtain
aE	 E azr
=E
De l k azr min
we define
azr= [1,71] an ,	 =	 iv Lu A [id	 Tri
azr"	 U ae	 V-1"	 u" = "
thus, (1) becomes
aE	 En+1]	 In]
= 5kaAj I
In summary, the gradient descent rule gives
1. For the hidden-to-output connections, the gradient descent rule gives
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ivii	 aawE = _raj A7] (4/d )A In-11 = Toir.niA In-1]
where	 = — (Tj — A) f(Z)
2. For the input to hidden connections
= _,n	 _,,nrz [n+1]	 I" 1 ,7 [n] \A [n-l]	 [n+l] A [n-l]
9 aw,,	 I	 k	 r jk kL+ • yi •	 'no •	 •.1	 I	 I
where S [n] = E 4 8k[n+1]Wik] f (ZP])
Therefore, whatever Wij is located between the hidden layer and the output layer or between the hidden
layer and hidden layer, A NAT can be written in the same form
A w .. =	 tie] A[n-11
aw„ — J
where
A,["11 = the output value from the preceding layer connected by W
Sj[11] = the difference value connected by W4 to the higher layer
—(T. - A [n]) f(Z n])	 if in the output layer
_{	 J	 J	 J
— Ek	 Wjc f(Zirni )	 otherwise
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APPENDIX II
Input Data for Example 1
xl	 x2	 G xl	 x2	 G	 xl x2
4.69 26.63 1 6.92 24.29 1
5.46 25.82 1 6.91 24.30 1
3.72 27.65 1 7.28 23.90 1
4.03 27.33 1 6.77 24.45 1
5.02 26.28 1 5.95 25.31 1
5.07 26.23 1 4.03 27.32 1
5.65 25.62 1 6.55 24.68 1
7.63 23.54 1 5.46 25.82 1
5.01 26.29 1 4.98 26.33 1
4.18 27.17 1 6.51 24.72 1
6.05 25.20 1 5.93 25.33 1
5.25 26.04 1 7.90 23.25 1
3.51 27.88 1 6.97 24.23 1
5.28 26.01 1 5.04 26.26 1
4.90 26.41 / 5.87 25.39 /
5.84 25.43 1 7.43 23.75 1
7.44 23.74 1 5.97 25.29 1
8.18 22.95 1 6.26 24.98 1
6.19 25.05 1 6.30 24.94 1
4.47 26.87 1 6.38 24.85 1
5.83 25.44 1 4.61 26.71 1
4.48 26.86 1 7.88 23.27 1
4.58 26.75 1 4.93 26.38 1
2.80 28.62 1 4.61 26.71 1
6.43 24.81 1 4.54 26.79 1
5.84 25.42 1 3.77 27.60 1
9.37 21.71 1 6.36 24.88 1
6.62 24.60 1 5.84 25.42 1
8.47 22.66 1 4.90 26.41 1
6.15 25.10 1 5.22 26.08 1
6.03 25.22 1 4.86 26.45 1
5.44 25.84 1 5.65 25.62 1
3.75 27.62 1 5.42 25.87 1
5.79 25.48 1 6.87 24.34 1
5.91 25.35 1 5.14 26.15 1
8.65 22.47 1 4.10 27.26 1
3.51 27.88 1 7.52 23.65 1
7.01 24.19 1 7.20 23.99 1
6.68 24.53 1 5.44 25.85 1
5.68 25.59 1 6.57 24.66 1
6.51 24.72 1 5.47 25.81 1
5.73 25.53 1 6.73 24.48 1
5.42 25.86 1 6.09 25.15 1
5.03 26.28 1 7.14 24.06 1
6.53 24.69 1 4.80 26.52 1
5.81 25.45 1 5.62 25.65 1
5.79 25.47 1 4.73 26.59 1
6.16 25.08 1 5.11 26.19 1
4.52 26.81 1 6.98 24.22 1
6.93 24.28 1 7.34 23.85 1
G denotes group
3.57 23.46 0 7.45 17.92 0
7.18 18.31 0 6.50 19.28 0
7.81 17.41 0 8.88 15.88 0
7.69 17.58 0 7.87 17.32 0
7.25 18.21 0 4.73 21.80 0
7.97 17.18 0 2.05 25.63 0
4.22 22.53 0 6.92 18.67 0
8.97 15.74 0 5.35 20.91 0
9.19 15.43 0 5.34 20.93 0
7.26 18.19 0 5.81 20.26 0
3.72 23.25 0 5.55 20.63 0
3.46 23.62 0 6.21 19.69 0
4.71 21.83 0 3.59 23.43 0
5.94 20.07 0 8.45 16.48 0
6.44 19.37 0 6.85 18.77 0
7.43 17.95 0 5.40 20.85 0
10.17 14.03 0 8.53 16.37 0
5.93 20.08 0 7.48 17.88 0
7.34 18.07 0 2.96 24.33 0
6.31 19.55 0 3.85 23.06 0
5.66 20.48 0 4.19 22.58 0
5.34 20.93 0 9.00 15.70 0
7.65 17.63 0 7.90 17.27 0
3.66 23.33 0 4.77 21.74 0
7.71 17.54 0 6.49 19.29 0
8.65 16.21 0 4.97 21.47 0
6.17 19.74 0 4.99 21.43 0
6.81 18.83 0 8.45 16.49 0
5.62 20.53 0 5.82 20.25 0
5.25 21.06 0 5.85 20.20 0
9.22 15.39 0 4.44 22.22 0
10.42 13.67 0 4.03 22.81 0
7.99 17.14 0 4.93 21.52 0
10.27 13.88 0 11.17 12.61 0
3.03 24.24 0 5.31 20.97 0
5.00 21.42 0 6.00 19.98 0
6.70 18.99 0 7.95 17.21 0
7.13 18.37 0 6.18 19.73 0
5.84 20.22 0 5.07 21.32 0
8.04 17.08 0 5.86 20.19 0
2.10 25.55 0 5.17 21.17 0
5.55 20.63 0 9.83 14.52 0
5.51 20.70 0 6.04 19.94 0
6.79 18.87 0 5.53 20.67 0
8.35 16.63 0 4.17 22.61 0
4.10 22.70 0 6.86 18.76 0
6.98 18.58 0 8.52 16.39 0
7.22 18.25 0 7.53 17.80 0
8.36 16.62 0 4.53 22.08 0
9.66 14.76 0 5.77 20.31 0
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	8.0420	 4.8640
	
2.1090	 5.0560
	
5.5550	 4.0930
	
5.5100	 5.4290
	
6.7900	 4.6820
	
8.3540	 4.6780
	
4.1050
	
6.1170
	
6.9890
	
4.3440
	
7.2230
	
5.3240
	
8.3650	 5.3720
	
9.6650	 5.1230
	
3.5750	 6.1370
	
7.1800	 3.7100
	
7.8130
	 4.8380
	
7.6910	 5.8820
	
7.2500	 6.3620
	
7.9720	 4.4740
	
4.2290	 5.3590
	
8.9760	 5.2240
	
9.1970	 4.0070
	
7.2650	 4.1500
	
3.7200	 4.7040
	
3.4640	 4.8210
	
4.7180
	 4.5760
	
5.9460	 5.2120
	
6.4400	 5.6940
	
7.4300	 5.0810
	
10.1730	 6.2230
	
5.9390	 3.3650
	
7.3460	 5.1150
	
6.3120	 5.4870
	
5.6620
	 5.3570
	
5.3460
	 4.1210
	
7.6580	 5.1060
	
3.6670
	 3.9820
	
7.7160	 5.1930
	
8.6510	 5.7980
	
6.1760
	 5.8490
	
6.8160
	 4.7570
	
5.6290
	 4.2970
	
5.2560	 4.7140
	
9.2230	 4.9120
	
10.4250	 4.9500
	
7.9990
	 5.7500
	
10.2790
	 6.2440
	
3.0320	 5.9310
	
5.0030	 4.5330
	
6.7050
	 3.6590
	
7.1350
	 6.2030
	
5.8410	 5.7620
9.4755 0
16.6758 0
13.4516 0
12.0049 0
11.2453 0
9.2948 0
12.9871 0
11.3768 0
9.9818 0
8.5002 0
7.1554 0
13.6271 0
11.8513 0
9.7910 0
8.7690 0
8.7802 0
10.0018 0
13.6849 0
7.9030 0
8.9959 0
11.2500 0
15.0580 0
15.2464 0
13.9545 0
11.7040 0
10.5443 0
9.9964 0
5.2829 0
13.7906 0
10.0631 0
10.9371 0
11.8959 0
13.6814 0
9.6832 0
15.9365 0
9.5129 0
7.6635 0
10.6999 0
11.12 ,34 0
13.1296 0
13.1268 0
7.9452 0
6.4000 0
8.5325 0
5.1267 0
14.5376 0
13.6466 0
12.5024 0
9.1029 0
11.2165 0
APPENDIX III
Input Data for Example 2
xl	 x2	 x3	 G	 x1	 x2	 x3	 G
5.6860	 5.2240	 24.5155 1
6.5160	 6.5710	 21.9626 1
5.7390	 5.8800	 23.7113 1
5.4260	 5.1690	 24.9024 1
5.0320	 6.8170	 23.5409 1
6.5370	 2.9400	 26.0213 1
5.8140	 4.8470	 24.7796 1
5.7960	 5.3980	 24.1823 1
6.1660	 6.3860	 22.6083 1
4.5220	 5.4830	 25.6791 1
6.9320	 7.5050	 20.3919 1
4.6990	 5.3190	 25.6424 1
5.4640	 3.6000	 26.6200 1
3.7290	 3.9400	 28.4063 1
4.0350	 5.2320	 26.5703 1
5.0270	 3.5990	 27.1674 1
5.0750	 2.8300	 27.9725 1
5.6560	 4.5680	 25.2910 1
7.6320	 5.2790	 22.0211 1
5.0180	 3.0490	 27.7974 1
4.1800	 1.9380	 30.0948 1
6.0550	 4.5740	 24.7855 1
5.2570	 2.6960	 27.8958 1
3.5120	 5.4960	 26.9270 1
5.2830	 5.8130	 24.3566 1
4.9080	 5.0230	 25.7141 1
5.8410	 6.7330	 22.6241 1
7.4440	 4.8550	 22.7331 1
8.1890	 1.9500	 25.0700 1
6.1940	 5.6680	 23.3810 1
4.4730	 4.7530	 26.5616 1
5.8320	 4.0910	 25.6076 1
4.4800	 1.0960	 30.6670 1
4.5830	 4.7830	 26.3904 1
2.8070	 3.7150	 29.8119 1
6.4300	 5.1500	 23.6688 1
5.8420	 5.3600	 24.1675 1
9.3750	 5.5360	 19.5533 1
6.6280	 5.4020	 23.1378 1
8.4720	 3.4070	 23.0771 1
6.1520	 3.3410	 26.0514 1
6.0350	 5.1780	 24.1310 1
	
5.4450	 4.7430	 25.3579 1
	
3.7540	 4.1720	 28.1140 1
	
5.7920	 2.2540	 27.7243 1
	
5.9100	 5.9700	 23.3963 1
	
8.6520	 5.5780	 20.4098 1
	
3.5130	 5.2200	 27.2363 1
	
7.0110	 5.2140	 22.8705 1
	
6.6880	 1.7870	 27.1296 1
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(continue)
Input Data for Example 2
x1	 x2	 x3	 G	 xl	 x2
	
6.5700	 2.8210	 26.1139 1	 5.8660	 4.3130
	
5.4780	 5.9760	 23.9295 1	 5.1750	 6.3410
	
6.7360	 5.8120	 22.5415 1	 9.8350
	 6.5410
	
6.0990	 3.7730	 25.6316 1	 6.0410	 6.0530
	
7.1410	 3.6050	 24.5181 1
	 5.5310	 4.8700
	
4.8030	 5.7150	 25.0669 1	 4.1720	 5.5150
	
5.6250	 2.0160	 28.2008 1	 6.8670
	 4.6070
	
4.7320	 2.0710	 29.2551 1	 8.5230
	 4.8140
	
5.1160	 5.5160	 24.8995 1	 7.5380	 5.5690
	
6.9860	 2.2680	 26.2160 1	 4.5390	 5.4810
	
7.3400	 5.4730	 22.1679 1
	 5.7780	 3.9090
	
6.9230	 6.2000	 21.8713 1	 7.4500	 4.9260
	
6.9110	 4.2150
	 24.1194 1	 6.5000	 5.6000
	
7.2870	 4.2650
	 23.5931 1	 8.8810	 4.4170
	
6.7710	 5.4630	 22.8904 1	 7.8740	 5.4000
	
5.9510	 5.8190
	 23.5149 1	 4.7390	 4.1210
	
4.0370	 1.1420	 31.1690 1	 2.0540	 5.5260
	
6.5540	 4.7560	 23.9570 1	 6.9250	 5.6240
	
5.4670	 6.0950	 23.8094 1	 5.3590	 3.9200
	
4.9830	 -.4370
	 31.7629 1	 5.3460	 5.9300
	
6.5120	 7.2400	 21.2150 1	 5.8160	 5.3750
	
5.9320	 3.7580
	 25.8573 1
	 5.5530	 5.1080
	
7.9070	 6.3800	 20.4388 1	 6.2150	 6.0690
	
6.9780	 4.4890	 23.7274 1	 3.5950	 5.4440
	
5.0440	 5.1720	 25.3765 1	 8.4590
	 3.8370
	
5.8770	 4.2180	 25.4085 1
	 6.8560	 5.3760
	
7.4340	 5.4250	 22.1044 1	 5.4050	 4.3130
	
5.9730	 4.6780	 24.7710 1	 8.5380	 5.1760
	
6.2600	 5.7280
	 23.2310 1
	 7.4810	 5.6160
	
6.3040	 5.8150	 23.0781 1	 2.9690	 5.5170
	
6.3840	 6.3070	 22.4246 1
	 3.8570	 4.0890
	
4.6190
	 1.9630
	 29.5179 1
	 4.1920
	 4.5570
	
7.8880	 4.6300	 22.4313 1	 9.0070	 5.5120
	
4.9350
	 3.7820	 27.0765 1
	 7.9090	 6.4390
	
4.6180	 2.8290	 28.5449 1
	 4.7760	 4.5380
	
4.5480	 2.2580	 29.2748 1
	 6.4930	 6.0140
	
3.7710	 4.3900	 27.8475 1	 4.9710	 5.6570
	
6.3640	 4.2520
	 24.7615 1
	 4.9990	 4.6020
	
5.8470	 6.2010
	 23.2151 1
	 8.4540	 6.2920
	
4.9060	 6.2120	 24.3790 1	 5.8250
	 4.7470
	
5.2210	 6.9540	 23.1505 1
	 5.8550
	 5.1270
	
4.8680	 4.7480
	 26.0735 1	 4.4410	 5.3870
	
5.6530	 2.9250	 27.1431 1	 4.0330	 4.8680
	
5.4220	 2.9720	 27.3790 1	 4.9300	 6.0930
	
6.8750	 7.5240	 20.4418 1	 11.1730	 6.9040
	
5.1490	 5.0690	 25.3611 1	 5.3180	 4.1820
	
4.1020	 3.9340
	 27.9468 1
	 6.0090	 5.7950
	
7.5290	 5.9910
	 21.3489 1
	 7.9530	 5.6920
	
7.2060
	 3.5220
	 24.5303 1
	 6.1870	 5.5930
	
5.4400	 2.9970	 27.3284 1	 5.0740
	 4.6480
G denotes group
12.8154 0
11.3976 0
5.3476 0
10.6391 0
12.6075 0
13.5806 0
11.2334 0
8.9305 0
9.3124 0
13.1601 0
13.3799 0
10.1458 0
10.5750 0
8.9296 0
9.0825 0
14.4401 0
16.2158 0
10.0168 0
13.8913 0
11.6463 0
11.6831 0
12.3123 0
10.4036 0
14.3818 0
10.1096 0
10.3820 0
13.3916 0
8.5045 0
9.3308 0
15.0821 0
15.5786 0
14.6334 0
7.5403 0
7.8699 0
13.9248 0
10.1180 0
12.4221 0
13.5740 0
7.3540 0
12.3784 0
11.9134 0
13.3884 0
14.4823 0
11.9829 0
3.2668 0
13.6478 0
10.9694 0
8.6552 0
10.9741 0
13.4285 0
352
APPENDIX IV
The Mathematical Derivation of an Alternative Projection
ANAO ANCB
NA NO
NC - NB
NB = NC><NO 	 2R2 NA	 R2 +Iv
AIVA0 ANBE
NA AO NO
NB - BE - NE
2 i
BE = 1v13'4° — 2R IA I R mix%NA	 R2 +X2
	R2+ IA-
NE= AIBKIV° =NA	 R 2 +1X12
OE= NE —ND = RR2 Ix12R2 +1,12
2R 2
Therefore we obtain
xi
 R[
2R1x1	 R2_1x12
R 2 Am" R2 +1X12
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GROUP* OBS GROUP* OBS GROUP* ZZ score Z scoreOBS score
1 o 1.7777 49 0	 10.3594 97 1 -2.1096
2 o 4.2268 50 0	 6.3965 98 1 -2.1195
3 0 6.6339 51 0	 6.5729 99 1 -2.4460
4 o 0.5753 52 0	 3.2412 100 1 -3.3956
5 0 1.5694 53 0	 1.4813 101 1 -4.5167
6 o 3.5762 54 0	 10.0528 102 1 -2.2871
7 0 4.4076 55 0	 5.2322 103 1 -4.1004
8 0 10.5408 56 0	 2.8680 104 1 -4.0595
9 o 3.9464 57 0	 7.1636 105 1 -0.9071
10 o 9.0478 58 0	 2.6959 106 1 -3.6090
11 o 4.3147 59 0	 11.5342 107 1 -1.8067
12 0 5.1436 60 0	 10.1448 108 1 -0.7510
13 0 1.6876 61 0	 6.2690 109 1 -1.3914
14 o 0.7598 62 0	 0.1029 110 1 -3.8175
15 0 -0.0635 63 0	 0.1046 111 1 -4.8978
16 0 2.6637 64 0	 5.1676 112 1 -5.9282
17 0 1.1897 65 0	 3.8243 113 1 -6.2153
18 0 -1.8386 66 0	 1.6897 114 1 -3.7643
19 o 0.1034 67 0	 1.6478 115 1 -2.2921
20 0 -0.3237 68 0	 3.9882 116 1 -5.3823
21 o 0.2793 69 0	 1.6266 117 1 -4.5530
22 o 0.7184 70 0	 -0.9119 118 1 -5.0963
23 o 2.6635 71 0	 2.3881 119 1 -1.1908
24 0 1.6560 72 0	 5.1752 120 1 -3.1496
25 o 2.7940 73 0	 5.3573 121 1 -4.8092
26 o -1.3826 74 0	 -0.0652 122 1 -3.0910
27 0 5.1969 75 0	 4.6822 123 1 -1.5663
28 0 4.0835 76 0	 1.2687 124 1 -3.5210
29 0 3.9582 77 1	 17.6668 125 1 -4.9769
30 o 3.9463 78 1	 1.2520 126 1 -5.8818
31 0 0.3132 79 1	 3.1697 127 1 -5.9333
32 0 4.9245 80 1	 0.9190 128 1 -0.5974
33 o 2,3319 81 1	 1.9681 129 1 -2.3767
34 0 -0.2777 82 1	 1.7544 130 1 -5.6268
35 0 -2.4320 83 1	 4.4421 131 1 -4.7253
36 0 1.7248 84 1	 -1.4558 132 1 -2.8068
37 o 4.1836 85 1	 5.2551 133 1 -3.2500
38 0 1.6739 86 1	 0.0673 134 1 -5.3801
39 0 6.0256 87 1	 6.9385 135 1 -5.7659
40 o 6.1596 88 1	 0.0515 136 1 -2.9206
41 0 15.7122 89 1	 -4.4459 137 1 -2.2995
42 0 3.6558 90 1	 -1.4345 138 1 -3.3732
43 o 1.6753 91 1	 -4.1449 139 1 -6.3360
44 o 4.0177 92 1	 -2.9541 140 1 -5.4933
45 0 4.9021 93 1	 -2.2078 141 1 -4.0914
46 o 5.5227 94 1	 -6.1412 142 1 -4.4283
47 0 6.2498 95 1	 -0.5085 143 1 -2.3763
48 o 6.5882 96 1	 -5.4494 144 1 -8.5485
APPENDIX V
The Z sores for each of 264 companies
and Descriptive Statistics by Group
Using Multivatiate Discriminant Analysis(MDA)
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APPENDIX V
(contiue)
OBS GROUP* Z score OBS GROUP* Z score OBS GROUP* Z score
145	 1	 -2.6382
146	 1	 -4.3066
147	 1	 -0.8220
148	 1	 -4.2346
149	 1	 -2.1488
150	 1	 -2.5510
151	 1	 -5.3384
152	 1	 -5.3096
153	 1	 -2.9079
154	 1	 -2.2135
155	 1	 -3.7054
156	 1	 -5.2809
157	 1	 -5.3119
158	 1	 -3.4682
159	 1	 -2.1271
160	 1	 -5.6207
161	 1	 -5.7142
162	 1	 -5.1440
163	 1	 -3.2450
164	 1	 -5.8795
165	 1	 -6.2585
166	 1	 -5.2933
167	 1	 -2.8527
168	 1	 -2.5473
169	 1	 -4.4196
170	 1	 -4.7203
171	 1	 2.5925
172	 1	 -2.8715
173	 1	 -5.3730
174	 1	 -1.9037
175	 1	 -3.1417
176	 1	 -0.3728
177	 1	 -3.4749
178	 1	 -5.3735
179	 1	 -4.0030
180	 1	 -5.9255
181	 1	 -5.7721
182	 1	 -3.3524
183	 1	 0.5286
184	 1	 -1.3876
* denotes bankruptcy
225	 1	 -2.7500
226	 1	 -2.4001
227	 1	 -3.5082
228	 1	 -5.1946
229	 1	 -3.6733
230	 1	 -1.5370
231	 1	 -0.0069
232	 1	 -3.4505
233	 1	 -7.5177
234	 1	 -3.1169
235	 1	 -4.3400
236	 1	 -3.5554
237
	 1	 -2.7720
238	 1	 -4.6010
239	 1	 -3.4049
240	 1	 -5.3340
241	 1	 -3.7566
242	 1	 -3.4090
243	 1	 -3.0317
244	 1	 0.7270
245	 1	 -1.7720
246	 1	 -8.3771
247
	 1	 -2.9401
248	 1	 -3.5941
249
	 1	 -5.5759
250	 1	 -7.5468
251
	 1	 -4.8508
252	 1	 -2.1398
253	 1	 -6.2906
254	 1	 -6.4164
255
	 1	 -5.4317
256	 1	 -0.7152
257	 1	 -4.6315
258	 1	 -5.1306
259
	 1	 -5.3565
260	 1	 -2.4630
261	 1	 -1.1418
262	 1	 0.1704
	
1	 -4.2072
	
1	 -4.6018
185	 1	 -0.9744
186	 1	 -2.5198
187	 1	 -4.6504
188	 1	 -4.2208
189	 1	 -4.6877
190	 1	 -3.8267
191	 1	 -1.7948
192	 1	 -4.3585
193	 1	 -2.8207
194	 1	 -2.6365
195	 1	 -1.4730
196	 1	 -2.8576
197	 1	 -3.4560
198	 1	 -3.6942
199	 1	 -4.9015
200	 1	 -2.7295
201
	 1	 -1.2647
202	 1	 -8.1465
203
	 1	 -0.6919
204	 1	 -11.222
205	 1	 -4.2922
206
	 1	 -5.5796
207
	 1	 -3.8558
208	 1	 -1.7740
209	 1	 -5.8906
210	 1	 -4.3720
211	 1	 -7.8157
212
	 1	 -3.2729
213	 1	 1.5647
214	 1	 4.1124
215	 1	 0.1896
216	 1	 -2.7986
217
	 1	 -5.2808
218	 1	 -2.3182
219	 1	 -2.5540
220	 1	 -9.0226
221	 1	 -5.2942
222	 1	 -0.6862
223	 1	 -2.3378
	 263
224	 1	 -2.8821
	 264
for 1, nonbakruptcy for 0
Descriptive Statistics for Nonbankrupt Firms
N Obs	 Minimum
	 Maximum	 Mean	 Std Dev
176 -11.2225086 4.1124162
-3.6243104	 2.1193865
Descriptive Statistics for Bankrupt Firms
N Obs	 Minimum
	 Maximum	 Mean	 Std Dev
88	 -2.4320484 17.6668115 3.6237575
	 3.5765666
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APPENDIX VI
Conditional Probabilties of Bankruptcy for 264 Companies
and Descriptive Statistics by Group Using Logit Procedure
	
OBS GROUP* Conditional	 OBS	 GROUP*	 Conditional
	
Probability	 Probability
	
1	 0	 0.61531	 51	 0	 0.99995
	
2	 0	 0.99983	 52	 0	 0.97947
	
3	 0	 0.99999	 53	 0	 0.99900
	
4	 0	 0.91823	 54	 0	 0.93122
	
5	 0	 0.93805	 55	 0	 0.99996
	
6	 0	 0.73833	 56	 0	 0.99727
	
7	 0	 0.99342	 57	 0	 0.99817
	
8	 0	 0.99992	 58	 0	 0.99991
	
9	 0	 0.99995	 59	 0	 0.99815
	
10	 0	 0.99547	 60	 0	 0.99982
	
11	 0	 0.99216	 61	 0	 0.99917
	
12	 0	 1.00000	 62	 0	 1.00000
	
13	 0	 0.91382	 63	 0	 0.89928
	
14	 0	 0.94788	 64	 0	 0.99461
	
15	 0	 0.87694	 65	 0	 0.99988
	
16	 0	 0.99510	 66	 0	 0.99880
	
17	 0	 0.82565	 67	 0	 0.99813
	
18	 0	 0.06839	 68	 0	 0.90593
	
19	 0	 0.69650	 69	 0	 0.99394
	
20	 0	 0.85773	 70	 0	 0.99743
	
21	 0	 0.40620	 71	 0	 0.80995
	
22	 0	 0.91472	 72	 0	 0.99275
	
23	 0	 0.99789	 '33	 D	 0.99937
	
24	 0	 0.99746	 74	 C	 0.99860
	
25	 0	 0.99414	 75	 0	 0.97296
	
26	 0	 0.04824	 76	 0	 0.99997
	
27	 0	 0.99901	 77	 0	 0.71624
	
28	 0	 0.99420	 78	 0	 0.99710
	
29	 0	 0.99905	 79	 0	 0.40153
	
30	 0	 0.98806	 80	 0	 0.78725
	
31	 0	 0.96169	 81	 0	 0.94543
	
32	 0	 0.99998	 82	 0	 0.99900
	
33	 0	 0.98325	 83	 0	 0.99855
	
34	 0	 0.46924	 84	 0	 1.00000
	
35	 0	 0.04760	 85	 0	 0.27882
	
36	 0	 0.99869	 86	 0	 0.99995
	
37	 0	 0.99979	 87	 0	 0.38886
	
38	 0	 0.98039	 88	 0	 0.99999
	
39	 0	 0.99998	 89	 1	 0.99055
	
40	 0	 0.99820	 90	 1	 0.00009
	
41	 0	 0.99998	 91	 1	 0.08700
	
42	 0	 0.99800	 92	 1	 0.00031
	
43	 0	 0.98371	 93	 1	 0.00171
	
44	 0	 0.99820	 94	 1	 0.01468
	
45	 0	 0.99906	 95	 1	 0.00001
	
46	 0	 0.99762	 96	 1	 0.12256
	
47	 0	 0.99999	 97	 1	 0.00006
	
48	 0	 0.93991	 98	 1	 0.00161
	
49	 0	 0.99999	 99	 1	 0.01549
	
50	 0	 0.99995	 100	 1	 0.01599
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Conditional Probabilties of Bankruptcy for 264 Companies
and Descriptive Statistics by Group Using Logit Procedure
	OBS GROUP* Conditional	 OBS GROUP* Conditional
	
Probability	 Probability
101	 1	 0.00012	 151	 1	 0.00006
102	 1	 0.00972	 152	 1	 0.00012
103	 1	 0.00111	 153	 1	 0.06365
104	 1	 0.00076	 154	 1	 0.09920
105	 1	 0.51457	 155	 1	 0.00611
106	 1	 0.00046	 156	 1	 0.00012
107	 1	 0.05305	 157	 1	 0.00003
108	 1	 0.03418	 158	 1	 0.00864
109	 1	 0.08376	 159	 1	 0.08593
110	 1	 0.00018	 160	 1	 0.00007
111	 1	 0.00035	 161	 1	 0.00143
112	 1	 0.00000	 162	 1	 0.00102
113	 1	 0.00001	 163	 1	 0.03152
114	 1	 0.00353	 164	 1	 0.00002
115	 1	 0.03495	 165	 1	 0.00007
116	 1	 0.00093	 166	 1	 0.00121
117	 1	 0.00036	 167	 1	 0.00687
118	 1	 0.00015	 168	 1	 0.00185
119	 1	 0.08567	 169	 1	 0.00041
120	 1	 0.01886	 170	 1	 0.00067
121	 1	 0.00118	 171	 1	 0.50427
122	 1	 0.01842	 172	 1	 0.08032
123	 1	 0.03509	 173	 1	 0.00003
124	 1	 0.00688	 174	 1	 0.20164
125	 1	 0.00020	 175	 1	 0.01197
126	 1	 0.00010	 176	 1	 0.13275
127	 1	 0.00003	 177	 1	 0.00911
128	 1	 0.11761	 178	 1	 0.00356
129	 1	 0.066571	 179	 1	 0.00170
130	 1	 0.005755	 180	 1	 0.00016
131	 1	 0.000773	 181	 1	 0.00005
132	 1	 0.017259	 182	 1	 0.00709
133	 1	 0.013237	 183	 1	 0.43331
134	 1	 0.000156	 184	 1	 0.10043
135	 1	 0.000026	 185	 1	 0.53355
136	 1	 0.019662	 186	 1	 0.07305
137	 1	 0.041955	 187	 1	 0.00062
138	 1	 0.003666	 188	 1	 0.00090
139	 1	 0.000006	 189	 1	 0.00012
140	 1	 0.000070	 190	 1	 0.00865
141	 1	 0.000858	 191	 1	 0.03907
142	 1	 0.000205	 192	 1	 0.00070
143	 1	 0.016677	 193	 1	 0.01015
144	 1	 0.000002	 194	 1	 0.05371
145	 1	 0.01268	 195	 1	 0.03612
146	 1	 0.00208	 196	 1	 0.10072
147	 1	 0.10471	 197	 1	 0.00087
148	 1	 0.00243	 198	 1	 0.00683
149	 1	 0.09548	 199	 1	 0.00052
150	 1	 0.01164	 200	 1	 0.01580
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OBS GROUP* Conditional
Probability
201	 1	 0.07456
202	 1	 0.00034
203	 1	 0.07774
204	 1	 0.00001
205	 1	 0.00127
206	 1	 0.00007
207	 1	 0.00194
208	 1	 0.05160
209	 1	 0.00000
210	 1	 0.00031
211
	 1	 0.00002
212	 1	 0.00051
213	 1	 0.28167
214	 1	 0.98607
215
	
1	 0.63125
216	 1	 0.00884
217	 1	 0.00001
218	 1	 0.03830
219	 1	 0.01823
220	 1	 0.00011
221	 1	 0.00268
222	 1	 0.36061
223	 1	 0.06479
224	 1	 0.00422
225	 1	 0.00442
226	 1	 0.00327
227	 1	 0.00899
228	 1	 0.00007
229	 1	 0.01425
230	 1	 0.10735
231	 1	 0.07598
232	 1	 0.00090
* denotes bankruptcy for
NObs N
	
Minimum	 Maximum	 Mean	 Std Dev
APPENDIX VI
(continue)
Conditional Probabilties of Bankruptcy for 264 Companies
and Descriptive Statistics by Group Using Logit Procedure
OBS	 GROUP* Conditional
Probability
233	 1	 0.00001
234	 1	 0.01862
235	 1	 0.00308
236	 1	 0.00226
237	 1	 0.00732
238	 1	 0.00010
239	 1	 0.00165
240	 1	 0.00011
241	 1	 0.00036
242	 1	 0.00957
243	 1	 0.00098
244	 1	 0.25028
245	 1	 0.03269
246	 1	 0.01147
247	 1	 0.00274
248	 1	 0.00149
249	 1	 0.00004
250	 1	 0.00001
251	 1	 0.00003
252	 1	 0.00455
253	 1	 0.00267
254	 1	 0.00007
255	 1	 0.00024
256	 1	 0.64302
257	 1	 0.01480
258	 1	 0.00011
259	 1	 0.07555
260	 1	 0.02705
261	 1	 0.15604
262	 1	 0.49069
263	 1	 0.00302
264	 1	 0.00060
0, nonbakruptcy for 1
Descriptive Statistics for Bankrupt Firms
88	 88	 0.0476000 1.000000	 0.8981190	 0.2210777
Descriptive Statistics for Nonbankrupt Firms
Mean	 Std DevNObs N	 Minimum	 Maximum
176 176	 0	 0.9860700
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0.0508874	 0.1332954
APPENDIX VII
The Intermediate Values Z of 264 Companies
and Descriptive Statistcs by Group Using Logit Procedure
OBS GROUP* Intermediate
Value Z
OBS GROUP* Intermediate
Value Z
	
1	 0	 0.4697	 51	 0	 3.8649
	
2	 0	 8.6645	 52	 0	 6.9036
	
3	 0	 11.5346	 53	 0	 2.6056
	
4	 0	 2.4186	 54	 0	 10.1237
	
5	 0	 2.7175	 55	 0	 5.9009
	
6	 0	 1.0373	 56	 0	 6.3014
	
7	 0	 5.0168	 57	 0	 9.2686
	
8	 0	 9.3927	 58	 0	 6.2923
	
9	 0	 10.0037	 59	 0	 8.6150
	
10	 0	 5.3927	 60	 0	 7.0942
	
11	 0	 4.8411	 61	 0	 13.3225
	
12	 0	 12.7599	 62	 0	 2.1893
	
13	 0	 2.3612	 63	 0	 5.2172
	
14	 0	 2.9006	 64	 0	 9.0478
	
15	 0	 1.9638	 65	 0	 6.7254
	
16	 0	 5.3137	 66	 0	 6.2791
	17	 0	 1.5551	 67	 0	 2.2649
	
18	 0	 -2.6117	 68	 0	 5.1000
	
19	 0	 0.8307	 69	 0	 5.9627
	
20	 0	 1.7966	 70	 0	 1.4497
	
21	 0	 -0.3797	 71	 0	 4.9195
	
22	 0	 2.3727	 72	 0	 10.3519
	
23	 0	 6.1600	 73	 0	 6.5734
	
24	 0	 5.9748	 74	 0	 3.5831
	
25	 0	 5.1329	 75	 0	 10.5295
	
26	 0	 -2.9821	 76	 0	 0.9259
	
27	 0	 6.9215	 77	 0	 5.8394
	
28	 0	 5.1441	 78	 0	 -0.3991
	
29	 0	 6.9529	 79	 0	 1.3084
	
30	 0	 4.4161	 80	 0	 2.8522
	
31	 0	 3.2229	 81	 0	 6.9054
	
32	 0	 10.8049	 82	 0	 6.5317
	
33	 0	 4.0725	 83	 0	 15.8825
	
34	 0	 -0.1232	 84	 0	 -0.9503
	
35	 0	 -2.9961	 85	 0	 9.8981
	
36	 0	 6.6384	 86	 0	 -0.4521
	
37	 0	 8.4695	 87	 0	 11.1174
	
38	 0	 3.9117	 88	 0	 4.6520
	
39	 0	 11.0531	 89	 1	 -9.3405
	
40	 0	 6.3156	 90	 1	 -2.3508
	
41	 0	 10.7166	 91	 1	 -8.0654
	
42	 0	 6.2110	 92	 1	 -6.3700
	
43	 0	 4.1008	 93	 1	 -4.2062
	
44	 0	 6.3157	 94	 1	 -12.1159
	
45	 0	 6.9698	 95	 1	 -1.9684
	
46	 0	 6.0391	 96	 1	 -9.6701
	
47	 0	 11.8760	 97	 1	 -6.4289
48	 0	 2.7500	 98	 1	 -4.1522
49	 0	 11.5521	 99	 1	 -4.1197
	
50	 0	 9.8754	 100	 1	 -8.6250
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OBS	 GROUP*	 Intermediate	 OBS	 GROUP*	 Intermediate
value Z	 Value Z
	
101	 1	 -8.9961	 151	 1	 -9.7794
	
102	 1	 -4.6238	 152	 1	 -8.9952
	
103	 1	 -6.8021	 153	 1	 -2.6886
	
104	 1	 -7.1830	 154	 1	 -2.2061
	
105	 1	 0.0583	 155	 1	 -5.0919
	
106	 1	 -7.6737	 156	 1	 -9.0695
	
107	 1	 -2.8820	 157	 1	 -10.2870
	
108	 1	 -3.3413	 158	 1	 -4.7425
	
109	 1	 -2.3923	 159	 1	 -2.3644
	
110	 1	 -8.6446	 160	 1	 -9.5682
	
111	 1	 -7.9620	 161	 1	 -6.5466
	
112	 1	 -14.1105	 162	 1	 -6.8864
	
113	 1	 -11.9374	 163	 1	 -3.4252
	
114	 1	 -5.6421	 164	 1	 -10.6353
	
115	 1	 -3.3182	 165	 1	 -9.6002
	
116	 1	 -6.9745	 166	 1	 -6.7143
	
117	 1	 -7.9340	 167	 1	 -4.9735
	
118	 1	 -8.8198	 168	 1	 -6.2926
	
119	 1	 -2.3677	 169	 1	 -7.7884
	
120	 1	 -3.9515	 170	 1	 -7.3150
	
121	 1	 -6.7452	 171	 1	 0.0171
	
122	 1	 -3.9760	 172	 1	 -2.4380
	
123	 1	 -3.3141	 173	 1	 -10.4971
	
124	 1	 -4.9723	 174	 1	 -1.3761
	
125	 1	 -8.5093	 175	 1	 -4.4136
	
126	 1	 -9.2368	 176	 1	 -1.8769
	
127	 1	 -10.5958	 177	 1	 -4.6895
	
128	 1	 -2.0153	 178	 1	 -5.6340
	
129	 1	 -2.6406	 179	 1	 -6.3741
	
130	 1	 -5.1519	 180	 1	 -8.7458
	
131	 1	 -7.1647	 181	 1	 -9.9370
	
132	 1	 -4.0420	 182	 1	 -4.9414
	
133	 1	 -4.3114
	 183	 1	 -0.2684
	
134	 1	 -8.7684	 184	 1	 -2.1925
	
135	 1	 -10.5438	 185	 1	 0.1344
	
136	 1	 -3.9092	 186	 1	 -2.5408
	
137	 1	 -3.1283	 187	 1	 -7.3916
	
138	 1	 -5.6050	 188	 1	 -7.0092
	
139	 1	 -11.9478	 189	 1	 -9.0047
	
140	 1	 -9.5661	 190	 1	 -4.7414
	
141	 1	 -7.0602	 191	 1	 -3.2026
	
142	 1	 -8.4916	 192	 1	 -7.2569
	
143	 1	 -4.0769	 193	 1	 -4.5798
	
144	 1	 -12.9688	 194	 1	 -2.8689
	
145	 1	 -4.3550	 195	 1	 -3.2840
	
146	 1	 -6.1744	 196	 1	 -2.1893
147	 1	 -2.1459	 197	 1	 -7.0430
148	 1	 -6.0189	 198	 1	
-4.9792
149	 1	 -2.2485	 199	 1	 -7.5686
150	 1	 -4.4418	 200	 1	 -4.1318
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OBS	 GROUP*	 Intermediate	 OBS GROUP* Intermediate
Value Z
	 Value Z
201	 1	 -2.5187	 233	 1	 -11.4563
202	 1	 -7.9766	 234	 1	 -3.9645
203	 1	 -2.4735	 235	 1	 -5.7813
204	 1	 -11.2878	 236	 1	 -6.0923
205	 1	 -6.6650	 237	 1	 -4.9095
206	 1	 -9.5406	 238	 1	 -9.2101
207	 1	 -6.2417	 239	 1	 -6.4063
208	 1	 -2.9112	 240	 1	 -9.1217
209	 1	 -12.3445	 241	 1	 -7.9154
210	 1	 -8.0849	 242	 1	 -4.6398
211	 1	 -11.0721	 243	 1	 -6.9225
212	 1	 -7.5832	 244	 1	 -1.0971
213	 1	 -0.9362	 245	 1	 -3.3873
	
214	 1	 4.2594	 246	 1	 -4.4562
	
215	 1	 0.5376	 247	 1	 -5.8953
	
216	 1	 -4.7197	 248	 1	 -6.5097
	
217	 1	 -11.2448	 249	 1	 -10.1182
	
218	 1	 -3.2232	 250	 1	 -11.7757
	
219	 1	 -3.9865	 251	 1	 -10.5461
	
220	 1	 -9.1406	 252	 1	 -5.3875
	
221	 1	 -5.9201	 253	 1	 -5.9239
	
222	 1	 -0.5727	 254	 1	 -9.6106
	
223	 1	 -2.6697	 255	 1	 -8.3543
	
224	 1	 -5.4630	 256	 1	 0.5885
	
225	 1	 -5.4167	 257	 1	 -4.19805
	
226	 1	 -5.7185	 258	 1	 -9.14287
	
227	 1	 -4.7022	 259	 1	 -2.50436
	
228	 1	 -9.5385	 260	 1	 -3.58263
-1.6i)%02229	 1	 -4.2364	 261	 1
230	 1	 -2.1181	 262	 1	 -0.03723
231	 1	 -2.4982	 263	 1	 -5.79915
232	 1	 -7.0067	 264	 1	 -7.42005
* denotes bankruptcy for 0, nonbakruptcy for 1
Descriptive Statistics for Bankrupt Firms
NObs N	 Minimum	 Maximum	 Mean	 Std Dev
88	 88	 -2.9961000	 15.8825000	 5.4596114	 3.9195392
Descriptive Statistics for Nonbankrupt Firms
NObs N
	
Minimum	 Maximum	 Mean	 Std Dev
176	 176	 -14.1105000	 4.2594000
	 -5.8483647
	 3.2433033
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The Predicted Values vs. Actual Values of 264 Companies
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OBS	 GROUP* Conditional	 OBS	 GROUP*
	 Conditional
	
Probability	 Probability
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
	
1	 1.000000
	
2	 1.000000
	
3	 1.000000
	
4	 1.000000
	
5	 1.000000
	
6	 1.000000
	
7	 1.000000
	
8	 1.000000
	
9	 1.000000
	
10	 1.000000
	
11	 1.000000
	
12	 1.000000
	
13	 1.000000
	
14	 1.000000
	
15	 1.000000
	
16	 1.000000
	
17	 1.000000
	
18	 1.000000
	
19	 1.000000
	
20	 1.000000
	
21	 1.000000
	
22	 1.000000
	
23	 1.000000
	
24	 1.000000
	
25	 1.000000
	
26	 1.000000
	
27	 1.000000
	
28	 1.000000
	
29	 1.000000
	
30	 1.000000
	
31	 1.000000
	
32	 1.000000
	
33	 1.000000
	
34	 1.000000
	
35	 1.000000
	
36	 1.000000
	
37	 1.000000
	
38	 1.000000
	
39	 1.000000
	
40	 1.000000
	
41	 1.000000
	
42	 1.000000
	
43	 1.000000
	
44	 1.000000
	
45	 1.000000
	
46	 1.000000
	
47	 1.000000
	
48	 1.000000
0.954131
0.954131
0.990879
0.954131
0.954131
0.954131
0.990879
0.995116
0.990879
0.995116
0.990879
0.990879
0.954131
0.954131
0.954131
0.954131
0.954131
0.019521
0.954131
0.954131
0.954131
0.954131
0.954131
0.954131
0.954131
0.154733
0.990879
0.954131
0.990879
0.954131
0.954131
0.990879
0.954231
0.333938
0.056816
0.954131
0.990879
0.954131
0.995116
0.990879
0.995116
0.954131
0.954131
0.990879
0.990879
0.990879
0.995116
0.954131
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.995116
0.995116
0.990879
0.954131
0.954131
0.995116
0.954131
0.954131
0.990879
0.954131
0.995116
0.995116
0.990879
0.954131
0.954131
0.990879
0.954131
0.954131
0.954131
0.990894
0.954131
0.954131
0.954131
0.990879
0.995116
0.954131
0.990879
0.954113
0.995116
0.333938
0.954131
0.954131
0.954131
0.954131
0.995116
0.333938
0.990879
0.333938
0.990879
0.954131
0.004883
0.129423
0.004883
0.004913
0.039550
0.004883
0.129423
0.004883
•••
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OBS	 GROUP*
	 Conditional
Probability
OBS GROUP*	 Conditional
Probability
	
97	 0.000000
	
98	 0.000000
	
99	 0.000000
100	 0.000000
101	 0.000000
	
102	 0.000000
	
103	 0.000000
	
104	 0.000000
	
105	 0.000000
	
106	 0.000000
	
107	 0.000000
	
108	 0.000000
	
109	 0.000000
	
110	 0.000000
	
111	 0.000000
	
112	 0.000000
	
113	 0.000000
	
114	 0.000000
	
115	 0.000000
	
116	 0.000000
	
117	 0.000000
	
118	 0.000000
	
119	 0.000000
	
120	 0.000000
	
121	 0.000000
	
122	 0.000000
	
123	 0.000000
	
124	 0.000000
	
125	 0.000000
	
126	 0.000000
	
127	 0.000000
	
128
	 0.000000
	
129
	 0.000000
	
130	 0.000000
	
131	 0.000000
	
132	 0.000000
	
133	 0.000000
	
134	 0.000000
	
135	 0.000000
	
136	 0.000000
	
137	 0.000000
138	 0.000000
139
	 0.000000
140	 0.000000
141
	 0.000000
142
	 0.000000
143	 0.000000
144	 0.000000
145	 0.000000
146	 0.000000
147	 0.000000
148
	 0.000000
149	 0.000000
0.004884
0.011518
0.011290
0.004883
0.004883
0.006907
0.004883
0.004883
0.083746
0.004883
0.084857
0.032272
0.129423
0.004883
0.004883
0.004883
0.004883
0.005002
0.019420
0.004883
0.004883
0.004883
0.129423
0.012324
0.004886
0.007497
0.129421
0.004994
0.004883
0.004883
0.004883
0.129423
0.101184
0.004883
0.004883
0.007749
0.007537
0.004883
0.004883
0.017085
0.019129
0.004988
0.004883
0.004883
0.004883
0.004883
0.017878
0.004883
0.006841
0.004884
0.129423
0.004892
0.101184
150	 0.00000
151	 0.00000
152	 0.00000
153	 0.00000
154	 0.00000
155	 0.00000
156	 0.00000
157	 0.00000
158	 0.00000
159	 0.00000
160	 0.00000
161	 0.00000
162	 0.00000
163	 0.00000
164	 0.00000
165	 0.00000
166	 0.00000
167	 0.00000
	
168	 0.00000
	
169	 0.00000
	
170	 0.00000
	
171	 0.00000
	
172	 0.00000
	
173	 0.00000
	
174	 0.00000
	
175	 0.00000
	
116	 0.00000
	
177	 0.00000
	
178	 0.00000
	
179	 0.00000
	
180	 0.00000
	
181	 0.00000
	
182
	 0.00000
	
183	 0.00000
	
184
	 0.00000
	
185	 0.00000
	
186	 0.00000
	
187	 0.00000
	
188	 0.00000
	
189	 0.00000
	
190	 0.00000
191	 0.00000
192	 0.00000
193	 0.00000
194	 0.00000
195	 0.00000
196	 0.00000
197	 0.00000
198	 0.00000
199	 0.00000
200	 0.00000
201	 0.00000
202	 0.00000
0.007719
0.004883
0.004883
0.019522
0.101184
0.005118
0.004883
0.004883
0.006918
0.073458
0.004883
0.004883
0.004883
0.012558
0.004883
0.004883
0.004884
0.005848
0.004884
0.004883
0.004883
0.129423
0.019521
0.004883
0.129423
0.005691
0.086864
0.005863
0.004883
0.004883
0.004883
0.004883
0.005599
0.333938
0.1129423
0.333938
0.034102
0.004883
0.004883
0.004883
0.006237
0.034140
0.004883
0.006231
0.019237
0.101008
0.019518
0.004884
0.005606
0.004883
0.011223
0.129422
0.004883
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NObs N
	 Minimum
88	 88	 0.0195210
Maximum
0.9951160
364
0.2075093
Mean Std Dev
0.9112806
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OBS	 GROUP*
	
Conditional
Probability
OBS	 GROUP* Conditional
Probability
203	 0.000000
204	 0.000000
205	 0.000000
206	 0.000000
207	 0.000000
208	 0.000000
209	 0.000000
210	 0.000000
211	 0.000000
212	 0.000000
213	 0.000000
214	 0.000000
215	 0.000000
216	 0.000000
217	 0.000000
218	 0.000000
219	 0.000000
220	 0.000000
221	 0.000000
222	 0.000000
223	 0.000000
224	 0.000000
225	 0.000000
226	 0.000000
227	 0.000000
228	 0.000000
229	 0.000000
230	 0.000000
231	 0.000000
232	 0.000000
233	 0.000000
* denotes
0.129423
0.004883
0.004883
0.004883
0.004905
0.056811
0.004883
0.004883
0.004883
0.004883
0.333938
0.954131
0.333938
0.005565
0.004883
0.056816
0.011378
0.004883
0.004883
0.333933
0.073458
0.004912
0.005320
0.005134
0.005042
0.004883
0.006492
0.129423
0.129423
0.004883
0.004883
234	 0.00000
235	 0.00000
236	 0.00000
237	 0.00000
238	 0.00000
239	 0.00000
240	 0.00000
241	 0.00000
242	 0.00000
243	 0.00000
244	 0.00000
245	 0.00000
246	 0.00000
247	 0.00000
248	 0.00000
249	 0.00000
250	 0.00000
251	 0.00000
252	 0.00000
253	 0.00000
254	 0.00000
255	 0.00000
256	 0.00000
257	 0.00000
256	 0.00000
259	 0.00000
260	 0.00000
261	 0.00000
262	 0.00000
263	 0.00000
264	 0.00000
nonbakruptcy for 0
0.019073
0.004883
0.004891
0.007490
0.004883
0.005203
0.004883
0.004883
0.005832
0.004883
0.333938
0.056366
0.004883
0.004923
0.004907
0.004883
0.004883
0.004883
0.006067
0.004883
0.004883
0.004883
0.954131
0.004883
0.004883
0.007390
0.019520
0.129423
0.333938
0.006068
0.004883
bankruptcy for 1,
Descriptive Statistics for Nonbankrupt Firms
NObs N	 Minimum	 Maximum	 Mean	 Std Dev
176 176
	 0.0048830	 0.9541310	 0.0465145	 0.1211258
Descriptive Statistics for Bankrupt Firms
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OBS	 GROUP* Intermediate
Value Z
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
OBS	 GROUP*
1	 1.000000
2	 1.000000
3	 1.000000
4	 1.000000
5	 1.000000
6	 1.000000
7	 1.000000
8	 1.000000
9	 1.000000
10	 1.000000
11	 1.000000
12	 1.000000
13	 1.000000
14	 1.000000
15	 1.000000
16	 1.000000
17	 1.000000
18	 1.000000
19	 1.000000
20	 1.000000
21	 1.000000
22	 1.000000
23	 1.000000
24	 1.000000
25	 1.000000
26	 1.000000
27	 1.000000
28	 1.000000
29	 1.000000
30	 1.000000
31	 1.000000
32	 1.000000
33	 1.000000
34	 1.000000
35	 1.000000
36	 1.000000
37	 1.000000
38	 1.000000
39	 1.000000
40	 1.000000
41	 1.000000
42	 1.000000
43	 1.000000
44	 1.000000
45	 1.000000
46	 1.000000
47	 1.000000
48	 1.000000
Intermediate
Value Z
3.03501
3.03501
4.68801
3.03501
3.03501
3.03501
4.68801
5.31689
4.68801
5.31689
4.68801
4.68801
3.03501
3.03501
3.03501
3.03501
3.03501
-3.91655
3.03501
3.03501
3.03501
3.03501
3.03501
3.03501
3.03501
-1.69795
4.68801
3.03501
4.68801
3.03501
3.03501
4.68801
3.03730
-0.69043
-2.80944
3.03501
4.68801
3.03501
5.31689
4.68801
5.31689
3.03501
3.03501
4.68801
4.68801
4.68801
54:31689
3.03501
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
5.31689
5.31689
4.68801
3.03501
3.03501
5.31689
3.03501
3.03501
4.68801
3.03501
5.31689
5.31689
4.68801
3.03501
3.03501
4.68801
3.03501
3.03501
3.03501
4.68967
3.03501
3.03501
3.03501
4.68801
5.31689
3.03501
4.68801
3.03460
5.31689
-0.69043
3.03501
3.03501
3.03501
3.03501
5.31689
-0.69043
4.68801
-0.69043
4.68801
3.03501
-5.31710
-1.90607
-5.31710
-5.31095
-3.18984
-5.31710
-1.90607
-5.31710
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OBS	 GROUP* Intermediate
Value Z
OBS	 GROUP*	 Intermediate
Value Z
	
97	 0.000000
	
98	 0.000000
	
99	 0.000000
100	 0.000000
101	 0.000000
102	 0.000000
103	 0.000000
104	 0.000000
105	 0.000000
106	 0.000000
	
107	 0.000000
	
108	 0.000000
	
109	 0.000000
	
110	 0.000000
	
111	 0.000000
	
112	 0.000000
	
113	 0.000000
	
114	 0.000000
	
115	 0.000000
	
116	 0.000000
	
117	 0.000000
	
118	 0.000000
	
119	 0.000000
	
120	 0.000000
	
121	 0.000000
	
122	 0.000000
	
123	 0.000000
	
124	 0.000000
	
125	 0.000000
	
126	 0.000000
	
127	 0.000000
	
128	 0.000000
	
129	 0.000000
	
130	 0.000000
	
131	 0.000000
	
132	 0.000000
	
133	 0.000000
	
134	 0.000000
	
135	 0.000000
	
136	 0.000000
	
137	 0.000000
	
138	 0.000000
	
139	 0.000000
	
140	 0.000000
	
141	 0.000000
	
142	 0.000000
	
143	 0.000000
	
144	 0.000000
	
145	 0.000000
	
146	 0.000000
	
147	 0.000000
	
148	 0.000000
	
149	 0.000000
-5.31689
-4.45226
-4.47248
-5.31710
-5.31710
-4.96829
-5.31710
-5.31710
-2.39251
-5.31710
-2.37811
-3.40075
-1.90607
-5.31710
-5.31710
-5.31710
-5.31710
-5.29290
-3.92184
-5.31710
-5.31710
-5.31710
-1.90607
-4.38381
-5.31648
-4.88573
-1.90609
-5.29451
-5.31710
-5.31710
-5.31710
-1.90607
-2.18414
-5.31710
-5.31710
-4.85241
-4.88037
-5.31710
-5.31710
-4.05232
-3.93724
-5.29572
-5.31710
-5.31710
-5.31710
-5.31710
-4.00614
-5.31710
-4.97796
-5.31689
-1.90607
-5.31525
-2.18414
150	 0.00000	 -4.85632
151	 0.00000	 -5.31710
152	 0.00000	 -5.31710
153	 0.00000	 -3.91650
154	 0.00000	 -2.18414
155	 0.00000	 -5.26986
156	 0.00000	 -5.31710
157	 0.00000	 -5.31710
158	 0.00000	 -4.96669
159	 0.00000	 -2.53475
160	 0.00000	 -5.31710
161	 0.00000	 -5.31710
162	 0.00000	 -5.31710
163	 0.00000	 -4.36476
164	 0.00000	 -5.31710
165	 0.00000	 -5.31710
166	 0.00000	 -5.31689
167	 0.00000	 -5.13579
168	 0.00000	 -5.31689
169	 0.00000	 -5.31710
170	 0.00000	 -5.31710
171	 0.00000	 -1.90607
172	 0.00000	 -3.91655
173	 0.00000	 -5.31710
174	 0.00000	 -1.90607
175	 0.00000	 -5.16316
176	 0.00000
	 -2.35254
177	 0.00000
	 -5.13321
178	 0.00000	 -5.31710
179	 0.00000
	 -5.31710
180	 0.00000
	 -5.31710
181	 0.00000	 -5.31710
182	 0.00000	 -5.17955
183	 0.00000
	 -0.69043
184	 0.00000
	 -1.90607
185	 0.00000	 -0.69043
186
	 0.00000
	 -3.34370
187	 0.00000
	 -5.31710
188	 0.00000
	 -5.31710
189	 0.00000	 -5.31710
190	 0.00000	 -5.07100
191	 0.00000	 -3.34255
192	 0.00000	 -5.31710
193	 0.00000	 -5.07197
194	 0.00000
	 -3.93150
195	 0.00000
	 -2.18607
196	 0.00000	 -3.91671
197	 0.00000	 -5.31689
198
	 0.00000
	 -5.17830
199
	 0.00000
	 -5.31710
200	 0.00000	 -4.47850
201	 0.00000
	 -1.90608
202
	 0.00000
	 -5.31710
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The Intermediate Values Z of 264 Companies
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OBS	 GROUP* Intermediate
Value Z
OBS	 GROUP*	 Intermediate
Value Z
203	 0.000000
204	 0.000000
205	 0.000000
206	 0.000000
207	 0.000000
208	 0.000000
209	 0.000000
210	 0.000000
211	 0.000000
212	 0.000000
213	 0.000000
214	 0.000000
215	 0.000000
216	 0.000000
217	 0.000000
218	 0.000000
219	 0.000000
220	 0.000000
221	 0.000000
222	 0.000000
223	 0.000000
224	 0.000000
225	 0.000000
226	 0.000000
227	 0.000000
228	 0.000000
229	 0.000000
230	 0.000000
231	 0.000000
232	 0.000000
233	 0.000000
-1.90607
-5.31710
-5.31710
-5.31710
-5.31258
-2.80954
-5.31710
-5.31710
-5.31710
-5.31710
-0.69043
3.03501
-0.69043
-5.18568
-5.31710
-2.80944
-4.46463
-5.31710
-5.31710
-0.69045
-2.53475
-5.31115
-5.23095
-5.26672
-5.28490
-5.31710
-5.03067
-1.90607
-1.90607
-5.31710
-5.31710
234	 0.00000
235	 0.00000
236	 0.00000
237	 0.00000
238	 0.00000
239	 0.00000
240	 0.00000
241	 0.00000
242	 0.00000
243	 0.00000
244	 0.00000
245	 0.00000
246	 0.00000
247	 0.00000
248	 0.00000
249	 0.00000
250	 0.00000
251	 0.00000
252	 0.00000
253	 0.00000
254	 0.00000
255	 0.00000
256	 0.00000
257	 0.00000
258	 0.00000
259	 0.00000
260	 0.00000
261	 0.00000
262	 0.00000
263	 0.00000
264	 0.00000
1, nonbakruptcy for 0
-3.94022
-5.31710
-5.31546
-4.88667
-5.31710
-5.25330
-5.31710
-5.31710
-5.13855
-5.31710
-0.69043
-2.81787
-5.31710
-5.30890
-5.31217
-5.31710
-5.31710
-5.31710
-5.09881
-5.31710
-5.31710
-5.31710
3.03501
-5.31710
-5.31710
-4.90021
-3.91660
-1.90607
-0.69043
-5.09864
-5.31710
* denotes bankruptcy for
Descriptive Statistics for Nonbankrupt Firms
NObs N	 Minimum	 Maximum	 Mean	 Std Dev
176 176	 -5.3171000	 3.0350100	 -4.3621649 1.5936182
Descriptive Statistics for Bankrupt Firms
NObs N	 Minimum	 Maximum	 Mean	 Std Dev
88	 88	 -3.9165500	 5.3168900
	 3.4168651 1.7791123
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The Predicted Values vs. Actual Values of 264 Companies
and Descriptive Statistics by Groups Using Projection Neural Network Approach
OBS GROUP* Conditional
Probability
CBS GROUP* Conditional
Probability
1 1.000000 0.896663 49 1.000000 0.980614
2 1.000000 0.977718 50 1.000000 0.981770
3 1.000000 0.978727 51 1.000000 0.980633
4 1.000000 0.592849 52 1.000000 0.974152
5 1.000000 0.893021 53 1.000000 0.731432
6 1.000000 0.877478 54 1.000000 0.980126
7 1.000000 0.978226 55 1.000000 0.946164
8 1.000000 0.978567 56 1.000000 0.974930
9 1.000000 0.980060 57 1.000000 0.979607
10 1.000000 0.980422 58 1.000000 0.976726
11 1.000000 0.979380 59 1.000000 0.980876
12 1.000000 0.981356 60 1.000000 0.979915
13 1.000000 0.810727 61 1.000000 0.980904
14 1.000000 0.521412 62 1.000000 0.829099
15 1.000000 0.786870 63 1.000000 0.861232
16 1.000000 0.965272 64 1.000000 0.977679
17 1.000000 0.703180 65 1.000000 0.977508
18 1.000000 0.022325 66 1.000000 0.974578
19 1.000000 0.623915 67 1.QQ4C100 0.8-)43n
20 1.000000 0.730932 68 1.000000 0.981482
21 1.000000 0.586246 69 1.000000 0.973846
22 1.000000 0.718382 70 1.000000 0.505306
23 1.000000 0.970255 71 1.000000 0.966702
24 1.000000 0.976433 72 1.000000 0.980943
25 1.000000 0.969679 73 1.000000 0.980041
26 1.000000 0.050355 74 1.000000 0.797824
27 1.000000 0.979918 75 1.000000 0.981003
28 1.000000 0.968991 76 1.000000 0.753441
29 1.000000 0.979293 77 1.000000 0.976423
30 1.000000 0.972212 78 1.000000 0.385868
31 1.000000 0.917724 79 1.000000 0.935732
32 1.000000 0.980102 80 1.000000 0.867604
33 1.000000 0.955258 81 1.000000 0.973696
34 1.000000 0.219125 82 1.000000 0.972343
35 1.000000 0.033031 83 1.000000 0.981630
36 1.000000 0.976649 84 1.000000 0.172142
37 1.000000 0.979638 85 1.000000 0.979681
38 1.000000 0.948012 86 1.000000 0.151102
39 1.000000 0.981621 87 1.000000 0.978229
40 1.000000 0.979706 88 1.000000 0.950395
41 1.000000 0.966995 89 0.000000 0.002542
42 1.000000 0.975277 90 0.000000 0.106064
43 1.000000 0.947228 91 0.000000 0.002862
44 1.000000 0.979176 92 0.000000 0.006512
45 1.000000 0.978377 93 0.000000 0.041051
46 1.000000 0.975741 94 0.000000 0.002191
47 1.000000 0.981706 95 0.000000 0.080259
48 1.000000 0.959832 96 0.000000 0.002255
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The Predicted Values vs. Actual Values of 264 Companies
and Descriptive Statistics by Groups Using Projection Neural Network Approach
OBS GROUP* Conditional
Probability
OBS GROUP* Conditional
Probability
97 0.000000 0.005240 150 0.00000 0.024963
98 0.000000 0.036979 151 0.00000 0.002274
99 0.000000 0.029741 152 0.00000 0.002302
100 0.000000 0.006394 153 0.00000 0.038972
101 0.000000 0.002540 154 0.00000 0.045787
102 0.000000 0.027313 155 0.00000 0.003272
103 0.000000 0.002724 156 0.00000 0.002435
104 0.000000 0.002836 157 0.00000 0.002380
105 0.000000 0.114591 158 0.00000 0.005227
106 0.000000 0.002892 159 0.00000 0.051087
107 0.000000 0.064587 160 0.00000 0.002222
108 0.000000 0.037180 161 0.00000 0.002269
109 0.000000 0.064281 162 0.00000 0.002531
110 0.000000 0.002573 163 0.00000 0.008651
111 0.000000 0.002517 164 0.00000 0.002194
112 0.000000 0.002260 165 0.00000 0.002382
113 0.000000 0.002287 166 0.00000 0.002418
114 0.000000 0.003121 167 0.00000 0.005606
115 0.000000 0.030906 168 0.00000 0.003750
116 0.000000 0.002395 169 0.00000 0.002365
117 0.000000 0.002517 170 0.00000 0.002981
118 0.000000 0.002506 171 0.00000 0.084243
119 0.000000 0.082172 172 0.00000 0.015133
120 0.000000 0.008126 173 0.00000 0.002324
121 0.000000 0.002503 174 0.00000 0.079857
122 0.000000 0.015621 175 0.00000 0.003188
123 0.000000 0.071130 176 0.00000 0.087483
124 0.000000 0.007535 177 0.00000 0.003654
125 0.000000 0.002470 178 0.00000 0.002950
126 0.000000 0.002271 179 0.00000 0.002864
127 0.000000 0.002301 180 0.00000 0.002268
128 0.000000 0.107440 181 0.00000 0.002337
129 0.000000 0.054631 182 0.00000 0.005290
130 0.000000 0.002308 183 0.00000 0.229697
131 0.000000 0.002657 184 0.00000 0.072135
132 0.000000 0.007957 185 0.00000 0.396657
133 0.000000 0.024691 186 0.00000 0.017025
134 0.000000 0.002291 187 0.00000 0.002464
135 0.000000 0.002186 188 0.00000 0.002902
136 0.000000 0.014075 189 0.00000 0.002281
137 0.000000 0.007594 190 0.00000 0.003555
138 0.000000 0.006060 191 0.00000 0.021202
139 0.000000 0.002179 192 0.00000 0.002712
140 0.000000 0.002364 193 0.00000 0.016361
141 0.000000 0.002978 194 0.00000 0.039864
142 0.000000 0.002622 195 0.00000 0.046071
143 0.000000 0.012568 196 0.00000 0.009517
144 0.000000 0.002092 197 0.00000 0.007220
145 0.000000 0.019092 198 0.00000 0.004885
146 0.000000 0.002620 199 0.00000 0.002359
147 0.000000 0.079863 200 0.00000 0.017225
148 0.000000 0.002888 201 0.00000 0.058561
149 0.000000 0.050249 202 0.00000 0.002259
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The Predicted Values vs. Actual Values of 264 Companies
and Descriptive Statistics by Groups Using Projection Neural Network Approach
OBS GROUP* Conditional
Probability
OBS GROUP* Conditional
Probability
203 0.000000 0.101291 234 0.00000 0.020856
204 0.000000 0.002059 235 0.00000 0.002756
205 0.000000 0.002612 236 0.00000 0.003417
206 0.000000 0.002290 237 0.00000 0.023601
207 0.000000 0.003420 238 0.00000 0.003329
208 0.000000 0.045743 239 0.00000 0.004066
209 0.000000 0.002206 240 0.00000 0.002261
210 0.000000 0.002368 241 0.00000 0.003142
211 0.000000 0.002510 242 0.00000 0.006587
212 0.000000 0.003681 243 0.00000 0.007830
213 0.000000 0.312320 244 0.00000 0.152790
214 0.000000 0.977952 245 0.00000 0.038475
215 0.000000 0.249695 246 0.00000 0.002154
216 0.000000 0.009646 247 0.00000 0.002469
217 0.000000 0.002302 248 0.00000 0.003486
218 0.000000 0.034843 249 0.00000 0.002347
219 0.000000 0.025076 250 0.00000 0.002227
220 0.000000 0.002071 251 0.00000 0.002300
221 0.000000 0.002274 252 0.00000 0.022682
222 0.000000 0.138174 253 0.00000 0.002184
223 0.000000 0.036361 254 0.00000 0.002199
224 0.000000 0.005798 255 0.00000 0.002322
225 0.000000 0.008417 256 0.00000 0.465388
226 0.000000 0.022019 257 0.00000 0.002648
227 0.000000 0.004499 258 0.00000 0.002443
228 0.000000 0.002325 259 0.00000 0.268165
229 0.000000 0.004271 260 0.00000 0.030330
230 0.000000 0.077475 261 0.00000 0.075671
231 0.000000 0.093373 262 0.00000 0.227087
232 0.000000 0.007897 263 0.00000 0.003940
233 0.000000 0.002153 264 0.00000 0.002360
* denotes bankruptcy for 1, nonbakruptcy for 0
Descriptive Statistics for Nonbankrupt Firms
N Obs	 N	 Minimum	 Maximum	 Mean	 Std Dev
176 176
	 0.0020590	 0.9779520 0.0360164	 0.0970273
Descriptive Statistics for Bankrupt Firms
N Obs	 N	 Minimum	 Maximum	 Mean	 Std Dev
88	 88	 0.0223250
	 0.9817700 0.8562935
	
0.2394382
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The Intermediate Values Z of 264 Companies
and Descriptive Statistics by Group Using Projection Neural Network Approach
OBS	 GROUP*	 Intermediate
Value Z
OBS	 GROUP* Intermediate
Value Z
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
	
1	 1.000000
	
2	 1.000000
	
3	 1.000000
	
4	 1.000000
	
5	 1.000000
	
6	 1.000000
	
7	 1.000000
	
8	 1.000000
	
9	 1.000000
	
10	 1.000000
	
11	 1.000000
	
12	 1.000000
	
13	 1.000000
	
14	 1.000000
	
15	 1.000000
	
16	 1.000000
	
17	 1.000000
	
18	 1.000000
	
19	 1.000000
	
20	 1.000000
	
21	 1.000000
	
22	 1.000000
	
23	 1.000000
	
24	 1.000000
	
25	 1.000000
	
26	 1.000000
	
27	 1.000000
	
28	 1.000000
	
29	 1.000000
	
30	 1.000000
	
31	 1.000000
	
32	 1.000000
	
33	 1.000000
	
34	 1.000000
	
35	 1.000000
	
36	 1.000000
	
37	 1.000000
	
38	 1.000000
	
39	 1.000000
	
40	 1.000000
	
41	 1.000000
	
42	 1.000000
	
43	 1.000000
	
44	 1.000000
	
45	 1.000000
	
46	 1.000000
	
47	 1.000000
	
48	 1.000000
2.16068
3.78144
3.82881
0.37576
2.12198
1.96876
3.80502
3.82116
3.89489
3.91358
3.86066
3.96341
1.45474
0.08570
1.30616
3.32486
0.86249
-3.77947
0.50620
0.99936
0.34847
0.93645
3.48490
3.72406
3.46512
-2.93699
3.88765
3.44198
3.85636
3.55497
2.41182
3.89704
3.06107
-1.27077
-3.37672
3.73349
3.87351
2.90335
3.97800
3.87693
3.37753
3.67499
2.88756
3.85061
3.81214
3.69441
3.98272
3.17369
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
1.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
3.92363
3.98629
3.92463
3.62933
1.00190
3.89827
2.86647
3.66069
3.87196
3.73687
3.93750
3.88749
3.93900
1.57926
1.82556
3.77965
3.77185
3.64639
1.94032
3.97032
3.61725
0.02122
3.36839
3.94108
3.89391
1.37275
3.94429
1.11705
3.72362
-0.46471
2.67827
1.87994
3.61138
3.55983
3.97850
-1.57052
3.87567
-1.72598
3.80516
2.95279
-5.97226
-2.13159
-5.85337
-5.02758
-3.15102
-6.12120
-2.43883
-6.09235
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OBS	 GROUP*
	 Intermediate	 OBS	 GROUP*	 Intermediate
Value Z	 Value Z
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
-5.24618
-3.25973
-3.48504
-5.04598
-5.97305
-3.57270
-5.90293
-5.86252
-2.04468
-5.84291
-2.67297
-3.25410
-2.67805
-5.96011
-5.98217
-6.09013
-6.07822
-5.76648
-3.44541
-6.03197
-5.98217
-5.98656
-2.41320
-4.80453
-5.98776
-4.14339
-2.56946
-4.88063
-6.00106
-6.08526
-6.07211
-2.11716
-2.85097
-6.06906
-5.92790
-4.82571
-3.67632
-6.07647
-6.12349
-4.24918
-4.87277
-5.09997
-6.12671
-6.04503
-5.81352
-5.94119
-4.36395
-6.16754
-3.93921
-5.94196
-2.44421
-5.84430
-2.93921
150	 0.00000
151	 0.00000
152	 0.00000
153	 0.00000
154	 0.00000
155	 0.00000
156	 0.00000
157	 0.00000
158	 0.00000
159	 0.00000
160	 0.00000
161	 0.00000
162	 0.00000
163	 0.00000
164	 0.00000
165	 0.00000
166	 0.00000
167	 0.00000
168	 0.00000
169	 0.00000
170	 0.00000
171	 0.00000
172	 0.00000
173	 0.00000
174	 0.00000
175	 0.00000
176	 0.00000
177	 0.00000
178	 0.00000
179	 0.00000
180	 0.00000
181	 0.00000
182	 0.00000
183
	 0.00000
184	 0.00000
185	 0.00000
186	 0.00000
187	 0.00000
188	 0.00000
189	 0.00000
190	 0.00000
191	 0.00000
192	 0.00000
193	 0.00000
194	 0.00000
195
	 0.00000
196	 0.00000
197
	 0.00000
198
	 0.00000
199
	 0.00000
200	 0.00000
201	 0.00000
202	 0.00000
-3.66508
-6.08394
-6.07167
-3.20516
-3.03689
-5.71908
-6.01537
-6.03827
-5.24868
-2.92179
-6.10712
-6.08614
-5.97661
-4.74139
-6.11983
-6.03743
-6.02239
-5.17830
-5.58224
-6.04461
-5.81251
-2.38605
-4.17563
-6.06214
-2.44429
-5.74517
-2.34476
-5.60827
-5.82300
-5.85267
-6.08659
-6.05655
-5.23663
-1.21002
-2.55435
-0.41941
-4.05590
-6.00350
-5.83945
-6.08086
-5.63584
-3.83223
-5.90735
-4.09636
-3.18160
-3.03041
-4.64511
-4.92365
-5.31669
-6.04716
-4.04402
-2.77734
-6.09057
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OBS	 GROUP*
	
Intermediate
Value Z
OBS	 GROUP*	 Intermediate
Value Z
203	 0.000000
204	 0.000000
205	 0.000000
206	 0.000000
207	 0.000000
208	 0.000000
209	 0.000000
210	 0.000000
211	 0.000000
212	 0.000000
213	 0.000000
214	 0.000000
215	 0.000000
216	 0.000000
217	 0.000000
218	 0.000000
219	 0.000000
220	 0.000000
221	 0.000000
222	 0.000000
223	 0.000000
224	 0.000000
225	 0.000000
226	 0.000000
227	 0.000000
228	 0.000000
229	 0.000000
230	 0.000000
231	 0.000000
232	 0.000000
233	 0.000000
-2.18296
-6.18347
-5.94502
-6.07691
-5.67469
-3.03789
-6.11437
-6.04334
-5.98496
-5.60088
-0.78930
3.79224
-1.10024
-4.63152
-6.07167
-3.32144
-3.66045
-6.17765
-6.08394
-1.83054
-3.27722
-5.14443
-4.76905
-3.79358
-5.39939
-6.06171
-5.45163
-2.47716
-2.27313
-4.83334
-6.13874
234	 0.00000
235	 0.00000
236	 0.00000
237	 0.00000
238	 0.00000
239	 0.00000
240	 0.00000
241	 0.00000
242	 0.00000
243	 0.00000
244	 0.00000
245	 0.00000
246	 0.00000
247	 0.00000
248	 0.00000
249	 0.00000
250	 0.00000
251	 0.00000
252	 0.00000
253	 0.00000
254	 0.00000
255	 0.00000
256	 0.00000
257	 0.00000
258	 0.00000
259	 0.00000
260	 0.00000
261	 0.00000
262	 0.00000
263	 0.00000
264	 0.00000
-3.84904
-5.89122
-5.67557
-3.72258
-5.70175
-5.50102
-6.08968
-5.75975
-5.01605
-4.84193
-1.71288
-3.21851
-6.13827
-6.00147
-5.65551
-6.05227
-6.10487
-6.07254
-3.76324
-6.12441
-6.11755
-6.06300
-0.13867
-5.93130
-6.01208
-1.00395
-3.46482
-2.50267
-1.22483
-5.53263
-6.04673
* denotes bankruptcy for 1, nonbakruptcy for 0
Descriptive Statistics for Nonbankrupt Firms
Nobs N	 Minimum	 Maximum	 Mean	 Std Dev
176 176	 -6.1834700	 3.7922400	 -4.7037655	 1.6768469
Descriptive Statistics for Bankrupt Firms
NObs N	 Minimum	 Maximum	 Mean	 Std Dev
88	 88	 -3.7794700	 3.9862900	 2.6354295	 1.8319012
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