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TROPICAL F -POLYNOMIALS AND GENERAL PRESENTATIONS
JIARUI FEI
Abstract. We introduce the tropical F -polynomial fM of a quiver representation M .
We study its interplay with the general presentation for any finite-dimensional basic
algebra. We give an interpretation of evaluating fM at a weight vector. As a consequence,
we give a presentation of the Newton polytope N(M) ofM . We study the dual fan and 1-
skeleton of N(M). We propose an algorithm to determine the generic Newton polytopes,
and show it works for path algebras. As an application, we give a representation-theoretic
interpretation of Fock-Goncharov’s duality pairing. We give an explicit construction of
dual clusters, which consists of real Schur representations. We specialize the above
general results to the cluster-finite algebras and the preprojective algebras of Dynkin
type.
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Introduction
For fixed projective representations P−, P+ of a given path algebra with relations, a
general presentation d : P− → P+ is a general element in the vector space Hom(P−, P+).
The study of general presentations of algebras was initiated in [7]. The theory was developed
in parallel with that of general representations of quivers (without relations) (e.g., [25, 33]).
The dimension vectors in our setting is replaced by the weight vectors δ ∈ ZQ0 . The
presentation space of weight δ is the space
PHom(δ) := Hom (P ([−δ]+), P ([δ]+)) ,
where we denote [δ]+ := max(δ, 0) and P (β) :=
⊕
i∈Q0
β(i)Pi. For two presentations d1, d2,
we defined a finite-dimensional space E(d1, d2) which plays the role of Ext
1 for path algebras
(without relations). We denote by e(δ1, δ2) the minimal value of dimE(−,−) on PHom(δ1)×
PHom(δ2). We found many analogous results about general representations for general
presentations. For example, the following analogue of Kac’s canonical decomposition.
Definition ([7]). A weight vector δ ∈ ZQ0 is called indecomposable if a general presentation
in PHom(δ) is indecomposable. We call δ = δ1⊕ δ2⊕· · ·⊕ δs the canonical decomposition of
δ if a general element in PHom(δ) decompose into (indecomposable) ones in each PHom(δi).
Theorem 0.1 ([7, Theorem 4.4]). δ = δ1 ⊕ δ2 ⊕ · · · ⊕ δs is the canonical decomposition of
δ if and only if δ1, · · · , δs are indecomposable, and e(δi, δj) = 0 for i 6= j.
However, an analogue of the following interesting result in [33] is missing.
Theorem 0.2 ([33, Theorem 5.4]). Let α and β be dimension vectors for the quiver Q.
Then
ext(α, β) = max
β։β′
{−〈α, β′〉 = max
α′ →֒α
{−〈α′, β〉}.
Here ext(α, β) := min{dimExt(M,N)|M ∈ repα(Q), N ∈ repβ(Q)} and 〈−,−〉 is the Euler
form of Q.
It seems reasonable to find an analogue for dimE(d1, d2) where d1 and d2 are general
presentations. Recall that the space E(d1, d2) only depends on the cokernel of d2, so it
makes sense to define E(d,M) as E(d, dM ) where dM is any presentation of M . In fact, we
find something more general, a formula for dimE(d,M) where d is a general presentation
whileM is an arbitrary representation. However, the statement is not as neat as Schofield’s.
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To state this result, we need to introduce the other main character of this paper, the
tropical F -polynomials of representations, which interplay with the general presentations.
Let M be a finite-dimensional representation of A.
Definition. The tropical F -polynomial fM of a representationM is the function (ZQ0)∗ →
Z≥0 defined by
δ 7→ max
L→֒M
δ(dimL).
The dual tropical F -polynomial fˇM of a representation M is the function (ZQ0)∗ → Z≥0
defined by
δ 7→ max
M։N
δ(dimN).
We denote by hom(δ,M) and e(δ,M) the dimension of the kernel and cokernel of
Hom(P+,M)→ Hom(P−,M)
which is induced from a general presentation P− → P+ in PHom(δ). Similarly we can
define hom(M, δˇ) and eˇ(M, δˇ) using a general injective presentation of weight δˇ. Here is our
analogue of Theorem 0.2.
Theorem 0.3 (Theorem 2.6). For any representation M and any δ ∈ ZQ0 , there is some
n ∈ N such that
fM (nδ) = hom(nδ,M), fˇM (−nδ) = e(nδ,M).
Similarly, for any representation M and any δˇ ∈ ZQ0 , there is some nˇ ∈ N such that
fˇM (nˇδˇ) = hom(M, nˇδˇ), fM (−nˇδˇ) = eˇ(M, nˇδˇ).
Moreover, n can be replaced by kn for any k ∈ N. If m is the minimum of all such n, then
mδ can not be decomposed as mδ = kδ ⊕ (m − k)δ for any k. In particular, if e(δ, δ) = 0,
then m = 1.
When A is the Jacobian algebra of a quiver with potential, we show that m = 1 in the
following two cases:
(1) M is negative reachable (Theorem2.22);
(2) The quiver is mutation-acyclic and M is the cokernel of a general presentation
(Corollary 2.26).
The tropical F -polynomial fM is completed determined by the Newton polytope of M .
Definition. The Newton polytope N(M) of a representation M is the convex hull of
{dimL | L →֒M}
in RQ0 . The dual Newton polytope Nˇ(M) of a representation M is the convex hull of
{dimN |M ։ N}
in RQ0 .
As an easy consequence of Theorem 0.3, we get a presentation of N(M).
Theorem 0.4 (Theorem 4.1). The Newton polytope N(M) is defined by
{γ ∈ RQ0 | δ(γ) ≤ hom(δ,M), ∀δ ∈ ZQ0}.
The dual Newton polytope Nˇ(M) is defined by
{γ ∈ RQ0 | δˇ(γ) ≤ hom(M, δˇ), ∀δˇ ∈ ZQ0}.
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It is then natural to study the Newton polytope of a representation. The vertices and
facets were studied in detail in [15]. In this paper we focus on their duals - the normal
vectors and normal cones. Recall that
Definition ([7]). A weight vector δ ∈ ZQ0 is called real if e(d, d) = 0 for some d ∈ PHom(δ).
A maximal collection of real indecomposable weight vectors {δ1, . . . , δn} such that e(δi, δj) =
0 for i 6= j is called a cluster.
Definition. For a fixed algebra A, a weight vector δ is called normal if it is an outer normal
vector of the Newton polytope of some M ∈ repA.
We show in Corollary 4.3 that any indivisible outer normal vector of N(M) must be inde-
composable. It is natural to ask if the converse is true.
Question. Is any indecomposable δ-vector normal?
The answer is positive if δ is real. We give an equivalent condition for δ being normal
(Proposition 4.7).
In our setting, the normal cone Fγ(M) of a vertex γ ∈ N(M) is the cone spanned by δ
satisfying
δ(γ) = fM (δ)
The two most important normal cones are the ones corresponding to the vertices 0 and M .
The lattice points inside the cones are precisely
{δ ∈ ZQ0 | hom(nδ,M) = 0 for some n ∈ N};
{δ ∈ ZQ0 | e(nδ,M) = 0 for some n ∈ N}.
Clearly F0(M) always contains the negative cluster (−e1, . . . ,−en) and FM (M) always con-
tains the positive cluster (e1, . . . , en). In particular, Theorem 0.3 provide us a presentation
for them (Corollary 4.11).
Our most important result about the normal cones is the following
Theorem 0.5 (Theorem 4.17). Let δ1, . . . , δm be finitely many clusters. Then there is some
representation M such that each δi spans a normal cone of N(M).
The normal cones of N(M) fit together into a complete fan F(M), the normal fan of
N(M). The generalized cluster fan defined below refines the cluster fan introduced in [7].
Definition. Let F(repA) be the set of all cones spanned by {δ1, . . . , δp} such that each δi
is normal and e(δi, δj) = 0 for i 6= j. It turns out that F(repA) forms a simplicial fan. We
call it generalized cluster fan.
Proposition 0.6 (Proposition 7.4). The fan F(M) is a coarsening of the generalized cluster
fan F(repA).
To study the dual picture, namely the 1-skeleton of N(M), we need the Schur represen-
tations, especially the real ones.
Definition. A representation V is called Schur if Hom(V, V ) = k. It is called real Schur if
in addition we require Ext1(V, V ) = 0.
Suppose that {δ−}∪δ0 and {δ+}∪δ0 are two adjacent clusters. We assume that (δ−, δ+)
is a regular exchange pair, that is, e(δ−, δ+) = 1. In this case we define the sign of δ−
in the cluster {δ−} ∪ δ0 to be negative, and the sign of δ+ in the cluster {δ+} ∪ δ0 to be
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positive. Let d− and d+ be general presentations of weight δ− and δ+. Let L = Coker(d+)
and N = Coker(d−), then hom(L, τN) = e(d−, L) = 1. We consider the exact sequence
0→ K → L→ τN → C → 0.
Let I be the image of L→ τN . It is not hard to show that I is a real Schur representation
(Lemma 6.2).
Let δ = {δ1, δ2, . . . , δn} be a cluster, and δ
′
j = (δ \ {δj}) ∪ {δ
′
j} be the adjacent cluster.
Let Ij be defined as above for each (unordered) exchange pair {δj, δ′j}, and ǫj be the sign
of δj in δ. We say δ is a regular cluster if each exchange pair is regular. Below we use the
upright δ to denote the usual delta-function. We write δ⊥ for the abelian subcategory
δ⊥ := {M ∈ repA | hom(δ,M) = e(δ,M) = 0}.
Theorem 0.7 (Theorem 6.6). Let {δi}i be a regular cluster and Ij be defined as above.
Then
hom(δi, Ij) = [ǫj ]+δ(i, j) and e(δi, Ij) = [−ǫj ]+δ(i, j).
Moreover, the simple objects in the category δ⊥I :=
⋂
i∈I δ
⊥
i are precisely Ij (j /∈ I).
Now we state the results about the 1-skeleton of N(M).
Proposition 0.8 (Proposition 7.6). If L−L+ is an edge in N(M), then either L− ⊂ L+ or
L+ ⊂ L−. Say L− ⊂ L+, then
L− = tδ(M) and L+ = tˇδ(M) for any δ in the interior of FL−L+(M).
Moreover, we have the following
(1) δ+(L+/L−) ≥ 0 for any δ+ ∈ FL+(M) and δ−(L+/L−) ≤ 0 for any δ− ∈ FL−(M)
with the equality holding only when δ± ∈ FL−L+(M).
(2) If FL−(M) is spanned by a regular cluster, then L+/L− is a direct sum of isomorphic
real Schur representations.
Here, tδ and tˇδ are two functors introduced in [15], and FL−L+(M) = FL−(M) ∩ FL+(M).
Definition. We assign the orientation L0 → L1 for each edge L0L1 with L0 ⊂ L1. We call
the resulting oriented graph the edge quiver of N(M), denoted by N1(M).
When A is a path algebra and M is a general representation, this proposition specializes
to a particular nice form (Corollary 7.18). That one leads to a nice bijection between the
maximal paths in N1(M) and certain Schur sequences introduced in [10]. Recall that
Definition ([10]). We call two dimension vectors γ and β strongly perpendicular if a gen-
eral (γ + β)-dimensional representation has exactly 1 γ-dimensional subrepresentation. We
denote this by γ ⊥⊥ β. A sequence (β1, β2, . . . , βs) of Schur root is called a Schur sequence
if βi ⊥⊥ βj for all i < j.
Let S(α) be the set of all Schur sequences (β1, β2, . . . , βr) (of any length) such that α is a
positive integral combination α =
∑r
i=1 ciβi and ai = 1 whenever βi is not real or isotropic.
Theorem 0.9 (Theorem 7.21). There is a bijection between S(α) and the maximal paths
in N1(α).
The above results, especially Theorem 0.5, Proposition 0.6 and 0.8, when being applied
to some special cases, already produce new and non-trivial results. For example
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Proposition 0.10 (Proposition 8.5). Suppose that A is cluster-finite. Let M be the direct
sum of all E-rigid representations. Then the normal fan F(M) is the cluster fan of A, and
the edge quiver N1(M) is the exchange quiver of A.
In view of Proposition 0.6 and 0.10, the generalized cluster fan F(repA) can be viewed
heuristically as the normal fan of the infinite dimensional representation
⊕
M∈repAM .
Proposition 0.11 (Proposition 8.9). Suppose that A is a preprojective algebra of Dynkin
type. The vertices of N(A) are labelled by the ideals Iw, and FIw (A) is the cluster corre-
sponding to Iw. So F(A) is the cluster fan F(repA), which is a Weyl fan.
Finally let us come back to the generic setting as in Schofield’s original paper. We are
interested in determining the Newton polytopes of general representations.
Theorem 0.12 (Theorem 5.4). Let α be any dimension vector of Q. Each normal cone
Fγ(α) of N(α) contains a cluster. Hence the Newton polytope N(α) is completely determined
by Newton polytopes of real Schur representations.
“Determine” here means that we can explicitly compute all vertices of N(α) by what we
observed in 5.1. More generally, we are interested in the Newton polytope of the cokernel
of a general presentation, especially for the Jacobian algebras. In some optimistic situation
(e.g., Question 5.2 is positive), the method would work for such generic Newton polytopes
(see Observation 5.8). We will explain below why this is an important problem in the cluster
algebra theory. This approach also gives an alternative proof of Schofields’s Theorem 0.2.
Motivation and Relation to Cluster Algebras. The tropical F -polynomials and gen-
eral presentations discussed in this paper are originated from the theory of cluster algebras
[20]. We know from [21] that for cluster algebras of geometric type any cluster variable can
be written as
(0.1) X(δˇ) := x−δˇFδˇ(y),
where y is a certain monomial change of the initial cluster variables x. Here we use xa to
denote the monomial
∏
i x
a(i)
i .
If the cluster algebra is skew-symmetric, we have a nondegenerate quiver with potential
(Q,P) to model this algebra [12]. Let A be the Jacobian algebra associated to (Q,P). The
above polynomial Fδˇ is the F -polynomial of some E-rigid representationM of A [12]. More-
over, the minimal injective presentation of M has weight exactly δˇ. Since the coefficients of
F are all positive, we can tropicalize it in the usual sense. The tropicalization is precisely
the tropical F -polynomial of M .
Moreover if {X(δˇ1), . . . , X(δˇn)} forms a cluster in the cluster algebra C(Q) then {δˇ1, . . . , δˇn}
is a cluster in repA [12, 7]. So the cluster fan Fr(repA) is the original cluster fan for C(Q).
In this setting the signed dimension vector ǫjdimIj of Ij in Theorem 0.7 is the corresponding
c-vectors of the cluster.
If the Jacobian algebra is cluster-finite, then we get an easy consequence of Proposition
0.10. In this case the Newton polytope is the so-called generalized associahedron [19].
Corollary 0.13 (Corollary 8.7). Suppose that A is a cluster-finite Jacobian algebra. Let M
be the direct sum of all E-rigid representations of A. Then the dual fan F(M) is the cluster
fan of C(Q), and the edge quiver N1(M) is the exchange quiver of C(Q). Moreover, the
signed dimension vectors of the real Schur representations attached to the arrows from/to a
fixed vertex L are the signed c-vectors dual to the cluster FL(M).
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The formula (0.1) has a naive generalization where we consider the F -polynomial Fδˇ of
the kernel of a general injective presentation of any weight δˇ ∈ ZQ0 [14]. In many cases they
are turned out be a basis of the upper cluster algebra C(Q) [31]. The Newton polytope of
this Fδˇ is exactly given by the generic Newton polytope N(δˇ).
In the meanwhile, a remarkable positive basis consisting of theta functions for all cluster
algebras was introduced in [22]. For each δˇ-vector, there is a theta function ϑδˇ, which is of
the form
ϑδˇ = x
−δˇϕδˇ(y).
In general, the theta function can be a Laurent series, but let us assume it is a Laurent
polynomial so ϕδˇ is a polynomial with positive coefficients. Another very interesting positive
(quantum) basis called triangular basis was introduced in [32]. It has a similar form
Tδˇ,q = x
−δˇFδˇ,q(y).
In particular, ϕδˇ and Fδˇ,q can be tropicalized and the tropicalization is determined by its
Newton polytope. We have the following conjecture
Conjecture 0.14. The Newton polytopes of ϕδˇ and Fδˇ,q are the same as the generic Newton
polytope N(δˇ).
Another related problem is the Fock-Goncharov duality conjecture [18, Conjecture 4.1].
Recall that a skew-symmetrizable matrix B gives rise to a pair of cluster varieties (A,X ),
and their Langlands dual (A∨,X∨). The conjecture says that the tropical points X∨(Zt)
of X∨ parametrize a basis of ring of regular functions O(A) of A, and we can interchange
the roles of A and X . The duality conjecture fails in general, but can hold with some mild
assumption, or if replaced with a certain formal version (see [22] for detail). Let us assume
the parametrizations exist and we denote them by
IA : A(Z
t) →֒ O(X∨) and IX∨ : X
∨(Zt) →֒ O(A).
The duality conjecture further asserts that we can require the parametrized bases to be
universally positive and satisfy several interesting properties. One of them concerns the
pairing
A(Zt)×X∨(Zt)→ Z.
There are two canonical (conjecturally equal) ways to define this pairing:
IA(a)
trop(x) IX∨(x)
trop(a) for a ∈ A(Zt), x ∈ X∨(Zt).
We give a representation-theoretic interpretation of the pairing in some special cases.
Theorem 0.15 (Fock-Goncharov duality pairing). Suppose that B is skew-symmetric. The
pairings A(Zt) × X∨(Zt) → Z given by IA(a)t˜rop(δˇ) and IX∨(δˇ)t˜rop(a) are both equal to
hom(aBT, δˇ)− a · δˇ in the following two situations
(1) The quiver of B is mutation-equivalent to an acyclic quiver;
(2) Either IX∨(δˇ) or IX (aB
T) is a cluster variable, or equivalently either δˇ or aBT is
negative reachable.
Although the main part of Fock-Goncharov duality conjecture was intensively studied, the
meaning of the duality pairing is only known in few cases (e.g., [17, Proposition 12.1]). The
verification of the equality in this generality is new.
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Organization. In Section 1 we review the theory of general presentations developed in [7].
In Section 2 we introduce the tropical F -polynomial of a representation and its Newton
polytope. We prove our first main result – Theorem 2.6. Then we improve this result in
the case of quivers with potentials (Theorem 2.22 and Corollary 2.26). In Section 3 we
review the two pairs of functors introduced in [15]. In Section 4 we give a presentation of
the Newton polytope – Theorem 4.1. We study the normal vectors and the normal cones,
and prove another main result – Theorem 4.17. In Section 5 we propose an algorithm
to determine the generic Newton polytopes. We show in Theorem 5.4 that the algorithm
works for path algebras. Observation 5.8 explains why we speculate the algorithm should
work more generally. We make some connection to the cluster algebra theory, including an
interpretation of the Fock-Goncharov duality pairing (Theorem 5.11). In Section 6 we give
an explicit construction of dual clusters consisting of real Schur representations in Theorem
6.6. In Section 7 we study the normal fan and edge quiver of the Newton polytope. For
the general case the two main results here are Proposition 7.4 and 7.6. For the quiver case
we prove an interesting bijection in Theorem 7.21. In Section 8 we apply the above results
to two special cases. One is the cluster-finite algebra (Proposition 8.5) and the other is the
preprojective algebra (Proposition 8.9).
Notation and Conventions. Throughout we only deal with finite-dimensional basic al-
gebras. So if we write an algebra A = kQ, we assume implicitly that Q is finite and has no
oriented cycles. For general A = kQ/I, we allow Q to have oriented cycles. Although the
paper is written in this generality, some of the results are only proved for path algebras.
Sometimes instead of switching between A = kQ/I and A = kQ we may just say that
assume A has no relations. We denote by Q0 the set of vertices of Q.
Unless otherwise stated, unadorned Hom and other functors are all over the algebra A,
and the superscript ∗ is the trivial dual for vector spaces. For direct sum of n copies ofM , we
write nM instead of the traditional M⊕n. We write hom, ext and e for dimHom, dimExt,
and dimE. When dealing the hereditary algebras, we write Ext instead of Ext1.
repA the category of finite-dimensional representations of A
repα(A) the space of α-dimensional representations of A
Si the simple representation supported on the vertex i
Pi the projective cover of Si
Ii the injective cover of Si
dimM the dimension vector of M
1. Review on General Presentations
1.1. The E-invariant of Presentations. Let A be a finite-dimensional basic algebra over
an algebraically closed field k of characteristic 0. Then A can be presented as a path
algebra modulo an ideal generated by admissible relations: A = kQ/I [1]. We denote by
Pi the indecomposable projective representation of A corresponding the vertex v of Q. For
β ∈ ZQ0≥0 we write P (β) for
⊕
v∈Q0
β(v)Pv. Following [7] we call a homomorphism between
two projective representations, a projective presentation (or presentation in short). As a full
subcategory of the category of complexes in repA, the category of projective presentations
is Krull-Schmidt as well.
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Definition 1.1. 1 The δ-vector (or reduced weight vector) of a presentation
d : P (β−)→ P (β+)
is the difference β+ − β− ∈ ZQ0 . When working with injective presentations
dˇ : I(βˇ+)→ I(βˇ−),
we call the vector βˇ+ − βˇ− the δˇ-vector (or reduced weight vector) of dˇ.
There is a map τp sending a projective presentation to an injective one
P− → P+ 7→ ν(P−)→ ν(P+),
where ν is the Nakayama functor Hom(−, A)∗. We say a presentation d nonnegative if d
has no direct summands of form P− → 0. If d is nonnegative, then Ker(τpd) = τ Coker(d)
where τ is the classical Auslander-Reiten translation [1].
Definition 1.2 ([12, 7]). Given any projective presentation d : P− → P+, we define
Hom(d,M) and E(d,M) to be the kernel and cokernel of the induced map:
(1.1) 0→ Hom(d,M)→ Hom(P+,M)
C(d,M)
−−−−−→ Hom(P−,M)→ E(d,M)→ 0.
Similarly for an injective presentation dˇ : I+ → I−, we define Hom(M, dˇ) and Eˇ(M, dˇ) to be
the kernel and cokernel of the induced map Hom(M, I+) −→ Hom(M, I−). It is clear that
Hom(d,M) = Hom(Coker(d),M) and Hom(M, dˇ) = Hom(M,Ker(dˇ)).
In this paper we never use Hom(d,M) for the above k-linear map C(d,M) induced by d.
Lemma 1.3 ([7]). We have the following properties
(1) Any exact sequence 0→ L→M → N → 0 in repA gives the long exact sequence:
0→ Hom(d, L)→ Hom(d,M)→ Hom(d,N)→ E(d, L)→ E(d,M)→ E(d,N)→ 0.
(2) E(d,M) ⊇ E(Coker(d),M) ⊇ Ext1(Coker(d),M) for any d and M .
(3) E(d,M) ∼= Hom(M,Ker(τpd))∗ for any d and M .
Readers can easily formulate the analogous statements for Eˇ.
Sometimes it is convenient to view presentations as elements in the homotopy category
Kb(proj -A) of bounded complexes of projective representations of A. Our convention is
that P− sits in degree −1 and P+ sits in degree 0. Then the δ-vector of a presentation is
just the corresponding element in the Grothendieck group of Kb(proj -A). Given any two
presentation d1 and d2, we also define
E(d1, d2) = HomKb(proj -A)(d1, d2[1]).
It turns out ([7]) that
E(d1, d2) = E(d1,Coker(d2)) and Eˇ(dˇ1, dˇ2) = Eˇ(Ker(dˇ1), dˇ2).
For any representation M , we denote by dM (resp. dˇM ) its minimal projective (resp.
injective) presentation. Given any two representation M and N , we define
E(M,N) := E(dM , N) and Eˇ(M,N) := Eˇ(M, dˇN ).
1The δ-vector is the same one defined in [7], but is the negative of the g-vector defined in [12].
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1.2. General Presentations. By a general presentation in Hom(P−, P+), we mean a pre-
sentation in some open (and thus dense) subset of Hom(P−, P+). Any δ ∈ ZQ0 can be
written as δ = δ+ − δ− where δ+ = max(δ, 0) and δ− = max(−δ, 0). We put
PHom(δ) := Hom(P (δ−), P (δ+)).
It is well known that a general presentation in Hom(P (β−), P (β+)) is homotopy equivalent
to a general presentation in PHom(β+ − β−) for any β−, β+ ∈ Z
Q0
≥0.
There is some open subset U of PHom(δ) such that for any d ∈ U we have
(1) Hom(d,M) has constant dimension for a fixed M ∈ repA.
(2) Coker(d) has constant subrepresentation lattice.
Note that (1) implies that E(d,M) has constant dimension as well. It follows from (1) or (2)
that Coker(d) has a constant dimension vector α. In fact, we can ask Coker(d) lie in a fixed
irreducible component of repα(A) (see [7, Section 2]). We denote by Coker(δ) the cokernel
of a general presentation in PHom(δ). Similarly we can define the injective presentation
space IHom(δˇ), and denote by Ker(δˇ) the kernel of a general element there.
Definition 1.4. We denote by hom(δ,M) and e(δ,M) the value of hom(d,M) and e(d,M)
for a general presentation d ∈ PHom(δ). hom(M, δˇ) and eˇ(M, δˇ) are defined analogously.
Recall the isomorphism Hom(Pi, Pj) ∼= Hom(Ii, Ij) = Hom(νPi, νPj). If d is general in
PHom(δ), then τpd is general in IHom(−δ). We obtain the obvious relations
(1.2) hom(δ,M) = eˇ(M,−δ) and e(δ,M) = hom(M,−δ).
Definition 1.5 ([7]). A weight vector δ ∈ ZQ0 is called indecomposable if a general presen-
tation in PHom(δ) is indecomposable. We call δ =
⊕s
i=1 δi a decomposition of δ if a general
element d in PHom(δ) decompose into
⊕s
i=1 di with each di ∈ PHom(δi). It is called the
canonical decomposition of δ if each di is indecomposable.
The function dimE(−,−) is upper semi-continuous on PHom(δ1) × PHom(δ2). We de-
note by e(δ1, δ2) the minimal value of dimE(−,−) on PHom(δ1) × PHom(δ2). One of the
motivation of introducing the space E is the following theorem.
Theorem 1.6 ([7, Theorem 4.4]). δ = δ1 ⊕ δ2 ⊕ · · · ⊕ δs is the canonical decomposition of
δ if and only if δ1, · · · , δs are indecomposable, and e(δi, δj) = 0 for i 6= j.
Definition 1.7 ([7]). A weight vector δ ∈ ZQ0 is called real if e(d, d) = 0 for some d ∈
PHom(δ); is called tame if it is not real but e(δ, δ) = 0; is called wild if e(δ, δ) > 0.
If an indecomposable δ is real or tame, then by Theorem 1.6 the canonical decomposition
of mδ is a sum of m copies of δ for any m ∈ N. In particular, δ is indivisible.
1.3. E-rigid Presentations. The group Aut(P−) × Aut(P+) acts on Hom(P−, P+) by
(g−, g+)d = g+dg
−1
− . The space E(d, d) can be interpreted as the normal space to the
orbit of d in Hom(P−, P+).
Definition 1.8. A presentation d is called rigid if E(d, d) = 0 (Eˇ(dˇ, dˇ) = 0 for an injective
presentation dˇ). A representation M is called E-rigid (resp. Eˇ-rigid) if E(M,M) = 0 (resp.
Eˇ(M,M) = 0).
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So the orbit of such a presentation is dense in its ambient space. In this case the weight vector
of d must be real. The dual of Lemma 1.3.(3) says that Eˇ(M, dˇ) ∼= Hom(Coker(τ−1p dˇ),M)
∗.
So we have that
(1.3) E(d, d) ∼= Hom(Coker(d),Ker(τpd))
∗ ∼= Eˇ(τpd, τpd).
This implies that d is rigid if and only if τpd is rigid.
One can always complete a rigid presentation d to a maximal rigid one d˜, in the sense that
E(d˜⊕ d′, d˜⊕ d′) 6= 0 for any indecomposable d′ /∈ ind(d). Here we denote by ind(d) the set
of nonisomorphic indecomposable direct summands of d. The maximal rigid presentation
can be characterized as follows.
Theorem 1.9 ([7, Theorem 5.4]). The following are equivalent for a rigid presentation d.
(1) d is maximal rigid;
(2) | ind(d)| = |Q0|;
(3) ind(d) generates Kb(proj -A).
Definition 1.10. If d is maximal rigid, then we call ind(d) a cluster of presentations.
We also call the weight vectors of presentations in ind(d) a cluster of δ-vectors. A maximal
collection of presentations {d1, . . . , dr} satisfying e(di, dj) = 0 for i 6= j is called a generalized
cluster of presentations. Their weights {δ1, . . . , δr} is also called a generalized cluster of δ-
vectors.
Proposition 1.11 ([7, Proposition 5.7]). If a presentation d is almost complete, that is,
| ind(d)| = |Q0| − 1, then it has exactly two complements d− and d+. They are related by
the triangle d+ → d′ → de− → d+[1] and d
e
+ → d
′′ → d− → de+[1], where e = dimE(d−, d+).
Moreover, both d′ ⊕ d− and d′′ ⊕ d+ are rigid and E(d+, d−) = E(d+, d′) = E(d′′, d−) = 0.
In particular, e = 1 if and only if d′ = d′′ belongs to the subcategory generated by ind(d).
Definition 1.12. We call the above pair (d−, d+) an exchange pair of presentations. If
e = 1, the exchange pair is called regular. The two clusters {d−}∪ ind(d) and {d+}∪ ind(d)
are called adjacent to each other. A cluster {d1, . . . , dn} is called regular if each {di, d′i}
can be ordered to be a regular exchange pair, where d′i appears in the adjacent cluster
(d1, . . . , d
′
i, . . . , dn).
An open problem posed in [7] is how to characterize algebras for which all clusters are
regular.
2. Tropical F -polynomials and General Presentations
2.1. Tropical F -polynomials. We keep assuming that A = kQ/I. Throughout we identify
the Grothendieck group K0(repA) with ZQ0 . Let M be a finite-dimensional representation
of A.
Definition 2.1. The tropical F -polynomial fM of a representation M is the function
(ZQ0)∗ → Z≥0 defined by
δ 7→ max
L→֒M
δ(dimL).
The dual tropical F -polynomial fˇM of a representation M is the function (ZQ0)∗ → Z≥0
defined by
δ 7→ max
M։N
δ(dimN).
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Clearly fM and fˇM are related by fM (δ) + fˇM (δ) = δ(dimM). The definition of fM is
motivated by the F -polynomial of M defined in [12]
FM (y) =
∑
γ
χ(Grγ(M))y
γ ,
where Grγ(M) is the variety parametrizing the γ-dimensional subrepresentations of M ,
and χ(−) is the topological Euler characteristic. In general χ(Grγ(M)) may not be a
positive number. If the F -polynomial FM has non-negative coefficients, then the tropical
F -polynomial fM is the usual tropicalization of FM .
Definition 2.2. The Newton polytope N(M) of a representation M is the convex hull of
{dimL | L →֒M}
in RQ0 . The dual Newton polytope Nˇ(M) of a representation M is the convex hull of
{dimN |M ։ N}
in RQ0 .
Remark 2.3. We have two remarks.
(1) The tropical F -polynomial fM is completed determined by the Newton polytope of
M .
(2) It is shown in [15] that the Newton polytope of M is the same as the usual Newton
polytope of the polynomial FM .
Lemma 2.4 ([12, Proposition 3.2]). FM⊕N = FMFN for any two representations M and
N . In particular, we have that fM⊕N = fM + fN .
When paired with a dimension vector or evaluated by some fM , a weight δ is viewed as an
element in (ZQ0 )∗ via the usual dot product. It follows from (1.1) that for any presentation
d of weight δ,
δ(dimM) = hom(d,M)− e(d,M);(2.1)
δˇ(dimM) = hom(M, dˇ)− eˇ(M, dˇ).(2.2)
LetM → N be a homomorphism. We fix some general presentation d of weight δ. Through-
out we use the notation Hom(δ,M) → Hom(δ,N) for the induced map Hom(d,M) →
Hom(d,N). The notation E(δ,M)→ E(δ,N) has the similar meaning.
Lemma 2.5. We have the following inequalities for any representation M and any δ ∈ ZQ0
fM (δ) ≤ hom(δ,M), fˇM (−δ) ≤ e(δ,M);
fˇM (δˇ) ≤ hom(M, δˇ), fM (−δˇ) ≤ eˇ(M, δˇ).
Proof. Since Hom(δ, L) →֒ Hom(δ,M) for any subrepresentation L of M , we have that
δ(L) ≤ hom(δ, L) ≤ hom(δ,M). Hence fM (δ) ≤ hom(δ,M). Then fˇM (−δ) ≤ e(δ,M)
follows from (2.1). The other half is proved similarly. 
Here is the main result of this section.
Theorem 2.6. For any representation M and any δ ∈ ZQ0 , there is some n ∈ N such that
fM (nδ) = hom(nδ,M), fˇM (−nδ) = e(nδ,M).
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Similarly, for any representation M and any δˇ ∈ ZQ0 , there is some nˇ ∈ N such that
fˇM (nˇδˇ) = hom(M, nˇδˇ), fM (−nˇδˇ) = eˇ(M, nˇδˇ).
Moreover, n can be replaced by kn for any k ∈ N. If m is the minimum of all such n, then
mδ can not be decomposed as mδ = kδ⊕ (m− k)δ for any k. In particular, if δ is not wild,
then m = 1.
Remark 2.7. In general, we do not have hom(nδ,M) = n hom(δ,M) (see example below).
According to the theorem, hom(nδ,M) = n hom(δ,M) for any n ∈ N if and only if fM (δ) =
hom(δ,M).
Example 2.8. Let Q be the three-arrow Kronecker quiver • ////
//
• . Consider δ = (1,−1)
and M ∈ rep(3,3)(Q) given by
M(a) =
(
0 0 −1
0 0 0
1 0 0
)
, M(b) =
(
0 1 0
−1 0 0
0 0 0
)
, M(c) =
(
0 0 0
0 0 1
0 −1 0
)
.
Then one can easily check that fM (δ) = hom(nδ,M) = 0 for any n ≥ 2 but hom(δ,M) = 1.
The proof of Theorem 2.6 requires some preparation.
2.2. Stability and Semi-invariants. A. King introduced Mumford’s GIT into the setting
of quiver representation theory [27]. Recall that any weight δ ∈ ZQ0 gives a multiplicative
characters χδ of GLα :=
∏
v∈Q0
GLα(v):(
g(v)
)
v∈Q0
7→
∏
v∈Q0
(
det g(v)
)δ(v)
.
A semi-invariant function of weight δ is an element in
SIα(A)δ := {s ∈ k[repα(A)] | g(s) = χδ(g)s, ∀g ∈ GLα}.
The graded semi-invariant algebra associated to δ is
SIδα(A) :=
⊕
n≥0
SIα(A)nδ.
A representation M is called δ-semistable if there is some s ∈ SIδα(A) such that s(M) = 0.
Lemma 2.9 ([27, Proposition 3.1]). A representation M is δ-semistable (resp. δ-stable)
if and only if δ(dimM) = 0 and δ(dimL) ≤ 0 (resp. δ(dimL) < 0) for any non-trivial
subrepresentation L of M .
For any projective presentation d of weight δ such that δ(α) = 0, Schofield constructed the
following semi-invariant function of weight δ on repα(A). We apply the functor Hom(−,M)
to d for M ∈ repα(A)
Hom(P+,M)
C(d,M)
−−−−−→ HomQ(P−,M).
Since δ(α) = 0, C(d,M) is a square matrix. We define
cd(M) := detC(d,M).
Theorem 2.10 ([8, Theorem 1],[9],[34, 13]). The space SIα(A)δ is spanned by semi-invariants
of the form cd where d has weight δ.
Lemma 2.11. If δ = δ1 + δ2, then hom(δ,M) ≤ hom(δ1,M) + hom(δ2,M) for any M . If
δ = δ1 ⊕ δ2, then hom(δ,M) = hom(δ1,M) + hom(δ2,M) for any M . Moreover, all hom
can be replaced by e.
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Proof. Let di be a general presentation of weight δi (i = 1, 2). Then the weight of d1⊕ d2 is
δ and hom(d1 ⊕ d2,M) = hom(d1,M) + hom(d2,M) = hom(δ1,M) + hom(δ2,M). By the
lower semi-continuity, we have that hom(δ,M) ≤ hom(d1 ⊕ d2,M). If δ = δ1 ⊕ δ2, then we
can assume d1 ⊕ d2 is general, so hom(δ,M) = hom(δ1,M) + hom(δ2,M). 
Question 2.12. Is it true that if hom(δ,M) = hom(δ1,M) + hom(δ2,M) for any M , then
δ = δ1 ⊕ δ2?
Lemma 2.13. A representation M ∈ repα(A) is δ-semistable if and only if
hom(nδ,M) = δ(α) = 0 for some n ∈ N.
Moreover, n can be replaced by kn for any k ∈ N. If m is the minimum of all such n, then
mδ can not be decomposed as mδ = kδ⊕ (m− k)δ for any k. In particular, if δ is not wild,
then m = 1.
Proof. By Theorem 2.10 M is δ-semistable if and only if cd(M) = 0 for some d of weight
nδ. This happens if and only if the matrix C(d,M) is invertible, which is equivalent to
that hom(d,M) = e(d,M) = 0. The condition that hom(d,M) = e(d,M) = 0 for some d is
clearly equivalent to that hom(nδ,M) = δ(α) = 0 for some n ∈ N.
The moreover part follows easily from Lemma 2.11. If δ is not wild, then nδ = δ⊕· · ·⊕ δ
by Theorem 1.6. 
2.3. Proof of Theorem 2.6. We need to review the notion of one-point extension of
A. Let M be a right A-module. Treating M as a k-A-bimodule, the triangular algebra
A[M ] :=
(
A 0
M k
)
is called (trivial) one-point extension of A by M . There is an obvious dual
notion of one-point coextension A[M∗] :=
(
k 0
M∗ A
)
.
Suppose that M ∈ repA is presented by P (β−)
d
−→ P (β+) → M → 0. Then the algebra
A˜ = A[M ] can be presented by a new quiver Q(M), which is obtained from Q by adjoining
a new vertex ⊟ and β+(v) new arrows from ⊟ to the vertex v ∈ Q. The relations are clearly
given by the presentation d. In reality, the presentation is always chosen to be minimal.
The one-point coextension A[M∗] can be similarly described using injective presentation of
M . By convention, the newly adjoined vertex is denoted by ⊞. 2 By construction, we have
the following exact sequences
0→ (M, 0)→ P⊟ → S⊟ → 0 for one-point extensions,(2.3)
0→ S⊞ → I⊞ → (0,M)→ 0 for one-point coextensions.(2.4)
Let B either be the algebra A[M ] or the algebra A[M∗]. We have a restriction functor
resA : repB → repA sending M to Me where e = 1 − e± and e± is the idempotent
corresponding to the vertex ⊞ or ⊟. The restriction functor has two induction functors
TB := −⊗A eB and LB := HomA(Be,−).
Lemma 2.14 ([1, Theorem I.6.8]). TB (resp. LB) is left (resp. right) adjoint to resA.
Moreover, they satisfy resA TB ∼= IdrepA ∼= resA LB.
Corollary 2.15. If d is a general presentation of weight δ, then TB(d) is a general presenta-
tion of weight (δ, 0) or (0, δ) (depending on B = A[M ] or A[M∗]). Moreover, Coker(TB(d)) =
TB(Coker(d)).
2The notation suggest that ⊟ and ⊞ should be visualized as the frozen vertices with label − and +.
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Proof. The first statement follows from the equality
HomB(TB(V ), TB(W )) ∼= HomA(V, resA TB(W )) ∼= HomA(V,W ) for any V,W ∈ repA.
The second statement is due to the right exactness of TB. 
LetM be a representation of A. We extend A byM and obtain the algebra A− := A[M ].
Then we coextend A[M ] by the indecomposable projective representation P⊟ of A[M ], and
obtain the algebra (A[M ])[P ∗
⊟
]. We denote A± := (A[M ])[P ∗
⊟
] = A−[P ∗
⊟
]. Note that
A± =
 k 0M∗ A
k M k

Throughout we use P⊟ to denote the above indecomposable projective representation of
A[M ] rather than the indecomposable projective representation of A±.
Lemma 2.16. We have that
HomA±
(
TA±(TA−(V )), I⊞
)
∼= HomA(V,M).
Proof. We have that resA−(I⊞) = P⊟ and resA(P⊟) =M . So apply Lemma 2.14 twice, and
we get
HomA±
(
TA±(TA−(V )), I⊞
)
∼= HomA−(TA−(V ), P⊟) ∼= HomA(V,M).

Definition 2.17. A vertex v is called maximal in a representation M if dimM(v) = 1 and
all strict subrepresentations of M are not supported on v.
Let f⊞ (resp. f⊟) be the tropical F -polynomial of I⊞ (resp. P⊟).
Lemma 2.18. ⊟ is a maximal vertex of I⊞ ∈ repA±. Moreover, we have that
f⊟((δ, δ−)) = max(fM (δ), δ(dimM) + δ−),
f⊞((δ+, δ, δ−)) = max(0, f⊟((δ, δ−)) + δ+).
Proof. Recall that we have two exact sequences
0→ (M, 0)→ P⊟ → S⊟ → 0,
0→ S⊞ → I⊞ → (0, P⊟)→ 0.
Since the 1-dimensional subspace of P⊟ at vertex ⊟ generates P⊟, we see that a subrepre-
sentation of P⊟ is either a subrepresentation of M or P⊟ itself. Hence,
f⊟((δ, δ−)) = max(fM (δ), δ(dimM) + δ−).
Next, whenever there is a subrepresentation S of P⊟, we have a subrepresentation (k, S) of
I⊞. Conversely, any nonzero subrepresentation of I⊞ must be supported on ⊞. Hence,
f⊞((δ+, δ, δ−)) = max(0, f⊟((δ, δ−)) + δ+).

Here is the key lemma proved in [16] for A being Jacobian algebras. The argument
actually works for any finite-dimensional algebras.
Lemma 2.19. Suppose that a representationM contains a maximal vertex v. Then fM (δ) =
0 if and only if hom(nδ,M) = 0 for some n ∈ N.
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Proof. If hom(nδ,M) = 0, then hom(nδ, L) = 0, and thus δ(dimL) ≤ 0 for all sub-
representations L of M . Conversely, suppose that PHom(δ) = Hom(P−, P+). We add
c = −δ(dimM) ≥ 0 copies of Pv’s to P+ so that a presentation in Hom(P−, P+ ⊕ cPv) has
weight δ′ = δ+ cev. It satisfies that δ
′(dimM) = 0 and δ′(dimL) = δ(dimL) ≤ 0 for all sub-
representations L ( M . By King’s criterion (Lemma 2.9), we see that M is δ′-semistable,
and thus hom(nδ′,M) = 0 for some n ∈ N by Lemma 2.13. Now a general presentation
nP−
(d,d′)
−−−→ nP+ ⊕ ncPv must have d general in Hom(nP−, nP+). Hence, hom(nδ′,M) = 0
implies hom(nδ,M) = 0. 
Remark 2.20. This lemma was proved in [16, Lemma 6.6] for A being a Jacobian algebra.
The argument actually works for any finite-dimensional algebras. Unfortunately, there is a
mistake in the statement where we claim that n can always be 1. However, each represen-
tation Ti,j in [16, Section 6] is negative reachable. So this would not affect the correctness
of the main results there due to Theorem 2.22 below.
Proof of Theorem 2.6. (1). Let d be general presentation of any weight δ in repA and
V = Coker(d). By Corollary 2.15, TA±(TA−(V )) = Coker(TA±(TA−(d))) and TA±(TA−(d))
is a general presentation of weight δ˜ = (0, δ, 0). By Lemma 2.16, we have that
hom(δ˜, I⊞) = hom(δ,M).
Coker(δ˜) may not be supported on the original quiver Q. We are going to put an appro-
priate negative weight δ+ on the vertex ⊞. By Lemma 2.18, we have that
f⊞((δ+, δ, 0)) = max(0, f⊟((δ, 0)) + δ+) = max(0, fM (δ) + δ+).
Let δ+ = −fM (δ), then f⊞((δ+, δ, 0)) = 0. By Lemma 2.19, hom(n(δ+, δ, 0), I⊞) = 0 for
some n ∈ N. But hom((nδ+, nδ, 0), I⊞) = 0 implies that hom((0, nδ, 0), I⊞) ≤ −nδ+ because
dimP⊞(⊞) = 1. Hence we have
fM (nδ) ≥ hom((0, nδ, 0), I⊞) = hom(nδ,M).
We get the equality by Lemma 2.5. Then the equality fˇM (−nδ) = e(nδ,M) follows from
the relation (2.1).
The other half can be proved by the dual argument. The moreover part follows from the
corresponding part in Lemma 2.13. 
2.4. The Case of Quivers with Potentials. We refer the readers to the original papers
[11, 12] for the theory of the quivers with potential. In this subsection, (Q,P) is a quiver with
potential such that its Jacobian algebra A = J(Q,P) is finite-dimensional. The key notion
introduced in [11] is the mutation of a quiver of potential and its decorated representations.
A vertex is called admissible if it is not involved in any oriented cycle of length ≤ 2. For
each admissible vertex u ∈ Q0, there is an operation µu, which yields a new quiver with
potential µu(Q,P). A decorated representation M = (M,V ) consists of two parts: M is a
usual representation and the decorated part V is a kQ0-module. A usual representation M
can be regarded as a decorated representation (M, 0). For each (decorated) representation
M, there is a mutated representation µu(M) of µu(Q,P). For any weight vector δ ∈ ZQ0 ,
there is a mutated weight vector µu(δ) defined by [12, (2.11)]. For a decorated representation
M = (M,V ), its tropical F -polynomial and related functors, such as Hom(−,M) and
E(−,M), are all defined to be those of M .
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Lemma 2.21. Let µ be a sequence of mutations (at admissible vertices). We denote M ′ :=
µ(M) and δ′ := µ(δ). We have the following relation for any representation M and δ ∈ ZQ0 :
fM ′(δ
′)− fM (δ) = hom(δ
′,M ′)− hom(δ,M);
fˇM ′(−δ
′)− fˇM (−δ) = e(δ
′,M ′)− e(δ,M).
There are similar relations for fˇM (δˇ), hom(M, δˇ) and eˇ(M, δˇ).
Proof. By induction it suffices to show for any one-step mutation µu. We knew from [12,
Proposition 6.1] that
(2.5) hom(δ′,M ′)− hom(δ,M) = [δ(u)]+[δˇM (u)]+ − [δ
′(u)]+[δˇM ′(u)]+.
Recall from [12, Lemma 5.1] that
(1 + yu)
huFM (y) = (1 + y
′
u)
h′
uFM ′(y
′),
where hu = −[δˇM (u)]+ and h′u = −[δˇM ′(u)]+. Taking the tropicalization (see the remark
after Definition 2.1), we get
− [δ(u)]+[δˇM (u)]+ + fM (δ) = −[δ
′(u)]+[δˇM ′(u)]+ + fM ′(δ
′),
⇒ fM ′(δ
′)− fM (δ) = [δ(u)]+[δˇM (u)]+ − [δ
′(u)]+[δˇM ′(u)]+.
Compare with (2.5), and we obtain the first relation. The other relation follows easily from
(2.1). 
We say a representationM of (Q,P) negative reachable if there is a sequence of mutations
µ such that µ(M) is negative, i.e., µ(M) has only the decorated part.
Theorem 2.22. If M is negative reachable, then for any δ, δˇ ∈ ZQ0 we have that
fM (δ) = hom(δ,M), fˇM (−δ) = e(δ,M);(2.6)
fˇM (δˇ) = hom(M, δˇ), fM (−δˇ) = eˇ(M, δˇ).(2.7)
Proof. By Lemma 2.21, it is enough to notice that ifM is negative, then fM (δ) = hom(δ,M) =
0 and fˇM (δˇ) = hom(M, δˇ) = 0 for any δ and δˇ. 
Corollary 2.23. If Ii is negative reachable, then the dimension vector α of Coker(δ) can
be computed by
α(i) = fIi(δ).
If Pi is negative reachable, then the dimension vector αˇ of Ker(δˇ) can be computed by
αˇ(i) = fˇPi(δˇ).
Example 2.24. If A is not a Jacobian algebra, then Corollary 2.23 may fail. We plug M
and A = kQ in Example 2.8 into the construction of Section 2.3. Then from the proof of
Theorem 2.6 we see that fI⊞(δ˜) = fM (δ) = 0 but hom(δ˜, I⊞) = hom(δ,M) = 1. We also
note that fˇCoker δ˜(e⊞) = hom(δ˜, I⊞) = 1.
Question 2.25. Does the conclusion of Theorem 2.22 still hold if M = Ker(δˇ) in (2.6) and
M = Coker(δ) in (2.7)?
This is certainly true for acyclic quivers due to Schofield’s result (Theorem 0.2). By Lemma
2.21 this is also true for mutation-acyclic QPs. Moreover, in this case M = Ker(δˇ) for some
δˇ iff M = Coker(δ) for some δ.
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Corollary 2.26. If (Q,P) is mutation-equivalent to an acyclic quiver, then the conclusion
of Theorem 2.22 holds for M = Ker(δˇ) or M = Coker(δ).
3. Functors Associated to δ
In this section, we briefly review the two pairs of functors introduced in [15].
Lemma 3.1 ([15]). Let L be any subrepresentation of M . Then δ(L) = hom(δ,M) if and
only if hom(δ,M/L) = e(δ, L) = 0. Moreover, if L′ is another such subrepresentation, that
is, δ(dimL′) = hom(δ,M), then both L ∩ L′ and L+ L′ are such subrepresentations.
Let L(δ,M) be the set of all subrepresentations L of M such that δ(dimL) = fM (δ).
Theorem 3.2 ([15]). The set L(δ,M) contains a unique minimal element Lmin and a unique
maximal element Lmax. Moreover, L1/L0 is δ-semistable for any L0 ⊂ L1 in L(δ,M).
Definition 3.3 ([15]). Let (tδ, fδ) and (tˇδ, fˇδ) be the pairs of functors associated to the
torsion pair (T (δ),F(δ)) and (Tˇ (δ), Fˇ(δ)), where
F(δ) = {N ∈ rep(A) | hom(nδ,N) = 0 for some n ∈ N},
Tˇ (δ) = {L ∈ rep(A) | e(nδ, L) = 0 for some n ∈ N}.
If δ is not wild, by Lemma 2.11 we can let n = 1 in the definition of F(δ) and Tˇ (δ). In this
case, the functors will be denoted by (tδ, fδ) and (tˇδ, fˇδ).
Theorem 3.4 ([15]). We have that for any representation M and any δ ∈ ZQ0 ,
tδ(M) = Lmin and fδ(M) =M/Lmin;
tˇδ(M) = Lmax and fˇδ(M) =M/Lmax.
In particular, we have for any L ∈ L(δ,M) that
Hom(tδ(M),M/L) = 0 and Hom(L, fˇδ(M)) = 0.
Suppose that hom(M,N) = h. We choose a basis of Hom(M,N) and take hM → N to be
the canonical map with respect to this basis. We call this map a universal homomorphism
from add(M) to N .
Corollary 3.5 ([15]). Suppose that d is a rigid presentation with weight δ. Then tδ(M) is
the image of the universal homomorphism hCoker(d)→M while tˇδ(M) is the kernel of the
universal homomorphism M → eKer(τpd), where h = hom(δ,M) and e = e(δ,M).
4. Newton Polytopes of Representations
4.1. A Presentation of N(M). In this subsection we mostly follow [2, Section 4.2]. Let
V be a R-vector space. To a non-empty compact convex subset P of V , we associate its
support function ψP : V
∗ → R, which maps a linear function f ∈ V ∗ to the maximal value
f takes on P. Then ψP is a sublinear function on V
∗. One can recover P from the datum of
ψP by the Hahn-Banach theorem [23]
P = {v ∈ V | α(v) ≤ ψP(α), ∀α ∈ V
∗},
and the map P 7→ ψP is a bijection from the set of all non-empty compact convex subsets
of V onto the set of all sublinear functions on V ∗.
TROPICAL F -POLYNOMIALS AND GENERAL PRESENTATIONS 19
Theorem 4.1. The Newton polytope N(M) is defined by
{γ ∈ RQ0 | δ(γ) ≤ hom(δ,M), ∀δ ∈ ZQ0}.
The dual Newton polytope Nˇ(M) is defined by
{γ ∈ RQ0 | δˇ(γ) ≤ hom(M, δˇ), ∀δˇ ∈ ZQ0}.
Proof. In our setting of P = N(M), the support function is given by δ 7→ fM (δ). So N(M)
is defined by
{γ ∈ RQ0 | δ(γ) ≤ fM (δ), ∀δ ∈ Z
Q0}.
In general, we have that fM (δ) ≤ hom(δ,M). But fM (nδ) = hom(nδ,M) for some n ∈ N
by Theorem 2.6. So δ(γ) ≤ fM (δ) is equivalent to that nδ(γ) ≤ fM (nδ) = hom(nδ,M).
The presentation for N(M) follows. 
We know a priori that the Newton polytope has a (finite) hyperplane representation. In fact
we only need those δ-vectors which are outer normal vectors of N(M). It is an interesting
problem to find a finite set of δ-vectors determining the Newton polytope. This is achieved
for general representations of any acyclic quiver in [15].
4.2. Facets and Normals. Recall that a δ-vector is called indecomposable if a general
presentation in PHom(δ) is indecomposable.
Lemma 4.2. Suppose that {δ1, · · · , δr} satisfies e(δi, δj) = 0 for i 6= j. Then
fM (
∑
i
ciδi) =
∑
i
cifM (δi).
Proof. By Lemma 2.11 we have that e(aδi, bδj) = 0 for i 6= j and any a, b ∈ N. We set
δ :=
∑
i ciδi, then δ decomposes as δ =
⊕
i ciδi (ciδi may be decomposable). By Theorem
2.6, there is some γ ∈ N(M) and n ∈ N such that nδ(γ) = hom(nδ,M) for some n ∈ N.
Note that nδ decomposes as nδ =
⊕
i nciδi. But
nδ(γ) =
∑
i
nciδi(γ) ≤
∑
i
hom(nciδi,M) = hom(nδ,M).
Hence nciδi(γ) = hom(nciδi,M) = fM (nciδi) for each i, so δi(γ) = fM (δi). Then∑
i
cifM (δi) =
∑
i
ciδi(γ) = δ(γ) ≤ fM (δ).
Finally, the equality follows from the sublinearity of fM . 
Corollary 4.3. Let δ be an indivisible outer normal vector of N(M). Then in any decom-
position nδ = δ1 ⊕ δ2, δi must be a multiple of δ. In particular, δ is indecomposable.
Proof. Suppose that none of δ1 and δ2 is a multiple of δ. For any γ ∈ N(M) on this facet,
we have that
nδ(γ) = δ1(γ) + δ2(γ) ≤ fM (δ1) + fM (δ2) = fM (nδ).
Since δi(γ) ≤ fM (δi), we must have that δi(γ) = fM (δi) for i = 1, 2. This implies that both
δ1 and δ2 are out normal vectors of this facet. A contradiction. 
Definition 4.4. For a fixed algebra A, a weight vector δ is called normal if it is an outer
normal vector of the Newton polytope of some M ∈ repA.
Question 4.5. Is any indecomposable δ-vector normal?
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Later we shall see that each real indecomposable δ-vector is normal. Moreover, if A has no
relations, then each indecomposable δ-vector is normal.
Definition 4.6. Suppose that δ =
⊕
i δi is the canonical decomposition of δ, and the di-
mension of the subspace spanned by {δi}i is r. We say that repA has enough δ-stable
representations if there are |Q0| − r δ-stable representations with linearly independent di-
mension vectors.
This is equivalent to say that the dimension vectors of δ-semistable representations span a
codimension r subspace in K0(repA).
Proposition 4.7. An indecomposable δ is normal if and only if repA has enough δ-stable
representations.
Proof. If δ is a normal vector of N(M), then the convex hull of dimension vectors in L(δ,M)
has codimension 1. By Theorem 3.2 L/Lmin is δ-semistable for any L ∈ L(δ,M), and the
dimension vectors of L/Lmin span a codimension 1 subspace.
Conversely, if repA has |Q0|− 1 δ-stable representations {Li}i with linearly independent
dimension vectors, then let M =
⊕
i Li. We claim that δ is a normal vector of N(M). Since
M is δ-semistable, we have that hom(nδ,M) = 0 for some n ∈ N. So {γ | δ(γ) = 0} supports
a face of N(M). Since each Li lies on this face, its codimension is exactly 1. 
One of the main results in [15] gives an explicit formula for the restriction of the F -
polynomial FM to a facet of its Newton polytope. In particular, this result specializes to
the tropical setting. Roughly speaking, any facet of Newton polytope N(M) is a shifted
Newton polytope N(M ′) for a representation M ′ of another algebra. We refer the readers
to [15, Section 6] for more details.
4.3. Vertices and Dual Cones. If P is a polytope, then its support function is piecewise
linear. The maximal regions of linearity of ψP are exactly the dual cones of the vertices of P:
for each vertex v of P, the support function ψP is linear on {α ∈ V ∗ | α(v) = ψP(α)}. The
extremal rays of the dual cone are precisely the normal vectors of all facets of P containing
v. For this reason it is also called the normal cone of v. In our setting, the dual cone Fγ(M)
of a vertex γ ∈ N(M) is the cone spanned by δ satisfying
(4.1) δ(γ) = fM (δ)
Similarly, the dual cone Fˇγ(M) of a vertex γ ∈ Nˇ(M) is the cone spanned by δˇ satisfying
δˇ(γ) = fˇM (δˇ).
Let V(M) and Vˇ(M) be the set of vertices in N(M) and Nˇ(M). We first recall some
results in [15].
Proposition 4.8 ([15]). γ ∈ V(M) if and only if it is the dimension vector of tδ(M) or
tˇδ(M) for some weight δ ∈ Z
Q0 . In particular, there is a unique subrepresentation L of M
of dimension γ, and it satisfies Hom(L,M/L) = 0.
It is quite clear that δ can be any weight in the interior of Fγ(M). The converse of the last
statement is not true. However, for a general representationM of an acyclic quiver, if there
is a unique subrepresentation of M of dimension γ, then γ ∈ V(M) [15].
Definition 4.9. For any γ ∈ V(M), we call the unique subrepresentation L with dimL = γ
a vertex subrepresentation of M . The vertex quotient representation is defined analogously.
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In particular, we can label the vertices of N(M) by the vertex subrepresentations of M .
Corollary 4.10. Suppose that M =
⊕
iMi. Then each vertex subrepresentation L of M
is of the form L =
⊕
i Li where each Li is a vertex subrepresentation of Mi. In particular,
N(M) =
∑
i N(Mi) where the sum on the right side is the Minkowski sum.
Consider the sets
∆0(M) = {δ ∈ Z
Q0 | hom(nδ,M) = 0 for some n ∈ N},
∆1(M) = {δ ∈ Z
Q0 | e(nδ,M) = 0 for some n ∈ N}.
They span the two most important dual cones, namely F0(M) and FM (M). We call them the
major cones of N(M). Clearly F0(M) always contains the negative cluster (−e1, . . . ,−en)
and FM (M) always contains the positive cluster (e1, . . . , en). Moreover, ∆(M) := ∆0(M)∩
∆1(M) consists of all weights δ such that M is δ-semistable. Due to the relation fM (δ) +
fˇM (δ) = δ(dimM), we have the obvious duality
FL(M) = −FˇM/L(M).
It follows from Theorem 2.6 that
Corollary 4.11. ∆0(M) (resp. ∆1(M)) are precisely the lattice points in the polyhedral
cone defined by δ(v) ≤ 0 for all v ∈ V(M) (resp. δ(v) ≥ 0 for all v ∈ Vˇ(M)).
One interesting result in [15] says that if M is a general representation of an acyclic quiver,
then the normal vectors of N(M) are precisely given by the extremal rays in F0(M) and
FM (M).
The following proposition says that other dual cones are intersections of the major cones.
Proposition 4.12. Suppose that L is a vertex subrepresentation of M . We have that
FL(M) = F0(M/L) ∩ FL(L).
Proof. If δ ∈ FL(M), then δ(dimL) = fM (δ). Since every subrepresentation of L is a
subrepresentation of M , δ(dimL) ≤ fL(δ) ≤ fM (δ). So δ ∈ FL(L). Similarly we can show
that δ ∈ F0(M/L). Conversely, if δ ∈ F0(M/L) ∩ FL(L), then by Theorem 2.6 there is
some n ∈ N such that e(nδ, L) = 0 and hom(nδ,M/L) = 0. By Lemma 3.1 we have that
nδ(dimL) = hom(nδ,M) = fM (nδ), i.e., δ ∈ FL(M). 
Lemma 4.13. Suppose that M =
⊕
iMi, and δ ∈ FL(M). Then δ ∈ FLi(Mi) for each i
where Li = L ∩Mi. So each FLi(Mi) is a union of dual cones of N(M).
Proof. By Corollary 4.10 each Li is a vertex subrepresentation. δ ∈ FL(M) implies that
δ(dimL) = fM (δ). So we have that
δ(dimL) =
∑
i
δ(dimLi) =
∑
i
fMi(δ) = fM (δ).
But δ(dimLi) ≤ fMi(δ) for each i. We must have that δ(dimLi) = fMi(δ) for each i. Hence
δ ∈ FLi(Mi). It follows that each FLi(Mi) is a union of FL(M) where L ∩Mi = Li. 
Lemma 4.14. Suppose that {δ1, · · · , δr} satisfies e(δi, δj) = 0 for i 6= j. Then all δi’s are
contained in some dual cone of N(M).
Proof. This is just a reformulation of Lemma 4.2. 
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Lemma 4.15. Let M be an E-rigid representation with weight vector δ, and N is a quotient
representation of M . Then δ(dimN) = 0 if and only if N = 0.
Proof. Suppose that N 6= 0, then hom(M,N) > 0. Since M is E-rigid, e(M,N) ≤
e(M,M) = 0. We have that δ(N) = hom(M,N)− e(M,N) > 0. 
Lemma 4.16. Suppose that δ− and δ+ are real, and e(δ−, δ+) > 0. Then δ− and δ+ cannot
lie in the same dual cone of F(M) where M = Coker(δ+).
Proof. Since δ+ is real, by Lemma 4.15 δ+ ∈ FM (M) and δ+ /∈ FL(M) if L 6= M . But
δ−(dimM) < hom(δ−,M) because e(δ−,M) > 0. Since δ− is real, fM (δ−) = hom(δ−,M).
Hence δ− /∈ FM (M). 
Theorem 4.17. Let δ1, . . . , δm be finitely many clusters. Then there is some representation
M such that each δi spans a dual cone of N(M).
Proof. By Lemma 4.13 and 4.14 it suffices to show for a single cluster, say δ = (δ1, . . . , δn).
Let (δ−, δ+) be an exchange pair. In particular, we have that e(δ−, δ+) > 0. By Lemma 4.16
there is a representation N separating (δ−, δ+) in the sense that they lie in two different
dual cones of N(N). Let Ni be the representation separating the (unordered) exchange pair
{δi, δ′i} wrt. δ\{δi}. By Lemma 4.13 and 4.14M =
⊕
iNi is the desired representation. 
Remark 4.18. The proof shows that M can be chosen to be a direct sum of E-rigid rep-
resentations. Later we will see in Corollary 6.9 that M can be a direct sum of real Schur
representations in the dual clusters under some mild assumption. This theorem also implies
that in particular each real indecomposable weight vector is normal.
5. Generic Newton Polytopes
5.1. Generic Newton Polytopes of δ. We first extend the notation hom(δ,M) and
hom(M, δˇ) in Definition 1.4 in an obvious manner. We write
hom(δ, δˇ) := hom(δ,Ker(δˇ)) = hom(Coker(δ), δˇ).
Similarly, we write
fδˇ(δ) := fKer(δˇ)(δ) and fˇδ(δˇ) = fˇCoker(δ)(δˇ).
3
As we have seen in Example 2.24 that fδˇ(δ) 6= fˇδ(δˇ) in general even if one of δ and δˇ is real.
We denote by N(δˇ) the Newton polytope of the kernel of a general presentation in IHom(δˇ).
We hope to determine N(δˇ) when A is the Jacobian algebra of a quiver with potential. The
idea is based on the following observation. In the rest of this section we assume A is a
Jacobian algebra of some QP.
Observation 5.1. According to Lemma 4.14, any cluster {δi}i lies in some dual cone FL(M)
of N(M). Such a cluster determines the vertex dimL by the formula δi(dimL) = hom(δi,M)
for each i. The vertex can be explicitly computed as
dimL = hδ−1,
3It is not so easy to confuse this notation with the functors introduced in Section 3 under approprieate
context.
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where δ is the matrix (δT1 , δ
T
2 , . . . , δ
T
n ) and h(i) = hom(δi,M). In general, computing
hom(δi,M) is not easy. However, when the cluster is negative reachable and M is a generic
kernel of IHom(δˇ), Theorem 2.22 implies that
hom(δi,M) = hom(δi, δˇ) = fˇδi(δˇ).
Moreover, the tropical F -polynomial fˇδi or equivalently Nˇ(δi), the dual Newton polytope of
Coker(δi), may be computed by the mutation algorithm [21, 12].
Now the question is whether each dual cone of N(δˇ) contains a cluster. In fact, according
to Theorem 1.9 and Lemma 4.14, the question is equivalent to whether each dual cone of
N(δˇ) contains a real δ-vector.
Question 5.2. Does each dual cone of N(δˇ) contain a real δ-vector?
We shall give a positive answer for acyclic quivers. This is based on the following lemma.
Recall that for any acyclic quiver Q we can associate each dimension vector α a weight
δα := 〈α,−〉 ∈ (ZQ0)∗ where 〈−,−〉 is the Euler form of Q. We denote by N(α) the Newton
polytope of a general α-dimensional representation.
Lemma 5.3 ([15]). Let M be a general representation in repα(Q). If δ corresponds to an
imaginary root and hom(δ,M) > 0, then the convex hull of the dimension vectors in L(δ,M)
has codimension at least 2. In particular, such a δ-vector cannot be a normal vector of N(M).
Theorem 5.4. Let α be any dimension vector of Q. Each normal cone Fγ(α) of N(α)
contains a cluster. Hence the Newton polytope N(α) is completely determined by the Newton
polytopes of real Schur representations.
Proof. If γ = 0, Fγ(α) contains the negative cluster. If γ 6= 0, it must be contained in some
facet supported by {γ ∈ RQ0 | δ(γ) = h > 0}. Its normal vector δ can not be imaginary
by Lemma 5.3. So one ray of the cone is real. By the above remark it must contain a
cluster. 
Example 5.5. Let Q be the quiver 1 //// 2 // 3 , and α be the dimension vector (3, 5, 2).
Except for zero and itself, it has 4 vertices, which are listed in the left column. The middle
column is one of the clusters determining the vertex, and the right column is the sequence
of mutations to reach this cluster.
(0, 3, 0) (−e1, e2 − e3,−e3) 2
(0, 0, 2) (−e1,−e2, e3) 3
(0, 5, 2) (−e1, e2 − e3, e2) (2, 3)
(2, 3, 2) (3e1 − 2e2, 2e1 − e2, e3) (3, 2, 1, 2, 1)
Let us test Question 5.2 in a very simple example.
Example 5.6. Consider the quiver
1
a // 4
b

2 //
@@       
OO
3
c❃❃❃❃
^^❃❃
with potential abc. Let δˇ = (0,−3, 1, 1).
One can check that δˇ is not real, and M = Ker(δˇ) has dimension vector (1, 1, 1, 2). Except
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for zero and itself, it has 6 vertices.
(0, 0, 0, 1) (−e1,−e2,−e3, e4 − e3) 4
(0, 0, 1, 0) (−e1,−e2, e3 − e1,−e4) 3
(0, 0, 1, 2) (−e1,−e2, e4, e4 − e3) (4, 3)
(1, 0, 0, 1) (e1,−e2,−e3, e4 − e3) (4, 1)
(1, 0, 1, 1) (e1,−e2, e3, e1 − e4) (1, 4, 3)
(1, 0, 1, 2) (e1,−e2, e4, e4 − e3) (4, 1, 3)
Conjecture 5.7. We have that fδˇ(δ) = fˇδ(δˇ) for any δ and δˇ.
A more optimistic conjecture is that fδˇ(δ) = fˇδ(δˇ) = hom(δ, δˇ) (see Question 2.25).
Observation 5.8. The positive answer to Question 5.2 implies Conjecture 5.7. If this is the
case, we can determine each vertex of N(δˇ) using the method described in Observation 5.1.
Proof. Let M = Ker(δˇ). Suppose that δ ∈ Fγ(M) and {δi}i is a cluster in Fγ(M). By
Theorem 1.9 we can write δ as an integral linear combination of δi’s: δ =
∑
i ciδi. Then we
have the following equalities, where the second one and the last one are due to Theorem 2.6
and 2.22 respectively.
δi(γ) = fδˇ(δi) = hom(δi, δˇ) = fˇδi(δˇ).
Then we have the following equalities, where the third one and the fourth one are due to
Lemma 4.14 and Lemma 2.4 respectively.
fδˇ(δ) = δ(γ) =
∑
i
ciδi(γ) =
∑
i
cifˇδi(δˇ) = fˇ
∑
i
ciδi(δˇ) = fˇδ(δˇ).
In fact, they both equal to hom(δ, δˇ) by Lemma 2.11. 
Due to Theorem 5.4 we have Schofield’s Theorem 0.2 as a corollary of our Theorem 2.6 and
Observation 5.8.
Remark 5.9 (Relation to the cluster algebras). Determine N(δˇ) when A is a Jacobian algebra
is an important problem in the cluster algebra theory. Let Q be a 2-acyclic quiver, and B
be its associated skew-symmetric matrix given by
B(u, v) = |arrows u→ v| − |arrows v → u|.
We denote by C(Q) the associated upper cluster algebra [5]. Let P be a nondegenerate
potential on Q. We still keep the assumption that A = J(Q,P) is finite-dimensional.
In [14] the author introduced a set of elements {Xδˇ} indexed by the δˇ-vectors, of the form
Xδˇ = x
−δˇFδˇ(y),
where Fδˇ is the F -polynomial of Ker(δˇ) [12] and y is a monomial change of variables from
x: yu =
∏
v x
B(u,v)
v . In many cases they are turned out be a basis of C(Q) [31]. The Newton
polytope of this polynomial Fδˇ is exactly given by the generic Newton polytope N(δˇ).
In the meanwhile, a remarkable positive basis consisting of theta functions for all cluster
algebras was introduced in [22]. For each δˇ-vector, there is a theta function ϑδˇ, which is of
the form
ϑδˇ = x
−δˇϕδˇ(y).
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In general, the theta function can be a Laurent series, but let us assume it is a Laurent
polynomial so ϕδˇ is a polynomial with positive coefficients. Another very interesting positive
(quantum) basis called triangular basis was introduced in [32]. It has a similar form
Tδˇ,q = x
−δˇFδˇ,q(y).
In particular, ϕδˇ and Fδˇ can be tropicalized and the tropicalization is determined by its
Newton polytope. We have the following conjecture
Conjecture 5.10. The Newton polytopes of ϕδˇ and Fδˇ,q are the same as the generic Newton
polytope N(δˇ).
5.2. Application to the Fock-Goncharov Duality Pairing. We first briefly recall the
Fock-Goncharnov’s duality pairing [18]. Recall that a skew-symmetrizable matrix B gives
rise to a pair of cluster varieties (A,X ), and their Langlands dual (A∨,X∨). Fock-Goncharov
duality conjecture [18, Conjecture 4.1] says that the tropical points X∨(Zt) of X∨ parame-
trize a basis of ring of regular functions O(A) of A, and we can interchange the roles of A
and X . The duality conjecture fails in general, but can hold with some mild assumption, or
if we replace it with a formal version (see [22] for detail). From now on let us assume the
duality conjecture holds, and denote the parametrizations by
IA : A(Z
t) →֒ O(X∨) and IX∨ : X
∨(Zt) →֒ O(A).
The duality conjecture further asserts that we can require the parametrized bases to be
universally positive and satisfy several interesting properties. One of them concerns the
pairing
A(Zt)×X∨(Zt)→ Z.
There are two canonical ways to define this pairing:
IA(a)
trop(x) and IX∨(x)
trop(a) for a ∈ A(Zt), x ∈ X∨(Zt).
The conjecture says that they are equal. We are going to give a representation-theoretic
interpretation of the above pairings in some special cases. As a consequence, we shall see
that the two ways of pairings are equal. Recall that there is a canonical map pˇ : A∨ → X∨
given by pˇ∗(yu) =
∏
v x
B(v,u)
v , where x and y are the coordinates of A∨ and X∨. At the
level of tropical points, this is given by A∨(Zt) → X∨(Zt), a 7→ aBT. Note that if B is
invertible, then pˇ∗ is injective.
As one can see immediately, the two pairings depend on the map IA and IX∨ . According
to Conjecture 5.10, this may not be an issue for the known interesting bases. At this stage,
let us first resolve this issue by letting IA and IX∨ be the generic basis map. More precisely,
IX∨ and IA are given by
IX∨(δˇ) = x
−δˇFδˇ(x) and IA(a) = y
−aFˇpˇ(a)(y),
where Fδˇ is the F -polynomial of Ker(δˇ) in the x-coordinate, and Fˇδ is the dual F -polynomial
of Coker(δ) in the y-coordinate. The reason why we switch to the dual F -polynomial is due
to the transposition of B in the Langlands dual.
It is known that the F -polynomials may have negative coefficients so the usual tropical-
ization is not well-defined. However, we can modify the usual tropicalization by considering
the tropical F -polynomials. Besides Remark 5.9 this approach is further justified in [15,
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Remark 1.4]. At least when the F -polynomial has positive coefficients, the two notions
agree. So let us define
IX∨(δˇ)
t˜rop = fδˇ ◦B
T − δˇ and IA(a)
t˜rop = fˇpˇ(a) − a,
where BT is the map of multiplication by the matrix BT.
Theorem 5.11 (Fock-Goncharov duality pairing). Suppose that B is skew-symmetric. The
pairings A(Zt) × X∨(Zt) → Z given by IA(a)t˜rop(δˇ) and IX∨(δˇ)t˜rop(a) are both equal to
hom(aBT, δˇ)− a · δˇ in the following two situations
(1) The quiver of B is mutation-equivalent to an acyclic quiver.
(2) Either IX∨(δˇ) or IX (aB
T) is a cluster variable, or equivalently either δˇ or aBT is
negative reachable.
Proof. Due to Corollary 2.26 for (1) and Theorem 2.6 and 2.22 for (2), we have that
IX∨(δˇ)
t˜rop(a) = fδˇ(aB
T)− a · δˇ = hom(aBT, δˇ)− a · δˇ;(5.1)
IA(a)
t˜rop(δˇ) = fˇaBT(δˇ)− a · δˇ = hom(aB
T, δˇ)− a · δˇ.(5.2)

Remark 5.12. It is clear that Conjecture 5.7 implies the equality of the two pairings in all
skew-symmetric cases. If B is invertible, we can set δ = aBT and write hom(aBT, δˇ)− a · δˇ
in a more symmetric form
hom(δ, δˇ) + δB−1δˇT.
Although the main part of Fock-Goncharov duality conjecture was intensively studied,
the meaning of the duality pairing is only known in few cases. For the moduli space of
the PGL2 / SL2-local systems of surfaces, the duality pairing can be interpreted as the
intersection pairing of laminations [17, Proposition 12.1]. The verification of the equality in
this generality is new.
6. Schur Representations and Dual Clusters
Definition 6.1. A representation V is called Schur if Hom(V, V ) = k. It is called real Schur
if in addition we require Ext1(V, V ) = 0.
Here is a method to produce such V . We start with any representation M .
Lemma 6.2. Suppose that δ is E-rigid such that hom(δ,M) = 1. Then tδ(M) is Schur.
Dually, suppose that δˇ is Eˇ-rigid such that hom(M, δˇ) = 1. Then fˇδ(M) is Schur.
Moreover, if M is Eˇ-rigid (resp. E-rigid), then tδ(M) (resp. fˇδ(M)) is real Schur.
Proof. By Corollary 3.5 L = tδ(M) is the image of the nonzero homomorphism C → M
where C = Coker(δ). Since L is a quotient of C, we have that
k ⊆ Hom(L,L) ⊆ Hom(C,L) = k.
Hence Hom(L,L) = k. IfM is Eˇ-rigid, then by [15, Proposition 4.8] we have Ext1(L,L) = 0.

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Let d0 be an E-rigid presentation with ind(d0) = |Q0| − 1. Then by Proposition 1.11,
there are two complements d− and d+ of d0 satisfying e(d−, d+) = e > 0 and e(d+, d−) = 0.
In this case we define the sign of d± in the cluster {d±}∪ ind(d0) to be ±. Throughout this
section we will always assume that e = 1. In other words, (d−, d+) is a regular exchange
pair. 4 In this case, d− and d+ fit into the triangle in Kb(proj -A).
d+ → d→ d− → d+[1],
where d ∈ add(d0). Let δ0 and δ± be the weight vectors of d0 and d±.
Let L = Coker(d+), N = Coker(d−), and N
τ = Ker(τpd−). Note that if d− is nonneg-
ative (i.e., 6= (Pi → 0)), then N
τ = τN . We have that hom(L,N τ ) = e(d−, L) = 1. We
consider the exact sequence
0→ K → L→ N τ → C → 0,
where L→ N τ spans Hom(L,N τ). Let I be the image of L→ N τ .
Definition 6.3. We called dimI, the c-vector of exchange pair (d−, d+). We also called
±dimI the signed c-vector of d± for the cluster {d±} ∪ ind(d0).
According to Corollary 3.5, we have that
K = tˇδ−(L), C = fδ+(N
τ ), and I = fˇδ−(L) = tδ+(N
τ ).
Lemma 6.4. We have that
Hom(d0, I) = 0, E(d0, I) = 0;
Hom(d+, I) = k, E(d+, I) = 0;
Hom(d−, I) = 0, E(d−, I) = k.
Moreover, I is real Schur.
Proof. Since Hom(d0 ⊕ d−, N τ ) = E(d−, d0 ⊕ d−) = 0 and I is a subrepresentation of N τ ,
we get Hom(d0 ⊕ d−, I) = 0. On the other hand, E(d0 ⊕ d+, L) = 0 and I is a quotient of
L, so we have that E(d0 ⊕ d+, I) = 0. By Lemma 3.1, we have that
Hom(d+, I) = Hom(d+, N
τ ) = k;
E(d−, I) = E(d−, L) = k.
Moreover, I is real Schur follows from Lemma 6.2. 
We remark that Lemma 3.1 also tells us Hom(L,C) = 0 and E(L, τN) ∼= E(L,C). Dually
we have that E(N,K) = 0 and Hom(N,K) ∼= Hom(N,L).
Let d = {d1, d2, . . . , dn} be a cluster of presentations, and d
′
j = (d \ {dj}) ∪ {d
′
j} be the
adjacent cluster. Let Ij be defined as above for each (unordered) exchange pair {dj, d′j},
and ǫj be the sign of dj in d.
Definition 6.5. For I ∈ repA and a sign ǫ = ±, we denote ǫI :=
{
I if ǫ = +
I[1] if ǫ = −
as an
element in the bounded derived category Db(repA). We define the dual cluster of d as the
ordered elements (ǫ1I1, · · · , ǫnIn) in Db(repA).
4It is known that this assumption is always satisfied if the algebra is the Jacobian algebra of some QP
and the cluster is (negative or positive) reachable.
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In this notation, we can rephrase Lemma 6.4 as
Hom(d0,±I) = Hom(d−, I) = Hom(d+,−I) = 0 and Hom(d−,−I) = Hom(d+, I) = k.
We use the upright δ to denote the usual delta-function. We write δ⊥ for the abelian
subcategory of repA
δ⊥ := {M ∈ repA | hom(δ,M) = e(δ,M) = 0}.
Theorem 6.6. Let {δi}i be a regular cluster and Ij be defined as above. Then
(6.1) hom(δi, ǫjIj) = δ(i, j) and hom(δi,−ǫjIj) = 0.
Moreover, the simple objects in category δ⊥I :=
⋂
i∈I δ
⊥
i are precisely Ij for j /∈ I.
Proof. The first statement is a direct consequence of Lemma 6.4. For the second statement,
we already have that Ij (j /∈ I) are the simple objects in the category δ⊥I . [24, Theorem
3.8] says that the category δ⊥I is equivalent to the module category of some (basic) algebra
whose quiver has |I| vertices less than Q0. In particular, there are exactly |Q0| − |I| simple
objects in δ⊥I . 
Remark 6.7. If we embed Kb(proj -A) canonically into Db(repA), then the Euler form
〈d, C〉 =
∑
(−1)pHomDb(repA) (d, C[p]) on K
b(proj -A)×Db(repA)
gives us a non-degenerate pairing. This theorem shows in particular that the classes dual
to the basis {δi}i is given by {[ǫiIi]}i = {ǫidimIi}i.
When A is a finite dimensional Jacobian algebra associated to a nondegenerate QP (Q,P),
the c-vectors in [29] are defined as such dual basis. For those reachable clusters, the c-vectors
defined this way agree with the c-vectors of the corresponding clusters in the cluster algebra
C(Q). This duality was further studied in skew-symmetrizable cases in [30]. Here we gave an
explicit construction of the real Schur representations corresponding to the c-vectors for any
regular cluster. The sign coherence of the c-vectors is thus obvious from our construction.
Corollary 6.8. Suppose that we have the exchange triangle
d+i →
⊕
j
bijdj → d
−
i → d
+
i [1].
Let {ǫjIj}j (resp. {ǫ′jI
′
j}j) be the dual cluster of {d1, . . . , d
+
i , . . . , dn} (resp. {d1, . . . , d
−
i , . . . , dn}).
Then bij = δ
−
i ([ǫjIj ]) = hom(δ
−
i , ǫjIj) = δ
+
i ([ǫ
′
jI
′
j ]) = hom(δ
+
i , ǫ
′
jI
′
j), and δ
±
i ([Ii]) = ±1.
Proof. We pair the triangle with the dual basis [ǫjIj ], and we obtain
bij = δ
−
i ([ǫjIj ]) and δ
−
i ([Ii]) = −1.
If ǫj is positive, then Ij is a quotient of Coker(δj). We have that e(δ
−
i , Ij) = 0 so bij =
hom(δ−i , Ij). If ǫj is negative, then Ij is a subrepresentation of Ker(τpδj). We have that
hom(δ−i , Ij) = 0 so bij = e(δ
−
i , Ij) = hom(δ
−
i ,−Ij). The rest can be proved similarly using
the dual basis [ǫ′jI
′
j ]. 
Corollary 6.9. Let {ǫiIi}i be the dual cluster of {δi}i, and M be the direct sum
⊕
i Ii.
Then one of dual cone of N(M) is precisely spanned by this cluster.
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Proof. Consider M± = ⊕ǫi=±Ii, then M± is a vertex subrepresentation of M . We claim
that FM+(M) = 〈δi〉i. We first show that each δi ∈ FM+(M), or equivalently
δi(dimM+) = hom(δi,M).
But this is rather clear from (6.1).
Next we show that each adjacent δ′i /∈ FM+(M), or equivalently
δ′i(dimM+) < hom(δ
′
i,M),
which is equivalent to
−e(δ′i,M+) < hom(δ
′
i,M−).
But it is clear from Corollary 6.8 that if ǫi > 0, then hom(δ
′
i,M−) ≥ 0 and e(δ
′
i,M+) ≥ 1;
if ǫi < 0, then hom(δ
′
i,M−) ≥ 1 and e(δ
′
i,M+) ≥ 0. 
Finally, we pose some questions. Consider the following three sets consisting of
(1) All real Schur representations;
(2) All real Schur representations constructed from Lemma 6.2;
(3) All real Schur representations constructed from exchange pairs (Lemma 6.4).
It is clear that (1) contains (2), and (2) contains (3).
Conjecture 6.10. For the finite-dimensional Jacobian algebras, the three sets are equal.
Problem 6.11. We say a set of real Schur representations is compatible if they are a part of
some dual cluster. Find some reasonable conditions without referring to the original cluster
that can verify the compatibility.
7. The Dual Fan and the Edge Quiver
7.1. The General Case.
Definition 7.1. A fan F in a real vector space V is a finite collection of nonempty polyhedral
cones in V such that
(1) every nonempty face of a cone in F is also a cone in F;
(2) the intersection of any two cones in F is a face of both.
A fan is called complete if the union of all the cones in F is V .
The dual cones of a polytope P fit together into a complete fan, the dual fan of P. It is
also called the normal fan of P. To pedantically stick to the definition, we need the cones
dual to faces (not just vertices) of P. Let L be a face of N(M). The dual cone FL(M) of L
is spanned by
{δ ∈ ZQ0 | δ(γ) = fM (δ), ∀γ ∈ L},
which is the intersection
⋂
γ Fγ(M) over all vertices γ ∈ L. The dual cones of vertices are
the maximal cones of the dual fan. We denote the dual fan of N(M) by F(M).
A fan F1 is said to be a coarsening of a fan F2 if every cone of F2 is contained in some
cone of F1. A fan F2 is said to be a refinement of a fan F1 if every cone of F1 is a union
of cones of F2. If F1 is complete, then it is clear that F2 is a refinement F1 then F1 is a
coarsening of F2, but not vice versa. It follows from Lemma 4.13 that
Lemma 7.2 (cf. [35, Proposition 7.12]). Let M1 and M2 be any two representations of A.
Then F(M1 ⊕M2) is the common refinement of F(M1) and F(M2).
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Let us recall the cluster fan Fr(repA) of A introduced in [7]. The cones of Fr(repA) are
spanned by {δ1, . . . , δp} such that each δi is real indecomposable and e(δi, δj) = 0 for i 6= j.
Note that the maximal cones of Fr(repA) are precisely those spanned by the clusters.
Definition 7.3. Let F(repA) be the set of all cones spanned by {δ1, . . . , δp} such that each
δi is normal and e(δi, δj) = 0 for i 6= j. By Theorem 1.6 and Corollary 4.3, F(repA) forms
a simplicial fan as well. We call it generalized cluster fan.
It follows from Lemma 4.14 that
Proposition 7.4. The fan F(M) is a coarsening of the generalized cluster fan F(repA).
Remark 7.5. In view of Lemma 7.2, Proposition 7.4 and 8.5, F(repA) can be viewed heuris-
tically as the normal fan of the infinite dimensional representation
⊕
M∈repAM .
Next we discuss the 1-skeleton of N(M). We will represent an edge of N(M), that is,
an 1-dimensional face of N(M), by L0L1 where L0 and L1 are vertex subrepresentations.
Recall the functor tδ and tˇδ in Section 3.
Proposition 7.6. If L−L+ is an edge in N(M), then either L− ⊂ L+ or L+ ⊂ L−. Say
L− ⊂ L+, then
L− = tδ(M) and L+ = tˇδ(M) for any δ in the interior of FL−L+(M).
Moreover, we have the following
(1) δ+(L+/L−) ≥ 0 for any δ+ ∈ FL+(M) and δ−(L+/L−)) ≤ 0 for any δ− ∈ FL−(M)
with the equality holding only when δ± ∈ FL−L+(M).
(2) If FL−(M) is spanned by a regular cluster, then L+/L− is a direct sum of isomorphic
real Schur representations.
Proof. The convex hull of L(δ,M) contains L−L+ for δ ∈ FL−L+(M) = FL−(M)∩FL+(M).
If δ is in the interior of FL−L+(M), then δ /∈ FL(M) for any other vertex L, so the convex
hull of L(δ,M) is exactly L−L+. By Theorem 3.2 we have either L− ⊂ L+ or L+ ⊂ L−. If
L− ⊂ L+, then L− = tδ(M) and L+ = tˇδ(M) for any δ ∈ FL−L+(M).
For (1), L+/L− = tˇδ(M)/tδ(M) is δ-semistable by Theorem 3.2. If δ+ ∈ FL+(M) \
FL−(M), then δ+(L−) < δ+(L+) = fM (δ+). Hence δ+(L+/L−) > 0. Similarly, we get
δ−(L+/L−) < 0.
For (2), suppose that FL−(M) is spanned by a regular cluster δ. Then L+/L− is δ-
semistable for any δ ∈ FL−L+(M). There is only one element in δ lying outside FL−L+(M),
so by Theorem 6.6 L+/L− must be an iterated extension of a real Schur representation E.
But Ext1(E,E) = 0, so it has to be a direct sum of E. 
Definition 7.7. We assign the orientation L0 → L1 for each edge L0L1 with L0 ⊂ L1.
We call the resulting oriented graph the edge quiver of N(M), denoted by N1(M). We call
L1/L0 an edge factor of M .
For any 2 consecutive arrows L0 → L1 → L2, we have that Hom(L1/L0, L2/L1) = 0.
Indeed, by Proposition 4.8 we have that Hom(L1,M/L1) = 0. Since L1/L0 is a quotient
of L1 and L2/L1 is a subrepresentation of M/L1, we have that Hom(L1/L0, L2/L1) = 0.
However, there could be some homomorphism if the 2 arrows are not consecutive as shown
in the following example (cf. Lemma 7.17).
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Example 7.8. Consider the same quiver with potential as in Example 5.6. Let M =
Coker(−1, 1, 1, 0). The Newton polytope of M was computed in [15, Example 6.10]. There
is a path 0→ S3 → S34 → L→M in N1(M), where L is the vertex subrepresentation such
that M/L = S3. We see that Hom(S3/0,M/L) = k.
The point of this example is that the filtration of M given by a path from 0 to M in
N1(M) may not be the Harder-Narasimhan filtration associated to any stability condition.
Definition 7.9. The exchange quiver of A is the dual graph of Fr(repA) with orientation
given by {δ−} ∪ δ0 → {δ+} ∪ δ0 if e(δ−, δ+) > 0.
We will need the following lemmas in the next subsection. Recall from Section 4.3 that
∆(M) = ∆0(M) ∩∆1(M). By Lemma 2.13 the cone R≥0∆(M) = F0(M) ∩ FM (M).
Definition 7.10. Suppose that M =
⊕
iMi where each Mi is indecomposable, and the
convex hull of all dimMi has dimension r. We say M has enough stability if the cone
R≥0∆(M) spanned by all δ such that M is δ-semistable has codimension r.
Lemma 7.11. If M is δ-stable for some δ, then M is Schur and have enough stability.
Proof. The fact that M is Schur is well-known (e.g., [10]). In particular, M is indecom-
posable. We observe from Lemma 2.9 that R≥0∆(M), as a cone inside the hyperplane
{δ ∈ RQ0 | δ(dimM) = 0}, must contain an open neighbourhood of δ in this hyperplane.
Hence M has enough stability. 
For any exact sequence 0→ L→ M → N → 0, we clearly have that N(M) ⊆ N(L⊕N)
so that fM ≤ fL + fN . In particular, we have that F0(L) ∩ F0(N) ⊆ F0(M) and dually
FL(L) ∩ FN (N) ⊆ FM (M).
Lemma 7.12. Suppose that L0 ⊂ L1 are two vertex subrepresentations of M . Then
FL0(M) ∩ FL1(M) = R≥0∆(L1/L0) ∩ F0(M/L1) ∩ FL0(L0).
Proof. By Proposition 4.12 we have that
FL0(M) ∩ FL1(M) = F0(M/L0) ∩ FL0(L0) ∩ F0(M/L1) ∩ FL1(L1).
Recall that R≥0∆(V ) = F0(V ) ∩ FV (V ). Clearly we have that F0(M/L0) ⊆ F0(L1/L0) and
dually FL1(L1) ⊆ FL1/L0(L1/L0). So we proved the inclusion ⊆.
Conversely, suppose that δ ∈ R≥0∆(L1/L0) ∩ F0(M/L1) ∩ FL0(L0). By the proceeding
remark, δ ∈ F0(L1/L0) ∩ F0(M/L1) implies δ ∈ F0(M/L0), and dually we get δ ∈ FL1(L1).

7.2. The Acyclic Case. Throughout let Q be an acyclic quiver.
Lemma 7.13. If γ →֒ α, then for general M ∈ repα(Q), we can choose L ∈ repγ(Q) and
N ∈ repα−γ(Q) both in general position such that 0 → L → M → N → 0 is exact. In
particular, if L is a vertex subrepresentation or quotient representation of M , then we may
assume that L is general as well.
Proof. Let Gr ( αγ ) =
∏
v∈Q0
Gr
(
α(v)
γ(v)
)
where Gr ( nk ) is the usual Grassmannian variety. Set
β = α− γ. We fix a point V ∈ Gr ( αγ ) and a point W ∈ Gr (
α
β ) such that V (v) ∩W (v) = ∅
for v ∈ Q0. We define the variety
repγ,β(Q) := {M ∈ repα(Q) | Homk(V (ha),W (ta)) = 0 for any a ∈ Q1}.
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The action of GLα on Gr (
α
γ )is transitive. So γ →֒ α implies that the action morphism
GLα× repγ,β(Q)→ repα(Q)
is dominant (in fact onto). It is clear from the definition that
repγ,β(Q)
∼= repγ(Q)× repβ(Q)×
∏
a∈Q1
Homk(V (ta),W (ha)).
So repγ,β(Q) has two projections p1 and p2, one to repγ(Q) and the other to repβ(Q),
satisfying 0 → p1(M) → M → p2(M) → 0. Hence, any open subset of repα(Q) pulls back
and projects to nonempty open subsets of repγ(Q) and repβ(Q). 
Recall from [25] that if repα(Q) contains a Schur representation, then α is called a Schur
root. α is called real if 〈α, α〉 = 1, otherwise it is called imaginary. It is also called isotropic
if 〈α, α〉 = 0. We denote L ⊥ N if hom(L,N) = ext(L,N) = 0, and denote γ ⊥ β if
hom(γ, β) = ext(γ, β) = 0. If γ ⊥ β, then the number of γ-dimensional subrepresentations
of a general (β + γ)-dimensional representation is finite. We denote this number by γ ◦ β.
Definition 7.14 ([10]). We call two dimension vectors γ and β strongly perpendicular if
γ ◦ β = 1. We denote this by γ ⊥⊥ β. A sequence (β1, β2, . . . , βs) of Schur root is called a
Schur sequence if βi ⊥⊥ βj for all i < j.
Lemma 7.15 ([10, Lemma 4.2]). Suppose that γ ⊥ β1 and γ ⊥ β2.
(1) If γ ◦ (β1 + β2) = 1, then γ ◦ βi = 1 for i = 1, 2;
(2) If ext(β1, β2) = 0 and γ ◦ βi = 1 for i = 1, 2 then γ ◦ (β1 + β2) = 1.
Lemma 7.16. Suppose that β1, . . . , βs is a Schur sequence. Let αr =
∑r
i=1 ciβi for some
ci ∈ Z≥0. Then a general αs-dimensional representation M has a vertex subrepresentation
of dimension αr for 1 ≤ r ≤ s.
Proof. It follows from Lemma 7.15.(2) that M has a unique subrepresentation of dimension
αr for 1 ≤ r ≤ s. By [15, Theorem 4.3] such a subrepresentation is a vertex subrepresenta-
tion. 
Lemma 7.17. If L0 ⊂ L1 ⊂ L2 ⊂ L3 is a sequence of vertex subrepresentations of a general
representation M of Q, then L1/L0 ⊥ L3/L2, and dim(L1/L0) ⊥⊥ dim(L3/L2).
Proof. By Lemma 7.13 we can assume that each Li is a general representation. It is clear
that this is also a sequence of vertex subrepresentations of L3. Then the dual argument
shows that each Li/L0 is general, and 0 ⊂ L1/L0 ⊂ L2/L0 ⊂ L3/L0 is a sequence of vertex
subrepresentations of L3/L0. So WLOG we can assume that L0 = 0 and L3 =M .
By Proposition 4.8 we have that L2 ⊥M/L2. Apply the same argument toM/L1, we get
that L2/L1 ⊥ M/L2. From the exact sequence 0 → L1 → L2 → L2/L1 → 0, we conclude
that L1 ⊥ M/L2. Let dimL1 = γ, dimL2/L1 = β1, and dimM/L2 = β2. Then γ ⊥ βi for
i = 1, 2 and γ ◦ (β1 + β2) = 1. By Lemma 7.15.(1) we have γ ⊥⊥ β2. 
Corollary 7.18. Suppose that M is a general representation of Q. If L0 → L1 → · · · → Lt
is a path in N1(M), then L1/L0 ⊥ Lt/Lt−1, and each dim(Li/Li−1) is a sum of Schur roots
ciβi. Moreover, if βi is not real or isotropic, then ci = 1. This gives rise to a Schur sequence
(β1, β2, . . . , βt). Furthermore, if M is rigid, then each βi is a real Schur root.
TROPICAL F -POLYNOMIALS AND GENERAL PRESENTATIONS 33
Proof. By Lemma 7.17 we have that L1/L0 ⊥ Lt/Lt−1. We can assume that each Li/Li−1 is
general by Lemma 7.13. By Proposition 7.6 each Li/Li−1 is δ-semistable for δ ∈ FLi−1Li(M)
which is of codimension 1. So there is only one summand (up to multiplicity) in the canonical
decomposition of dim(Li/Li−1). The restriction on the coefficients ci follows from the
property of the canonical decomposition [33, Theorem 3.8]. The fact that (β1, β2, . . . , βt) is
a Schur sequence also follows from Lemma 7.17.
IfM is rigid, then all normal vectors of N(M) are real by [15, Theorem 6.17]. In particular,
FLi−1Li
(M) is spanned by |Q0|− 1 real indecomposable δ-vectors. Then the same argument
as in Proposition 7.6 shows that each Li/Li−1 is a direct sum of isomorphic real Schur
representations. 
We recall a real Schur representation is also called exceptional for hereditary algebras. A
sequence of exceptional representations (N1, N2, . . . , Ns) is called an exceptional sequence if
Ni ⊥ Nj for i < j.
Lemma 7.19. Let 0 = L−r ⊂ · · · ⊂ L−1 ⊂ L0 and L1 ⊂ L2 ⊂ · · · ⊂ Ls = M be a
filtration with each factor L1−i/L−i and Li+1/Li a direct sum of isomorphic exceptional
representations m−i N
−
i and miNi respectively. We assume that no Ni is injective, and
(N−r , . . . , N
−
1 ) and (N1, . . . , Ns) are two exceptional sequences satisfying hom(N
−
i , Nj) = 0
for any i and j. Then for any representation U there is an iterated extension V from U by
N−i and τ
−1Ni such that hom(V,M/L1) = ext(V, L0) = 0.
Proof. It is easy to check that
hom(N−i , L0/L−i) = hom(N
−
i ,m
−
i N
−
i ) = m
−
i ;(7.1)
ext(N−i , L0/L−i) = ext(N
−
i ,miN
−
i ) = 0.(7.2)
We first construct some U ′ from U by some iterated extension byN−i satisfying ext(U
′, L0) =
0. If ext(U,L0) = 0, then we are done. Otherwise, we inductively construct such U
′.
Suppose that we have constructed some Ui−1 such that Ui−1 is an iterated extension from
U by N−k (1 ≤ k ≤ i − 1) and Ext(Ui−1, L0/L−(i−1)) = 0. So we have a surjection
Ext(Ui−1,m
−
i N
−
i ) ։ Ext(Ui−1, L0/L−i). Let ei = ext(Ui−1, N
−
i ). We take the universal
extension
0→ eiN
−
i → Ui → Ui−1 → 0.
Then by (7.1) and (7.2) we have the long exact sequence
Kmei ∼= Hom(eiN
−
i , L0/L−i)→ Ext(Ui−1, L0/L−i)→ Ext(Ui, L0/L−i)→ Ext(eiN
−
i , L0/L−i) = 0.
It follows from the construction that the first map is surjective so Ext(Ui, L0/L−i) = 0. So
inductively we obtain U ′ = Ur such that Ext(U
′, L0) = 0.
Next recall the Auslander-Reiten duality hom(M,N) = ext(τ−1N,M) for any non-
injective N . We do the same inductive construction, namely
0→ U ′i−1 → U
′
i → hiτ
−1Ni → 0,
where hi = ext(τ
−1Ni, U
′
i−1). The similar argument can verify that V = U
′
s−1 satisfies
hom(V,M/L1) = 0. Finally, we need to verify that ext(V, L0) = 0. Since hom(N
−
i , Nj) = 0,
we have hom(L0, Ni) = 0. From the exact sequence
0 = ext(hiτ
−1Ni, L0)→ ext(U
′
i , L0)→ ext(U
′
i−1, L0) = 0
we conclude that in each step ext(U ′i , L0) remains zero. 
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Corollary 7.20. In the setting of Lemma 7.19, let ν−i and νi be the weight vector of N
−
i
and τ−1Ni respectively. We define νi = −ev if Ni = Iv. Then for any weight vector δ there
is a δ′ which is a positive linear combination of δ, ν−i and νi such that hom(δ
′,M/L1) =
ext(δ′, L0) = 0.
Proof. Suppose that some Ni = Iv is an indecomposable injective representation. Since
ext(N, Iv) = 0 for any representation N , we may WLOG assume that any Iv appears after
all non-injective factors in the filtration.
By Lemma 7.19 there is some V such that hom(V, Lt/L1) = ext(V, L0) = 0. By construc-
tion there is a presentation dV : P− → P+ of weight δV such that Coker(dV ) = V and δV
is a positive linear combination of δ, ν−i and νi. Suppose that hom(δ, Iv) = h. We define
a presentation d′ : hPv ⊕ P−
dv,dV
−−−−→ P+ where dv is a general map in Hom(hPv, P+). Then
Hom(d′, Iv) = 0. We claim that hom(d
′,M/L1) = ext(d
′, L0) = 0 so that the weight δ
′ of d′
is as required.
Consider the exact sequence
Hom(P+, L0)→ Hom(P−, L0)⊕Hom(hPv, L0)→ Ext(d
′, L0)→ 0.
Since Hom(hPv, L0) = Hom(L0, Iv)
∗ = 0, we have that Ext(d′, L0) = Ext(V, L0) = 0. On
the other hand, Hom(d′, Lt/L1) ⊂ Hom(V, Lt/L1) = 0. Applying Hom(d′,−) to the exact
sequence 0→ Lt/L1 →M/L1 → Iv → 0 yields
0 = Hom(d′, Lt/L1)→ Hom(d
′,M/L1)→ Hom(d
′, Iv) = 0.

Let S(α) be the set of all Schur sequences (β1, β2, . . . , βr) (of any length) such that α is a
positive integral combination α =
∑r
i=1 ciβi and ci = 1 whenever βi is not real or isotropic.
Theorem 7.21. There is a bijection between S(α) and the maximal paths in N1(α).
Proof. Due to Corollary 7.18 it remains to show that all such Schur sequences arise as a
path from 0 to M in N1(M) where M is general in repα(Q). More precisely, N1(M) has a
path 0 = V0 → V1 → · · · → Vr = M such that each Vi/Vi−1 is a general ciβi-dimensional
representation. By Lemma 7.16, M has a (unique) αi-dimensional vertex subrepresentation
Vi (1 ≤ i ≤ r). By Lemma 7.13 each Vi/Vj (i > j) is a general representation. So it
remains to show that there is an arrow Vi−1 → Vi. For this, we are going to show that
FVi−1(M) ∩ FVi(M) has codimension 1. According to Lemma 7.12 and Corollary 2.26, it
suffices to find |Q0| − 1 linearly independent weight vectors {δ′k}k such that Vi/Vi−1 is
δ′k-semistable and hom(δ
′
k,M/Vi) = ext(δ
′
k, Vi−1) = 0.
We recall the refinement theorem ([10, Theorem 4.11]). Together with Proposition 4.8 it
implies that there is a filtration
0 = L−s ⊂ · · · ⊂ L−1 ⊂ L0 = Vi−1 and Vi = L1 ⊂ L2 ⊂ · · · ⊂ Lt+1 =M
such that L1−i/L−i = m
−
i N
−
i and Li+1/Li = miNi and (N
−
s , . . . , N
−
1 , Vi/Vi−1, N1, . . . , Nt)
is almost an exceptional sequence except that Vi/Vi−1 may not be a direct sum of exceptional
representations. When applying the refinement theorem, we skip the factor Vi/Vi−1 (or
equivalently ciβi). In particular, the conditions in Corollary 7.20 are satisfied.
The homogeneity of the canonical decomposition ([33, Theorem 3.8]) implies that Vi/Vi−1
is δ-semistable iff a general βi-dimensional representation Ui is δ-semistable. Since βi is a
Schur root, [33, Theorem 6.1] implies that Ui is δ-stable for some δ. By Lemma 7.11 there
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are |Q0| − 1 linearly independent {δk}k such that Ui (and thus Vi/Vi−1) is δk-semistable.
So by Corollary 7.20 there is some δ′k which is a positive linear combination of δk, νi and
ν−i such that hom(δ
′
k,M/L0) = ext(δ
′
k, L1) = 0. Note that Ui is both νi-semistable and
ν−i -semistable. Hence Ui is δ
′
k-semistable. Therefore, we constructed |Q0|−1 weight vectors
{δ′k}k as required. 
Corollary 7.22. Suppose that M is a general representation of Q, and L0, L1 are two
vertex subrepresentations of M . Then L0 ⊂ L1 iff there is a path from L0 to L1 in N1(M).
Proof. Let β0 = dimL0, β1 = dimL1/L0, and β2 = dimM/L1. Then we have that βi ⊥⊥ βj
for i < j by Lemma 7.17.
Let βi :=
⊕
k βi,k be the canonical decomposition of βi. By [10, Remark 4.6] we may
assume that each {βi,k}k is a Schur sequence. Then βi,k ⊥ βj,l for any i < j and any k, l.
We apply Lemma 7.15.(1) to
⊕
k βi,k and βj for fixed i < j, and conclude that βi,k ⊥⊥ βj
for each k. Then apply Lemma 7.15.(1) to βi,k and
⊕
l βj,l for fixed k and i < j, and we
conclude that βi,k ⊥⊥ βj,l. We thus obtained a Schur sequence by juxtaposing the canonical
decomposition of βi for i = 1, 2, 3. This Schur sequence corresponds to a path in N1(M) by
Theorem 7.21. Since any Schur sequence is linearly independent ([10, Corollary 4.12]), this
path must pass L0 and L1. 
Example 7.23. Let Q be the quiver 1 // // 2 // 3 , and α be the dimension vector (3, 5, 2).
Except for zero and itself, N(M) has 4 vertex subrepresentations L1, L2, L3, L4 of dimension
(0, 3, 0), (0, 0, 2), (2, 3, 2), and (0, 5, 2) respectively (see Example 5.5). We list all paths from
0 to M in N1(M) together with the corresponding Schur sequences.
0→M (3, 5, 2)
0→ L1 →M e2, (3, 2, 2)
0→ L3 →M (2, 3, 2), (1, 2, 0)
0→ L2 → L3 →M e3, (2, 3, 0), (1, 2, 0)
0→ L1 → L4 →M e2, (0, 1, 1), e1
0→ L2 → L4 →M e3, e2, e1
Question 7.24. Does the last statement of Corollary 7.18 still hold if M is an E-rigid rep-
resentation of a quiver with potential? Does Corollary 7.22 still hold if M = Coker(δ) for a
quiver with potential?
8. Examples
In this section, we give some concrete examples of F(M) and N1(M). There are at least
two parameters that we can vary. One is the representationM , and the other is the algebra
A.
8.1. The case when M = A.
Lemma 8.1. A vertex subrepresentation I of A is a two-sided ideal of A. Dually, for a
vertex quotient representation I∗ of A∗, I is a two-sided ideal of A.
Proof. Recall our convention that all modules are right. We need to show that AI ⊆ I.
If not, there is some a such that aI * I. By the Wedderburn-Malcev theorem, we can
assume that a is in the radical of A. Then (1 + a)I * I as well. But 1 + a is invertible so
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(1 + a)I has the same dimension vector as I. This contradicts the fact that I is a vertex
subrepresentation (see Proposition 4.8). 
Proposition 8.2. Assume that fˇA(δˇ) = hom(A, δˇ). If δˇ ∈ FˇA/I(A) and dˇ ∈ IHom(δˇ),
then dˇ is surjective with the same kernel after tensoring with A/I. Dually, assume that
fA∗(δ) = hom(δ, A
∗). If δ ∈ FA∗/I∗(A
∗) and d ∈ PHom(δ), then d becomes injective with
the same cokernel when tensoring with A/I.
Proof. δˇ ∈ FˇA/I(A) implies that δˇ(A/I) = hom(A, δˇ). By the dual of Lemma 3.1, we have
that hom(A/I, δˇ) = hom(A, δˇ). This implies that the kernel of dˇ does not change after
tensoring with A/I. Then dimKer(δˇ) = hom(A/I, δˇ) = δˇ(A/I) = δˇ((A/I)∗), which implies
that δˇ is surjective after tensoring with A/I. 
Example 8.3. Consider the quiver
2
b
❂
❂❂
❂
1 //
a
@@✁✁✁✁
3
with relation ab. Except for the two
trivial ones, N(A) has 7 vertex subrepresentations as listed in the left column. The middle
and right columns are the corresponding ideals and dual cones.
(P1, S3, S3) 〈e1, e3〉 (e1,−e2,−e3)
(S2 ⊕ S3, P2, S3) 〈e2, e3〉 (−e1, e2 − e1,−e3)
(S3, S3, S3) 〈e3〉 (e1, e2 − e1,−e3)
(S2, P2, 0) 〈e2〉 (−e1,−e2, e3 − e2 − e1)
(P1, P2, 0) 〈e1, e2〉 (e1,−e2, e3 − e2 − e1)
(P1, 0, 0) 〈e1〉 (−e1, e2 − e1, e3 − e1, e3 − e2 − e1)
(S2, 0, 0) 〈a〉 (e1, e3 − e2 − e1, e3 − e1)
8.2. Cluster-Finite Algebras.
Definition 8.4. We call an algebra cluster-finite if it has only finitely many indecomposable
E-rigid representations.
A cluster-finite algebra may not be representation-finite. For example, the preprojective
algebra of Dynkin type (other than Ai, i < 5). We showed that the cluster fan of a cluster-
finite algebra is complete ([7, Proposition 6.1]). In particular, the cluster fan is the same as
the generalized cluster fan.
Proposition 8.5. Suppose that A is cluster-finite. Let M be the direct sum of all E-rigid
representations. Then the dual fan F(M) is the cluster fan of A, and the edge quiver N1(M)
is the exchange quiver of A.
Proof. The claim about the dual fan is a direct consequence of Theorem 4.17 and the
completeness of the cluster fan. So if (δ−, δ+) is an exchange pair and δ± ∈ FL±(M), then
there is an arrow between L− and L+. We need to show that the arrow has the correct
direction. By Proposition 7.6 it suffices to show that δ−(dimL0) < 0 and δ
+(dimL0) > 0
where L0 = δ
⊥
0 (M) for δ0 ∈ FL−L+(M). Apply Hom(−, L0) to the exchange triangle
d+ → d0 → de− → d+[1] of Proposition 1.11, and we get the exact sequence
0→ Hom(eδ−, L0)→ 0→ Hom(δ+, L0)→ E(eδ−, L0)→ 0→ E(δ+, L0)→ 0.
Hence δ−(dimL0) < 0 and δ
+(dimL0) > 0. 
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Example 8.6. We continue with Example 8.3. There are 9 indecomposable representations
of A. Except for indecomposable projective, injective, and simple representations, they are
R = Coker(1,−1, 0) and T = Coker(1, 1,−1). They are either E-rigid or Eˇ-rigid. It turns
out that to get the cluster fan of A, we do not need all of them as in Proposition 8.5. We
have two minimal choices. One is P2, P3, I1, I2, R, T , and the other is P1, P2, P3, I1, I2, I3.
Here is the polytope for the first choice. We also display the edge quiver and the edge
factors. The 18 vertices correspond to the 18 clusters.
4S3
4S
2
2
S
1
2S
2
S
1
2P2
2
S
1
2S3
3
S
1
4
S
1
R
I2
3S3
I2
2I2
S
2
R
I3
P1
P2
R
R
2S3
S
2
2S
2
P2
S3
The statement for the dual cluster in Corollary 8.7 also holds here because we can check
that each cluster is regular.
Let (Q,P) be a quiver with nondegenerate potential such that its Jacobian algebra A
is finite-dimensional and cluster-finite. Let C(Q) be the cluster algebra associated to the
quiver Q. The following is a direct consequence of Proposition 8.5, Theorem 6.6 and the
results in [12].
Corollary 8.7. Let M be the direct sum of all E-rigid representations of A. Then the dual
fan F(M) is the cluster fan of C(Q), and the edge quiver N1(M) is the exchange quiver of
C(Q). Moreover, the signed dimension vectors of the real Schur representations attached to
the arrows from/to a fixed vertex L are the signed c-vectors dual to the cluster FL(M).
Remark 8.8. We recover and generalize the main result in [4], where the authors obtain the
similar result for Dynkin quivers (without potentials). In such cases, the Newton polytope
is the so-called generalized associahedron [19].
We conjecture that any strict subset of ind(M) cannot do the job. More precisely, let N
be a direct sum of elements in any strict subset, then F(N) is not the cluster fan of C(Q).
We are able to prove this conjecture for the Dynkin quivers. By contrast, we will see that
for the preprojective algebras of Dynkin type, we need very few E-rigid representations,
namely projective ones only.
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8.3. Preprojective Algebras. In this subsection, we let A be the preprojective algebra of
a Dynkin diagram. In [3] three authors showed that if M is a general representation in some
irreducible component of repν(A), then N(M) is the MV polytope of certain basis element
of k[U ] associated to M , where U is the maximal unipotent group of the simple, connected,
simply-connected Lie group of the same Dynkin type. This is also part of our motivation
for studying the Newton polytope of a representation.
An interesting result in [28] says that the maximal rigid presentations dw can be labelled
by the elements w in the Weyl group of the same Dynkin type. The cokernel of dw is the
ideal Iw of A introduced in [6].
Proposition 8.9. The vertices of N(A) are labelled by the ideals Iw, and FIw (A) is the
cluster corresponding to dw. So F(A) is the cluster fan F(repA), which is a Weyl fan.
Proof. Let δw be the weight vector of the maximal rigid presentation dw. We claim that
tδw(A) = Iw, which implies that Iw is the vertex subrepresentation of A such that FIw (A) is
the cluster corresponding to dw. It is known (e.g, [3]) that the Iw determines a torsion pair
T (Iw) = {M ∈ repA | Ext
1(Iw,M) = 0} and F(Iw) = {M ∈ repA | Hom(Iw ,M) = 0}.
On the other hand, recall from Definition 3.3 that the torsion free class F(δw) associated to
δw is F(Iw) as well. So its associated torsion class is T (Iw). Now the claim follows from the
the exact sequence 0→ Iw → A→ A/Iw → 0. Indeed, from Iw ∈ T (Iw) and A/Iw ∈ F(Iw)
[3], we conclude that tδw(A) = Iw.
Since F(A) is a coarsening of F(repA), we must have the equality F(A) = F(repA), and
thus there are no more vertices other than Iw.

Example 8.10. Let Tij be the indecomposable representation with socle Si and top Sj ,
and R2 (resp. R
2) be the (1, 1, 1)-dimensional indecomposable representation with socle S2
(resp. top S2). We display the Newton polytope of A for Dynkin type A3. The vertices are
labelled by the 24 permutations of the symmetric group S4.
S
1
S
3
R2
S
1
P1
T
23
T1
2
T2
1
S
3
S2
T
23
S2
2341
2431
4231
4213
2143
2413
S
3
S2
S
1
T
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T
32
T1
2
S2
P3
S
3
T1
2
P3
T2
1
T
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S
1
S2
R2
T1
2
S2P1
S
3
S
1
S
1
T
32
S
3
1234
1243
1324
1423
1342
1432
2134
3124
4123
3142
4132
2314
3214
3412
4312
3241
3421
4321
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