We propose a hybrid coding system that utilizes both Wavelet Packet (WP) and DCT techniques. To process each audio frame, the system selects either WP or DCT as the transform based on the frame flatness measures in the wavelet domain and the frequency domain. If DCT is chosen, all DCT coefficients are quantized by a nonuniform quantizer according to the frequency masking curve. On the other hand, frame data are segmented into 26 fixed subbands when WP is chosen. Then, the system selectively utilizes DCT to promote frequency resolution of each subband based on the subband flatness measure. By quoting optimal bit-allocation for non-ideal filter bank, the masking threshold from psychoacoustic model can be translated into specific criteria in the wavelet domain for quantization. Experiment results show that the proposed system is superior to MP3 and AAC LC profile at 64k bps.
INTRODUCTION
The transmission of multimedia over network and the storage of multimedia in portable device become increasingly important at the moment. The demands of high quality, low complexity, and low bitrate reveal the importance of good and efficient audio compression. The wavelet packet transform is one of the efficient techniques applied to audio coding [1] [2] . In 1993, Sinha and Tewfik proposed an audio coder with adaptive wavelets [3] . They discovered that adaptive wavelets with maximum vanish moments has significant improvement in bit rate. In 1998, an audio coding system with adaptive wavelet packet decomposition was designed by Srinivasan and Jamieson [4] . However, their coders only use wavelet packet with limited frequency resolution without high precision masking threshold in the wavelet domain.
In this work, we propose a Hybrid Wavelet Packet and DCT (HWPD) audio coding system adopting both wavelet packet and DCT as its transformation kernel to get either finer time resolution or better frequency resolution. Moreover, we adopt optimum bit allocation algorithm developed by Caini and Coralli [5] that can translate the masking threshold in the frequency domain into the wavelet domain.
In section II, we describe general aspects of the wavelet packet decomposition structure. Section III shows how the psychoacoustic model is applied to this system. Then we present the bit allocation algorithm in Section IV. The whole system architecture is presented in Section V. The simulation results are discussed in section VI. Finally, conclusions are given in section VII.
WAVELET PACKETS
Discrete wavelet transform is a set of building blocks representing signals or functions. The general statement is as in (1) where scaling functions and wavelet functions are as expansion bases of signal g(t). jo is the initial scale which may be zero or any integer. j is the scale of resolution and k is the translation step. The wavelet packet system was proposed by Ronald Coifman [6] to allow a finer and adjustable resolution of frequencies at high frequencies. It also gives a richer structure that allows adaptation to particular signals or signal classes.
To achieve efficient compression, the bandwidth of each subband should match to that of critical bands as closely as possible. However, the deeper the decomposition is, the longer the length of effective syntheses filter would be. Therefore, the decomposition 0-7803-9266-3/05/$20.00 C2005 IEEE.
December 13-16, 2005 Hong Kong structure [4] as shown in Fig. 1 is chosen, in which the audio signal is divided into short stationary segments to get good compression efficiency. The segment is chosen to be 2048 samples which are about 46.44 ms at 44.1 kHz.
7-stage 26-subband WP a major problem in wavlet audio coding is how to allocate the noise. [5] proposes an optimum bit allocation algorithm with nonideal reconsruction filters for M nonuniform subbands as in The human auditory system (HAS) [7] has many useful features as to audio compression. Psychoacoustic model makes it practical via a series of mathematical formulas.
The goal of the model is to obtain the minimum masking threshold of each subband. Then we can adjust the quantization resolution such that the quantization error is below these thresholds and thus inaudible. HWPD has the same model as MPEG AAC psychoacoustic model. The noise-masking thresholds for the critical bands are calculated via a 2048-point FFT. The tonality measure, which ranges from 0 to 1, is based on the predictability of the current frame from the past two frames. The spreading function describes the property of the ear-to-mask noise at a frequency in the neighborhood of a tone. Then, the "just masked" noise level, that is minimum masking threshold, is calculated from spreading function and the tonality index. The absolute threshold of hearing (ATH) and pre-echo control are also incorporated. Finally, the minimum threshold for each subband is extracted.
BIT ALLOCATION
where 1/ I, is decimation factor, a,2 is variance of signal, 8i is the quantizer performance factor, wk is the masking threshold in frequency domain, and Ri is the average bits per sample of subband i. The term hik is called leakage coefficient that represents the noise energy density injected into kth frequency subband due to the quantization of ith wavelet subband. R is the constraint of average bits per sample.
SYSTEM ARCHITECHURE
The frame segmentation of HWPD is shown as in Fig. 2 . Each frame contains 2048 samples with 128-sample overlapping with adjacent frames to reduce blocking effect. The head and the tail of a frame are multiplied by a 128-point square-root raised-cosine window. 
Fig. 2 Frame segmentation
The block diagram of HWPD encoder and decoder is shown in Fig. 3 and Fig. 4 
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where N is the frame length and X(n) are coefficients of WP or DCT. The value of FM indicates the variation degree of signal in that domain. The smaller the value of FM is, the more signal energy concentration in a few coefficients is. Therefore, a more efficient coding may be obtained in this domain. In addition to the frame based mode decision, a "Subband Based Mode Decision" is used in the WP path, as in Fig. 3 . The flatness measure as in (3) is again used in determine the mode. According to the FM, each subband decides whether DCT will be executed or not.
Original music signal is also fed into psychoacoustic model as described in section III in another path to estimate the frequency masking thresholds. Then the bit allocation algorithm, mentioned in section IV, provides the relative noise thresholds for each wavelet subband. WP subband coefficients are then quantized by uniform quantizers with step sizes controlled by thresholds in the wavelet domain.
In Fig. 3 , if this frame is more suitable for DCT, all DCT coefficients are quantized by a non-uniform quantizer with the quantization formula [10] Fig. 5 demonstrates the performance of HWPD and wavelet packet. WP is more suitable for those songs with almost flat spectrum, such as "bass" and "butter". Fig. 5 shows that the selective DCT indeed improves audio quality significantly. The overall performance is demonstrated in Fig. 6 . The proposed HWPD system is best for popular music and orchestral music but relatively weak for attack music. Overall, HWPD audio coding system can provide better quality than MP3 [9] , AAC LC [10] at 64k bps.
CONCLUSION
Neither WP nor MDCT can be the most efficient method to encode all music. It means that both time and frequency information are important in audio coding. In this work, we have presented the hybrid wavelet packet and DCT audio compression system, HWPD, that can provide either finer time resolution by using wavelet packet or better frequency resolution by using DCT to decompose audio signal. By utilizing "Flatness Measure Mechanism", HWPD can select a proper transformation accurately and encode all types of music efficiently. As a result, HWPD can provide superior quality to MP3, AAC LC at the bit rate of 64k bps. 
