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Re´sume´ – Nous proposons dans cet article une nouvelle technique d’ICA baptise´e SAUD (Semi-Algebraic Unitary Deflation)
et base´e sur une proce´dure de de´flation unitaire semi-alge´brique. SAUD permet ainsi d’identifier une a` une les composantes
inde´pendantes sans souffrir des inconve´nients des approches adaptatives (lenteur de convergence, etc.). Des simulations nume´riques
en contexte biome´dical (EEG) illustrent le bon comportement de SAUD face a` COM2, DEFA et FastICA.
Abstract – We propose in this paper a new ICA method, namely SAUD, based on a Semi-Algebraic Unitary Deflation
procedure. SAUD is able to identify one by one the independent components avoiding the drawbacks of an adaptive solution
(slow convergence, etc.). Computer results, representative of the biomedical context (EEG), show the good behavior of SAUD
compared with other algorithms such as COM2, DEFA and FastICA.
1 Introduction
L’inte´reˆt pour l’Analyse en Composantes Inde´pendantes
(ICA) n’a cesse´ de grandir et ce depuis les travaux pre´cur-
seurs de C. Jutten et al. [10]. Nombre d’approches ont
vu le jour, chacune visant a` traduire la notion d’inde´pen-
dance statistique sous une forme algorithmiquement ex-
ploitable [1,3,5,8,11]. Parmi elles, certaines ont e´tabli un
lien entre l’ICA et la de´composition canonique de tableaux
cumulants d’ordre supe´rieur, proposant alors de nouveaux
outils de de´composition tensorielle [1, 3, 5].
Si la se´paration de sources rencontre un grand succe`s,
c’est en partie duˆ au fait qu’elle trouve sa place dans
grand nombre d’applications telles que les te´le´communi-
cations, le tatouage, le traitement de la parole ou bien
encore le domaine biome´dical. Ainsi, des travaux visant
l’e´laboration d’un syste`me ambulatoire multi-varie´ per-
mettant d’explorer, sur une longue dure´e et a` domicile,
les fonctions neurologiques pour le diagnostic de diffe´rents
troubles du sommeil, ont re´cemment e´te´ mene´s [12]. Ces
derniers ont conduit a` l’e´laboration d’un nouveau syste`me
d’acquisition compose´ de seulement quatre e´lectrodes et
d’une re´fe´rence en lieu et place des syste`mes standards
d’enregistrement compose´s au minimum d’une dizaine de
capteurs. Cette re´duction du nombre d’e´lectrodes a ce-
pendant ne´cessite´ l’utilisation de l’ICA afin d’identifier les
composantes d’inte´reˆt pour le clinicien.
Ne´anmoins, et tel est le cas pour l’application pre´ce´-
dente, il n’est pas toujours ne´cessaire d’extraire l’ensemble
des composantes, d’ou` l’e´mergence des techniques d’ICA
dites de de´flation visant a` identifier les composantes l’une
apre`s l’autre. La premie`re me´thode a` voir le jour, que
nous nommerons DEFA (DEFlation Approach for ICA),
fut propose´e a` la fin du sie`cle dernier [7]. D’autres sui-
vront telles que la version non syme´trique de FastICA [8]
ou bien, plus re´cemment, l’approche RobustICA [14]. Si
DEFA [7] est remarquable d’un point de vue the´orique,
elle souffre en pratique des inconve´nients lie´s a` l’utilisa-
tion de l’agorithme du gradient.
Nous proposons dans cet article une nouvelle technique
d’ICA baptise´e SAUD (Semi-Algebraic Unitary Deflation)
et base´e sur une proce´dure de de´flation unitaire semi-
alge´brique. SAUD permet ainsi d’identifier une a` une les
composantes inde´pendantes sans souffrir des inconve´nients
des approches adaptatives (lenteur de convergence, etc.).
Des simulations nume´riques en contexte biome´dical illus-
trent le bon comportement de SAUD face a` COM2, DEFA
et FastICA.
2 Pre´liminaires et proble´matique
L’ICA peut eˆtre interpre´te´e comme une extension de
l’Analyse en Composantes Principales (PCA) qui pour sa
part n’impose l’inde´pendance statistique des composantes
qu’a` l’ordre deux. Avant de de´finir plus en de´tails l’ICA,
rappelons la de´finition d’un contraste [5]. Celle-ci ne´cessite
d’introduire quelques notations. En particulier, notons F
l’espace vectoriel des vecteurs ale´atoires a` valeur dans RP ,
S le sous-espace vectoriel de F dont les e´le´ments ont tous
des composantes mutuellement inde´pendantes, H l’espace
des matrices re´elles de taille (P×P ),H·S le sous-espace de
F des vecteurs ale´atoires obtenus par une transformation
affine issue de H d’un vecteur de S, IP la matrice identite´
de H, et T le sous-espace de H des matrices triviales (i.e.
de la forme DΠ ou` D est une matrice diagonale de H et
Π une matrice de permutation de H.
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De´finition 1 Un contraste ψ est une application de H×
H·S dans R satisfaisant les deux proprie´te´s suivantes :
i) la valeur du contraste est maximale pour tout vecteur
de S, i.e. ∀s∈S, ∀A∈H, ψ(A,As) ≤ ψ(IP , s) ;
ii) deux valeurs de contraste sont e´gales si et seulement
si les deux matrices de H concerne´es sont e´gales a`
une matrice triviale pre`s, i.e. ∀s ∈ S, ψ(A,As) =
ψ(IP , s)⇔ A ∈ T .
Nous pouvons de`s lors de´finir l’ICA d’un vecteur ale´atoire
a` valeur dans RP .
De´finition 2 L’ICA d’un vecteur ale´atoire x de longueur
N et de matrice de covariance Rx est donne´e par le couple
de matrices (A,∆) ve´rifiant les proprie´te´s suivantes :
i) la matrice de covariance Rx se de´compose sous la
forme Rx = A∆A
T ou` ∆ est une matrice semi-
de´finie positive et ou` A est une matrice de rang co-
lonne plein ;
ii) le vecteur x se de´compose sous la forme x=As ou`
s est un vecteur ale´atoire de longueur P , de matrice
de covariance ∆ et dont les composantes sont le plus
inde´pendantes possibles au sens de la maximisation
du contraste choisi.
Des deux de´finitions pre´ce´dentes de´coule l’inde´termination
suivante, qui, rappelons-le, n’est en ge´ne´ral pas contrai-
gnante d’un point de vue applicatif.
Proprie´te´ 1 Soit (A,∆) le couple de matrices caracte´-
risant l’ICA d’un vecteur ale´atoire x, il en est de meˆme
pour le couple (A′,∆′) ve´rifiant A′ =AT , ou` T est une
matrice de T .
Le choix du contraste est donc crucial dans la re´alisa-
tion d’une ICA. L’information mutuelle, qui n’est autre
que la distance de Kullback entre la densite´ de proba-
bilite´ conjointe des composantes estime´es et le produit
des densite´s marginales des meˆmes composantes, est l’un
des contrastes les plus naturels [5]. Cependant sa mise
en oeuvre n’en reste pas moins difficile de par l’estima-
tion des densite´s qu’il requiert. Un contraste plus facile-
ment exploitable peut eˆtre obtenu au moyen des cumu-
lants d’ordre 4 du vecteur ale´atoire x dont on souhaite
re´aliser l’ICA (voir [2, section III] pour un rappel sur les
cumulants d’ordre 4). En pratique, ce contraste est plutoˆt
construit en fonction des cumulants d’ordre 4 du vecteur
blanchi de x.
De´finition 3 On appelle blanchiment spatial (ou stan-
dardisation) d’un vecteur ale´atoire x l’ope´ration qui con-
siste a` identifier la matrice de passage Θ telle que le vec-
teur x˜=Θx ait une matrice de covariance e´gale a` l’iden-
tite´. On dit que x˜ est le vecteur blanchi de x.
Le blanchiment du vecteur x conside´re´ conduit tout
simplement a` re´aliser une ACP de x. En outre, le blanchi-
ment a pour utilite´, non seulement de re´duire la dimension
du vecteur x si celle-ci e´tait supe´rieure au nombre de com-
posantes principales de x, mais e´galement d’orthogonaliser
la matrice A de la de´finition (2), facilitant sa recherche.
Proprie´te´ 2 Soit x˜=Θx le vecteur ale´atoire x blanchi
et (A˜,∆) le couple de matrices caracte´risant l’ICA de x˜.
La matrice A˜ est alors orthogonale et le couple (Θ−1A˜,∆)
caracte´rise l’ICA de x.
Le contraste enploye´ dans COM2 [5], base´ sur les cu-
mulants d’ordre 4 du vecteur blanchi de x est de´crit ci-
dessous.
The´ore`me 1 L’application ψ de´finie par :
ψ(U , s) =
∑P
p=1(Cp,p,p,p,s)
2 (1)
ou` Cn1,n2,n3,n4,s de´signe la (n1,n2,n3,n4)-ie`me composante
du tableau cumulant d’ordre 4, C4, s, du vecteur s=U
T
x˜
ou` x˜ est un vecteur blanchi de F et U une matrice ortho-
gonale, est un contraste [5].
Nous allons dans la section suivante pre´senter la me´-
thode SAUD qui consiste a` re´aliser par de´flation l’ICA du
vecteur blanchi x˜ en exploitant le fait que la matrice de
facteurs A˜ recherche´e est orthogonale.
3 La me´thode SAUD
Soit A˜(:, σ(1)) l’un des vecteurs colonnes de A˜ recherche´
lors de la premie`re e´tape de SAUD, et soit sσ(1) la compo-
sante inde´pendante associe´e de´finie par la relation sσ(1)=
A˜(:, σ(1))Tx˜ , ou` σ est une permutation de {1, 2, . . . , P}.
Conside´rons a` pre´sent le lemme suivant [13] :
Lemme 1 Tout vecteur ligne normalise´ q de RP dont la
dernie`re composante est strictement positive, peut eˆtre re-
pre´sente´ comme la dernie`re ligne d’une matrice orthogo-
nale Q
β
donne´e par Q
β
=Qβ1 · · ·QβP−1 ou` les P−1 compo-
santes du vecteur β=[β1, · · · , βP−1]
T sont des angles ap-
partenant a` l’intervalle ]−pi/2, pi/2[ et ou` les P−1 matrices
Qβp sont des matrices de rotation de Givens donne´es par :
Qβp =


Ip−1 0 · · · 0
0 cosβp 0 − sinβp
... 0 IP−1−p 0
0 sinβp 0 cosβp

 (2)
D’apre`s le lemme 1, sous l’hypothe`se que la dernie`re com-
posante de A˜(:, σ(1)) est non nulle, il existe une matrice
Q
β
(1) orthogonale dont la dernie`re ligne correspond au vec-
teur Sgn{A˜ (P, σ(1))}A˜(:, σ(1))T/||A˜(:, σ(1))|| ou` Sgn{.}
de´signe la fonction signe. La me´thode DEFA consiste a`
de´terminer le vecteur de parame`tres β(1), et donc le vec-
teur A˜(:, σ(1)), a` un scalaire pre`s, a` l’aide du the´ore`me
suivant :
The´ore`me 2 La maximisation du crite`re suivant :
ψ(β, s) = (C1,1,1,1,s)
2 (3)
ou` C1,1,1,1,s est le cumulant marginal d’ordre 4 de la va-
riable s de´finie par s=Q
β
(P, :) x˜, permet l’identification
du vecteur de parame`tres β(1).
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En d’autres termes, (3) est un contraste au sens de´fini
dans [6, ch.3, p.78]. La me´thode DEFA re´alise cette opti-
misation a` l’aide de l’algorithme du gradient. Notons que
la maximisation de (3) assure l’inde´pendance mutuelle de
sσ(1) et des P −1 autres composantes extraites lors des
e´tapes suivantes de DEFA.
3.1 Identification du premier facteur
Une alternative a` l’optimisation de (3) consiste a` exploi-
ter le the´ore`me suivant [5, p.294] :
The´ore`me 3 Soit s un vecteur ale´atoire de composantes
mutuellement inde´pendantes, parmi lesquelles au plus une
est gaussienne, et dont les densite´s de probabilite´ ne sont
pas re´duites a` une masse ponctuelle. Soit T une matrice
orthogonale de taille (P×P ) et z le vecteur de´fini par z =
Ts. Alors les trois proprie´te´s suivantes sont e´quivalentes :
i) les composantes de z sont inde´pendantes deux a` deux,
ii) les composantes de z sont mutuellement inde´pendantes,
et iii) T est une matrice triviale.
Au vu de l’inde´termination de l’ICA (voir proprie´te´ 1),
ce the´ore`me nous permet de relacher la contrainte d’inde´-
pendance mutuelle entre la composante sσ(1) et les P−1
autres composantes au profit d’une inde´pendance deux a`
deux. Par conse´quent, une identification se´quentielle des
P −1 parame`tres β
(1)
p du vecteur β
(1), contrairement a`
l’identification globale faite par DEFA, est alors possible.
En effet, chaque parame`tre β
(1)
p peut eˆtre obtenu en maxi-
misant l’inde´pendance entre sσ(1) et l’une des P−1 autres
composantes. Ainsi, le premier parame`tre β
(1)
P−1 peut eˆtre
identifie´ en maximisant la fonction de couˆt suivante :
ψ(β, s(1,1))=(CP,P,P,P,s)
2+(CP−1,P−1,P−1,P−1,s(1,1))
2 (4)
ou` le vecteur s(1,1) est de´fini par s(1,1) = QβP−1 x˜. Une
fois β
(1)
P−p identifie´, on affecte le vecteur Qβ(1)
P−p
x˜ a` s(1,p).
Le p-ie`me (1<p≤P−1) parame`tre β
(1)
P−p est quant-a`-lui
identifie´ en maximisant la fonction de couˆt suivante :
ψ(β, s(1,p))=(CP,P,P,P,s)
2+(CP−p,P−p,P−p,P−p,s(1,p))
2 (5)
ou` le vecteur s(1,p) est de´fini par s(1,p) =QβP−ps
(1,p−1).
Une fois β
(1)
P−p identifie´, on affecte le vecteurQβ(1)
P−p
s
(1,p−1)
a` s(1,p). Cette re´currence permet ainsi d’identifier les P−
1 parame`tres β
(1)
p du vecteur β
(1). Cependant, la p-e`me
e´tape de re´currence a pour inconve´nient de modifier les
re´sultats obtenus lors des p−1 pre´ce´dentes e´tapes. Par
conse´quent, nous proposons, a` l’image de la me´thode de
Jacobi [5], d’effectuer plusieurs balayages de la re´currence
de´crite pre´ce´demment. Plus pre´cise´ment, une fois les P−1
parame`tres β
(1)
p estime´s, il est conseille´ d’affiner l’estima-
tion de la matrice Q
β(1) en effectuant la re´currence pre´ce´-
dente une nouvelle fois. Le crite`re (4) est alors a` nouveau
maximise´ en remplac¸ant x˜ par le vecteur Q
β(1) x˜. En pra-
tique, si x est de longueur N , environ
√
N balayages sont
suffisants pour converger vers la matrice Q
β
(1) optimale.
Le vecteur A˜(:, σ(1)) est alors obtenu a` un scalaire pre`s
comme la transpose´e du dernier vecteur de ligne de Q
β
(1) .
Quant a` la composante sσ(1), elle est donne´e, a` une va-
riable de´terministe pre`s, par la dernie`re composante du
vecteur s(1,p) issu du dernier balayage.
3.2 Identification des autres facteurs
La seconde e´tape de l’agorithme SAUD consiste a` iden-
tifier un deuxie`me vecteur colonne de A˜, note´ A˜(:, σ(2)),
ainsi que la composante sσ(2) associe´e. Pour cela, conside´-
rons la matrice Q′
β
(1) obtenue comme le bloc supe´rieur de
taille (P−1×P ) de la matrice Q
β
(1) . Cette matrice Q′
β
(1)
peut eˆtre vue comme le projecteur sur l’espace vectoriel
orthogonal a` l’espace engendre´ par le vecteur A˜(:, σ(1)).
Ainsi multiplier le vecteur x˜ a` gauche par Q′
β
(1) e´qui-
vaut a` e´liminer la contribution de la composante sσ(1)
du vecteur x˜. Nous noterons x˜(2) = Q′
β
(1) x˜ ce nouveau
vecteur ale´atoire ainsi obtenu. En utilisant le lemme 1, il
est possible de mode´liser le vecteur q= A˜(:, σ(2))TQ′
β
(1)
T
de RP−1, apre`s normalisation par la quantite´ Sgn{q(P−
1)}||q||, comme la dernie`re ligne d’une matrice Q
β(2) de
taille (P−1×P−1) ou` β(2) est un vecteur de parame`tres de
longueur P−2. La re´currence de´crite dans la section 3.1 et
applique´e initialement au vecteur x˜(2) permet d’identifier
la matrice Q
β
(2) et donc le vecteur q = A˜(:, σ(2))TQ′
β
(1)
T
a` un scalaire pre`s. Le second facteur A˜(:, σ(2)) est alors
donne´ par l’expression A˜(:, σ(2)) =Q′
β
(1)
T
Q
β
(2)(P −1, :)T.
La composante sσ(2) est donne´e, a` une variable de´termi-
niste pre`s, par sσ(2)=qx˜
(2).
La p-ie`me (p<P ) e´tape de SAUD se de´duit assez sim-
plement de la deuxie`me e´tape de´crite dans le paragraphe
pre´ce´dent. Conside´rons ainsi la matrice Q′
β
(p−1) obtenue
comme le bloc supe´rieur de taille (P−p×P−p+1) de la
matrice Q
β(p−1) . Nous cherchons a` pre´sent a` identifier une
matriceQ
β(p) de taille (P−p×P−p) dont la dernie`re ligne est
coline´aire au vecteur A˜(:, σ(p))TQ′
β
(1)
T
Q
′
β
(2)
T · · ·Q′
β
(p−1)
T.
Pour cela il suffit d’effectuer la re´currence de´crite dans la
section 3.1 en l’appliquant initialement au vecteur x˜(p)=
Q
′
β
(p−1) x˜
(p−1).
4 Simulations nume´riques
Nous avons choisi de tester et de comparer les me´thodes
COM2 [5], FastICA [8], DEFA [7], et SAUD au travers
d’une simulation nume´rique illustrant une application de
la se´paration de sources au domaine biome´dical. On dis-
tingue deux implantations de DEFA : l’une a` l’aide du
gradient stochastique et note´e SG-DEFA, et l’autre no-
te´e SG-DEFA, dans laquelle l’algorithme du gradient sto-
chastique est remplace´ par une approche de´terministe ou`
l’espe´rance mathe´matique est estime´e sur un bloc d’e´chan-
tillons et ou` le pas fixe est remplace´ par un pas adapta-
tif. L’application biome´dicale cible´e concerne l’extraction
d’activite´s e´lectriques intrace´re´brales physiologiquement
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inde´pendantes a` partir d’observations issue d’enregistre-
ments ElectroEnce´phaloGraphiques (EEG) de scalp. Pour
cela, nous avons positionne´ deux sources de courant dans
le cerveau aux positions respectives ρ1 = [3, 3, 3]
T et ρ2 =
[1,−3,−6]T ainsi que cinq e´lectrodes sur le scalp aux posi-
tions respectives r1 = [4.6, 4.6, 6.5]
T, r2 = [4.6,−4.6, 6.5]
T,
r3 = [−6.2, 6.2,−2.8]
T, r4 = [−6.2,−6.2,−2.8]
T et r5 =
[−5.4, 0, 7.4]T. Nous avons choisi de manie`re ale´atoire l’o-
rientation des deux sources. Sous l’hypothe`se d’un mi-
lieu de diffusion constitue´ de trois sphe`res concentriques
de conductivite´s homoge`nes, nous avons alors e´te´ en me-
sure d’e´crire analytiquement l’expression du me´langeA en
fonction des positions des sources, des positions des e´lec-
trodes, des conductivite´s et des rayons des trois sphe`res [2,
section II]. Ainsi ce me´lange repre´sente physiologiquement
la diffusion des sources de courant intrace´re´brales vers la
surface. En ce qui concerne la ge´ne´ration des activite´s e´lec-
triques de profondeur, autrement dit les re´alisations du
vecteur s=[s1, s2]
T, nous avons utilise´ le mode`le de Jansen
de´crit dans [9]. Nous avons ainsi ge´ne´re´ deux sources de
courant pre´sentant un certain nombres de ”pointes”durant
l’intervalle de temps observe´. Le crite`re employe´ pour ap-
pre´cier au mieux les re´sultats d’extraction de la source p
(1≤p≤2) pour une me´thode donne´e est le rapport signal
sur bruit plus interfe´rence maximal associe´ a` la source p,
plus connu sous le de´nominatif de SINRMp [1, section V].
Les re´sultats de simulation ont e´te´ moyenne´s sur 200 re´a-
lisations. La figure 1 repre´sente le crite`re SINRM1 en sor-
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Fig. 1 – SINRM1 pour un SNR de 15 dB
tie des me´thodes COM2, FastICA, SG-DEFA, DG-DEFA
et SAUD en fonction du nombre d’e´chantillons pour un
SNR de 15 dB. La me´thode SAUD pre´sente de bons re´-
sultats d’extraction de la premie`re source (des re´sultats
identiques sont obtenus pour la seconde source) et semble
eˆtre la plus rapide en termes de vitesse de convergence.
L’algorithme DG-DEFA semble ne´cessiter un plus grand
nombre d’e´chantillons afin d’atteindre la qualite´ d’extrac-
tion de COM2, FastICA et SAUD. Quant a` la me´thode
SG-DEFA, elle souffre a` n’en pas douter des limitations
de l’algorithme du gradient a` pas fixe. En effet, si la va-
leur retenue pour le pas (µ = 10−2) convient pour un
faible nombre d’e´chantillons cela ne semble pas eˆtre le cas
lorsque le nombre d’e´chantillons est e´leve´.
5 Conclusion
On revisite l’algorithme DEFA [7] d’ICA par de´flation,
ce qui permet de remplacer l’algorithme du gradient a` pas
fixe par une solution semi-alge´brique a` chaque e´tape. La
convergence de cette nouvelle me´thode, baptise´e SAUD,
est de ce fait beaucoup plus rapide. En outre, SAUD per-
met d’e´tablir un lien entre DEFA et la me´thode COM2 [4].
En effet, en e´changeant la boucle sur les balayages et celle
sur les lignes dans la technique du balayage de Jacobi [4],
on aboutit a` l’algorithme de de´flation SAUD.
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