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Abstract 
Use stable inversion to accomplish precise decoupling tracking of airspeed and altitude for conventional takeoff and landing of 
unmanned aerial vehicles (UAVs) is in essence a non-minimum phase output tracking problem. The main contribution of this 
article is that a new method to calculate the causal solution of stable inversion is proposed by introducing a well defined per-
turbed signal to the system’s unstable internal dynamics. It is helpful to overcome the pitfalls resulting from non-causality in 
existing methods. Different from the mathematically accurate offline non-causal solution, the causal solution is an approximation 
with asymptotically convergent errors. The important merits are: It obviates the needs for the output trajectory to be pre-known 
time parameterized functions, hence broadening the application of stable inversion; The low computational workload is much 
more suitable for and beneficial to real-time applications than any existing method based on stable inversion. The output tracking 
problem is then converted into a state tracking problem based on the causal solution of stable inversion. Precise decoupling 
tracking of airspeed and altitude is realized by using a feedback controller. Simulations are carried out to verify the viability and 
low computational workload of the method. 
Keywords: precise decoupling tracking; causal solution; stable inversion; non-minimum phase; unmanned aerial vehicles 
1. Introduction1 
As a common control problem, precise decoupling 
tracking of airspeed and altitude has troubled profes-
sionals engaged in aircraft and missile control for lots 
of years[1-3]. Again, as a core of longitudinal trajectory 
tracking controller, it is of great importance in practice 
where the decoupling tracking controllers are needed 
to meet increasingly strict performance requirements. 
The precise landing trajectory tracking problem can be 
reckoned among the typical examples. 
Because of the close coupling between the rotational 
pitch dynamics and the longitudinal translational dy-
namics, precise decoupling tracking of airspeed and 
altitude for the conventional takeoff and landing (for 
short CTOL)[4] of unmanned aerial vehicles (UAVs) is 
essentially a non-minimum phase output tracking 
problem. To settle this problem, both regulation and 
system inversion approaches have come into wide use. 
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As the large transient errors stand to exacerbate the 
decoupling tracking accuracy of the regulation ap-
proach[5-9], the system inversion approach thanks to its 
better decoupling capability[10] would easier satisfy 
output tracking performance than the regulation ap-
proach. For this reason, the authors of the article have 
a preference for the system inversion approach. Nev-
ertheless, it leaves a problem to be overcome—it re-
sults in unstable internal dynamics which makes the 
controller become unbounded. 
Stable inversion was proposed to solve this prob-
lem[11] because application of stabilizing feedback to-
gether with the feed-forward signals generated by sta-
ble inversion can affect the transient behavior thereby 
achieving highly precise decoupling tracking of air-
speed and altitude. Offline stable inversion in associa-
tion with H control, was used to realize precise land-
ing of Boeing747[12], and category III autoland per-
formance is met. Online stable inversion, termed pre-
view-based stable inversion[13-14], is successfully ap-
plied to realize precise landing control of a UAV[15], 
where online calculation of stable inversion is per-
formed by predicting the trajectory and pre-calculating 
the bounded solution of unstable internal dynamics. 
Although stable inversion has been proved effective 1000-9361© 2009 Elsevier Ltd. Open access under CC BY-NC-ND license.
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in non-minimum phase output decoupling tracking and 
online implementation algorithm has been proposed, 
problem resulting from the non-causality still remains 
unsolved. The sticking point is that the output trajec-
tory requires time parameterized functions[13-15] for 
calculating the bounded solution of the unstable inter-
nal dynamics. 
This article aims to put forward a new method to 
calculate the causal solution of stable inversion by 
introducing a well designed perturbed signal to the 
unstable internal dynamics. It has advantages in: ķ It 
obviates the need for the output trajectory to be preset 
time parameterized functions, hence successfully 
channeling stable inversion into a broader category of 
non-minimum phase output tracking problem; ĸ The 
computational workload becomes much lower than the 
preview-based stable inversion, which is the only ex-
isting online implementing method of stable inversion. 
These merits make stable inversion much more fit for 
practical real-time application. 
By means of the causal solution of stable inversion 
and a feedback controller, precise decoupling tracking 
of airspeed and altitude can be well realized. 
2. CTOL UAV Model 
In CTOL of UAV (see Fig.1), the motion equations 
in longitudinal and vertical plane is 
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where V, D, q, T, h are separately the airspeed, attack 
angle, pitch rate, pitch angle, and altitude; D, L, and M 
the drag, lift, and pitch moment. According to flight 
dynamics, the aerodynamic forces and moments are all 
nonlinear functions of a e, , , , ,V qU D D G , where Ua is air 
density. 
 
Fig.1  CTOL Model of UAV. 
The coupling between the rotational pitch dynamics 
and the longitudinal translational dynamics is the main 
difficulty facing the control system designers in ac-
complishing precise decoupling tracking of altitude 
and airspeed. In particular, this is the reason that the 
UAV model is non-minimum phase in those flight 
modes where the outputs are selected to be horizontal 
and vertical motion variables of the UAV’s center of 
mass. 
Take the aerodynamic landing data of the aircraft 
under study as an example. When it is in a levelling 
flight at speed of 102 m/s and altitude of 450 m, the 
corresponding linearized model of Eq.(1) is 
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where angles and lengths are measured in radians and 
meters. It is easy to obtain: e 12.550 0h Gw w   , /Dw   
e 0.123 0Gw    and e 3.946 8q Gw w   . As such the 
elevator deflection to make the UAV climb will lead to 
the UAV losing altitude. Physically, this is because the 
elevator deflection to make the UAV climb will gene- 
rate a parasitic downward force firstly. This phenome-
non is just the indication of the UAV’s non-minimum 
phase characteristics. 
For flight control, the controller design is usually 
based on the linearized models while simulation is 
conducted based on the nonlinear models. The meth-
odology is adopted in this article. 
3. Control Scheme 
As this article lays emphasis on the high precision 
of decoupling tracking, the elevator dynamics and the 
throttle dynamics defined by Eq.(3) should be consid-
ered when designing the output decoupling tracking 
controller. 
e e ec
t t tc
25 25
0.5 0.5
G G G
G G G
½   °¾   °¿

             (3) 
Let T T Te t ec tc[ ] , [ ] , [ ]V q h h VG G D T G G x y = u = , 
then from Eq.(2) and Eq.(3), the UAV model becomes 
( ) ( ) ( )
( ) ( )
t t t
t t
½¾¿
x = Ax + Bu
y = Cx
           (4) 
In the state space model Eq.(4), (A, B) is a control-
lable pair, C is the output matrix, the relative degree is 
r = (3, 2) and the transmission zeros are (4.1150, 
–4.3550). The positive transmission zero also reflects 
the UAV system’s non-minimum phase characteristics. 
Traditionally, by neglecting the small parasitic cou-
pling between the mechanisms of force and moment 
generation, airspeed and altitude decoupling tracking 
controller is designed based on the inner control aug-
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mentation system according to the regulation approach. 
The cost for neglecting the coupling is inexact decoup-
ling tracking because undershoot resulting from the 
positive zeros is not strictly restrained. 
In order to realize precise decoupling tracking of 
airspeed and altitude, the important coupling between 
the pitch dynamics and the longitudinal translational 
dynamics should not be omitted. Fig.2 shows the pro-
posed control scheme. The elevator deflection com-
mand and the throttle command are synthesized by 
feed-forward and feedback control. 
 
Fig.2  Control scheme for precise decoupling of airspeed 
and altitude. 
In this control scheme, causal stable inversion is 
used to generate the bounded solution of feed-forward 
control uff and state trajectory xd according to the 
given output trajectory yd. Thus the original output 
tracking problem is converted into a state tracking one 
without troubles from the non-minimum phase charac-
teristics. 
The advantage of the proposed control scheme lies 
in that the anticipated pitch command and track com-
mand are established synchronously for a given output 
trajectory while in the traditional multi-loop control 
scheme, the demanding pitch command is established 
based on the tracking errors of trajectory. This is just 
why the precise output decoupling tracking could be 
well realized. 
As for designing the feedback control ufb, lots of 
control strategies are available for option. This article 
adopts the optimal quadric method simply because this 
article is meant to develop a method to calculate the 
causal solution of stable inversion.  
4. Causal Solution of Stable Inversion 
Pioneered by D. Chen, et al.[11], the stable inversion 
problem of the system Eq.(4) could be described as 
follows. 
Stable Inversion Problem: Given a smooth refer-
ence output trajectory yd(t) with compact support, find 
a control input uff(t) and a state trajectory xd(t) for 
(1) uff(t) and xd(t) to satisfy the differential equation 
d d ff( ) ( ) ( )t t tx = Ax + Bu  
(2) Achieving an exact output tracking  
d d( ) ( )t t y Cx  
(3) uff(t) and xd(t) being bounded and 
ff d( ) 0, ( ) 0,t t to o o rfu x  
in which xd(t) is called the desired state trajectory and 
uff(t) the nominal control input. 
Unlike traditional dynamic inversion, stable inver-
sion is non-causal and can guarantee bounded solution 
of internal dynamics when the control plant is non- 
minimum phase, so it is adopted here to fulfill the pre-
cise decoupling tracking for airspeed and altitude for 
CTOL of UAV. As causal solution of stable inversion 
could scarcely be found in literature apart from non- 
causal one, it becomes the focus of discussion in the 
following.  
4.1. Non-causal solution of stable inversion 
By differentiating Eq.(4) with respect to the output 
variables repeatedly until the control variable appears, 
it can be obtained  
  T : x yh Vª º  ¬ ¼ry A x B u          (5) 
The relative degree of Eq.(4) is r = (3, 2), so let Ci   
be the ith row of C; then 
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In order to reveal the relationship between the 
UAV’s input, state, and output, the system could be 
rewritten through the following coordinate transforma-
tion 
ª º  « »¬ ¼
ȗ
TxȘ                (6) 
where > @T T,h h h V V q Tª º  ¬ ¼ȗ Ș   . 
With the new coordinate system, Eq.(4) becomes 
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21 22 2
½ °¾°¿


ȗ A ȗ + A Ș+ B u
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           (7) 
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21 22
: 
ª º  « »¬ ¼
A A
TAT
A A
and 1
2
:
ª º  « »¬ ¼
B
TB
B
. From 
Eq.(5) and Eq.(7), the system inverse control is calcu-
lated by 
 1 ( ) 1 T T Td [ ]y x  ru B y A T ȗ Ș         (8) 
This control law is just the solution of conventional 
system inverse approach, which can not be used in 
non-minimum phase output tracking because it renders 
the unstable internal dynamics unobservable. 
On the condition that precise decoupling tracking is 
well achieved, the expressions d ȗ ȗ  and d  ȗ ȗ  are 
well satisfied, where dȗ  is the anticipant value of ȗ . 
By inserting both expressions into Eq.(7) and Eq.(8), 
the internal dynamics can be obtained as follows: 
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1 1 122 2 2 21 2 d,y y y  ª º  ¬ ¼ Ș ȗȘ = A B B A Ș B B A B B A Y  (9) 
where Td d d d d d d d: [ ]h V h h h V V Y     , [ ] :  ȗ ȘA A  
1
x
A T . 
Obviously, the internal dynamics is only affected by 
the reference output trajectory and has nothing to do 
with the control signal. 
Because of the underlying non-minimum phase, the 
internal dynamics K is unstable. To obtain the stable 
system inversion, bounded solution of the internal dy-
namics must be found firstly. The transmission zeros 
of Eq.(4) are 4.115 0 and –4.355 0 , so the internal 
dynamics is hyperbolic[16-17]. Consequently, a proper 
nonsingular coordinate transformation T T T[ ]u s  ı ı TȘ   
should exist so that the internal dynamics in the new 
coordinate system can be divided into stable part and 
unstable part as follows: 
ds s s s ı A ı B Y              (10) 
du u u u ı A ı B Y             (11) 
where 
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The bounded stable solution of Eq.(10) is 
( )
de ( )ds
t t
s s
W W Wf ³ Aı B Y          (12) 
But the bounded stable solution of Eq.(11) is difficult 
to find because u ! 0A . 
In the existing literature, there are provided two 
methods depicted by Eq.(13) and Eq.(14) to calculate 
the bounded solution of Eq.(11). 
( )
de ( )du
t t
u u
W W Wf ³ Aı B Y          (13) 
( )
dˆ e ( )du
t t
u ut t
W W W'| ³ Aı B Y         (14) 
The first method allows the stable inversion to be 
implemented only offline because the reference output 
trajectory must be totally preset time parameterized 
functions. 
Proposed by Q. Z. Zou[13-14], the second method 
called preview-based stable inversion is the only one 
that could be implemented online within authors’ 
knowledge. According to Zou’s, only the information 
about time domain ( , ]t tf  '  of the reference out-
put trajectory is needed to calculate the bounded solu-
tion of Vu. It is implemented online by pre-calculating 
using the 4th order Simpson formulae: 
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where Ts and 't are separately the sampling time and 
the preview time. N :  't/Ts is an even integer. 
d d( , ) : ( )st i t iT Y Y . 
Although the second method has successfully 
pushed the stable inversion into online applications, it 
is still non-causal. What’s the worse, the online pre- 
calculating is so time-consuming that the online im-
plementation is near to impossible. As a result, an effi-
cient method to calculate the causal solution of stable 
inversion is urgently needed. 
4.2. Causal solution of stable inversion 
Let the unstable system be described by Eq.(11); 
with a well defined signal U to perturb its original dy-
namics, could be obtained 
dˆ ˆu u u u  ı A ı B Y ȡ           (17) 
which stems from the use of bounded solution of 
Eq.(17) to asymptotical approximation of the bounded 
solution of Eq.(11). In this way the causal solution of 
Eq.(11) can be obtained in an indirect manner. This is 
tenable only on the following conditions: ķ the 
bounded solution of ˆuı  is causal and ĸ the approxi- 
mating error, ˆu u E ı ı , is asymptotically conver-
gent to zero. 
In order for both above-cited conditions to hold true, 
the perturbing signal U should be designed to satisfy 
the following constraint: 
 1 21 2 1 0ˆus s s sD D DD D       I ı T T T T ȡ  (18) 
where s is the differential operator and 1 2max( , ,r rD   
, ) 2mr  . 
Through Eq.(17) and Eq.(18) can be written into 
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u
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

I T A T T A T ı
T T T B Y  
(19) 
Because 4.115 0u  A  is non-singular, by selecting 
T0, T1, ···, TD–1 any desired eigen-values can be pro-
vided to the system Eq.(19). Suppose that ( )p s   
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1
1 1 0 0s s s
D D
DO O O       is the proper stable 
polynomial with the desired eigen-values, then the 
solution of ˆuı  can be calculated from Eq.(19) as fol-
lows 
 1 21 2 0 d1
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This equation satisfies the condition ķ. 
From Eq.(18) and Eq.(20), the dynamics of U is de-
fined as 
 d( ) us sD ȡ G B Y            (21) 
where 
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By designing proper output trajectory[3,6-7], could be 
guaranteed ds
D { 0Y . For the UAV model under con-
sideration, 5D   and the output trajectory is so de-
signed that the cumulative characteristics of the alti-
tude trajectory hd and the airspeed trajectory Vd sepa-
rately fit the 3rd and 4th order polynomials, so the 
equation d( )us
D  0B Y  is satisfied. As the system, 
G(s), is bounded-input bounded-state (BIBS) stable 
with desired eigen-values, apparently holds true 
o 0ȡ  asymptotically.  
The dynamics of the error ˆu u E ı ı  satisfies 
u E A E ȡ                (22) 
With the initial condition (0)  0E , could be easily 
proved that E approaches zero, e.g. o 0E , asymp-
totically. This implies that ˆuı  can be used to approxi-
mate uı , thus satisfying the condition ĸ. 
The causal solution of stable inversion is finally 
calculated by 
 
 
T1 ( ) 1 T T
ff d d
TTT1 T 1 T T
d d
ˆ
ˆ
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   (23) 
The method under discussion only needs the infor-
mation about ( , ]tf  of reference output trajectory to 
calculate system’s internal dynamics, thereby over-
coming the difficulties from the non-causality. Com-
pared to the offline stable inversion[1-2,11-12] described 
by Eq.(13) and the preview-based stable inversion[13-15] 
by Eq.(14), this new method is more suitable for 
real-time application because: ķ It disposes with the 
need for the output trajectory being preset time param-
eterized functions and ĸ the computational workload 
is much lower than that of preview-based stable inver-
sion, the only existing method that can be implemented 
online for stable inversion.  
4.3. Principles for selecting free parameters in causal 
solution of stable inversion 
The parameters, Oi, where 0, 1, , 1i D  , deter-
mine the convergence speed of the signal U. They are 
chosen according to the idea of time-scale separation. 
Usually, the dynamics of U should be 3 to 5 times as 
fast as the dynamics of reference trajectory, which is 
decided essentially by the time characteristics of 
UAV’s trajectory loop. Otherwise the causal solution 
of stable inversion is unreliable, which will be illus-
trated by further simulations. 
In this article, as the reference trajectory is so de-
signed that the transition time should be 10-15 s, thus 
choose  
 511 1 0( ) 4p s s s s sD DDO O O        (24) 
Then the transition time of U is about 3-4 s.  
4.4. Numerical results and feedback controller 
The numerical results of causal stable inversion for 
the UAV model Eq.(4) are calculated according to Sec-
tion 4.2 by 
> @
> @
T T
ff d d d d d d d
T
d d d d d d
ˆ
ˆ
u s
T
u s
h V h h h V V
h h h V V
½ª º ¬ ¼ °¾°ª º ¬ ¼ ¿
u F G
x M N
   
  
V V
V V
 
(25) 
where the internal dynamics is solved with the pro-
posed method. 
d
4.355( )
d0
ˆ ( )
e d
u u
t t
s s
Q s
W W 
 ½°¾ °¿³
B Y
B Y
V
V          (26) 
4 3 2
5 4 3
2
( ) (28.825 9 98.618 5 245.815 3
371.529 9 248.845 7) /( 20 160
640 1 280 1 024)
Q s s s s
s s s s
s s
    
   
  (27) 
The other relevant parameters are calculated from 
the UAV model as follows: 
> @0, 0, 0.000 1, 0.085 6, 0.155 6, 0.029 9, 0.022 9u   B
 
> @0, 0, 0.000 2, 0.090 4, 0.164 2, 0.031 5, 0.024 2s   B
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,0 0.009 8 0 0 0 0.223 8 0.236 1
0 0 0 0 0 0.974 6 0.971 7
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 Eq.(26) shows that the core to find the causal solu-
tion of unstable internal dynamics is to approximate 
the unstable internal dynamics through a well defined 
dynamic system described by Q(s). This is just the 
dynamics generated by Q(s) that resists the influences 
of undershoot generated by the positive transmission 
zero. 
If the causal solution calculation error is small 
enough and the UAV model is ideally exact, precise 
decoupling tracking can be realized by using the only 
feedforward control uff. However, due to constant ex-
istence of uncertainties, such as model errors and ex-
ternal disturbances, a feedback control ufb responsible 
for state tracking is always required to warrant robust-
ness. By defining the state tracking error as e = x – xd, 
the state tracking error dynamics can be described by 
  
 
ff fb
d ff fb
   
  
e Ax B u u
Ax Bu Ae Bu         (28) 
There are lots of methods useful for stabilizing the 
system Eq.(28). As the article aims at the causal solu-
tion of stable inversion, the optimal quadric method is 
chosen to design ufb. 
5. Simulations 
To verify the proposed calculating method for causal 
solution of stable inversion and the control scheme of 
decoupling tracking of airspeed and altitude, two 
simulations are performed.  
Simulation 1  Decoupling tracking of airspeed and 
altitude command: the altitude command and the air-
speed command are separately generated by pre-filter-
ing two different square waves. 
Fig.3 and Fig.4 illustrate the simulation results. 
From them, it is observed that although in this case 
ds
D { 0Y  is satisfied only in steady state, decoupling 
tracking is still realized with small and asymptotically 
convergent tracking errors as well as bounded and 
stable internal dynamics.  
Fig.5 shows that the peak value and convergence 
speed of the perturbing signal U are both related to the 
desired eigen-values of the system Eq.(20). Choosing 
O0, O1, ···, OD–1 according to the idea of time-scale 
separation is an eclectic principle which guarantees 
desired accuracy by avoiding detrimental fast-chang- 
ing signals. 
Because the information of the anticipated airspeed 
and altitude in ( , ), 0t t t t ' !  is unknown at time t, 
among the three kinds of inversion—offline stable 
inversion, preview-based stable inversion, and pro-
posed causal solution of stable inversion, only the last 
one can be used to realize the non-minimum phase 
output tracking. 
 
Fig.3  Airspeed and altitude command decoupling tracking 
responses and tracking errors. 
 
Fig.4  Internal dynamics and control signals of airspeed and 
altitude command decoupling tracking. 
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Fig.5  Perturbing signal U with different assigned eigen- 
values for system Eq.(20). 
Simulation 2  This is about the automatic landing 
trajectory tracking control. The UAV’s initial state is 
supposed to be flying at level at h = 450 m and V = 
102 m/s. The landing trajectory is so designed[2,12,15] 
that the cumulative characteristics of the altitude tra-
jectory hd and the airspeed trajectory Vd should sepa-
rately fit the 3rd and 4th order polynomials, so the 
equation ds
D { 0Y  is strictly satisfied. 
Fig.6 shows the transition dynamics of altitude 
command and airspeed command for automation 
landing. In Fig.6, h0 and hTF are the initial and end 
value of the anticipant altitude trajectorytransition; V0 
and VTF the initial and end value of the anticipant air-
speed trajectorytransition 
Gliding line capturing  The anticipated gliding 
angle is set to be –5°. In this period, the descending 
rate h  changes from 0 to –8.889 9 m/s within Tglide, 
where Tglide is the anticipated gliding line capturing 
time. The airspeed command remains unchanged. 
Flare  The descending rate h  changes from 
–8.889 9 m/s to the anticipated touchdown descending 
rate –0.5 m/s within Tflare. The airspeed command 
changes from 102 m/s to 90 m/s within Tflare. The dy-
namic transition of the trajectory when flaring is 
shown in Fig.6, where Th = Tflare and TV = 2Tflare . 
The altitude and airspeed commands for 
auto-landing are online generated according to the 
distance from the UAV to touchdown point on the 
runway. The UAV carries out the landing directly 
abiding by these commands. 
 
(a) Altitude command 
 
(b) Airspeed command 
Fig.6  Transition dynamics of altitude and airspeed com-
mands for automatic landing. 
Figs.7-12 show the simulation results. The curves 
marked by the subscript “pre” are pertinent to the pre-
view-based stable inversion. 
Fig.7 illustrates that highly precise output decoup-
ling tracking for non-minimum phase UAV is well 
achieved based on stable inversion. In contrast to the 
regulation approach[5-9], the output decoupling tracking 
errors, especially the transient errors, are much smaller, 
which makes the proposed control scheme highly at-
tractive in precise auto-landing control. 
 
Fig.7  Airspeed and altitude commands tracking responses 
and tracking error when landing. 
As shown in Fig.8 and Fig.9, the causal solution of 
the stable inversion and the preview-based stable in-
version are of comparable precision. Proper and 
bounded internal dynamics trajectory and control sig-
nals can be generated to ensure UAVs’ reasonable ma-
neuverability. The difference lies in there being high- 
frequency signals in causal solution of stable inversion. 
Fortunately, the negative effects of high-frequency 
signals can be eliminated by carefully designing the 
desired characteristic polynomial p(s). 
Fig.10 again illustrates the principles of choosing 
the parameters O0, O1, ···, OD–1 as Fig.5 does. The dif-
ference is that, in this simulation, the relationship of 
ds
D { 0Y  is strictly satisfied thereby keeping the peak 
value of Umuch smaller. 
The approximate causal internal dynamics and their 
calculation errors are shown in Fig.11, where the ideal 
solutions of internal dynamics are calculated off-
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line[1-2,12]. The results attest to the satisfactory precision 
with convergent calculation errors. 
 
Fig.8  Responses of internal dynamics (q, T) and control 
signals when landing. 
 
Fig.9  Responses of attack angles, descending rates and 2D 
landing trajectories. 
 
Fig.10  Responses of perturbing signal U in causal solution 
of stable inversion when different desired character-
istic polynomials p(s) are used. 
 
Fig.11  Causally calculated internal dynamics and corres- 
ponding calculating error. 
In order to testify the excellent performance of the 
proposed causal solution of stable inversion, a com-
parison with the preview-based stable inversion is also 
made in this simulation, where the bounded solution of 
the unstable internal dynamics for preview-based sta-
ble inversion is calculated according to Eqs.(14)-(16). 
In each control calculation period, the precision is 
governed by the equation     10d , 3 10sT N t N M Y . 
As the simulation is run in Simulink/Matlab environ-
ment with fixed step 0.012 s, the computational com-
plexity is defined by the actual time the computer has 
spent in the simulation. Fig.12 compares 
computational complexity of the preview-based stable 
inversion to that of causal stable inversion. Fig.12(a) 
shows the computer’s actual consumed time in each 
simulation step, while Fig.12(b) shows the relationship 
between the computer’s actual consumed time and the 
simulation time in Matlab/Simulink.  
 
Fig.12  Comparison of real-time performance between 
proposed causal solution of stable inversion and 
preview-based stable inversion. 
When adopting the causal solution of stable inver-
sion, the computer’s actual consumed time in each 
simulation step (0.012 s) is within 0.015-0.030 s while 
in the case of using preview-based stable inversion, it 
is within 0.125-0.155 s. Consequently, in real-time 
applications, the causal solution of stable inversion has 
obvious advantages over the preview-based stable in-
version in lowering computational complexity and 
enhancing feasibility. 
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6. Conclusions 
Stable inversion is used to realize non-minimum 
phase decoupling tracking of airspeed and altitude for 
CTOL of UAV. To overcome the problem resulting 
from non-causality, this article puts forward a method 
for approximately calculating causal solution of stable 
inversion. Compared with the existing methods, the 
proposed approach has the following advantages:  
(1) The solution of stable inversion is causal and 
there is no need for the reference output trajectory to 
be pre-known time parameterized functions, so this 
approach could be successfully extended to a broader 
category of non-minimum phase output tracking prob-
lem. 
(2) The causal solution of stable inversion is of less 
computational complexity, that is so, more feasible to 
be implemented in real-time applications than the pre-
view-based stable inversion. 
(3) Unlike the preview-based stable inversion, in 
which the precision is governed by a given error limit, 
the causal solution calculation errors of stable inver-
sion are asymptotically convergent. 
With the help of the causal solution of stable inver-
sion and a feedback controller, precise decoupling 
tracking of airspeed and altitude for CTOL of UAV can 
be well realized. Two representative simulations are 
undertaken to verify the relevant algorithm with very 
encouraging results.  
The future work is expected to focus on the robust 
feedback controller design which should take into ac-
count large model uncertainty and external distur-
bance. 
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