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In this paper we consider the discrete anisotropic boundary value problem using critical
point theory. Firstly we apply the direct method of the calculus of variations and the
mountain pass technique in order to reach the existence of at least one nontrivial solution.
Secondly we derive some version of a discrete three critical point theorem which we apply
in order to get the existence of at least two nontrivial solutions.
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1. Introduction
In this note we consider an anisotropic difference equation
{

(∣∣u(k − 1)∣∣p(k−1)−2u(k − 1))= λ f (k,u(k)),
u(0) = u(T + 1) = 0,
(1)
where λ > 0 is a numerical parameter, f : [0, T +1]×RT+2 → R, [a,b] for a < b, a,b ∈ Z denotes a discrete interval {a,a+1,
. . . ,b}, u(k − 1) = u(k) − u(k − 1) is the forward difference operator; p : [0, T + 1] → R+ , p− = mink∈[0,T+1] p(k) > 1 and
p+ = maxk∈[0,T+1] p(k) > 1; q : [0, T + 1] → R+ stands for the conjugate exponent. We aim at showing that problem (1) has
at least one, at least two nontrivial solutions. Our approach relies on the application of the direct method of the calculus of
variations, the mountain pass technique and a modiﬁed version of a ﬁnite dimensional three critical point theorem which
we derive for our special case.
Let us mention, far from being exhaustive, the following recent papers on discrete BVPs investigated via critical point
theory, [1,3,8,12–16]. These papers employ in the discrete setting the variational techniques already known for continuous
problems of course with necessary modiﬁcations. The tools employed cover the Morse theory, mountain pass methodology,
linking arguments.
Continuous version of problems like (1) are known to be mathematical models of various phenomena arising in the study
of elastic mechanics (see [17]), electrorheological ﬂuids (see [11]) or image restoration (see [4]). Variational continuous
anisotropic problems have been started by Fan and Zhang in [5] and later considered by many methods and authors, see [6]
for an extensive survey of such boundary value problems. The research concerning the discrete anisotropic problems of
type (1) have only been started, see [7,10], where known tools from the critical point theory are applied in order to get the
existence of solutions.
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By a solution to (1) we mean such a function x : [0, T + 1] → R which satisﬁes the given equation and the associated
boundary conditions. Solutions will be investigated in a space
H = {u : [0, T + 1] → R: u(0) = u(T + 1) = 0}
considered with a norm
‖u‖ =
(
T+1∑
k=1
∣∣u(k − 1)∣∣2
)1/2
.
Then (H,‖ · ‖) becomes a Hilbert space. The functional corresponding to (1) is
Jλ(u) =
T+1∑
k=1
1
p(k − 1)
∣∣u(k − 1)∣∣p(k−1) − λ T∑
k=1
F
(
k,u(k)
)
,
where F (k,u(k)) = ∫ u(k)0 f (k, t)dt . With any ﬁxed λ > 0 functional Jλ is differentiable in the sense of Gâteaux and its
Gâteaux derivative reads
〈
J
′
λ(u), v
〉= T+1∑
k=1
∣∣u(k − 1)∣∣p(k−1)−2u(k − 1)v(k − 1) − λ T∑
k=1
f
(
k,u(k)
)
v(k).
A critical point to Jλ , i.e. such a point u ∈ E that〈
J
′
λ(u), v
〉= 0 for all v ∈ E
is a weak solution to (1). Summing by parts we see that any weak solution to (1) is in fact a strong one. Hence in order to
solve (1) we need to ﬁnd critical points to Jλ and investigate their multiplicity.
The following auxiliary result was proved in [10].
Lemma 1.
(a) There exist two positive constants C1 and C2 such that
T+1∑
k=1
∣∣u(k − 1)∣∣p(k−1)  C1‖u‖p− − C2
for every u ∈ H with ‖u‖ > 1.
(b) For any m 2 there exists a positive constant cm such that
T∑
k=1
∣∣u(k)∣∣m  cm T+1∑
k=1
∣∣u(k − 1)∣∣m
for every u ∈ H.
We note that
2m
T∑
k=1
∣∣u(k)∣∣m  T+1∑
k=1
∣∣u(k − 1)∣∣m (2)
for any m 2. Since any two norms on a ﬁnite dimensional Banach space are equivalent, then there is a positive constant Km
(depending on m) with
(Km)
m‖u‖m 
T∑
k=1
∣∣u(k)∣∣m.
It can be veriﬁed that
(T + 1) 2−m2m ‖u‖
(
T+1∑
k=1
∣∣u(k − 1)∣∣m
)1/m
 (T + 1) 1m ‖u‖ (3)
for any u ∈ H and any m 2.
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sequence {un} ⊂ E , if { J (un)} is bounded and J ′ (un) → 0 as n → ∞ possesses a convergent subsequence, then we say J
satisﬁes the Palais–Smale condition – (PS) condition for short.
Theorem 2 (Mountain pass lemma). (See [9].) Let J satisfy the (PS) condition. Suppose that
1. J (0) = 0;
2. there exist ρ > 0 and α > 0 such that J (u) α for all u ∈ E with ‖u‖ = ρ;
3. there exists u1 in E with ‖u1‖ ρ such that J (u1) < α.
Then J has a critical value c  α. Moreover, c can be characterized as
inf
g∈Γ maxu∈g([1,0])
J (u),
where Γ = {g ∈ C([1,0], E): g(0) = 0, g(1) = u1}.
Theorem 3. (See [9].) If the functional J : E → R is weakly lower semi-continuous and coercive, i.e. lim‖x‖→∞ J (x) = +∞, then there
exists x0 such that
inf
x∈E J (x) = J (x0)
and x0 is also a critical point of J , i.e. J ′(x0) = 0. Moreover, if J is strictly convex, then a critical point is unique.
3. Existence of solution by a direct method and a mountain pass lemma
In this section we are concerned with the applications of Theorems 3 and 2 in order to get the existence results. We
introduce ﬁrstly some assumptions.
H1 a : [1, T ] → R+ , b : [1, T ] → R are such that∣∣ f (k, t)∣∣ a(k)|t|q(k) + b(k) for all t ∈ R and all k ∈ [1, T ].
H2 a1 : [1, T ] → R+ , b1 : [1, T ] → R are such that∣∣ f (k, t)∣∣ a1(k)|t|q(k) + b1(k) for all t ∈ R and all k ∈ [1, T ].
H3 c : [1, T ] → R+ is such that∣∣ f (k, t)∣∣ c(k)|t|q(k) for all t ∈ R and all k ∈ [1, T ].
H4 c1 : [1, T ] → R+ is such that∣∣ f (k, t)∣∣ c1(k)|t|q(k) for all t ∈ R and all k ∈ [1, T ].
Theorem 4. Assume that condition H1 holds. Then
(4.1) functional Jλ is coercive provided p− > q+ + 1;
(4.2) if p− = q+ + 1, then there is λ such that for any λ ∈ (0, λ) functional Jλ is coercive.
Proof. Note that∣∣∣∣∣
T∑
k=1
F
(
k,u(k)
)∣∣∣∣∣
T∑
k=1
∣∣∣∣∣
u(k)∫
0
f (k, t)dt
∣∣∣∣∣
T∑
k=1
u(k)∫
0
∣∣ f (k, t)∣∣dt  T∑
k=1
u(k)∫
0
(
a(k)|t|q(k) + b(k))dt
=
T∑
k=1
a(k)|u(k)|q(k)+1
q(k) + 1 +
T∑
k=1
b(k)u(k) a
+
q− + 1
T∑
k=1
∣∣u(k)∣∣q++1 + b+ T∑
k=1
∣∣u(k)∣∣

a+cq++1
q− + 1
T+1∑∣∣u(k)∣∣q++1 + b+c1 T∑∣∣u(k)∣∣,
k=1 k=1
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Jλ(u)
T+1∑
k=1
1
p(k − 1)
∣∣u(k − 1)∣∣p(k−1) − λa+cq++1
q−
T+1∑
k=1
∣∣u(k)∣∣q++1 − λb+c1 T∑
k=1
∣∣u(k)∣∣.
Using Lemma 1(a) we have
T+1∑
k=1
∣∣u(k − 1)∣∣p(k−1)  C1‖u‖p− − C2.
Hence
Jλ(u)
C1
p+
‖u‖p− − C2 − λa
+cq++1
q− + 1
T+1∑
k=1
∣∣u(k)∣∣q++1 − λb+c1 T∑
k=1
∣∣u(k)∣∣.
Thus Jλ(u) → ∞ as ‖u‖ → ∞ in case p− > q+ + 1.
Let us now assume that p− = q+ + 1. Then Jλ(u) → ∞ as ‖u‖ → ∞ in case
C1
p+
− λa
+cq++1
q− + 1 > 0.
Thus there is λ such that for any λ ∈ (0, λ) the functional J (u) is coercive. In fact we may take λ = C1(q−+1)p+a+cq++1 . 
Now, we immediately obtain the following existence result.
Theorem 5. Assume that conditionH1 holds and let f (k,0) 	= 0 for at least one k ∈ [1, T ]. Then problem (1) has at least one nontrivial
solution for all λ > 0 provided p− > q+ + 1. When p− = q+ + 1, there is λ such that for any λ ∈ (0, λ) problem (1) has at least one
nontrivial solution.
Proof. Indeed, functional Jλ is continuous differentiable in the sense of Gâteaux. The assertion follows then by Theorem 4
and Theorem 3. 
Theorem 6. Assume that condition H2 holds. Then
(6.1) functional Jλ is anti-coercive provided p+ < q− + 1;
(6.2) if p+ = q− + 1, then there is λ such that for any λ > λ the functional Jλ is anti-coercive.
Proof. As in the proof of Theorem 4 we see by (2) that
T∑
k=1
F
(
k,u(k)
)

a−1
(q+ + 1)2q−+1
T∑
k=1
∣∣u(k − 1)∣∣q−+1 + b−1
2
T∑
k=1
∣∣u(k − 1)∣∣.
Using the above we have for some constant c
Jλ(u)
1
p+
‖u‖p+p+ − λ
a−1
(q+ + 1)2q−+1 ‖u‖
q−+1
q−+1 + c‖u‖.
Hence by (3) we see that
Jλ(u)
T + 1
p−
‖u‖p+ − λa
−
1 (T + 1)
2
2−q−+1
(q+ + 1)2q−+1 ‖u‖
q−+1 + c‖u‖. (4)
This inequality provides the assertion. 
The existence result immediately follows.
Theorem 7. Assume that conditionH2 holds and let f (k,0) 	= 0 for at least one k ∈ [1, T ]. Then problem (1) has at least one nontrivial
solution for all λ > 0 provided p+ < q− + 1. When p+ = q− + 1, there is λ such that for any λ > λ problem (1) has at least one
nontrivial solution.
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trivial. So that we will use some different methodology pertaining to Theorem 2. This however requires some additional
assumptions.
Corollary 8.
(i) Assume that conditions H1, H3 hold and let p− > q+ + 1. Then for any M < 0 there is positive λ such that for any λ > λ and
for all ‖u‖ = 1 we have Jλ(u) M.
(ii) Assume that conditions H2, H4 hold and let q− + 1 > p+ . Then there is λ , t > 0 and M > 0 such that for any λ ∈ (0, λ) and for
all ‖u‖ = t we have Jλ(u) M.
Proof. We will prove only the ﬁrst assertion. Let us ﬁx any M > 0. Note that by the proof of Theorem 6, see relation (4),
we obtain that for all ‖u‖ = 1
Jλ(u)
T + 1
p−
− λc
−(T + 1) 22−q−+1
(q+ + 1)2q−+1  M
when λ λ∗ = (−M+
T+1
p− )(q
++1)2q−+1
c−(T+1)
2
2−q−+1
. 
Corollary 9.
(i) Assume that conditions H1, H3 hold and let p− > q+ + 1 and f (k,0) = 0 for k ∈ [1, T ]. Then problem (1) has at least one
nontrivial solution for all λ > λ∗ = (−M+
T+1
p− )(q
++1)2q−+1
c−(T+1)
2
2−q−+1
.
(ii) Assume that conditions H2, H4 hold and let q− + 1 > p+ . Then there is λ such that (1) has at least one nontrivial solution for all
λ ∈ (0, λ).
Proof. We will show that all assumptions of Theorem 2 are satisﬁed in case of assertion (i). We put Eλ = − Jλ . Now we see
that Eλ is anti-coercive. Next we note that Eλ(0) = 0. Thus assumptions 1 and 3 of Theorem 2 are satisﬁed. Assumption 2
follows by Lemma 8. Hence the assertion of the theorem follows. 
4. General multiplicity result
In this section we are concerned with the existence of multiple solutions. We will use the version of the three critical
point theorem. In order to do so we shall somehow generalize the main result, namely Theorem 3 from [2] which is proved
for some special functional containing term ‖ · ‖p . We note however, that this term can be replaced by any nonnegative,
coercive function being 0 at 0. Our proof in fact follows the ideas employed in [2]. Let us start from the following abstract
result which is used in the proof of Theorem 3 from [2] and which we also use.
Theorem 10. Let (X, τ ) be a Hausdorff space and Φ, J : X → R be functionals; moreover, let M be the (possibly empty) set of all the
global minimizers of J and deﬁne
α = inf
x∈X Φ(x),
β =
⎧⎨
⎩
inf
x∈M Φ(x), if M 	= ∅,
sup
x∈X
Φ(x), if M = ∅.
Assume that the following conditions are satisﬁed:
(10.1) for every σ > 0 and every ρ ∈ R the set {x ∈ X: Φ(x) + σ J (x) ρ} is sequentially compact (if not empty);
(10.2) α < β .
Then at least one of the following conditions holds:
(10.3) there is a continuous mapping h : (α,β) → X with the following property: for every t ∈ (α,β), one has
Φ
(
h(t)
)= t
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J (x) > J
(
h(t)
);
(10.4) there is σ  > 0 such that the functional Φ + σ  J admits at least two global minimizers in X.
Theorem 11. Let H be a ﬁnite dimensional Banach space. Assume that J ,μ ∈ C1(H), μ(x)  0 for all x ∈ H, μ(0) = 0 and μ is
coercive. Let 0 < r < s be constants. Assume that
(11.1) limsupμ(u)→∞ J (u)μ(u)  0;
(11.2) infu∈H J (u) < infμ(u)s J (u);
(11.3) J (0) infrμ(u)s J (u).
Then there is λ > 0 such that the functional u → μ(u) + λ J (u) has at least three critical points in H.
Proof. Deﬁne a continuous functional Φ : H → R in the following way
Φ(u) =
⎧⎨
⎩
μ(u), if μ(u) < r,
r, if r μ(u) s,
μ(u) − s + r, if μ(u) > s.
Let M , α and β be deﬁned as in Theorem 10. At ﬁrst we show that β > r. We consider two cases:
Case 1. Assume that M 	= ∅. The set M of minimizers of continuous functional J is closed, and therefore there is u ∈ M with
Φ(u) = β . Hence by (11.2) we obtain that μ(u) > s, and thus
β = Φ(u) = μ(u) − s + r > r.
Case 2. Assume that M = ∅. Then β = ∞ > r.
Now we will show that the assumptions of Theorem 10 are fulﬁlled. Note that for any σ > 0 we have
lim inf
μ(u)→∞
(
Φ(u) + σ J (u))= lim inf
μ(u)→∞
(
μ(u) − s + r + σ J (u))= lim inf
μ(u)→∞μ(u)
(
1− s − r
μ(u)
+ σ J (u)
μ(u)
)
 lim inf
μ(u)→∞μ(u) · lim infμ(u)→∞
(
1− s − r
μ(u)
+ σ J (u)
μ(u)
)
 lim inf
μ(u)→∞μ(u) = ∞.
Hence by the above and by the continuity of Φ and J we obtain that the set {u ∈ X: Φ(u) + σ J (u)  ρ} is closed and
bounded, and consequently compact.
By the deﬁnition of Φ we have α = infu∈H Φ(u) = 0. Thus since β > r > 0 we obtain that β > α. By Theorem 10 one of
the two conditions (10.3) and (10.4) holds. We will show that (10.3) cannot hold. Suppose to the contrary that (10.3) holds
true, i.e. there is a mapping h : (0, β) → H with Φ(h(t)) = t for every t ∈ (0, β). Since r ∈ (0, β), then
t < r ⇐⇒ Φ(h(t))< r ⇐⇒ μ(h(t))< r,
t = r ⇐⇒ Φ(h(t))= r ⇐⇒ r μ(h(t)) s,
t > r ⇐⇒ Φ(h(t))> r ⇐⇒ μ(h(t))> s.
Therefore
limsup
t→r−
μ
(
h(t)
)
 r = μ(h(r)),
lim inf
t→r+
μ
(
h(t)
)
 s > μ
(
h(r)
)
.
But this contradicts the continuity of h. Hence the condition (10.4) holds, that is there is σ  > 0 such that the functional
Φ + σ  J has at least two minimizers, say u1 and u2 (u1 	= u2).
We will show that μ(ui) < r or μ(ui) > s for i = 1,2. Suppose to the contrary, that r μ(ui) s for some i = 1,2. Then
Φ(ui) + σ  J (ui) = r + σ  J (ui) > σ  J (ui) = Φ(0) + σ  J (0),
which contradicts with the fact that ui is a minimizer of Φ + σ  J . Put
E(u) = μ(u) + σ  J (u).
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critical point u3 ∈ H \ {u1,u2}. If both u1 and u2 are strict local minimizers of E , then using mountain pass technique
(see [2, Theorem 2]) we will ﬁnd a critical point u3 /∈ {u1,u2}. If one of u1 and u2 is not strict local minimizer, then E
admits inﬁnitely many local minimizers at the same level. 
5. Applications of multiplicity result for anisotropic problems
In order to apply Theorem 11 for (1) we introduce the following notation. Let μ(u) = ∑T+1k=1 1p(k−1) |u(k − 1)|p(k−1) .
Clearly μ ∈ C1(H,R), μ(0) = 0, μ  0 and μ is coercive. For numbers r, s > 0 we put r′ = inf{‖u‖∞: μ(u)  r} and s′ =
sup{‖u‖∞: μ(u) s}. Hence
μ(u) r ⇒ ‖u‖∞  r′,
μ(u) s ⇒ ‖u‖∞  s′.
Let F (k, t) = ∫ t0 f (k, τ )dτ , J (u) = −∑Tk=1 F (k,u(k)), and Eλ(u) = μ(u) + λ J (u).
Theorem 12. Let 0 < r < s. Assume that
(12.1) limsup|t|→∞ F (k,t)|t|p−  0 for any k ∈ [1, T ];
(12.2)
∑T
k=1 sup|t|s′ F (k, t) <
∑T
k=1 supt∈R F (k, t);
(12.3) supr′ts′ F (k, t)−
∑
h 	=k sup|t|s′ F (h, t) for any k ∈ [1, T ].
Then there exists λ such that the functional Eλ has at least three critical points, two of which must be nontrivial.
Proof. By Lemma 1(a), μ(u) c1‖u‖p− − c2 for some positive constants c1, c2 and ‖u‖ > 1. Since there is a positive c3 with
‖u‖p−  c3
T∑
k=1
∣∣u(k)∣∣p− ,
then
μ(u) c1c3
T∑
k=1
∣∣u(k)∣∣p− − c2  c1c3
2
T∑
k=1
∣∣u(k)∣∣p−
provided μ(u) is suﬃciently large.
Let ε > 0. Using (12.1) we will ﬁnd K > 0 with
F (k, t)
|t|p− <
c1c3ε
2T
for any k ∈ [1, T ] and |t| > K . Let M = max{F (k, t): k ∈ [1, T ], |t| K }. Then for μ(u) > MT /ε with ‖u‖ 1 we obtain
J (u)
μ(u)
= −
∑T
k=1 F (k,u(k))
μ(u)
−
∑T
k=1 |F (k,u(k))|
μ(u)
−
∑
|u(k)|K |F (k,u(k))|
μ(u)
−
∑
|u(k)|>K |F (k,u(k))|
c1c3
2
∑T
k=1 |u(k)|p−
−
∑
|u(k)|K
M
MT /ε
−
∑
|u(k)|>K
|F (k,u(k))|
c1c3
2 |u(k)|p−
−
∑
|u(k)|K
ε
T
−
∑
|u(k)|>K
ε
T
= −ε.
Hence we get condition (11.1).
To show condition (11.2) we consider two cases.
Case 1. Suppose that infu∈H J (u) > −∞. We will show that for any σ > 0 the following equality holds
inf‖u‖∞σ
J (u) = −
T∑
k=1
sup
|t|σ
F (k, t). (5)
Note that for any ‖u‖∞  σ we have
J (u) = −
T∑
F
(
k,u(k)
)
−
T∑
sup
|t|σ
F (k, t).
k=1 k=1
M. Galewski, S. Gła¸b / J. Math. Anal. Appl. 386 (2012) 956–965 963On the other hand for any ε > 0 and k ∈ [1, T ] there is |tk| σ with
F (k, tk) > sup
|t|σ
F (k, t) − ε
T
.
Deﬁne u˜ ∈ H by u˜(k) = tk for k ∈ [1, T ]. Then ‖u˜‖∞  σ and
J (u˜) = −
T∑
k=1
F
(
k, u˜(k)
)
< −
T∑
k=1
sup
|t|σ
F (k, t) − ε.
Hence we obtain (5). Similarly one can show that
inf
u∈H J (u) = −
T∑
k=1
sup
t∈R
F (k, t). (6)
Now, using (12.2), (5) and (6) we obtain
inf
u∈H J (u) = −
T∑
k=1
sup
t∈R
F (k, t) < −
T∑
k=1
sup
|t|s′
F (k, t) = inf
‖u‖∞s′
J (u) inf
μ(u)s
J (u).
Case 2. Suppose that infu∈H J (u) = −∞. Then (11.2) holds since continuous functional J attains its minimum on compact
set {u: ‖u‖∞  s′}.
Now we will show (11.3). Note that J (0) = 0. For any u ∈ H with r  μ(u) s we have r′  ‖u‖∞  s′ . Take k ∈ [1, T ]
with ‖u‖∞ = u(k). By (12.3) we obtain
J (u) = −
T∑
h=1
F
(
h,u(h)
)= −F (k,u(k))−∑
h 	=k
F
(
h,u(h)
)
− sup
r′|t|s′
F (k, t) −
∑
h 	=k
sup
|t|s′
F (h, t) 0.
Finally, by Theorem 11 there is λ > 0 such that the functional Eλ has at least three critical points in H . 
Corollary 13. Let 0 < r′ < s′ . Suppose that there is a positive constant c such that
r′ < 1
2
(
cp−
T + 1
) 1
p+
and s′ > T + 1
2
(
cp+
) 1
p−
and conditions (12.1)–(12.3) are fulﬁlled. Then there is λ > 0 such that Eλ has at least three critical points, two of which must be
nontrivial.
Proof. Let r > 0. Then μ(u) r is equivalent to
T+1∑
k=1
1
p(k − 1)
∣∣u(k − 1)∣∣p(k−1)  r.
Therefore there is k ∈ [1, T + 1] with
1
p(k − 1)
∣∣u(k − 1)∣∣p(k−1)  r
T + 1 .
Hence
∣∣u(k − 1)∣∣ ( rp(k − 1)
T + 1
) 1
p(k−1)
.
Thus there is k ∈ [1, T ] with
∣∣u(k)∣∣ 1
2
(
rp(k − 1)
T + 1
) 1
p(k−1)
 1
2
(
rp−
T + 1
) 1
p+
.
Consequently
inf
{‖u‖∞: μ(u) r} 1
(
rp− ) 1p+
. (7)
2 T + 1
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T+1∑
k=1
1
p(k − 1)
∣∣u(k − 1)∣∣p(k−1)  s.
Hence
1
p(k − 1)
∣∣u(k − 1)∣∣p(k−1)  s
for every k ∈ [1, T + 1]. Thus for every k ∈ [1, T + 1] we obtain
∣∣u(k − 1)∣∣ (sp(k − 1)) 1p(k−1) .
Note that if |u(k − 1)| a for some a and every k ∈ [1, T + 1], then |u(k)| T+12 a. Using this observation we obtain that
∣∣u(k)∣∣ T + 1
2
(
sp(k − 1)) 1p(k−1) .
Thus
‖u‖∞  T + 1
2
(
sp+
) 1
p− .
Therefore
sup
{‖u‖∞: μ(u) s} T + 1
2
(
sp+
) 1
p− .
Suppose that c > 0 is such that
r′ < 1
2
(
cp−
T + 1
) 1
p+
and s′ > T + 1
2
(
cp+
) 1
p− .
Since the following functions t → inf{‖u‖∞: μ(u) t} and t → sup{‖u‖∞: μ(u) t} are continuous and their ranges are
equal to [0,∞), then there are r < c < s with
sup
{‖u‖∞: μ(u) s}= s′ and inf{‖u‖∞: μ(u) r}= r′. 
Example. Consider the following equation⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(∣∣u(0)∣∣2u(0))= 2λ(u3(1)
10
− u(1)
)
,

(∣∣u(1)∣∣3u(1))= 4λ(u(2) − 1
10
)3
,
u(0) = u(3) = 0.
Then T = 2, p(0) = 4, p(1) = 5, p− = 4, p+ = 5, f (1, t) = 2( t310 − t) and f (2, t) = 4(t − 110 )3. Thus
F (1, t) = t
4
20
− t2 and F (2, t) = 1
104
−
(
t − 1
10
)4
.
Taking c = 1 we obtain
1
2
(
cp−
T + 1
) 1
p+ = 1
2
(
4
3
) 1
5
≈ 0.5296 and T + 1
2
(
cp+
) 1
p− = 3
2
5
1
4 ≈ 2.2430.
Take r′ = 0.2 and s′ = 3. Note that sup0.2|t|3 F (1, t) < 0, sup|t|3 F (1, t) = 0 and supt∈R F (1, t) = ∞. Moreover
sup0.2|t|3 F (2, t) = 0 and sup|t|3 F (1, t) = supt∈R F (1, t) = 1104 . Hence by Corollary 13 the equation has at least three
solutions for some λ > 0.
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