INTRODUCTION
Gene expression experiments, such as microarrays and gene chips, have become a popular way to investigate * To whom correspondence should be addressed. biological changes within a system (Brazma and Vilo, 2000) . In particular, researchers have used such experiments to identify genes that appear to function together because of their similar differential expression behavior (DeRisi et al., 1997; Wen et al., 1998; Gasch et al., 2000) . Furthermore, co-regulation of genes with comparable expression patterns has been verified by the identification of similar promoter DNA sequences upstream of the co-expressed genes (Jensen and Knudsen, 2000) . Recent advances in proteomic profiling have led to very similar approaches in network structure analyses to describe the interaction between protein members. Because both mRNA expression and protein synthesis exhibit similar behavior in terms of their synthesis and degradation rates, there is now a substantial interest in analytically combining these two levels of cellular function into an integrated genomic network model (Boulton et al., 2002; Shields and O'Halloran, 2002) .
Our understanding of how to actually analyze such large, complex data sets has lagged behind our ability to collect data at this scale. The analysis is further complicated by the levels of biological and experimental variance and the multiple levels of interdependencies that exist in a cellular system. Although statistical techniques such as clustering and principal component analysis (PCA) have been used to group genes of comparable expression patterns, it is unclear that they offer the best possible analysis of the system because they have not been adequately tested on data sets of known characteristics.
The difficulty with the use of experimental data sets for evaluating different analysis techniques is that multiple interpretations of the underlying behavior can exist within these biological systems and one may not know the correct interpretation a priori. This is particularly true for dynamic data sets, which are often sparse due to the expense of the experiments. Another important concern with actual expression data is the inherent measurement error in these experiments and how that may affect the analysis (Brazma and Vilo, 2000) . The only effective approach for assessing the efficiency of pattern analysis techniques Generating dynamic expression patterns is through a controlled environment that could allow one to systematically investigate different underlying cellular processes from known network structures. In this strategy, the magnitude of each source of variance and the level of confounding interactions can be introduced into a network to examine their impact on the ability of different analysis techniques to decipher the original network organization (De Jong, 2002) .
Our web-based gene expression pattern generator, eXPatGen, models the transcription of genetic information into mRNA and the decrease of mRNA levels due to degradation. eXPatGen's model parameters allow the user to define the transcription dynamics for each gene (time delay, gain, and time constant). Some cascade and feedback regulation between gene groups is also modeled. Since the gene network connections are predetermined for each simulation run, the ability of individual analysis techniques to uncover those underlying interactions can be ascertained. The simulation is modular so that different functional forms of the transcription kinetics can be added in the future to allow for the network structure to be fine-tuned in terms of biological relevancy.
Recent papers have introduced the use of artificially generated expression data to evaluate gene expression analysis methods (Lukashin and Fuchs, 2001; Quackenbush, 2001; Yeung et al., 2001) . These expression patterns were randomly generated without any intrinsic pattern or used a fixed distribution around pre-defined time courses. In our approach, eXPatGen is based on quantitative cellular processes of known gene induction and repression patterns typical of a variety of biological systems. This approach is outlined in Figure 1 . Employing the user-defined inputs to the simulator, eXPatGen generates dynamic mRNA profiles similar to those produced from microarray experiments from bacteria (Schut et al., 2001) to humans (Wen et al., 1998; Iyer et al., 1999) . Once the biological pattern profiles generated by eXPatGen have been analyzed, the results can be directly compared to the initial input structure to validate and contrast analysis methods.
In developing eXPatGen, we have focused on incorporating the most common features of gene expression dynamics across a broad range of biological systems (see review De Jong, 2002) . Given the evolutionary conservation that is known to exist in the cellular function of transcription factors (Rajewsky et al., 2002) , temporal patterns of gene expression (induction and repression) can generally be described by similar kinetic functions in organisms ranging from bacteria to higher vertebrates (Marsh et al., 2000; Schut et al., 2001; Sasik et al., 2002; Sreenivasulu et al., 2002) . Thus, the design of eXPatGen is not to function as an in silico experimental system that would mimic a specific gene expression network, cell type, or organismal tissue. Instead, eXPatGen serves as a simulation tool capable of generating a broad spectrum of expression dynamics that can be adjusted by experimentalists to provide guidance for data collection and analysis in large-scale studies of gene expression or protein synthesis networks.
SYSTEM AND METHODS

Describing gene expression dynamics
The primary goal of the eXPatGen simulation is to produce gene expression patterns that can be analyzed for gene groupings from a defined network structure with a known level of expression variance. The choice of a specific functional expression is dictated by the objectives of the computational efforts. In our case, the generated expression patterns need to exhibit a range of dynamic behaviors that are common among a broad spectrum of biological systems, and not focus on representing a specific biological model. We initially chose to represent gene expression with a sigmoid relationship to capture the general acceleration and deceleration patterns that exist in biological systems at several different time-scales. A similar sigmoid expression would be equally effective at representing protein synthesis and degradation dynamics. The three parameters of a sigmoid equation (Equation 1) define the maximum asymptotic value of the relationship (α), the point where the symmetrical curve reaches 50% of its maximum value (γ ), and the speed at which the maximum value is obtained (β).
The variable x in Equation (1) represents elapsed time in minutes from the moment of induction. While the time to reach 50% of a gene's expression level (γ parameter) is typically in the range of 10 and 20 min for microbial systems, the maximum level of mRNA (α) can vary many fold and the speed of response (β) can also vary significantly. The selection of these three parameters can thus be used to describe gene expression events on any time-scale relevant for an experimentalist, from developmental regulation looking at gene interaction at hourly intervals (Davidson et al., 2002; Sasik et al., 2002) to neural regeneration at weekly intervals (Wen et al., 1998) . Since some base mRNA production of non-induced genes is usually present in biological systems, eXPatGen offsets the gene induction sigmoid from zero by a small amount to account for this residual or steady-state level of expression.
The ability to model gene expression according to saturation kinetics has recently been added to eXPatGen. Please refer to the website for relevant documentation. Also available at the website is a Java applet to visualize how each parameter value affects the expression models.
Functionally grouping genes into units that reveal similar temporal dynamics in expression is one of the most common goals of microarray analysis studies. These groupings are interpreted to represent co-regulated genes that share strong network connections. In order to accurately establish a defined network structure with known initial gene groupings, eXPatGen predefines gene clusters using similar temporal dynamics and a controlled level of expression variance between group members. For each gene group, one set of parameters is provided by the user along with standard deviation values for each of the parameters. The individual genes within each group are generated from the average and standard deviation values by a Gaussian random number generator (Press et al., 1988) . Once the dynamics for each gene is computed, the 'position' of each gene spot in a simulated microarray is randomly assigned to validate the ability of the analysis methods to reorder the genes into their original groupings.
The simulation was designed to account for different initial environmental states as defined by the user. For each state, the user chooses which of the gene groups are to be initially at their maximum expression levels (on). These gene groups can then trigger the induction of other gene groups or be repressed by other groups as the simulation progresses. By varying which gene groups are initially on, the user can approximate how a cell might react to different environments. Since the induction dynamics of each gene stays constant across different environmental states within the simulation, the underlying simulated pathways are conserved.
In order to model the regulatory nature of gene networks, the gene expression simulation allows for the induction or repression of gene groups by genes within other groups. Two matrices, an Induction and a Repression Matrix, define these connections between gene groups. The two matrices are separated to allow for cyclic expression behaviors.
Implementation and output
In order to make the simulation readily available and to take advantage of inherent graphical capabilities, the gene expression simulator has been developed as a cgibin program (written in C) executable from both Netscape and Microsoft's Internet Explorer. The user begins by entering the number of desired gene groups and the number of predefined 'experimental' conditions. A second input form is generated that allows the user to specify the desired dynamics of each gene group and to establish initial conditions and gene group interactions. Using this information, a final input form is generated that defines the individual model parameters for each gene within the simulated system. Each input form may be saved by the user on a local computer for future use. Once the gene network and all associated parameters have been identified, eXPatGen begins to generate expression patterns for time points defined by the user.
Because of the variety of different analysis applications, the output of the simulation is available in a number of different formats. Another form is used to adjust the simulation's output into a requested format. The differential data can be presented in different data files representing both the mRNA levels or combined into a ratio of time point signal (simulated condition #1) to reference signal (simulated condition #2). The data can also be transposed, log transformed (log 2 , log 10 , ln), and/or reduced to absolute values. This process can be repeated multiple times to produce many different data sets for comparison from the same simulation run.
Because experimental microarray expression values are based on the measured fluorescence of individual spots on a microarray slide and the variability of these readings is of interest, the mRNA output of the simulator can also be converted into fluorescent signals typical of those experiments. eXPatGen converts mRNA levels to representative fluorescent signals through the use of a conversion parameter, χ. The χ parameter can be set to two different values according to the efficiencies of the specific dyes used to separate the reference and time point expression levels (e.g. green Cy3 and red Cy5). The fluorescent signal is found by multiplying a spot's mRNA level by χ and the area of the spot on the microarray, A. The two parameters (χ and A) are allowed to vary according to a user-defined standard deviation to replicate experimental variability. A number of different approaches have been used to normalize signal levels to account for data variance prior to analysis (Kerr et al., 2000; Yue et al., 2001) . Since the normalization of the signals can significantly impact the effectiveness of gene expression analysis methods, the ability to explore the effect of these normalization routines and signal variability on the different analysis methods should prove useful.
Gene expression analysis methods
The options for analyzing dynamic gene expression patterns are numerous. Clustering (Eisen et al., 1998; Wen et al., 1998; Gasch et al., 2000) and principal component analysis (also referred to as singular value decomposition) (Alter et al., 2000; Holter et al., 2000; Raychaudhuri et al., 2000) are perhaps the most popular methods, but self-organized maps (Tamayo et al., 1999) , Bayesian networks (Friedman et al., 2000) , and support-vector machines Furey et al., 2000) , have also been used to explore gene expression data. The large number of methods of analysis and the lack of a standard data set with known network connections provided a strong motivation for the development of eXPatGen.
Both the clustering and PCA analysis in this work were performed using the Cluster and TreeView programs (Eisen et al., 1998) , but the simulation results can be imported into other analysis environments. As mentioned in the previous section, the simulated data can be transformed into many different formats, depending on the needs of the user. The current default is to produce a tab-delimited data file that can be imported into the Cluster program.
IMPLEMENTATION AND DISCUSSION
Generating dynamic expression patterns
In the first example, dynamic gene expression behavior is examined through the simulated induction of five gene groups (B, C, D, E, F). Each gene group consists of five genes. The first three gene groups (B, C, and D) are induced by a single gene (A) that is fully expressed at the beginning of the simulation. Gene group E is induced once the representative gene within gene group B reaches 90% of its maximum value. Gene group F is induced once the representative gene within gene group C reaches 90% of its maximum value. The sigmoid parameters used to define the specific dynamics of this example and their respective standard deviations can be accessed along with the other input files at http://www.che.udel.edu/eXPatGen/paper/. Although the expression dynamics for these gene groups are on the order of 10 to 30 mins, different time scales could easily be inputted. The log 10 transform of the resulting ratio of mRNA profiles generated by eXPatGen are shown in Figure 2 . Even with this simple arrangement, a large number of different patterns can be produced by varying the dynamics of the five gene groups.
The second example of dynamic expression patterns explores a more complicated regulatory network of 10 gene groups, with each group having 10 genes. The reaction network diagram for this example is shown in Figure 3 . In this case, two of the gene groups that are initially expressed (C and D) are repressed by Gene Groups E and H, respectively. Since Gene Group G is induced by Gene Group C, its mRNA levels are depressed once Gene Group C is repressed. The log 10 transform of the resulting ratio of mRNA profiles for Example #2 are shown in Figure 4 . Only the first gene from each group is presented for the sake of clarity. 
Examining simulated expression patterns
For comparison purposes, each clustering example within this paper used agglomerative hierarchical clustering with a maximum distance similarity measure. The results of the cluster analysis of the Example #1 data set (shown previously in Fig. 2 ) is presented in Figure 5a . Since the average time constant for gene groups B, C, and D were only separated by 5 min (γ = 10, 15, and 20 min respectively), the separation of the genes into their perspective groups is perfect. However, the resolution of the data into time points taken every 2.5 min (or some other time unit depending on the system being studied) might be unrealistic due to experimental expenses. The next two clustering results (Fig. 5b and c) show how the data would group if the data set was reduced to fewer time points. With only half the time points, the clustering algorithm is still able to adequately separate the groups. When the time points are further reduced to every 10 min, gene group F becomes nearly indistinguishable from gene group E. Any further reduction in time points would eliminate the separations between gene groups B, C, and D. There is a clear interactive effect between the sampling interval and the variance in expression between group members. The ability of the clustering analysis to resolve the initial gene groupings can be experimentally limited and eXPatGen could be used to provide experimental guidance in terms of the minimum sampling intervals necessary to recover dynamic gene expression patterns.
In order to show the effect of increasing the variability within the individual gene groups, the simulation of Example #1 was rerun with the standard deviation of each gene group's time constant (γ ) doubled to 2.0. The cluster results of the subsequent data set are shown in Figure 5d . Due to the increased variability of the expression patterns, only gene groups E and F were properly classified at this resolution. One of the difficulties in attempting to characterize co-regulation of genes by their similarity in expression patterns is the possibility of coincidental expression dynamics. The gene expression simulator helps one explore the complications in identifying true regulatory behavior from coincidental behavior.
In order to investigate how the variability of fluorescent signals might affect the analysis of expression patterns, the Example #2 data set (shown previously in Figure 4 ) was transformed into fluorescent values before the expression ratio was computed. Both the red and green χ conversion factors and the spot area were varied according to their respective standard deviations to produce the new data set. No significant change in clusters was observed from the mRNA concentration case, but it is possible that actual experimental variances might be higher than those represented here.
As an example of how the gene expression simulator may be used to compare different analysis methods, Principal Component Analysis (PCA) was performed on the data set for Example #2. As can be seen in Figure 6 , the first two principal components are sufficient to capture most of the features in this simulated data set. As was observed in the PCA analysis of an experimental expression data set (Raychaudhuri et al., 2000) , the first principal component of this simulated data set is a weighted average of all time points and separates the data by expression levels. Positive values in this component indicate up-regulation and negative values indicate down-regulation of those genes. The second principal component orders the data by the point at which the genes are significantly induced or repressed, thus providing a temporal representation of expression within the system.
CONCLUSIONS
We have developed a gene expression simulator that generates dynamic behaviors characteristic of biological gene expression patterns across a wide range of organismal and cellular systems. The regulatory nature of gene expression dynamics is captured through the induction and repression of genes according to a defined regulatory network. Coregulated genes are approximated by the formation of gene groups that have similar dynamic behaviors. The output of the simulator can be exported in different formats for use in many expression analysis programs. Furthermore, gene mRNA levels can be converted into fluorescent signal values to investigate the impact of spotting variability, fluorescent dye efficiency, and normalization procedures during expression analysis.
A preliminary evaluation of the clustering and principal component analysis methods on simulated expression data was used to demonstrate how the simulator might be used to compare and contrast the effectiveness of different analysis methods. Because the underlying regulatory behaviors within experimental gene expression data sets are not known with certainty, eXPatGen provides a controlled simulation environment to generate dynamic patterns of expression data with defined network interactions. In addition to guiding post-experimental analyses, eXPatGen has the ability to be an important pre-experimental tool for biologists by providing guidance on sampling frequency and intervals given a known level of biological variance within a system.
