The need for analysis of multiple responses arises from many applications. In behavioral science, for example, comorbidity is a common phenomenon where multiple disorders occur in the same person. The advantage of jointly analyzing multiple correlated responses has been examined and documented. Due to the difficulties of modeling multiple responses, nonparametric tests such as generalized Kendall's Tau have been developed to assess the association between multiple responses and risk factors. These procedures have been applied to genomewide association studies of multiple complex traits. Unfortunately, those nonparametric tests only provide the significance of the association but not the magnitude. We propose a Gaussian copula model with discrete margins for modeling multivariate binary responses. This model separates marginal effects from between-trait correlations. We use a bootstrapping margins approach to constructing Wald's statistic for the association test. Although our derivation is based on the fully parametric Gaussian copula framework for simplicity, the underlying assumptions to apply our method can be weakened. The bootstrapping margins approach only requires the correct specification of the model margins. Our simulation and real data analysis demonstrate that our proposed method not only increases power over some existing association tests, but also provides further insight into genetic association studies of multivariate traits.
INTRODUCTION
The advent of high-throughput genotyping technology has led to discoveries of numerous disease genes, commonly through genomewide association studies (GWAS). Most of the GWAS data are analyzed using a single disease trait at a time. However, comorbidity often occurs in genetic studies of complex diseases, particularly mental illness and substance use [33] . Here, comorbidity refers to the occurrence of multiple disorders in the same subject. For example, more than half of the persons with one substance use disorder suffer from another form of mental illness [3] . Thus, it is scientifically important to consider comorbidity in genetic studies. From the statistical perspective, [37] conducted comprehensive simulation studies and demonstrated that analyzing multiple traits together generally improves the statistical power over single-trait based tests.
While it is important and well motivated to analyze multivariate traits jointly, it also raises theoretical and computational challenges. [34] proposed a generalized Kendall's Tau to test the association of any hybrid of dichotomous, ordinal or quantitative traits with a genetic marker. Later, [17] and [36] extended this method to consider the adjustments of covariates. However, the nonparametric tests can only report the significance of the association but not the magnitude. Therefore, it is desirable, and the goal of this article, to establish a parametric framework for genetic association studies of multiple traits.
We propose Gaussian copula model [23, 28] with discrete margins to analyze multivariate binary traits. Our model has several advantages. First, this is a rich class of parametric models that includes some commonly-used models such as the multivariate probit model [2, 1] . Second, our model makes much weaker assumptions than the multivariate probit model does, and hence is more broadly applicable. Third, under the Gaussian copula framework, the model components that characterize the marginal effects and the correlations among the traits are readily separated. Before we can deliver these useful features, we need to resolve the computational challenge. To this end, we propose to fit this model using a two-step semi-parametric approach. In the first step, we compute the maximum marginal likelihood estimator (MMLE) of association coefficients, say,β. In the second step, we estimate the variance ofβ using the bootstrapping technique [11] . This bootstrapping margins approach does not assume independence of the traits. Since it only requires the correct specification of model margins, this approach is robust to the misspecification of the correlation information among the traits, and it can be extended to any case as long as the model margins are correctly specified.
Although there is a rich literature on modeling multivariate discrete data through copula structure, including [18] , [23] , [30] , and the references therein, our work has distinctive features in model feasibility and computational cost, especially in genetic association testings. As discussed above, our modeling strategy only requires the correct specification of the margins, and is more flexible to use. Also, as shown in Sections 4 and 5, from the computational perspective, our approach is much faster than multivariate probit model, especially when the dimension of multivariate discrete data is large. This feature is particularly appealing in analyzing high-throughput genotyping data.
Copula has become a useful tool in genetic studies. For example, [19] considered a Gaussian copula variancecomponents method for linkage analysis with nonnormal quantitative traits. [15] introduced a Gaussian copula based approach to modeling the dependence between disease status and secondary phenotypes in case-control association studies. We exploit copula-based methods for further use in genetic studies. In GWAS, the need of analyzing millions of single nucleotide polymorphisms (SNPs) requires the algorithm for each single SNP would be extremely fast, which is the main motivation of our work. Our proposal of Gaussian copula framework guarantees the MMLE is consistent and asymptotically normal [28] . To account for the ignorance of potential correlations among multiple traits, we further propose Bootstrap method correcting for the variance estimation. Although our method of using MMLE seems simple for Gaussian copula model itself, it works very fast and shows substantial power gain over some nonparametric tests in our numerical studies. More importantly, through the analysis of a real data set on comorbidity, our proposed method identifies some significant SNP biomarkers reported in previous related studies, illustrating the usefulness of our proposed method.
This paper is organized as follows. We establish our model in Section 2. In Section 3, we describe our two-step semiparametric estimation method for association testing. We present our simulation studies in Section 4 and the SAGE data analysis in Section 5. We compare our analysis results with those based on multivariate probit model and another existing nonparametric method [36] . We also provide the estimates and their standard errors for genetic associations, which reveal further scientific details for GWAS. The article ends with a discussion in Section 6.
THE GAUSSIAN COPULA MODEL
Copula, a multivariate distribution function with uniformly distributed margins, is a useful tool for modeling correlated variables. For the general introduction and application of copula, we refer the readers to [23] . A common choice is Gaussian copula, which is constructed from a multivariate normal distribution using Sklar's theorem. Specifically, the d-variate Gaussian copula is 
Motivated by genetic case-control studies of complex diseases, here we concentrate on the modeling of multiple bi- (1) with respect to the counting measure, we can show that (2)
where
. This model setting includes many commonly-used models. For example, the bivariate probit model has the following probability mass function:
Let G denote a variable of interest (e.g., a genetic marker) and X be a p-vector of covariates. To model the marginal effects of G and X on W (l) , we consider a generalized linear model [GLM, 22] , i.e., for each l,
where g is the link function. The choices include log{t/(1 − t)} (logit), Φ −1 (t) (probit), and log{− log(1 − t)} (complementary log-log). Note that different choices of link functions, i.e., models for margins, will not affect the Gaussian copula correlation structure. Our model is flexible in that 
BOOTSTRAPPING THE MARGINS
The maximum likelihood based approaches, based on the maximum joint likelihood estimatorβ, are generally used to test the hypothesis in (4). However, these approaches are difficult to implement because the likelihood function under the Gaussian copula model can be so complicated that there do not exist effective methods to computeβ and Var(β). To overcome this difficulty, we adopt the following two-step procedure:
1. Computeβ, the maximum marginal likelihood estimator (MMLE); 2. Bootstrap samples, and execute Step 1 repeatedly to obtain an estimator of Var(β), Var(β). Then use the following Wald statistic to test (4):
.
Step 1
From the general discussion of Gaussian copula model, the MMLEβ is consistent and asymptotically normal [28] . The assumed regularity conditions are quite standard and easily satisfied. Specifically,
where Ω m is asymptotic covariance matrix ofβ.
Letβ be the maximum likelihood estimate of β using the joint likelihood and Ω j be its asymptotic covariance matrix. It is of interest to find out under what conditions thatβ =β and Ω m = Ω j . In general, we expect a tradeoff in computation and efficiency. In theory,β is more efficient thanβ, but we preferβ for the computational sake provided that the efficiency loss is relatively small. Interestingly, our numerical studies reveal a very small level of the efficiency loss byβ.
An alternative ofβ in the first step could be the estimator from maximizing pairwise composite likelihood using the method of inference functions for margins (IFM), as discussed in [18] and [35] . If this alternative is adopted, correct specification of pairwise composite likelihood is required, which is stronger than the correct specification of univariate margin likelihood. In addition, our method is different from IFM on two aspects: first, IFM computes the estimators from inference functions, while we concentrate on the marginal likelihood; second, IFM uses Jackknife for variance estimation, whose computational cost is getting greater as the sample size increases, while we propose the Bootstrap, as discussed in the following.
Step 2
Under H 0 , we havẽ
Here we propose to use the bootstrap procedure [11] to estimate Var(β). The simplicity of bootstrap makes it very straightforward to use in various applications for deriving standard errors and confidence intervals. Asymptotically, bootstrap is more accurate than the standard intervals obtained using sample variance and assumptions of normality [9] . Bootstrap can be easily extended to more complex scenarios. For example, it can be applied if our null hypothesis H 0 in (4) has a more complicated structure of unknown parameters. It can also be applied for the variance estimation of maximum pairwise composite likelihood estimator.
Under our Gaussian copula model and standard regularity conditions [26, 27] ,β is consistent and asymptotically normal as presented in (5), and the Bootstrap variance estimator Var(β) is also consistent. As suggested by [12] , we chose B = 200 and also tried B = 500 and B = 1,000 to validate that B is sufficiently large.
SIMULATION STUDIES
In this section, we conduct simulation studies to compare the finite sample performance of our proposed method: Bootstrapping the Margins with Probit link (BMP), with multivariate probit model (mvProbit) and nonparametric test based on generalized Kendall's Tau (gKT, 36). Note that, from the construction of our Gaussian copula model in Section 2, the proposed method can be applied with any link function at each margin. In the simulation studies, we concentrate on probit link function only for comparison reasons. Different link functions will be explored in SAGE data analysis. The objective is two-fold. First, we compare the performance of the three methods in terms of the type I error rate and power. Three nominal levels of significance, α = 0.05, 0.01 and 0.001, are used. Second, we examine and compare the parameter estimates obtained from the two parametric methods.
Settings
We generate the multivariate binary trait W following the Gaussian copula model. We use two sample sizes: 500 and 1,000. We first generate the environmental covariate X from normal distribution N (1, 1) and the test-locus genotype G from the distribution with the following probability mass function
which mimics the distribution of SNP biomarker rs1573178 in Gene STXBP1 of Chromosome 9, one of the most interesting findings in previous SAGE data studies. For simplicity, we only consider L = 2 in this section, and we set
The probability mass function of bivariate trait W can be written as
where Γ = (
. We set ρ = 0.5 in this section. For the marginal models, we consider two scenarios with probit and logit link functions respectively, as
,
We should note that, in the scenario with the probit link, both mvProbit and BMP happen to use the correct link function, which is not the case with the logit link.
Results
To evaluate the performance of the tests, we first report the empirical type I error rate for both scenarios based on 10,000 simulation replications in Table 1 . Although gKT is slightly more conservative, whose type I error is almost universally smaller than the corresponding α value, all three methods approximately control the type I error at each nominal level, for both correct and misspecified link scenarios. For the misspecified link scenario, the probit link (used in the model fitting) and logit link (used in the data generation) can be numerically similar [6] . As a result, mvProbit and BMP perform similarly, and can control their respective type I error rates.
In Table 2 , we summarize the power comparison results based on 1,000 replications. With the correct link, the power of mvProbit is slightly greater than BMP; however, the difference fades as the sample size increases. With a misspecified link, it reduces the power for both mvProbit and BMP. The two methods perform similarly, and are superior to the nonparametric gKT method. Tables 3-4 report the results for the parameter estimates for the two scenarios, respectively, based on 1,000 replications. In each replication, we calculate the estimate, the bias, the standard error (SE), and coverage probability (CP) of approximately 95% confidence interval of the parameter, using estimate ±1.96SE. The reported Bias, SE and CP are averaged across 1,000 simulation runs. We also report Monte Carlo approximation of the standard deviation (SD) of the parameter estimate across 1,000 runs. In Table 3 , with the correct link, mvProbit and BMP perform well and similarly, and the CP is always around 95%. However, in Table 4 , with a misspecified link, the two methods perform similarly again although not surprisingly, they yield large biases and unreliable CPs. In terms of computation time, the benefit from BMP in the bivariate trait case is not obvious, and it becomes greater as the dimension of the trait increases. For example, when we consider a 6-dimension binary trait as presented in Section 5, mvProbit uses about 12 times of computing time as BMP does. We did not investigate the comparison between BMP and mvProbit for a higher-dimensional-trait case in this section, mainly due to the computational complexity of mvProbit, when the dimension is high.
APPLICATION TO THE SAGE DATA

Background
The Study of Addiction: Genetics and Environment (SAGE) aims to identify susceptible genetic factors that contribute to substance dependence through a large scale [24] , [14] , [21] , [4] . We hypothesize that there exist common genetic factors (SNPs) for the comorbidity including the addiction to all six categories of substances. We thus use multivariate binary trait, each representing for whether or not the subject is addicted to a single substance.
In our study, we exclude 60 duplicate genotype samples and remove nine subjects with ethnic backgrounds other than African-origin (black) or European-origin (white). After excluding the samples with call rate below 90%, we have 3,627 unrelated subjects for whom we have both genotype and phenotype data. Motivated by [7] , we separate the whole data set for both race (black or white) and gender (female or male), to allow for racial and gender specific genetic effects. The whole data set is composed of: 1,393 white women, 1,131 white men, 568 black women, and 535 black men [7] . We filter SNPs by setting thresholds for call rate (>90%), minor allele frequency (MAF) (>1%), and Hardy-Weinberg equilibrium (p-value > 0.001).
Data analysis
We first provide the substance dependence distribution by gender and race in Table 5 . It can be seen that the dependence to some substances, for example, nicotine dependence, is homogeneous across the four subpopulations, while other substance dependencies differ by gender (e.g., alcohol dependence, marijuana dependence) or race (e.g., cocaine dependence). Therefore, we concur with the strategy of [7] by examining the association within each of the four racial and gender groups, removing racial and gender heterogeneity.
Following [32] , we concentrate on chromosome 9. To incorporate the effect of age and population stratification, we include the first principal component score and age as two covariates, which constitute the X variable in our model. We analyze the data using our proposed method with probit link (BMP), logit link (BML), multivariate probit model (mvProbit), and the nonparametric method based on generalized Kendall's Tau (gKT). The top SNPs with their pvalues are summarized in Table 6 , and the genetic association coefficients estimates are summarized in Table 7 .
Previous animal studies suggested that STXBP1 (an ortholog of human STXBP1) may be linked to an alcohol preference drinking locus on a mouse chromosome [13] . Moreover, more recent studies [25, 8] suggested that mutations in gene STXBP1 are associated with early infantile epileptic encephalopathy with suppression-burst (EIEE), also known as Ohtahara syndrome, which is one of the most severe and earliest forms of epilepsy. [16] identified that SNP rs1573178 in gene STXBP1 is significant for substance use dependence in black men, although the corresponding p-value, 6.44 × 10 −7 , is slightly larger than the commonly accepted genomewide significance level 5 × 10 −7 [5] . Thus, we specifically assess the association of this SNP with substance dependence. With 200 bootstrap samples, the p-values from our methods are 7.81×10 −7 and 7.24×10 −7 when the probit and logit links are used. The p-values are relatively stable when we choose more bootstrap samples. We should note that, the p-values calculated from our method only need an adjustment for multiple genetic markers across the whole genome, thus, in this section, we simply compare each single p-value with the genomewide significance level, demonstrated by [5] .
PTPRD is another gene that received a great deal of attention in the literature. The protein encoded by this gene is a member of the protein tyrosine phosphatase (PTP) family. In neuroblastoma, PTPRD was identified as a candidate tumor suppressor gene [29] . [20] reported that PT-PRD was associated with nicotine dependence through a genome wide linkage scan. More recently, through GWAS approaches, PTPRD was identified to be associated with smoking cessation success by [31] . Comorbid depressive syndrome and alcohol dependence were reported to be associated with PTPRD in [10] . Based on such mounting evidence, the PTPRD gene is believed to be strongly associated with addiction-related traits [10] . Again, we re-evaluate this association using our methods. It turns out that our findings are consistent with the existing literature. Specifically, based on our bootstrapping margins approach with the probit link and 1,000 bootstrap samples, SNP rs10977327 in the PTPRD gene is significant in African-origin women (p-value = 5.04 × 10 −7 ) and SNP rs7856948 in the PTPRD gene is highly significant in European-origin women (p-value = 5.05 × 10 −12 ). Note that no SNP markers in the PTPRD gene are identified to be significant in the men cohort, indicating a gender specific effect.
In summary, we successfully identified gene PTPRD as strongly associated with substance dependence in Africanorigin and European-origin women, while other methods failed to uncover this association. It is worth mentioning that this finding is consistent with previous studies, where PTPRD was found to be associated with alcohol dependence, nicotine dependence, and other addiction-related traits.
DISCUSSION
Modeling multivariate dichotomous outcomes is important and challenging. Although a fully parametric approach is possible in principle, the dependence among the outcomes makes it complicated to compute the joint likelihood and obtain the maximum likelihood estimates. We propose a Gaussian copula model with discrete margins that enables us to model the binary outcomes jointly, and more distinctly, separate the estimation of the marginal parameters pertinent to each trait from the complicated and unknown dependence structure. This semi-parametric approach utilizes commonly used link functions including probit and logit for binary responses in the marginal model, for which there exist well-tested computational methods and algorithms, avoiding the complications with the joint likelihood. Not only do we obtain consistent estimates for the marginal parameters, but also we adopt the bootstrap method to obtain consistent variance estimation based on the marginal parameter estimates. While we present our method for multivariate binary outcomes, we expect it can be extended to analyze a hybrid of continuous and discrete outcomes. The specific development warrants a separate effort in the future.
Our simulation studies demonstrate that our proposed method and mvProbit perform similarly and the difference is negligible for both power and parameter estimation comparisons, regardless of whether the correct link function is used. This is reassuring because the advantage of our proposed method is to dramatically reduce the computation without compromising the performance. Our simulation results suggest that we accomplished this objective.
As expected, our proposed method is computationally more efficient when the dimension of the trait increases, as evident from the analysis of the SAGE data. Compared to parametric mvProbit, our method is 12 times faster; and compared to nonparametric gKT, our method provides additional and essential results that are not available from the nonparametric test. Specifically, our method estimates the strength and direction of the association as well as its precision. Besides, our method is convenient for real data anal- Lastly, we analyze one single SNP each time in our proposed method. The generalization to incorporating multiple SNPs warrants further effort in the future. Additionally, an application of our method to the SAGE data reveals some significant SNP markers in the genes C9orf3, PALM2-AKAP2 and FBP2, that have not been reported before, demonstrating the usefulness of the proposed parametric framework in genetic association studies.
