Part-and axis-based approaches organize shape representations in terms of simple parts and their spatial relationships. Shape transformations that alter qualitative part structure have been shown to be more detectable than those that preserve it. We compared sensitivity to various transformations that change quantitative properties of parts and their spatial relationships, while preserving qualitative part structure. Shape transformations involving changes in length, width, curvature, orientation and location were applied to a small part attached to a larger base of a two-part shape. Increment thresholds were estimated for each transformation using a 2IFC procedure. Thresholds were converted into common units of shape difference to enable comparisons across transformations. Higher sensitivity was consistently found for transformations involving a parameter of a single part (length, width, curvature) than those involving spatial relations between two parts (relative orientation and location), suggesting a singlepart superiority effect. Moreover, sensitivity to shifts in part location -a biomechanically implausible shape transformation -was consistently poorest. The influence of region-based geometry was investigated via stereoscopic manipulation of figure and ground. Sensitivity was compared across positive parts (protrusions) and negative parts (indentations) for transformations involving a change in orientation or location. For changes in part orientation (biomechanically plausible), sensitivity was better for positive than negative parts; whereas for changes in part location (biomechanically implausible), no systematic difference was observed.
Introduction
A fundamental question in visual perception is how the human visual system represents object shape. Part of the difficulty in addressing this question is that the notion of shape itself is not as clear-cut as many other visual attributes. One definition of shape, originating in geometry and mathematics, is that it refers to geometric properties that are unaffected by rigid transformations (transformations that preserve inter-point distances) and uniform scaling. This is consistent with intuition: moving a statue to a different location, making it face in a different direction, or even having a replica made that is half the original size, does not alter what we consider to be ''its shape". Under this view, two shapes are equivalent if they can be brought into alignment by applying one or more of these transformations (e.g. Ullman, 1989) . As a result, the mathematical ''distance" between two shapes can be defined in terms of how much they still differ once they have been brought into maximal alignment using these transformations (e.g. Kendall, 1989; Mardia & Dryden, 1998) .
Psychologically speaking things are more complicated, however, and the above definition fails to capture the notion of ''perceived shape"-i.e. as far as representation by the human visual system is concerned. First, two forms that are geometrically equivalent can look different. Fig. 1A shows an example due to Mach (1897 Mach ( /1914 Mach ( /1959 in which the two shapes look different (''square" versus ''diamond") despite the fact that they differ only by a rigid rotation in the image plane through 45°. Indeed, there is a great deal of work demonstrating large effects of orientation on shape perception (e.g., Rock, 1973; Tarr & Pinker, 1989) . Second, geometrically distinct shapes (i.e. shapes not related by rigid transformations and uniform scaling, or even by affine transformations) are often perceived to be the same. Consider a cat viewed in a crouching position versus one in a pouncing pose (Fig. 1B) . Technically, the two shapes are of course different: no rigid template could possibly work for both shapes. Yet there is a sense in which the two shapes http://dx.doi.org/10.1016/j.visres.2015.07.004 0042-6989/Ó 2015 Elsevier Ltd. All rights reserved.
are in fact equivalent, namely, the two differ only in the articulation of the limbs of the same biological form. Such part articulations are in fact extremely common in animate objects, and define an important class of shape transformations that the visual system must deal with successfully.
Part-based representation of shape
The non-rigid movements of biological forms have been an important source of motivation for the part-based approach to shape representation. According the part-based approach, the visual system represents the shape of complex objects in terms of simpler parts, and the spatial relationships between these parts. In other words, it proceeds by segmenting complex shapes into parts, and organizing the shape representation as a hierarchy of parts. An important feature of this ''structural" approach to shape is that it separates the representation of the shape of the individual parts from the representation of the spatial relationships between these parts. As a result, an object can be readily identified as composed of the same parts as another object, though in slightly different (but still ''valid") spatial relationships. This property allows partbased representations to be more robust to changes in the articulated pose of an object: the cat can be recognized as being essentially the same ''form," irrespective of whether it is sleeping or running.
An important cue for segmenting a shape into parts is the presence of negative minima of curvature along its bounding contour (Hoffman & Richards, 1984) . Negative minima of curvature are points with locally maximal magnitude of curvature that lie in concave regions of shape (i.e. regions with negative curvature).
The minima rule is motivated by a regularity of nature known as transversality: the process of joining two separate objects to form a single composite object generically produces negative minimain this case, tangent discontinuities -at their locus of intersection (Hoffman & Richards, 1984) . Similarly, the sprouting of a new part (say, from a seed or embryo) similarly produces negative minima of curvature (Leyton, 1989) . Thus, given only a composite shape, points of negative minima provide natural candidate points for segmenting the shape into parts. This is not to say that negative minima are sufficient by themselves to divide shapes into parts. First, they do not specify how candidate boundary points should be paired to form cuts that divide the shape. Second, negative minima can fail to be part boundaries (e.g. negative minima along a bending snake), and part boundaries can fail to be negative minima (see De Winter & Wagemans, 2006; Siddiqi, Tresness, & Kimia, 1996; Singh, 2014; Singh & Hoffman, 2001; Singh, Seyranian, & Hoffman, 1999) . Negative minima do, however, provide an important cue for part segmentation.
A great deal of psychophysical work has shown that the visual system represents shapes in terms of parts (Biederman, 1987; Biederman & Cooper, 1991; Cave & Kosslyn, 1993; Hayworth & Biederman, 2006; Hoffman & Richards, 1984; Hoffman & Singh, 1997; Lamberts & Freeman, 1999; Lamote & Wagemans, 1999) , and that this has important implications for a number of perceptual phenomena, including figure/ground assignment (e.g. Barenholtz & Feldman, 2006; Baylis & Driver, 1995; Hoffman & Singh, 1997; Kim & Feldman, 2009; Stevens & Brookes, 1988) Mach, 1897 Mach, /1914 Mach, /1959 . (B) Two geometrically distinct shapes (i.e., they cannot be related by rigid transformations and uniform scalings) that look perceptually similar. These two are naturally perceived as arising from actions of the same biological organism. The cat is shown in two different poses, each with different configurations of its limbs. (C) Shape transformations that alter qualitative part structure are perceived as larger changes (''bump" on the bottom left) than those that preserve part structure (''extension" on the bottom right). Note that the transformation on the right actually involves a larger physical change to the original (top) shape. Singh, & Feldman, 2005) , contour completion (e.g. Fulvio & Singh, 2006; Liu, Jacobs, & Basri, 1999) , perception of transparency (Singh & Hoffman, 1998 ), visual search (e.g., Hulleman, te Winkel, & Boselie, 2000 Wolfe & Bennett, 1997; Xu & Singh, 2002) , visual attention (Vecera, Behrmann, & Filapek, 2001; Vecera, Behrmann, & McGoldrick, 2000; Watson & Kramer, 1999) , and the perceptual organization of 3D surfaces (Phillips, Todd, Koenderink, & Kappers, 2003) .
In a large-scale study, De Winter and Wagemans (2006) examined part-segmentation performance by having subjects draw cuts on a large set of line drawings of objects, in order to decompose them into natural parts. They found that the vast majority of cuts drawn by subjects passed near negative minima of curvature. Psychophysical evidence has also shown that part segmentation is an automatic process, whose implications can be demonstrated using indirect ''objective" tasks, even when the instructions to subjects do not involve explicit reference to ''parts". For example, Baylis and Driver (1994) showed that observers' higher sensitivity to symmetry than to repetition (or parallelism) within a shape can be explained in terms of ''obligatory" part segmentation. Symmetric shapes have corresponding parts on the two sides, whereas shapes with parallel sides have non-corresponding parts. By creating novel displays that teased apart these two factors, they were able to demonstrate that the original symmetry benefit derives from the presence of corresponding parts, and not from symmetry per se. showed that observers are faster at discriminating two probes in a same/different task when they lie on a single part, than when they lie on two different parts (i.e. across a part boundary). Importantly, this part-based effect was obtained despite the fact that the curvature profile of the intervening contour was carefully controlled to be identical in the two cases. Cohen and Singh (2006) employed a segmentidentification task in which observers indicated whether a given contour segment matched some portion of a (whole) test shape. They found that observers were more accurate at identifying segments whose part boundaries are defined by negative minima of curvature, than segments of comparable (or even greater) length segmented at other qualitative types of points (e.g. positive maxima of curvature, or inflection points). Perceptual organization of shape in terms of parts has also been shown to influence global judgments on shapes, such as the visual estimation of an object's center of mass (Denisova, Singh, & Kowler, 2006) and perceived orientation (Cohen & Singh, 2007) of two-part shapes.
Skeleton or axis-based approaches to shape
A complementary approach to shape representation is in terms of axes or shape skeletons. A shape skeleton (or ''stick-figure") provides a compact and efficient representation of complex shape that emphasizes its structural aspects (see Fig. 2 ). Fig. 2A shows some examples of pipe-cleaner objects from a well-known paper by Marr and Nishihara (1978) . These objects are readily recognizable as specific animals, despite the absence of any information about surface color and texture, or even surface geometry -thereby suggesting that skeletal structure carries a great deal of information about shape for human vision.
1 Psychophysical studies (Burbeck & Pizer, 1995; Kovacs, Feher, & Julesz, 1998 ) and a recent imaging study (Lescroart & Biederman, 2012) have provided evidence for the representation of shape axes by the human visual system. The results of Kovacs and colleagues, for example, showed an enhanced contrast sensitivity for Gabor patches located along a shape's medial axis (Kovacs & Julesz, 1994; Kovacs et al., 1998) . It is natural to conceive of part-based and axis-based representations as two complementary ways of capturing the structural aspects of a complex shape. Indeed, the shape skeleton was originally proposed by Blum as a compact means of capturing the morphological aspects of biological form-i.e. a representation that makes explicit the internal structure of a biological form, such as the branching structure of its parts)-by having an axial branch devoted to each structural part (see Blum, 1973) . In practice, however, this one-to-one correspondence between parts and axial branches was not achieved by Blum's medial-axis transform (as noted by Blum & Nagel, 1978) , or its modern descendants. A more recent probabilistic approach to computing the shape skeleton does establish this one-to-one correspondence, however (Feldman & Singh, 2006) .
In Feldman and Singh's (2006) Bayesian approach to skeleton computation, a shape is treated as a combination of generative factors and noise. The skeletal representation seeks to model the generative factors, which ignoring noise. Their approach begins with a probabilistic generative model (or likelihood function) that captures how shapes ''grow" from skeletons along ''ribs" that are roughly orthogonal to the skeleton (see Fig. 2B ). The generative model thus provides the probability of generating different shapes from a given skeleton. Given any shape, the model then uses Bayes to ''invert" probabilities and estimate the skeleton that best ''explains" that shape -under the assumptions embodied in the generative model and the prior. The prior here simply favors skeletons with fewer branches, and with straighter (i.e. less curved) branches. Skeletons with more branches and/or more curved axes can always fit a shape better (i.e. yield a higher likelihood); however they are penalized for their added complexity (lower prior probability). Thus the ''best" skeletal estimate -i.e. the maximum-a-posteriori (MAP) skeleton -is the result of a Bayesian tradeoff between fit to the shape and skeletal complexity. One implication of this tradeoff is that an axial branch is included in the skeleton only if it improves the fit to the shape sufficiently to warrant the added complexity of the skeleton. The Bayesian approach thus effectively ''prunes" spurious branches (they are effectively treated as noise), and is able to establish a one-to-one correspondence between parts and axial branches (see Fig. 2C for examples).
Recent empirical work has demonstrated the importance of the shape skeleton in superordinate shape classification -specifically, it has shown that the classification of shapes into broad natural categories (such as animals vs. leaves) can be understood in terms of simple statistical classification of the Bayesian shape skeleton that is tuned to the natural statistics of shape (Wilder, Feldman, & Singh, 2011) . This suggests both that the visual system employs a skeleton-based representation of shape, and that it has internalized the statistics of skeletal parameters for various shape categories, presumably over the course of evolution.
It is worth noting that key parameters of a skeletal representation of shape include: the length of an axial branch, the length of its ''ribs" (which determine the width of that branch), its curvature, the orientation of the axial branch relative to its parent branch (the one that it protrudes from), and the locus of attachment to the parent branch. The shape transformations we will use in our experiments will involve precisely these five parameters.
Our experimental approach
In the current study, we investigate observers' visual sensitivity to different shape transformations that involve basic parameters in a part or axis-based representation. 1 We use the figure from Marr and Nishihara (1978) here to motivate the importance of axes in shape representation. We do not necessarily espouse other aspects of their theoretical framework, however, such as the claim of viewpoint invariance in 3D shape recognition, or their reliance on a fixed class of shape primitives. Indeed, we believe that the fundamental role of parts and axes is distinct and separable from these other claims.
Measuring the relative visual sensitivity to different shape transformations provides a natural means of investigating visual shape representation. Sensitivity to shape change links fairly directly to shape similarity. For instance: If the visual system is highly sensitive to a particular type of shape transformation, a transformed shape will start to look different (i.e. highly dissimilar) with even a small magnitude of change. Conversely, if the visual system is fairly insensitive to some other type of transformation, then even large changes of that type may still result in very similar looking shape. Starting with the shape depicted in Fig. 1C (top) , for example, the transformed shape at the bottom left looks clearly different, whereas the one on the right looks quite similar. This is so despite the fact that the bottom-right shape in Fig. 1C actually involves a larger physical difference from the original. Thus the relative visual sensitivity to different types of shape transformations is likely to be highly informative about the underlying shape representations -e.g. telling us something about the relative ''distances" between shape pairs in the mental space of shapes (cf. Feldman & Richards, 1998) .
Previous work has employed this general rationale in conjunction with the change-detection methodology to examine the role of parts and curvature polarity (convexity vs. concavity) in the visual representation of shape (e.g. Bertamini & Farrant, 2005; Cohen et al., 2005; Vandekerckhove, Panis, & Wagemans, 2008) . This research has shown that: (i) changes to a shape that alter its qualitative part structure are easier to detect that those of comparable magnitude that preserve part structure; and (ii) shape changes at concave vertices are easier to detect than comparable changes at convex vertices. These results point to the fundamental importance of parts and of concavities (negative-curvature regions that tend to define part boundaries) in the visual representation of shape.
In contrast to this previous work, the current study investigates relative sensitivity to different shape transformations, all of which preserve qualitative part and axis structure, while manipulating specific quantitative parameters in a part-or axis-based representation. Our stimulus shapes are comprised of a narrow part protruding out of a larger ''base" part. The shape transformations we use are motivated directly by parameters of the skeleton-based model summarized above (Feldman & Singh, 2006) . If we consider the small protruding part, its axial representation is defined by the following skeleton-based parameters: the length of its axis, the curvature of its axis, the length of its ''ribs" (which determine the width of the part), the location where its axis connects to the larger base part, and the orientation of its axis relative to that of the base part. Either of these five parameters may thus be perturbed in order to introduce a shape change (see Fig. 3 for a schematic depiction). It should be noted that some of these shape transformations (namely, changes to part length, width, and curvature) involve only the protruding part in isolation, whereas others (namely, changes to part orientation and location) involve the spatial relationship between the two parts. Moreover, not all of these transformations are equally plausible biomechanically. The length and width of a limb or branch tend to change during growth, part orientation changes during articulation of the limbs, and certain types of biological parts or bodies can curve (e.g. tails or snakes). By contrast, a shape transformation involving a change in the part's location is not biomechanically plausible. There is some evidence to suggest that the visual system is sensitive to whether or not a shape transformation or movement is biomechanically plausible. This evidence is consistent with the general idea that, over the course of the evolution, the visual system has internalized constraints that reflect regularities in the natural environment (e.g. Shepard, 2001 ). The role of biomechanical plausibility has been demonstrated in the interpretation of apparent motion, for example (e.g. Chatterjee, Freyd, & Shiffrar, 1996; Shiffrar & Freyd, 1990 . In estimating the trajectory of a moving object in apparent motion, it is well known that the visual system has a default preference for the shortest path (generally a straight line). However, it has been shown that this preference is easily overridden by biomechanical constraints. Specifically, in apparent-motion sequences showing two frames of the human body in slightly different poses, observers tend to perceive longer, curved motion trajectories of the limbs that are consistent with biomechanical (and physical) plausibility. This violation of the shortest-path principle occurs whenever sufficient time is available (i.e. with relatively long SOAs), and suggests that the visual system is incorporating constraints involving biomechanical plausibility in inferring motion trajectories (see Chatterjee et al., 1996; Shiffrar & Freyd, 1990 .
Similarly, in the context of figure-ground assignment, Barenholtz and Feldman (2006) showed subjects apparentmotion sequences in which the two frames differed in the location of point or segment along a polygonal contour. Subjects indicated whether they perceived one or the other side as figural (''which side moved?"). They found that figure and ground tends to be assigned in such a way that hinging vertices have negative curvature (i.e. correspond to part boundaries) -so that the motion is perceived as an articulating part or limb. Therefore implicit knowledge about how biological objects tend to move (e.g. in a part-wise articulated manner) affects the basic -and often considered lowlevel -process of figure-ground assignment.
Our experiments here measure increment thresholds for a number of shape transformations -involving changes in a part's length, width, curvature, orientation, and location -in order to estimate the visual system's relative sensitivity to these different types of shape changes. We use the method of constant stimuli with a 2IFC paradigm to derive psychometric curves and estimate the increment threshold for each transformation. We then convert these thresholds into common units of shape difference in order to allow direct comparison of the visual sensitivities to these different shape transformations.
Experiment 1: two-part shapes
The goal of this experiment was to measure the differential sensitivity of human observers to several types of transformations to a shape with a simple two-part structure: a small narrow part protruding out of a larger base. The general experimental strategy used in this experiment is similar in spirit to the change-detection paradigm summarized above (e.g. Bertamini & Farrant, 2005; Cohen et al., 2005; Vandekerckhove et al., 2008) . However, the current experiment measures increment thresholds for different types of shape transformations by deriving full psychometric curves using the method of constant stimuli with a 2IFC task. A total of five transformations to the attached part were tested. We compared perceptual sensitivity to changes in part length, width, curvature, and orientation, and location (i.e. locus of attachment to the base shape).
Methods

Observers
Six observers affiliated with Rutgers University participated in the study. Five of the observers were naïve about the experimental goals and were paid volunteers; one was author KD. All had normal or corrected-to-normal vision. This research study has been approved by the Rutgers University Institutional Review Board. Informed consent from all participants was obtained prior to beginning the experimental procedures. The work was carried out in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki).
Apparatus
Stimuli were generated using MATLAB and the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997) . They were presented on a high-resolution (1280 Â 960) 19-inch monitor (Mitsubishi DiamondPro) with a 120 Hz refresh rate, connected to a dual-core G5 Macintosh computer.
Stimuli
Two-part shapes were used in this experiment, composed of a narrow part protruding out of a larger base part (see Fig. 4 ). When the axis of the attached part was straight, the part shape was rectangular (2.58 Â 0.86 dva) with rounded corners. The base part of the shape was also rectangular (8.6 Â 1.2 dva) with rounded corners. The boundaries between the two parts were also rounded (using a 1-D Gaussian smoothing operation along the contour).
The small part was attached to the larger one near its horizontal center -in most conditions drawn from a uniform distribution on the range of ±1.55 dva from the center (this range corresponds to roughly one-third of the length of the base part). The attached part was, in most conditions, oriented either +20°or À20°from the vertical (i.e. orthogonal to the orientation of the base part). The combination of these two factors results effectively provided inter-trial jitter of the spatial position of the shapes. Any deviations from these default values are explicitly noted in the description of individual conditions below.
On each trial, observers were shown three versions of a shape: a ''test" or ''standard" shape followed by two ''alternatives". One of the two alternatives resulted from applying a particular transformation to the test shape, while the other alternative was identical to the test shape. The parameters of the test shape for length, width, and orientation transformations were exactly as described above. In the location condition, the location of the attached part in the test shape was either +1.20 or À1.20 dva from the center of the base part. In the curvature condition, the test shape was different in two respects: first, it had a standard orientation of 0°(it had a vertical tangent at its lower end, where it connected to the base shape; see Fig. 4 , 1st column, 4th row). Second, its standard curvature value was set to 0.41 dva À1 (In other words, the axis of the curved part was a circular arc with the radius equal to 1/0.41 = 2.44 dva, and it could curve either to the right or to the left).
In the length condition, the comparison shape differed from the test shape in the elongation of the attached part. The part's length was manipulated by applying one of seven increments to the standard length value of 2.58 dva: .09, .17, .27, .34, .43, .52, and .60 dva. In the width condition, the width of the attached part of the comparison shape was manipulated by applying one of seven increments to the standard width value of .86 dva: .03, .05, .09, .12, .15, .19, and .22 dva. The width variable corresponds to approximately twice the rib length in an axis-based representation (see Feldman & Singh, 2006) . The orientation transformation manipulated the part's tilt away from the vertical. Seven increments were applied to the standard orientation value of 20°: 2°, 6°, 10°, 14°, 18°, 22°and 26°. The curvature transformation altered the curvature of the part's axis. One of seven increments was applied to the base curvature parameter of 0. 41 , no jitter was applied within a single trial. Pilot testing showed that observers found the task somewhat difficult (given that every stimulus was masked). So as to avoid increasing the difficulty of the task further (and also avoid increasing stimulus presentation time further), we did not apply intra-trial jitter (i.e. all 3 shapes appeared in the same spatial location on a particular trial).
Procedure
Observers viewed the displays binocularly with head position fixed using a chinrest. They were instructed to look at the fixation cross which was presented at the center of the monitor at the beginning of each trial. Each of the three shapes (the test shape and the two alternatives) was shown for 200 ms and was followed by a mask. The test shape and its mask were followed by a longer delay of 900 ms; the two alternative shapes were separated by a delay of 300 ms. The final frame of each trial was a mask, which remained on the screen until the observer responded using the keyboard. The 2IFC task of the observer was to indicate which interval, first or second, contained the shape that matched the test shape. No feedback was provided. After the response was given, the fixation cross re-appeared to signal the onset of the next trial.
Design
Each observer participated in 2 experimental sessions for each of the 5 transformations (length, width, orientation, curvature and location) for a total of 10 experimental sessions per observer. A total of 350 trials were run for each transformation. This resulted in a total of 50 repetitions for each of the seven increment values, for each transformation. The order of the transformation conditions was counterbalanced across observers. Observers completed a brief practice session prior to each experimental session.
Results
Weibull psychometric curves were fit to individual observers' data for each transformation condition using the psignifit software for MATLAB (Wichmann & Hill, 2001a,b) . Based on these fits, increment thresholds and corresponding 95% confidence intervals were computed. The data (proportion correct for each increment level) and the psychometric fits for one representative observer are shown in Supplementary Fig. 1 . Table 1 provides a summary of the thresholds for all observers.
These raw increment thresholds for different transformations cannot of course be used to directly compare the visual sensitivity to different transformations, because they are in different units, e.g. degrees of visual angle (dva) for length, degrees for orientation, dva À1 for curvature, etc. A standard way of comparing sensitivities across different dimensions (or even modalities) is to use Weber fractions, DI/I, where I is the standard intensity and DI is the difference threshold. However, computation of Weber fractions is only possible for dimensions with a well-defined ratio scale -i.e. with a canonical zero -which is not the case for orientation. (For example, the same angular deviation from the vertical could be coded either as À30°or +60°, depending on whether the vertical or the horizontal axis is taken as the ''zero"). Thus, in order to directly compare the thresholds across all transformations, the thresholds were converted into a common measure of shape difference in the next step of data analysis. Moreover, in order to ensure the robustness of the ordering in sensitivity to different transformations, we used two distinct measures of shape difference: one based on area differences, the other based on average distance. 
Area-based difference measure
The area-based difference is defined in terms of the area of the non-overlapping regions of two shapes, once they have been aligned maximally (see Fig. 2A ). Given any two shapes Sh 1 and Sh 2 , the area-based difference is thus AreaðSh 1 À Sh 2 Þ þ AreaðSh 2 À Sh 1 Þ , where Sh 1 À Sh 2 refers to points of Sh 1 that are not in Sh 2 , and similarly Sh 2 À Sh 1 refers to points of Sh 2 that are not in Sh 1 . In the context of our two-part shapes, we normalize this nonoverlapping area by the sum of areas of the two attached parts, i.e., AreaðPart Sh 1 Þ þ AreaðPart Sh 2 Þ.
The raw increment thresholds estimated from the psychometric fits were converted to this area-based measure by taking the standard (''test") shape as Sh 1 and the ''threshold shape" (i.e., the shape corresponding to a particular observer's threshold value added to the standard value) as Sh 2 . The formula above produces a proportion or percentage (of the part area), which corresponds to the area difference by which the threshold shape differs from the test shape. Fig. 5A shows bar plots of each observer's thresholds converted to the common area-based shape metric. From these plots, it is evident that observers are most sensitive to the transformations of part width and length, then to axis curvature, and are least sensitive to the transformation involving part location. The average thresholds across observers, in terms of this area-based metric, were 5.12% for length, 4.23% for width, 14.21% for curvature, 22.77% for orientation, and 44.76% for location.
All six observers were significantly more sensitive to length and width change than to curvature change. All six observers were more sensitive to curvature than to orientation change; this difference was statistically significant for four of the six observers. All six observers were more sensitive to orientation than location change; this difference was statistically significant for four of the six observers.
Distance-based difference measure
A natural question is whether the ordering of sensitivities of different transformations observed above might somehow be due to the specific measure we used to provide a common scale. In order to obtain a greater degree of confidence in this ordering, we used a second, distinct, measure-based on average distance rather than non-overlapping area. This measure is related to the Hausdroff distance in mathematics (e.g. Edgar, 2007) , except that we use mean Fig. 4 . Stimuli used in Experiment 1. Five different shape transformations were used involving changes to the length, width, curvature, orientation, and locus of attachment of the small part in a two-part shape. Each row shows a different transformation, with the baseline shape followed by three different magnitudes of shape change for that transformation. Note that, in the actual experiment, each of these shapes was presented at a much larger size: the base part had dimensions of 8.6 dva Â 1.2 dva. These rounded corners were thus clearly visible as rounded, and therefore as intrinsic to the shape itself (rather than, say, as belonging to an invisible occluding surface, such as that of an aperture).
2 Weber fractions are also reported in Supplementary Table 1 (in the Supplementary Materials section) for those transformations for which they can be meaningfully defined.
3 The exact choice of normalization factor does not, of course, affect the ordering of thresholds across different transformations. Given that our transformations involved only the attached part, note that this ratio cannot exceed 1.
distance rather than maximal distance between two shapes. 4 For each point on a given shape (Sh 1 ), the distance to the closest point on the second shape (Sh 2 ) is determined (see Supplementary  Fig. 2B ). This is done for all points on Sh 1 , and the average value of these distances is computed. We denote this d(Sh 1 ? Sh 2 ). This process is then repeated by starting with Sh 2 (i.e. for each point on Sh 2 , computing the distance to the closest point on Sh 1 , and then averaging these distances). In general, d(Sh 1 ? Sh 2 ) will not be equal to d (Sh 2 ? Sh 1 ). The average of these two values is then taken to be the final (symmetric) distance between the two shapes.
As before, the raw increment thresholds were converted to this metric by taking, for each observer and each shape transformation, the standard shape as Sh 1 and the threshold shape as Sh 2 . Fig. 5B shows bar plots of each observer's thresholds converted to the distance-based shape metric. The ordering of thresholds for the different transformations is essentially the same as the one obtained with the area-based measure: observers are most sensitive to transformations of length and width, followed by curvature, and are least sensitive to part location. The average thresholds across observers converted to this common distance metric were 0.0362 dva for length, 0.0303 dva for width, 0.0984 dva for curvature, 0.1594 dva for orientation, and 0.2943 dva for location.
All six observers were significantly more sensitive to changes in the length and width of the attached part than to its curvature. All six observers were more sensitive to curvature change than to orientation change; this difference was statistically significant for four of the six observers. All six observers were more sensitive to orientation change than location change; this difference was statistically significant for four of the six observers.
Discussion
Observers are consistently most sensitive to changes in part width and length, followed by part axis curvature, then part orientation, and finally part location. Sensitivity is consistently worst for changes to the part's location. This ordering is identical for both the area-based and the distance-based metric (Table 1) as well as for the corresponding Weber fractions, whenever these can be defined (see Supplementary Table 1 ). This consistency across the various metrics indicates that this ordering in perceptual sensitivities is a function of the shape transformations themselves, and not simply an artifact of any particular measure of shape difference.
How should we understand this ordering in sensitivities to different shape transformations? One relevant factor is that some of these transformations involve a change to a single part (namely, length, width, and curvature of the attached part), whereas others involve a change in the spatial relations between two parts (namely, orientation and location of the small part relative to the large base part). The results are therefore consistent with a partsuperiority effect, i.e. observers are more sensitive to judgments involving a single part than to those involving two parts Vecera et al., 2001; Watson & Kramer, 1999) . Furthermore, when we compare the two transformations that involve spatial relationships between the two parts, we find that sensitivity to changes in the locus of part attachment is consistently worse than sensitivity to changes in part orientation. As noted earlier, changes in part orientation are biomechanically plausible shape transformations that are in fact quite common in biological shapes. This is a natural consequence of the biological skeletal structure of most animal species. On the other hand, changes in locus of part attachment are extremely rare, almost never occurring in biological shapes and, unlike our other transformations, have no meaningful interpretation either in terms of growth or articulation of biological forms. It is therefore likely that the differential sensitivity to these two types of shape transformations reflects this difference in biomechanical plausibility and/or probability of occurrence in the natural environment. Such an interpretation is consistent with previous findings that show the influence of biomechanical plausibility on various aspects of visual perception, including shape similarity (Barenholtz & Tarr, 2008) , figure-ground perception (Barenholtz & Feldman, 2006) and apparent motion (Chatterjee et al., 1996; Shiffrar & Freyd, 1990 .
Experiment 2: positive vs. negative part transformations
The goal of Experiment 2 is to investigate how surface (or region-based) geometry influences sensitivity to shape transformations, beyond the contributions of contour geometry. A natural way to separate contour and region-based geometry 5 is by manipulating figure and ground: By keeping the contour between two regions fixed, but making one or the other side figural, one can alter the geometry of the perceived surface. Among other things, this manipulation turns convex protrusions into concave indentations, thereby altering the perceived part structure of the object (see e.g. Cohen et al., 2005; Hoffman & Richards, 1984; Hoffman & Singh, Fig. 5 . Differential perceptual sensitivity of human observers to five shape transformations, based on the skeletal model (Experiment 1). (A) Raw increment thresholds for all observers converted into the common area-based metric. Observers are most sensitive to the width and length transformations, followed by curvature, and then by orientation and location. Observers are least sensitive to the location transformation. (B) Raw increment thresholds for all observers converted into the common distancebased metric. Consistent with the ordering obtained with the area-based metric, observers are most sensitive to the width and length transformations, followed by curvature, and then by orientation and location. Observers are least sensitive to the location transformation.
5 By region-based geometry, we mean the geometry of the planar region enclosed by a closed contour. A contour-based representation represents only properties of the contour itself (e.g. its curvature profile). A skeleton or axis-based representation, by contrast, explicitly represents geometric properties of the enclosed region, such as the width of a part, whether or not two points are ''locally symmetric" across an axial branch, etc. Informally, the former may be viewed as a rubber-band representation; the latter as a cardboard-cutout representation (Singh, in press ).
1997; Kim, 2009) . Previous work has revealed the contributions of region-based geometry in such diverse contexts as the detection of symmetry and parallelism (Baylis & Driver, 1994) , shape memory (Baylis & Driver, 1994) , perceived transparency (Singh & Hoffman, 1998) , object grouping behind an occluder (Liu et al., 1999) , localization of vertex height (Bertamini, 2001) , change detection Bertamini & Farrant, 2005; Cohen et al., 2005) , amodal completion (Fantoni, Bertamini, & Gerbino, 2005) , and illusory contour shape (Fulvio & Singh, 2006) . The direction of the benefit seems to depend on the precise task, however, with some tasks eliciting a convexity advantage (e.g., Baylis & Driver, 1994 Bertamini, 2001) , and others eliciting a concavity advantage (e.g., Bertamini & Farrant, 2005; Cohen et al., 2005 ).
In the current experiment, the contour geometry of the displays was kept fixed, while the region-based geometry was manipulated by reversing figure and ground using binocular disparity. This is demonstrated schematically in the bottom row of Fig. 6 (leftmost example). As illustrated, the two regions (black and white) share the same central undulating contour. When the black region is designated as figure, it appears as a part protruding out of a shape (i.e. a positive part). On the other hand, when the white region is designated as figure, it appears as a shape with a cavity (i.e. a negative part). Thus the same contour geometry can result in different surface geometries -and hence different axial structures -as the result of a figure-ground reversal.
Unlike Experiment 1 in which the entire bounding contour of the stimulus shape was visible, in Experiment 2, only the critical portion of the shape was visible through a circular aperture. This choice was motivated by the results of a pilot study in which the shapes with positive and negative parts were similar to Experiment 1 (i.e. closed shapes shown in their entirety; see Supplementary Fig. 3) . The results of this pilot study showed a higher sensitivity for shape transformations involving a negative part relative to a positive part. However, one potential concern was that observers might be making their judgments based on the negative part's proximity to the nearest edge on the opposite side of the base part. For example, in detecting changes in the length of a negative part, observers can make their judgments based on the size of the gap between the bottom of the indentation and the lower edge of the base shape -e.g. between points A and B in Supplementary  Fig. 3 -rather than on the length of the negative part per se. The current experiment addresses this concern by showing the critical contour segment through a circular window. Observers thus never see the entire bounding contour on either side.
In this experiment, we focused on the two shape transformations that involve changes in spatial relationships between parts, namely, part orientation and part location (or locus of attachment). As noted earlier, the orientation transformation represents a shape change that is common in biological forms, e.g. corresponding to the articulation of animal limbs. By contrast, a shift in the part's locus of attachment is not biomechanically plausible. Both transformations were applied to positive as well as negative parts. This was done using binocular disparity to manipulate figure-ground relationships along the same set of contours.
The objective of the experiment was to examine whether there are systematic differences in visual sensitivity to shape transformations involving positive vs. negative parts. More specifically, we wondered if the existence of such an effect depends on the type of shape transformation under consideration. In the case of change in part orientation, for example, the positive-part transformation corresponds to part articulations and is biomechanically plausible, whereas the negative-part transformation is not (see also Barenholtz & Feldman, 2006) . Therefore, for shape transformations involving a change in part orientation, one might expect a difference between positive and negative part transformations. In the case of a change in part location, however, the positive-part and negative-part transformations are both biomechanically implausible. Therefore, for shape transformations involving a change in locus of part attachment, there is no reason to expect a difference in visual sensitivity to positive and negative part transformations.
Methods
Observers
Six observers participated in this experiment: three of these had previously participated in Experiment 1, whereas the other three were new. All observers had normal or corrected-to-normal vision, and were screened for binocular vision. Informed consent from all participants was obtained prior to beginning the experimental procedures.
Apparatus
Stimuli were generated using MATLAB and the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997) . Stimuli were presented on a high-resolution (1280 Â 1024) 19-inch monitor (Mitsubishi DiamondPro) connected to a dual-core G5 Macintosh computer with a 120 Hz refresh rate. The stereo images were presented using an infrared emitter and stereoscopic shutter glasses system StereoGraphics CrystalEyes.
Stimuli
Random Dot Stereograms (Julesz, 1971) were used to present the stimulus shapes. Each ''dot" was a square of 4 Â 4 pixels (4.2 Â 4.2 arc min) with equal probability of black and white dots. The entire stereo display was presented within a square measuring 900 by 900 pixels (15.47 Â 15.47 dva) against a black background. The trial sequence is shown schematically in Supplementary Fig. 4 .
The first frame displayed a circular window through which only the background surface was visible (no shape was shown). The random-dot texture outside the circular window was generated independently on every trial, but remained the same throughout the trial, while the background texture within the circular window was randomly drawn from 16 different (previously generated) randomly generated texture patterns that changed on every display frame within a trial. The disparity between the circular window and the background surface was 15.7 min arc. The next few frames showed, sequentially, the three experimental shapes (shown through the circular window): a test shape followed by two alternatives. All three were masked. The random-dot texture for the shape itself was generated at random for every display frame within the trial. The experimental shape was positioned in depth between the circular window and the background: the disparity between the circular window and the shape was 5.4 min arc, while the disparity between the shape and the background surface was 10.3 min arc. The mask frame consisted of a circular window and a background, and changed on every frame. A schematic of depth relationships between the different depth layers is shown in Fig. 7 .
Four types of stimuli were used. They were defined by two contours: one whose bulge faced left, and one whose bulge faced right. Since the same contour can yield two differently shaped surfaces depending on figure-ground relationships, two different shapes resulted from each of these contours (see Fig. 6 ). Thus, there were a total of 4 possible combinations: part type (positive vs. negative) Â bulge direction (facing left vs. facing right). The bounding contour of the attached part used in this experiment was identical to that used in Experiment 2. The ''base" contour (on which the part was attached) was oriented at either +20°or À20°from the vertical meridian.
The transformations of orientation and location change were applied to the part (positive or negative). The parameters of the part shape, as well as of the transformed versions, were identical to those used in Experiment 1.
Procedure
The 2IFC procedure was identical to Experiment 1. The only difference was that the presentation time for each (binocularly presented) shape was increased to 600 ms. This increase was necessary because the shape in each stereoscopic display could only be seen once binocular fusion had taken place.
Design
Each observer participated in 10 experimental sessions: 5 sessions for each of the two transformations of orientation and location change. Each transformation had a total of 700 trials (350 for positive and 350 for negative part transformations). This resulted in a total of 50 repetitions for each of the seven increment values for negative and positive transformations. Positive and negative part transformations were interleaved within each single experimental session. Each observer completed a brief practice session prior to the experimental sessions.
Results
The data were analyzed in the same manner as Experiment 1. The raw data and the psychometric fits are shown in Fig. 8A (part orientation change) and Fig. 8B (part location change). Table 2 provides a summary of the thresholds, reported in degrees of visual angle (dva) for the location condition, and in degrees for orientation condition. Since the primary interest in this experiment was to compare sensitivity to negative vs. positive part conditions within each transformation, conversion to a common metric was not necessary.
Orientation change: positive vs. negative parts
The mean threshold was 5.69°for positive part transformations (95% C.I.: [4.51, 6 .81]), and 7.48°for negative part transformations (95% C.I.: [5.83, 9.46] ). Thus, on average, observers were more sensitive to the positive-part transformation than to the negative-part transformation. At the level of group data, each of the two means lies outside of the 95% confidence interval around the other. At the level of individual observers, 5 of the 6 observers exhibited the positive-part advantage, i.e. had a lower threshold for the positive-part transformation (it was statistically significant for 3 observers). Three observers had a lower threshold for positive-part transformation, and three had a lower threshold for the negative-part transformation. In the case of location change, therefore, we see no evidence of a systematic difference in the sensitivity to negative vs. positive part transformations.
Overall, the results show some evidence for greater sensitivity to positive-part transformations in the case of orientation change; but no such difference is evident in the case of location change.
Discussion
The goal of Experiment 2 was to investigate the role of regionbased geometry in determining observers' sensitivity to shape transformations, beyond any contribution of contour geometry. Region-based geometry was manipulated using binocular disparity to define one side of the contour as ''figure", the other as ''ground". Observers' sensitivity in detecting changes in the orientation and location of a positive vs. a negative part was measured.
For the orientation transformation, we found evidence for higher sensitivity to positive-part over negative part transformations, but no such difference was evident for the location transformation. One reason for this difference may be that orientation change is a common and naturally occurring, biomechanically plausible transformation for positive parts (i.e. articulating limbs) -but not so for negative parts (these would correspond to ''articulating indentations"; see also Barenholtz, 2010) . Hence there is good reason to expect a difference in sensitivity between positive vs. negative parts in the case of orientation changes. On the other hand, a location change is biomechanically implausible for both positive and negative parts and, therefore, there is no reason to expect a difference in this case. This interpretation is consistent with a study by Barenholtz and Tarr (2008) who found that observers' judgments of shape similarity were strongly affected by whether the shape transformation was a ''biologically valid" articulation of a limb, or a ''biologically invalid" part rotation (where the point of rotation was located outside of the shape). In addition, as previously noted, biomechanical plausibility has also been shown to influence figure-ground perception (Barenholtz & Feldman, 2006) and perceived trajectory in apparent motion (Shiffrar & Freyd, 1990 .
General discussion
Part-based approaches to shape representation segment complex shape into simpler parts, and organize them as spatial arrangements of these parts. A great deal of psychophysical evidence has shown that the visual system segments shapes automatically into parts (''obligatorily" to use Baylis & Driver's term). Axisbased approaches provide compact stick-figure descriptions of shape, and can provide a one-to-one correspondence between parts and axial branches (Feldman & Singh, 2006) . The branching structure of a shape's skeleton and the relative positions and orientations of the different branches provide a compact summary of the shape's overall structure. The shape of each individual part is represented in terms of the length and curvature of each axial branch, and the width (or rib-length) function along it. Parts and axes are thus naturally viewed as complementary aspects of a structural approach to shape representation.
An important advantage of shape representations based on parts and axes is that they readily capture the shape of biological objects, as well as naturally occurring transformations of biological forms. This is probably no coincidence since the evolution of shape representations employed by the visual system is likely to have been guided by the statistics of natural shapes (cf. Wilder et al., 2011) . The shape of animal and plant bodies are readily represented as spatial arrangements of simpler parts, and the shape transformations they typically undergo as involving simple parameters of either individual parts, or of the spatial relationships between these parts. Changes in the length or width of a part are generally associated with growth processes, changes in the curvature of a part are associated with bending action (e.g. a curving tail), whereas changes in the relative orientations of parts are associated with articulation of the limbs.
Several earlier studies have involved global shape transformations, that is, transformations that are applied uniformly to an entire object. D'Arcy Thompson (1942) famously illustrated how some variations in biological forms can be understood as simple affine transformations. More recently Wagemans et al. have studied perceptual effects of affine transformations (Wagemans, van Gool, Lamote, & Foster, 2000) as well as projective and perspective transformations (Wagemans, Lamote, & van Gool, 1997) . Certain global shape transformations are known to have distinct perceptual interpretations; a well-studied example is cardiodal strain, which gives an impression of growth or aging (Mark, Todd, and Shaw, 1981; Pittenger & Shaw, 1975; Todd, Mark, Shaw, & Pittenger, 1980) , at least when applied to shapes that appear biological in nature (Mark, Shapiro, & Shaw, 1986) . The transformations studied in our experiments are distinct from these in that they are applied locally in a part-wise manner, that is, in a way that respects the perceptual segmentation of shapes into parts.
Previous work on local shape transformations has shown that changes that alter qualitative part structure are more easily detected than those that preserve part structure (e.g. Bertamini & Farrant, 2005; Cohen et al., 2005) . By contrast, the current study compared observers' visual sensitivity to a number of shape transformations, all of which preserved qualitative part structure. In other words, the number of parts and the branching topology of the shape never changed as a result of our transformations. Each transformation involved a change to a single parameter in a part/axis-based representation: part length, part width, part curvature, part orientation relative to the base shape, and part location along the base shape.
We found clear and systematic differences in visual sensitivity across the different types of shape transformations, even after thresholds were carefully converted into common units of shape difference, in order to allow a meaningful comparison between different transformations. Indeed, common units based on different metrics yielded essentially the same ordering of visual sensitivity. The results suggest that two part-based factors contribute to determining visual sensitivity to shape transformations: (i) whether a transformation affects a single part in isolation, or the spatial relationship between two parts; and (ii) whether the transformation is biomechanically plausible or not. Overall, the results highlight the fact that measures of shape similarity based simply on physical differences -such as the ones based on non-overlapping areas, or average distances -are clearly inadequate to capture perceived shape similarity.
Experiment 1 compared visual sensitivities to shape transformations involving a small, protruding, part on a simple two-part shape. These included changes to the length, width, curvature, orientation and location of the small protruding part. The results showed a clear differential sensitivity to these transformations, with observers being most sensitive to transformations involving changes in the length and width of the part, followed by the curvature of the part's axis, then the relative orientation of the part, and finally the locus of attachment of the part. This ordering was highly consistent both across observers, as well as across the different metrics used to compare these thresholds along a common scale -area-based metric, distance-based metric, and Weber fractions (wherever these could be meaningfully defined).
This ordering may be understood in terms of two basic factors. First, visual sensitivity is consistently better for shape transformations involving a single axis or part (length, width, curvature) than those involving the spatial relationship between two parts (part orientation, part location). This result may thus be viewed as a form of the single-part superiority effect (e.g. Vecera et al., 2001; Watson & Kramer, 1999) . Second, within the transformations involving spatial relations between parts, sensitivity is consistently worse for changes in part location than to part orientation. This difference likely reflects the fact that changes in part orientation correspond to a common and naturally occurring, biomechanically plausible transformation in biological shapes (namely, articulation of the limbs), whereas the changes in the locus of attachment of a part almost never occur, at least in biological forms. As noted above, the first four of our transformations (changes to part length, width, curvature, and orientation) are not only common in biological shapes, but also have Fig. 8 . Perceptual sensitivity to shape transformations involving region-based in addition to contour-based geometry (Experiment 2). Raw data and psychometric fits for positive-part vs. negative-part transformations for all observers: (A) for the orientation transformation, and (B) for the location transformation. The increment thresholds derived from these fits are summarized in Table 2. natural interpretations in terms of growth or locomotion of biological forms. Hence change in part location is the only one of our transformations that is both rare in biological forms (if it occurs at all), and has no meaningful interpretation in terms of growth or locomotion. This interpretation is consistent with previous findings showing the influence of biomechanical plausibility on perceived shape similarity (Barenholtz & Tarr, 2008) , figure-ground assignment (Barenholtz & Feldman, 2006) and perceived trajectory in apparent motion (Chatterjee et al., 1996; Shiffrar & Freyd, 1990 .
It is possible that some of the observed differences in visual sensitivity reflect more basic sensitivities to properties such as length or curvature. It should also be noted, however, that some of the comparisons in sensitivity we examined are meaningful only in the context of shape. For example, it is not clear what it would mean to ask whether observers are more sensitive to changes in line length or in line orientation. The increment thresholds in the two cases are in different units. Moreover, there is no canonical way to define a Weber fraction in the case of line orientationbecause of the lack of a canonical origin (e.g. should 0°correspond to the vertical or the horizontal orientation?). Indeed this is what necessitated the use of the area-based and distance-based metrics of shape overlap in the current study.
Experiment 2 used binocular disparity to manipulate figureground assignment on the same set of contours, thereby altering the region-based geometry of the figural surface -positive part (protrusion) vs. negative part (cavity or indentation). Sensitivity was compared across positive vs. negative part transformations involving (i) orientation change (articulation), and (ii) location change. The results provided evidence for higher sensitivity to positive-part transformations in the case of orientation change, but not in the case of location change. One way to understand this result is that, because orientation change (i.e. part articulation) is a naturally occurring transformation for biological shapes for positive parts -but not for negative parts -the difference in sensitivity between positive and negative parts makes sense for this transformation. However, shape transformations involving a change in the locus of part attachment are biomechanically implausible -for both positive and negative parts -hence there is no principled reason to expect a difference between the two. The results of Experiment 2 thus point to the role of surface or region-based geometry in the visual representation of shape (since the geometry of the contour of course remains unchanged when figure and ground are reversed). Contour geometry is thus not sufficient to explain these results.
Overall, along with previous work involving change detection on shapes (e.g. Bertamini & Farrant, 2005; Cohen et al., 2005; Vandekerckhove et al., 2008) , our results point to the role of parts and axes in organizing the visual representation of shape. The visual system estimates shape differences (and shape similarity) based not simply on notions of ''average distance" between two shapes, or the extent of their non-overlapping areas (both of which are essentially ''blind" to part and axis structure), but in a way that specifically respects part and axial structure. One reason why part-and axis-based representations are so relevant to visual processing is that they easily capture the natural transformations that biological forms tend to undergo -e.g. in processes of growth, and of locomotion (such as articulation of the limbs). Consistent with the idea of natural-scene statistics, the visual representation of shape is likely to have evolved to reflect regularities in how objects -especially animate objects -in the world tend to move and transform. This would explain why biomechanical plausibility plays an important role in detecting shape transformations, and also why the visual system does not rely on contour geometry alone. 
