In this paper we consider the optimization problem of generating graphs with a prescribed degree distribution, such that the correlation between the degrees of connected nodes, as measured by Spearman's rho, is minimal. We provide an algorithm for solving this problem and obtain a complete characterization of the joint degree distribution in these maximally disassortative graphs, in terms of the size-biased degree distribution. As a result we get a lower bound for Spearman's rho on graphs with an arbitrary given degree distribution. We use this lower bound to show that for any fixed tail exponent, there exist scale-free degree sequences with this exponent such that the minimum value of Spearman's rho for all graphs with such degree sequences is arbitrary close to zero. This implies that specifying only the tail behavior of the degree distribution, as is often done in the analysis of complex networks, gives no guarantees for the minimum value of Spearman's rho.
Introduction
An important second order characteristic of the topology of a graph, introduced in [12] , is the correlation between the degrees at both sides of a randomly sampled edge, also called degree-degree correlation or degree assortativity. A graph is called assortative, or is said to have assortative mixing, if this correlation is positive and disassortive if it is negative. In assortative graphs, nodes of a certain degree have a preference to connect to nodes of similar degree, while in a disassortative graph the opposite is true, for instance, nodes of small degrees connect to nodes with large degrees. When the degrees of connected nodes are uncorrelated the graph is said to have neutral mixing.
Recently, the problem of generating graphs with a given joint degree structure has been investigated. In [2] and [14] algorithms are introduced for constructing and sampling graphs with a given joint degree matrix J, where an entry J kℓ denotes the number of edges between nodes of degrees k and ℓ. An algorithm for generating random graphs whose joint degree distribution converges to a given limiting distribution is given in [5] and [6] under the assumption that the degrees are uniformly bounded in the size of the graph.
A different branch of research is concerned with generating graphs that have extreme degreedegree correlation structure, either maximally assortative or disassortative, and analyzing structural properties of such graphs. One algorithm that is often used for this is the so-called edge swap algorithm [7, 8, 20] . In the context of degree-degree correlations, this algorithm starts from an initial graph, with a prescribed degree sequence, and in each step two edges are sampled and switched based on some rule, in order to obtain a maximally (dis)assortative graph. In [9] this algorithm is used to obtain scaling results for Pearson's correlation coefficient, as introduced in [12] on maximally (dis)assortative graphs where the degrees follow a scale-free distribution. The results from [9] are extended in [21] , where a lower bound for Pearson's correlation coefficient is established in scale-free graphs.
One of the problems with the current analysis of graphs with extreme degree-degree correlation structure is the use of Pearson's correlation coefficient as a measure for assortativity, since this measure has been shown to be size-dependent when the degree distribution has infinite variance [16, 18] . In these papers new, rank-based, correlation measures are introduced and it is shown that these measures converge to a proper limit, determined by the joint degree distribution, under very standard assumptions, see [16, 17] . Therefore, in this paper, we follow their suggestion and use a rank correlation measure related to Spearman's rho.
We introduce a greedy algorithm for generating graphs with a given degree distribution that are maximally disassortative, with respect to the rank correlation measure Spearman's rho. The algorithm gives insights into the joint degree structure of these graphs. Using these insights we are able to characterize the limiting joint degree distribution of maximally disassortative graphs, in terms of the size-biased degree distribution. Moreover, due to use of a general framework describing the convergence of the empirical distributions, we are able to characterize the speed of the convergence.
An important consequence of the joint degree structure of maximally disassortative graphs is that the tail of the distribution does not affect the minimum value of Spearman's rho. Moreover, we are able to construct regularly varying distributions with a prescribed exponent, such that Spearman's rho on any graph with this degree distribution is bounded from below by a value that is arbitrary close to zero.
We complement our theoretical results with simulations that show the concentration of Spearman's rho for graphs generated by our algorithm and illustrate how this measure is influenced by the shape of the size-biased degree distribution. We observe that the minimal value Spearman's rho becomes larger when more mass is placed in the head of the degree distribution, while increasing the mass in the tail of the distribution decreases this value.
Notations and results
We will start by introducing some notation and summarizing our main results.
Graphs and Degree sequences
Given a degree sequence D n = {D 1 , D 2 , . . . , D n } we define L n = n i=1 D i . That is, L n is the sum of the degrees and hence twice the number of edges in a graph with degree sequence D n . We further define the empirical and sized-biased degree distributions by, respectively,
and let F n and F * n be the corresponding cumulative distribution functions. We will assume that the empirical distributions f n and f * n converge to certain limiting distributions f and f * as follows.
Assumption 2.1. Let f and f * be probability mass functions on the non-negative integers such that
for some η > 0 and if we define, for some ε > 0,
n , since the Wasserstein metric is only a true distance when the distributions have finite first absolute moment. We are not assuming that the distribution f * has finite first absolute moment since we want to consider graphs whose degree distributions have infinite second moment, which implies that the size-biased degree distribution has infinite mean.
In order to state our results we will use the following definition 
Spearman's rho on graphs
For an integer valued random variable X, we denote its cummulative distribution function by F X and define
Now, let X and Y be two integer valued random variables, then Spearman's rho is defined as [10] 
For the definition of Spearman's rho on graphs it is convenient to consider directed edges. To make this work on undirected graphs we replace each edge i − j by two edges, i → j and j → i. We refer to this graph as the bi-directed version of the original graph. Although the graph on which Spearman's rho is computed is directed, we will not distinguish between this and the original undirected graph G n . That is, we will write i → j ∈ G n to mean that i → j is present in the bi-directed version of G n , which is equivalent to stating that i − j ∈ G n . We recall that L n denotes the sum over all degrees, so that L n is twice the number of undirected edges and equal to the corresponding number of directed edges in G n .
Next we will consider Spearman's rho with uniform ranking, as described in [16] and [18] . That is, we take (U i→j , W i→j ) to be a vector of independent uniform random variables U i→j and W i→j on (0, 1), for each edge i → j ∈ G, and define the ranking functions R * (i → j) and R * (i → j) by Figure 1 : Illustration of the functions ψ and E.
where we let i→j∈G denote the sum over all edges i → j in the graph G. With these definitions, Spearman's rho is defined as, see [16, 18] ,
To link ρ(G n ) to (5), let h n denote the empirical joint probability density function of the degrees on both sides of a random edge, i.e.
Then, if h n converges to some limiting distribution h, it follows from Theorem 3.2 in [16] that
where X and Y have joint distribution h. In other words, ρ(G n ) is a consistent estimator of ρ(X, Y ). Moreover, in [18] it is shown that ρ(G n ) is asymptotically equivalent to
Since this expression is easier to analyze mathematically, we will use this measures in our statements. We show with numerical experiments in Section 5 that our results also hold for the original expression 6.
Main results
In order to state the first result we define, for any k, ℓ ≥ 1, the functions
These functions can be understood as follows. Consider the partition of the interval [0, 1] given by the sequence {f * (1), f * (2), . . . }. Now take a copy of this partitioned interval, reverse it and place it below the original interval, see Figure 1 . Then ψ(k, ℓ) is the indicator of the event that the interval corresponding to f * (ℓ) on the top intersects with the interval corresponding to f * (k) at the bottom, while E(k, ℓ) is the size of this intersection.
With these functions we now define the joint probability density function
Our main result states that if X and Y have joint distribution h, then Spearman's rho on graphs with a degree sequence satisfying Assumption 2.1 is bounded from below by ρ(X, Y ), and that this minimum is attained for a specific sequence of graphs.
and let X, Y be random variables with joint distribution h as defined in (10) . Then, for any 0 < δ < min(ε, 1/2) and K > 0,
as n → ∞, where
Moreover, there exists graphs G n with the same degree sequence as G n , such that, as n → ∞,
This result can be understood in terms of the following optimization problem. Given a degree sequences D n ∈ D η, ε (f, f * ), define
and consider, for fixed n, the following objective function
where the minimum is understood to be taken over all graphs G n with degree sequences satisfying Assumption 2.1 with density functions f and f * . Then Theorem 2.1 states that with high probability min
where ρ(D * , D * ) is given by, see (5) ,
with ψ and E as defined in (8) and (9),respectively. Moreover, Theorem 2.1 provides a sequence of graphs G n that attains this minimum, i.e. a sequence of maximally disassortative graphs with the degree distribution f . These graphs will be generated by our algorithm, which we will present in Section 3. We remark that although Theorem 2.1 solves the minimization problem of degree-degree correlations in undirected graphs by giving an the asymptotic minimum ρ(D * , D * ) on Spearman's rho, this minimum is, in general, hard to derive since it depends on the full size-biased limit density f * . However, for specific cases it can be computed numerically by computing
for certain upper bounds K and L. Part of the proof of Theorem 2.1 consists of showing that h is the limiting joint degree distribution of maximally disassortative graphs. From the interpretation of the functions ψ and E, it follows that for all k ≥ K, for some threshold K, all intervals corresponding to f * (k) on the top will be contained in the interval f * (1) at the bottom and vice versa. This implies that the large degree nodes will, asymptotically, all be connected to nodes with degree one. As a consequence we have that the tail of the distribution f * , and hence also that of f , plays a negligible role in the lower bound of Spearman's rho. Therefore, we can construct degree distributions with specified tail behavior so that Spearman's rho on such graphs approaches zero from below, with arbitrary precision. Theorem 2.2. Let f be any probability density function with support on the non-negative integers, mean µ and
for some η > 0. Then, for any −1 < ρ < 0, there exists a probability density function f ρ on the non-negative integers with mean µ ρ , which satisfies
Moreover, for any sequence of graphs
as n → ∞, where κ = min(ε, 1/2).
The main message of Theorem 2.2 is that it is not the tail of the degree distribution that is crucial for the minimal value of ρ(G n ).
The characterization of the tail of the degree distribution is most prominently present in the analysis of so-called scale-free networks. These are graphs where the limiting degree distribution
for some slowly varying function L. The exponent γ is referred to as the tail exponent. As a corollary to Theorem 2.2 we obtain the following result which states that knowledge of only the tail exponent does not give any guarantees on the minimum value of Spearman's rho.
Corollary 2.3. For any −1 < ρ < 0 and γ > 1, there exist distributions f and f * , where F satisfies (13) , such that for any sequence of graphs G n ∈ G η,ε (f, f * )
Structure of the paper
The rest of this paper is structured as follows. In Section 3.1 we describe the algorithm for generating graphs that solves the optimization problem (12) . A complete characterization of the empirical and limiting joint degree distribution is then given in Section 3.2. We describe the construction of degree sequences with arbitrary small value of Spearman's rho in Section 4. In Section 5 we illustrate our results by providing simulations for maximally disassortative graphs where the degrees follow a scale-free and a Poisson distribution. Finally, Section 6 contains all the proofs of our results.
Generating maximally disassortative graphs
We will describe an algorithm, called the Disassortative Graph Algorithm (DGA), that solves (12).
The Disassortative Graph Algorithm
Any degree sequence D n can be represented by a list of stubs, where for each node i we have D i stubs labeled i. A graph with degree sequence D n is then completely determined by the pairing of the stubs. In order to describe our algorithm, let N k denote the number of nodes with degree k and let z n be the unique integer satisfying zn t=1 tN t ≥ L n 2 and
The idea of the Disassortative Graph Algorithm is to use z n to divide the stubs in two columns.
In the left column S n we add the stubs belonging to nodes with high degree (D i ≥ z n ), in descending order. The right column T n will be filled with stubs that belong to nodes with small degree (D i ≤ z n ) in ascending order. After this ordering we start pairing stubs from the left column to stubs in the right column, until we reach the first pair (i, j) for which
We are now left with stubs belonging to nodes with degree z n , hence the value of Spearman's rho (7) will not be influenced by the specific way in which we connect them. This means that we can, in principle, use any algorithm to connect these medium degree nodes. We will use the configuration model [3, 11, 13] , more specifically the repeated configuration model, see Section 7.4 in [15] . The full algorithm is described in detail below.
Algorithm 1 Disassortative Graph Algorithm
Rank the nodes by their degrees in ascending order and let ̺(k) and denote the node with rank
Create two empty lists S n and T n . 4: Set i = n and j = 1.
Fill the next D φ(i) slots of S n with stubs labeled φ(i).
7:
Set i = i − 1. 8: end while 9: while D φ(j) ≤ z n do
10:
Add to T n , D φ(j) copies of stubs labeled: φ(j), . . . , ̺(j + N D φ(j) − 1).
11:
Set j = j + N D φ(j) . 12: end while
Add edge i − j to G n . We will denote by G * n the induced sub-graph that has been created at the end of step 17 and let the compliment G z n = G n \ G * n denote the graph generated by the configuration model in step 19. In addition we will write G n = DGA(D n ) if G n is generated by the Disassortative Graph Algorithm with degree sequence D n as input. An illustration of the lists S n and T n is displayed in Figure 2 .
16:
We will illustrate the DGA on the simple degree sequence {1, 2, 2, 3}, see Figure 3 . Observe that in this case z n = 2. Figure 3a shows the initialization state where the we have created the the lists S n and T n and no stubs have been connected. We start, Figure 3b , by connecting the nodes at the top of the lists, 4 and 1. Then we move down the lists, Figure 3c , and connect 4 and 2. The next step, Figure 3d , is where the specific way the algorithm ordered the stubs in both lists comes into play.
There is one stub left on the node with the largest degree, node 4. The smallest degree among the still available nodes is two. Therefore we want to connect node 4 to a node with degree two which are 2 and 3. However, since there is already an edge between 4 and 2, connecting them again will create multi-edges between these nodes. The ordering of the lists resolves this by making sure we first connected to each different node with the same degree before we can create an edge between two nodes that have already been connected. In this example we therefore connect 4 and 3.
After this step the algorithm reaches a pair of nodes that both have degree z n = 2, Figure 3e . This is where we stop and pair the remaining stubs using the configuration model. Since in this specific example only nodes 2 and 3 have a stub left, we connect these, Figure 3f .
Although the DGA is defined for arbitrary degree sequences, in practice we would like to have D n ∈ D η, ε (f, f * ) for some η, ε > 0 and distributions f and f * . A well known algorithm for generating degree sequences with a given distribution f is by sampling the degrees i.i.d. from the distribution and then increase the last degree by 1 if the sum was not even. We will refer to this as the IID algorithm. The following lemma states that when the distribution from which the degrees are sampled has just a bit more than finite mean, the resulting degree sequence satisfies Assumption 2.1.
Moreover,
as n → ∞.
Joint degree distribution of maximally disassortative graphs
Before we turn to analysis of the DGA it is useful to look at the empirical joint degree distribution of graphs generated by the algorithm. We will give a complete characterization of both the empirical and limiting joint degree distributions in Proposition 3.2 and Theorem 3.3, respectively. In order to analyze the structure of the joint degree distribution we approach the algorithm from a different angle. First observe that if we are only interested in the degrees D i and D j for an undirected edge i − j, then the specific way in which the stubs are ordered by the algorithm is irrelevant for h * n (k, ℓ). This means we do not have to consider the label of the nodes to which stubs belong, only their degree. Note that the number of stubs belonging to nodes of degree k equals kN k . Moreover, due to the symmetry in the transition to directed edges, by replacing an edge i − j with edges i → j and j → i, the directed structure of the graph generated by DGA can be seen as follows.
Consider the partition of the set {1, 2, . . . , L n } given by kN k for k = 0, 1, . . . , represented as a line of length L n partitioned into intervals of size kN k . Now take a copy of this partitioned line, reverse it and place it below the original one, see Figure 4 . Both lines can be seen as the lists of all stubs, ordered by the degree of the nodes to which they belong. For the top line the stubs are ordered, from left to right, in increasing order of the degree, while for the bottom line the degrees are in decreasing order. Then the DGA can be seen as creating directed edges i → j between the nodes i corresponding to the stubs on the bottom line and nodes j corresponding to stubs in the top line.
From this representation we observe that an edge i → j between nodes of degree D i = k and D j = ℓ exists if and only if the interval corresponding to kN k in the partitioned bottom line has an intersection with the interval corresponding to ℓN ℓ in the partitioned upper line. In terms of
Figure 4
N t this holds, if and only if,
Moreover, the number of edges that connect nodes of degree k and ℓ is equal to the size of the intersection,
This partitioned representation of both the DGA and the joint degree structure, as displayed in Figure 4 , will be crucial for the analysis of the structure of maximally disassortative graphs.
First let ψ n (k, ℓ) denote the indicator that there exists a directed edge i → j with D i = k and
it follows from (15) that
Moreover, if we let E n (k, ℓ) denote the average number of edges between nodes of degree k and ℓ, then (16) implies that
Summarizing we therefore have the following result.
for some degree sequence D n and define the functions ψ n and E n , on the positive integers by
Then,
From Proposition 3.2 we obtain the limiting joint degree distribution as defined in (10), when
In addition let h(k, ell) be as defined in (10), take 0 < δ < ε, K > 0 and define the event
We will use Theorem 3.3 in Section 6.5 to prove our main result, Theorem 2.1.
Properties of the Disassortative Graph Algorithm
We will now address several properties of the Disassortative Graph Algorithm. The first is concerned with the optimization problem (12) . This result can be explained as follows. Let a Ln be the list of degrees with respect to the labels of the stubs, ordered in descending order. That is
Then the DGA pairs the degrees a i and a Ln+1−i , which minimizes i→j∈G F * n (D i )F * n (D j ) and hence the DGA minimizes Spearman's rho ρ(G n ). Observe that, in addition, the algorithm minimizes i→j∈G D i D j so that we also obtain the minimum for the s metric of the graph G, s min , as considered in [1] . Moreover, the fact that we could use an arbitrary algorithm to connect the nodes of degree z n confirms the observation in [1] that graphs with minimal s metric are not unique with respect to their structure.
As we have already mentioned, the joint degree structure, and hence the optimality of the DGA, depends only on the degree of nodes that are connected and not on their labels. In the algorihtm, however, we use an ordering for filling the lists of stubs S n and T n . This is to make sure that the probability that G * n is simple, i.e. it has no self-loops and no more than one edge between nodes i and j, converges to one as n → ∞.
To understand the intuition behind the proof, consider the first time the algorithm sees a stub belonging to a node i in the list S n with degree D i > z n . Then node i will be connected to the nodes corresponding to the next D i stubs in T n . Now consider such a stub, belonging to node j. Then there will be more then one edge i − j if and only if there is more than one stub belonging to node j among the D i stubs in T n , which can only happen when D i > N Dj . Since the degree of nodes in T n is bounded by z n , we have that N Dj scales as n, while the maximal degree is o(n), since f has finite mean. Therefore, the event D i > N Dj for D i > z n and D j ≤ z n has vanishing probability. We hence have the following result, the details of the proof can be found in Section 6.3.
This proposition implies that the simplicity of the graph G n , generated by the Disassortative Graph Algorithm, solely depends on the simplicity of G z n , constructed in Step 19. Now consider the degree sequence D z n corresponding to the remaining stubs, obtained in Step 18 and observe that these degrees are uniformly bounded by z n . Take D n ∈ D η, ε (f, f * ) and let z the be the median of F * , i.e. the unique integer such that
We can show that lim
see the proof of Proposition 3.5 in Section 6.3. Therefore, if we define the event A n = {z n ≤ z +1}, then conditioned on A n the degrees in D z n are bounded by z + 1. Hence, if we connect these stubs using the configuration model, and let S z n denote the event that G z n is simple, then it follow, see e.g. [15] Theorem 7.12, that there exist a constant s > 0, such that
From this and Proposition 3.5 we obtain the following corollary.
and denote by S n the event that G n is simple. Then there exists a constant s > 0 such that
Note that by Lemma 3.1 it follows that if D is an integer valued random variable that satisfies, for some η > 0,
then a degree sequence D n generated by the IID algorithm satisfies D n ∈ D η,ε , for any 0 < ε < η/(8 + 4η), while
as n → ∞. Therefore, if we want to generate maximally disassortative graphs with limit degree density f , we can first generate a degree sequence using the IID algorithm, by sampling from f , and then connect the nodes using the DGA. From Corollary 3.6 it now follows that, in order to generate maximally disassortative simple graphs, we could repeat steps 13 to 19 in the Disassortative Graph Algorithm until the resulting graph is simple.
Spearman's rho and the tail of the degree distribution
We will now investigate the influence of the degree distribution on the value of Spearman's rho, on maximally disassortative graphs, i.e. graphs generated by the DGA. We will show that the tail of the distribution does not influence this value. This is achieved by transforming a given degree distribution, such that the asymptotic behavior of the tail of this distribution is preserved, while we increase the probability mass of the corresponding size-biased degree distribution at one. Let us start by considering a degree distributions f , for which the size-biased distributions f * satisfies f * (1) ≥ 1/2, i.e. f * has median 1. Observe that in this case we have
where we used, see (4) , that F * (ℓ) ≥ 2f * (1) for all ℓ > 1. From this it follows that whenever f
Since the function on the right side of (22) is strictly monotonically increasing and is 0 when f * (1) = 1, it follows that the limit of Spearman's rho on maximally disassortative graphs can be bounded from below by a value that is arbitrary close to 0, if f * (1) is large enough. Moreover, using that the h is the joint degree distribution of graphs with minimal value of ρ, we have the following result.
Then, for any 0 < δ < min(ε, 1/2) and K > 0,
as n → ∞, where κ = (ε + δ)/2.
Given 0 < δ < 1, we will now describe a construction that transforms any given distribution f with support on the positive integers, into a distribution f ξ , with support on the positive integers, such that f δ (1) = δ and
where F and F δ are the cumulative distribution functions of f and f ξ , respectively. To see that f δ defines a probability density function we compute
Moreover, since f δ (k) = f (k) for all k > K δ it follows that F δ satisfies (23). We will refer to f δ as the δ-transform of f . With this transformation we can now transform a given distribution f , to get a distribution f ρ whose size-biased distribution f * ρ satisfies
without affecting the asymptotic behavior of the tail of the original distribution f . It then follows from Proposition 4.1 that for any sequence of graphs
Algorithm 2 δ-transform of a probability density f 1: Given: a probability density f , corresponding cdf F and 0 < δ < 1 2: Let K δ be the smallest integer such that
Set f δ (2) = f (2) + x 6: else 7:
end for 10:
Set f δ (k) = f (k) 14: end for 15: Output: Probability density f δ which proves Theorem 2.2. The details can be found in Section 6.5.
The construction we use for creating the adversary degree distribution f ρ has one downside. In order to construct degree distributions such that ρ(G n ) is arbitrary close to zero, the value of f * (1) should be arbitrary close to 1. Therefore, these distributions might not resemble real-world situations. The reason for this downside is that the construction is based on the very crude lower bound (22) on Spearman's rho, for which we had to assume f * (1) ≥ 1/2. As we mentioned in Section 2.3, Theorem 2.2 states that the minimal value of Spearman's rho and not determined by the tail of the distribution. Now let F be regularly varying with exponent γ > 1 and slowly varying function L, see (13) . Pick any −1 < ρ < 0 and let F ρ be the transformed distribution, given by Theorem 2.2. We will show that F ρ is again regularly varying with exponent γ. Note that for this it is enough to show that (1 − F ρ (x))x γ is slowly varying. To this end fix t > 0 and write
The product of the first two terms converge to 1, as k → ∞, by Theorem 2.2, while this holds for the last term since L is slowly varying. Summarizing, we have
which proves that (1 − F ρ (x))x γ is slowly varying and hence F ρ is regularly varying with exponent γ. This proves Corollary 2.3.
Spearman's rho on maximal disassortative graphs.
We will now use numerical experiments to illustrate the behavior of Spearman's rho for two types of degree distributions, regularly varying and Poisson. Each of these types has a parameter that can serve as a proxy for the way in which the mass of the probability density functions is distributed over their support. For the regularly varying distributions this is the exponent γ, while for the Poisson distribution it is the mean λ. We will refer to these as the parameters of the distribution.
For the simulations we generated degree sequences D n by sampling from the given distribution, using the IID algorithm, for different sizes n and values for the parameters. We then generated graphs G n using the DGA. For each combination of size and parameter, we generated 10 3 graphs in this manner and computed ρ(G n ), as defined in (6), on each of them. This gives us 10 3 samples of Spearman's rho on maximal disassortative graphs with the given size and degree distribution.
To analyze the speed of convergence of ρ(G n ) we computed for each combination of size and parameter
where E ′ denotes the empirical mean, based on the 10 3 realizations per such combination. We then plotted the empirical inverse cumulative distribution of X n for different sizes n = 10 4 , 10 5 , 10 6 and 10 7 . The results are shown in Figure 5 and Figure 6 . In addition, to investigate the limit of Spearman's rho in maximally disassortative graphs, we computed E ′ [ρ(G n )], with n = 10 7 , for several values of the parameter of the distribution. We then plotted these values with respect to the parameter in Figure 7 .
We will now describe the specific distributions we used for the simulations and discuss the results.
Scale-free degree distribution
Let X have a Pareto distribution with scale 1 and shape γ > 1, i.e.
and define D = ⌊X⌋. Then we have that 1 − F (k) = 1 − F X (k + 1), so that F is regularly varying with exponent γ > 1, while
Standard calculations yield that ∞ k=0 kf (k) = ζ(γ), where ζ is the Riemann zeta function. Therefore we have that
so that f * (1) = (1 − 2 −γ )/ζ(γ) which is increasing in γ. Moreover 9f * (1) 2 − 6f * (1) 3 − 3 > −1 for all γ ≥ 2.5, which places it in the class of adversary distributions we considered in the previous section.
From Figure 5 we see that ρ(G n ) is already strongly concentrated around it's mean when n = 10
5 . Even when we the degree distribution has infinite variance (γ = 1.5) we have that X n ≤ 0.025, with high probability, for graphs of size n = 10
5 . This shows, complementary to Theorem 2.1, that the DGA performs very well in practice with respect to the convergence of Spearman's rho to the minimal achievable value ρ(D * , D * ). Interestingly, the simulations suggest that the concentration of ρ(G n ) around its mean for graphs of small size becomes tighter when γ decreases. Compare, for instance, the plots for n = 10 4 in the Figure 5a -5c. In Figure 7a we plotted the empirical average of ρ(G n ) against the parameter γ of the degree density (24). Observe that in contrary to the lower bound related to f * (1), we clearly see that Spearman's rho is strongly increasing as a function of γ and ρ(G n ) > −0.8 for γ > 2. Therefore it follows by Theorem 2.1 that the rank-correlation measure Spearman's rho on any graph with degree distribution (24) and γ > 2 will not have a value smaller than −0.8. Moreover, when γ ≥ 2.5 we see that E ′ [ρ(G n )] > −0.5. Since this is a lower bound for Spearman's rho on any graph with degree density (24), a consequence could be that even if such graphs have a very disassortative joint degree structure they could potentially be classified differently. 
Poisson degree distribution
Let X be a Poisson random variable with mean λ and denote its probability by f . Then it follows that f * (k) = f (k −1). Hence f * (1) = e −λ is a decreasing function of λ and 9f * (1) 2 −6f * (1) 3 −3 > −1 for at least all λ ≤ 0.4. This is opposite to the degree distribution (24), where f * (1) was an increasing function of the parameter γ. This is reflected in Figure 7b , where we see that E ′ [ρ(G n )] decreases with λ. Here we again see that the shape of the degree distribution strongly influences the value of ρ(G n ) for maximally disassortative graphs, and hence the minimal value that Spearman's rho can attain for any graph with this degree distribution. Note that, in contrast to the case with the regularly varying distribution, ρ(G n ) is not monotonic with respect to λ. This could be due to the fact that the Poisson density is non-monotonic, while the density (24) is monotonically decreasing.
In addition we also observe that, similar to the previous setting, the DGA performs very well with respect to the convergence of ρ(G n ). Already for very reasonable sizes, n ≥ 10 5 , the deviations around the mean are, with high probability, smaller then 0.02 for all three values of λ.
Important observations and insights
The main observation from the simulations that we did is that the distribution of the mass of the degree probability density is of crucial importance for the minimal value that Spearman's rho can attain. Moreover, it seems that already for very reasonable degree distributions this minimum is much larger than −1. Therefore, one should be careful when classifying a network as not being very disassortative when a small negative value of Spearman's rho is computed.
The simulations suggest something even stronger. For this, consider the probability density (24) and observe that if we increase γ than the atoms at the end of this density lose mass, while those at the beginning gain mass. In this way we can use the parameter γ to 'shift' mass between the head and tail of the distribution. The mean, λ, of the Poisson can be used in a similar way, although in this case we need to decrease λ in order to move mass towards the head. For both distributions we see that, as the mass of the probability density f is moved towards the tail (decreasing γ/increasing λ), the value of ρ(G n ) in maximally disassortative graphs with this degree distribution decreases and seems to approach −1. On the other hand, as we move more mass to the head of the probability density f (increasing γ/decreasing λ) the minimal value of Spearman's rho increases and seems to go to zero.
Proofs
Here we prove the results stated in this paper.
Generating degree sequences D
Proof of Lemma 3.1. We remark that altering the last degree by at most 1, to make the sum even, constitutes a correction term of order n −1 . Hence we will consider the degrees D i as i.i.d. samples from D.
Now fix ε ≤ η/(8 + 4η) and define the events
For the first term we have, using Markov's inequality,
as n → ∞, where the second inequality follows from [4, Proposition 4.2] and the last since −η/(2 + 2η) < −η/(8 + 4η). Hence, we need to show that, as n → ∞
For this we compute that,
where we defined X ik = D i ½ {Di=k} − E D½ {D=k} . Now observe that conditioned on A n we have
To analyze the last probability take a n = n 2ε/η . Then,
as n → ∞. Here, for the last line, we used that 4ε
as n → ∞. 
Optimality of DGA
and this minimum is achievable for a permutation σ if and only if
Proof of Theorem 3.4. Consider a degree sequence D n , rank it in ascending order and let φ(k) denotes the node with rank k among this degree sequence, as defined in the description of the DGA. Now define the sequence a Ln by
where we use the convention that 
Next, we note that for each graph
Any directed graph, has a corresponding permutation σ of {1, . . . , L n } which defines how the outbound and inbound stubs of the bi-degree sequence are paired to obtain the graph. However, not every such permutation corresponds to a graph which is the bi-directed version of an undirected graph, i.e. for each edge i → j there is exactly one edge j → i. Therefore let P(D n ) denote the set of all permutations of {1, . . . , L n } which do corresponds to an undirected graph, in its directed representation. Then the optimization problem (12) is equivalent to the following problem
Now, recall the partitioned representation of the DGA we introduced in Section 3.2, see Figure  4 . From this description of the algorithm it is not hard to see that, if a Ln is defined by (25), then there exists a permutation σ * with the property that
such that the DGA pairs the stubs corresponding to a i and a σ * (i) . Therefore, Lemma 6.1 implies that
where P Ln denotes the set of all permutations of {1, . . . , L n }. Since P(D n ) ⊆ P Ln , this implies that
which proves that the DGA solves (26) and hence it solves (12) 6.3 Simplicity of G * n Proof of Proposition 3.5. Let z n and z be defined as in (14) and (21), respectively, and define the event
Then, by definition of z n , we have that F * (z + 1) > 1/2 and hence
as n → ∞. Therefore, if we define Λ n = A n ∩ Ω n , it is enough to show that
In order to analyze this probability, note that by construction there are no self-loops in G * n . Moreover, a node i with D i < z n can only have more than one edge to a node j when D j > N Di . Hence, when G * n is not simple it means that for some 1 ≤ k ≤ z n we must have that 0
Therefore, if we denote f min = min 1≤k≤z f (k) > 0, it follows from the union bound that
The last probability is O(n −1/2 + n −ε ), as n → ∞. We will now show that the other probability is O(n −ε + n −η/2 ). For this we note that
Therefore we obtain that, as n → ∞,
which completes the proof.
Joint degree distribution
Here we will address the convergence of the empirical joint degree density h n (k, ℓ), as defined in Proposition 3.2, to the density h(k, ℓ) as defined in (10) . We will use two technical lemmas, which deal with the difference between the functions ψ n and ψ, and E n and E.
Then, for any k, ℓ ≥ 0, K > 0 and 0 < δ < ε,
The proof of both lemmas is postponed till the end of this section. We will first give the proof of Theorem 3.3.
Proof of Theorem 3.3. Let p be the smallest integer satisfying
and define p n as the smallest integer that satisfies
Then we have that P (p n = p) converges to one, since
as n → ∞, where we used that by definition of p it holds that f * (1) − 1 + F * (p) > 0. Therefore, if we define the event P n = {p = p n } and let Λ n = P n ∩ Ω n , then
so that for Theorem 3.3 it is enough to show that
as n → ∞. Now, observe that p n is the smallest degree such that nodes i with degree D i > p n will be connected to nodes with degree 1, by the DGA, while p is the corresponding degree for the limit distribution. Therefore we have
for all k > p and ℓ = 1 1 for all k = 1 and ℓ > p ψ(k, ℓ) for all k ≤ p and ℓ ≤ p 0 else ,
while, on the event P n , the same relations hold for ψ n . The idea of the proof is to split the analysis into the three regions
The hard work is in the second region. However, since on the event Λ n all degree are bounded by p, it suffices to analyze individual terms
Recall that
and let us bound the probability in (28) as follows,
We will first deal with (30). By (29) and conditioned on Λ n , we have that |ψ n (k, ℓ) − ψ(k, ℓ)| = 0, only when k, ℓ ≤ p. Hence we get, using the union bound,
where the last line follows from Lemma 6.2. Next we consider (31). First we use (29) to bound the term inside the probability as follows
We will start by analyzing (33). For this we notice that
The upper bound for (34) is the same. Therefore, again using the union bound, we have that
Here we used Lemma 6.3 to bound the last probability in the second line.
With this final result we have proven (28) and hence Theorem 3.3.
All that is left is to prove the two technical lemmas 6.2 and 6.3. Due to the use of both a minimum and maximum, in the definitions of E n (k, ℓ) and E(k, ℓ) and the double cases in ψ n (k, ℓ) and ψ(k, ℓ), the proofs consists of many case distinctions, where we have to bound each specific case. In order to improve the readability of the proofs we define, for any k, ℓ ≥ 0, the following events
With these definitions we have that
Where the event A n and B n determine the value of ψ n (k, ℓ), so do the events I n and J n define the expression for E n (k, ℓ), as follows:
Note that by their definitions,
for all k, ℓ ≥ 0. In addition we will often use the following result
Proof. We will prove the first statement, since the proof for the second is similar. First we write
Next we use the union bound and Markov's inequality to obtain
as n → ∞, where we used 1 − F * (k) < F * (ℓ) for the last equality.
Proof of Lemma 6.2 . Note that the specific expression of ψ(k, ℓ) depends on the ordering between 1 − F * (k) and F * (ℓ), and 1 − F * (k − 1) and F * (ℓ − 1).
Therefore, we need to consider all different cases (¡, =, ¿), where we treat equality as a separate case. This gives a total of nine cases. However, there are several combinations that do not need to be considered. For instance, 1 − F
. In the end, we are left with the following cases:
We will start with the first case.
, it follows from Lemma 6.4 that
Hence, since ψ n (k, ℓ) = 0 on the event B c n , we have
In this case we again have that ψ(k, ℓ) = 0. In addition
so that, by Lemma 6.4
Similarly, using that 1 − F * (k) > F * (ℓ − 1), we have
Therefore, using (36) and 1 − F * (k) = F * (ℓ), it follows that
where for the fifth line we used that
. Case III) and V) can be dealt with using arguments similar to case II), while case VI) is similar to I). Therefore, there is only one case left.
by Lemma 6.4, and similarly
. Since for this case ψ(k, ℓ) = 1, we have,
where we used (35) for the third line.
Proof of Lemma 6.3 . Similar to the proof of Lemma 6.2 we will have to consider different cases. Here these are with respect to the different relations between 1 − F * (k − 1) and F * (ℓ), and 1 − F * (k) and F * (ℓ − 1), which determine the expression for E(k, ℓ). To analyze each case we will also need to distinguish between the different expression of E n (k, ℓ), which are determined by the events I n and J n . We will consider the three cases where 1 − F * (k) > F * (ℓ − 1). The other six cases can be dealt with using similar arguments. First note that by Lemma 6.4 P (J Therefore, by conditioning on the different combinations of I n and J n , we get P |E(k, ℓ) − E n (k, ℓ)| > Kn Hence, we obtain P |E(k, ℓ) − E n (k, ℓ)| > Kn III) 1 − F * (k − 1) > F * (ℓ) and 1 − F * (k) > F * (ℓ − 1) First we notice that in this case E(k, ℓ) = F * (ℓ) + F * (k) − 1. Next, using Lemma 6.4, we have P (I n ) ≤ O n −ε+δ + P (Ω n ) .
Therefore it follows that P |E(k, ℓ) − E n (k, ℓ)| > Kn 
Main results
Here we will give the proofs of our two main results. We start with a useful result which we need to prove Theorem 2.1.
Proposition 6.5. Let G n ∈ G η, ε (f, f * ) and let X, Y be random variables with joint distribution h as defined in (10) . Then, for any 0 < δ < ε and K > 0,
Proof. First we write
F * n (k)F * n (ℓ) (h n (k, ℓ) − h(k, ℓ))
|h n (k, ℓ) − h(k, ℓ)| + 24 sup
For the last inequality, we used
Note that by Theorem 3. Moreover, on the event Ω n ,
Hence, it follows from (37) and Markov's inequality that
We are now ready to give the proof of Theorem 2.1.
Proof of Theorem 2.1. Consider a graph G n ∈ G η,ε (f, f * ), denote its degree sequence by D n , let G n = DGA(D n ) and recall that κ = (ε + δ)/2. Then, since δ < κ < ε, it follows from Proposition 6. so that ρ(G n ) ≥ ρ( G n ).
Therefore we have, as n → ∞,
which proves the first statement of the theorem.
We now move on to Theorem 2.2. We will follow the strategy described in Section 4, that is we will use the delta transformation to construct a degree distribution f ρ for which f * ρ (1) is large enough.
First observe that (22) together with Proposition 6.5 imply 4.1. Now let D have probability density f ρ , and hence size-biased density f * ρ (t) = tf ρ (t)/µ ρ , and let D n be generated by the IID algorithm, by sampling from D. Then, by Lemma 3.1, D n ∈ D η,ε (f ρ , f * ρ ) and since by construction of f ρ we have that f * ρ (1) = δ/2, it follows that 9f * ρ (1) 2 − 6f * ρ (1) 3 − 3 = ρ + ǫ.
Hence, if G n is a graph with degree sequence D n , we have, by taking δ = min(ε, 1/2)/2 in Proposition 4.1, that as n → ∞,
