ABSTRACT Deep convolutional neural networks have shown great success in object detection. Most object detection methods focus on improving network architecture and introducing additional objective functions to improve the discrimination of object detectors, while the informative annotations of the training data obtained from enormous human effort are mainly used in the last stage of the network for producing supervisions, thus being under-explored. In this paper, we propose to take further advantage of bounding box annotations to highlight the feature map of foreground objects by erasing background noise with a novel Mask loss, in which process L 2 norm is further incorporated to avoid degenerated features. The extensive experiments on PASCAL VOC 2007, VOC 2012, and COCO 2017 will demonstrate the proposed method can greatly improve detection performance compared with baseline models, thus achieving competitive results.
I. INTRODUCTION
Object detection plays an important role in computer vision. Recently, deep learning based object detection methods [1] - [10] have made remarkable progress in both detection accuracy and speed. Such progress are built upon increasing training data, which requires much human effort to obtain annotations. While compared with the effort of collecting annotated data, how to better take advantage of such annotations seems to be lack of attention. As most object detectors [2] , [3] , [5] use the annotations merely producing supervision for loss design at the end of networks.
Many recent works focus on improving the performance of detectors. SPP-Net [11] and Fast R-CNN [6] introduce spatial pyramid pooling and ROI pooling network respectively, to reduce the computation time. Faster R-CNN [7] advanced Region Proposal Network (RPN) and Anchors to replace traditional region proposal methods, such as Selective Search [12] and EdgeBoxes [13] . The RPN can be seen as a binary detector based on YOLO [2] when we neglect the classifier and bbox regressor of Faster RCNN. The RPN divides anchors into forground anchors and background anchors, and gennerates the label of anchors by revisiting
The associate editor coordinating the review of this manuscript and approving it for publication was Qilian Liang. the annotations. Faster R-CNN uses the generated annotations data to train the RPN for generating the potential positions containing foreground objects. Faster R-CNN achieved end to end training by reusing the annotations. Relation Networks [10] introduces Duplicate Removal to replace traditional Non-Maximum Suppression (NMS). The Relation Network reuses the annotations for learning to pick out the best detected objects. The evaluation criterion of the best detected objects is, given a threshold η, that the detection box has the highest score among the eligible detection boxes, which the IOU of the detection boxes and ground truth box is higher than η.
The detectors enhance the performance by reusing annotations to perfect detector's components. But the reused method is still staying on perfecting detector's components. In this paper, we propose to enhance the feature map of foreground objects directly by revisiting the annotations of training data, thus improving detection performance. We build a foreground image dataset by masking the background region with the mean value of the whole image. Specifically, the proposed model comprises three sub-networks, which is presented in Fig. 1 . The bottom networks as convolution neural network of detectors extracting the feature map from the whole image for detection, and we call it ConvNet normal . The other two branch nets work as siamese network [14] . We feed the top branch net corresponding foreground image and call it ConvNet teacher . For the middle branch net, we feed it the whole image and call it ConvNet student . We proposed the Mask loss for letting the ConvNet teacher teach ConvNet student how to extract foreground feature from the whole image. The Mask loss is designed for minimizing the Euclidean distance between the feature map extracted by ConvNet teacher and the feature map extracted by ConvNet student . We choose L 2 loss as our Mask loss function, but the L 2 loss will cause degenerated features. To avoid degenerated features, we calculate our Mask loss on multi feature maps. This method can enhance the foreground features and at the same time, inhibit the background features. We can cut the ConvNet teacher in the test stage, which is presented in 2. Furthermore, it can be applied to all detectors. We believe the annotations are of great significance for object detection, which remains to be explored.
We evaluate the proposed method on several datasets including VOC2007+VOC2012 and COCO2017. The results show that the proposed method can notably improve the detection performance compared with Faster R-CNN baseline model, which demonstrates the effectiveness of our method.
II. RELATE WORK
Convolutional neural network: Convolutional neural network (CNN) has been widely used in image processing, which contains image classification [15] - [19] , object detection [2] - [4] , [6] , [7] , [20] - [22] , face deblurring [23] , and target tracking [24] , [25] . Image classification, acting as a fundamental aspect of CNN applications, provides pretrained model for almost all other tasks. With better pretrained model, the task can perform better. LeNet-5 [26] designed for document recognition, is a pioneer of convolutional neural network. In 2012, AlexNet [15] opened up a new era of CNN. It won the first place in the classification task of ILSVRC-2012 [27] competition and led the runner-up by 10.9% on top-5 error. Models based on CNN began to flourish since then. GoogLeNet [16] proposed the inception module for fusing multi-scale feature maps and a 22-layer convolutional neural network. VGG [17] advanced the basic rules of designing network architecture. ResNet [18] put forward the residual learning network, deepening the network to more than one hundred layers. ResNeXt [28] , DesNet [19] and others broke the record of classification task of ILSVRC one after another.
Object Detection: object detection owns two methods, namely one-stage and two-stage. OverFeat [1] is one of the earliest one-stage detectors, whose accuracy is not entirely satisfactory. Thanks to YOLO [2] , the one-stage detector consumes less time and boasts greater accuracy than the two-stage detectors. SSD [29] introduced multi-scale feature maps predicting and anchor architecture into one stage object detection. It was more sensitive to small objects and significantly improved the performance of object detection. YOLO9000 [3] extended the detected object categories to more than 9000 by jointly training object detection and image classification. DSSD [20] merges low resolution feature map with high resolution feature map, hence enhancing detector's performance. DSOD [30] introduced DenseNet into SSD and trained detectors without using pretrained model. YOLOV3 [4] introduced multi-scale feature maps predicting and residual networks into YOLO, and it replaced the softmax loss with multi logistic loss to predict the class of object. The two-stage detector separates the detection process into two stages. The first stage is to generate a set of potential positions containing all similar object positions. The second stage is to classify the potential positions. The two-stage detector and the classic object detector are in the same strain. They work as windows sliding on dense image grids and classify the grids. Selective search [12] and Edge Boxes [13] belong to classic region proposal, which is applied for R-CNN [5] and fast R-CNN [6] . Fast R-CNN advanced ROI and applied it to reduce the time of extracting image features. Faster R-CNN [7] , able to train the two-stage detector end to end, proposed ConvNet-based RPN to take the place of classic region proposal. R-FCN [31] proposed position-sensitive score maps. It addressed the contradiction between translation-invariance in image classification and translation-variance in object detection. Relation networks [32] improved the performance by analyzing the relationship of the geometric feature and appearance feature between different objects. Li et al. [33] proposed training small network by mimicking the feature maps of the larger network.
III. METHODS

A. FOREGROUND FEATURE
To enhance the ability of detection network for differentiating between foreground and background features, we first build a foreground image I fg by masking the background region with mean value of the whole image. Pixel (i, j) of I fg is computed as
where i and j represent the i th row and j th column of the image, fg and bg represent image's foreground region and background region respectively, I represents the image. Feature maps learned by CNN vary with different tasks. For instance, feature maps learned by classification task concentrate on the appearance of objects, while feature maps learned by segmentation task emphasize the object contours. Based on the above observation, we propose to extract foreground features of an image, based on the foreground image mentioned above. Given a foreground image I fg , its foreground features f fg can be obtained from the ConvNet teacher as
In comparison, the feature map f fg of the whole image extracted by the ConvNet student as
and the feature map f normal of the whole image extracted by the ConvNet normal as
B. FEATURE FUSION
Feature fusion can greatly improve detection performance. There are mainly three methods for fusing feature maps. For instance, we need to fuse K feature maps, and the f i stands for the i th feature map. The first one, as formulated in
is to fuse feature map by summing up different feature maps, which requires all to have the same dimension. The second method, which is formulated in
is to fuse feature map by a 2d convolution 1×1 kernel ( (C 1 , C 2 . . . , C K ), C, 1, 1) to perform convolution operation on the concatenated feature map (f 1 , f 2 , . . . , f K ). This fusion method requires all feature maps to have same dimension on spation. We call the method conv1×1. The third method obtains fused feature maps by retrieving the maximum value from all feature maps at each position, which also requires all features to have the same dimension, as formulated in
Some feature maps have strong correlation in the same channel. The addition and maxout can process this feature more effectively than the conv1×1. The maxout and addition cannot adaptively vary with different situations. So we proposed a new method for fusing feature maps through channel-wise processing, which is computed as
where the i represents the i th channel of the feature map, and α represents channel balanced factor and it can be trained with the networks.
C. MASK LOSS
The CNN can be regarded as a combined filter, which filters useless information for objective function of the task. Objective function of detectors consists of two parts, namely the bounding box regression loss [5] and the classification loss. Combining different losses makes the ConvNet have diversified abilities for different tasks. For instance, Mask RCNN [8] , combining the detection loss and the segmentation loss, can simultaneously detect and segment objects.
Our Mask loss is designed for filtering background features while enhancing foreground features. We introduce the l 2 norm into the, which is Mask loss computed as
where, C, H , W represent channel, height and width of feature maps respectively. Different models have large variations in value magnitude for parameters, though trained on the same dataset and have the same pretrained model. As we want to learn the distribution of the foreground features instead of the exact parameter magnitude, we further improve the Mask loss by normalizing the feature maps before computing L 2 distance. The improved Mask loss is computed as
The final loss is composed of loss detector and loss mask .
loss sum = loss detector + λ * loss mask (11) where, λ is the weight for the Mask loss.
D. DETECTOR ARCHITECTURE
Faster R-CNN: Faster R-CNN [7] , adopting ResNet101 [18] as the base CNN to compute the feature maps, is chosen as our baseline. The RPN, generating 300 RoIs on the test stage and 2000 RoIs on the train stage, is inserted after the conv4. The ROI pooling, adopting 7 × 7 size, is also inserted after the conv4. We set the scale of the anchor at (8, 16, 32) and the ratio of the anchor at (0.5, 1, 2). Mask Loss: We compare the Mask loss added on different layers, and the experiments prove the Mask loss added on conv3 and conv4 can obtain the best performance. The l2 loss will lead to a blurry feature map, because all the values are closed to its mean. When we add it to two adjacent feature maps, a constraint is formed to prevent excessive blur on the feature maps.
IV. EXPERIMENTS
All the experiments are conducted on PyTorch [34] and run on GTX1080Ti GPU, E5-2620V4 CPU and 32G DDR4. We optimize the model via stochastic gradient descent with the momentum of 0.9, and learning rate of 0.001, and the batchsize is set as 1. We use the above settings for all our experiments. 
2) MS COCO
The MS COCO [35] is composed of 118k train images and 5k val images over 80 object categories. The dataset has objects in three sizes, namely small, medium and large.
B. PERFORMANCE COMPARISON
In this section, we present the results of our method on all datasets. All the experiments are conducted on the same setting, with the λ set at 0.001, Mask loss added on layer3 and layer4 and we adopt sum up feature fusion methods. Table 1 shows the results of the baseline and our model on PASCAL VOC. The baseline can achieve a 76.4% mAP. Our model with a λ of 0.001 can increase the mAP to 79.9%. Table 2 shows the results of the baseline and our model on PASCAL VOC. The baseline can achieve a 73.2% mAP. Our model with a λ of 0.001 can increase the mAP to 77.2%. The train dataset is PASCAL VOC 2007 trainval+test + PASCAL VOC 2012 trainval. Table 5 shows the results of the baseline and our model on MS COCO, and our method can notably improve the performance of objects in all sizes. The faster RCNN can achieve a 32.4% mAP, and our method can improve the mAP to 34.2%. The method increases the mAP of objects in small, medium and large sizes by 2%, 1.9% and 2.2% respectively.
C. ABLATION STUDY
We comprehensively verify different parameter settings of our method on the PASCAL VOC 2007 [36] detection benchmark.
1) λ
When the λ is less than 0.001, the performance of the model is positively correlated with the λ. When the λ is greater than 0.001, the performance of the model becomes negatively correlated with the λ. When the λ is 0, the model can achieve a 77.8% mAP. The results prove that our model improves detector's performance not only through increasing the parameters. All the experiments are conducted on the same setting, with Mask loss added on layer3 and layer4 and we adopt sum up feature fusion methods. Table 4 shows the results of models with different train strategies. One train the model end to end. For the other, we train the ConvNet teacher on the task of object detection with the foreground image dataset. Besides, we train the whole model with fixed ConvNet teacher . The results show the end to end training strategy is more effective.
2) TRAINING STRATEGIES
3) LOSS POSITIONIS
We add the Mask loss on layers different in the position and the number. We find the Mask loss added on a single layer cannot increase the mAP of the detector, because the l2 loss has blurred the feature map when it added on a single layer. When we add the Mask loss on two feature maps, such as feature maps of layer3 and layer4, it can improve the performance significantly. The results are presented in Table 6 . All the experiments are conducted on the same setting, with the λ set at 0.001 and we adopt sum up feature fusion methods.
4) FEATURE FUSION METHODS
We evaluate our model with different feature fusion methods, and the results are presented in Table 7 . The sum up method, obtaining 79.9% mAP, is better than other methods. The results gained through the maxout method and the conv channel are closed to those obtained through the addition method. The conv1×1 is obviously inferior to others. All the experiments are conducted on the same setting, with the λ set at 0.001 and Mask loss added on layer3 and layer4.
D. VISUAL ANALYSIS
In this section, we compare the results of our method and the baseline on visual. It can more intuitively explain how the enhancement feature improve the performance of detector. We choose some typical images presented in Fig. 3 . The left and the right column are the results of our model and baseline respectively. In Fig. 3 , our model can erase background noise, such as part of the body, tree shadow and cross objects. Our model can distinguish similar objects via enhancing foreground feature. From the result of 1 st row and 1 st column in Fig. 3 , we can find the baseline mistakes the cow for a sheep, while our model is correct. Similar cases can been seen in (1 st , 2 nd ), (2 nd , 2 nd ), (5 th , 1 nd ) and (3 rd , 1 nd ) in Fig. 3 . The results of (2 nd , 1 st ) and (4 nd , 1 st ) in Fig. 3 prove our model can process images containing cross objects more effectively. In Fig. 4 , we present some heatmaps of feature map for comparing the feature maps of our model and baseline, the 1 st column is detection images, the 2 nd column and 3 rd column are heatmap of detection images generated by our model and baseline, respectively. From Fig. 4 , we can find the feature maps of our model are mainly concentrated on the body of objects, while the feature maps of baseline are more sparse. 
V. CONCLUSION
In this paper, we propose to enhance the foreground feature and filter the background feature by revisiting the annotations of training data, thus improving detection performance. The method can be embed into mainly object detector based on convolution neural networks. In this paper, we adopt faster RCNN as our baseline, and with ResNet101 as the base network. Our method can significantly improve the performance of the detector. It can improve the mAP from 76.4% to 79.9% on PASCALVOC 07+12, and can improve the mAP of objects in all sizes.
We choose the l2 norm to calculate our Mask loss, but the l2 norm will blur the feature. In view of this, we add the Mask loss on two adjacent feature maps to reduce the blurring impact. It will influence the performance of detector more or less. We will seek other methods to calculate the Mask loss without unfavorable factors. 
