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Dissipativity verification with guarantees for polynomial systems
from noisy input-state data
Tim Martin and Frank Allgo¨wer*
Abstract—In this paper, we investigate the verification of dissi-
pativity properties for polynomial systems without explicit knowl-
edge of a model but directly from noise-corrupted measurements.
Contrary to most data-driven approaches for nonlinear systems,
we determine dissipativity properties over infinite time horizon
using input-state data. To this end, we propose two characteriza-
tions of the noise that affects the system and deduce from each
characterization a data-based set-membership representation of
the ground-truth system. Each representation then serves as a
framework to derive computationally attractive conditions to
verify dissipativity properties with rigorous guarantees from
noise-corrupted data using SOS optimization.
I. INTRODUCTION
The standard approach to obtain a controller for nonlinear
systems requires to retrieve a sufficiently precise model and
then the application of nonlinear control design techniques [1].
However, the modelling and the identification of nonlinear
systems are in general time consuming and difficult. Hence,
the interest on data-driven controller design techniques, where
the controller is deduced without knowledge of a model but
directly from measured data of the system, rises. An overview
of such approaches can be found in [2].
One well-elaborated theory for the controller design of
nonlinear systems are dissipativity properties [3]. Since these
system properties give insight to the system and facilitate a
controller design without knowledge of the system, the veri-
fication of these properties from measured trajectories can be
leveraged to a data-driven controller design with stability and
performance guarantees. For LTI systems, [4] determines dis-
sipativity properties over finite time horizon from a noise-free
single input-output trajectory on the basis of [5]. By exploiting
the set-membership representation of an unknown LTI system
by noisy input-state samples from [6], [7] provides guaranteed
dissipativity properties over infinite time horizon from noisy
input-state measurements and from noise-free input-output
data. For nonlinear systems, [8] is tailored to estimate certain
dissipativity properties over finite time horizon, as the L2-gain
or conic relations [9], from a large number of input-output
trajectories based on the Lipschitz constant of the system
operator. To reduce the amount of required data, [10] proposes
sequential experiments to improve iteratively the accuracy of
a non-parametric data-based Lipschitz approximation of the
system operator. Nevertheless, the amount of data might be
still too large for a real application as also indicated by bounds
on the sampling complexity in [11].
For that reason, we examine throughout this paper data-
based determination of dissipativity properties over infinite
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time horizon of unknown nonlinear systems with polynomial
dynamics. Contrary to [12], we consider polynomial systems
in discrete time and measurements in presence of noise.
By characterizing this noise by two distinct descriptions,
we propose two data-based set-membership representations
of the ground-truth system which constitute two frameworks
to deduce computationally attractive conditions for verify-
ing dissipativity properties using SOS optimization. The first
noise description bounds the amplitude of the noise signal
in each time step which is commonly assumed, e.g., in set-
membership identification [13]. This characterization yields
for the verification of dissipativity properties with polynomial
supply rates a SOS optimization problem which can be solved
by semi-definite programming using standard SOS techniques
[14]. Since the complexity of the proposed SOS optimization
problem increases for additional samples, the second ansatz
characterizes the noise by a single cumulative property as the
energy of the noise over the measured time horizon. This
approach was first introduced in [6] and yields a feasibility
condition of an LMI to verify (Q,S,R)-dissipativity.
The paper is organized as follows. First, we introduce
some notations for SOS optimization and specify the problem
setup for dissipativity verification of polynomial systems.
Subsequent, we propose in Section III and Section IV each
one noise description to deduce a data-based set-membership
representation of the ground-truth system which yields a
computationally tractable condition for verifying dissipativity.
In Section V, we compare both approaches and apply them
on two numerical examples in Section VI.
II. PRELIMINARIES
In this section, we introduce the notion of SOS polynomials
and matrices and formulate the problem of verifying dissipa-
tivity properties for polynomial systems from noise-corrupted
input-state data.
A. SOS optimization
For a vectorial index α ∈ Nn0 and a vector x =[
x1 · · · xn
]T
∈ Rn, we write |α| = a1 + · · · + an, the
monomial
xα = xα11 · · ·x
αn
n ,
and R[x] for the set of all polynomials p in x, i.e.,
p(x) =
∑
α∈Nn
0
,|α|≤d
aαx
α,
with real coefficients aα ∈ R. d corresponds to the degree
of the polynomial if there is an aα 6= 0 with |α| = d.
Furthermore, we denote R[x]m as the set of all m-dimensional
vectors with entries in R[x] and R[x]r×s as the set of all r×s-
matrices with entries in R[x]. The degree of a polynomial
matrix is the largest degree of its elements.
Definition 1 (SOS matrix). A polynomial matrix P ∈ R[x]q×q
with even degree is called a sum-of-square (SOS) matrix if
there exists a matrix Q ∈ R[x]q×q such that
P (x) = Q(x)TQ(x).
Moreover, let the set of all q× q-SOS matrices be denoted by
SOS[x]q×q . For q = 1, P (x) is called SOS polynomial.
From a computational perspective, SOS matrices are inter-
esting as we can verify whether a polynomial matrix is a SOS
matrix by an LMI feasibility condition which follows from the
next proposition.
Proposition 2 (SOS decomposition). A polynomial matrix
P ∈ R[x]q×q is a SOS matrix if and only if there exists a
real matrix X < 0 such that
P (x) =
[
Z(x)⊗ Iq
]T
X
[
Z(x)⊗ Iq
]
,
where the vector Z ∈ R[x]β contains monomials xα, Iq
denotes the q × q-identity matrix, and ⊗ corresponds to the
Kronecker product.
In our application of SOS optimization, we are confronted
with the verification of the definiteness of a polynomial matrix
P (x) for all x ∈ {x ∈ Rn : c1(x) ≥ 0, . . . , cl(x) ≥ 0}.
Since any SOS matrix is positive semidefinite together with
a generalization of the S-procedure for SOS matrices, we can
boil down this problem to an LMI feasibility condition using
the following SOS relaxation from [15].
Proposition 3 (SOS relaxation). For a matrix P ∈ R[x]q×q
and a set X = {x ∈ Rn : c1(x) ≥ 0, . . . , cl(x) ≥ 0} with
ci ∈ R[x], if there exist SOS matrices Ti ∈ SOS[x]
q×q , i =
1, . . . , l (and ǫ > 0) such that
P (−ǫIq)−
l∑
i=1
Tici ∈ SOS[x]
q×q
then P (x)  0(≻ 0) for all x ∈ X.
Since not every positive definite polynomial matrix P (x)
is a SOS matrix, the SOS relaxation is in general not a tight
description of positive definite polynomial matrices. However,
the relaxation in Proposition 3 is indeed asymptotically exact
in the sense that the SOS relaxation is tight if the degree of
the SOS matrices Ti(x) tends to infinity [15].
B. Problem setup
We consider the nonlinear discrete-time system with poly-
nomial dynamics
x(t+ 1) = f(x(t), u(t)), f ∈ R[x, u]n (1)
and state-input constraints (x, u) ∈ Z with
Z = {(x, u) ∈ Rn × Rm : pi(x, u) ≤ 0, pi ∈ R[x, u],
i = 1, . . . , c}.
(2)
The goal of this paper is the derivation of computationally
tractable conditions to check whether system (1) is dissipative
without identifying a model but directly from input-state
data. Since dissipativity properties are originally defined for
continuous-time unconstrained systems in [3], we specify a
suitable notion of dissipativity for discrete-time systems under
constraints.
Definition 4 (Dissipativity). System (1) is dissipative on Z ⊆
R
n × Rm with respect to the given supply rate s : Z → R if
there exists a continuous storage function λ : X→ R≥0 such
that
λ(f(x, u)) − λ(x) ≤ s(x, u), ∀(x, u) ∈ Z, (3)
where X denotes the projection of Z on the state-space Rn.
Moreover, if the system is dissipative with respect to the
supply rate
s(x, u) =
[
x
u
]T [
Q S
ST R
] [
x
u
]
then the system is called (Q,S,R)-dissipative.
Definition 4 also differs from the definition in [3] as the
supply rate originally depends on the input and output of the
system. Due to the access on input-state data, however, the
measured output corresponds to the state x. Moreover, Defini-
tion 4 incorporates as special case if the supply rate depends
on the output y = h(x) with known function h : X→ Rk.
While the verification of dissipativity inequality (3) for a
(known) polynomial system (1) and polynomial supply rate
using SOS optimization is well-investigated [14], dissipativity
verification of an unidentified polynomial system from noisy
data as formulated next hasn’t been analyzed yet, to the
authors’ best knowledge.
Suppose an upper bound on the degree of f is known while
its coefficients are unidentified. Then the system dynamics (1)
can be written as
f(x, u) = Az(x, u) = (In ⊗ z(x, u)
T )a (4)
where z ∈ R[x, u]l contains monomials of x and u and
A ∈ Rn×l and a ∈ Rnl, respectively, the unidentified
coefficients. Furthermore, we assume the access to input-state
data of system (1)
{(x˜+i , x˜i, u˜i)i=1,...,D} (5)
satisfying x˜+i = f(x˜i, u˜i) + d˜i. Here, d˜i ∈ R
n summarizes
process noise, measurement noise, input uncertainties, and un-
considered parts of the system dynamics which are potentially
non-polynomial. As clarified in [7], we could also study noise
that affects the system dynamics through a matrix B to include
addition knowledge on the influence of the noise.
In the sequel, we characterize the noise d˜i, i = 1, . . . , D
more precisely to derive data-based set-membership represen-
tations of the unidentified polynomial system (1) which con-
stitute frameworks to verify whether system (1) is dissipative.
III. DATA-DRIVEN DISSIPATIVITY VERIFICATION FOR
SEPARATELY BOUNDED NOISE
In this section, we develop a framework for dissipativity
verification of polynomial system (1) from noise-corrupted
data if the noise is bounded explicitly in each time step as
specified in the following assumption.
Assumption 5 (Separately bounded noise). For the measured
data (5), suppose for i = 1, . . . , D
||d˜i|| ≤ δi (6)
with δi ≥ 0.
By Assumption 5, the noise is unbiased and has bounded
amplitudes δi which is supposed, e.g., in system identification
[13]. Moreover, this characterization incorporates noise that
exhibits a fixed signal-to-noise-ration δ˜, i.e., ||d˜i|| ≤ δ˜||x˜i||.
To derive a data-based set-membership representation of
the ground-truth system (1) which is the basis to verify
dissipativity properties without an explicit model, we next
define the set of all systems
x(t+ 1) = (In ⊗ z(x, u)
T )︸ ︷︷ ︸
=:Z(x,u)
a, (7)
with unidentified coefficient vector a ∈ Rnl and known vector
z ∈ R[x, u]l, which explain the data (5).
Definition 6 (Feasible system set). The set of all systems
(7) admissible with the measured data (5) for separately
bounded noise (6) is given by the feasible system set FSSa =
{Z(x, u)a : a ∈ Σa} with
Σa = {a : ∀i ∈ {1, . . . , D} ∃d˜i satisfying (6) and
x˜+i = Z(x˜i, u˜i)a+ d˜i}.
Since the ground-truth system f explains the data (5) for
d˜i = 0, i = 1, . . . , D which satisfy Assumption 5, the ground-
truth system (1) is an element of FSSa, i.e, f(x, u) ∈ FSSa.
Thereby, FSSa is a set-membership representation of the
ground-truth system (1). Analogously to [6], we deduce in the
following lemma a data-based and tight description of FSSa.
Lemma 7. The set of all coefficients Σa for which system
(7) explains the measured data set (5) for separately bounded
noise (6) is equivalent to
{a :
[
a
1
]T
Qi
[
a
1
]
≤ 0, i = 1, . . . , D} (8)
with the data-dependent matrices
Qi=
[
Z(x˜i, u˜i)
TZ(x˜i, u˜i) −Z(x˜i, u˜i)
T x˜+i
−x˜+
T
i Z(x˜i, u˜i) x˜
+T
i x˜
+
i − δ
2
i
]
.
Proof. If a ∈ Σa then there exist realizations of the noise
d˜i, i = 1, . . . , D such that x˜
+
i = Z(x˜i, u˜i)a+ d˜i and ||d˜i|| ≤
δi. Combining both yields(
x˜+i − Z(x˜i, u˜i)a
)T (
x˜+i − Z(x˜i, u˜i)a
)
≤ δ2i
which is equivalent to (8).
To prove the converse, suppose a is an element of (8). Then
construct d˜i, i = 1, . . . , D such that x˜
+
i = Z(x˜i, u˜i)a + d˜i.
Since a satisfies (8), d˜i, i = 1, . . . , D satisfy (6), and hence
a ∈ Σa.
Before continuing with the verification of dissipativity prop-
erties of the ground-truth system (1), we link Definition 6 and
Lemma 7 to the feasible system set considered in the set-
membership identification literature [13].
Remark 8. Since the matrices Qi, i = 1, . . . , D can be
calculated from the data set (5), FSSa can be seen as a data-
based set-membership model of the unknown system (1). A
similar set-membership description for nonlinear systems has
been examined for set-membership identification [13]. There,
Lipschitz bounds on the system dynamics are considered in
order to bound the variety of the system dynamics as otherwise
there exist infinitely many systems that explain the data.
Similarly, the variety of the system dynamics in Definition
6 is bounded by the assumption of a polynomial system with
bounded degree.
Since FSSa contains the ground-truth systems, (1) is dis-
sipative if all systems of the feasible system set FSSa are
dissipative. Based on this idea, the following theorem provides
a data-based SOS condition for the verification of dissipativity
properties without an explicit model of (1).
Theorem 9. Let the data samples (5) satisfy Assumption 5.
Then system (1) is dissipative on (2) with respect to the given
supply rate s ∈ R[x, u] if there exist a storage function λ ∈
SOS[x] and polynomials si ∈ SOS[x, u, a], i = 1, . . . , c and
ti ∈ SOS[x, u, a], i = 1, . . . , D such that ψ ∈ SOS[x, u, a]
with
ψ(x, u, a) = s(x, u)−λ(Z(x, u)a)+λ(x)+ . . .
. . . +
D∑
i=1
[
a
1
]T
Qi
[
a
1
]
ti(x, u, a)+
c∑
i=1
pi(x, u)si(x, u, a).
Proof. By Definition 4, all systems of the feasible system set
FSSa, and hence system (1), are dissipative on (2) if there
exists a continuous storage function λ : X→ R≥0 such that
s(x, u)− λ(Z(x, u)a) + λ(x) ≥ 0, ∀(x, u) ∈ Z, ∀a ∈ Σa.
By Lemma 7 and Proposition 3, this holds if there exist
SOS polynomials si ∈ SOS[x, u, a], i = 1, . . . , c and ti ∈
SOS[x, u, a], i = 1, . . . , D such that ψ ∈ SOS[x, u, a].
Even though f(x, u) = Z(x, u)a is an unidentified polyno-
mial vector in R[x, u]n, it is a known polynomial vector in
R[x, u, a]n. For that reason, we can verify ψ ∈ SOS[x, u, a]
as SOS problem with free variables x, u, and a by applying
standard SOS solvers, e.g., [16]. Nevertheless, we can exploit
the quadratic structure of Σa from Lemma 7 to achieve a SOS
condition independent of a.
Corollary 10. Let the data samples (5) satisfy Assumption 5.
Then system (1) is dissipative on (2) with respect to the supply
rate s ∈ R[x, u] if there exist a storage function
λ(x) =
[
x
1
]T
P
[
x
1
]
, P =
[
P11 P12
PT12 0
]
 0
and polynomials ti ∈ SOS[x, u], i = 1, . . . , D and
si(x, u, a) =
[
a
1
]T
Si(x, u)
[
a
1
]
, i = 1, . . . , c,
with Si ∈ SOS[x, u]
(nl+1)×(nl+1) such that Ψ ∈
SOS[x, u](nl+1)×(nl+1) with
Ψ(x, u) =
c∑
i=1
pi(x, u)Si(x, u) +
D∑
i=1
Qiti(x, u) + . . .
. . . +

−Z(x, u)
TP11Z(x, u) −Z(x, u)
TP12
−PT12Z(x, u) s(x, u) +
[
x
1
]T
P
[
x
1
] .
Proof. Pursuing the proof of Theorem 9 and applying a
generalized S-procedure for SOS matrices [14], system (1)
is dissipative if there exist a P  0, ti ∈ SOS[x, u], i =
1, . . . , D, and Si ∈ SOS[x, u]
(nl+1)×(nl+1) such that[
a
1
]T
Ψ(x, u)
[
a
1
]
≥ 0, ∀(x, u, a) ∈ Rn × Rm × Rnl.
This is equivalent to Ψ(x, u)  0, ∀(x, u) ∈ Rn × Rm, and
thus is implied by Ψ ∈ SOS[x, u](nl+1)×(nl+1).
For a closer look on Theorem 9 and Corollary 10, we
refer to Section V and finish now this section with two
modifications of Theorem 9 and Corollary 10, respectively.
First, we study the case if prior knowledge on the system
dynamics (1) is available and second, parametrized storage
function are employed to ease the conservatism of Theorem 9
and Corollary 10 at the small expense of increased computa-
tional complexity.
Remark 11. If we have prior insight to the system dynam-
ics (1), then we could consider instead of (7) the system
dynamics
x(t + 1) = F (x(t), u(t))a +G(x(t), u(t)),
with unidentified coefficients a ∈ Rnl, known matrix F ∈
R[(x, u)]n×nl, and known vector G ∈ R[(x, u)]n. For this sys-
tem dynamics, we can analogously derive FFSa and conditions
for verifying dissipativity properties similar to Theorem 9 and
Corollary 10
Remark 12. Theorem 9 is based on the verification of dis-
sipativity inequality (3) for all systems in the feasible sys-
tem set FSSa using state-depended storage functions. Hence,
we actually imply by Theorem 9 dissipativity properties for
system (7) with time-varying coefficients a(t) ∈ Σa. Since
the ground-truth system dynamics (1) are supposed to be
polynomial with constant coefficients, state-depended storage
functions increase the conservatism of Theorem 9. To prevent
time-varying coefficients and hence improve the accuracy of
Theorem 9 and Corollary 10, respectively, we could consider
parametric storage functions λ ∈ SOS[x, a] or
λ(x, a) =

xa
1


T
P

xa
1

 , P =

P11 P12 P13PT12 0 0
PT13 0 0

  0,
respectively, and the dissipativity inequality
λ(Z(x, u)a, a)− λ(x, a) ≤ s(x, u), ∀(x, u) ∈ Z, ∀a ∈ Σa.
Since this dissipativity inequality corresponds to the dissipa-
tivity of
x(t+ 1) = Z(x(t), u(t))a(t)
a(t+ 1) = a(t),
the coefficients a ∈ Σa are constant over time.
IV. DATA-DRIVEN DISSIPATIVITY VERIFICATION FOR
CUMULATIVELY BOUNDED NOISE
We again tackle the problem of verifying whether the
unidentified polynomial system (1) is dissipative by means of
noisy data. However, instead of bounding the noise separately
as in the previous section, now the noise is characterized by
one property that bounds cumulatively the noise realizations
of data samples (5), which was first proposed in [6].
Assumption 13 (Cumulatively bounded noise). For the mea-
sured data (5), suppose d˜i, i = 1, . . . , D satisfy[
D˜T
I
]T [
∆1 ∆2
∆T2 ∆3
] [
D˜T
I
]
≺ 0 (9)
with D˜ =
[
d˜1 · · · d˜D
]
and ∆1  0.
By Assumption 13, all noise realizations d˜1, . . . , d˜D are
cumulatively bounded as ∆1  0 and D˜D˜
T =
∑D
i=1 d˜id˜
T
i .
Exemplary, (9) incorporates noise with (strictly) bounded
energy
∑D
i=1 d˜
T
i d˜i < δ
2
e by D˜D˜
T ≺ δ2e ID . Note that the
strictness of (9) could be switched with ∆1  0 while the
results of the remainder of this section could be adapted.
For more details on the noise description in Assumption 13,
we refer to [6] and to Section V for a comparison with
Assumption 5.
Analogously to [6] and Section II-A, combining Assump-
tion 13, data samples (5), and the knowledge on the structure
of the system dynamics
x(t + 1) = Az(x(t), u(t)), (10)
with unidentified coefficients A ∈ Rn×l, yields a data-based
set-membership representation of the ground-truth system (1)
which is summarized in the following definition and lemma.
Definition 14 (Feasible system set). The set of all systems (10)
admissible with the measured data set (5) for cumulatively
bounded noise (9) is given by the feasible system set FSSA =
{Az(x, u) : A ∈ ΣA} with
ΣA = {A : ∀i ∈ {1, . . . , D} ∃d˜i satisfying (9) and
x˜+i = Az(x˜i, u˜i) + d˜i}.
Lemma 15. The set of all coefficients ΣA for which system
(10) explains the measured data set (5) for cumulatively
bounded noise (9) is equivalent to
{A :
[
AT
I
]T [
∆˜1 ∆˜2
∆˜T2 ∆˜3
] [
AT
I
]
≺ 0} (11)
with the data-dependent matrices
Z˜ =
[
z(x˜1, u˜1) · · · z(x˜D, u˜D)
]
,
X˜+ =
[
x˜+1 · · · x˜
+
D
]
,[
∆˜1 ∆˜2
∆˜T2 ∆˜3
]
=


Z˜∆1Z˜
T −Z˜(∆1X˜
+T +∆2)
−(X˜+∆T1+∆
T
2 )Z˜
T
[
X˜+
T
I
]T [
∆1 ∆2
∆T2 ∆3
] [
X˜+
T
I
]

 .
Proof. The statement follows analogously to [6] (Lemma 4)
and the proof of Lemma 7, respectively.
However, since the data-based description of ΣA in
Lemma 15 is not tractable for the verification of dissipativity
inequality (3), we also introduce its dual version as in [7].
Lemma 16. Suppose Assumption 13 holds and the inverse[
−∆˜1 ∆˜2
∆˜T2 −∆˜3
]−1
=:
[
∆¯1 ∆¯2
∆¯T2 ∆¯3
]
(12)
exists. Then any matrix A ∈ Rn×l is an element of ΣA if and
only if
A ∈ ΣA = {A :
[
I
A
]T [
∆¯1 ∆¯2
∆¯T2 ∆¯3
] [
I
A
]
≺ 0}. (13)
Proof. By Assumption 13, the coefficient matrix Agt of the
ground-truth system (1), i.e., f(x, u) = Agtz(x, u), is an
element of ΣA, and moreover ∆1  0. Thus, the dualization
lemma [15] implies that (Agt ∈ ΣA and) ∆¯3  0. Thereby,
any matrix A ∈ Rn×l satisfies A ∈ Σa if and only if A ∈ ΣA
again by the dualization lemma.
As implied by the proof of Lemma 16 and under Assump-
tion 13 and existence of (12), the feasible system sets FSSA
and
FSSA = {Az(x, u) : A ∈ Σ¯A},
are equivalent and contain the ground-truth system (1). There-
fore, we can derive analogously to Section II-A a condition
to verify dissipativity properties of polynomial system (1)
without identifying a model but from noisy input-state mea-
surement.
Theorem 17. Suppose the data samples (5) satisfy Assump-
tion 13, the inverse (12) exists, the state-inputs constraints (2)
are specified by
pi(x, u) =
[
z(x, u)
1
]T
Pi
[
z(x, u)
1
]
i = 1, . . . , c, (14)
and, without loss of generality, there exist matrices Tx ∈ R
n×l
and T ∈ R(n+m)×l such that x = Txz and
[
x
u
]
= Tz.
Then system (1) is (Q,S,R)-dissipative on (2) with quadratic
constraints (14) if there exist a storage function λ(x) =
xTPx, P  0, a non-negative constant τ , and polynomials
τi ∈ SOS[x, u], i = 1, . . . , c with
τi(x, u)
[
z
1
]T
Pi
[
z
1
]
=
[
z
1
]T
P˜i
[
z
1
]
(15)
satisfying the LMI condition (16).
Proof. Since the ground-truth system (1) is an element of
FSSA and FSSA by Lemma 16, system (1) is (Q,S,R)-
dissipative on (2) with quadratic constraints (14) if there exists
a storage function λ(x) = xTPx, P  0 such that
z(x, u)TATPAz(x, u)− xTPx−
[
x
u
]T [
Q S
ST R
] [
x
u
]
≤ 0,
∀(x, u) :
[
z(x, u)
1
]T
Pi
[
z(x, u)
1
]
≤0, i = 1, . . . , c, ∀A∈ΣA.
By the generalized S-procedure for polynomial matrices [14],
this conditioned inequality holds if there exist a non-negative
constants τ and polynomials τi ∈ SOS[x, u], i = 1, . . . , c with
(15) satisfying
∗TΘ


Az(x, u)
Txz(x, u)
Tz(x, u)
z(x, u)
Az(x, u)
z(x, u)
1


≤ 0 (17)
for all (x, u) ∈ Rn × Rm and A ∈ Rn×l. Here, ∗ denotes
the same vector as on the right-hand side of Θ. To attain
a tractable LMI condition, we extract the matrix A and the
nonlinear proportion z(x, u)
∗TΘ


I 0 0
0 Tx 0
0 T 0
0 I 0
I 0 0
0 I 0
0 0 1



A 0I 0
0 1

[z(x, u)
1
]
≤ 0. (18)
Obviously, (18) holds for all (x, u) ∈ Rn × Rm and all
A ∈ Rn×l if (16) is satisfied. Moreover, since P˜i of the
quadratic decomposition (15) contains linearly the to-be-
optimized coefficients of the SOS polynomial τi(x, u), (16)
is indeed an LMI.
In Theorem 17, dissipativity verification boils down to an
LMI feasibility problem instead of a SOS problem as in
Theorem 9 because the implication of inequality (18) by LMI
(16) corresponds to a SOS relaxation. Moreover, note that
we proceed similarly as for providing quadratic performance
guarantees for linear fractional representations which are ex-
ploited in [7] to verify dissipativity properties for unknown
linear systems.
In Theorem 17, we consider SOS polynomials τi(x, u), i =
1, . . . , c instead of non-negative constants as otherwise LMI
(18) becomes indefinite if Pi contains a negative right lower
element which is mostly the case, e.g., for xTx ≤ 1. Fur-
thermore, note that the quadratic decomposition (15) is not
unique but is spanned by a linear subspace which provides
additional degrees of freedom to deteriorate the conservatism
of condition (16).
We conclude this section by demonstrating the flexibility
of this framework by employing prior system knowledge and
appending additional nonlinearities and uncertainties.
Remark 18. First, we can generalize Theorem 17 for supply
rates s(x, u) = z(x, u)TQz(x, u). Second, we can take prior
knowledge of the system dynamics into account by consider-
ing
x(t + 1) = Az1(x(t), u(t)) +
[
A¯1 A¯2
] [z1(x(t), u(t))
z2(x(t), u(t))
]
with unidentified matrix A and known matrices A¯1 and A¯2.
The additional vector of monomials z2(x, u) is beneficial if,
for instance, g(x) of a (polynomial) control-affine system


I 0 0
0 Tx 0
0 T 0
0 I 0
I 0 0
0 I 0
0 0 1


T


P 0
0 −P
0 0
0 0
0 0
0 0
0
0
0 0
0 0
−Q −S
−ST −R
0 0
0 0
0
0
0 0
0 0
0 0
0 0
−τ∆¯1 −τ∆¯2
−τ∆¯T2 −τ∆¯3
0
0
0 0 0 0 0 0 −
∑c
i=1 τiP˜i


︸ ︷︷ ︸
=:Θ


I 0 0
0 Tx 0
0 T 0
0 I 0
I 0 0
0 I 0
0 0 1


 0. (16)
x(t+1) = f(x(t))+ g(x(t))u(t) is known from some insight
to the system. Moreover, z2(x, u) might be necessary for the
quadratic decomposition (15).
Inspired by the extraction of nonlinearities in inequal-
ity (18), the third extension might be the consideration of
quadratically bounded non-polynomial nonlinearities g(x, u)
x(t + 1) = A
[
z(x(t), u(t))
g(x(t), u(t))
]
where z(x, u) still contains only monomials in x and u.
Potentially, the additional nonlinearities could be bounded
dynamically using integral quadratic constraints in discrete
time. However, note that non-polynomial nonlinearities lead
to the loss of some properties of the SOS relaxation as the
asymptotically exactness mentioned in Section II-A. Moreover,
this extension is also conceivable for the first framework for
separately bounded noise.
V. COMPARISON OF BOTH FRAMEWORKS FOR SEPARATELY
BOUNDED NOISE
Motivated by the frequently assumed separately bounded
noise from Assumption 5 as non-probabilistic noise descrip-
tion, e.g., in system identification [13], we compare both
previously proposed frameworks for data-driven dissipativity
verification for this noise characterization.
As suggested in [6], the cumulatively bounded noise de-
scription (9) can incorporated the separately bounded noise
(6) by D˜D˜T =
∑D
i=1 d˜id˜
T
i 
∑D
i=1 δ
2
i I . However, this char-
acterisation also facilitates, e.g., noise with bounded energy∑D
i=1 d˜
T
i d˜i ≤
∑D
i=1 δ
2
i which includes more noise realizations
than (6). Hence, Assumption 5 provides a more accurate
description than Assumption 13, and therefore leads to tighter
set-membership representation of the ground-truth system (1).
For that reason, Theorem 9 provides a less conservative
condition for dissipativity verification than Theorem 17 which
is indeed the case in both examples in Section VI.
Furthermore, the feasible system set FSSa cannot increase
by considering additional data. Contrary, we show in Subsec-
tion VI-A that adding samples with high signal-to-noise-ratio
might render the feasible system set FSSA larger and LMI (16)
infeasible. To some extend, this observation is important, e.g.,
if the data set includes outliers because for the cumulative
noise description they influence negatively the whole data set
if we don’t neglect them.
Further advantages of Theorem 9 compared to Theorem 17
are that its accuracy can be improved by parametrized storage
functions as shown in Remark 12 and general polynomial
state-input constraints and supply rates can be handled.
On the other hand, the framework of cumulative bounded
noise is computationally more attractive. Since all data sam-
ples (5) are cumulated into one condition, the verification
condition in Theorem 17 doesn’t increase with the amount of
samples and boils down to an LMI condition, while Theorem 9
requires one additional SOS polynomial multiplier for each
sample which might yield to a non-tractable optimization prob-
lem. Although this problem could be circumvented by forcing
t1(x, u) = · · · = tD(x, u) in Theorem 9, this simplification
corresponds to a cumulative noise characterization such that
Theorem 17 could be applied instead.
Furthermore, in our testing in Section VI, system descrip-
tion (10) is computationally more efficient to tackle systems
(4) with a large number of unidentified coefficients.
To summarize this discussion, while the framework of
separately bounded noise provides a data-efficient approach
for the often used noise characterization (6), the framework
of cumulatively bounded noise is computationally more at-
tractive. For that reason, the latter framework should always
be considered if the noise is characterized by some cumulative
property.
VI. NUMERICAL EXAMPLES
To measure the conservatism of both frameworks for sepa-
rately bounded noise, we apply Corollary 10 and Theorem 17
to find a guaranteed upper bound on the ℓ2-gain of two
polynomial systems. The ℓ2-gain γ ≥ 0 corresponds to the
supply rate
s(x, u) = γ2uTu− h(x)Th(x)
with the measured output h(x) = x. The SOS problem of
Corollary 10 and the LMI feasibility problem of Theorem 17
are extended by the minimization of γ and are solved in Matlab
using YALMIP [16] and the solver MOSEK.
A. Example 1
In the first example, we determine an upper bound on the
ℓ2-gain of the locally asymptotically stable system
x(t+ 1) = −0.8x(t) + 0.1x(t)2 + u(t) + d(t)
with state constraint p1 = x
2 − 1 ≤ 0, input constraint p2 =
u2 − 0.1 ≤ 0, and (separately) bounded noise |d(t)| ≤ 0.02.
We receive the upper bound γ ≤ 100.5 by SOS optimization
exploiting the system dynamics with d(t) = 0.
To apply our data-driven methods, we draw samples from
a single trajectory with initial condition x(0) = 1, input
u(t) = 0.1, t ≥ 0, and a random sampled noise signal
|d(t)| ≤ 0.02, t ≥ 0. For Corollary 10, we use a parametrized
storage function, quadratic SOS polynomials si(x, u), i = 1, 2,
and quartic SOS polynomials ti(x, u), i = 1, . . . , D. In The-
orem 17, quadratic SOS polynomials τi(x, u), i = 1, 2 are
considered. All optimization problems are solved in less than
a second on a Lenovo i5 notebook.
Considering the first three data samples of the trajectory,
we receive the upper bounds for the ℓ2-gain γSB = 280.8
from Corollary 10 and γCB = 291.2 from Theorem 17.
As stated in Section V, additional data always lead to a non-
increase of Σa but potentially to an increase of ΣA. Indeed,
while the upper bound γSB decreases to γTS = 190 using the
first 20 data samples, γCB increases to 5570 using the first
6 samples and LMI (16) even becomes infeasible for more
samples. This observation is due to the high signal-to-noise-
ratio of the measured trajectory for t ≥ 5.
B. Example 2
In the second example, the ℓ2-gain of the locally asymptot-
ically stable system[
x1(t+ 1)
x2(t+ 1)
]
=
[
−0.5x1 + 0.3x
2
2 + 0.2x1x2
0.4x2 + 0.1x
2
2 − 0.2x
3
1 + u
]
(t) + d(t)
with x21 ≤ 1, x
2
2 ≤ 1, and u
2 ≤ 1 is examined. Given the
ground-truth system, we determine 4.6 as upper bound of the
ℓ2-gain. We suppose that the noise exhibit constant signal-
to-noise-ratio ||d(t)||2 ≤ 0.02||x(t)||2. Furthermore, we apply
the input signal u(t) = 0.7 sin(0.06t2 + 0.5t) such that the
system is excited over the whole time horizon. Moreover, we
assume that the unidentified system (4) contains 12 unknown
coefficients with z(x, u) =
[
xT x22 x1x2 x
3
1 u
]T
.
Using the first 20 samples of the input-state trajectory, we
calculate the bounds γSB = 8.9 and γCB = 109.1. While
the computation time to solve the optimization problem of
Theorem 17 doesn’t increase remarkable compared to the first
example, solving the SOS problem of Corollary 10 takes now
about 45 seconds.
With 100 data samples available, we can reduce the upper
bound γCB to 12.7. While the LMI (16) is infeasible when
increasing the signal-to-noise-ration to ||d||2 ≤ 0.04||x||2,
Theorem 9 still provides an upper bound of γSB = 80.7 for
D = 20.
Note that both frameworks determine meaningful bounds
on the L2-gain with less data samples than [8] at the cost
of input-state measurements and a polynomial description
of the system which requires more insight to the system.
For example, [8] estimates the L2-gain of a similar complex
system by approximately 104 data samples.
VII. CONCLUSIONS
We established two frameworks to check without a model
but from noise-corrupted input-state measurements whether an
unidentified polynomial system is dissipative. First, Theorem 9
and Corollary 10 provide a data-efficient but computationally
expensive framework for separately bounded noise using stan-
dard SOS optimization. Second, a cumulatively bounded noise
is considered to deduce a more computationally attractive LMI
condition with SOS multipliers for dissipativity verification
in Theorem 17, which corresponds to a generalization of
Theorem 12 in [7] for polynomial systems. In numerical
examples, we showed that both frameworks are more data-
efficient than using Lipschitz approximations [8], [10] at the
cost of input-state measurements and a polynomial description
of the system which requires more insight to the system.
In a future work, we might extend the results for find-
ing optimal dissipativity properties as conic relations [9] or
nonlinearity measures [17]. Subject of another future research
might be the extension of these frameworks for input-output
measurements.
REFERENCES
[1] H. K. Khalil. Nonlinear Systems. Prentice Hall, 2002.
[2] Z. S. Hou and Z. Wang. From model-based control to data-driven
control: Survey, classification and perspective. Information Sciences,
235, 3-35, 2013.
[3] J. C. Willems. Dissipative dynamical systems part I: General theory.
Arch. Rational Mech. Anal. 45, 321351, 1972.
[4] A. Romer, J. Berberich, J. Khler, and F. Allgwer. One-shot verification
of dissipativity properties from input-output data. IEEE Control Systems
Letters, vol. 3, pp. 709714, 2019.
[5] J. C. Willems, P. Rapisarda, I. Markovsky, and B. L. M. D. Moor. A
note on persistency of excitation. Systems & Control Letters, vol. 54,
pp. 325329, 2005.
[6] H. J. van Waarde, M. K. Camlibel, and M. Mesbahi. From noisy data
to feedback controllers: non-conservative design via a matrix s-lemma,
arXiv preprint arXiv:2006.00870, 2020.
[7] A. Koch, J. Berberich, and F. Allgwer. Provably robust verification
of dissipativity properties from data, arXiv preprint arXiv:2006.05974,
2020.
[8] J. M. Montenbruck and F. Allgo¨wer. Some Problems Arising in Con-
troller Design from Big Data via Input-Output Methods. In Proc. 55th
IEEE Conf. on Decision and Control, pp. 6525-6530, 2016.
[9] G. Zames. On the Input-Output Stability of Time-Varying Nonlinear
Feedback Systems. Part I: Conditions Derived Using Concepts of Loop
Gain, Conicity, and Positivity. IEEE Trans. Automat. Control, 11(2):228-
238, 1966.
[10] T. Martin and F. Allgwer. Iterative data-driven inference of nonlinearity
measures via successive graph approximation. Accepted for publication
in Proc. 59th IEEE Conf. on Decision and Control, 2020. (arXiv preprint
arXiv:2004.11746).
[11] M. Sharf. On the Sample Complexity of Data-Driven Inference of the
L2-gain. arXiv preprint arXiv:2003.00238, 2020.
[12] M. Guo, C. D. Persis, and P. Tes. Learning control for polynomial
systems using sum of squares. arXiv preprint arXiv:2004.00850, 2020.
[13] M. Milanese and C. Novara. Set Membership identification of nonlinear
systems. Automatica, 40(6):957975, 2004.
[14] A. Papachristodoulou and S. Prajna. A Tutorial on Sum of Squares Tech-
niques for Systems Analysis. In Proc. American Control Conference, pp.
2686-2700, 2005.
[15] C. W. Scherer and S. Weiland. Linear matrix inequalities in control,
Lecture Notes. Dutch Institute for Systems and Control, Delft, the
Netherlands, 2000.
[16] J. Lfberg. YALMIP: A toolbox for modeling and optimization in
MATLAB. In CACSD, Taipei, Taiwan, 2004.
[17] T. Martin and F. Allgo¨wer. Nonlinearity measures for data-driven system
analysis and control. In Proc. 58th IEEE Conf. on Decision and Control,
pp. 3605-3610, 2019.
