This paper describes the implementation of a multi-channel autofocusing scheme capable of automatically extracting gray-level shape scales. The scale concept in the vision literature stands for the characteristic length over which gray-level variations in the image take place and/or the operator size used for processing the given image. The proposed scheme allows for a data-driven multichannel organization selectively sensitive to spatial frequency and size which is biologically inspired by the behavior of visual cortex neurones as well as retinal cells. We investigate the suitability of several band-pass lter based autofocusing criteria for the scale selection. In scale-space representation where the gray-level shape generally is comprised of multiple structures at di erent levels of scale, it is often not possible to obtain an image in which all the structures are described at their best scale levels, because if one structure is well-enhanced, the others appear blurred. At best, some forms of compromise among the structures at di erent scale levels may be sought. To overcome this problem, we present an e cient multi-channel autofocusing scheme which may be employed to automatically describe each gray-level structure at its most suitable level of smoothing. The ability to decompose a complex problem{that of where to look as well as how to concentrate on certain features in the input data{ into simpler subproblems is a major motivation for using the proposed scheme. In the absence of further information, the information derived through such a formulation may serve as a guide to subsequent processing requiring knowledge about the scales at which a grey-level structure with particular spectrum components (high, medium or low frequency content) occurs. keyword and phrases: Gray-level shape representation, spatial frequency channels, automatic scale selection, antialiasing index, autofocusing criteria.
Introduction
The main goal of the early stages of spatial vision is to characterize luminance changes in the retinal stimulus so that subsequent processes may derive information about intrinsic scene properties. For each change in luminance, measurements must be made of, at least, the location of the change, its spatial extent and the amplitude of the luminance excursion. A very convincing amount of evidence has been accumulated over the past few years showing that the human visual system contains a large number of more or less independent spatial-frequency channels, which process the incoming information in parallel, and whose spatially extended outputs are combined to allow inferences about the retinal image to be drawn (Watt and Morgan, 1985) .
The theory of a substratum of spatial frequency channels has emerged from a wide variety of observations, always with the idea lurking in the background that a process resembling a coarse Fourier analysis might subserve our internal representation of the spatial visual world (Kabrisky, 1966; Blakemore and Campbell, 1969; Ginsburg, 1971; Ma ei and Fiorentini, 1973; Pollen and Taylor, 1974) . Early support for the spatialfrequency channels concept arose from psychophysical as well as neurophysical experiments. On the one hand, spatial frequency speci city was revealed from masking and adaptation tests (Blakemore and Campbell, 1969) in addition to which (Campbell and Robson, 1968) have pointed out that detection and discrimination for one dimensional periodic luminance may be predicted from contrast thresholds of the individual Fourier components in their waveforms. On the other hand, many important papers Ma ei and Fiorentini, 1973; Ikeda and Wright, (1975) ) have demonstrated that neurophysiological recordings from single cells in the visual cortex of mammalians show bandpass spatial frequency tuning properties similar to those observed psychophysically.
The assumption that vision is not limited by the image-forming process as might be expected, has been made by many authors and several have considered processes which might achieve a deblurring of the retinal image ( Georgeson and Sullivan, 1975) . (Campbell and Gubisch, 1966) have demonstrated that any contribution made to image by a single channel deblurring process (lateral inhibitory process) is con ned to low frequencies that are hardly a ected by optical blur, while in the high frequency region where optical blur is severe, the image is further blurred by the nervous system. The drop in sensitivity at high spatial frequencies can be attributed to blurring from the eye's optical limitations and spatial summation in the nervous system (Campbell and Green, 1965) . On the contrary the fall-o at low spatial frequencies is usually attributed to lateral inhibition (Cornsweet, 1970) . Furthermore, the visual system seems to have a coarser \grain" and larger receptive elds under both low-luminance and peripheral vision conditions. However, a single-channel deblurring process would be seriously limited by noise and unwanted detail, since if the deblurring technique is used to give maximum reconstruction of the original, then the noise is also strongly ampli ed, and the resultant image is severely degraded. Therefore, the multiple channel process mentioned earlier would overcome the unwanted-detail problem at source, if each channel contributed to the output image only when its excitation level exceeded that of the noise or unwanted detail, so that only those frequencies which were due to signi cant structures for the subsequent processing would be enhanced, while those for unwanted detail would be blurred and so eliminated. Hence, the simpler single-channel process would be inferior to the processing performed by multiple channels acting in parallel (Georgeson and Sullivan, 1975) .
The human visual system is capable of zooming in on the right range of scale, and so it accomplishes the object location task on an image by blurring the image, while it decreases the scale in order to analyze the object's ner structure (Hay and Chester, 1977) . Therefore, to be capable of deriving an automatic visual system by simulating such a behavior, it will be important to analyze the dependence of image structure on the level of scale (Koenderink, 1984) . In short, the problem we refer to is how to automatically extract the signi cant scales of grey-level shape without knowing either what kind of structure we are analyzing or where such a structure is located. As demonstrated in (Garc a, Fdez-Valdivia, and Garrido, 1995), once both the image intensity change models arising from distinct physical processes have been located and the scale information about such change models is extracted, later stage processing tasks may be simpli ed. Of course, the same also happens for planar curves (Garc a and Fdez-Valdivia, 1994-1995; Garc a, FdezValdivia and P erez de la Blanca, 1995; Garc a, Fdez-Valdivia and Molina, 1995). As noted above, in many applications the image structures of interest occur at a variety of spatial scales, and in order to detect them, multiscale analysis was proposed by (Rosenfeld and Thurston, 1971 ) and (Witkin, 1983) , also developed by (Koenderink, 1984 ; Babaud et al., 1986 ; Yuille and Poggio, 1986; Lindeberg, 1993 ) amongst others. By applying operators of di erent neighborhood size to an image, multiscale analysis captures information at a range of scales. But in nature surfaces usually have a hierarchical organization that consists of a small number of levels (Marr, 1982) . For instance, at the nest level, a tree is composed of leaves with a very complex structure of veins. At the next level, each leaf is replaced by a single region, and at the highest level there is a single blob corresponding to the treetop. There is a natural range of resolutions corresponding to each of these levels of description. Furthermore, at each level of description, the regions have well-de ned boundaries. We will have more to say about this in Section 3-1. This naturally leads to a situation where one thing may represent several di erent objects at di erent times, since its image is processed for di erent purposes: a tree may give rise to several di erent psychological objects, depending on whether it is to be avoided, climbed or felled, for example.
Nevertheless, the problem is that without knowledge about the desired features, explicitly selecting signi cant scales for image is a di cult problem, the same as combining all the information from multiple scales. On the other hand, as suggested in (Lu and Jain, 1992) , multiscale techniques have the fundamental problem that the integration of outputs from operators of di erent scales is not based on any in-depth knowledge of how features behave at di erent scales for the detector. Since multiscale methods represent features at all the discrete scales within a range, there will be little qualitative change between most images at adjacent scales, so much of the data is redundant and as a result, it is ine cient to analyze it in later stage processing.
To sum up, it may be argued that any automatic visual system handling real-work image data requires:
A basic tool for scale selection capable of extracting only signi cant scales at which di erent structures occur in each spatial-frequency channel (assuming, of course, that the visual system has been able to derive several reasonable channels).
A representational model inspired by the behavior of those units (visual cortex neurones and retinal cells) selectively sensitive to spatial frequency and size, organized to compensate for earlier attenuation and so achieving a better initial estimate of the image for subsequent processing.
This work is intended to derive a gray-level image representation, which has the interesting property of providing a means for placing some of those neurophysiological and psychophysical requirements in a simple unifying scheme. Such a scheme provides a framework which achieves a reasonable spectrum domain decomposition in multiple channels for the input image, as well as deriving the only signi cant scales corresponding to relevant di erent sized structures concerning each channel. In order to solve the problem of scale selection for gray-level shape, we are proposing an approach in which the amount of image sharpness at successive scales across a range of separate scale levels from the viewpoint of several spatial-frequency channels is made explicit. The resultant gray-level representation may easily be computed using two di erent tools: the rst, a modi ed antialiasing index, indicating the relative amount of spectrum folded back into each corresponding 2-D spectrum domain; the second, a band-pass lter based autofocusing criterion which measures the image sharpness in each channel. The derived representation gives a qualitative description of image structure, which allows the detection of only signi cant scales, such as those producing local maxima in the value of an autofocusing criterion across scales at one spatial-frequency channel.
The layout of this paper is as follows: In Section 2, the proposed decomposition of the spectrum domain into a number of channels is presented. In Section 3, the criterion function for achieving the scale selection is given, and how such a criterion may be used only to determine signi cant scales in representing gray-level shape are also presented. In Section 4, a comprehensive analysis of the derived representation is presented using a set of experiments and discussion. Finally, the main conclusions of the paper are summarized.
Extracting reasonable channels for the given input
Instead of using a xed number of channels tuned empirically, we propose an approach for determining channel isolating homogeneous information in terms of an objective criterion. More precisely, all the channels needed to process the given input will be obtained in such a way that each derived channel is tuned only to information associated with a very speci c subset of consecutive spatial frequencies, which are alike with respect to their relevance for explaining the data information. Such a de nition has several advantages, in particular it allows us to separate those channels, tuned to frequency bands mainly associated with noise and not containing any information useful for image processing, from other ones whose excitation levels exceed that of unwanted detail and noise, and isolating very speci c sorts of structures.
In fact, as demonstrated below, given a gray-level image (or a particular spatial region)
f(x; y); 0 x; y < K 2 n ? 1
the entire spectral domain may be decomposed in multiple channels using an e cient antialiasing index. Let the Fourier transform of the given input (image or region) f(x; y) smoothed with a gaussian at scale be F ( 1 ; 2 ); ? < 1 ; 2 < (2) with = 2 n?1 . Since f(x; y) is real, its Fourier transform has conjugate symmetry in 1 ; 2 .
Given a spatial frequency channel (0; sup ), with sup denoting a radial frequency in the range (0; ), the antialiasing index noted as ( sup ) indicates the relative amount of spectrum folded back into the domain associated with the radial frequency sup , i.e., the 2-D spectrum domain having the highest radial frequency equal to sup , after the sampling rate reduction from to sup :
where j F =1 ( 1 ; 2 ) j denotes the Fourier transform magnitude of the given input smoothed at scale = 1; and sup indicates the 2-D spectral domain corresponding to the highest radial frequency sup . Here, such a smoothing is applied at scale level = 1 in order to avoid very high frequencies from quantization noise; as a matter of fact, one cannot expect things to be geometrically correct at the limiting lower scale boundary, where there is a lot of spurious detail. On the other hand, the consideration of only the spatial frequency domain (0; ) at the denominator integration domain will su ce, because we are only interested in the magnitude of the frequency response.
Fourier transform magnitudes may be used in the generation of templates in pattern recognition applications. (Gardenier et al., 1985) state conditions under which the Fourier phase may be reconstructed from samples of the Fourier magnitude, as well as emphasizing that the intrinsic form of a nite, positive image is, in general, uniquely related to the magnitude of its Fourier transform. Therefore, if one has a given Fourier transform magnitude, then, there is only one nite, positive image that is compatible with that magnitude, and so the given image may only be related to samples of its Fourier magnitudes.
In order to construct the proposed representation, the image sharpness across a separated range of smoothing levels from the viewpoint of reasonable spatial-frequency channels ( inf ; sup ) must be calculated. But, what is a reasonable spatial-frequency channel? Since the spectrum content of the data is generally located at a certain number of frequencies, there will be channels ( inf ; sup ) in (0; ) comprised of consecutive spatial frequency components exhibiting close resemblance, without being identical in its importance for describing the data spectrum content. Hence, in order to simplify later stage processing, the entire domain (0; ) may be segmented into a number of sequences ( inf ; sup ) such that frequencies from di erent domains are not alike with respect to their relevance for explaining the data spectral information. In fact, when decreases from to 0 di erent frequency components of the data are removed, and so there are values of marking a change in the rate of spectrum attenuation. Such values of may be used in deriving a natural splitting of (0; ) into a number of channels which are alike in the importance of the respective frequency components isolated. Of course, the problem is what is a value determining a mark of the change in the rate of spectrum attenuation as decreases. To answer such a question the antialiasing index shall be used by analyzing how the spectrum distortion, due to aliasing, evolves over the di erent 2-D spectrum domains (identi ed using radial frequency channels).
The antialiasing index ( sup ) de ned in equation (3), may be considered to be a function of the spatial frequency sup , with sup determining a 2-D spectrum frequency domain under investigation{that has the highest radial frequency sup : Such a function ( sup ) determines a monotonic increasing function as sup increases. This function undergoes a signi cant rise in its value ( sup ) at locations sup such that the corresponding 2-D spectrum domain incorporates some important frequency components to the spectrum information of the given input. On the other hand, such a rise will be more or less abrupt, depending on the relative importance (to explain the data spectrum) of the frequency components being added.
In order to detect locations sup at which undergoes a change in the rate of increment, a technique based on the extrema of the second-derivative, noted as 00 , will be used. The extremes of the second derivative, both maxima and minima, correspond to positions marking a change in the rate of the increase in , and so, they are positions dividing the entire domain (0; ) into a number of sequences (the desired spatial frequency channels) which are alike in the importance of the respective isolated frequency components. Of course, the crucial question is how to compute the second derivative robustly. One possibility is to lter the function rst (to reduce noise as well as unwanted detail) and then compute second derivatives by using, for instance, the technique described in (Mokhtarian and Mackworth, 1986) or another simpler approximation (Jain, 1989) .
Once the function 00 ( ) has been computed, the locations producing change in the rate of increase in may be detected as the positions of the extremes in the second-derivative 00 . Hence, we are ready to derive the reasonable channels by using such information from the antialiasing index.
Let the position of the extremes of the second-derivative of the antialiasing function ( ) be 1 < 2 < < n which correspond to the locations of the change in the rate of the increase in . A principle is proposed that the spatial-frequency channel ( i?1 ; i ) for each i = 1; 2; ; n, determines a channel of particular importance concerning the given input f(x; y), and as a result, when i decreases, meaningful frequency components in the analysis of the spectrum information of the input are removed. The value 0 corresponds to the rst location at which ( ) undergoes a meaningful rise in its value. This is a heuristic principle stating that the positions of change in the rate of the increase in the antialiasing index are likely candidates to correspond to channels in analyzing the input, but it may be used to generate hypotheses about what a reasonable channel is.
3 Detecting signi cant scales using a multichannel autofocusing scheme
Once the channels have been derived using a technique based on the extremes of the second derivative of the antialiasing index , we already know where the input must be studied (in terms of its frequency components) in order to detect signi cant scales: at the channels ( 0 ; 1 ); ( 1 ; 2 ); ; ( n?1 ; n ), assuming that 00 has extrema at the positions 1 ; 2 ; ; n . In fact, assuming the ordering 0 < 1 < 2 < < n ; the channel ( 0 ; 1 ) corresponds to the lowest frequency components, while at the other end of the sequence, the channel ( n?1 ; n ) is associated with the highest frequency components. So the complex problem of extracting scale levels in analyzing generic gray-level shape has been reduced to the simpler one of detecting scales of interest at which structure with very speci c spectrum content (high, medium or low frequency content) would be described. Since each structure in the data is associated with frequency components which may be isolated in particular channels, the scale sets corresponding to the di erent channels determine the only signi cant scales at which all the gray-level shape in the data must be described.
Autofocusing functions as tools in analyzing properties of images
To better understand how autofocusing criteria may be used in extracting scales at which structure should be described, it will be necessary to explain very brie y the role that autofocusing functions play in microscopy. The reader is referred to (Groen et al., 1985) for a more detailed discussion on autofocusing functions.
In fact, autofocusing is essential in automated microscope systems, where a large number of slides need to be scanned. When focusing on multi-layered samples, it is not possible to obtain one entirely well-focused image. Due to the limited depth of the eld, if one layer is in focus, the other layers appear blurred. At best, some form of compromise between the layers may be sought, for which focus enhancement algorithms are needed. On the other hand, it also provides the objective and reproducible focusing that is required in quantitative microscopy in order to perform accurate measurements on an imaged object.
Autofocus algorithms nd the maximum of a focus function. A focus function is a measure of focus as a function of the axial (z) position and is sampled at di erent positions along the z-axis. The value of the focus function is calculated from an image acquired at that z position. These criterion functions return a value indicative of the relative sharpness of focus. The object distance corresponding to the largest value is taken to be the object distance at which the image is best focused.
The purpose of this paper is to investigate how to overcome some of the disadvantages regarding the standard scale-space for shape description. However, what is important and new about our approach is that an e cient method for gray-level shape representation is proposed using band-pass lter based autofocusing.
Let's suppose we have the image of a treetop with the sky as a background. A sequence of coarser images obtained by Gaussian blurring across a range of regularly separated scales would result in a number of images in which the green of the leaves would be mixed up with the blue of the sky, long before the treetop emerges as a distinguishable structure, which happens after the leaves have been blurred together. Hence there is a natural range of resolutions corresponding to each of those meaningful levels of description. The important point will be that at each signi cant level of resolution, the meaningful structures at that level should be sharp as well as have well-de ned boundaries. Below, we show how a suitable autofocusing function will enable us to satisfy such a criterion, which we believe any candidate paradigm for generating signi cant descriptions of images must satisfy. In fact, recalling our problem as that of only extracting signi cant scales in analyzing gray-level structure with frequencies in one channel, a`focus' function may be used for measuring the sharpness of an enhanced image through smoothing with a gaussian kernel at the scale level , after band-pass ltering to only consider the structure concerning the channel under investigation. As mentioned above, such a criterion function, based on a measure of`focus', returns a value determining the relative sharpness of`focus', or to put it in our context, a value indicating the relative sharpness of a band-pass lter image smoothed at scale . Hence, a level of smoothing corresponding to the maximum local value is taken to be a scale level at which meaningful structure concerning frequencies isolated in the corresponding channel would be represented.
As follows, the criterion functions are described in the terms in which they have been used to solve our problem. In this study, four criterion functions were evaluated due to their computational simplicity and their well-known properties (Yeo et al, 1993) : the Tenengrand, Brenner, squared gradient and variance functions. They were selected in order to represent two di erent kinds of autofocus methods: the gradient functions and the gray-level variance. As a general consideration concerning all of them, they are applied on the discrete image, noted as J i (x; y; ), smoothed across a range of scales and after the band-pass ltering that selects only that part of the spectrum corresponding to channel Ch i = ( i?1 ; i ) under investigation. A heuristic principle for scale selection in each spatial frequency channel is proposed, based on one physical observable, which is the relative sharpness of the band-pass lter image smoothed at successive smoothing levels as a function of scale. Since we are dealing with a physical entity, in order to be able to express a physical relation in a unit free form, such a function relating physical observables must be independent from the choice of dimensional units (Florack et al. 10] ). Henceforth, an alternative formulation of the multiscale representation is employed by considering normalized coordinates, x= and y= , with the reason for introducing such dimensionless coordinates being scale invariance (Lindeberg and Garding 26] ). Given the discrete input f(x; y); 0 x; y < K, let such a ltered image noted as J i (x; y; ) be de ned as: kernel G(x; y; ) of scale , i.e., g (x; y) = f(x; y) G(x; y; ) and h Chi (x; y) noting the band-pass lter corresponding to channel Ch i = ( i?1 ; i ), i.e., its central frequency should be given by i?1 + i 2 ; and the width of the band-pass should be chosen as i ? i+1 .
The essential idea of this approach is quite simple: embed the original image f(x; y) in a family of derived images J i (x; y; ) obtained by convolving the original image with both a Gaussian kernel G(x; y; ) of scale and a band-pass lter h Chi (x; y) associated to channel Ch i . As a result, larger values of , the scale parameter, correspond to band-pass ltered images at coarser resolutions; while larger values of i, the channel parameter, are associated to smoothed images containing structures with higher frequency content.
The resulting`focus' criteria de ned for each channel Ch i may be detailed as follows:
Variance function. It is noted that signi cant scales describing structure concerning a channel, should be capable of producing the resultant band-pass image smoothed at such a scale, having more intensity variation than one smoothed at no signi cant scale in relation to any gray-level shape in particular. This suggests that the gray-level variance of the corresponding smoothed band-pass image might be a suitable candidate as a criterion function for selecting scale levels. The resulting`focus' criterion is given by: Tenengrand function. It exploits the relationship between a`well-focused' image and its greater information content, with the amount of information content being measured as the sum of the squares of the gradients, using the Sobel operators to approximate gradients in the horizontal and vertical directions. The resulting criterion function is de ned as:
h (x; y; ) + G 2 v (x; y; )
where G 2 h (x; y; ), and G 2 v (x; y; ) are the convolution of J i (x; y; ) with the Sobel's horizontal and vertical operator, respectively. Squared gradient function. This also exploits the relationship between a`well-focused' image and its information content, but using the intensities of adjacent pixels to approximate the gradient of a point. So the criterion function is de ned as: Brenner function. This is the simplest criterion which is gradient related, and it is de ned as:
(J i (x + 2; y; ) ? J i (x; y; )) 2 (8) Comparison among them was made bearing in mind that a suitable criterion for extracting scales should meet several criteria: (1) It should be e cient so that scale selection may be completed quickly; (2) it should be such that its value peaks at scales corresponding to structure with frequencies in the analyzed channel; (3) it should be relatively robust in the presence of image noise. Following Section 3, we discuss the criterion functions considered and evaluate their suitability for gray-level scale detection.
Channel's signi cant scales
The task of only selecting signi cant scales for processing the given input, having no prior information about it, is intractable in terms of a pure mathematical question. Hence, a systematic method for generating initial hypotheses (which could not be optimal in a strict sense) must be developed.
In order to deal with the problem of selecting signi cant scales at which the given input must be described, the proposed approach introduces a genuine principle about what a interesting scale level is: the scales of interest are generated from scales where the focusing criterion for a channel assumes local maxima over scales. That is, rstly, concerning scale selection for a particular channel (meaningful in order to explain the image's information), scale levels will be selected that correspond to local maxima over scales of the criterion function of such particular spectral components of interest, and secondly, once such scale information is explicitly available in all the channels, the structures in the given data corresponding to certain frequency components may be described at the scale levels selected for the channels concerning such frequency content. Therefore, in the absence of other evidence, from the given data it has been derived that if there is a graylevel structure corresponding to frequencies in the channel ( i?1 ; i ), then such a structure should only be described at the detected scales for such a channel.
For each i xed, the local-maxima locations of the criterion function F i ( ) are extracted over a range of separate scale levels, with increasing by a constant from one level to the next, and with starting at 1.
Of course, once i is xed, a location producing local-maximumvalue in the criterion function over scales, determines a signi cant scale concerning gray-level shape with frequency components within ( i?1 ; i ).
In conclusion, we establish the following principle: In the absence of further information, given a channel Ch i = ( i?1 ; i ) under investigation, a scale level would be signi cant in order to represent structure with frequency components within such a channel, if location had produced local maxima for the criterion function F i ( ) across scales.
This rule for determining signi cant scales is objective in the sense that it assumes no threshold, and thus leads to an objective selection of . The rule considered here also makes the problem of selecting scale levels well-de ned.
As a result of the derived formulation, a general framework is obtained for analyzing over scales structures corresponding to distinct channels. It is based on the general idea that in situations where no information is available about appropriate scales for analysis, a reasonable approach is to only consider descriptions at signi cant scale levels from the viewpoint of each spatial-frequency channel of particular interest. A visual system incorporating such a heuristic principle may be capable of handling real-work image data (about which usually very little or no prior information is available) with automatic scale selection and being basically free from tuning parameters.
Experimental Results and Discussion
The proposed methodology has been tested extensively with a variety of natural images. Three di erent classes of images were used to test the performance of the scale selection approach:
(1) Two textured images containing positive-contrast regions, which are brighter than the surround, as well as negative-contrast regions, which are darker than the surround. Figures 1(C) and 1(D) show both textured images which are not alike concerning the size and corresponding spectral content of the isolated gray-level structures. They were digitized o the photographic illustrations by (Brodatz, 1966 ) using a 300 DPI scanner.
(2) An astronomical image containing a spiral galaxy{see Figure 1 (B)-which was obtained by scanning a picture from (Sandage, 1961) at 300 dpi and 256 gray levels. It is obvious that the process of capturing, printing and scanning introduces noise and very high non-linear transformations on the gray level of the resultant image.
(3) A biomedical image containing a tissue section{see Figure 1 (A)-. The image digitation module was a single-slot frame-grabber card plugged into the computer workstation, with a CCD video camera with a 512 512 resolution attached to the microscope-frame grabber system. Apart from the limited resolution of our video camera and frame grabber, the lack of uniformity in the light distribution on the eld of observation and dirt in the microscope optical system were sources of noise in the image derived from the gray-level of the pixels.
In any case, all the images used are 128 by 128 pixels in size. We present our results in two parts. In the rst one, the four autofocusing functions are tested for accuracy in scale selection and robustness in the presence of noise. In the second one, the performance of the multi-channel autofocusing scheme with the variance criterion for the gray-level shape's scale selection is also investigated on the incoming images.
The software implementing the proposed scheme has been developed under Khoros 1.0 environment, and the Toolbox and test data are available from URL direction http://pirata.ugr.es/vision/software.html, or by anonymous ftp from pirata.ugr.es in the tar le pub/vision/jags/focusing.tar.gz.
Evaluation of the autofocusing criterion functions
First of all, four autofocusing (Squared gradient, Tenengrad, Brenner and variance) functions were evaluated according to the three conditions stated above:
1. it should be e cient so that scale selection may be completed quickly; 2. it should be such that its value peaks at scales corresponding to structure with frequencies in the analyzed channel;
3. it should be relatively robust in the presence of image noise.
In fact, all of the functions considered here are computationally very e cient, and so, their accuracy when used in extracting signi cant scales as well as their robustness in the presence of noise are the only properties to be taken into account in order to select one of them. In the rst experiment described here, the criterion functions were tested for accuracy in the location of the scale levels derived, using several incoming images. For this task, rstly the spatial frequency channels needed in analysing the given image were derived using the technique described in Section 2. In Fig. 2 Figs. 1(A-D) , respectively. Secondly, for extracting signi cant scales in analyzing the gray-level structure with frequencies in one channel, each level of smoothing corresponding to local-maximum value of bandpass lter based autofocusing criterion is taken to be a scale level at which the structure concerning the corresponding channel should be represented. This may be seen in Figs. 3(A-D) , which show the performance for each of the criteria when applied to the biomedical image presented in Figure 1 The variation between local-maximum locations from di erent criteria is generally small, though the gray-level variance function produces some signi cant scales on low-frequency channels which are slightly di erent with respect to the results obtained by using the gradient based criteria. Similar results were obtained in all the experiments performed{ see Tables 1,2 ,3,4,5,6,7,8,9 , and 10{, and so, it may be concluded that suitable locations for signi cant scales may be obtained by means of any of the criterion functions considered here.
In Fig.4 , the astronomical image, shown in Fig. 1(B) , it was smoothed by using a Gaussian kernel with scale level set up to the most signi cant scale levels corresponding to each spatial-frequency channel. By simply viewing the smoothed images presented in Fig. 4 , it may be noted that such representations contain the basic structure associated with each corresponding frequencies, while removing unwanted detail and noise. In particular, Fig. 4(D) isolates the two galaxy arms, deriving a suitable representation for recognition.
Second, the criterion functions were also tested for robustness in the presence of noise to which normally distributed noise with mean set to 0 and with standard deviation set to 10, 50 and 100 was added to several incoming images{ see Figs. 1(E-F) and 1(H-J) . In order to illustrate the comparative performance in the presence and absence of image noise for the Variance, Tenengrand, Squared gradient and Brenner function, when applied to the image given in Figure 1 (A), Table 1 details the spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for a biomedical image given in Fig. 1(A) , while Tables 5,6 and 7 show the spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for the noisy images with Gaussian noise with zero mean and standard deviation set to 10; 50; 100 presented in Figs. 1(E), 1(F) , and 1(G), respectively. Furthermore, in order to present the results of a similar experiment, in which the textured image in Fig. 1(C) is used, Table 3 details the spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for the original image given in Fig. 1(C) , while Tables 8,9 and 10 show the spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for the noisy images with Gaussian noise with zero mean and standard deviation set to 10; 50; 100 presented in Figs. 1(H), 1(I) , and 1(J), respectively. As may be noted from these results, the variance criterion is slightly the most robust against noise, and similar results were obtained in all the tests performed on many di erent images. Another interesting point may also be obtained from the Tables  1-10 : the derived partition of the entire spectral domain in spatial-frequency channels makes possible to isolate both the unwanted detail and noise into a small number of high frequencies channels whose excitation levels do not exceed that of the unwanted detail; that is to say, having a single signi cant scale like to the trivial level of smoothing 1. As a matter of fact, those channels tuned to frequency bands mainly associated with noise do not contain information useful for image processing. On the other hand the lowest frequency channel is not very useful, because it captures features too coarse to explain gray-level variations in an image (Farrokhnia, 1990 ).
Performance of the multi-channel autofocusing scheme with the variance criterion
The results of the multi-channel gray-level variance function for the di erent images are given in Tables  1-10 . In these Tables the corresponding spatial-frequency channels are given as well as their most signi cant scales. In order to compute the variance criterion for each channel, a separate range of scales was used, with being increased from 1 to 51 by adding 0.5 from one level to the next. In order to describe the noisy image presented in Fig. 1(G) , it was smoothed by using a Gaussian kernel with scale level set up to the most signi cant scale levels corresponding to each spatial-frequency channel (see Figs. 5 Fig. 1(A) , via the multichannel autofocusing approach, is shown in Figs. 5(A.1)-5(A.6) . By simply viewing the smoothed images presented in Fig. 5 , it may be noted that the representations derived contain the basic structure associated with each corresponding channel, while removing unwanted detail and noise. This experiment demonstrates that even under very poor conditions our formulation consistently describes the corrupted version of the image, representing the signi cant shape features. Furthermore, a change in the standard deviation of the uniform Gaussian noise always results in a small change in the basic structures of the gray-level shape represented via the multichannel variance autofocusing approach.
A similar experiment is shown in Fig. 6 , in which the noisy image presented in Fig. 1(J) was smoothed by using a Gaussian kernel with scale level set up to the most signi cant scale levels corresponding to each spatial-frequency channel (see Figs. 6(B.1)-6(B.7) . The descriptions obtained for the original image given in Fig. 1(C) , via the multichannel autofocusing approach, are shown in Figs. 6(A.1)-6(A.5).
Conclusion
The task of only selecting signi cant scales for processing the given input having no prior information is frequently too inconsistent and subjective to ensure repeatability when using manual means. The graylevel shape's scale detection poses a problem in that a non-trained human operator is generally unable to obtain only well-enhanced images isolating gray-level structure with a very speci c spectrum content (high, medium or low frequency components). This may a ect the results for any visual system which uses these images for processing and analysis. Objectivity and repeatability would be assured if scale detection could be automated. This work was intended to derive a gray-level image representational model having the property of providing a basic tool for scale selection capable of automatically extracting only signi cant scales at which di erent structures occur in a multichannel organization inspired by the behaviour of cortex neurones and retinal cells, though it should be emphasized that the formulation described here is biologically inspired but not an attempt to model biological systems. Perhaps the most important conclusion which may be drawn is the possibility of performing the scale selection on multiple channels acting in parallel but selectively sensitive to spatial frequency and size, by means of a very e cient multi-channel autofocusing scheme. Comparisons between four band-pass lter based focus criteria were made bearing in mind that a suitable criterion for extracting scales should comply with several criteria: (1) it should be e cient so that scale selection can be completed quickly; (2) it should be such that its value peaks at scales corresponding to structure with frequencies in the considered channel; (3) it should be relatively robust in the presence of image noise. In the light of all the evidence, multi-channel autofocusing with the variance criterion for the gray-level shape's scale selection was adopted as the best strategy. The interesting point is that such a scheme provides a means to place many of the well-known neurophysiological and psychophysical evidence into a unifying framework, and so, in a forthcoming paper, it will be taken a very powerful advantage, due to this organization, by performing the image correction based on the multiple-channel autofocusing representational model proposed. Table 1 .-The spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for a biomedical image given in Fig. 1(A) . Table 2 .-The spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for an astronomical image given in Fig. 1(B) . Table 3 .-The spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for a textured image given in Fig. 1(C) . Table 4 .-The spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for a textured image given in Fig. 1(D) . Table 5 .-The spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for the noisy image with gaussian noise with zero mean and standard deviation = 10 presented in Fig. 1(E) . Table 6 .-The spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for the noisy image with gaussian noise with zero mean and standard deviation = 50 presented in Fig. 1(F) . Table 7 .-The spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for the noisy image with gaussian noise with zero mean and standard deviation = 100 presented in Fig. 1(G) . Table 8 .-The spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for the noisy image with gaussian noise with zero mean and standard deviation = 10 presented in Fig. 1(H) . Table 9 .-The spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for the noisy image with gaussian noise with zero mean and standard deviation = 50 presented in Fig. 1(I) . Table 10 .-The spatial-frequency channels and their most signi cant scale levels, when calculated using each of the autofocusing criteria, for the noisy image with gaussian noise with zero mean and standard deviation = 100 presented in Fig. 1(J) . Table 2 ). Table 7 ). Table 3 ); (B.1) , (B.2), (B.3), (B.4), (B.5), (B.6), (B.7) the noisy image, when gaussian noise with standard deviation set to 100 is added, smoothed at their most signi cant scales, 1; 1:5; 2; 2:5; 3;4;7:5, for the multichannel variance criteria (see Table 10 ). 
