1.. Introduction {#S001}
================

This paper considers a problem of the variational inequality in a general form$${find}\ x^{\ast} \in \mathcal{E}:\quad\left\langle F\left( x^{\ast} \right),x - x^{\ast} \right\rangle + g\left( x \right) - g\left( x^{\ast} \right) \geq 0\quad\forall x \in \mathcal{E},$$ where $\mathcal{E}$ is a finite-dimensional vector space, $\left. F:\mathcal{E}\rightarrow\mathcal{E} \right.$ is a monotone operator and $\left. g:\mathcal{E}\rightarrow\left( - \infty, + \infty \right\rbrack \right.$ is a convex function. This is an important problem that has a variety of theoretical and practical applications \[[@CIT0021],[@CIT0022],[@CIT0028]\].

The main iteration step of the proposed methods is given as follows:$$\begin{matrix}
y_{n} & {= x_{n} + \tau_{n}\left( x_{n} - x_{n - 1} \right),} \\
x_{n + 1} & {= {prox}_{\lambda_{n}g}\left( x_{n} - \lambda_{n}F\left( y_{n} \right) \right),} \\
\end{matrix}$$ where we define $\tau_{n}$, $\lambda_{n}$ and $y_{n}$ from local properties of $F\left( y_{n} \right)$. For this in each iteration we run some simple linesearch procedure. We propose different procedures for different cases: for the general problem ([1](#M0001){ref-type="disp-formula"}), for ([1](#M0001){ref-type="disp-formula"}) with $g\left( x \right) = \delta_{C}\left( x \right)$, and for the case when *F* is a gradient of a convex differentiable function. Each iteration of the linesearch procedure requires only one value of *F* and function *g* is not used at all. In addition, the monotonicity of stepsizes $\left( \lambda_{n} \right)$ is not required. Also in case when *F* is affine our linesearch procedures need only vector--vector computation. Moreover, our analysis does not need a Lipschitz assumption on *F*, only locally Lipschitz one.

Although we consider quite a general problem, our discussion presented below consists of two separate parts devoted to the variational inequality problems and optimization problems. This is because we noticed that for some difficult optimization problems our algorithm may work much better than some existing methods.

Next section after the introduction studies our first two methods. We show their global convergence, consider some particular cases and establish complexity rates. In Section [3](#S003){ref-type="sec"} we consider a problem of composite minimization for which we improve one of our methods. In Section [4](#S004){ref-type="sec"} we study some known linesearch procedures and make numerical illustrations of our methods with several popular methods.

1.1.. Preliminaries {#S001-S2001}
-------------------

In what follows, $\mathcal{E}$ denotes a finite-dimensional real vector space with inner product $\left\langle \cdot , \cdot \right\rangle$ and norm $\left\| \cdot \right\|$, $\nabla f$ denotes a gradient of a smooth function *f*. For a proper lower semicontinuous convex function $\left. g:\mathcal{E}\rightarrow\left( - \infty,\infty \right\rbrack \right.$, we denote its domain by ${dom}\ g$, that is, ${dom}\ g:=\left\{ x \in \mathcal{E}:g\left( x \right) < \infty \right\}$. The proximal operator $\left. {prox}_{g}:\mathcal{E}\rightarrow\mathcal{E} \right.$ is defined as$${prox}_{g}\left( y \right):={argmin}_{x \in \mathcal{E}}{\left\{ g\left( x \right) + \frac{1}{2} \right\|\left. x - y \right\|^{2}\}}.$$ For a set *C*, we denote by $\delta_{C}$ the indicator function of the set, that is, $\delta_{C}\left( x \right) = 0$ if $x \in C$ and ∞ otherwise. We denote the metric projection onto *C* as $P_{C}$. Clearly, by definition, $P_{C}x = {prox}_{\delta_{C}}x$.

The operator *F* is called monotone if$$\left\langle F\left( x \right) - F\left( y \right),x - y \right\rangle \geq 0\quad\forall x,y \in \mathcal{E}.$$

1.2.. Variational inequality perspective {#S001-S2002}
----------------------------------------

A general approach to solve ([1](#M0001){ref-type="disp-formula"}) consists in solving a sequence of the simpler variational inequalities \[[@CIT0013],[@CIT0025]\]. We concentrate on the most simple case of this approach: projected (proximal) methods.

When *F* satisfies cocoercivity assumption (that is stronger than just monotonicity), one can apply several methods from an optimization framework. In particular, this holds for the proximal gradient method ( forward--backward\[FB\] method) \[[@CIT0030],[@CIT0044]\] and inertial method \[[@CIT0031],[@CIT0038]\] (see also \[[@CIT0001],[@CIT0040],[@CIT0045]\] for the original ideas). However, those methods do not converge when *F* is just monotone.

When $g\left( x \right) = \delta_{C}\left( x \right)$, variational inequality ([1](#M0001){ref-type="disp-formula"}) reduces to$$\left\langle F\left( x^{\ast} \right),x - x^{\ast} \right\rangle \geq 0\quad\forall x \in C,$$ where $C \subseteq \mathcal{E}$ is a closed convex set. For this specific case, Korpelevich \[[@CIT0029]\] proposed the extragradient method$$\begin{matrix}
y_{n} & {= P_{C}\left( x_{n} - \lambda F\left( x_{n} \right) \right),} \\
x_{n + 1} & {= P_{C}\left( x_{n} - \lambda F\left( y_{n} \right) \right),} \\
\end{matrix}$$ where $\lambda \in \left( 0,1/L \right)$ and *L* is the Lipschitz constant of the operator *F*. A bit different approach was proposed by Popov \[[@CIT0046]\]$$\begin{matrix}
x_{n + 1} & {= P_{C}\left( x_{n} - \lambda F\left( y_{n} \right) \right),} \\
y_{n + 1} & {= P_{C}\left( x_{n + 1} - \lambda F\left( y_{n} \right) \right),} \\
\end{matrix}$$ where $\lambda \in \left( 0,1/{3L} \right\rbrack$. Note that the latter method needs only one value of *F* per iteration, though it uses a smaller stepsize.

Both Korpelevich\'s and Popov\'s methods gave birth to a fruitful research \[[@CIT0012],[@CIT0017],[@CIT0023],[@CIT0026],[@CIT0027],[@CIT0032],[@CIT0035],[@CIT0036],[@CIT0050],[@CIT0051]\] where there have been proposed different improvements: linesearch procedures or/and avoiding of Lipschitz-continuity assumption, decreasing a number of metric projections, etc. Actually, the basic schemes ([3](#M0003){ref-type="disp-formula"}) and ([4](#M0004){ref-type="disp-formula"}) can be applied to a general problem ([1](#M0001){ref-type="disp-formula"}). However, this is not always the case for their extensions.

In turn, problem ([1](#M0001){ref-type="disp-formula"}) can be formulated as a more general problem of a monotone inclusion. In this case, one may apply Tseng\'s forward--backward--forward (FBF) method \[[@CIT0053]\]$$\begin{matrix}
y_{n} & {= {prox}_{\lambda g}\left( x_{n} - \lambda F\left( x_{n} \right) \right),} \\
x_{n + 1} & {= y_{n} + \lambda\left( F\left( x_{n} \right) - F\left( y_{n} \right) \right),} \\
\end{matrix}$$ where $\lambda \in \left( 0,1/L \right)$. Tseng\'s method has attracted a lot of interest due to its simplicity and generality, see \[[@CIT0008],[@CIT0009],[@CIT0011],[@CIT0037]\].

Usually the algorithms for ([1](#M0001){ref-type="disp-formula"}) or ([2](#M0002){ref-type="disp-formula"}) that have practical interest use some linesearch procedures to find $\lambda_{n}$ in each iteration. The most popular choice is the Goldshtein-Armijo-type stepsize rule \[[@CIT0027],[@CIT0050],[@CIT0051],[@CIT0053]\], which requires evaluation of *F* and ${prox}_{g}$ in each of inner iterations. For example, the linesearch for method ([5](#M0005){ref-type="disp-formula"}), proposed in the same paper \[[@CIT0053]\], allows us to require only continuity of *F*. However, even with fixed steps the method uses two values of *F* per iteration. We will consider it in more detail in Section [4](#S004){ref-type="sec"}.

Recently, in \[[@CIT0034]\] there was proposed the reflected projected gradient method for problem ([2](#M0002){ref-type="disp-formula"}). When stepsize *λ* is fixed, it generates a sequence $\left( x_{n} \right)$ by$$x_{n + 1} = P_{C}\left( x_{n} - \lambda F\left( 2x_{n} - x_{n - 1} \right) \right),$$ where $\lambda \in \left( 0,\left( \sqrt{2} - 1 \right)/L \right)$. This scheme is much simpler than ([3](#M0003){ref-type="disp-formula"}), ([4](#M0004){ref-type="disp-formula"}) or ([5](#M0005){ref-type="disp-formula"}) but the most important that it gives a very efficient way to incorporate a linesearch procedure. In \[[@CIT0034]\] one of such ideas was applied and numerical results approved its efficiency. However, the proposed scheme was quite complicated and one of the goals of this paper is to propose simpler schemes that, in addition, can be applied to a more general problem than ([2](#M0002){ref-type="disp-formula"}).

During the preparation of this paper, we became aware of the recent work \[[@CIT0033]\]. In that work, authors proposed some linesearch procedure, also exploiting the idea of \[[@CIT0034]\]. However, our work is different. First, we consider a more general model where *g* may be different from the indicator function $\delta_{C}$. Second, we do not require Lipschitz continuity of the operator *F*. And, moreover, even in the simplest case when $g = \delta_{C}$, our algorithms seem to be a bit simpler.

1.3.. Optimization perspective {#S001-S2003}
------------------------------

Consider the following problem of composite minimization:$$\min\limits_{x}\Phi\left( x \right):=f\left( x \right) + g\left( x \right),$$ where *f* is a differentiable convex function and *g* is a proper lower semicontinuous convex function. Such formulation assumes that we know the structure of the underlying function Φ. It is not difficult to verify that the first-order optimality conditions of ([6](#M0006){ref-type="disp-formula"}) are a particular case of ([1](#M0001){ref-type="disp-formula"}) with $F = \nabla f$.

Problem ([6](#M0006){ref-type="disp-formula"}) is rich enough to encompass many important applications in machine learning, image processing, compressed sensing, statistics, etc. \[[@CIT0004],[@CIT0014],[@CIT0015],[@CIT0019],[@CIT0041],[@CIT0043],[@CIT0054]\]. Although first-order methods for problem ([6](#M0006){ref-type="disp-formula"}) have a long history, they continue to receive much attention from optimization community. Many real-life applications are large scale and in this case first-order methods often outperform other methods such as interior point methods, Newton methods, since the iterations of the former are much cheaper and do not depend on the dimension of the problem as much as the latter do.

Under the assumption that $\nabla f$ is Lipschitz continuous, that is, there exists some *L*\>0 such that$$\left\| \nabla f\left( x \right) - \nabla f\left( y \right) \right\|\left. \leq L \right\|\left. x - y \right\|,$$ one of the most simple methods for solving ([6](#M0006){ref-type="disp-formula"}) is the proximal gradient method that generates $\left( x_{n} \right)$ as$$x_{n + 1} = {prox}_{\lambda_{n}g}\left( x_{n} - \lambda_{n}\nabla f\left( x_{n} \right) \right),$$ where $\lambda_{n} \in \left( 0,2/L \right)$.

We also have to mention a very important class of two-step proximal gradient methods that include inertial (heavy ball) methods introduced by Polyak in \[[@CIT0045]\] and accelerated proximal methods, pioneered by seminal work of Nesterov \[[@CIT0040]\] and further developed in \[[@CIT0004],[@CIT0041],[@CIT0054]\] for a problem of composite minimization. This class enjoys an improved convergence rate compared with classical proximal gradient method ([8](#M0008){ref-type="disp-formula"}). For all these methods condition ([7](#M0007){ref-type="disp-formula"}) is also important.

There are several methods \[[@CIT0006],[@CIT0016],[@CIT0048],[@CIT0053]\] that do not require condition ([7](#M0007){ref-type="disp-formula"}). Our linesearch procedure in some sense is similar to them but is cheaper since it does not use a proximal mapping. We underline that problems, where ([7](#M0007){ref-type="disp-formula"}) does not hold, take place, for example, in barrier methods, entropy maximization, geometric programming, image processing \[[@CIT0007],[@CIT0010],[@CIT0018],[@CIT0019],[@CIT0041],[@CIT0047]\].

Even in the case when $\nabla f$ is Lipschitz continuous, the proposed methods might be competitive with known methods. Roughly speaking, the general picture of applicability of our methods is the following. In cases when local Lipschitz constant of $\nabla f$ changes drastically, that is, *f* has a very different curvature in different directions, then a global Lipschitz constant cannot be a good prediction and our methods will benefit from using the local information of $\nabla f$. In turn, when $\nabla f$ is rather flat, that is, local Lipschitz constant of $\nabla f$ does not change too much, our method will be in the worst case comparing to other methods, since the latter allow us to take stepsizes larger or/and they may enjoy a better complexity rate.

There are a lot of possible linesearch procedures and adaptivity techniques for ([8](#M0008){ref-type="disp-formula"}) under the assumption ([7](#M0007){ref-type="disp-formula"}), see \[[@CIT0002],[@CIT0004],[@CIT0005],[@CIT0041],[@CIT0042],[@CIT0049]\]. All of them require evaluation of ${prox}_{\lambda g}$ in every inner iteration of the linesearch. Since our methods do not need this, they will benefit when ${prox}_{\lambda g}$ is expensive.

2.. Main part {#S002}
=============

The following assumptions are made throughout the paper:**A1** $\left. F:\mathcal{E}\rightarrow\mathcal{E} \right.$ is locally Lipschitz continuous and monotone.**A2** $\left. g:\mathcal{E}\rightarrow\left( - \infty,\infty \right\rbrack \right.$ is proper l.s.c. convex function.**A3** $g|_{{dom}\ g}$ is a continuous function.**A4** The solution set of ([1](#M0001){ref-type="disp-formula"}), denoted by $X^{\ast}$, is nonempty.

Assumption A3 seems to be not quite usual, though it is very general. Clearly, it fulfills for any *g* with open ${dom}\ g$ (this includes finite-valued functions) or for an indicator $\delta_{C}$ of some closed convex set *C*. Moreover, when $\mathcal{E} = \mathbb{R}$ A2 implies A3 ( \[[@CIT0003], Corollary 9.15\]). By this, every separable function that satisfies A2 also satisfies A3.

The following two lemmas are classical. For their proofs we refer to \[[@CIT0003]\].

Let $\left. g:\mathcal{E}\rightarrow\left( - \infty, + \infty \right\rbrack \right.$ be a convex function, $x \in \mathcal{E}$. Then $p = {prox}_{g}\left( x \right)$ if and only if$$\left\langle p - x,y - p \right\rangle \geq g\left( p \right) - g\left( y \right)\quad\forall y \in \mathcal{E}.$$

Let $\lambda > 0$ and (A2) holds. Then $x^{\ast}$ is a solution of ([1](#M0001){ref-type="disp-formula"}) if and only if$$x^{\ast} = {prox}_{\lambda g}\left( x^{\ast} - \lambda F\left( x^{\ast} \right) \right).$$

Next lemma is obvious.

Let $\left( a_{n} \right),$ $\left( b_{n} \right)$ be two nonnegative real sequences such that$$a_{n + 1} \leq a_{n} - b_{n}\quad\forall n \in \mathbb{N}.$$ Then $\left( a_{n} \right)$ is convergent and $\lim\limits_{n\rightarrow\infty}b_{n} = 0$.

2.1.. Algorithm 1 {#S002-S2001}
-----------------

First, we consider a particular case of ([1](#M0001){ref-type="disp-formula"}) when $g\left( x \right) = \delta_{C}\left( x \right)$ for a closed convex set $C \subseteq \mathcal{E}$. Now the problem becomes to find $x^{\ast} \in C$ such that$$\left\langle F\left( x^{\ast} \right),x - x^{\ast} \right\rangle \geq 0\quad\forall x \in C.$$
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In Algorithm 1, we need $\lambda_{n} \leq \lambda_{\max}$ to ensure that $\left( \lambda_{n} \right)$ is bounded. Inequality (10) gives us something similar to an estimation that we usually get from Lipschitz continuity of *F*. It is easy to see that finding the largest $\lambda_{n}$ that satisfies (10) is equivalent to solving a quadratic equation, thus it can be found explicitly. Evidently, the update of the inner loop requires only computation of *F*. Also notice that we start our linesearch from $\tau_{n} = 1/\sigma \in \left( 1,2 \right\rbrack$. This is only one possible case. In fact, for us it is only important that the linesearch provides us some *i*, for which we can get $\tau_{n} = 1$, see Lemma 2.6. Thus, for some problems it might be beneficial to start linesearch from$\tau_{n} = 1$.

First, let us show that Algorithm 1 is well defined.

The linesearch in Algorithm 1 always terminates.

Suppose that the assertion of the lemma is false. Let $D = {conv}\left\{ x_{n},3x_{n} - 2x_{n - 1},y_{n - 1} \right\}$. Since *F* is locally Lipschitz continuous, it is Lipschitz continuous on *D* (because *D* is a bounded set). Hence, there exists *L* such that$$\left\| F\left( y_{n} \right) - F\left( y_{n - 1} \right) \right\|\left. \leq L\alpha \right\|\left. y_{n} - y_{n - 1} \right\|.$$ Note that $y_{n} \in D$ for any $\tau_{n} \in \left( 0,2 \right\rbrack$. Then, in order to get a contradiction, it remains to take $\tau_{n} < 1/{\lambda_{n - 1}L}$ and set$\lambda_{n} = \tau_{n}\lambda_{n - 1}$.

For $\left( x_{n} \right),$ $\left( y_{n} \right),$ generated by Algorithm 1, and $x \in C$ the following inequality holds for all $n \in \mathbb{N}$:$$\begin{matrix}
 & {\left\| x_{n + 1} - x \right\|^{2}\left. \leq \right\|\left. x_{n} - x \right\|^{2}\left. + 2\alpha \right\|\left. y_{n} - y_{n - 1} \right\|\|\left. x_{n + 1} - y_{n} \right\|} \\
 & {\left. \quad - \right\|\left. y_{n} - x_{n} \right\|^{2}\left. - \right\|\left. x_{n + 1} - y_{n} \right\|^{2} - 2\lambda_{n}\left\langle F\left( y_{n} \right),y_{n} - x \right\rangle.} \\
\end{matrix}$$

By Lemma 2.1,$$\left\langle x_{n + 1} - x_{n} + \lambda_{n}F\left( y_{n} \right),x - x_{n + 1} \right\rangle \geq 0\quad\forall x \in C.$$ Similarly, for the previous iterate we have$$\left\langle x_{n} - x_{n - 1} + \lambda_{n - 1}F\left( y_{n - 1} \right),x - x_{n} \right\rangle \geq 0\quad\forall x \in C.$$ Taking in the above inequality $x = x_{n + 1} \in C$ and then $x = x_{n - 1} \in C$, we obtain$$\begin{matrix}
\left\langle x_{n} - x_{n - 1} + \lambda_{n - 1}F\left( y_{n - 1} \right),x_{n + 1} - x_{n} \right\rangle & {\geq 0,} \\
\end{matrix}$$ $$\begin{matrix}
\left\langle x_{n} - x_{n - 1} + \lambda_{n - 1}F\left( y_{n - 1} \right),x_{n - 1} - x_{n} \right\rangle & {\geq 0.} \\
\end{matrix}$$ Multiplying ([14](#M0014){ref-type="disp-formula"}) by $\tau_{n}$ and adding it to ([13](#M0013){ref-type="disp-formula"}) give us$$\left\langle x_{n} - x_{n - 1} + \lambda_{n - 1}F\left( y_{n - 1} \right),x_{n + 1} - y_{n} \right\rangle \geq 0.$$ From $\tau_{n}\left( x_{n} - x_{n - 1} \right) = y_{n} - x_{n}$, it follows$$\left\langle y_{n} - x_{n} + \tau_{n}\lambda_{n - 1}F\left( y_{n - 1} \right),x_{n + 1} - y_{n} \right\rangle \geq 0.$$ Summation of ([12](#M0012){ref-type="disp-formula"}) and ([15](#M0015){ref-type="disp-formula"}) yields$$\begin{matrix}
 & {\left\langle x_{n + 1} - x_{n},x - x_{n + 1} \right\rangle + \left\langle y_{n} - x_{n},x_{n + 1} - y_{n} \right\rangle} \\
 & {\quad + \left\langle \lambda_{n}F\left( y_{n} \right) - \tau_{n}\lambda_{n - 1}F\left( y_{n - 1} \right),y_{n} - x_{n + 1} \right\rangle \geq \lambda_{n}\left\langle F\left( y_{n} \right),y_{n} - x \right\rangle\quad\forall x \in C.} \\
\end{matrix}$$ By the cosine rule, we derive$$\begin{matrix}
 & {\left\| x_{n} - x \right\|^{2}\left. - \right\|\left. x_{n + 1} - x \right\|^{2}\left. - \right\|\left. y_{n} - x_{n} \right\|^{2}\left. - \right\|\left. x_{n + 1} - y_{n} \right\|^{2}} \\
 & {\quad + 2\left\langle \lambda_{n}F\left( y_{n} \right) - \tau_{n}\lambda_{n - 1}F\left( y_{n - 1} \right),y_{n} - x_{n + 1} \right\rangle \geq 2\lambda_{n}\left\langle F\left( y_{n} \right),y_{n} - x \right\rangle\quad\forall x \in C.} \\
\end{matrix}$$ Taking into account (10), we obtain the desired inequality ([11](#M0011){ref-type="disp-formula"}).

Assume that $\left( x_{n} \right),$ generated by Algorithm 1, is bounded. Then $\operatorname{lim\,sup}\limits_{n\rightarrow\infty}\lambda_{n} > 0$.

Evidently, the sequence $\left( y_{n} \right)$ is bounded as well. Since *F* is Lipschitz continuous on bounded sets, there exists *L*\>0 such that$$\left\| F\left( y_{n} \right) - F\left( y_{n - 1} \right) \right\|\left. \leq \alpha L \right\|\left. y_{n} - y_{n - 1} \right\|\quad\forall n \in \mathbb{N}.$$ From the construction of $\left( \lambda_{n} \right)$ it can be seen easily that if we have $\lambda_{n - 1} < 1/L$ then $\tau_{n} = \sigma^{1 - 1} = 1$ and $\lambda = \lambda_{n - 1}$ satisfy inequality$$\left\| \lambda F\left( y_{n} \right) - \tau_{n}\lambda_{n - 1}F\left( y_{n - 1} \right) \right\|\left. \leq \alpha \right\|\left. y_{n} - y_{n - 1} \right\|.$$ In other words, the linesearch terminates at least after two iterations. Since we seek the largest $\lambda \in \left( 0,\left( \left( 1 + \tau_{n - 1} \right)/\tau_{n} \right)\lambda_{n - 1} \right\rbrack$, we have $\lambda_{n} \geq \lambda_{n - 1}$.

Now, on the contrary, assume that $\lim\limits_{n\rightarrow\infty}\lambda_{n} = 0$. Hence, there exists $n_{0}$ such that $\lambda_{n} < 1/L$ for all $n \geq n_{0}$. Let $n > n_{0}$. As $\lambda_{n - 1} < 1/L$, we obtain $\lambda_{n} \geq \lambda_{n - 1}$. But $\lambda_{n} < 1/L$ as well, so again we have that $\lambda_{n + 1} \geq \lambda_{n}$. By induction we conclude that $\left( \lambda_{n} \right)_{n \geq n_{0}}$ is nondecreasing and thus cannot converge to zero. This contradicts to our assumption.

2.2.. Algorithm 2 {#S002-S2002}
-----------------

For a general problem ([1](#M0001){ref-type="disp-formula"}) we propose the following Algorithm 2.
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Basically, the linesearch procedure finds such $\tau_{n} \in \left( 0,\sqrt{1 + \tau_{n - 1}}\, \right\rbrack$ (trying to choose the larger one) that $\lambda_{n} = \tau_{n}\lambda_{n - 1}$ satisfies the 'local Lipschitz' condition (18). On the one hand, we want to have $\tau_{n} \geq 1$, since this gives us possibility at least theoretically to increase the stepsize from iteration to iteration. On the other hand, we have to ensure that $\left( \lambda_{n} \right)$ will not be larger than $\lambda_{\max}$. These caused a bit complicated formula for $\tau_{n}$.

Although ([1](#M0001){ref-type="disp-formula"}) with $g\left( x \right) = \delta_{C}\left( x \right)$ is precisely ([2](#M0002){ref-type="disp-formula"}), Algorithm 1 in this case does not coincide with Algorithm 2. The former is more flexible since it does not apply such a restriction on stepsizes $\lambda_{n}$ as the latter does.

We want to point out that when *F* is *L*-Lipschitz continuous, instead of running the linesearch procedure, we can use a fixed stepsize $\lambda \in \left( 0,\alpha/L \right)$ and take $\tau_{n} = 1$ in each iteration of Algorithm 2. By this we recover a basic algorithm in \[[@CIT0034]\].

As before, let us show that Algorithm 2 is well defined.

The linesearch in Algorithm 2 always terminates.

The proof is very similar to the proof of Lemma 2.4. The main distinction is that now we have to set $D = {conv}\left\{ x_{n},\left( 1 + \varphi \right)x_{n} - \varphi x_{n - 1},y_{n - 1} \right\}$, where $\varphi = \left( {\sqrt{5} + 1} \right)/2$, and notice that $\tau_{n} \leq \varphi$ for all $n \in \mathbb{N}$.

For $\left( x_{n} \right),$ $\left( y_{n} \right)$ defined in Algorithm 2 and $x \in \mathcal{E}$ the following inequality holds for all $n \in \mathbb{N}$:$$\begin{matrix}
 & {\left\| x_{n + 1} - x \right\|^{2}\left. \leq \right\|\left. x_{n} - x \right\|^{2}\left. - \right\|\left. y_{n} - x_{n} \right\|^{2}\left. - \right\|\left. x_{n + 1} - y_{n} \right\|^{2}} \\
 & {\left. \quad + 2\alpha \right\|\left. y_{n} - y_{n - 1} \right\|\|\left. x_{n + 1} - y_{n} \right\| - 2\lambda_{n}\left( \left( 1 + \tau_{n} \right)g\left( x_{n} \right) - \tau_{n}g\left( x_{n - 1} \right) - g\left( x \right) \right)} \\
 & {\quad - 2\lambda_{n}\left\langle F\left( y_{n} \right),y_{n} - x \right\rangle.} \\
\end{matrix}$$

The general idea of the following proof is very similar to the proof of Lemma 2.5.

By Lemma 2.1$$\left\langle x_{n + 1} - x_{n} + \lambda_{n}F\left( y_{n} \right),x - x_{n + 1} \right\rangle \geq \lambda_{n}\left( g\left( x_{n + 1} \right) - g\left( x \right) \right)\quad\forall x \in \mathcal{E}.$$ Similarly,$$\left\langle x_{n} - x_{n - 1} + \lambda_{n - 1}F\left( y_{n - 1} \right),x - x_{n} \right\rangle \geq \lambda_{n - 1}\left( g\left( x_{n} \right) - g\left( x \right) \right)\quad\forall x \in \mathcal{E}.$$ After substitution in the last inequality $x = x_{n + 1}$ and $x = x_{n - 1}$, we obtain$$\begin{matrix}
\left\langle x_{n} - x_{n - 1} + \lambda_{n - 1}F\left( y_{n - 1} \right),x_{n + 1} - x_{n} \right\rangle & {\geq \lambda_{n - 1}\left( g\left( x_{n} \right) - g\left( x_{n + 1} \right) \right),} \\
\left\langle x_{n} - x_{n - 1} + \lambda_{n - 1}F\left( y_{n - 1} \right),x_{n - 1} - x_{n} \right\rangle & {\geq \lambda_{n - 1}\left( g\left( x_{n} \right) - g\left( x_{n - 1} \right) \right).} \\
\end{matrix}$$ Multiplying the last inequality by $\tau_{n}$ and then adding it to the previous ones yields$$\left\langle x_{n} - x_{n - 1} + \lambda_{n - 1}F\left( y_{n - 1} \right),x_{n + 1} - y_{n} \right\rangle \geq \lambda_{n - 1}\left( \left( 1 + \tau_{n} \right)g\left( x_{n} \right) - g\left( x_{n + 1} \right) - \tau_{n}g\left( x_{n - 1} \right) \right).$$ From $\tau_{n}\left( x_{n} - x_{n - 1} \right) = y_{n} - x_{n}$ and $\lambda_{n} = \tau_{n}\lambda_{n - 1}$ we get$$\left\langle y_{n} - x_{n} + \lambda_{n}F\left( y_{n - 1} \right),x_{n + 1} - y_{n} \right\rangle \geq \lambda_{n}\left( \left( 1 + \tau_{n} \right)g\left( x_{n} \right) - g\left( x_{n + 1} \right) - \tau_{n}g\left( x_{n - 1} \right) \right).$$

Adding ([20](#M0020){ref-type="disp-formula"}) to ([22](#M0022){ref-type="disp-formula"}) gives us$$\begin{matrix}
 & {\left\langle x_{n + 1} - x_{n},x - x_{n + 1} \right\rangle + \left\langle y_{n} - x_{n},x_{n + 1} - y_{n} \right\rangle + \lambda_{n}\left\langle F\left( y_{n} \right) - F\left( y_{n - 1} \right),y_{n} - x_{n + 1} \right\rangle} \\
 & {\quad \geq \lambda_{n}\left( \left( 1 + \tau_{n} \right)g\left( x_{n} \right) - \tau_{n}g\left( x_{n - 1} \right) - g\left( x \right) \right) + \lambda_{n}\left\langle F\left( y_{n} \right),y_{n} - x \right\rangle.} \\
\end{matrix}$$ Using the cosine rule and (18), we obtain$$\begin{matrix}
\left\| x_{n + 1} - x \right\|^{2} & {\left. \leq \right\|\left. x_{n} - x \right\|^{2}\left. - \right\|\left. y_{n} - x_{n} \right\|^{2}\left. - \right\|\left. x_{n + 1} - y_{n} \right\|^{2}} \\
 & {\left. \quad + 2\alpha \right\|\left. y_{n} - y_{n - 1} \right\|\|\left. x_{n + 1} - y_{n} \right\| - 2\lambda_{n}\left( \left( 1 + \tau_{n} \right)g\left( x_{n} \right) - \tau_{n}g\left( x_{n - 1} \right) - g\left( x \right) \right)} \\
 & {\quad - 2\lambda_{n}\left\langle F\left( y_{n} \right),y_{n} - x \right\rangle,} \\
\end{matrix}$$ that finishes the proof.

For Algorithm 2 we can prove a stronger result than Lemma 2.6.

Assume that the sequence $\left( x_{n} \right),$ generated by Algorithm 2, is bounded. Then $\operatorname{lim\,inf}\limits_{n\rightarrow\infty}\lambda_{n} > 0$.

Since $\left( x_{n} \right)$ is bounded, there exists *L*\>0 such that$$\left\| F\left( y_{n} \right) - F\left( y_{n - 1} \right) \right\|\left. \leq \alpha L \right\|\left. y_{n} - y_{n - 1} \right\|.$$ Without loss of generality assume that $\lambda_{0} > \sigma/L$. We show that from $\lambda_{n - 1} > \sigma/L$ follows $\lambda_{n} > \sigma/L$. Clearly, if $\lambda_{n} \leq 1/L$ then (18) holds. Suppose that $\lambda_{n} = \sqrt{1 + \tau_{n - 1}}\sigma^{i}\lambda_{n - 1}$ for some $i \in \mathbb{Z}^{+}$. If *i*=0 then it is obvious that $\lambda_{n} > \lambda_{n - 1} > \sigma/L$. If *i*\>0 then by the construction of the linesearch $\lambda_{n}^{\prime} = \sqrt{1 + \tau_{n - 1}}\sigma^{i - 1}\lambda_{n - 1}$ does not satisfied (18). This means that $\lambda_{n}^{\prime} > 1/L$ and hence,$\lambda_{n} > \sigma/L$.

2.3.. Proof of convergence {#S002-S2003}
--------------------------

For generality we will write$$\Psi\left( x,y \right):=\left\langle F\left( x \right),y - x \right\rangle + g\left( y \right) - g\left( x \right),$$ where in case of Algorithm 1 we suppose that $g\left( x \right) = \delta_{C}\left( x \right)$. It is clear that both problems ([2](#M0002){ref-type="disp-formula"}) and ([1](#M0001){ref-type="disp-formula"}) are equivalent to finding $\overline{x} \in \mathcal{E}$ such that $\Psi\left( \overline{x},x \right) \geq 0$ for all $x \in \mathcal{E}$.

Let $\left( x_{n} \right),$ $\left( y_{n} \right)$ be generated by either Algorithm 1 or 2 and let $\overline{x} \in X^{\ast}$. Then the following inequality holds for all $n \in \mathbb{N}$:$$\begin{matrix}
\left\| x_{n + 1} - \overline{x} \right\|^{2} & {\left. \leq \right\|\left. x_{n} - \overline{x} \right\|^{2} - \left( 1 - \alpha\left( 1 + \sqrt{2} \right) \right)\|\left. y_{n} - x_{n} \right\|^{2}} \\
 & {\quad - \left( 1 - \sqrt{2}\alpha \right)\|\left. x_{n + 1} - y_{n} \right\|^{2}\left. + \alpha \right\|\left. x_{n} - y_{n - 1} \right\|^{2}} \\
 & {\quad - 2\lambda_{n}\left( 1 + \tau_{n} \right)\Psi\left( \overline{x},x_{n} \right) + 2\lambda_{n - 1}\left( 1 + \tau_{n - 1} \right)\Psi\left( \overline{x},x_{n - 1} \right).} \\
\end{matrix}$$

Monotonicity of *F* yields$$\begin{matrix}
{\lambda_{n}\left\langle F\left( y_{n} \right),y_{n} - \overline{x} \right\rangle} & {\geq \lambda_{n}\left\langle F\left( \overline{x} \right),y_{n} - \overline{x} \right\rangle} \\
 & {= \lambda_{n}\left( \left( 1 + \tau_{n} \right)\left\langle F\left( \overline{x} \right),x_{n} - \overline{x} \right\rangle - \tau_{n}\left\langle F\left( \overline{x} \right),x_{n - 1} - \overline{x} \right\rangle \right).} \\
\end{matrix}$$ Taking $x = \overline{x}$ and using the above, we can rewrite both ([11](#M0011){ref-type="disp-formula"}) and ([19](#M0019){ref-type="disp-formula"}) as one inequality$$\begin{matrix}
\left\| x_{n + 1} - \overline{x} \right\|^{2} & {\left. \leq \right\|\left. x_{n} - \overline{x} \right\|^{2}\left. - \right\|\left. y_{n} - x_{n} \right\|^{2}\left. - \right\|\left. x_{n + 1} - y_{n} \right\|^{2}} \\
 & {\left. \quad + 2\alpha \right\|\left. y_{n} - y_{n - 1} \right\|\|\left. x_{n + 1} - y_{n} \right\| - 2\lambda_{n}\left( \left( 1 + \tau_{n} \right)\Psi\left( \overline{x},x_{n} \right) - \tau_{n}\Psi\left( \overline{x},x_{n - 1} \right) \right).} \\
\end{matrix}$$ Note that in both cases we have that $\lambda_{n}\tau_{n} \leq \left( 1 + \tau_{n - 1} \right)\lambda_{n - 1}$. Since $\Psi\left( \overline{x},x_{n - 1} \right) \geq 0$, it follows:$$\begin{matrix}
\left\| x_{n + 1} - \overline{x} \right\|^{2} & {\left. \leq \right\|\left. x_{n} - \overline{x} \right\|^{2}\left. - \right\|\left. y_{n} - x_{n} \right\|^{2}\left. - \right\|\left. x_{n + 1} - y_{n} \right\|^{2}} \\
 & {\left. \quad + 2\alpha \right\|\left. y_{n} - y_{n - 1} \right\|\|\left. x_{n + 1} - y_{n} \right\| - 2\lambda_{n}\left( 1 + \tau_{n} \right)\Psi\left( \overline{x},x_{n} \right)} \\
 & {\quad + 2\lambda_{n - 1}\left( 1 + \tau_{n - 1} \right)\Psi\left( \overline{x},x_{n - 1} \right).} \\
\end{matrix}$$ It only remains to estimate $\left. 2\alpha \right\|\left. y_{n} - y_{n - 1} \right\|\|\left. x_{n + 1} - y_{n} \right\|$. For this we use the estimation from \[[@CIT0034]\]$$\begin{matrix}
{\left. 2\alpha \right\|\left. y_{n} - y_{n - 1} \right\|\|\left. x_{n + 1} - y_{n} \right\|} & {\leq \alpha{\left( \frac{1}{\sqrt{2}} \right\|\left. y_{n} - y_{n - 1} \right\|^{2}\left. + \sqrt{2} \right\|\left. x_{n + 1} - y_{n} \right\|^{2})}} \\
 & {\leq \frac{\alpha}{\sqrt{2}}{(\|}\left. y_{n} - x_{n} \right\|\left. + \right\|\left. x_{n} - y_{n - 1} \right\|)^{2}\left. + \sqrt{2}\alpha \right\|\left. x_{n + 1} - y_{n} \right\|^{2}} \\
 & {\leq \!\!\frac{\alpha}{\sqrt{2}}\left( \left( 2 + \sqrt{2} \right) \right\|\left. y_{n} - x_{n} \right\|^{2}\left. + \sqrt{2} \right\|\left. x_{n} - y_{n - 1} \right\|^{2})\left. + \sqrt{2}\alpha \right\|\left. x_{n + 1} - y_{n} \right\|^{2}} \\
 & {= \alpha\left( 1 + \sqrt{2} \right)\|\left. y_{n} - x_{n} \right\|^{2}\left. + \alpha \right\|\left. x_{n} - y_{n - 1} \right\|^{2}\left. + \sqrt{2}\alpha \right\|\left. x_{n + 1} - y_{n} \right\|^{2}.} \\
\end{matrix}$$ Combining ([28](#M0028){ref-type="disp-formula"}) and ([29](#M0029){ref-type="disp-formula"}), we obtain the desirable inequality ([25](#M0025){ref-type="disp-formula"}).

Let sequences $\left( x_{n} \right)$ and $\left( y_{n} \right)$ be generated by either Algorithm  1 or 2. Then $\left( x_{n} \right)$ and $\left( y_{n} \right)$ converge to a solution of ([1](#M0001){ref-type="disp-formula"}).

Let us show that the sequence $\left( x_{n} \right)$ is bounded. Fix any $\overline{x} \in X^{\ast}$. For $n \geq 1$ set$$\begin{matrix}
a_{n + 1} & {\left. = \right\|\left. x_{n + 1} - \overline{x} \right\|^{2}\left. + \alpha \right\|\left. x_{n + 1} - y_{n} \right\|^{2} + 2\lambda_{n}\left( 1 + \tau_{n} \right)\Psi\left( \overline{x},x_{n} \right),} \\
b_{n} & {= \left( 1 - \alpha\left( 1 + \sqrt{2} \right) \right){(\|}\left. x_{n} - y_{n} \right\|^{2}\left. + \right\|\left. x_{n + 1} - y_{n} \right\|^{2}).} \\
\end{matrix}$$ It is easy to see that ([25](#M0025){ref-type="disp-formula"}) is equivalent (in a new notation) to$$a_{n + 1} \leq a_{n} - b_{n}.$$ Evidently, $a_{n} \geq 0$ and $b_{n} \geq 0$. Hence, by Lemma 2.3 we conclude that $\left( a_{n} \right)$ is convergent and $\lim\limits_{n\rightarrow\infty}b_{n} = 0$. This means that ${(\|}\left. x_{n} - x \right\|^{2})$ is bounded as well as $\left( x_{n} \right)$ and$$\left. \lim\limits_{n\rightarrow\infty} \right\|\left. x_{n} - y_{n} \right\|\left. = 0,\quad\lim\limits_{n\rightarrow\infty} \right\|\left. x_{n + 1} - y_{n} \right\| = 0.$$ From the above it also follows that $\left. \lim\limits_{n\rightarrow\infty} \right\|\left. x_{n + 1} - x_{n} \right\| = 0$ and $\left( y_{n} \right)$ is bounded.

By Lemma 2.6 or 2.9 and by boundedness of $\left( x_{n} \right)$ there exists an increasing sequence $\left( n_{k} \right)$ of positive numbers such that $\left( \lambda_{n_{k}} \right)$ is separated from zero and $\left( x_{n_{k}} \right)$ converges to some $x^{\ast} \in \mathcal{E}$ as $\left. k\rightarrow\infty \right.$. It is clear that $\left( y_{n_{k}} \right)$ also converges to that $x^{\ast}$. We show $x^{\ast} \in X^{\ast}$.

From Lemma 2.1 it follows that$$\left\langle x_{n_{k} + 1} - x_{n_{k}} + \lambda_{n_{k}}F\left( y_{n_{k}} \right),x - x_{n_{k} + 1} \right\rangle \geq \lambda_{n_{k}}\left( g\left( x_{n_{k} + 1} \right) - g\left( x \right) \right)\quad\forall x \in \mathcal{E}$$ or equivalently$$\left\langle \frac{x_{n_{k} + 1} - x_{n_{k}}}{\lambda_{n_{k}}},x - x_{n_{k} + 1} \right\rangle + \left\langle F\left( y_{n_{k}} \right),x - x_{n_{k} + 1} \right\rangle \geq g\left( x_{n_{k} + 1} \right) - g\left( x \right)\quad\forall x \in \mathcal{E}.$$ Taking the lower limit in ([31](#M0031){ref-type="disp-formula"}) as $\left. k\rightarrow\infty \right.$ and using that $\left( \lambda_{n_{k}} \right)$ is separated from zero, $\left. \left\| x_{n_{k} + 1} - x_{n_{k}} \right\|\rightarrow 0 \right.$, and $g\left( x \right)$ is l.s.c., we obtain$$\left\langle F\left( x^{\ast} \right),x - x^{\ast} \right\rangle \geq \operatorname{lim\,inf}\limits_{k\rightarrow\infty}g\left( x_{n_{k + 1}} \right) - g\left( x \right) \geq g\left( x^{\ast} \right) - g\left( x \right)\quad\forall x \in \mathcal{E}.$$ Hence, $x^{\ast} \in X^{\ast}$.

Recall that for any $\overline{x} \in X^{\ast}$ the sequence $\left( a_{n} \right)$ is convergent. Thus, taking $\overline{x} = x^{\ast}$ defined above, we obtain that the sequence$$\left. a_{n + 1}^{\ast} = \right\|\left. x_{n + 1} - x^{\ast} \right\|^{2}\left. + \alpha \right\|\left. x_{n + 1} - y_{n} \right\|^{2} + 2\lambda_{n}\left( 1 + \tau_{n} \right)\Psi\left( x^{\ast},x_{n} \right)$$ is convergent. As $\left( \lambda_{n} \right)$ is bounded and $\Psi\left( x^{\ast}, \cdot \right)$ is continuous due to A3, $\lim\limits_{n\rightarrow\infty}a_{n}^{\ast} = \lim\limits_{k\rightarrow\infty}a_{n_{k} + 1}^{\ast} = 0$. Therefore, $\left. \lim\limits_{n\rightarrow\infty} \right\|\left. x_{n} - x^{\ast} \right\| = 0$ and the proof is complete.

As one can see, the last arguments were the only place where we used A3. Without this assumption we are only able to show that all limits points of $\left( x_{n} \right)$ belong to$X^{\ast}$.

Both Algorithms 1 and 2 require $\lambda_{0} > 0$ as input data. Although the algorithms do not have any restriction on the initialization procedure, we suggest to define $\lambda_{0}$ as follows. Choose any $x_{- 1}$ in a small neighbourhood of the starting point $x_{0}$ and take the largest $\lambda_{0}$ that satisfies$$\left. \lambda_{0} \right\| F\left( x_{- 1} \right) - F\left( x_{0} \right)\|\left. \leq \alpha \right\|\left. x_{- 1} - x_{0} \right\|.$$

2.4.. Affine cases {#S002-S2004}
------------------

In this section we introduce some additional suggestions that can simplify the proposed algorithms.

If *F* is affine then instead of computing $F\left( y_{n} \right)$ in each iteration of linesearch procedures 1 or 2, we only need to remember $F\left( x_{n} \right)$, $F\left( x_{n - 1} \right)$ and use that $F\left( y_{n} \right) = \left( 1 + \tau_{n} \right)F\left( x_{n} \right) - \tau_{n}F\left( x_{n - 1} \right)$.

Clearly, with this remark computational complexity of Algorithm 1 or 2 per iteration is almost the same as, for example, projected gradient method (or proximal gradient method) with a fixed stepsize. Our algorithms require some more vector--vector operations and a bit more memory.

When *C* in ([2](#M0002){ref-type="disp-formula"}) is an affine set, Algorithm 1 becomes simpler. Namely, we do not need the bounds $\lambda_{n} \leq \left( \left( 1 + \tau_{n - 1} \right)/\tau_{n} \right)\lambda_{n - 1}$ neither $\lambda_{n} \leq \lambda_{\max}$.

In fact, the former bound was required in our proof of Theorem 2.11 to ensure that$$\lambda_{n}\tau_{n}\Psi\left( \overline{x},x_{n} \right) \leq \left( 1 + \tau_{n - 1} \right)\lambda_{n - 1}\Psi\left( \overline{x},x_{n - 1} \right)$$ and the latter was used to show that $\left. \lambda_{n_{k}}\Psi\left( x^{\ast},x_{n_{k}} \right)\rightarrow 0 \right.$. However, when *C* is affine, $F\left( \overline{x} \right) = 0$ and thus, $\Psi\left( \overline{x},x \right) = 0$ for all $x \in C$. Therefore, both items above hold for any choice of $\lambda_{n}$.

If we consider ([2](#M0002){ref-type="disp-formula"}) with affine map *F* and affine set *C* then it is clear that Algorithm 1 will benefit all the advantages of the two remarks above.

2.5.. Rate of convergence {#S002-S2005}
-------------------------

In this section we investigate the ergodic rate of convergence for the sequence $\left( y_{n} \right)$ for Algorithms  1 and 2. It is well known that $O\left( 1/n \right)$ rate holds for the extragradient method, which is optimal \[[@CIT0039],[@CIT0054]\]. In those papers the authors proposed much more general methods among which the extragradient method is only a particular example. However, those methods are more complicated, they used fixed steps and they require Lipschitz continuity of *F*.

We need the following error function (known as the dual-gap function \[[@CIT0022],[@CIT0054]\]):$$e\left( y \right) = \max\limits_{x \in {dom}\ g}\Psi\left( x,y \right):=\left\langle F\left( x \right),y - x \right\rangle + g\left( y \right) - g\left( x \right),\quad y \in \mathcal{E}.$$ The relation between this error function and problem ([1](#M0001){ref-type="disp-formula"}) is given by the following lemma.

$x^{\ast} \in X^{\ast}$if and only if $x^{\ast} \in {dom}\ g$ and $e\left( x^{\ast} \right) = 0$.

Next theorem shows that we can use the above criteria to find $x^{\ast}$ with a desired accuracy.

Let $\left( x_{n} \right)$ and $\left( y_{n} \right)$ be the sequences generated by either Algorithm 1 or 2. For any $N \geq 2$ define ${\overline{\lambda}}_{N}$ and ${\overline{x}}_{N}$ as$${\overline{\lambda}}_{N} = \sum\limits_{n = 1}^{N}\lambda_{n} + \tau_{1}\lambda_{1},\quad{\overline{x}}_{N} = \frac{1}{{\overline{\lambda}}_{N}}\left( \sum\limits_{n = 2}^{N}\lambda_{n}y_{n} + \left( 1 + \tau_{1} \right)\lambda_{1}x_{1} \right).$$ Then ${\overline{x}}_{N} \in {dom}\ g$ and$$\Psi\left( x,{\overline{x}}_{N} \right) \leq \frac{\left\| x_{1} - x \right\|^{2}\left. + \alpha \right\|\left. x_{1} - y_{0} \right\|^{2} + 2\lambda_{1}\tau_{1}\Psi\left( x,x_{0} \right)}{{\overline{\lambda}}_{N}}.$$

If in Lemma 2.10 we did not use inequality ([28](#M0028){ref-type="disp-formula"}) we would get the following:$$\begin{matrix}
\left\| x_{n + 1} - x \right\|^{2} & {\left. \leq \right\|\left. x_{n} - x \right\|^{2} - \left( 1 - \alpha\left( 1 + \sqrt{2} \right) \right)\|\left. y_{n} - x_{n} \right\|^{2}} \\
 & {\quad - \left( 1 - \sqrt{2}\alpha \right)\|\left. x_{n + 1} - y_{n} \right\|^{2}\left. + \alpha \right\|\left. x_{n} - y_{n - 1} \right\|^{2}} \\
 & {\quad - 2\lambda_{n}\left( 1 + \tau_{n} \right)\Psi\left( x,x_{n} \right) + 2\lambda_{n}\tau_{n}\Psi\left( x,x_{n - 1} \right),} \\
\end{matrix}$$ from which follows$$\begin{matrix}
 & {\lambda_{n}\left( 1 + \tau_{n} \right)\Psi\left( x,x_{n} \right) - \lambda_{n}\tau_{n}\Psi\left( x,x_{n - 1} \right)\left. \leq \frac{1}{2} \right\|\left. x_{n} - x \right\|^{2}\left. - \frac{1}{2} \right\|\left. x_{n + 1} - x \right\|^{2}} \\
 & {\left. \quad - \frac{1 - \sqrt{2}\alpha}{2} \right\|\left. x_{n + 1} - y_{n} \right\|^{2}\left. + \frac{\alpha}{2} \right\|\left. x_{n} - y_{n - 1} \right\|^{2}.} \\
\end{matrix}$$ Summing ([36](#M0036){ref-type="disp-formula"}) over $n = 1,\ldots,N$, and using that $- \left( 1 - \sqrt{2}\alpha \right)/2 \leq - \alpha/2$, we obtain$$\begin{matrix}
 & {\lambda_{N}\left( 1 + \tau_{N} \right)\Psi\left( x,x_{N} \right) + \sum\limits_{k = 1}^{N - 1}\left\lbrack \lambda_{k}\left( 1 + \tau_{k} \right) - \lambda_{k + 1}\tau_{k + 1} \right\rbrack\Psi\left( x,x_{k} \right)} \\
 & {\left. \quad \leq \frac{1}{2} \right\|\left. x_{1} - x \right\|^{2}\left. + \frac{\alpha}{2} \right\|\left. x_{1} - y_{0} \right\|^{2} + \lambda_{1}\tau_{1}\Psi\left( x,x_{0} \right).} \\
\end{matrix}$$ Note that function $\Psi\left( x, \cdot \right)$ is convex and all the coefficients in square brackets are nonnegative due to the assumption of algorithms. Applying Jensen\'s inequality to the left-hand side of the above inequality and taking into account that$$\lambda_{N}\left( 1 + \tau_{N} \right) + \sum\limits_{k = 1}^{N - 1}\left\lbrack \lambda_{k}\left( 1 + \tau_{k} \right) - \lambda_{k + 1}\tau_{k + 1} \right\rbrack = \sum\limits_{k = 1}^{N}\lambda_{k} + \lambda_{1}\tau_{1},$$ we obtain$$\left( \sum\limits_{k = 1}^{N}\lambda_{k} + \tau_{1}\lambda_{1} \right)\Psi\left( x,{\overline{x}}_{N} \right)\left. \leq \frac{1}{2} \right\|\left. x_{1} - x \right\|^{2}\left. + \frac{\alpha}{2} \right\|\left. x_{1} - y_{0} \right\|^{2} + \lambda_{1}\tau_{1}\Psi\left( x,x_{0} \right),$$ where$${\overline{\lambda}}_{N}{\overline{x}}_{N} = \lambda_{N}\left( 1 + \tau_{N} \right)x_{N} + \sum\limits_{k = 1}^{N - 1}\left\lbrack \lambda_{k}\left( 1 + \tau_{k} \right) - \lambda_{k + 1}\tau_{k + 1} \right\rbrack x_{k} = \sum\limits_{k = 2}^{N}\lambda_{k}y_{k} + \lambda_{1}\left( 1 + \tau_{1} \right)x_{1}.$$ Evidently, ${\overline{x}}_{N} \in {dom}\ g$ which finishes the proof.

Notice that $\left. {\overline{\lambda}}_{N}\rightarrow\infty \right.$ due to Lemmas  2.6 and 2.9. Moreover, for Algorithm 2 we have a lower estimate $\lambda_{n} > \sigma/L$, which follows from Lemma 2.9. This implies ${\overline{\lambda}}_{N} > \left( \sigma/L \right)N$ and we can recover the same $O\left( 1/N \right)$ ergodic rate of convergence for Algorithm 2. However, it is clear that since we use linesearch, in practice we obtain a better constant that$\sigma/L$.

When ([1](#M0001){ref-type="disp-formula"}) is a particular case of a composite minimization problem or a saddle point problem, inequality ([34](#M0034){ref-type="disp-formula"}) can be improved. For simplicity, we show how to do this only for the case of constrained optimization.

If *F* is a gradient of a convex differentiable function *f*, that is, ([1](#M0001){ref-type="disp-formula"}) is the result of $\min\limits_{x \in C}f\left( x \right)$, then$$\left\langle F\left( y_{n} \right),y_{n} - x \right\rangle \geq f\left( y_{n} \right) - f\left( x \right).$$ Instead of using ([35](#M0035){ref-type="disp-formula"}), we consider Lemmas  2.5 and 2.8 for $g\left( x \right) = \delta_{C}\left( x \right)$ that give us identical inequality$$\begin{matrix}
\left\| x_{n + 1} - x \right\|^{2} & {\left. \leq \right\|\left. x_{n} - x \right\|^{2}\left. - \right\|\left. y_{n} - x_{n} \right\|^{2}\left. - \right\|\left. x_{n + 1} - y_{n} \right\|^{2}} \\
 & {\left. \quad + 2\alpha \right\|\left. y_{n} - y_{n - 1} \right\|\|\left. x_{n + 1} - y_{n} \right\| - 2\lambda_{n}\left\langle F\left( y_{n} \right),y_{n} - x \right\rangle.} \\
\end{matrix}$$ Applying ([37](#M0037){ref-type="disp-formula"}) and estimation ([29](#M0029){ref-type="disp-formula"}), we obtain$$\lambda_{n}\left( f\left( y_{n} \right) - f\left( x \right) \right)\left. \leq \frac{1}{2} \right\|\left. x_{n} - x \right\|^{2}\left. - \frac{1}{2} \right\|\left. x_{n + 1} - x \right\|^{2}\left. - \frac{1 - \sqrt{2}\alpha}{2} \right\|\left. x_{n + 1} - y_{n} \right\|^{2}\left. + \frac{\alpha}{2} \right\|\left. x_{n} - y_{n - 1} \right\|^{2}.$$ Using the same arguments as in Theorem 2.13, we obtain$$f\left( {\overline{x}}_{N} \right) - f\left( x \right) \leq \frac{\left\| x_{1} - x \right\|^{2}\left. + \alpha \right\|\left. x_{1} - y_{0} \right\|^{2} + 2\tau_{1}\lambda_{1}\left( f\left( x_{0} \right) - f\left( x \right) \right)}{2{\overline{\lambda}}_{N}}\quad\forall x \in C.$$

3.. Composite minimization {#S003}
==========================

When *F* is a gradient of a convex function, problem ([1](#M0001){ref-type="disp-formula"}) is equivalent to a problem of a composite minimization$$\min\limits_{x}\Phi\left( x \right):=f\left( x \right) + g\left( x \right),$$ where we assume that A5 $\left. f:\mathcal{E}\rightarrow\mathbb{R} \right.$ is a convex differentiable function with locally Lipschitz gradient $\nabla f$.

To highlight the specificity, instead of *F* we will write $\nabla f$. We denote $\Phi^{\ast} = \min\limits_{x}\Phi\left( x \right)$. Throughout this section we suppose that A2--A5 hold.
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Note that Algorithm 3 uses the same stopping criteria in the linesearch procedure as in Algorithm 2:$$\left. \tau_{n}\lambda_{n - 1} \right\|\nabla f\left( y_{n} \right) - \nabla f\left( y_{n - 1} \right)\|\left. \leq \alpha \right\|\left. y_{n} - y_{n - 1} \right\|.$$ Moreover, for $\theta = 1$ Algorithm 3 is identical to Algorithm 2. In turn, for $\theta > 1$ the stepsize $\lambda_{n} = \left( 2 - 1/\theta \right)\tau_{n}\lambda_{n - 1}$ is larger than that in Algorithm 2.

Result stated in Lemma 2.7 holds for Algorithm 3 as well. Since its proof is identical, we omit it. However, the main ingredient to prove a convergence of $\left( x_{n} \right)$ differs from Lemmas 2.8 and 2.10.

For $\left( x_{n} \right),$ $\left( y_{n} \right)$ defined in Algorithm 3 and $x \in \mathcal{E}$ the following inequality holds for all $n \in \mathbb{N}$:$$\begin{matrix}
\left\| x_{n + 1} - x \right\|^{2} & {\left. \leq \right\|\left. x_{n} - x \right\|^{2} - \left( 2\theta - 1 \right)\left( \left( 1 - \alpha\left( 1 + \sqrt{2} \right) \right) \right\|\left. x_{n} - y_{n} \right\|^{2}} \\
 & {\quad + \left( 1 - \sqrt{2}\alpha \right)\|\left. x_{n + 1} - y_{n} \right\|^{2}\left. - \alpha \right\|\left. x_{n} - y_{n - 1} \right\|^{2})} \\
 & {\quad - 2\lambda_{n}\left( \left( 1 + \theta\tau_{n} \right)\Phi\left( x_{n} \right) - \theta\tau_{n}\Phi\left( x_{n - 1} \right) - \Phi\left( x \right) \right).} \\
\end{matrix}$$

With the same arguments as in ([20](#M0020){ref-type="disp-formula"}) and ([21](#M0021){ref-type="disp-formula"}) we obtain$$\left\langle x_{n + 1} - x_{n} + \lambda_{n}\nabla f\left( y_{n} \right),x - x_{n + 1} \right\rangle \geq \lambda_{n}\left( g\left( x_{n + 1} \right) - g\left( x \right) \right)\quad\forall x \in \mathcal{E},$$ and$$\left\langle x_{n} - x_{n - 1} + \lambda_{n - 1}\nabla f\left( y_{n - 1} \right),x_{n + 1} - y_{n} \right\rangle \geq \lambda_{n - 1}\left( \left( 1 + \tau_{n} \right)g\left( x_{n} \right) - g\left( x_{n + 1} \right) - \tau_{n}g\left( x_{n - 1} \right) \right).$$ Using that $\tau_{n}\left( x_{n} - x_{n - 1} \right) = y_{n} - x_{n}$ and $\lambda_{n} = \left( 2 - 1/\theta \right)\tau_{n}\lambda_{n - 1}$, we obtain$$\left\langle \left( 2 - \frac{1}{\theta} \right)\left( y_{n} - x_{n} \right) + \lambda_{n}\nabla f\left( y_{n - 1} \right),x_{n + 1} - y_{n} \right\rangle \geq \lambda_{n}\left( \left( 1 + \tau_{n} \right)g\left( x_{n} \right) - g\left( x_{n + 1} \right) - \tau_{n}g\left( x_{n - 1} \right) \right).$$ By convexity of *f*,$$\left\langle \nabla f\left( y_{n} \right),y_{n} - x \right\rangle \geq f\left( y_{n} \right) - f\left( x \right) \geq \left( 1 + \tau_{n} \right)f\left( x_{n} \right) - \tau_{n}f\left( x_{n - 1} \right) - f\left( x \right).$$ Summing ([44](#M0044){ref-type="disp-formula"})--([46](#M0046){ref-type="disp-formula"}), multiplied by $\lambda_{n}$, we obtain$$\begin{matrix}
 & {\left\langle x_{n + 1} - x_{n},x - x_{n + 1} \right\rangle + \left( 2 - \frac{1}{\theta} \right)\left\langle y_{n} - x_{n},x_{n + 1} - y_{n} \right\rangle} \\
 & {\quad + \lambda_{n}\left\langle \nabla f\left( y_{n} \right) - \nabla f\left( y_{n - 1} \right),y_{n} - x_{n + 1} \right\rangle \geq \lambda_{n}\left( \left( 1 + \tau_{n} \right)\Phi\left( x_{n} \right) - \tau_{n}\Phi\left( x_{n - 1} \right) - \Phi\left( x \right) \right).} \\
\end{matrix}$$ Notice that for $\theta = 1$ ([47](#M0047){ref-type="disp-formula"}) is very similar to ([23](#M0023){ref-type="disp-formula"}). Their distinction caused only by using convexity of *f* in ([46](#M0046){ref-type="disp-formula"}). As usually, by the cosine rule we can rewrite the above as$$\begin{matrix}
\left\| x_{n + 1} - x \right\|^{2} & {\left. \leq \right\|\left. x_{n} - x \right\|^{2}\left. - \right\|\left. x_{n + 1} - x_{n} \right\|^{2}} \\
 & {\quad + \left( 2 - \frac{1}{\theta} \right){(\|}\left. x_{n + 1} - x_{n} \right\|^{2}\left. - \right\|\left. y_{n} - x_{n} \right\|^{2}\left. - \right\|\left. x_{n + 1} - y_{n} \right\|^{2})} \\
 & {\quad + 2\lambda_{n}\left\langle \nabla f\left( y_{n} \right) - \nabla f\left( y_{n - 1} \right),y_{n} - x_{n + 1} \right\rangle} \\
 & {\quad - 2\lambda_{n}\left( \left( 1 + \tau_{n} \right)\Phi\left( x_{n} \right) - \tau_{n}\Phi\left( x_{n - 1} \right) - \Phi\left( x \right) \right).} \\
\end{matrix}$$ Let$$\begin{matrix}
A & {= - \left( 2 - \frac{1}{\theta} \right){(\|}\left. y_{n} - x_{n} \right\|^{2}\left. + \right\|\left. x_{n + 1} - y_{n} \right\|^{2})} \\
 & {\quad + 2\lambda_{n}\left\langle \nabla f\left( y_{n} \right) - \nabla f\left( y_{n - 1} \right),y_{n} - x_{n + 1} \right\rangle - 2\lambda_{n}\tau_{n}\left( \Phi\left( x_{n} \right) - \Phi\left( x_{n - 1} \right) \right).} \\
\end{matrix}$$ Then ([48](#M0048){ref-type="disp-formula"}) is equivalent to$$\left\| x_{n + 1} - x \right\|^{2}\left. \leq \right\|\left. x_{n} - x \right\|^{2}\left. + \left( 1 - \frac{1}{\theta} \right) \right\|\left. x_{n + 1} - x_{n} \right\|^{2} + A - 2\lambda_{n}\left( \Phi\left( x_{n} \right) - \Phi\left( x \right) \right).$$ Recall that inequality ([50](#M0050){ref-type="disp-formula"}) holds for every $x \in \mathcal{E}$. Thus, taking $x = x_{n}$, we obtain$$\left\| x_{n + 1} - x_{n} \right\|^{2}\left. \leq \left( 1 - \frac{1}{\theta} \right) \right\|\left. x_{n + 1} - x_{n} \right\|^{2} + A.$$ Hence, $\left\| x_{n + 1} - x_{n} \right\|^{2} \leq \theta A.$ Applying to ([50](#M0050){ref-type="disp-formula"}), this yields$$\begin{matrix}
\left\| x_{n + 1} - x \right\|^{2} & {\left. \leq \right\|\left. x_{n} - x \right\|^{2} + \left( 1 - \frac{1}{\theta} \right)\theta A + A - 2\lambda_{n}\left( \Phi\left( x_{n} \right) - \Phi\left( x \right) \right)} \\
 & {\left. = \right\|\left. x_{n} - x \right\|^{2} + \theta A - 2\lambda_{n}\left( \Phi\left( x_{n} \right) - \Phi\left( x \right) \right).} \\
\end{matrix}$$ Using that $\left. \lambda_{n} \right\|\nabla f\left( y_{n} \right) - \nabla f\left( y_{n - 1} \right)\| \leq \left( 2 - 1/\theta \right)\left. \alpha \right\|\left. y_{n} - y_{n - 1} \right\|$, we deduce$$\begin{matrix}
\left\| x_{n + 1} - x \right\|^{2} & {\left. \leq \right\|\left. x_{n} - x \right\|^{2} - \left( 2\theta - 1 \right){(\|}\left. y_{n} - x_{n} \right\|^{2}\left. + \right\|\left. x_{n + 1} - y_{n} \right\|^{2}} \\
 & {\left. \quad - 2\alpha \right\|\left. y_{n} - y_{n - 1} \right\|\|\left. x_{n + 1} - y_{n} \right\|)} \\
 & {\quad - 2\lambda_{n}\left( \left( 1 + \theta\tau_{n} \right)\Phi\left( x_{n} \right) - \theta\tau_{n}\Phi\left( x_{n - 1} \right) - \Phi\left( x \right) \right).} \\
\end{matrix}$$ To complete the proof it only remains to use ([29](#M0029){ref-type="disp-formula"}).

Unfortunately, we are not able to show that the whole sequence $\left( \lambda_{n} \right)$ is separated from zero. This is because the first iteration of the linesearch may start from $\tau_{n} < 1$. To show that $\left( \lambda_{n} \right)$ does not converge to 0, we need to apply a bit more complex arguments than ones in Lemma 2.6.

Assume that the sequence $\left( x_{n} \right)$, generated by Algorithm 3, is bounded. Then $\operatorname{lim\,sup}\limits_{n\rightarrow\infty}\lambda_{n} > 0$.

Since $\left( x_{n} \right)$ is bounded, there exists *L*\>0 such that$$\left\| \nabla f\left( y_{n} \right) - \nabla f\left( y_{n - 1} \right) \right\|\left. \leq \alpha L \right\|\left. y_{n} - y_{n - 1} \right\|.$$ Also, it is not difficult to show by induction that $\tau_{n} < 2$ for all *n*. Let $\lambda_{n - 1} < 1/{2L}$. We show that at least one of $\lambda_{n}$ or $\lambda_{n + 1}$ is larger or equal than $\lambda_{n - 1}$. Evidently, from this the assertion of lemma follows.

On the contrary, assume that $\lambda_{n + j} < \lambda_{n - 1}$ for *j*=0,1. Due to $\lambda_{n + j} < 1/{2L}$, $\tau_{n + j} < 2$, and ([42](#M0039){ref-type="disp-formula"}), the linesearch procedure in Algorithm 2 must terminate after the first iteration. This means that $\tau_{n} = \sqrt{\left( 1 + \tau_{n - 1}\theta \right)/\left( 2\theta - 1 \right)}$ and $\tau_{n + 1} = \sqrt{\left( 1 + \tau_{n}\theta \right)/\left( 2\theta - 1 \right)}$. From our assumption we have$$\lambda_{n + 1} = \left( 2 - \frac{1}{\theta} \right)\tau_{n + 1}\lambda_{n} = \left( \frac{2\theta - 1}{\theta} \right)^{2}\tau_{n + 1}\tau_{n}\lambda_{n - 1} < \lambda_{n - 1}.$$ Using that $\tau_{n} \geq 1/\sqrt{\left( 2\theta - 1 \right)}$, we obtain$$\frac{2\theta - 1}{\theta^{2}}\sqrt{1 + \tau_{n}\theta} < 1.$$ Note that $\tau_{n}\theta \geq \theta/\sqrt{2\theta - 1} \geq 1$. This implies $\left( \left( 2\theta - 1 \right)/\theta^{2} \right)\sqrt{1 + 1} \leq \left( \left( 2\theta - 1 \right)/\theta^{2} \right)\sqrt{1 + \tau_{n}\theta} < 1$, from which $\left( 2\theta - 1 \right)\sqrt{2} < \theta^{2}$ follows. But the latter inequality does not hold for$\theta \in \left\lbrack 1,2 \right\rbrack$. This contradiction finishes the proof.

In fact, the upper bound for *θ* can be enlarged, but then the proof of Lemma 3.2 will be more complicated. Perhaps larger *θ* seems to be a better choice because $\left( 2 - 1/\theta \right)$ will increase. However, in this case the bound $\left( 1 + \tau_{n - 1}\theta \right)/\left( 2\theta - 1 \right)$ will decrease and in the result we may get even smaller $\lambda_{n}$. So, one can see $\theta = 2$ as a trade-off between those two bounds. Numerical experiments also approved $\theta = 2$ as the best choice.

Let sequences $\left( x_{n} \right)$ and $\left( y_{n} \right)$ be generated by Algorithm 3. Then $\left( x_{n} \right)$ and $\left( y_{n} \right)$ converge to a solution of ([40](#M0040){ref-type="disp-formula"}).

From $\tau_{n} \leq \sqrt{\left( 1 + \theta\tau_{n - 1} \right)/\left( 2\theta - 1 \right)}$ and $\lambda_{n} = \left( 2 - 1/\theta \right)\tau_{n}\lambda_{n - 1}$ it follows$$\lambda_{n}\theta\tau_{n}\left( \Phi\left( x_{n - 1} \right) - \Phi^{\ast} \right) \leq \lambda_{n - 1}\left( 1 + \theta\tau_{n - 1} \right)\left( \Phi\left( x_{n - 1} \right) - \Phi^{\ast} \right)$$ Applying ([51](#M0051){ref-type="disp-formula"}) to ([43](#M0043){ref-type="disp-formula"}) with $x = \overline{x} \in X^{\ast}$, we obtain$$\begin{matrix}
\left\| x_{n + 1} - \overline{x} \right\|^{2} & {\left. \leq \right\|\left. x_{n} - \overline{x} \right\|^{2} - \left( 2\theta - 1 \right)\left( \left( 1 - \alpha\left( 1 + \sqrt{2} \right) \right) \right\|\left. x_{n} - y_{n} \right\|^{2}} \\
 & {\quad + \left( 1 - \sqrt{2}\alpha \right)\|\left. x_{n + 1} - y_{n} \right\|^{2}\left. - \alpha \right\|\left. x_{n} - y_{n - 1} \right\|^{2})} \\
 & {\quad - 2\lambda_{n}\left( 1 + \theta\tau_{n} \right)\left( \Phi\left( x_{n} \right) - \Phi^{\ast} \right) + 2\lambda_{n - 1}\left( 1 + \theta\tau_{n - 1} \right)\left( \Phi\left( x_{n - 1} \right) - \Phi^{\ast} \right).} \\
\end{matrix}$$ With sequences $\left( a_{n} \right)$ and $\left( b_{n} \right)$ given by$$\begin{matrix}
a_{n + 1} & {\left. = \right\|\left. x_{n + 1} - \overline{x} \right\|^{2} + \left( 2\theta - 1 \right)\left. \alpha \right\|\left. x_{n + 1} - y_{n} \right\|^{2} + 2\lambda_{n}\left( 1 + \theta\tau_{n} \right)\left( \Phi\left( x_{n} \right) - \Phi^{\ast} \right)} \\
b_{n} & {= \left( 2\theta - 1 \right)\left( 1 - \alpha\left( 1 + \sqrt{2} \right) \right){(\|}\left. x_{n} - y_{n} \right\|^{2}\left. + \right\|\left. x_{n + 1} - y_{n} \right\|^{2}),} \\
\end{matrix}$$ the rest of the proof almost coincides with the proof of Theorem 2.11.

When $\nabla f$ is *L*--Lipschitz continuous then Algorithm 3 allows us to use a fixed stepsize $\lambda \in \left( 0,{\alpha\left( 2\theta - 1 \right)}/{\theta L} \right)$. In this case, taking $\tau = \tau_{n} = \theta/\left( 2\theta - 1 \right)$, steps 1 and 2 of Algorithm 3 can be written as$$\begin{matrix}
y_{n} & {= x_{n} + \frac{\theta}{2\theta - 1}\left( x_{n} - x_{n - 1} \right),} \\
x_{n + 1} & {= {prox}_{\lambda g}\left( x_{n} - \lambda\nabla f\left( y_{n} \right) \right).} \\
\end{matrix}$$ If $\theta = 1$ this scheme reduces to the basic reflected proximal gradient method.

Using Lemma 3.1 we can derive the same ergodic rate of convergence of Algorithm 3 as in Section [2.5](#S002-S2005){ref-type="sec"}.

4.. Comparison {#S004}
==============

For a general problem ([1](#M0001){ref-type="disp-formula"}) one can apply the FBF method proposed by Tseng \[[@CIT0053]\]. It generates the sequence $\left( x_{n} \right)$ by the following rule:

for given $x_{n}$, $\lambda_{n - 1}$, $\theta \in \left( 0,1 \right)$, $\beta \in \left( 0,1 \right)$ take $\lambda = \delta\lambda_{n - 1}$ and run

`repeat`

 $z = {prox}_{\lambda g}\left( x_{n} - \lambda F\left( x_{n} \right) \right)$

 `break if`

$\left. \lambda \right\| F\left( z \right) - F\left( x_{n} \right)\|\left. \leq \theta \right\|\left. z - x_{n} \right\|$

 `update` $\lambda:=\beta\lambda$

`return λn:=λ, zn:=z`

Compute $x_{n + 1} = z_{n} - \lambda_{n}\left( F\left( z_{n} \right) - F\left( x_{n} \right) \right)$.

The choice of *δ* is quite important. Originally in the paper $\delta = 1$. However, this excludes possibility to enlarge stepsizes. We suggest to use $\delta > 1$ and instead controlboundedness of $\left( \lambda_{n} \right)$.

Evidently, the stopping criteria of the linesearch in Tseng\'s method are very similar to (18). However, each iteration of the former requires evaluation of *z*. In the same time, Tseng\'s method is more general, as it allows us to solve a general monotone inclusion and requires only continuity of *F*.

For a particular case $F = \nabla f$ but without the Lipschitz-continuity assumption, one can apply the FB method with the linesearch proposed recently in \[[@CIT0016]\]:

for given $x_{n}$, $\lambda_{n - 1}$, $\theta \in \left( 0,1/2 \right)$, $\beta \in \left( 0,1 \right)$ take $\lambda = \delta\lambda_{n - 1}$ and run

`repeat`

 $z = {prox}_{\lambda g}\left( x_{n} - \lambda\nabla f\left( x_{n} \right) \right)$

 `break if`

$\left. \lambda \right\|\nabla f\left( z \right) - \nabla f\left( x_{n} \right)\|\left. \leq \theta \right\|\left. z - x_{n} \right\|$

 `update` $\lambda:=\beta\lambda$

`return λn:=λ, xn+1:=z`

Originally, in \[[@CIT0016]\] the linesearch always starts from the same *λ*. We found this not verypractical, and instead suggest to use $\lambda = \delta\lambda_{n - 1}$ with $\delta > 1$. This is the same what we proposed abovefor the FBF method.

We do not discuss two other methods proposed in \[[@CIT0016]\], since in our numerical experiments they perform much worse compared with the aforementioned method.

4.1.. Numerical illustration {#S004-S2001}
----------------------------

Our test problems include some random generated minimization problems over difficult nonlinear constraints, few classical test problems for VI, and an instance of geometric programming problem

For all problems but the last we compare our first two algorithms with FBF method of Tseng. For the last problem we compare the performance of our Algorithms  2 and 3 with FBF, FB method with the linesearch as described in Section [4](#S004){ref-type="sec"}, and FISTA \[[@CIT0004]\]. Computations[^1^](#EN0001){ref-type="fn"} were performed using Python 2.7 on an Intel Core i5-5200U CPU 2.20   GHz running 64-bit Linux Mint 17.3.

Since the fixed points of the operator $\left. x\mapsto{prox}_{\lambda g}\left( x - \lambda F\left( x \right) \right) \right.$, for $\lambda > 0$, are solutions of ([1](#M0001){ref-type="disp-formula"}), it is natural to use the following stopping criteria:$$\left\| x_{n} - {prox}_{\lambda_{n}g}\left( x_{n} - \lambda_{n}F\left( x_{n} \right) \right) \right\| \leq \epsilon.$$ In particular, for the FBF method we use$$\left\| z_{n} - x_{n} \right\|\left. = \right\| x_{n} - {prox}_{\lambda g}\left( x_{n} - \lambda F\left( x_{n} \right) \right)\| \leq \epsilon$$ and for our methods$$\left\| x_{n + 1} - y_{n} \right\|\left. + \right\|\left. x_{n} - y_{n} \right\| \leq \epsilon.$$ The reason for that is that we do not want to compute ${prox}_{\lambda_{n}g}\left( x_{n} - \lambda_{n}F\left( x_{n} \right) \right)$ extra. However, we can check that$$\begin{matrix}
 & \left\| y_{n} - {prox}_{\lambda_{n}g}\left( y_{n} - \lambda_{n}F\left( y_{n} \right) \right) \right\| \\
 & {\left. \quad \leq \right\|\left. x_{n + 1} - y_{n} \right\|\left. + \right\|{prox}_{\lambda_{n}g}\left( x_{n} - \lambda_{n}F\left( y_{n} \right) \right) - {prox}_{\lambda_{n}g}\left( y_{n} - \lambda_{n}F\left( y_{n} \right) \right)\|} \\
 & {\left. \quad \leq \right\|\left. x_{n + 1} - y_{n} \right\|\left. + \right\|\left. x_{n} - y_{n} \right\|,} \\
\end{matrix}$$ and hence, for $y_{n}$ we obtain even stronger stopping criteria.

For a benchmark of all algorithms we included the number of iterations (iter), the number of proximal operators (\# $prox$), the number of *F* (\# *F*) and the running time. For the tolerance we set $\epsilon = 10^{- 6}$.

The parameters were chosen as followsAlg.1, Alg.2: $\alpha = 0.41$, $\sigma = 0.7$;Alg.3: $\alpha = 0.41$, $\theta = 2$, $\sigma = 0.7$;FBF: $\beta = 0.7$, $\theta = 0.9$;FB, FISTA: $\beta = 0.7$, $\lambda_{0} = 1$.

We did not set $\lambda_{\max}$ for our methods, since it is rather a theoretical requirement. For our methods as well as for FBF we used the initialization procedure as described in Remark 2.1. Also note that *σ* in our methods and *β* in FBF, FB, and FISTA play the same roles, that is why we chose them equal. Unless otherwise stated we choose $\delta = 1.5$ for FBF and FB, as described in Section [4](#S004){ref-type="sec"}.

In many examples below we used a random generated data. Usually we ran several experiments with the same distribution and if there was no large discrepancy, we chose one sample from these experiments for the presentation.

Constrained minimization with nonlinear constraints {#S004-S2002}
---------------------------------------------------

Consider a simple general model which allows us to generate monotone variational inequalities$$\begin{matrix}
\min\limits_{x} & {\quad f\left( x \right) + g\left( x \right)} \\
{s.t.} & {\quad h_{i}\left( x \right) \leq 0,\quad i = 1,\ldots,m,} \\
\end{matrix}$$ where $\left. f,h_{i}:\mathbb{R}^{d}\rightarrow\mathbb{R} \right.$ are convex smooth functions, $\left. g:\mathbb{R}^{d}\rightarrow\left( - \infty, + \infty \right\rbrack \right.$ is a convex nonsmooth function. For example, *g* might encode some simple constraints.

Introducing Lagrange multipliers $y_{i}$ for each constraint, we obtain$$\min\limits_{x \in \mathbb{R}^{d}}\max\limits_{y \in \mathbb{R}_{+}^{m}}f\left( x \right) + g\left( x \right) + \sum\limits_{i = 1}^{m}y_{i}h_{i}\left( x \right).$$ This problem is equivalent to the following variational inequality:$$\left\langle F\left( z^{\ast} \right),z - z^{\ast} \right\rangle + G\left( z \right) - G\left( z^{\ast} \right) \geq 0\quad\forall z \in \mathbb{R}^{d \times m},$$ where$$z = \left( x,y \right),\quad F\left( z \right) = \binom{\nabla f\left( x \right) + \left\langle y,\nabla h\left( x \right) \right\rangle}{- h\left( x \right)},\quad G\left( z \right) = g\left( x \right) + \delta_{\mathbb{R}_{+}^{m}}\left( y \right).$$ The notation reads: $h\left( x \right) = \left( h_{1}\left( x \right),\ldots,h_{m}\left( x \right) \right)$ and $\nabla h\left( x \right) = \left( \nabla h_{1}\left( x \right),\ldots,\nabla h_{m}\left( x \right) \right)$. Here is a list of three examples we consider:

### Example 1 {#S004-S2002-S3001}

$$f\left( x \right) = \left\langle c,x \right\rangle,\quad g\left( x \right) = \delta_{C}\left( x \right),\quad h_{i}\left( x \right) = e^{x_{i}} - x_{i + 1} - 2,\quad i = 1,\ldots,d - 1,$$where $c \in \mathbb{R}^{d}$ with uniformly generated values from $\left\lbrack 0,10 \right\rbrack$, $C = \left\lbrack - 10,\infty \right)$.

### Example 2 {#S004-S2002-S3002}

$$f\left( x \right) = 0,\quad g\left( x \right)\left. = \right\|\left. x \right\|_{1}\quad h_{i}\left( x \right) = {x_{i}}^{4} - c_{i}x_{i + 1},\quad i = 1,\ldots,d - 1,$$where $c \in \mathbb{R}^{d - 1}$ with uniformly generated values from $\left\lbrack - 10,10 \right\rbrack$. Evidently, this problem has a uniquesolution $x^{\ast} = \left( 0,\ldots,0 \right)$.

### Example 3 {#S004-S2002-S3003}

$$f\left( x \right) = \left\langle c,x \right\rangle,\quad g\left( x \right) = \delta_{C}\left( x \right),\quad m = 1,\quad h\left( x \right) = \sum\limits_{i = 1}^{d}\alpha_{i}e^{- \beta_{i}x_{i}} - d,$$where $\alpha,\beta \in \mathbb{R}^{d}$ with uniformly generated values from $\left\lbrack 0,1 \right\rbrack$, $c \in \mathbb{R}^{d}$ with uniformly generated values from $\left\lbrack 0,10 \right\rbrack$ and *C* is either the box $\left\lbrack - 100,0 \right\rbrack^{d}$ or the ball $B\left( 0,10 \right)$.

Clearly, for all these problems *F* is either not Lipschitz continuous or it is but highly nonlinear, and hence the algorithms with linesearch are more practical.

We examine the performance of algorithms for different *d* and different random data. The initial point is $z_{0} = \left( x_{0},y_{0} \right)$ with $x_{0} = \left( 10,\ldots,10 \right)$, $y_{0} = \left( 0,\ldots,0 \right)$. The results are collected in Table [1](#T0001){ref-type="table"}.Table 1.Results for problems ([53](#M0053){ref-type="disp-formula"})--([55](#M0055){ref-type="disp-formula"}). *d*=500*d*=1000*d*=5000 Alg.1Alg.2FBFAlg.1Alg.2FBFAlg.1Alg.2FBFEx.1         \# iter178188433260217630162187855\# $prox$17818889626021713171621871798\# *F*368354132954041119473443522653Time0.20.20.60.30.210.40.42.6\# iter1842175641872237612382241132\# $prox$184217117618722315962382242389\# *F*383411174039442323574994263521Time0.20.20.80.20.231.20.50.53.4Ex.2         \# iter413327386310318569425319901\# $prox$41332780631031811974253191907\# *F*864637119265961817668956172808Time0.40.30.60.40.41.11.10.84.2\# iter330303414430341458366323731\# $prox$3303038664303419603663231544\# *F*695587128090266614187706252275Time0.30.30.60.50.40.91.00.83.1Ex.3 (box)         \# iter30,33228,61543,3798845868914,21927,05525,35427,588\# $prox$30,33228,61592,7058845868930,39527,05525,35458,960\# *F*60,66956,980136,08417,75817,31044,61454,26151,37986,548Time4.84.18.81.91.84.219.217.527.2Ex.3 (ball)         \# iter292015827212122121544\# $prox$2920349272146421211173\# *F*7651507725367660531717Time0.010.00.050.010.010.090.020.020.57

HpHard problem {#S004-S2003}
--------------

This problem was considered in \[[@CIT0024]\]. This is an instance of VI$$\left\langle F\left( x^{\ast} \right),x - x^{\ast} \right\rangle \geq 0\quad\forall x \in C,$$ with an affine operator $F\left( x \right) = Mx + q$, where $M = AA^{T}\  + B + D$, every entry of $A \in \mathbb{R}^{d \times d}$ and of the skew-symmetric matrix $B \in \mathbb{R}^{d \times d}$ is generated uniformly from $\left( - 5,5 \right)$, every diagonal entry of the diagonal matrix $D \in \mathbb{R}^{d \times d}$ is generated uniformly from $\left( 0,0.3 \right)$, and every entry of $q \in \mathbb{R}^{d}$ is generated uniformly from $\left( - 500,0 \right)$. The feasible set is$$C = \left\{ x \in \mathbb{R}_{+}^{d}:x_{1} + \cdots + x_{d} = d \right\}.$$ For the projection onto *C* we use the algorithm from \[[@CIT0020]\].

As this is a VI with an affine operator, our proposed linesearch will not require additional matrix--vector multiplications. We observed that for this problem the linesearch does not give a significant improvement, but at least we did not require to compute the matrix norm of *M*. Also for that reason we test two variants of Tseng\'s algorithm: with $\delta = 1$ and $\delta = 1.5$. The initial point is $x_{0} = \left( 1,\ldots,1 \right)$. The results are collected in Table [2](#T0002){ref-type="table"}. From these results we can see that FBF-1 almost corresponds to the FBF with a fixed stepsize (it needs a few extra evaluations). However, even in this case FBF-1 is substantially more expensive than our methods.Table 2.Results for problem ([56](#M0053){ref-type="disp-formula"}).  *d*=500 *d*=5000 Alg.1Alg.2FBF-1FBF-1.5Alg.1Alg.2FBF-1FBF-1.5\# iter13101174103010731896159513631389\# $prox$13101174103222941896159513652969\# *F*13121176206233671898159727284358Time0.50.50.71.1585084132

Sun\'s problem {#S004-S2004}
--------------

Consider another classical test problem. We study a nonlinear VI, proposed by Sun \[[@CIT0052]\]$$\left\langle F\left( x^{\ast} \right),x - x^{\ast} \right\rangle \geq 0\quad\forall x \in C,$$ where$$\begin{matrix}
{F\left( x \right)} & {= F_{1}\left( x \right) + F_{2}\left( x \right),} \\
{F_{1}\left( x \right)} & {= \left( f_{1}\left( x \right),f_{2}\left( x \right),\ldots,f_{d}\left( x \right) \right),} \\
{F_{2}\left( x \right)} & {= Dx + c,} \\
{f_{i}\left( x \right)} & {= x_{i - 1}^{2} + x_{i}^{2} + x_{i - 1}x_{i} + x_{i}x_{i + 1},\quad i = 1,2,\ldots,d,} \\
x_{0} & {= x_{d + 1} = 0,} \\
\end{matrix}$$ Here *D* is a square matrix $d \times d$ defined by condition$$d_{ij} = \left\{ \begin{matrix}
{4,} & {i = j,} \\
{1,} & {i - j = 1,} \\
{- 2,} & {i - j = - 1,} \\
0 & {{otherwise},} \\
\end{matrix} \right.$$ and $c = \left( - 1, - 1,\ldots, - 1 \right)$. We choose the feasible set *C* as (a) $C = \mathbb{R}_{+}^{d}$ and (b) $C = \Delta_{d} = \left\{ x \in \mathbb{R}_{+}^{d}:x_{1} + \cdots + x_{d} = d \right\}$. The initial point $x_{0}$ is generated uniformly randomly from $\left\lbrack - 10,10 \right\rbrack^{d}$. For every $d = 10^{3},10^{4},10^{5}$ and every *C* above we examine the performance of our methods with FBF. The results are presented in Table [3](#T0003){ref-type="table"}.Table 3.Results for problem ([57](#M0054){ref-type="disp-formula"}) $d = 10^{3}$$d = 10^{4}$$d = 10^{5}$ Alg.1Alg.2FBFAlg.1Alg.2FBFAlg.1Alg.2FBF$C = \mathbb{R}_{+}^{d}$         \# iter427314143761634780173\# $prox$427329443763414780363\# *F*137143435153149504161157536Time0.010.010.040.040.040.140.80.72.2C = $\Delta_{d}$         \# iter787813880831458588170\# $prox$787829080833058588359\# *F*162154428174164450187174529Time0.020.020.070.10.10.31.71.65.3

Geometric programming {#S004-S2005}
---------------------

We consider a canonical example of geometric programming problem \[[@CIT0010]\] for which we add $l_{1}$-norm:$$\min\limits_{x \in \mathbb{R}^{d}}\phi\left( x \right):=\sum\limits_{i = 1}^{m}\, e^{\langle a_{i},x\rangle + b_{i}} + \left\langle c,x \right\rangle\left. + \right\|\left. x \right\|_{1},$$ where $a_{i},c \in \mathbb{R}^{d}$, $b \in \mathbb{R}^{m}$. Obviously, ([58](#M0055){ref-type="disp-formula"}) is a particular case of ([6](#M0006){ref-type="disp-formula"}) with$$f\left( x \right) = \sum\limits_{i = 1}^{m}\, e^{\langle a_{i},x\rangle + b_{i}} + \left\langle c,x \right\rangle,\quad g\left( x \right)\left. = \right\|\left. x \right\|_{1}.$$ Clearly, in this case $\nabla f\left( x \right)$ is not Lipschitz continuous. All entries of $a_{i}$, *b*, *c* are generated uniformly randomly from $\left( 0,1 \right)^{d}$, $\left( - 1,1 \right)^{m}$, and $\left( - 1,1 \right)^{d}$ respectively. For this problem we study the performance of Alg.2, Alg.3, FB method with the linesearch from \[[@CIT0016]\], FBF and FISTA \[[@CIT0004]\]. However, in Table [4](#T0004){ref-type="table"} we collect only those results which are relevant. To illustrate how values $\phi\left( x_{n} \right)$ change over iterations, we also give two convergence plots for the last example (which relate to the third column in Table [4](#T0004){ref-type="table"}).Table 4.Results for problem ([58](#M0055){ref-type="disp-formula"}). *d*=200,*m*=50*d*=500,*m*=100*d*=1000,*m*=100 Alg.2Alg.3FBAlg.2Alg.3FBAlg.2Alg.3FB$x_{0} = \left( 0,\ldots,0 \right)$         \# iter421367348100169083014219751140\# $prox$4213677321001690175814219752424\# *F*832646732196012121758280917282424Time0.050.030.030.270.160.230.680.40.61$x_{0} = \left( 0.5,\ldots,0.5 \right)$         \# iter606494472141510111151222516011761\# $prox$606494997141510112444222516013751\# *F*1092772997251215342444386623493751Time0.070.040.040.350.20.30.950.680.81

As $\nabla f$ is not Lipschitz continuous, the linesearch is necessary for all first-order methods to be convergent. Moreover, it is very important that the linesearch allows us to increase stepsizes from iteration to iteration. This is the main reason why, for example, FISTA with standard linesearch \[[@CIT0004]\] or with one from \[[@CIT0016]\] converges very slowly. The problem ([58](#M0055){ref-type="disp-formula"}) is highly nonlinear, so the $O\left( 1/n^{2} \right)$ rate is not very relevant because the constants which hide in *O* are very large. We emphasize that the poor performance of the FBF method for this problem remains a mystery for us. It is also interesting to see that Algorithm 3, which was derived specifically for composite minimization problems, shows a better performance than its predecessor Algorithm 2 (Figure [1](#F0001){ref-type="fig"}).Figure 1.Convergence plots for problem ([55](#M0055){ref-type="disp-formula"}), *d*=1000, *m*=100. (a) $x_{0} = \left( 0,\ldots,0 \right)$, (b) $x_{0} = \left( 0.5,\ldots,0.5 \right)$.

5.. Conclusion {#S005}
==============

In this paper, there were proposed several algorithms for a general monotone variational inequality and a composite minimization problem. All methods use some simple linesearch procedure that allow us to incorporate a local information of the operator. For all methods there was established the ergodic rate of convergence. Numerical experiments also approved their efficiency. Quite interesting is that the proposed methods become extremely simple when the operator is affine. The requirement only of local Lipschitz continuity of the operator makes our methods very general.

As numerical simulations have showed, the ratio $\# F/\#{iter}$ (number of evaluation of the operator to the number of iterations) is almost always less than 2. In the same time, this ratio for the extragradient method or FBF method equals 2 even when they do not use any linesearch. Moreover, the ratio $\#{prox}/\#{iter}$ for our methods always equals 1.

The main drawback of the proposed methods is that we need the bound $\alpha = \sqrt{2} - 1$. This multiplier makes the steps smaller in case when the Lipschitz constant of the operator does not change too much. It is interesting to study whether this bound can be increased.

All codes can be found on [https://github.com/ymalitsky/pegm](http://https://github.com/ymalitsky/pegm)
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