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где (1) – критерий качества, (2) – система уравне
ний движения, (3) – краевые условия (заметим, что
на каждом краю фазовых траекторий должна быть
задана хотя бы одна координата, в противном слу
чае задача быстродействия лишается смысла), (4) –
амплитудные ограничения, наложенные на упра
вляющие переменные, A – матрица переменных
состояния (матрица системы), X(t)=(x1(t),
x2(t),...,xn(t))T – nмерный вектор переменных со
стояния, U(t)=(u1(t), u2(t),...,ur(t))T – rмерный век
тор управляющих переменных (r≤n), T – время пе
рехода.
С целью получения обобщенной математиче
ской модели задачи можно допустить, что как на
левом, так и на правом концах фазовых траекторий
все координаты переменных состояния неизвест
ны. Затем, подставив известные (заданные) крае
вые условия в эту математическую модель, полу
чим эквивалентную к исходной задачу с соответ
ствующими неизвестными краевыми условиями.
Пусть система полностью управляема и соб
ственные числа матрицы A действительны (отрица
тельные и/или нулевые). Для решения задачи вос
пользуемся принципом максимума Понтрягина
(или теоремой Фельдбаума). Известно, что при
этом, кроме известного затруднения по определе
нию вектора начальных значений сопряженных
переменных Ψ(0) (относительно которых принцип
максимума никакой регулярной информации не
несет), добавляются и дополнительные, так назы
ваемые условия трансверсальности на левом и на
правом концах фазовых траекторий, соответствую
щие неизвестным переменным состояния, что еще
больше усугубляет затруднения, связанные с опре
делением векторной функции оптимального упра
вления Uopt(t).
С целью исключения отмеченных затруднений
в настоящей работе в качестве основного матема
тического аппарата используются дифференциаль
ные преобразования Г.Е. Пухова [5], в частности,
дифференциальнотейлоровские преобразования
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крет)), H – масштабный коэффициент, введенный
с целью выравнивания размерностей векторов дис
крет и возможности суммирования слагаемых ори
гинала X(t), tν – центр аппроксимации разложения
Тейлора), которые значительно облегчают решение
рассматриваемой задачи.
Математический аппарат. По предлагаемому
подходу рассматриваемая задача (1–4) сначала ре
шается как краевая задача (2, 3), с этой целью ис
пользуя подход, предложенный в работах [6, 7], а
затем к полученной трансцендентной и/или нели
нейной алгебраической системе добавляются кри
терий качества (1) и ограничения типа (4). В итоге
имеем эквивалентную (1–4) задачу нелинейного
программирования (НЛП).
Для решения краевой задачи (2, 3) в области
дифференциальных преобразований будем иметь
спектральную модель [8–10]
(5)
где X(K)=(x1(K),...,xn(K))T – изображение вектора
X(t)=(x1(t),...,xn(t))T, A(P) и B(P) – соответственно
Pые матричные дискреты матриц A и B. Заметим,
что A(P=0)≡A, A(P≥1)=[0], а также B(P=0)≡B,
B(P≥1)=[0], что дает возможность упростить соот
ношение (5). При этом будем иметь:
(6)
Для рассматриваемого класса задач (согласно
теореме Фельдбаума [11]) функция оптимального
управления кусочнопостоянна, знакопеременна и
для каждой компоненты uk(t) k=1,r
⎯
вектора Uopt(t)
количество моментов переключений не может пре
восходить (n–1). Следовательно на отрезке [0, T] в
общем случае будем иметь r(n–1)+1 подынтерва









, и [tr(n–1), T], а количество моментов пе
реключений в общем случае будет равно r(n–1).
Имея ввиду также, что на каждом подынтервале
времени каждая компонента uk(t) k=1,r
⎯
вектора
Uopt(t) постоянна, т. е.
то окончательно (6) примет вид:
где Ъ(K) – так называемая тейлоровская единица
[5]), или
Здесь матрицыизображения BK+1, K=0,1,... и
векторыизображения CK+1(U(0)), K=0,1,... опреде
ляются в соответствии со следующими реккурент
ными соотношениями [9, 10]
где B0=En×n – единичная матрица порядка n; C0=(0)n×1
– нулевой векторстолбец с размерами n×1.




Учитывая, что правый конец траекторий каждой
подзадачи является левым концом траекторий по
следующей подзадачи, то при этом будем иметь для:
• первой подзадачи на интервале времени t∈[0,t1]:
• iой подзадачи на интервале времени t∈[ti–1,ti]:
• для r(n–1)+1ой подзадачи на интервале време
ни t∈[tr(n–1),T]:
В соответствии с предложенным в работе [10]
подходом для решения задач оптимального управле
ния с незакрепленными правыми условиями, рас
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смотрим ту же систему уравнений движения в об
ратном направлении времени перехода, т. е. с конца
к началу. Это действие эквивалентно замене преде
лов интегрирования в функционале качества, что
позволяет вместо зависящих от неизвестных пере
менных в правом конце линейных зависимостей по
лучить гораздо более сильные нелинейные зависи
мости от тех же неизвестных переменных, что, в
свою очередь, позволяет организовать более эффек
тивныесходящиеся вычислительные процедуры.
Тот же подход применим и в рассматриваемой
задаче. Имея в виду наличие взаимнооднозначного
соответствия между переменных обоих задач, мож
но сократить количество переменных одной задачи
соответствующей группой переменных другой.
Теперь, более конкретно: наряду с исходной за





Из этой задачи с обратным переходом (време
нем) будем иметь для:
• первой подзадачи на интервале времени
t∈[0,tr(n–1)+1]:
• jой подзадачи на интервале времени t∈[tj–1,tj]:
• r(n–1)+1ой подзадачи на интервале времени
t∈[t2r(n–1),T–]:
Таким образом, исходную задачу (1)–(4) на ин
тервале времени [0,T] заменим двумя взаимодо
полняющими друг друга задачами (точнее, после
довательностью стыкующихся друг с другом
2×(r(n–1)+1) двухточечными краевыми задачами),
для решения которых будем использовать подход,
предложенный в работах [6, 7].
В итоге решения прямой задачи получим тран
сцендентную (алгебраическую) систему конечных
уравнений
а в итоге решения обратной задачианалогичную
систему конечных уравнений
которые будут выступать в качестве ограничений
вида равенств в соответствующей задаче НЛП.
Очевидно, что между переменными прямой и
обратной задач имеют место следующие зависимо
сти:
Ввиду последних соотношений количество не
известных параметров можно сократить вдвое, ис
ключив одну группу этих параметров. Далее, учи
тывая теорему Фельдбаума, ограничения типа (4)
можно заменить эквивалентными им ограниче













Кроме того, полученной системе ограничений











, tr(n–1)–T≤0, t0=0, получаемые из вверх
направленной последовательности моментов пере
ключенийцепочки 0≤t1≤t2≤...≤tr(n–1)≤T.
Окончательно, будем иметь следующую задачу
НЛП:











вестные параметры, также подлежащие определе
нию.
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Пример.
Очевидно, что λi=0, ∀i=1,3⎯, а матричные дискреты
Кроме того, для матриц и векторов при проме
жуточных вычислениях имеем:
Таким образом, в общем случае для этой задачи
будем иметь r(n–1)=6 моментов переключений,
r(n–1)+1=7 подзадач и r(r(n–1)+1)=21 составляю
щих для управляющих переменных. Однако, для
конкретной задачи в итоге проведения дополни
тельного анализа выясняется, что действительное
количество моментов переключений не может пре
восходить значение 3, иными словами имеем




На подынтервале времени [0, t1] согласно (7)
откуда при t=t1 имеем следующую систему уравне
ний




На подынтервале времени [t1, t2] согласно (7)
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На подынтервале времени [t2, t3] согласно (7)
Подзадача 4
Имеем
На подынтервале времени [t3,T] согласно (7)
Таким образом, учитывая зависимости, полу
ченные на предыдущих подзадачах и исключив
промежуточные значения x11, x121, x13; x211, x221, x23; x311,
x321, x33 переменных состояния в моментах переклю
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x u t u t x t u u t t
u t t x u t u t t u t t
u t t u T t x t u t t u
+ + − +
+ − + − + +
+ + + + + + − +
+ − + + + − + − +
+ − + − + + + − +
2 3
3 2 33 24 3 34 3 1
2
20 30 21 1 31 1 30 1 31 22 2 1
2
32 2 1 30 31 1 32 2 1
2
23 3 2 33 3 2 30 1 31 32 2 1
33 3 2 24 3
1( ) )( ) ( ) 0;
6
1( ) ( )( )
2
1 ( ) ( ( )
2
1)( ) ( ) ( ( )
2
( ) )( )
Tt t u u T t u T t x
x x u t u t x t u u t t
u t t x u t u t t
u t t u t t x t u u t t
u t t u T t
+ − + − + − − =
+ + + + + + − +
+ − + + + − +
+ − + − + + + − +
+ − + − + 234 3 2
30 31 1 32 2 1 33 3 2 34 3 3
1 ( ) 0;
2
( ) ( ) ( ) 0.
T
T
u T t x
x u t u t t u t t u T t x
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪ − − =⎪⎪ + + − + − + − − =⎪⎪⎩
2




23 33 24 3 34 3 2
33 34 3 3
1( )( ) ( )( )
2
1 ( ) ,
6






x x u T t x u T t
u T t x
x x u T t u T t x
x u T t x
⎧ + + − + + − +⎪⎪⎪ + − =⎪⎨⎪ + + − + − =⎪⎪⎪ + − =⎩
131 2 14





( ) ( ) ,
( ) ( ) , (0) ( ) ,
( )  ;
 ( )





xx t x t u
x t x t u X X t x
x t u x
x T x
X T x T x
x T x
= +⎧ ⎛ ⎞⎪ ⎜ ⎟= + = =⎨ ⎜ ⎟⎪ ⎜ ⎟=⎩ ⎝ ⎠





12 22 13 3 2 32 23 3 2
3
33 3 2 13
2
22 32 23 3 2 33 3 2 23
32 33 3 2 33
1( )( ) ( )( )
2
1 ( ) ,
6
1( )( ) ( ) ,
2
( ) .
x x u t t x u t t
u t t x
x x u t t u t t x
x u t t x
⎧ + + − + + − +⎪⎪⎪ + − =⎪⎨⎪ + + − + − =⎪⎪⎪ + − =⎩
1 2 13 12
2 3 23 2 2 22
323 33
1 3 13
3 2 3 23
3 3 33
( ) ( ) ,
( ) ( ) , (0) ( ) ,
( ) ;
 ( )
( )  ( ) .
 ( )
x t x t u x
x t x t u X X t x
xx t u
x t x
X t x t x
x t x
= +⎧ ⎛ ⎞⎪ ⎜ ⎟= + = =⎨ ⎜ ⎟⎪ ⎜ ⎟= ⎝ ⎠⎩





11 21 12 2 1 31 22 2 1
3
32 2 1 12
2
21 31 22 2 1 32 2 1 22
31 32 2 1 32
1( )( ) ( )( )
2
1 ( ) ,
6
1( )( ) ( ) ,
2
( ) .
x x u t t x u t t
u t t x
x x u t t u t t x
x u t t x
⎧ + + − + + − +⎪⎪⎪ + − =⎪⎨⎪ + + − + − =⎪⎪⎪ + − =⎩
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На подынтервале времени [0, t4] согласно (7)
Подзадача 2
Имеем
На подынтервале времени [t4, t5] согласно (7)
Подзадача 3
Имеем
На подынтервале времени [t5, t6] согласно (10)
Подзадача 4
Имеем
На подынтервале времени [t6, T] согласно (7)
Таким образом, учитывая зависимости, полу
ченные на предыдущих подзадачах, и исключив
промежуточные значения y11, y12, y13, y21, y22, y23, y31,
y32, y33 переменных состояния в моментах переклю
чений, окончательно будем иметь:
2




23 33 54 6 64 6 2
33 64 6 3
1 ( )( ) ( )( )
2
1 ( ) ,
6






y y u T t y u T t
u T t y
y y u T t u T t y
y u T t y










( ) ( ) ,
( ) ( ) ,
( ) ;
( )
(0) ( ) ( ) ,
( )
 ( )





y t y t u
y t y t u
y t u
y t y
Y Y t y t y
y t y
y T y
Y T y T y
yy T
= +⎧⎪ = +⎨⎪ =⎩
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟= = =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠





12 22 43 6 5 32 53 6 5
3
63 6 5 13
2
22 32 53 6 5 63 6 5 23
32 63 6 5 33




1( )( ) ( )
2
( ) .
y y u t t y u t t
u t t y ,
y y u t t u t t y ,
y u t t y





2 5 2 5 22
323 5
1 6 13
6 2 6 23
3 6 33
( ) ( ) ,
( ) ( ) ,
( )  ;
( )
(0) ( ) ( ) ,
( )
 ( )
( )  ( ) .
 ( )
y t y t u
y t y t u
y t u
y t y
Y Y t y t y
yy t
y t y
Y t y t y
y t y
= +⎧⎪ = +⎨⎪ =⎩
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟= = =⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠





11 21 42 5 4 31 52 5 4
3
62 5 4 12
2
21 31 52 5 4 62 5 4 22
31 62 5 4 32
1 ( )( ) ( )( )
2
1 ( ) ,
6
1( )( ) ( ) ,
2
( ) .
y y u t t y u t t
u t t y
y y u t t u t t y
y u t t y





1 4 2 4 21
3 4 31
1 5 12
5 2 5 22
323 5
( ) ( ) ,
( ) ( ) ,
( )  ;
( )
(0) ( ) ( ) ,
( )
 ( )
( )  ( ) .
 ( )
y t y t u
y t y t u
y t u
y t y
Y Y t y t y
y t y
y t y
Y t y t y
yy t
= +⎧⎪ = +⎨⎪ =⎩
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟= = =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠


















1 10 0 0 0
2 6
0 0 0 0 0
( )
y y u
y y u t
uy y
y u u





⎡ ⎤⎛ ⎞ ⎛ ⎞⎡ ⎤ ⎛ ⎞⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥+ + +⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎢ ⎥⎣ ⎦ ⎝ ⎠⎝ ⎠ ⎝ ⎠⎣ ⎦




10 20 41 4 30 51 4 61 4 11
2
20 30 51 4 61 4 21
30 61 4 31
 .





y y u t x u t u t y
y y u t u t y
y u t y
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠

















Y t y t y
y t y
⎛ ⎞⎛ ⎞ ⎜ ⎟⎜ ⎟= = ⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟= =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
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Отсюда, учитывая однозначные зависимости
между двумя группами переменных,
и что
вторую группу переменных y10, y20, y30; y11, y12, y13; y21,
y22, y23; y31, y32, y33; y1T, y2T, y3T и u41, u51, u61; u42, u52, u62; u43,
u53, u63; u44, u54, u64 можно заменить переменными
первой группы x10, x20, x30; x11, x12, x13; x21, x22, x23; x31, x32,
x33; x1T, x2T, x3T и u11, u21, u31; u12, u22, u32; u13, u23, u33; u14,
u24, u34. В итоге получим следующую систему вида
равенств:
2
1 2 14 3 3 24 3
3
34 3 2 3 24 3
2
34 3 13 2 3
2 3
3 34 3 23 2 3 33 2 3
2
2 3 24 3 34 3
3 34 3 23
1( )( ) ( )( )
2
1 ( ) ( ( )( )
6
1 ( ) )( )
2
1 1( ( ) )( ) ( )
2 6
1( ( )( ) ( )
2






x x u t T x u t T
u t T x x u t T
u t T u t t
x u t T u t t u t t
x x u t T u t T
x u t T u
+ + − + + − +
+ − + + + − +
+ − + − +
+ + − + − + − +
+ + + − + − +
+ + − + 2 3
2 3
33 2 3 12 3 3 34 3
2 3
33 2 3 22 1 2 32 1 2
2
2 3 24 3 34 3
2
3 34 3 23 2 3 33 2 3
3 34 3 33 2 3 22
( )
1 1( ) )( ) ( ( )
2 2
1( ) )( ) ( )
6
1-( ( )( ) ( )
2
1( ( ) )( ) ( )
2






u t t u t T x u t T
u t t u t t u t t
x x u t T u t T
x u t T u t t u t t
x u t T u t t u
− +
+ − + − + + − +
+ − + − + − −
+ + − + − +
+ + − + − + − +
+ + − + − + 1 2
2
32 1 2 11 1 3 34 3
2 3
33 2 3 32 1 2 21 1 31 1 10
2
2 3 24 3 34 3
2
3 34 3 23 2 3 33 2 3
3 34 3 33 2 3 22
)
1 1( ) ) ( ( )
2 2
1( ) ( ) ) 0;
6
1( )( ) ( )
2
1( ( ) )( ) ( )
2






u t t u t x u t T
u t t u t t u t u t x
x x u t T u t T
x u t T u t t u t t
x u t T u t t u t
− +
+ − + + + − +
+ − + − + − − =
+ + − + − +
+ + − + − + − +
+ + − + − + 1 2
2
32 1 2 3 34 3 33 2 3
2
32 1 2 21 1 31 1 20
3 34 3 33 2 3
32 1 2 31 1 30
)
1 ( ) ( ( ) ( )
2
1( ) ) 0;
2





u t t x u t T u t t
u t t u t u t x
x u t T u t t
u t t u t x
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪ − +⎪⎪+ − − + − + − +⎪⎪⎪+ − + + − =⎪⎪ + − + − +⎪⎪+ − − − =⎩
1 6 2 5 3 4,  ,  , ,t T t t T t t T t T T≡ − ≡ − ≡ − ≡ −
10 131 11 12 12
20 2 21 23 22 22
3 31 32 3230 33
13 1011 1
23 21 2 20
31 333 30








x yy x x y
x y x y x y
y x x yx y
x yy x
x y x y
y xx y
⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟≡ ≡ ≡⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠




43 1312 42 14 41
22 53 23 52 24 51
32 3463 33 62 61
; ;




u uu u u u
u u u u u u
u uu u u u
⎛ ⎞⎛ ⎞ ⎜ ⎟⎜ ⎟ ≡⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟≡ ≡ ≡⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
2 3
10 20 41 4 30 51 4 61 4
2
20 30 51 4 61 4 42 5 4
2
30 61 4 52 5 4
3 2
62 5 4 20 30 51 4 61 4
30 61 4 52 5 4
2
62 5 4 43 6 5
1 1( ) ( )
2 6
1( ( ) )( )
2
1 ( )( )
2
1 1( ) ( ( )
6 2
( )( )
1 1( ) )( )
2 2
y y u t y u t u t
y y u t u t u t t
y u t u t t
u t t y y u t u t
y u t u t t
u t t u t t
+ + + + + +
+ + + + + − +
+ + + − +
+ − + + + + +
+ + + − +
+ − + − + 30 61 4
2 3
62 5 4 53 6 5 63 6 5
2
20 30 51 4 61 4
2
30 61 4 52 5 4 62 5 4
30 61 4 62 5 4 53 6 5
2
63 6 5 44 6 30 61 4
62 5 4
(




1( )( ) ( )
2
( ( ) )( )




u t t u t t u t t
y y u t u t
y u t u t t u t t
y u t u t t u t t
u t t u T t y u t
u t t
+ +
+ − + − + − +
+ + + + +
+ + + − + − +
+ + + − + − +
+ − + − + + +




20 30 51 4 61 4 30 61 4 52 5 4
2
62 5 4 30 61 4 62 5 4 53 6
2
63 6 5 30 61 4 62 5 4
63 6 5 54 6
( ) )( )
1 ( ) 0;
6
1( ) ( )( )
2
1 ( ) ( ( ) )(
2
1 ( ) ( ( )
2
( ) )( )
T
u t t u T t
u T t y
y y u t u t y u t u t t
u t t y u t u t t u t t
u t t y u t u t t
u t t u T t
+ − + − +
+ − − =
+ + + + + + −
+ − + + + − + −
+ − + + + − +
+ − + − 264 6 2
30 61 4 62 5 4 63 6 5
64 6 3
1 ( ) 0;
2




u T t y
y u t u t t u t t
u T t y
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪ + − − =⎪⎪⎪ + + − + − +⎪+ − − =⎪⎩
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Таким образом, учитывая известные координа
ты x10=–1, x2T=0, x3T=0 переменных состояния и ра
венства, полученные в результате использования
прямой и обратной задач, а также ограничения, на
ложенные на управляющие воздействия, оконча
тельно получим следующую задачу нелинейного
программирования
В результате решения этой задачи НЛП для не
известных значений переменных состояния, мо
ментов переключений и управляющих переменных
имеем следующие значения:
При этом, анализируя полученные результаты,
будем иметь u1opt(t)=1, u1opt(t)=1, u1opt(t)=1 u2opt(t)=1,
u3opt(t)=1, а переменные состояния:
20 30 1
1 2 3
11 21 31 12 22 32
13 23 33 14 24 34
0,07435 0,07731 0,92558
0,773246
1 1 1 1 1 1
1 1 1 1 1 1
Tx ,   x ,  x ;
t t t T ;
u ,   u ,   u ,  u ,   u ,   u ,
u ,   u ,   u ,  u ,   u ,   u .
= − = − = −
= = = =
= = = = = − =
= = − = − = = − =
2 2 2 2
11 12 13 14
2 2 2 2
21 22 23 24
2 2 2 2
31 32 33 34
2 2 2 2
1 1 1 2 2 2 3 3 3 4
1 0, 1 0, 1 0, 1 0,
1 0, 1 0, 1 0, 1 0,
1 0, 1 0, 1 0, 1 0;
0, 0, 0, 0.
u u u u
u u u u
u u u u
t v t t v t t v t T v
⎧ − = − = − = − =⎪ − = − = − = − =⎪⎨ − = − = − = − =⎪⎪− + = − + = − + = − + =⎩
2 3
1 14 3 24 3 34 3
2
24 3 34 3 13 2 3
2 3
34 3 23 2 3 33 2 3
2
24 3 34 3 34 3
2
23 2 3 33 2 3 12 1 2
34
1 1( ) ( ) ( )
2 6
1( ( ) ( ) )( )
2
1 1( ( ) )( ) ( )
2 6
1( ( ) ( ) ( ( )
2




Tx u t T u t T u t T
u t T u t T u t t
u t T u t t u t t
u t T u t T u t T
u t t u t t u t t
u
+ − + − + − +
+ − + − + − +
+ − + − + − +
+ − + − + − +
+ − + − + − +
+ 23 33 2 3 22 1 2
3 2
32 1 2 24 3 34 3
2
34 3 23 2 3 33 2 3
34 3 33 2 3 22 1 2
2
32 1 2 11 1 34 3 33 2 3
32 1 2
( ) ( ) )( )
1 1( ) ( ( ) ( )
6 2
1( ( ) )( ) ( )
2
( ( ) ( ) )( )
1 1( ) ) ( ( ) ( )
2 2
( )
t T u t t u t t
u t t u t T u t T
u t T u t t u t t
u t T u t t u t t
u t t u t u t T u t t
u t t
− + − + − +
+ − − − + − +
+ − + − + − +
+ − + − + − +
+ − + + − + − +
+ − 2 321 1 31 1
2
24 3 34 3 34 3 23 2 3
2
33 2 3 34 3 33 2 3 22
2
1 2 32 1 2 34 3 33 2 3
2




1( ) ( ) ( ( ) )( )
2
1 ( ) ( ( ) ( ) )
2
1( ) ( ) ( ( ) ( )
2
1( ) ) 0;
2
( )
u t u t
u t T u t T u t T u t t
u t t u t T u t t u
t t u t t u t T u t t
u t t u t t u x
u t T u
+ − + =
− + − + − + −
+ − + − + − + ×
× − + − − − + − +
+ − + + − =
− + 33 2 3




u t t u t x
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪ − +⎪+ − − − =⎪⎩
2 3
20 11 1 30 21 1 31 1
2
20 30 21 1 31 1 12 2 1
2 3
30 31 1 22 2 1 32 2 1
2
20 30 21 1 31 1
30 1 31 22 2 1
2
32 2 1 13 3 2
1 1 11 ( ) ( )
2 2 6
1( ( ) )( )
2





1 ( ) )( )
2
x u t x u t u t
x x u t u t u t t
x u t u t t u t t
x x u t u t
x t u u t t
u t t u t t
− + + + + + +
+ + + + + − +
+ + + − + − +
+ + + + +
+ + + − +
+ − + − +
+ 230 1 31 2 1 32 23 3 2
3 2
33 3 2 20 30 21 1 31 1
2
30 1 31 22 2 1 32 2 1
30 31 1 32 2 1 23 3 2
2
33 3 2 14 3
30 1 31 2 1 3
1 ( ( ) )( )
2
1 1( ) ( ( )
6 2
1( )( ) ( )
2
( ( ) )( )
1 ( ) )( )
2
1 ( ( )
2
x t u t t u u t t
u t t x x u t u t
x t u u t t u t t
x u t u t t u t t
u t t u T t
x t u t t u
+ + − + − +
+ − + + + + +
+ + + − + − +
+ + + − + − +
+ − + − +
+ + + − 2 3 2 33
2 3
24 3 34 3 1
2
20 30 21 1 31 1
2
30 1 31 22 2 1 32 2 1
30 31 1 32 2 1 23 3 2
2
33 3 2 30 1 31
32 2 1 33 3 2 24
( )




1( )( ) ( )
2
( ( ) )( )
1 ( ) (
2
( ) ( ) )(
T
t t u
u T t u T t x
x x u t u t
x t u u t t u t t
x u t u t t u t t
u t t x t u
u t t u t t u T t
+ − +
+ − + − − =
+ + + +
+ + + − + − +
+ + + − + − +
+ − + + +
+ − + − + − 3
2
34 3
30 31 1 32 2 1
33 3 2 34 3
)
1 ( ) 0;
2
( )
( ) ( ) 0;
u T t
x u t u t t
u t t u T t
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪ +⎪⎪⎪+ − =⎪⎪ + + − +⎪+ − + − =⎪⎩
1 2 3 11 21 31
12 22 32 13 23 33 14 24 34 1 20 30
                         , , , , , , ,
, , , , , , , , , , ,
min ;
T
t t t T u u u
u u u u u u u u u x x x
T →
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Резюме. При предложенном в настоящей рабо
те подходе для определения Uopt(t) не используются
сопряженные переменные Ψ(t), ввиду чего исклю
чаются как проблема по определению вектора
Ψ(0), так и проблема по удовлетворению условиям
трансверсальности на левом и/или на правом кон
цах фазовых траекторий. Эти обстоятельства нам
ного упрощают решение рассматриваемой задачи,






1( ) 0,46135 0,92565 1;
6
1( ) 0,92269 0,07435; ( ) 0,07731.
2
x t t t t   
x t t t   x t t
= + + −
= + − = −
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Известно, что нелинейные стохастические си
стемы широко используются для описания реаль
ных процессов в экономике, технике, медицине и
т. д. Асимптотические методы идентификации, та
кие, например, как метод максимального правдо
подобия, метод наименьших квадратов и др. позво
ляют находить оценки неизвестных параметров
моделей с известными статистическими свойства
ми при неограниченном увеличении объема на
блюдений. В то же время, последовательный метод
оценивания параметров динамических систем по
зволяет получить оценки с гарантированным каче
ством в среднеквадратическом смысле за конечное
время. Время оценивания определяется моментом
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ОДНОЭТАПНОЕ ПОСЛЕДОВАТЕЛЬНОЕ ОЦЕНИВАНИЕ ПАРАМЕТРОВ НЕЛИНЕЙНЫХ 




Построена и исследована одноэтапная последовательная процедура оценивания параметров нелинейных регрессионных про
цессов с дискретным временем. Построенная процедура применена к двумерной модели авторегрессии с дрейфующими пара
метрами и двумерной модели AR/ARCH.
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