























DVORETZKY-TYPE THEOREM FOR AHLFORS REGULAR SPACES
MANOR MENDEL
Abstract. It is proved that for any 0 < β < α, any bounded Ahlfors α-regular space contains
a β-regular compact subset that embeds biLipschitzly in an ultrametric with distortion at most
O(α/(α − β)). The bound on the distortion is asymptotically tight when β → α. The main tool
used in the proof is a regular form of the ultrametric skeleton theorem.
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Fix a metric space (X, d), a point x ∈ X and a radius r ∈ [0,∞). The corresponding closed ball
is denoted B(x, r) = Bd(x, r) = {y ∈ X : d(y, x) 6 r}, and the corresponding open ball is denoted
B◦d(x, r) = {y ∈ X : d(y, x) < r}. Recall that a complete metric space (X, d) is called Ahlfors
α-regular if there exists a Borel measure µ such that for all x ∈ X and r ∈ (0,diam(X)),
crα 6 µ(Bd(x, r)) 6 Cr
α. (1)
Here C > c > 0 are independent of x and r. Ahlfors α-regular space X has, in particular, Hausdorff
dimension dimH(X) = α. For more information on Ahlfors regular spaces and their importance,
see [Hut81, DS97, Hei03].
An ultrametric space is a metric space (U,ρ) satisfying the strengthened triangle inequality
ρ(x, y) 6 max{ρ(x, z),ρ(y, z)} for all x, y, z ∈ U . Saying that (X, d) embeds (biLipschitzly) with
distortion D ∈ [1,∞) into an ultrametric space means that there exists an ultrametric ρ on X
satisfying d(x, y) 6 ρ(x, y) 6 Dd(x, y) for all x, y ∈ X. The ultrametric distortion of X is the
infimum over D for which X embeds in an ultrametric with distortion at most D.
In this paper we study regular (approximate) ultrametric subsets of Ahlfors regular spaces.
Arcozzi et. al. [AMS19, Theorem 1] proved that for every 0 < β < α, any bounded Ahlfors α-
regular space X contains a β-regular subset Y . Matilla and Saaranen [MS09, Theorem 3.1] showed
that Y can be chosen to be both β-regular and biLipschitz embeddable in an ultrametric. In their
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proof, the ultrametric distortion of Y is bounded above by exp(O(α/(α − β))).1 In this paper we
prove a similar result with an exponentially improved bound on the ultrametric distortion.
Theorem 1. For every 0 < β < α, any bounded Ahlfors α-regular space X contains a β-regular
compact subset Y whose ultrametric distortion is O(α/(α− β)).
When β → α, the bound on the distortion in the Theorem 1 is asymptotically tight. A tight
example is given in [MN13b, Theorem 1.4]. Specifically, for any α > 0 a compact metric Xα
is constructed with the following properties. Its Hausdorff dimension is dimH(X) = α, and for
any subset S ⊆ Xα, the ultrametric distortion (indeed, even the Euclidean distortion) of S is
Ω(α/(α − β)), where β = dimH(S). Observing the space Xα from [MN13b], it is clear that it
is compact, self-similar and it satisfies the open-set condition of [Hut81]. Therefore it is Ahlfors
α-regular (see [Hut81, Theorem 5.3(1)]). Furthermore, when α = n ∈ N is a natural number,
[0, 1]n ⊆ Rn is also an asymptotically tight example: It is proved in [LMM12] that for any S ⊆ [0, 1]n
of Hausdorff dimension β = dimH(S), the ultrametric distortion of S is at least 0.25 · n/(n− β).
Results similar to Theorem 1 were previously obtained in other settings under the namesDvoretzky-
type theorems for metric spaces andmatric Ramsey theory, see [Nao12, §8,§9] and references therein.
In particular, it is proved in [MN13b, MN13a] that for every compact metric space X of Hausdorff
dimension α = dimH(X) and any 0 < β < α, there exists a closed subset Y ⊆ X and Borel mea-
sure ν supported on Y such that Y embeds in an ultrametric with distortion O(α/(α − β)), and
ν satisfies ν(B(x, r)) 6 Crβ (which implies that dimH(S) > β). Here we amend the arguments
from [MN13b, MN13a, Men21] so that in the Ahlfors regular setting the measure ν would also
satisfy ν(B(x, r)) > crβ.
The tool we use is a “regular form” of the ultrametric skeleton theorem [MN13a], which apply
more generally to doubling spaces. A metric space (X, d) is called λ-doubling if any bounded subset
Z ⊆ X can be covered by at most λ subsets of diameter at most diamd(Z)/2. X is called doubling
if it is λ-doubling for some λ ∈ N. Observe that Ahlfors α-regular spaces are also doubling since






Theorem 2 (Regular ultrametric skeleton for doubling spaces). Let (X, d) be a compact λ-doubling
metric space, and let µ be a Borel probability measure on X. Then for every t ∈ {2, 3, 4, . . .} there
exists a compact subset S ⊆ X and a Borel probability measure ν supported on S satisfying:
(1) The ultrametric distortion of S is at most 16t.
(2) For every x ∈ X and r ∈ [0,∞),
ν (Bd(x, r)) 6 λ
2/t (µ(Bd(x,C1tr))
1−1/t . (2)
(3) For every y ∈ S and r ∈ [0,∞), there exists x ∈ X such that Bd(x, c1r/t) ⊆ Bd(y, r) and
ν (Bd(y, r)) > (λ
−2/t/2) · µ(Bd(x, c1r/t))
1−1/t. (3)
Here C1, c1 > 0 are universal constants.
Compared with the original ultrametric skeleton theorem [MN13a], in Theorem 2 we added
the lower bound (3) on ν to the conclusion. But we also added the doubling condition to the
assumptions. See Section 6 for remarks about the necessity of the doubling assumption.
The construction of the ultrametric skeleton here follows the construction in [Men21], which in
turn uses Bartal’s Ramsey decomposition lemma [Bar21] as a key tool.
1In [MS09], the embedding is into a Cantor set of [0, 1]n for some n > β, and the distortion is
√
n exp(O(α/(α−β))).
Their embedding is factored through an Ahlfors β-regular ultrametric and the
√
n factor is the distortion of the
straight-forward embedding of the ultrametric in an n-dimensioanl Cantor set, which is irrelevant in our setting.
However, the exponential dependence on α/(α − β) seems inherent to their approach. As aside, we note that by
using binary error-correcting codes as in [LMM12, Proposition 3], bounded β-regular ultrametrics can be embedded
in n-dimensional Cantor set with constant distortion, provided that n > Cβ, for some a constant C > 1.
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2. Net-trees and ultrametrics in compact spaces
Our proof employs an auxiliary hierarchy of metric nets whose existence should be considered a
folklore. It is mostly similar to (the easy part of) Christ’s dyadic decomposition [Chr90] for spaces
with doubling measure, or to the net-tree [HPM06] for finite spaces. For completeness, we provide
here a self-contained treatment for compact spaces.
Definition 3 (Rooted trees). A rooted tree T is a set of vertices with a distinguished vertex
r = rT ∈ T called the root. Every vertex u ∈ Tr {r}, except r, has a unique parent ψ(u) ∈ T. The
k-th ancestor ψ(k)(u)(if exists) of a vertex u is defined inductively, ψ0(u) = u, and ψ(k+1)(u) =
ψ(ψ(k)(u)). The set of ancestors of u is written as ψ(∗)(u) = {ψ(0)(u),ψ(1)(u),ψ(2)(u), . . .}. For
every vertex u ∈ T, the sequence of ancestors u = ψ(0)(u),ψ(1)(u), . . . is finite and ends with the
root r. If u = ψ(v) then v is called a child of u. The set of children of a vertex u is denoted
ψ−1(u) and must be finite and non-empty (i.e., there are no leaves). For u ∈ T, we denote by
♥̃(u) = ♥̃T(u) = {v ∈ T : u ∈ ψ
(∗)(v)} the set of (weak) descendants of u in T.
For every two vertices u, v ∈ T we denote by u∧ v ∈ T their least common ancestor, i.e., the first
ancestor of u which is also an ancestor of v (the definition is easily seen to be symmetric).
A branch is an infinite sequence of vertices b = (r = u0, u1, u2, . . .) that begins with the root and
has ui = ψ(ui+1). The least common ancestor extends to branches: for two branches x 6= y, x ∧ y
is the deepest common vertex v ∈ x ∩ y. The tree boundary ∂̃(u) = ∂̃T(u) of a vertex u ∈ T is
defined as the set of branches that contain u.
For a function f : T → X, and a branch b = (v0, v1, . . .) ∈ ∂̃T(r), we sometimes use the notation
limv→b f(v) = limi→∞ f(vi).
Definition 4 (subtree). Fix a tree T and vertex u ∈ T. A subset S ⊆ T, is called a subtree of T
rooted at u if the induced parent relation of T on S forms a rooted tree (according to Definition 3)
whose root is u.
Definition 5 (Net-tree). Let (X, d) be a metric space, and κ > 1. A κ-net-tree over X is a rooted
tree N (in the sense of Definition 3) with the root being r = rN. The net-tree N is amended with:
Labels for vertices: ∆ : N → (0,∞).
Point representative for vertices: x(·) : N → X.
Denote ♥(u) = {x(v) : v ∈ ♥̃(u)} the set of points represented by descendants of u.
The net-tree should satisfy the following conditions:
Vanishing labels: ∆(u) 6 ∆(ψ(u)) for every u ∈ N r {r}, and limv→b ∆(v) = 0, for every
b ∈ ∂̃(r).





Packing: For every u, v ∈ N, if u ∧ v /∈ {u, v} (i.e., no ancestor/descendant relation), then
Bod(x(u),∆(ψ(u))/κ) ∩ ♥(v) = ∅.
We call N a net-tree over X if it is κ-net-tree over X for some κ ∈ [1,∞).
For a vertex u ∈ N and δ ∈ (0,∆(u)], we further define the δ-descendants of u as
♥̃(u, δ) = ♥̃N(u, δ) = {v ∈ ♥̃(u) : ∆(v) 6 δ < ∆(ψ(v))}.




Proposition 6. Fix a net-tree N over (X, d). For every branch b ∈ ∂̃(r), limv→b x(v) exists.
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decreasing sequence of compact subsets with diameters that tend to 0. By the covering property,





singleton which is the limit of x(vn). 
The above proposition allows us to extend the notion of representative points to branches.
Definition 7 (Boundary). Let x(·) : ∂̃N(r) → X, defined by x(b) = limv→b x(v). The boundary of
a vertex v, ∂(v) = ∂N(v) = {x(b) : b ∈ ∂̃(v)}, is the set of points represented by the branches that
contain v. The image of the net-tree N is defined as the boundary of the root Im(N) = ∂N(rN). A
net-tree N over a metric space (X, d) is called surjective if Im(N) = X.
Proposition 8. Further properties of a net-tree N over a compact space (X, d):





(2) A subtree S ⊆ N is also a net-tree.
(3) For every u ∈ N, ∂(u) is compact. In particular, Im(N) is compact.
Proof. Fix b ∈ ∂̃(u). By the covering property for almost all v ∈ b, x(v) ∈ Bd(x(u),∆(u)), and
since this ball is closed, we conclude that it is also contains limv→b x(v).
A subtree is also a net-tree since the three required properties: vanishing labels, covering, and
packing, are closed for subtrees.
Next we prove that ∂(u) is compact. Assume ∂(u) is infinite (otherwise, it is trivially compact).
Fix an infinite A ⊆ ∂(u). We should prove that A has an accumulation point in ∂(u). To achieve
it, we construct an infinite non-increasing sequence of infinite subsets A = A1 ⊇ A2 ⊇ A3 ⊇ . . . and
an infinite sequence of vertices u = v1, v2, v3, . . . in N satisfting Ai ⊆ ∂(vi), and vi+1 ∈ ψ
−1(vi), The
construction is by induction. The base case v1 = u, A1 ⊆ ∂(u) holds by assumption. Assume we
have already defined A1, . . . , An and v1, . . . , vn to satisfy the above when i ∈ {1, . . . , n− 1}. Since
ψ−1(vn) is finite and




is infinite, there must be w ∈ ψ−1(vn) for which An ∩ ∂(w) is infinite. Define vn+1 = w and
An+1 = An ∩ ∂(vn+1). The sequence (vn)n is a suffix of a unique branch b ∈ ∂̃(u). For every n ∈ N
we have, by the covering property,
∅ 6= An ⊆ A ∩ ∂(vn) ⊆ B(x(vn),∆(vn)) ∋ x(b).
Hence, Bd(x(b), 2∆(vn)) ∩ A ⊇ An 6= ∅. Since ∆(vn) → 0, it means that x(b) ∈ ∂(u) is an
accumulation point of A. 
One problematic aspect of net-trees is that the mapping x(·) : ∂̃(r) → X is not injective. In
particular, it means that ∂(u) =
⋃
v∈ψ−1(u) ∂(v), but the union is not necessarily disjoint. We
remedy this by using partial boundaries.
Proposition 9. Let N be a κ-net-tree over a metric space (X, d). There exists a partial boundary
♦(u) = ♦N(u) ⊆ ∂(u) for every vertex u ∈ N with the following properties:
(1) ♦(r) = ∂(r) = Im(N).





(3) Every partial boundary ♦(u) is a Borel subset.
(4) Bod(x(u),∆(ψ(u))/κ) ∩ Im(N) ⊆ ♦(u).
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Proof. The construction of the partial boundary is done inductively on the net-tree from top to
bottom. First we define ♦(r) = ∂(r) = Im(N). Assume ♦(u) has been defined and is a Borel set.
Let ψ−1(u) = {v1, . . . , vm} be the children of u in some arbitrary order. Define




∂(v1) ∪ . . . ∪ ∂(vi−1)
))
.
Since ♦(u) is a Borel set, and so are ∂(v1), . . . , ∂(vi) (which are compact according to Proposition 8),
we conclude that ♦(vi) is also a Borel set. The equality (4) follows immediately.
Lastly, we prove item (4). Fix u ∈ N, and let
B =
{
v ∈ N : u ∧ v /∈ {u, v} and ∆(v) < ∆(u) 6 ∆(ψ(v))
}
.
We claim that ∂̃(r) = ∂̃(u) ∪
⋃
v∈B ∂̃(v). Indeed, let b ∈ ∂̃(r) be an arbitrary branch. If u ∈ b we
are done. Otherwise let v ∈ b be first vertex on b for which ∆(v) < ∆(u) (there must be such a
vertex because the labels along b vanish). By definition, v is not the root and ∆(ψ(v)) > ∆(u).
From the monotonicity of the labels, v is not a strict ancestor of u, but it is also not a descendant
of u (otherwise, u ∈ b). Hence u∧ v /∈ {u, v} and so v ∈ B. From that and an inductive application
of equality (4) we deduce that Im(N) = ♦(u) ∪
⋃












Therefore, Bod(x(u),∆(ψ(u))/κ) ∩ Im(N) ⊆ ♦(u). 
Equality (4) applied inductively, implies that the partial boundary of a vertex is a disjoint union
of the partial boundary of a δ-descendants. Formally, for u ∈ N and δ ∈ (0,∆(u)], ♦(u) =⊎
v∈∂̃(u,δ)♦(v).
Proposition 8 stated that the image of a net-tree is compact subset. The next proposition states
that the reverse is also true.
Proposition 10. Every compact metric space has a surjective 20-net-tree over it.
Proof. Fix a compact metric space (X, d). Since X is bounded, by rescaling we may assume without
loss of generality that diam(X) = 1. Let τ = 1/4.
Recall that δ-net of a metric space (X, d) is a subsetN ⊆ X such that d(x, y) > δ and d(x,N) < δ
for every pair of distinct points x, y ∈ N . Let (Nℓ)
∞
ℓ=0 be a sequence where Nℓ is ((1 − τ)τ
ℓ)-net
of X. For every ℓ ∈ {0, 1, 2, . . .}, and a ∈ Nℓ, we define a unique vertex vℓ,a. Define ℓ(vℓ,a) = ℓ,
and x(vℓ,a) = a. When ℓ > 0 the parent of a vertex vℓ,a is vℓ−1,c = ψ(vℓ,a), where c ∈ Nℓ−1 is the
closest point in Nℓ−1 to a (breaking ties arbitrarily).
Fix u, v ∈ N. If ψ(v) = u then by the construction above
d(x(v), x(u)) = min
h∈Nℓ(u)
d(x(v), h) 6 (1− τ)τℓ(u) = τℓ(u) − τℓ(v).
By induction and the triangle inequality, d(x(u), x(v)) 6 τℓ(u) − τℓ(v) when u ∈ ψ(∗)(v). Define
∆(u) = τℓ(u), and denote Bu = Bd(x(u),∆(u)). Using the triangle ineqaulity and the above bound
on the distance between representatives, we conclude that if u ∈ ψ(∗)(v) then Bv ⊆ Bu. This, in
particular, implies the covering property of N.
Next, we prove surjectivity — Im(N) = X. Fix x ∈ X, and for m > ℓ > 0 let
Nmℓ (x) =
{




Observe that for a fixed ℓ > 0, (Nmℓ (x))
∞
m=ℓ is a sequence of finite, non-increasing and non-empty
sets. Indeed, Nmℓ (x) ⊆ Nℓ which is finite. It is also non-empty: By construction Nm is (1− τ)τ
m-
net, and hence there exists a point a ∈ Nm for which d(x, a) 6 (1 − τ)τ




ℓ (x). We are left to prove N
m
ℓ (x) does not increase as m → ∞, i.e., that
Nm+1ℓ (x) ⊆ N
m
ℓ (x). Fix u ∈ N
m+1
ℓ (x). There exist vm+1,a ∈ N such that d(a, x) 6 τ
m+1, and
u = ψ(m+1−ℓ)(vm+1,a). Denote ψ(vm+1,a) = vm,c. So x ∈ Bvm+1,a , but as we observed above
Bvm+1,a ⊆ Bvm,c , and hence d(x, c) 6 τ





ℓ (x) 6= ∅. N
∞
ℓ (x) clearly satisfies the following two properties: For every
u ∈ N∞ℓ (x) there exists v ∈ N
∞
ℓ+1(x) such that u = ψ(v); and d(x, x(u)) 6 τ
ℓ. Hence we can
construct a branch b = (v0, v1, . . .) by choosing v0 = r ∈ N
∞
0 (x) = {r}, and vi+1 ∈ N
∞
i+1(x) a child
of vi. From the above, limi→∞ d(x(vi), x) = 0, and hence x(b) = x.
Lastly, we prove the packing property of N. Let u, v ∈ N such that u∧ v /∈ {u, v}, and let w ∈ N
such that x(w) ∈ Bd(x(u),∆(ψ(u))/20) = Bd(x(u), τ
ℓ(u)/5). Assume towards a contradiction that
w ∈ ♥(v). Assume first that ℓ(u) = ℓ(v) (recall that v 6= u). Clearly we can rule out w = v, since
this directly contradicts the net-tree construction. Let v′ ∈ ψ(∗)(w) ∩ ψ−1(v), be the child of v
which is also an ancestor of w. Then, by the assumption and the covering property,









By the net property and the triangle inequality







which contradicts the construction of N in which d(x(v′), x(v)) 6 d(x(v′), x(u)). This proves
Bd(x(u),∆(ψ(u))/20) ∩♥(v) = ∅ when ℓ(u) = ℓ(v) and u 6= v.
If ℓ(v) > ℓ(u), then let ṽ ∈ ψ(∗)(v) be an ancestor of v such that ℓ(ṽ) = ℓ(u). Since v∧u /∈ {u, v},
necessarily u 6= ṽ. So from the above, Bd(x(u),∆(ψ(u))/20) ∩ ∂(ṽ) = ∅. Combining it with
♥(v) ⊆ ♥(ṽ), we conclude that in this case too, Bd(x(u),∆(u)/5) ∩ ∂(v) = ∅.
If ℓ(v) < ℓ(u), then let ṽ ∈ ♥̃(u) be a descendant of v such that ℓ(ṽ) = ℓ(u). Since v∧u /∈ {u, v},






we conclude that in this case too, Bd(x(u),∆(u)/5) ∩♥(v) = ∅. 
For compact ultrametrics some net-trees have more structure:
Lemma 11. Fix a net-tree T with root r ∈ T (over arbitrary compact metric space (X, d)). The
space (U,ρ), where U = ∂̃(r) and ρ(a, b) = ∆(a ∧ b), is a compact ultrametric. Furthermore, T is
also surjective 1-net-tree over (U,ρ) and the mapping x(·) : (U,ρ) → (X, d) is 2-Lipschitz.
In the reverse direction, fix a compact ultrametric (U,ρ). There exists a surjective 1-net-tree T
over U for which ρ(x(a), x(b)) = ∆(a ∧ b), for every a, b ∈ ∂̃(r).
Furthemore, OT = {∂̃T(u) : u = r or ∆(u) < ∆(ψ(u))} is the set of open balls in (U,ρ) and the
set of closed balls which are not singleton.
Proof. We begin with the first statement. Observe that in a tree, for any three branches a, b, c ∈ ∂̃(r)
a ∧ b or b ∧ c (or both) must be a weak ancestor of a ∧ c, and from the monotonicity of the labels,
ρ(a, c) 6 ∆(a ∧ c) 6 max{∆(a ∧ b),∆(b ∧ c)} = max{ρ(a, b),ρ(b, c)}.
Hence ρ is an ultrametric. Observe that T is a surjective net-tree over (U,ρ), so by Proposition 8,
U is compact. The 2-Lipschitz property of x(·) follows from the covering property of T over X.
The second and third statements are proved in [MN13a, 2]. 
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3. Bartal’s Ramsey decomposition lemma
A key tool we use is Bartal’s Ramsey decomposition lemma [Bar21]. Since we will use it in
slightly more general form than the original, we rephrase and reprove it here. Fix a compact metric




The following properties of µ∆ are straightforward (for a proof of (6) se also [Men21]):
Proposition 12. Fix a metric space (X, d). Let 0 < δ 6 ∆, and A ⊆ C ⊆ X. Then µδ(A) 6
µ∆(C). If X is λ-doubling, and ∆ > diam(A), then
µ∆(A) 6 µ(A) 6 λ2µ∆(A). (6)
Lemma 13. Let (X, d) be a compact metric space, and let µ be a finite Borel measure on X. For
any compact subset ∅ 6= Z ⊆ X, 0 < ∆ < 2 diamd(Z) and integer t ∈ {2, 3, . . .}, there exist non-
empty disjoint and compact subsets P,Q ⊆ Z that, denoting Qc = ZrQ, satisfy: d(P,Q) > ∆/(8t),
diamd(Q














Proof. Assume ∞ > µ(Z) > 0 (otherwise, not much to prove). With the convention 0/0 = 0, let




With this choice, µ(B(x,∆/8) ∩ Z) > 0. For i ∈ {0, 1, . . . , t− 1}, let Hi = B(x, (1 + i/t)∆/8) ∩ Z,
and also define Ht = B
o(x,∆/4) ∩ Z. Clearly there exists i ∈ {1, . . . , t} for which






We then set Qc = Bod(x, (1 + i/t)∆/8) ∩ Z, Q
c = Hi, and Q = Z rQ
c. Observe that P and Q are
compact, µ(P ) > 0, and Hi ⊇ Q
c ⊇ P . By the triangle inequality, for every a ∈ P , and b ∈ Q,









Let u ∈ Qc = B(x, (1+ i/t)∆/8) the point that maximizes µ(B(u,∆/8)∩Qc). Since B(u,∆/8)∩
Qc ⊆ B(u,∆/8) ∩ Z, we have µ∆/2(Qc) 6 µ(B(u,∆/8) ∩ Z). Also, µ∆(Z) > µ(Bo(u,∆/4) ∩ Z).













Applying the last inequality on (9) we obtain (7). 
We use Lemma 13 via the following corollary, which is a stronger form of a similar corollary
from [Men21].
2The maximum here and below does exist. See [Men21, Remark 3] for a proof.
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Corollary 14. Let (X, d) be a compact metric space and let µ be a Borel probability measure on
X. For any closed subset Z ⊆ X, µ(Z) > 0, and integer t ∈ {2, 3, . . .}, there exist closed subsets
P,Q ⊆ Z such that µ(P ) > 0, d(P,Q) > ∆/(8t), diamd(Q

















where µ∆ is defined in (5), Qc = Z rQ, and with the convention 0/0 = 0.




















4. Proof of the ultrametric skeleton theorem
The result of iterative applications of Corollary 14 is a hierarchy described in the following
lemma. For A ⊆ X, denote by A the topological closure of A.
Lemma 15. Fix a compact λ-doubling metric space (X, d), a finite Borel measure µ on X, and
t ∈ {2, 3, 4, . . .}. Then, there exists a net-tree T with the root r ∈ T and Borel subsets Cu ⊆ X
Associated with every u ∈ T with the following properties.
(1) Cr = X.
(2) x(u) ∈ Cu for every u ∈ T.
(3) Cu ⊆ Cψ(u) for every u ∈ Tr {r}.
(4) ∆(u) = diamd(Cu), unless Cu is a singleton.
(5) If u, v ∈ T, u ∧ v /∈ {u, v}, then d(Cu, Cv) > ∆(u ∧ v)/(16t).
(6) For every branch b ∈ ∂̃(r),
⋂
v∈b Cv = {x(b)}.
(7) ♥(u) ⊆ Cu and ∂(u) ⊆ Cu, for every u ∈ T.
(8) Bd(x(u), c∆(ψ(u))/t) ⊆ Cu, for some universal c > 0, where u ∈ Tr {r}.
In particular, defining ρ(x(a), x(b)) = ∆(a ∧ b) for a, b ∈ ∂̃(r),
(9) ρ is an ultrametric on T satisfying d(x, y) 6 ρ(x, y) 6 16t · d(x, y), for every x, y ∈ Im(T).
Lastly, there exists a function ξ : T → [0,∞) satisfying:
(10) ξ is sub-additive on T, i.e., for every vertex u ∈ T, ξ(u) 6
∑
v∈ψ−1(u) ξ(v).
(11) For every u ∈ T,
µ1−1/t(Cu) 6 ξ(u) 6 λ
2/tµ1−1/t(Cu). (11)
Lemma 15 is similar to Lemma 9 from [Men21] with the crucial addition of item (8) — the
clusters contain balls with radius comparable to their diameter.
Proof of Lemma 15. Fix a surjective net-tree N over X with the the inheritance property and
the root rN (whose existence was established in Proposition 10). The rooted tree T, the clusters
associated with it, and their representative points are defined inductively from top to bottom.
Instead of defining x(u) and Cu directly for a vertex u ∈ T, we will define “tilde versions”, C̃u ⊆ N
and x̃(u) ∈ C̃u using vertices of the net-tree N. We will maintain by induction that C̃u is finite.
Using the tilde versions, we define x(u) = xN(x̃(u)), and Cu =
⋃
x∈C̃u
♦N(x). If Cu contains more
than one point, define ∆(u) = diamd(Cu) (which satisfies item (4)). If Cu is a singleton, then so is
C̃u = {x}. In this case define ∆(u) = min{∆N(x),∆(ψ(u))/2}
The cluster associated with the root of T, r ∈ T, is C̃r = {rN}, and its representative is x̃(r) = rN,
which satisfies item (1).
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Assume next that the vertex u ∈ T, the associated cluster C̃u, and its representative x̃(u) were






Since (by the inductive hypothesis) C̃u is finite and so are the su-descendants ∂̃N(y, su), Z̃u is also
finite.
Informally speaking, both Z̃u, and C̃u represent the cluster Cu ⊆ X. They both represents Cu
as a disjount union of partial boundaries of N’s vertices, but at different scales. The scale of the
vertices in C̃u is sψ(u), while the scale of the vertices in Z̃u is su.
If Cu is a singleton, then so is Z̃u = {ṽ}. We simply define a new vertex v ∈ T whose parent is
u = ψ(v), and define C̃v = {ṽ}, x̃(v) = ṽ, and ∆(v) = min{∆N(ṽ),∆(u)/2}.
Next we assume that |Cu| > 1. Observe that necessarily |Z̃u| > 1 because, by the covering
property, for every vertex x ∈ Z̃u, diamd(♦N(x)) 6 ∆(v)/(64t) < diamd(Cv). Let d̃u be a metric
on Z̃u defined as d̃u(x, y) = d(xN(x), xN(y)). Since (Z̃u, d̃) is a metric induced on a subset of X
it is also λ-doubling. We also define a (discrete) measure µ̃u on Z̃u as µ̃u(x) = µ(♦N(x)). Since
the partial boundaries unrelated vertices in N are disjoint, we have for any non-root vertex u ∈ T,
µ(Cu) = µ̃ψ(u)(C̃u) = µ̃u(Z̃u).
Apply Corollary 14 on (Z̃u, d̃u, µ̃u) with ∆ = ∆(u) + 12su, and let P̃ , Q̃ ⊆ Z̃u the resulting
subsets. Define new vertices v and w as the children of u in T (v is the “left child”, and w is the
“right child”). Define C̃v = P̃ and C̃w = Q̃. This, in particular, satisfies item (3). Define x̃(v) ∈ P̃ ,
x̃(w) ∈ Q̃ arbitrary net-tree vertices in P̃ and Q̃, respectively. We have thus finished describing the
inductive construction of T. We are left to check that T is indeed a net-tree-over X and prove the
rest of the properties of T.
Item (5): Fix a pair of vertices v,w ∈ T for which v ∧w /∈ {v,w}. Denote u = v ∧w, and let v′,
w′ be the children of u which are ancestors of v, w (respectively). By Corollary 14,
d̃(C̃v′ , C̃w′) > diamd̃(C̃u)/8t.
By the covering property of the net-tree N,
∆(u) = diamd(Cu) 6 diamd̃(C̃u) + 2su 6 diamd̃(C̃u) + ∆(u)/(32t).
Similarly, by the covering property and the triangle inequality
d(Cv′ , Cw′) > d̃(C̃v′ , C̃w′)− 2su > d̃(C̃v′ , C̃w′)−∆(u)/(32t)
Concatenating the last three inequalities above,
d(Cv, Cw) > d(Cv′ , Cw′) > ∆(u)/(16t),
which proves item (5).
Item (6): Fix a branch b = (r = v0, v1, v2, . . .) ∈ ∂̃T(r). Cvi is compact and Cvi+1 ⊆ Cvi .
Obviously ∆(vi) = diam(Cvi) = diam(Cvi). We claim that ∆(vi) ց 0. Indeed, ∆(vi) is non-
increasing. Suppose towards a contradiction that there exists ε > 0 such that ∆(vi) > ε, for every
i ∈ N. If there exists vi which has only one child then by the construction above, Cvi is a singleton,
and for all its descendants have only one child and by the definition of ∆(·), ∆(vj+1) 6 ∆(vj)/2
for j > i. Hence ∆(vj) → 0. So assume now that every vertex vi has two children. Let ui be the
“other child” of vi, i.e., the child of vi such that ui 6= vi+1. Observe that for i < j, ui ∧ uj = vi.
Therefore, for every i 6= j,
d(Cui , Cuj ) > ∆(vmin{i,j})/(16t) > ε/(16t),
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which contradicts the compactness of X. Hence, limi→∞ diamd(Cvi) = limi→∞∆(vi) = 0. By
Cantor’s intersection theorem,
⋂
v∈b Cv is a singleton, so define x(b) ∈
⋂
v∈b Cv the unique element.
Item (7): The first assertion, ♥(u) ⊆ Cu, is an immediate property of the inductive construction
of T. The second assertion, ∂(u) ⊆ Cu, is an immediate corollary of Item (6).
Item (9): Fix a, b ∈ ∂̃T(r). Since x(a), x(b) ∈ Ca∧b, we have d(x(a), x(b)) 6 diamd(Ca∧a) =
ρ(x(a), x(b)). On the other hand, denote v ∈ a ∩ ψ−1(a ∧ b) w ∈ b ∩ ψ−1(a ∧ b). Since x(a) ∈ Cv
while x(b) ∈ Cw
d(x(a), x(b)) > d(Cv, Cw) = d(Cv, Cw) > ∆(a ∧ b)/(16t) = ρ(x(a), x(b))/(16t).
Observe that this in particular implies that T is a (16t)-net-tree over X.
Item (8): Assume u 6= rT, By construction, Cu ⊇ ♦N(x̃(u)), where (again by the construction)
x̃(u) ∈ C̃u ⊆ Z̃ψ(u) ⊆ ♥̃N(rN, sψ(u))). This means that ∆N(ψN(x̃(u))) > ∆(ψ(u))/(256t). Therefore,
by the packing property of the net-tree N, we have
















To prove the sub-additivity, let v be the “left” child of u (i.e., the one associated with P in
Corollary 14), and w its “right” child (i.e., the one associated with Q). By inequality (10) of





































Proof of Claim 16. We begin the inequality on the left. By Corollary 14,




4t)(∆(u) + 12su) + 2su
6 ∆(u)/2 + 6su −∆(u)/(4t) + 2su 6 ∆(u)/2− 8su. (14)
By construction sv 6 su, and their ratio is a multiple of 4. So either sv = su or sv 6 su/4.
Assume first that su = sv. In this case, by definition, Z̃v = C̃v, and so
µ∗v(Z̃v) = µ̃
∆(v)+12sv




6 µ̃∆(u)/2−8su+12suu (C̃v) 6 µ̃
∆(u)/2+6su
u (C̃v).












By the construction of Z̃v, there exists x
′ ∈ C̃v ∩ ψ
(∗)
N
(x). By the covering property of x′,
d(xN(x), xN(x
′)) 6 ∆N(x
′) 6 su. Similarly, there exists unique y
′ ∈ C̃v ∩ ψ
(∗)
N
(y) and it satis-
fies d(xN(y), xN(y
′)) 6 su. So y
′ ∈ Bd̃u(x
′, (∆(u)/2 − 3su)/4 + 2su). This implies
µ̃v
(









which implies µ∗v(Z̃v) 6 µ̃
∆(u)/2+6su
u (C̃v).
We move to prove the right inequality of (13). Similar to the argument above, either sw = su or
sw 6 su/4. Assume first that su = sw. In this case, by definition, Z̃w = C̃w, and so
µ∗w(Z̃w) = µ̃
∆(w)+12sw
w (Z̃w) = µ̃
∆(w)+12su
u (C̃w) 6 µ̃
∆(u)+12su
u (C̃w).








By an argument similar to the above, there exist x′ ∈ C̃w ∩ ψ
(∗)
N





′)) 6 su, and d(xN(y), xN(y
′)) 6 su. So y
′ ∈ Bd̃u(x, (∆(u) + 3su)/4 + 2su). This
implies
µ̃w(Bd̃w(x, (∆(w) + 12sv)/4) ∩ Z̃w) 6 µ̃u(Bd̃u(x
′, (∆(u) + 11su)/4) ∩ C̃w),
which implies µ∗w(Z̃w) 6 µ̃
∆(u)+12su
u (C̃w). This finishes the proof of Claim 16.









= ξ(v) + ξ(w).
This proves item (10).





u(Z̃u) 6 µ̃u(Z̃u) = µ(Cu).
Thus, Inequality (11) follows. 
One of the outputs of Lemma 15 is ξ, which is essentially a sub-additive premeasure on the
skeleton T controlled by µ from above as well as from below. The next lemma “trims” T and
“depress” ξ to make it additive.
Lemma 17. Fix δ ∈ (0, 1], a rooted tree T with the root r ∈ T, and ξ : T → [0,∞). Assume that
ξ is sub-additive, i.e., ξ(u) 6
∑
ψ−1(u) ξ(v), for every u ∈ T. Further, assume that for any vertex
v ∈ T and an ancestor u ∈ ψ(∗)(v), ξ(u) > δξ(v). Then there exists a subtree S ⊆ T with the same
root r, and additive σ : S → [0,∞) for which σ(r) = ξ(r), and σ approximates ξ on S. I.e., for
every u ∈ S,







Proof. We use a top-down argument on T to decide which vertices to keep in S, and how to change
ξ. Formally, the proof is by induction on the depth of the vertices in T.
During the inductive process we maintain for each vertex of T a status in S as one of the following:
“pending”, “retained” (in S), and “deleted” (from S). The function σ is constructed during the
process, and at each point during the process, σ is defined on the retained vertices and their non-
deleted children. In the process we maintain the invariants that the set of vertices which are either
“retained” or “pending” forms a subtree rooted at rT, and the subset of vertices which are retained
forms a (graph theoretic) connected component containing the root rT. Furthermore, if a retained
vertex, u ∈ S, has one or more non-deleted sibling or u = r, then ξ(u) > σ(u) > ξ(u)/2. Otherwise
(u 6= r and |ψ−1(ψ(u)) ∩ S| = 1), ξ(u) > σ(u) > δξ(u)/2.
We begin with all vertices of T in a “pending” status. σ is defined only on the root, σ(r) = ξ(r).
In the inductive step, let u ∈ T be a vertex in “pending” status with minimal depth among the
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pending vertices. The vertex u is either r (if it is the first step of the inductive process), or its
parent is already “retained”. Either way, by the inductive invariant, σ(u) is already set. The status
of u is changed to “retained”.
Let L ⊆ ψ−1(u) be a minimal subset (with respect to containment) of the children of u such that
σ(u) 6
∑
L ξ(v) (such a subset exists from the sub-additivity of ξ, and the inductive assumption
σ(u) 6 ξ(u)). We label all the vertices in ψ−1(u)rL and their descendants as “deleted” (i.e., they
will not be part of S).





















From the definition above, σ(u) =
∑
L σ(v).
If L = {v} (a singleton), we set σ(v) = σ(u). The additivity condition is trivially true. Let
w ∈ ψ(∗)(u) be the lowest ancestor of u which is either r or having at least two non-deleted children.
Let {y} = ψ(∗)(u) ∩ ψ−1(w) be a (weak) ancestor of u which is a child of w. From the inductive
hypothesis about the additivity of σ, σ(v) = σ(u) = σ(y). Also from the inductive hypothesis,
σ(y) > ξ(y)/2; and from the hypotehsis of the lemma, ξ(y) > δξ(v). Hence, σ(v) > δξ(v)/2.
Since every vertex of T is of finite depth and the set of vertices at the same or smaller depth is
also finite, this process classifies all the vertices of T as either “deleted” or “retained”. From the
inductive invariant, the retained vertices forms a subtree S, and σ is defined on S and satisfies the
assertions of the lemma. 
Proof of Theorem 2. An application of Lemma 15 on X results in a net-tree T, clusters {Cu}u∈T,
and sub-additive ξ : T → [0,∞) satisfying (11). Observe that if u, v ∈ T, u ∈ ψ(∗)(v) then
ξ(u)
(11)




Thus, T and ξ satisfy the conditions of Lemma 17 with δ = λ−2/t. Application of Lemma 17 on T
results in a subtree S, and additive σ : S → [0,∞) that satisfies
λ−2/tµ1−1/t(Cu)/2 6 λ
−2/tξ(u)/2 6 σ(u) 6 ξ(u) 6 λ2/tµ1−1/t(Cu), (16)
for every u ∈ S.
Define S = Im(S) ⊆ Im(T). The induced ultrametric on S is the restriction of ρ to S. It follows
from Lemma 11 that {∂S(v)}v∈S is a (measure theoretic) semi-ring consisting of all the open balls
in (S,ρ|S). Thus, ν(∂S(v)) = σ(v) is a pre-measure on that semi-ring. By Carathéodory extension
theorem, ν can be extended to a measure on the σ-algebra generated by {∂S(u)}u∈S, which are the
Borel sets of (S,ρ|S). Since the metrics d|S and ρ|S are topologically equivalent, and S is a Borel
(closed) set of (X, d), ν can be extended to Borel measure on X by simply define ν(A) = ν(A∩ S)
on every Borel A ⊆ X.
We next prove (2). Fix x ∈ X and diam(X) > r > 0. If Bd(x, r) ∩ S = ∅, then ν(Bd(x, r)) = 0
and there is nothing to prove. Otherwise, let y ∈ Bd(x, r) ∩ S, so
Bd(x, r) ∩ S ⊆ Bd(y, 2r) ∩ S ⊆ Bρ|S (y, 32tr).
Since Bρ|S(y, 32tr) is a closed (S,ρ|S) ball, there exists some v ∈ S such that Bρ|S (y, 32tr) = ∂S(v).
In particular diamd(Cv) = ∆(v) 6 32tr. Observe that
Bρ|S (y, 32tr) = ∂S(v) ⊆ Cv ⊆ Bd(y, 32tr) ⊆ Bd(x, (32t + 1)r).
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Hence
ν(Bd(x, r)) 6 ν(∂S(v)) = σ(v)
(16)
6 λ2/tµ(Cv)
1−1/t 6 λ2/tµ(Bd(x, (32t + 1)r))
1−1/t.
We are left to prove (3). Let y ∈ S and r ∈ [0,∞),
Bd(y, r) ∩ S ⊇ Bρ|S(y, r),
By Lemma 11 the exists some v ∈ S such that ∂S(v) = Bρ|S(y, r). Let v ∈ S be such a vertex with
the smallest depth in S. In particular ∆(v) 6 r which implies that Cv ⊆ Bd(y, r). Furthermore,
either:
• The vertex v is the root. In which case Bd(x(v), r/t) ⊆ X = Cv.
• There exists z ∈ ∂S(ψ(v)) r Bρ|S(y, r). In this case, z, y ∈ ∂S(ψ(v)), and ρ(z, y) >
r, and so ∆(ψ(v)) > r. From item (8) of Lemma 15, we also have Bd(x(v), cr/t) ⊆
Bd(x(v), c∆(ψ(v))/t) ⊆ Cv for some universal constant c > 0.
We conclude:
ν(Bd(y, r)) > ν(∂S(v)) = σ(v)
(16)
> (λ−2/t/2) · µ(Cv)
1−1/t
> (λ−2/t/2) · µ(Bd(x(v), cr/t))
1−1/t . 
5. Proof of the Dvoretzky-type theorem
Using Theorem 2 we prove the following Dvoretzky-type result for Ahlfors regular spaces.
Lemma 18. For every t ∈ {2, 3, . . .}, α > 0, and compact Ahlfors α-regular space (X, d), there
exists a compact ((1− 1/t)α)-regular subset Y ⊆ X whose ultrametric distortion is at most O(t).
Proof. Let µ be the measure satisfying (1) for X. By Theorem 2, there exists a compact subset
Y ⊆ X which embeds with distortion O(t) in an ultrametric and a measure ν supported on Y such
that for any x ∈ X r ∈ (0,diamd(X)), there exists x
′ ∈ X satisfying
ν(Bd(x, r)) 6 λ
2/t(µ(Bd(x,C1tr)))
1−1/t 6 λ2/tC(C1tr)
(1−1/t)α = Aλ,t · r
1−1/t,





1−1/t = aλ,t · r
1−1/t.
Since ν is supported on Y , it means that Y is ((1− 1/t)α)-regular. 
The lemma above extracts an Ahlfors regular subset with Hausdorff dimension as close as we
wish to α, but not at any dimension β < α. To obtain an Ahlfors β-regular subset of arbitrary
β < α, we use the following lemma from [AMS19]. Here we give a quick and self-contained proof
based on Lemma 17.
Lemma 19 ([AMS19, Theorem 1.4]). Let (U,ρ) be a compact Ahlfors α-regular ultrametric, and
β ∈ (0,α]. Then there exists a β-regular subset S ⊆ U .
Proof. Assume β < α (when β = α there is nothing to prove). Let T be a net-tree representing
U according to Lemma 11. Denote ξ : T → [0,∞), ξ(v) = µ(∂T(v)). Since µ is a measure, ξ is
additive and monotone. I.e., ξ(u) =
∑
ψ−1(u) ξ(v), and ξ(v) 6 ξ(ψ(v)). Since ξ is additive, and
β/α ∈ (0, 1], ξβ/α is sub-additive, and since ξ is monotone, so is ξβ/α. Applying Lemma 19 on
T with ξβ/α (and δ = 1), there exists a subtree S of T, and σ : S → [0,∞) that is additive and
ξ(v)β/α > σ(v) > ξ(v)β/α/2, for any v ∈ S. Define S = Im(S) ⊆ U .
It follows from Lemma 11 that {∂S(v)}v∈S is a (measure theoretic) semi-ring consisting of all the
open balls in (S,ρ|S). Thus, ν(∂S(v)) = σ(v) is a pre-measure on that semi-ring. By Carathéodory
extension theorem, ν can be extended to a measure on the σ-algebra generated by {∂S(u)}u∈S,
which are the Borel sets of (S,ρ|S).
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Fix a closed ball Bρ|S (x, r) ⊆ S, where x ∈ S, r ∈ (0,diamρ(S)). By Lemma 11, there exists
v ∈ S such that ∂S(v) = Bρ|S (x, r). Therefore,
ν(Bρ|S (x, r)) 6 ξ(v)
β/α = µ(∂T(v))
β/α = µ(Bρ(x, r))
β/α
6 Cβ/α · rβ,
and
ν(Bρ|S (x, r)) > 0.5 · ξ(v)
β/α = 0.5 · µ(∂T(v))
β/α = 0.5 · µ(Bρ(x, r))
β/α
> 0.5cβ/α · rβ.
We conclude that S is β-regular. 
Proof of Theorem 1. Fix a bounded Ahlfors α-regular space (X, d). X must be compact, see [DS97,
Corollary 5.2]. Fix β ∈ (0,α). Let t = ⌈ α
α−β⌉ ∈ {2, 3, . . .}. Observe that (1 − 1/t)α > β and
t 6 2 α
α−β . By Lemma 18 there exists an Ahlfors ((1 − 1/t)α)-regular compact subset Z ⊆ X such
that (Z, d) embeds in an ultrametric (Z,ρ) with distortion O(t) = O(α/(α−β)). Alhfors regularity
is invariant for biLipschitz isomorphisims, and therefore (Z,ρ) is also ((1 − 1/t)α)-regular. By
Lemma 19 there exists a compact subset Y ⊆ Z such that (Y,ρ|Y ) is β-regular. Since is (Y, d|Y ) is
biLipschitz isomorphic to (Y,ρ|Y ) (with distortion O(α/(α− β))), it is also β-regular. 
6. Remarks
The basic approach used here for proving Theorem 2 is similar to the one employed in [Men21].
The two amendments we added in order to obtain a lower bound (3) on ν are as follows:
• We made sure that the clusters created in the hierarchical decomposition (called “Cu” in
the proof of Lemma 15) contains balls of the underlying spaces. We achieved it by applying
Corollary 14 not directly on the space X, but on a hierarchy of the net-tree that ensured
that each point of the net carries with it a porpotional ball.
• Lemma 15 produced a sub-additive “premeasure” ξ, while for constructing a measure we
need an additive premeasure. This issue was addressed in [MN13a, Men21] by artificially
depressing ξ. The resulting measure ν can not be bounded from below by µ1−1/t. Here we
used a different tactic in Lemma 17: The bulk of the slack in the sub-additivity is eliminated
by trimming the net-tree of the ultrametric. The depression of ξ is done only sparingly for
the purpose of fine-tuning the additivity condition.
Both steps do not seem to be particularly tied to the construction from [Men21], and might
as well work with the more general construction from [MN13b, MN13a]. That is, an appropriate
variant of Theorem 2 may also hold without the doubling assumption. We did not pursue this
direction further here.
Observe that Theorem 2 is phrased for general finite Borel measures, while its application to the
proof of Theorem 1 only uses regular measures, which are, in particular, doubling. For doubling
measures one could replace the use of the auxilary net-tree N in the proof of Lemma 15 with
Christ’s dyadic-decomposition (see [Chr90, Theorem 11] or [ARSW14, Theorem A]) to simplify the
exposition of the proof of Theorem 1.
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