Abstract. We study sampling of Fourier Integral Operators A at rates sh with s fixed and h a small parameter. We show that the Nyquist sampling limit of Af and f are related by the canonical relation of A using semiclassical analysis. We apply this analysis to the Radon transform in the parallel and the fan-beam coordinates. We explain and illustrate the optimal sampling rates for Af , the aliasing artifacts, and the effect of averaging (blurring) the data Af . We prove a Weyl type of estimate on the minimal number of sampling points to recover f stably in terms of the volume of its semiclassical wave front set.
Introduction
The classical Nyquist-Shannon sampling theorem says that a function f ∈ L 2 (R n ) with a Fourier
Transformf supported in the box [−B, B] n can be uniquely and stably recovered from its samples f (sk), k ∈ Z n as long as 0 < s ≤ π/B. More precisely, we have where · is the L 2 norm, see, e.g., [14] or [8] . If s < π/B (strictly) then we have oversampling and one can replace the sinc function in (1) by a faster decaying one, see Theorem 3.1 below. For practical purposes, there are two major inconveniences: we need infinitely many samples and f has to be real analytic, and in particular, it cannot be compactly supported unless it is zero. The stability (2) allows us to resolve those difficulties by using approximate recovery for approximately band limited functions. Let us say that f is "essentially supported" in some box [−R, R] n in the sense that f = f 0 + f 1 with f 1 ≤ ε 1 1 and f 0 being "essentially B-band limited" in the sense that the L 2 norm off outside that frequency box is bounded by some 0 < ε 2 1. Then (1) recovers f 0 up to an error small with ε 2 , see [14] , by sampling f 0 (not f ). The effect of replacing f by f 0 can be estimated in terms of ε 1 as well.
There are generalizations of the sampling theorem to non-rectangular but still periodic grids, see, e.g., [16] or to some non-uniform ones, see, e.g., [13] but the latter theory is not as complete when n ≥ 2. The version presented above is equivalent to viewing R n as a product of n copies of R. In particular, it is invariant under translations and dilations and has a natural extension to actions of linear transformations. On the other hand, the conditions are sharp both for uniqueness and for stability. If the sampling rate (Nyquist) condition is violated, there is non-uniqueness and if we still use (1), we get aliasing. There are also versions for f belonging to spaces different than L 2 . The proof of the sampling theorem is equivalent to thinking about f as the inverse Fourier transform off , the latter compactly supported. Therefore the samples f (sk) are essentially the Fourier coefficients off extended as a 2π/s periodic function in each variable (which also explains the Nyquist limit condition), see Theorem 2.2.
The purpose of this work is to study the effect of sampling the data at a certain rate for a class of linear inverse problems. This class consists of problems of inverting a Fourier Integral Operator (FIO): find f if (3) Af = m with m given (so far, noiseless) and A is an FIO of a certain class. There are many examples: inversion of the Euclidean X-ray and the Radon transforms, for which the sampling problem is well studied, see, e.g., the references in [14, Ch. III]; inversion of the geodesic X-ray transform and more general Radon transforms; thermo and photo-acoustic tomography with a possibly variable speed, etc. A large class of integral geometry operators are in fact FIOs, as first noticed by Guillemin [9, 10] . The solving operators of hyperbolic problems are also FIOs in general. On the other hand, many non-linear inverse problems have a linearization of this kind, like the boundary rigidity problem or various problems of recovery coefficients in a hyperbolic equation from boundary measurements. We study the following types of questions.
(i) Sampling Af : Given an essential frequency bound of f (the lowest possible "detail"), how fine should we sample the data Af for an accurate enough recovery? This question, posed that way, includes the problem of inverting A in the first place, in addition to worrying about sampling. The answer is specific to A which could be associated to a canonical graph or not, elliptic or not, injective or not. Then a reformulation of the first question is -if f is approximately band limited, is also Af approximately band limited, with what limit, and then what sampling rate will recover reliably Af ? The problem of recovery of f after that depends on the specific A.
(ii) Resolution limit on f given the sampling rate of Af . Suppose we have fixed the sampling rate of Af (not necessarily uniformly sampled). In applications, we may not be able to sample too densely. What limit does this pose on the smallest detail of f we can recover? The answer may depend on the location and on the direction of those details.
(iii) Aliasing. Above, if f has detail smaller than that limit, there will be aliasing. How will the aliasing artifacts look like? Aliasing is well understood in classical sampling theory but the question here is what kind of artifacts an aliased Af would create in the reconstructed f .
(iv) Averaged measurements/anti-aliasing. Assume we cannot sample Af densely enough or assume that f is not even approximately band limited. Then the data would be undersampled. The next practical question is -can we blur the data before we sample to avoid aliasing and then view this as an essentially properly sampled problem but for a blurred version of f ? This is a standard technique in imaging and in signal processing but here we want to relate to reconstruction of f to the blurring of the data Af . In X-ray tomography, for example, this would mean replacing the X-ray with thin cylindrical packets of rays and/or using detectors which could average over small neighborhoods and possibly overlap. One could also vibrate the sample during the scan. In thermo and photoacoustic tomography, one can take detectors which average over some small areas. The physical detectors actually do exactly that in order to collect good signal which brings us to another point of view -physical measurements are actually already averaged and we want to understand what this does to the reconstructed f .
To answer the sampling question (i), one may try to estimate the essential support (the "band") of Af given that off and then apply some of the known sampling theorems. This is a possible approach for each particular problem but will also require the coefficients of A, roughly speaking, to be also band limited, and the band limit of Af would depend of that of f and on A. The operators of interest have singular Schwartz kernels however. Also, it may not be easy to get sharp constants. One might prove that if f is approximately B band limited, then Af is, say, CB approximately band limited. The success of this approach would depend heavily on having a sharp constant C. Proving that there exists some C > 0 even with some rough estimate on it would not be helpful because the required sample step s would have to be scaled as s/C. In some symmetric cases, such direct approach can and has been done, for example for the Euclidean X-ray/Radon transform, see the references in Section 6. Our main interests however is in inverse problems without symmetries (coming from differential equations with variable coefficients, for example). Note that one may try to use interpolation by various functions, like splines, for example but the same problem exists there since the bounds of the error depend on a priori bounds of some higher order derivatives, and the constants in those estimates matter.
To overcome this difficulty, we look at the problem as an asymptotic one. We think of the highest frequency of f (in some approximate sense) as a large parameter and we are interested in the optimal sampling rate for Af when that upper bound gets higher and higher; which would force the sampling step s > 0 to get smaller and smaller. To model that, we rescale the dual variable ξ to ξ/h, where 0 < h 1 is a small parameter; which would rescale the sampling rate to sh. Then we assume that |ξ| is bounded by some constant B which we call a semiclassical band limit of f . We think of f as a family, depending on h. The natural machinery for this is the semi-classical calculus. The frequency content of f locally is described by its semi-classical wave front set WF h (f ): if the latter consists (essentially) of (x, ξ) with |ξ| ≤ B (then we say that f is semiclassically B-band limited), thenf is essentially supported in B/h. In classical terms, this means |f (ξ)| = O(h ∞ ) for |ξ| ≥ B/h, i.e.,f is essentially supported in |ξ| ≤ B/h as h 1. One can think of B/h as the upper bound of |ξ| for ξ ∈ suppf (up to a small error). One can also handle O(h) errors instead of O(h ∞ ) by replacing WF h with is semiclassical Sobolev version. If A is a semiclassical FIO (h-FIO), then WF h (f ) is mapped to WF h (Af ) by the canonical relation of A. This is also true, away from the zero frequencies, if A is a classical FIO. That property is sharp when A is elliptic (which happens for most stable problems). Therefore, we can estimate sharply WF h (Af ) and apply an appropriate sampling theorem. The canonical relation is typically described by some properties of the geometry of the problem, as we will demonstrate on some examples.
Knowing WF h (Af ) for all f semiclassically B-band limited f determines the sampling rate for Af . Indeed, let Σ h (Af ) be the semiclassical frequency set of Af defined as the projection of WF h (Af ) onto the dual variable. Then an upper bound of the size, or even the shape of Σ h (f ) determines a sharp sampling rate for Af , see Theorem 3.2. Since WF h (Af ) is 2n-dimensional and Σ h (Af ) is n-dimensional, the latter discards useful information about the x-localization of WF h (Af ). Our analysis allows to formulate results about non-uniform but still a union of locally uniform sampling lattices allowing us to use coarser sampling where the frequencies cannot reach their global maximum. We demonstrate how this works for the Radon transform. Note that this non-uniform sampling is not a consequence of a priori assumptions on the localization of WF h (f ) (although, if we have such assumptions, we can do further reductions) -it depends on the intrinsic geometry of the problem i.e., on the Lagrangian of A.
To answer (ii), assuming that we sample Af at a rate requiring, say Σ h (Af ) to be supported in {η; |η j | ≤ B, ∀j}, we need to map this box back by the inverse of the canonical relation of A.
The aliasing question (iii) admits a neat characterization. Aliasing is well understood in principle as frequencies ξ shifting (or "folding") in the Fourier domain. This can be regarded as a h-FIO, call it S, in our setting. If A is associated with a local canonical diffeomorphism, then inverting A with aliased measurements results in A −1 SA, which is an h-FIO with a canonical relation a composition of the three. While classical aliasing shifts frequencies but preserves the space localization (see, e.g., Figure 1 ); we get a new effect here: the "inversion" A −1 SA does not preserve the space localization and can shift parts of the image, see Figure 5 .
The averaged measurements/anti-aliasing problem (iv) can be resolved as follows. If the a priori estimate of the size of WF h (f ) is too high (or infinite) for our sampling rate, we can blur the data before sampling, i.e., apply an anti-aliasing filter, which is routinely done in signal and image processing. To do this, take some φ ∈ C ∞ decaying fast enough, set φ h = h −m φ(·/h) (here m is the dimension where we collect the measurements, and h −m is a normalization factor), and consider φ h * Af . That convolution can be seen to be a semiclassical ΨDO (a Fourier multiplier) with a semiclassical symbolφ. One can also use a more general semiclassical ΨDO. By Egorov's theorem, φ h * Af = AP h f + O(h ∞ )f , where P h is a zeroth order semiclassical ΨDO with a principal symbol obtained byφ pulled back by the canonical relation of A. The essential support of the full symbol is also supported where the principal one is. Therefore, if A is associated to a diffeomorphism at least (but not only), one can choose φ h so that P h plays the role of the low-pass filter needed for proper sampling if the rate of the latter on the image side is given. If the inverse problem is well posed in a certain way, we will recover P h f stably and the latter will be a semiclassical ΨDO applied to f cutting off higher frequencies which can be viewed as f regularized. We can even choose P h as desired, and then compute φ which is general may change from one sample to another. This brings us to the more general question of sampling Q h Af , where Q h is an h-ΨDO limiting the frequency content, instead of being just a convolution. The analysis is then similar.
Finally, we prove in Section 5 an asymptotic lower bound on the number of non-uniform sampling points needed to sample stably f with WF h (f ) in a given compact subset K of T * R n . It is of Weyl type and equal to (2πh) −n Vol(K int ). This generalizes a theorem by Landau [13] to our setting where the sampling is classical and the number of the sampling points in any Ω is estimated by below by (2π) −n Vol(Ω × B), if suppf ⊂ B.
We want to mention that numerical computations of FIOs by discretization is an important problem by itself, see, e.g., [4, 1, 5 , 3] which we do not study here. The emphasis of this paper however is different: how the sampling rate and/or the local averaging of the FIO affect the amount of microlocal data we collect and in turn how they could limit or not its microlocal inversion.
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2. Action of ΨDOs and FIOs on the semiclassical wave front set 2.1. Wave Front sets. Our main reference for the semiclassical calculus is [20] , see also [7] . For the sake of simplicity, we work in R n but those notions are extendable to manifolds. Recall that the semiclassical Fourier transform F h f of a function depending also on h is given by
This is just a rescaled Fourier transform F h f (ξ) =f (ξ/h). Its inverse is (2πh) −n F * h . We recall the definition of the semiclassical wave front set of a tempered h-depended distribution first. In this definition, h > 0 can be arbitrary but in semiclassical analysis, h ∈ (0, h 0 ) is a "small" parameter and we are interested in the behavior of functions and operators as h gets smaller and smaller. Those functions are h-dependent and we use the notation f h or f h (x) or just f . We follow [20] with the choice of the Sobolev spaces to be the semiclassical ones defined by the norm
Then an h-dependent family f h ∈ S is said to be h-tempered (or just tempered) if f h H s h = O(h −N ) for some s and N . All functions in this paper are assumed tempered even if we do not say so. The semiclassical wave front set of a tempered family f h is the complement of those (x 0 , ξ 0 ) ∈ R 2n for which there exists a C ∞ 0 function φ so that φ(x 0 ) = 0 so that (4)
in L ∞ (or in any other "reasonable" space, which does not change the notion). The semiclassical wave front set naturally lies in T * R n but it is not conical as in the classical case. Note that the zero section can be in WF h (f ).
There is no direct relationship between the semiclassical wave front WF h and the classical one WF (when h is fixed in the latter case), see also [20] . For example, for f ∈ S independent of h, WF h (f ) = supp f × {0} while WF(f ) is empty. On the other hand, if g is singular and compactly supported, then for f (x) = g(x − 1/h) we have WF h (f ) = ∅ while WF(f ) is non-empty for every h, see [20] . Sjöstrand proposed adding the classical wave front set to WF h by considering the latter in T * R n ∪ S * R n , where the second space (the unit cosphere bundle) represents T * R n as a conic set, i.e., each (x, ξ) with ξ unit is identified with the ray (x, sξ), s > 0. Their points are viewed as "infinite" ones describing the behavior as |ξ| → ∞ along different directions. An infinite point (x 0 , ξ 0 ) does not belong to the so extended WF h (f ) if we have
with φ as above. Our interest is in functions which are localized in the spatial variable and do not have infinite singularities. In [20] , it is said that a tempered f h is localized in phase space, if there
see the definition of h-ΨDOs below. Such functions do not have infinite singularities and are smooth. We work with functions localized in phase space and those are the functions which can be sampled properly anyway. In practical applications, this assumption is satisfied by the natural resolution limit of the data we collect, for example the diffraction limit.
Other examples of semiclassical wave front sets are the following. If
(to normalize for unit L 2 norm, we need to multiply by (πh) −n/4 ) satisfies WF h (f ) = {(x 0 , ξ 0 )}. Its real or imaginary part have wave front sets at (x 0 , ξ 0 ) and (x 0 , −ξ 0 ). We will use such states in our numerical examples. It is convenient to introduce the notation Σ h (f ) for the semiclassical frequency set of f .
Definition 2.1. For each tempered f h localized in phase space, set
In other words, Σ p is the projection of WF h (f ) to the second variable, i.e.,
where π 2 (x, ξ) = ξ. If WF h (f ) (which is always closed) is bounded and therefore compact, then
, if (i) supp f h is contained in an h-independent compact set, (ii) f is tempered, and (iii) there exists a compact set B ⊂ R n , so that for every open U ⊃ B, we have
If h is fixed, this estimate trivially holds for every ξ. Its significance is in the h dependence. In particular, such functions do not have infinite singularities, and are localized in phase space. In applications, we take B to be [−B, B] n with some B > 0 or the ball |ξ| ≤ B or some other set, see, e.g., Figure 10 .
As an example, for 0 = χ ∈ C ∞ 0 , f := χ(x)e ix·ξ 0 /h is semiclassically band limited with B = {ξ 0 }. Indeed, F h f (ξ) =χ((ξ − ξ 0 )/h) decays rapidly for ξ = ξ 0 as h → 0. Clearly, that decay is not uniform as ξ → ξ 0 which explains the appearance of U in the definition. We could have required (9) to hold in the closure of R n \ B to avoid introducing U ; then in this example, one can take B to be the closure of every neighborhood of ξ 0 . Both definitions would work fine for the intended applications. To generalize this example, we can take a superposition of such functions with ξ 0 varying over a fixed compact set B to get f = χF −1 h g with g ∈ L 1 , supp g ⊂ B to be semiclassically band limited with frequency set in B.
Another example of semiclassically band limited functions can be obtained by taking any f ∈ E (R n ) and convolving if with φ h = h n φ(·/h) with suppφ ∈ C ∞ 0 . Then φ h * f is semiclassically band limited with B = suppφ. Proposition 2.1. Let B ⊂ R n be a compact set. For every tempered f h ∈ C ∞ 0 with support contained in an h-independent compact set, the following statements are equivalent:
(a) f h is semiclassically band limited, (b) f h is localized in phase space, (c) WF h (f ) is finite and compact.
Proof. Let f h satisfy the conditions of Definition 2.2. Then WF h (f ) has no infinite points. Let χ 1 ∈ C ∞ 0 be equal to 1 in a neighborhood of supp f h for all h 1, and χ 2 be supported in the bounded U B and equal to 1 near B. Then (6) is satisfied with ψ = χ 1 (x)χ 2 (ξ). Indeed, by (9), for every s,
This implies the same estimate in the Schwartz space S as well. Apply χ 1 (x) to get (6) . Therefore, (a) ⇒ (b). Next, assume (b). Let the compact set B ⊂ R n be such that for ψ in (6) we have ψ(x, ξ) = 0 for all x and ξ ∈ B. With U as in Definition 2.2, we can apply a semiclassical Fourier multiplier Id −χ 2 (hD) with χ 2 as above to get (10) . Therefore,
Using Sobolev embedding and the fact that −i∂ ξ corresponds to x/h via F h , we get g L ∞ = O(h ∞ ). This proves (9) . Therefore, (b) ⇒ (a). Assume (c). Using (5) and a partition of unity, we get (9), i.e., (a) holds. On the other hand, (a) implies (c) directly.
Let f h be semiclassically band limited and let B be so that Σ h (f ) ⊂ {|ξ| < B}. Then f h = χ 1 (x)χ 2 (hD)f h + O S (h ∞ ) with χ 1,2 as in the proof of Proposition 2.1. We can assume supp χ 2 ⊂ {|ξ| < B}. Apply the operator hD s to f h , then on WF h (f ), we get that hD s χ 1 (x)χ 2 (D) has full symbol ξ s up to the negligible class. Therefore, knowing f h L 2 for a semiclassically band limited f h allows us to control the semiclassical Sobolev norms of every order s ≥ 0 as well:
2.2. h-ΨDOs. We define the symbol class S m,k (Ω), where Ω ⊂ R n is an open set, as the smooth functions p(x, ξ) on R 2n , depending also on h, satisfying the symbol estimates
, we write P = P h = p(x, hD) with
where the integral has to be understood as an oscillatory one. If we stay with functions localized in phase space, the factor ξ m is not needed and we can work with symbols compactly supported in ξ. Then the corresponding classes are denoted by S k (Ω) and k is called an order. One can always divide by h k ; so understanding zero order operators is enough.
2.3.
Classical ΨDOs and semiclassical wave front sets. We begin with an informal discussion about the relationship between classical and semiclassical ΨDOs. Let us denote by ξ the dual variable in the classical ΨDO calculus, and by η the dual variable in the semiclassical case. Formally, by (13) (with ξ replaced by η there), we have η = hξ and after this substitution, we seem to get a classical ΨDO. The problem is that classical symbols do not need to be smooth or even defined for ξ in a compact set; say for |ξ| ≤ C with some C. Then η = hξ maps this to |η| ≤ Ch. Semiclassical symbols however need to be defined and smooth for every η in a neighborhood of the semiclassical wave front set of the function we want to study. We see that the zero section η = 0 needs to be excluded. If we try to rectify this problem by multiplying a classical symbols p(x, ξ) by χ(ξ) with χ ∈ C ∞ 0 , χ = 0 near ξ = 0 and χ = 1 for large ξ, we run into the problem that ∂ η χ(η/h) ∼ h −1 and the symbol estimates (12) are not satisfied for χ(η/h)p(x, η/h) near η = 0.
This shows that the zero section needs to be treated separately. Even when that problem does not exists, classical ellipticity does not necessarily mean semiclassical one. For example, −∆ is a classical elliptic ΨDO with symbol |ξ| 2 while |η| 2 /h 2 is the semiclassical symbol of the same operator but −∆ is not semiclassically elliptic anymore (in S 2,−2 ). Proposition 2.2. Let K be a smoothing operator, and let f h ∈ E (R n ) be tempered. Then
Proof. Let φ, ψ ∈ C ∞ 0 such that ψ = 1 near some ξ 0 = 0 but ψ = 0 near 0. Then
Integrating by parts with L k , we get ψF h (φKf ) = O(h ∞ ). Therefore, every (x, ξ) with ξ = 0 is not in WF h (Kf ).
Theorem 2.1. Let P be a properly supported ΨDO of order m. Then for every f h localized in phase space,
. If P is elliptic, then the inclusion above is an equality.
Proof. By the proposition above, the property of the theorem is invariant under adding a smoothing operator as it should be. Let p(x, ξ) be the symbol of P , so that P = p(x, D) modulo a smoothing operator. Then P is a formal h-ΨDO with a symbol p(x, ξ/h). The latter is a semiclassical symbol away from every neighborhood of ξ = 0. Indeed, for x in every compact set K,
for every ε > 0 and 0 < h ≤ ε. This shows that p(x, ξ/h) is a semiclassical symbol of order (m, −m) restricted to |ξ| > . Note that the smallness requirement on h depends on ε. To complete the proof, we need to resolve this problem. We show next that for every fixed
as well. This is a weaker version of what we want to prove but it is valid near ξ = 0.
Since P is properly supported, with φ ∈ C ∞ 0 as in the previous proof, we may assume that in φP f , the function f is supported in a fixed compact set. Then by a compactness argument, for every ε > ε, we have
The integration above can be restricted to |ξ| ≤ ε with ε > ε fixed, and this will result in an O(h ∞ ) error. For the phase function iΦ/h = ix · (ξ − η)/h we have Φ x = ξ − η, i.e. the zeros are on the diagonal ξ = η in the fiber variable. The following operator preserves exp(iΦ/h):
Since |ξ| ≤ ε , if we restrict η to |η| > ε with ε > ε , and integrate by parts, we get O(h ∞ |ξ| −∞ ) above. This proves that WF h (P f ) is included in R n × B ε (0). Since ε > ε can be taken as close to ε as we wish, this proves the claim. Now, using h-ΨDO cutoffs, we express f as f = f 1 + f 2 , with WF h (f 1 ) included in |ξ| ≤ ε and WF h (f 2 ) included in |ξ| ≥ ε/2. By the claim above, WF h (P f 1 ) is included in |ξ| ≤ ε as well. For WF h (P f 2 ), by what we proved earlier, WF
In particular, this proves the first part of the theorem.
To prove the second part, if P is elliptic, there is a parametrix Q of order −m so that QP f = f + Kf , where K is smoothing. Then we apply the first part of the proof.
For future reference, note that we also proved that for every ε > 0, every classical ΨDO is also a semiclassical one restricted to f with WF h (f ) not containing ξ with |ξ| ≤ ε.
2.4.
Classical FIOs and semiclassical wave front sets. Theorem 2.2. Let A be an FIO in the class I m (R n 2 , R n 1 , Λ), where Λ ⊂ T * (R n 1 × R n 2 ) \ 0 is a Lagrangian manifold and m ∈ R. Then for every f h localized in phase space,
where C = Λ is the canonical relation of A.
Proof. The statement holds for h-FIOs, see, e.g, [11] . When A is a classical FIO, A can be written locally as
modulo a smoothing operator, where a is an amplitude of order m + (n 1 + n 2 − 2N )/4 and φ is a non-degenerate phase function, see [12, Chapter 25 .1] and θ ∈ R N . As in the proof of Theorem 2.1 above, we can express Af as an oscillatory integral with a phase function φ(x, y, θ)/h and an amplitude a(x, y, θ/h). The latter is a semiclassical amplitude for |θ| > ε > 0 and 0 < h < ε. The rest of the proof is as the proof of Theorem 2.1 using the non-degeneracy of the phase.
As above, we also proved that for every ε > 0, every classical FIO is also a semiclassical one restricted to f h with WF h (f ) not containing ξ with |ξ| ≤ ε. Finally, if F has a left parametrix which is also an FIO, then (14) is an equality. This happens, for example, if C is locally a graph of a diffeomorphism and A is elliptic. It also happens when C satisfies the clean intersection condition, which is the case for the geodesic X-ray transform in dimensions n ≥ 3 with no conjugate points.
Finally, we want to emphasize that while WF h (f ) is just a set, the theorem (as typical for such statements) gives us more than recovery of that set. If we know Af = m up to an O S (h ∞ ) error, and f 1 and f 2 are two possibly different solutions, then A(f 1 − f 2 ) has an empty semiclassical wave front set; and if A is, say elliptic and associated to a local diffeomorphism, then WF h (f 1 − f 2 ) can only be contained in the zero section, i.e., we can recover f microlocally, away from ξ = 0; not just WF h (f ).
Sampling theorems
3.1. Sampling on a rectangular grid. We start with a version of the classical Nyquist-Shannon sampling theorem which allows for oversampling. Below, B > 0 is a fixed constant.
and
Proof. Sincef is supported in [−B, B] n , it is also supported in [−π/s, π/s] n . Then we can take the 2π/s periodic extensionf ext off in all variables and then the (inverse) Fourier series of that extension to get
Multiply this by π −nχ (sξ/π) to get
Take the inverse Fourier Transform to get (15) . Equality (16) is just Parseval's equality applied to (17) .
Note that whenχ/π is the characteristic function of [−1, 1] in 1D, we get χ(x) = sinc(x) := sin x/x. In higher dimensions, we get a product of such functions. When suppf ⊂ (−B, B), one can chooseχ ∈ C ∞ 0 , which makes the series (15) rapidly convergent. Even a piecewise linearχ will increase the convergence rate: if for n = 1 we chooseχ to have a trapezoidal graph by defining it as linear in [δ, 1] for some δ ∈ (0, 1) (and continuous everywhere), then
as sinc, with a constant getting large when δ is close to 1. Theorem 3.1 says that the sampling rate should not exceed π/B, which is known as the Nyquist limit. The theorem can be extended to classes of non L 2 functions and then we need the sampling rate to be strictly below the Nyquist one. If f = sin(x) for example, B = 1 is the sharpest band limit and a sampling rate of π would yield zero values. On the other hand, that function is not in L 2 . Sampling with a smaller step recovers that f uniquely in the corresponding class.
Remark 3.1. It is easy to see that the subspace L 2 B of L 2 consisting of functions f with suppf ⊂ [−B, B] n is a Hilbert space itself. If we consider the samples f (sk) as elements of 2 s (Z n ) with measure s n (i.e., sequences a = {a k } k∈Z n with a 2 = s n k |a k | 2 ), then the theorem implies that the map
given by (15) with s = π/B and χ = sinc, is unitary; i.e., not just an isometry but a bijective one because one can easily show that for every choice of the sampled values in 2
B with those values. Therefore, the set of the samples is not an overdetermined one for a stable recovery. Also, (15) is just an expansion of f in an orthogonal basis.
There are several direct generalizations possible. First, one can have different band limits for each component: |ξ j | ≤ B j on suppf . Then we need s j B j /π ≤ δ < 1. One can have frequency support in non-symmetric intervals but since we are interested mostly in real valued functions, we keep them symmetric.
The next observation is that the set containing suppf does not have to be a box. Of course, if it is bounded, it is always included in some box but more efficient sampling can be obtained if we know that the group generated by the shifts ξ j → ξ j + 2B j , j = 1, . . . , n maps suppf into mutually disjoint sets. Then we take the periodic extension off w.r.t. that group. The requirement forχ then is to have disjoint images under those shifts and to be equal to 1 on suppf ; then the step from (17) to (18) Finally, one may apply general non-degenerate linear transformation as in [16] . It is well known that the change x = W y with W an invertible matrix triggers the change ξ = (W * ) −1 η of the dual variables. Let f be band limited in B. Assume that W is such that the images of B under the translations ξ → ξ + 2π(W * ) −1 k, k ∈ Z n are mutually disjoint. Then in the y variables, the shifts of suppf by the group η → 2πZ n are mutually disjoint (i.e., for g(y) := f (W y), we have that for g(η)). Then g is band limited in a box with a half-side B = π and then for every s ∈ (0, 1], f is stably determined by its samples f (sW k), k ∈ Z n . Moreover, the reconstruction formula (15) still holds with the requirement that χ = 1 on suppf and supp χ has disjoint images under the translations by that group; there is an additional | det W | factor (see also Theorem 3.2) coming from the change of the variables.
We present next a semiclassical version of the sampling theorem. It can be considered as an approximate rescaled version of the classical theorem when the conditions are approximately held, with an error estimate. We present a version with a uniform estimate of the error and in the corollary below, we formulate a corollary without that uniformity but which requires f h to be semiclassically band limited (only), i.e., it applies to a single f h .
Assume that W is an invertible matrix so that the images of B under the translations ξ → ξ + 2π(W * ) −1 k, k ∈ Z n , are mutually disjoint. Then for every s ∈ (0, 1),
Proof. As in the remark above, we can make the change of variables x = W y; then the dual variables η is related to ξ by η = W * ξ. In the new variables, the images of B under the translations η → η + 2πk do not intersect. Therefore, it is enough to consider the case W = Id. Set
h χF h f h . Since F h g h is the classical Fourier transform of the rescaled h n g h (hx), by the previous theorem and the remark after it, with B = π,
Replace hx by x to get (20) and (21) for g h without the error terms, i.e.,
To estimate the error, write
wherer h satisfies (19) . Therefore, r n satisfies the same error estimate. Using Sobolev embedding, we get r n (shk) = O(h ∞ ) f for shk in any fixed neighborhood ofΩ. Outside of it, r h = g h is in the Schwartz class by (22) with every seminorm bounded by C N h N f , ∀N . This implies that replacing g n (shk) by f n (shk) in the interpolation formula in (23) results in an O(h ∞ ) error in every H s h . We already established such an error estimate if we replace g h by f h on the left. The Parseval's identity (21) follows from this as well.
This completes the proof.
In particular, when we are given a single semiclassically band limited f h , we have the corollary below. Note that estimates (4), (5), (6) , and (9) are not formulated uniformly in f h ; and on the other hand, estimate (4) is the standard definition of the semiclassical wave front set. Theorem 3.2 has uniform estimates of the error but requires the stronger condition (19) . Also, one can have the semiclassical band limited assumptions as in the corollary below but still the more general sampling geometry as in Theorem 3.2.
is close enough to 1, then the conditions of Theorem 3.2 are satisfied and we can takeχ there (depending on ξ ∈ R n ) to be the productχ 0 (ξ 1 /B 1 ) . . .χ 0 (ξ 1 /B n ), where χ 0 (depending on an 1D variable) is as in the corollary but related to
On the other hand, having χ j , we can compute χ 0 . Then Theorem 3.2 implies the corollary.
In other words, if the sampling rate sh is smaller than πh/B, we have an accurate recovery. Note that the sampling rate s is rescaled by h compared to Theorem 3.1. We call s a relative sampling rate.
Remark 3.2. Let supp f ∈ Ω R n be B-band limited as in the corollary. Then the smallest subset in the phase space T * Ω containing WF h (f ) for all such f 's isΩ × [−B, B] n . Its volume with respect to the volume form dx dξ is
The number of samples we need for f is bounded from below by
n up to an o(1) relative error as it follows by comparing the volume of Ω with the number of the lattice points we can fit in it. The factor (2πh) −n is sometimes multiplied by dξ to define a natural rescaled measure (2πh) −n dξ in the ξ space. Therefore, we see that the asymptotic number of samples needed to resample such f 's has a sharp lower bound equal to the phase volume occupied by f in the phase space w.r.t. to that semiclassical measure. Note that this is sharp when applied to f 's with WF h (f ) contained in the product of Ω an a box in the ξ variable. This is a version of the lower bound in [13] in our setting, which we prove in Theorem 5.1.
3.2.
Non-linear transformations and non-uniform sampling. Non-uniform sampling in dimensions n ≥ 1 is not well understood unless we sample on Cartesian products of non-uniform 1D grids. We mention here some easy to obtain but not very far reaching extensions. If x = φ(y) is a diffeomorphism, one may try to obtain sampling theorems for f (x) by applying the results above to g(y) := f (φ(y)) if the latter happens to be band-limited. Then the sampling points y k , k ∈ Z n will give us sampling points x k = φ(y k ). This is what we did above with φ(y) = W y linear. Then we first choose V so that the translates of suppf (or Σ h (f )) under the group η → η + V Z n are mutually disjoint and find W from the equation V = 2π(W * ) −1 . Let us consider the semiclassical sampling theorem now. The analog of this for non-linear transformations is the well known property that WF h (f ) transforms as a set of covectors, i.e., ξ = ((dφ) * ) −1 η. Now, if we want to prescribe dφ(y) pointwise (at y = φ −1 (x) for every x) based on an a priori knowledge of WF h (f ), we run into the problem that the equation dφ = Φ with Φ given is not solvable unless dΦ = 0 (i.e., the matrix-valued map Φ is curl-free). On the other hand, we can take a partition of unity and on each covering open set, we can take a linear transformation giving is better sampling locally. In Section 6, we prove a lower bound for the number of sampling points which is sharp at least in the situation of Theorem 3.2.
3.3. Aliasing. Aliasing is a well known phenomenon in classical sampling theory when there Nyquist limit condition is not satisfied (i.e., we have undersampling). For simplicity, we will recall the basic notions when the sampling is done on a rectangular grid but the more general periodic case in Theorem 3.2 can be handled similarly. Assume that we sample each x j -th variable of f (x) with a steps sh. Different steps s j can be handled easily with a diagonal linear transformation. We do not assume that this steps satisfy the Nyquist condition in Corollary 3.2. Assume also that we use formula (24). Following the proof of Theorem 3.1, (17) still holds but the periodic extensionf ext consists of a superposition of periodic shift off h w.r.t. to the group (2π/s)Z n :
Now they can overlap and the restriction off ext to [−π/s, π/s] n is notf anymore. Then (18) needs to be corrected by replacing the l.h.s. byχ(sξ/π)f ext (ξ). Then the proof of Theorem 3.2 shows that the r.h.s. of (24) approximates not f h but of (28)
In particular, high (outside [−π/s, π/s] n ) frequencies ξ will be shifted by (2π/s)k for some k ∈ Z n so they land in that box and their amplitudes will be added to the ones with that actual frequency there. This is known as "folding" of frequencies. Note also that for f h real valued, WF h (f ) and Σ h (f ) are even, i.e., symmetric under the transform ξ → −ξ.
In fact, G = k∈Z G k , where each G k is an h-FIO with a canonical relation given by the shifts
Indeed, we have
This FIO view of aliasing will be very helpful later. In applications, other reconstructions are used, for example splines. Without a proof, we will mention that the aliasing artifacts are similar then.
As an example, we plot the function f h consisting of a sum of the real parts of a sum of two coherent states, see (7), with h = 0.01 and h = 0.04, respectively and unit ξ 0 's, on the rectangle [−1, 1] 2 . If we take h = 0.1 as the small parameter, then the higher frequency state requires a sampling rate sh with s < π, therefore, it needs more than 2/(πh) ≈ 64 sampling points in each variable. The lower frequency set requires about 1/4 of that. In Figure 1 , we sample on 81×81 point grid fist, and then on a 41 × 41 one next. In the first cases, both patterns are oversampled, while in the second one, only one is, and the other one is undersampled. The reconstructed images, using the lanczos3 interpolation in MATLAB (instead of (24)) are shown; the aliasing of the smaller pattern changes the direction and the magnitude of the frequency. In the third and the fourth plots, we show the absolute values of the Fourier transforms of both images: the oversampled one is plotted in its Nyquist box while the white box is the Nyquist box of the undersampled one next to it. The absolute value Fourier transform of the undersampled image is plotted last. One can see that the frequencies outside the Nyquist box in the previous case have shifted by (0, −2B) and (0, 2B), where 2B is the side of the wide box (with the so chosen h, we have B = 1). 
Sampling classical FIOs
We are ready to formulate the main results of this paper. We label them by (i), (ii), (iii) and (iv) as in the Introduction.
(i) Sampling
Af . Let A be a classical FIO as in Theorem 2.2. If we know a priori that f is semiclassically band limited, then so is Af and we can find a sharp upper bound on its band limit. This determines a sharp sampling rate for Af . If we do not require uniformity of the error in Af , one can take s = 1.
4.2.
(ii) Resolution limit of f given the sampling rate of Af . Assume now that we sample Af at a rate s j h in the x j -th variable with some fixed s j > 0; or on a more general periodic lattice. What resolution limit does this impose on f ? By Corollary 3.2, to avoid aliasing, Σ h (Af ) should be in the box [−B j , B j ] with B j > π/s j (we assume that we deal with real valued functions, and therefore always work in frequency sets symmetric about the origin). Then if
there is no loss (up to O(h ∞ ) when the data Af has been sampled. Note that the canonical relation C does not need to be an 1-to-1 map. If C is a local diffeomorphism and if A is elliptic, then (31) is sharp in the sense that if it is violated, f cannot be recovered up to O(h ∞ ), i.e., there will be aliasing. This happens for the 2D Radon transform, for example. We write (31) in a different way. Then (31) is equivalent to
assuming that A takes values in R m . Similarly to C, the inverse canonical relation C −1 does not need to be an 1-to-1 map. Relation (32) gives easily a sharp limit (sharp when A is elliptic, associated to a local diffeomorphism) on Σ p (f ) guaranteeing no aliasing. It actually says something more: the resolution limit on f is microlocal in nature, i.e., it may depend on the location and on the direction. We illustrate this below with the Radon transform.
4.3.
(iii) Aliasing artifacts. When (32) is violated and when A is elliptic, associated to a local diffeomorphism, for example, there will be aliasing of Af . To understand how this affects f , if we use back-projection, i.e., a parametrix A −1 , we recall that the aliasing can be interpreted as an h-FIO associated to shifts of the dual variable, see (29) and (30). Then the inversion would be A −1 G k A; and by Egorov's theorem, that is an h-FIO with a canonical relation being C −1 • S k • C acting on (x, ξ) ∈ suppχ(s·/π+2k). We will not formulate a formal theorem of this type; instead we will illustrate it in the examples in the next sections. The classical aliasing described in Section 3.3 creates artifacts at the same location but with shifted frequencies. The artifacts here however could move to different locations, as it happens for the Radon transform, for example.
Note that A −1 has canonical relation C −1 but the latter acts on the image of T * Ω \ 0 if a priori supp f ⊂ Ω and we restrict the reconstruction there. Some of the shifted singularities of Af may fall outside that domain of C −1 and they will create no singularities in the reconstruction. Therefore, we may have shifts in the reconstructed f , full or partial cancellation (and interference patterns as a result), and removal of singularities even if their images are still present in Af .
(iv) Locally averaged sampling.
We study now what happens when the measurements Af are locally smoothened either to avoid aliasing or for some practical reasons. One way to model this is to assume that we are given samples of φ h * Af , where φ h = h −m φ(·/h), where m is the dimension of the data space, and φ is smooth with φ = 1. Ifφ(η) is approximately supported in the ball |η| ≤ B , how to sample φ h * Af and what does this tell us for f ? The answer to the first question is given by the sampling theorems -we need to sample at rate smaller than πh/B assuming that Af a priori has even higher frequencies than B . The second question is more interesting. As explained in the Introduction, we have that φ h * is a h-ΨDO and if A is associated to a canonical map, then and by Egorov's theorem, φ h * Af = AP h f + O(h ∞ )f , where P h is a h-ΨDO of order zero with principal symbolφ • C. If A is well posed, we can recover P h f up to small error which is a certain regularized version of f .
We can make this more general. Assume that the convolution kernel can depend on the sampling point. We model that by assuming that we are sampling Q h Af , where Q h is an h-ΨDO of order zero with essential support of its symbol contained in (y, η) for which |η| ≤ B . This hides the implicit assumption that the convolution kernels cannot change rapidly when we make h smaller and smaller because the symbol q(y, η) of Q h must satisfy the symbol estimate (12) , and in particular, ∂ x p cannot increase with h −1 . Then it is not hard to see that at every sampling point y = y j , Q h Af (y j ) is the Fourier multiplier with q(y j , η) restricted to the point y = y j . Therefore, each measurement is really a convolution. An application of the semiclassical Egorov theorem [11] combined with the remark following Theorem 2.2 yields the following. Proposition 4.1. Let f be semiclassically band limited. For ε > 0, let f = f 1 + f 2 with Σ h (f 1 ) ⊂ {|ξ| ≤ ε} and Σ h (f 2 ) ⊂ {|ξ| ≥ 2ε}. Let F be a classical FIO associated with a diffeomorphism C and let P h be a h-ΨDO. Then Q h F f 1 = F P h f 1 + O(h ∞ )f 1 with P h a h-ΨDO with principal symbol q 0 = p 0 • C, where q 0 is the principal symbol of Q h . Moreover, the full symbol p of P h is supported in C −1 (supp(q)), where q is the full symbol of Q h .
Therefore, having locally averaged data Q h Af instead of Af , with A elliptic, allows us to reconstruct the smoothened P h f (plus a function with much lower frequencies) instead of f . If we want to choose P h first, for example to be a specific convolution, we can find the operator Q h which applied to the data Af results in the desired regularization. Finally, in applications, Q h A(y j ) may not be realized as convolutions with compact supports of their Fourier transforms but if those supports are approximately compact with some error estimates, we can apply the asymptotic isometry property (25) to estimate the resulting error.
Non-uniform sampling: A lower bound of the sampling rate
Assume we want to sample a semiclassically limited f h on a non-uniform grid, see also Section 3.2. One reason to do that would be to reduce the number of the sampling points if the shape of WF h (f h ) allows for this, as in the Radon transform examples (where we sample Rf ). We prove a theorem similar to one of the results of Landau [13] in the classical case. In case of non-uniform sampling, we establish a lower bound of the sampling rate of f with WF h (f ) contained in a fixed compact set, equal to the phase volume of the interior of the latter. In most applications, ∂K would have measure zero, and then Vol(K int ) = Vol(K). The theorem below is different that the corresponding results in [13] in the following way. Aside from being semiclassical, our bound is in terms of the volume of WF h (f ), i.e., it is microlocalized, rather than being (2π) −n Vol(Ω) Vol(B) for the number of points in every Ω when suppf ⊂ B. In other words, we express the bound in terms of the volume of WF h (f h ) instead of the volume of the minimal bounding product Ω × B.
j=0 be a set of points in R n . Let K ⊂ T * R n be a compact set. If
for every semiclassically band limited f h with WF h (f ) ⊂ K, then
where Vol(K int ) = K int dx dξ is the measure of the interior K int of K ⊂ T * R n .
Proof. By the properties of the Lebesgue measure, given δ > 0, we can find a closed (and necessarily compact in this case) set F δ ⊂ K int so that Vol(K int \ F δ ) < δ. Let 0 ≤ p(x, ξ) ≤ 1 be a real valued smooth function supported in K int and equal to 1 on F δ . Let P h = p w (x, hD) be the Weyl quantization of p. Then P h is self-adjoint and compact. Let E h be the eigenspace of P h spanned by the eigenfunctions corresponding to the eigenvalues in [1/2, 2]. The upper bound 2 can be replaced by any number greater than 1 since the eigenvalues of P h cannot exceed 1 + O(h). For simplicity (not an essential assumption for the proof), assume that 1/2 is a non-critical value for p. Every f h ∈ E h satisfies WF h (f h ) ⊂ K. Indeed, for every unit eigenfunction φ h of P h with an eigenvalue λ h ∈ [1/2, 2], and for every q ∈ S 0,0 with supp q ∩ K = ∅ we have q(x, hD)φ h = (1/λ h )q(x, hD)p(x, hD)φ h = O(h ∞ ), and this yields the same conclusion for every tempered f h ∈ E h .
By [6] , we have the following Weyl asymptotic
We will show that N (h) ≥ dim E h for 0 < h 1. If this is not true, we would have N (h) < dim E h for a sequence h = h j → 0. Then for every h ∈ {h j }, we can find a unit f h ∈ E h so that all the samples of f h vanish for such h. As we showed above, WF h (f h ) ⊂ K. This contradicts (33) however.
Therefore, by (35),
Take the limit δ → 0 to complete the proof.
Remark 5.1. The proof holds if we replace the error term in (33) by o(h) f .
Remark 5.2. Existence and a characterization of optimal sampling sets where (34) would be an equality is a harder problem which we do not study here. Estimate (34) is sharp in case of uniform sampling described in Corollary 3.1 at least, see Remark 3.2 which generalizes easily to different band limits B j for each component of x as in Corollary 3.1. It is straightforward to show that (34) is also sharp in the case of more general uniform sampling described in Theorem 3.2.
Remark 5.3. The statement of the theorem is preserved under (non-linear) diffeomorphic transformations because WF h and its phase volume are invariant. If for some K, we can choose a non-linear transformation which would fit the problem in the situation handled by Theorem 3.2, we can construct a sampling set with the optimal number of sampling points by transforming the periodic lattice by that transformation. Doing this piece-wise, as suggested in Section 3.2, would provide a smaller sampling set. We show how this can be done in our Radon transform examples.
Corollary 5.1. Let A be a classical FIO of order m associated with a diffeomorphic canonical relation C. Then the minimal asymptotic number of points (up to an 1 + o(h)) relative error) to sample Af h guaranteed by Theorem 5.1 does not exceed the number of points needed to sample f h ; and if A is elliptic, it is the same.
The proof follows from the fact that C is symplectic and in particular it preserves the phase volume; and from Theorem 2.2.
In the examples we consider, A happened to be an 1-to-2 diffeomorphism, and each branch is elliptic. Then we can apply the corollary to each "half" of C. Then the number of points to sample Af stably would be twice that for f ; but the number of points to recover f stably up to a function with WF h in a small neighborhood of the zero section is half of that.
In the remainder of the paper, we present a few applications.
6. The X-ray/Radon transform in the plane in the parallel geometry
We present the first example: the X-ray/Radon transform R in the plane in the so-called parallel geometry parameterization. The analysis of this transform in this and in the fan-beam representation can and has been done with traditional tools [2, 17, 15] , also [14, Ch. III] , when the weight is constant since the symmetry allows us to relate that transform to the Fourier transform of f by the Fourier Slice Theorem. The sampling of Rf however requires estimates of the Fourier transform of Rf , which is done in those papers in a non-rigorous way by Bessel functions expansions and their asymptotics.
We go a bit deeper than that even when the weight is constant and we treat variable weights as well. The main purpose of this section is to demonstrate the general theory on a well studied transform, where one can write explicit formulas; and sampling analysis has been done (for constant weights), so we can compare the results.
The numerical simulations in this and in the next section have been done in Matlab. The phantoms f are defined by formulas and sampled first on a very fine grid. Then we compute their Radon transforms Rf numerically. To simulate coarser sampling of Rf , we sample the so computed Rf . To simulate inversion with coarsely sampled Rf , we upsample the downsampled data to the original grid to simulate a function of continuous variables. Instead of using the Whittaker-Shannon interpolation formula (24), we use the lanczos3 interpolation which is a truncated version of the latter. Then we perform the inversion on that finer grid. Note that our goal is not to reduce the computational grid at this point, it rather is to show the amount of data and the artifacts contained in data sampled in a certain way. We compute the Fourier transforms of f and Rf using the discrete Fourier transform command in Matlab. Since we work with f vanishing near the boundary of the square [−1, 1] 2 , and Rf is vanishing in the p variable near p = ±1 (for such f 's) and is periodic in its angular variables, the discrete Fourier transform, which in fact is a transform on a torus, gives no artifacts.
6.1. R κ as an FIO. Let R κ be the weighted Radon transform in the plane
where κ is a smooth weight function, p ∈ R, ω ∈ S 1 , and d is the Euclidean line measure on each line in the integral above. If κ = 1, we write R = R κ . Each line is represented twice: as (ω, p) and as (−ω, −p) but it is represented only once as a directed one. In general, the weight does not need to be even in the ω variable, so it is natural to think of the lines as directed ones. Let ω ⊥ be ω rotated by π/2. We parameterize ω by its polar angle ϕ and write
The Schwartz kernel of R κ is κδ(x · ω(φ) − p). Then it is straightforward to show that R κ is an FIO of order −1/2 with canonical relation
where we used the non-conventional notation of denoting the dual variable of p byp, etc. Set ξ = λω. Given ξ = 0, there are two solutions for λ, ω: either λ + = |ξ|, ω = ξ/|ξ| or λ − = −|ξ|,
The Schwartz kernel of R κ is a delta function on Z := {x · ω(ϕ) = p} which is invariant under the symmetry τ (ϕ, p) = (ϕ + π, −p) (the latter modulo 2π). Then C is invariant under τ lifted to the cotangent bundle:
and in fact this is an isomorphism between C + and C − . Take C + first. We see that a singularity (x, ξ) of f can create a singularity of R κ f (p, ω) at p = x · ξ/|ξ| and ω = ξ/|ξ|, i.e., at ϕ = arg(ξ) in the codirections |ξ|(−(x · ω ⊥ )ω ⊥ , 1). Note first that such (p, ω) determines the oriented line through x normal to ξ and the normal is consistent with the orientation. Taking C − next, we see that (x, ξ) may affect the wave front set of R κ at p = −x · ξ/|ξ| and ω = −ξ/|ξ|, and at the corresponding codirections. That is the same line as before but with the opposite orientation and the weight κ on it might be different.
So we see that R κ is an FIO associated with C − ∪ C + and each one of them is a local diffeomor-
It is well defined forp = 0 but if we want x in the image to be in |x| < R, we need to require therefore, the smallest rectangle containing
The latter is the cone |φ| ≤ R|p| in that rectangle, i.e., 
This means taking 2RB/h × 2RB/(πh) = h −2 4R 2 B 2 /π samples to recover R κ approximately, see also [14] . Note that this is 8/π times the estimate in (43) for 2N f , which by Corollary 5.1 is the theoretical asymptotic minimum since the canonical relation C is 1-to-2. For the recovery of WF h (f ) \ 0 we need half of those samples, i.e., ∼ h −2 2R 2 B 2 /π. This is again 8/π times the asymptotic minimum in Corollary 5.1.
On the other hand, the conic shape of the range of WF h (f ) in (44) suggests a more efficient sampling. One can tile the plane with that set by using the elementary translations by (RB, B) and by (0, 2B). If 2π(W * ) −1 has those columns, then
Then one should sample on a grid shW Z n with s < 1. Since det W = 2π 2 /RB 2 , and the area of the region we sample is 2π × 2R = 4πR, we see that we need ∼ h −2 2R 2 B 2 /π points which is 4/π larger than 2N f ; and for proper recovery of WF h (f ) we need a half of that, i.e., ∼ 4/π times N f . The coefficient 4/π is close to 1 but not equal to 1 as it is clear from the next section and Figure 3 .
6.2.2.
Microlocalization and non-uniform sampling. The sampling requirements above were based on the following. To determine the sampling rate for R κ f , we find Σ h (R χ f ) as the projection of WF h (R κ f ) ⊂ C • WF h (f ) to its phase variable. Since we are interested in sampling f with WF h (f ) ⊂ {|x| ≤ R, |ξ| ≤ B} and to find a sharp sampling rate, we projected C•{|x| ≤ R, |ξ| ≤ B} onto its phase variable to get the smallest closed set (44) containing Σ h (R κ f ) for every such f . This answers the question if we are interested in sampling on a periodic grid for all such possible f 's. The analysis allows us to localize or microlocalize some of those arguments. The dependence of the sampling requirements on supp f . The sampling frequency in the angular variable on a rectangular grid should be smaller than πh/(RB), and the dependence on R may look strange since the Radon transform has a certain translation invariance. The reason for it is that we assume that we know that f is supported in a disk and we reconstruct it there only. Numerical experiments reveal that when the sampling rate in the angular variable decreases, artifacts do appear and they move closer and closer to the original when the rate decreases.
Non-uniform sampling. We are interested first in the optimal sampling rate of R κ f locally, near some (ϕ, p). The latter is determined by the frequency set C • {|x| ≤ R, |ξ| ≤ B} projected to its phase variables (φ,p) with (ϕ, p) fixed. It is straightforward to see that on the range of C, (47) |φ| = ±|p| |x| 2 − p 2 , |p| ≤ B, where |p| ≤ |x|.
Since x ranges in |p| ≤ |x| ≤ R, we get
We plot those double triangles in Figure 2 at a few points in the rectangle [0, 2π] × [−1, 1] (where ϕ = 0 and ϕ = 2π should be identified) in the (ϕ, p) plane. The phantom f consists of six small Gaussians in the unit disk. We also superimpose a density plot of Rf for a certain f consisting of six randomly places small Gaussians in the unit disk (with R = 1). One can see from this figure that the set of the conormals to the curves in the plot of Rf fall inside those triangles but the semiclassical wave front set also captures the range of the magnitudes of the frequencies. When the stripes are horizontal, the magnitude drops a bit and the stripes a bit more blurred. Since R = 1 in this example, the Nyquist sampling limits of the sampling rates s ϕ h and s p h given in (45) are equal, i.e., the optimal grid would be a square one. This analysis suggests the following non-uniform sampling strategy. For a fixed k, we divide the interval [−1, 1] p into 2k sub-intervals I ± j = ±[(j − 1)/k, j/k], j = 1, 2, . . . , k, each one of length 1/k. For each k, we take |φ| ≤ |p| R 2 − j 2 /k 2 , |p| ≤ B as a sharp cone where (φ,p) lies, see (47). Then in [0, 2π] × I j , we sample on the grid δhW j Z n , where δ < 1 is fixed and W j is as in (46) with R = 1/j. Then we can get closer and closer to the sharp number of the sampling point for R χ stated in Corollary 5.1 and Theorem 5.1, which should be ∼ 2N f for a stable recovery of R κ f and N f for a stable recovery of f itself, see (43).
6.3.
(ii) Resolution limit on f posed by the sampling rate of R κ f . Let s ϕ and s p be the relative sampling rates for ϕ and p, respectively. Lack of aliasing is equivalent toφ < π/s ϕ , p < π/s p , see (31), (32). By (39), this is equivalent to
If the sampling rates satisfy the sharp Nyquist condition (45), the latter condition above implies the former. Actually, the first condition in (49) is most critical for (x, ξ) with x close to the boundary |x| = R and ξ x, which are represented by radial lines close to |x| = R. In Figure 4b , which is undersampled in ϕ, we see evidence of that; another evidence is Figure 7c , where Rf is blurred in ϕ. When the sampling rates do not necessarily satisfy the Nyquist condition (45) in |x| < R, we illustrate the significance of (49) in Figure 4 . The relative sampling rate s p imposes a universal limit on the resolution, independent on x and the direction of ξ. On the other hand, the second inequality imposes a locally non-uniform and a non-isotropic resolution limit. Assuming s p 1 (which is true in practical applications), in optics terms, the resolution of saggital (radial) lines deteriorates gradually away from the center; there, |x · ξ/|ξ|| 1, so |x · ξ ⊥ /|ξ ⊥ || is close to its maximum for that x, which restricts |ξ| by (49). Resolution of meridional (circular) lines is the greatest; there |x · ξ ⊥ /|ξ ⊥ || 1, so for a given x, |ξ| could be large by (49). There are also aliasing artifacts explained below.
(iii) Aliasing.
We study now what happens if R κ f is undersampled. It might be undersampled in the ϕ or the p variable or in both.
6.4.1. Angularly undersampled R κ f . Assume (42) as above and assume that s ϕ > πh/(RB), i.e., the first Nyquist condition in (45) is violated. Then the aliasing of R κ f can be described as a sum of h-FIOs, see (28), (29), with canonical relations
In typical cases with not very severe undersampling, k is restricted to k = ±1 plus k = 0 which is the original image but blurred byχ in (28). Then a direct computation shows that the aliasing artifacts are described by an h-FIO with canonical relations
Those are shifts of (x, ξ) in the x variable, in the direction of ξ ⊥ , at distance 2πk/(s ϕ |ξ|). By (52), k depends on (x, ξ) and in particular for |x · ξ ⊥ | 1, we have k = 0 only of Σ h (f ) is finite and then there is no aliasing. In general, the reconstructed f will have the singularities of f shifted by (51) for various k = 0, ±1, . . . , as long as they satisfy (52). The value k = 0 corresponds to WF h (f ) (not shifted). Note that only finitely many of them would stay in the ball |x| < R. It is even possible all of them to be outside that ball and R κ f to be undersampled and therefore aliased. Then the reconstructed image in |x| < R will not have a singularity corresponding to that one.
We illustrate this with a numerical example in Figure 5d . We choose f to be a coherent state as in Figure 1 . In Figure 5 , we plot f , a crop of its Radon transform Rf , oversampled, on [π/2, π]×[0, 1/2] (the only other significant part is symmetric to it and we do not show it), and the Fourier transform of FRf . Since Rf is even and real valued, FRf has two symmetries. A reconstruction of f with oversampled data, not shown, looks almost identical to f . Next we undersample Rf using a s ϕ = 3 degree step in ϕ. In Figure 5d , we show the reconstructed f which looks like f shifted along the direction of the pattern. The undersampled Rf used to get reconstruction is shown in (b). Compared to (e), the pattern changed its orientation (and the magnitude of its frequency), similarly to the classical aliasing effect illustrated in Figure 1 . The effect on the reconstructed f , see (d), however is very different and in an agreement with (51). In (f), we plot FRf where Rf now is the aliased version of the Radon transform of f . We see that the bright spots where Rf is essentially supported have shifted compared to (c): the ones to the left have shifted to the right and vice versa, as explained earlier.
In this case, only the values k = ±1 in (53) contribute to singularities because the singularity of f does not satisfy (54) with k = 0, i.e., the original singularity is not within the resolution range. A similar example, not shown, with the pattern moved close to the center is reconstructed well (see also Figure 4c ) is reconstructed well without an artifact even though the artifact computed by (51) would still fit in the square shown. The reason for it is condition (52) which for small |x| and the other parameters unchanged is valid for k = 0 only.
6.4.2.
Rf undersampled in the p variable. Assume that s p is not small enough to satisfy the sampling conditions but s ϕ is. The aliasing of R κ f then can be computed, using (41) and (29), to be
Those are still shifts along ξ ⊥ but they are not equally spaced (with k). Also, the magnitude of the frequency changes but the direction does not. In case of mild aliasing, we have k = ±1 (when we are recovering f in |x| < R) and they generate shifts of different sizes. In general, there are infinitely many artifacts outside the ball |x| < R regardless of the sampling rate and the band limit of f (our criterion whether Rf is aliased or not depends on R).
In Figure 6 , we present an example where one of the patterns disappears from the computational domain [−1, 1] 2 due to undersampling in the p variable. The other one remains. q 0 (ϕ, p,p,φ) is the principal symbol of Q h , then by Proposition 4.1, a backprojection reconstructs P h f where P h has a principal symbol
If, in particular, Q h is a convolution with a kernel of the type q 0 = ψ(aφ 2 + bp 2 ) with ϕ ∈ C ∞ 0 and decreasing, then
This symbol takes its smallest values for x near the boundary and ξ ⊥ x, and those are the covectors with the lowest resolution as well. The effect of Q h is then non-uniform, it blurs f the most at those covectors. If we want a uniform blur, then we choose p 0 = ψ(a|ξ| 2 ) and compute q 0 = ψ(ap 2 ). This is not surprising in view of the classical intertwining property d 2 p R κ = R κ ∆ when κ = 1 (true modulo lower order terms for general κ). In other words, only convolving w.r.t. the p variable is needed. This means integrating over "blurred lines". If ψ limits WF h (Q h R κ f ) to, say, |p| ≤ B , then this limitsφ as well by the first inequality on (44), to |ϕ| ≤ |p|. Therefore, (φ,p) are restricted to a smaller cone of the type (44) which imposes sampling requirements as above. Then we can recover stably P h f .
In Figure 7 , we show a reconstructed image with data averaged in the p variable (then b = 0 in (56)) and the angular variables (then a = 0 in (56)) . Note that in Figure 7c the image is blurred angularly but in contrast to Figure 4b , there are no aliasing artifacts. 2 with data averaged in the p and the ϕ variable.
7. The X-ray/Radon transform R in the plane in fan-beam coordinates 7.1. R κ as an FIO. We parametrize R κ now by the so-called fan-beam coordinates. Each line is represented by an initial point Rω(α) on the boundary of B(0, R), where f is supported, and by an initial direction making angle β with the radial line through the same point, see Figure 8 . It is straightforward to see that this direction is given by ω(α + β). Then the lines through B(0, R) are given by
This allows us to conclude that in this representation R κ is an FIO again (being FIO is invariant under diffeomorphic changes) and to compute its canonical relation using the rules of transforming covectors. We will do it directly however. We regard α as belonging to R modulo 2πZ. The relationship between this and the parallel geometry parameterization (ϕ, p) is given by
Each undirected line is given by a pair (ϕ, p) and (ϕ+π, −p); which in the parallel beam coordinates corresponds to (α, β) and (α + 2β − π, −β). The Schwartz kernel of R κ in this parameterization is a smooth factor times a delta function on the manifold (57). As above, when κ = 1, we write
In general, that change of (α, β) is a symmetry of (57). The canonical relation is given by
Therefore, with ω = ω(α + β), we have ξ = −λω ⊥ ,α = −λω · x = x · ξ ⊥ ,β = λR cos β +α. If λ > 0, then λ = |ξ| and then λR cos β = |ξ| R 2 − (x · ξ/|ξ|) 2 . Also, by (57), x · ξ = R|ξ| sin β. For the dual variables, we haveβ = |ξ| R 2 − (x · ξ/|ξ|) 2 +α. If λ < 0, we get another solution by formally replacing |ξ| by −|ξ|. Therefore, the canonical relations C ± are given by Then C ± are isomorphic under the symmetry mentioned above lifted to the tangent bundle
We illustrate the canonical relations on Figure 9 . On Figure 10 , π 2 •C ± (x, ξ) are marked by crosses.
± are given by
In particular, we recover the well known fact that C is 1-to-2, as in the previous case. 
compare with (45). This means taking more than 2RB/h × 2RB/h samples. This is π times more than in the parallel geometry case. For a recovery of WF h (f ) \ 0, we need a half of that.
To analyze the actual range, it is enough to analyze the range of (α,β ) = (α,β −α), i.e., the l.h.s. of (31). Notice first that on C, one can parameterize the line corresponding to (α, β) as
Therefore, for a fixed (α, β), the range of (α,β ) is independent of α and when ξ varies over |ξ| ≤ B, that range fills the double triangle |α| ≤ |β | ≤ RB cos β. Over the whole range of β, see (57), this fills |α| ≤ |β | ≤ RB. Then we can get the range of (α,β), we take the inverse linear transformation.
In Figure 10 , we show the range for |ξ| ≤ B, and a numerically computed |F h f | of f representing a sum of several well concentrated randomly placed Gaussians. It has the symmetry (62). This result can be obtained from the parallel geometry analysis, of course, see (44) and Figure 2 , by the change of variables on the cotangent bundle induced by (57). As in the previous case, we can tile the plane with the regions in Figure 10 on the left by taking translations by (RB, 0) and (0, 2RB). If 2π(W * ) −1 has those columns, then
Then by Theorem 3.2, the most efficient sampling would be on a grid shW Z n with s < 1, see also [14, 15] . This is ∼ 4N f , see (43) and is twice as sparse in each dimension compared to the previous criterion. For a recovery of WF h (f ) \ 0, we need a half of that, i.e., ∼ 2N f , which is twice as much as the sharp bound in Corollary 5.1. Note that this however requires a reconstruction formula of the type (15) with χ there having a Fourier transform supported in the gray region in Figure 10 on the left, and equal to one on WF h (f ) instead of the formula based on the sinc functions. The reason that the number of points is not ∼ N f is clear from the analysis below and from Figure 11 as well. In Figure 11 , we plot Rf (α, β) on [0, 2π] × [−π/2, π/2] for f consisting of four small Gaussians. We also plot the range of WF h (f ) for all possible f satisfying (42) at each (α, β), i.e, we plot (66). The double triangles represent the set of all possible conormals of singularities in Rf (α, β) with their lengths. As we can see (and prove), the highest oscillations can occur on the β = 0 line and they are along the direction (1, 2). If we do non-uniform sampling, this is where we need the highest rate. This is also confirmed by the shape and the thickness of the stripes there.
The analysis above and Figure 11 , suggests the following improvement: we need to sample denser when β is closer to 0. In fact, one can set p = R sin β (the R factor is not essential), as in (58) and sample uniformly in p. We will explore that route in a forthcoming paper.
7.3.
(ii) Resolution limit given the sampling rate of R κ f . Let s α , s β be the relative sampling rates in α and β, respectively. The Nyquist limit for (α,β) is given by |α| < π/s α , |β| < π/s β . By (61), this is equivalent to
Let θ be the angle which ξ makes with x when x = 0, more precisely, θ is such that x · ξ = |x| cos θ, x · ξ ⊥ = |x| sin θ. Then |x||ξ|| sin θ| < π/s α , |ξ| ± R 2 − |x| 2 cos 2 θ + |x| sin θ < π/s β .
We plot the regions determined by the inequalities above with s α = 2s β , see (65) limit imposed by s α . It is greatest near the origin and decreases (in vertical direction) away from the center. As it can be seen from (68), the second inequality in (68) (satisfied for both signs) implies the first one; so that actual resolution is controlled by the double circles there except at |x| = 1, where the lines are tangent to the lens shaped region. Next, the symmetry relation (62) has an interesting implication. Let (α ± , β ± ,α ± ,β ± ) be the image of (x, ξ) under C ± , related by (62), see Figure 9 . Then the resolution limit on f at x in various directions posed by the sampling rate s β near (α + , β + ) and near (α − , β − ) are given by (68) with both choices of the signs ±. On Figure 12 , they are represented by the intersection of the two disks at each x. We can see that near the origin, it is quite small and close to isotropic. Near |x| = 1, the resolution increases and it is better for ξ close to radial (for example, for circular lines). On the other hand, since C is 1-to-2, we need only one of (α ± , β ± ,α ± ,β ± ) to recover (x, ξ). Therefore, the data R χ f actually contains stable information about recovery the singularities of f in the union of those disks, instead of its intersection, if we can use that information. It follows from (61) that the better resolution is coming from that of the two lines through x normal to ξ with a source Rω(α) which is closer to x. In the example in Figure 9 , for example, if the sampling rate of R κ f is not sufficient to sample the right-hand pattern, we can just cut it off smoothly and use the other one only.
Another approach is to note that the shape the double triangles in Figure 10 allow for undersampling up to half of the rate, and when there is aliasing (overlapped shifted triangles), it affects both images of every (x, ξ) equally. To benefit from this however, instead of using a sinc type of interpolation, we need to use χ in (24) withχ supported in the double triangle in Figure 10 . Even better, we can sample on a parallelogram type of lattice as in (67). Unlike [14, 15] we could have a non-uniform sampling set as in Section 6.2.2 by dividing [0, 2π] × [−π/2, π/2] into horizontal strips and using parallelogram-like lattices in each one of varying densities using the fact that the wave front set size decreases when approaching β = ±π/2.
In Figure 13 below, we present numerical evidence of this analysis. The phantom consists of two coherent states; each one a parallel transport of the other. Their wave front sets are localized in the x and the ξ variables. For the state on the left, we have x almost parallel to ξ on the wave front set, while for the state on the top, x is almost perpendicular to ξ. As a result, the singularities of the first state are mapped to the lower frequency ones on the plot of Rf closer to the corners. The state on the top creates the higher frequency oscillations of Rf along the equatorial line of the plot of Rf . The Fourier transform on the right in Figure 13 confirms that -the four streaks closer to the borders correspond to the top phantom. Note that the horizontal axis in the Fourier transform plot is stretched twice compared to Figure 10 because the sampling requirement requires the same number of points on each axis, and then the discrete Fourier transform maps a square to a square. We observed similar effects in the parallel parameterization case. In Figure 16b one can see that the aliasing artifacts are extended outside the location of the "doughnuts" there.
7.5. (iv) Averaged measurements. As in section 6.5, assume we measure Q h R κ f with Q h an h-ΨDO of order (0, 0). If q 0 is the principal symbol of Q h , then a backprojection reconstructs P h f with P h having principal symbol as in (55). In particular, if q 0 = ψ(a|α| 2 + b|β| 2 ), then
This formula reveals something interesting, similar to the observations above: the loss of resolution coming from each term is different. For each (x, ξ), the reconstructed f is q 0 (x, hD)f plus a lower order term, which is a sum of two with different (and direction dependent) losses of resolution. Let us say that ψ is radial and decreasing as r = |x| increases. If x·ξ ⊥ > 0, then the first term attenuates at that frequency more than the second one, and vice versa. Therefore, the reconstruction with full data in specific regions and directions would have less resolution that one with partial data. This is also illustrated in Figure 12 : the intersection of the circles there reflects the resolution limit if we use full data and the union -the resolution limit with partial data chosen to maximize the resolution. To take advantage of that, we would need to take a h-ΨDO Q h , not just a convolution. In Figure 14 we show an example. In (b), we show the reconstructed f with Rf averaged in α. This corresponds to b = 0 in (69). The worst resolution is where |x · ξ ⊥ | is maximized, which happens when |x| is maximized and x ⊥ ξ, like for radial lines close to the boundary. We have the best resolution when |x · ξ ⊥ | is small, and if we want that for all directions; this happens near the origin but circular lines away from the origin are resolved well, too. Averaging in β is represented by (c) and corresponds to a = 0 in (69). As explained above, we get a superposition of two images and the understand the plot better, one should look first at (d), where a reconstruction with α restricted to [−π/2, π/2] (the r.h.s. of the circumscribed circle) is shown. There, for "doughnuts" closer to the right-hand side, radial lines (where ξ ⊥ x) are resolved better than circular ones, which corresponds to the union of the disks in Figure 12 . On the left (far from the sources), it is the opposite: radial lines are very blurred, while circular ones are better resolved. This corresponds to the intersection of the disks in Figure 12 which predicts better resolution for ξ x. Then in (c), we have a superposition of two such images which have a combined resolution in which radial and circular blur are mixed: there is still better resolution of radial lines (but the effect is subtle in this example) and a larger radius blur in circular directions. The effect is stronger near the corners as compared to "doughnuts" near the edges but in the center of each side because the former are closer to the circumscribed circle.
To illustrate this effect even better in Figure 15 , we take f to be a slightly randomized 5×5 array of very well concentrated Gaussians and apply a Gaussian blur to Rf in β. The reconstruction is shown in Figure 15a . Then we compute numerically F −1 q 0 see (69) with a = 0, which represents the convolution kernel of the reconstructed image at x = R(0.88, 0), treating x as a constant. We plot it (enlarged) in (b) . This is what the theory predicts to be the reconstructed image of a delta placed at that x. We can see a strong horizontal (i.e., radial) blur plus a fainter vertical (circular) one, spread over a larger area, with a negative sign. In this grayscale, black corresponds to the maximum and white corresponds to the minimum. In (a), one can see (smaller) similar images in the four corners, which are close to the circumscribed circle. Their orientations are along the radial lines, of course. As x moves closer to the center, the kernel looks more circularly symmetric and gets larger, which can be seen from Figure 15a and also from (69). At the origin, it is Gaussian as (69) predicts.
Anti-aliasing. In Figure 16 , we present an example of f undersampled in the β variable and them blurred fist (in the same variable) and still undersampled at the same rate. We see that the aliasing artifacts are mostly suppressed but some resolution is lost.
Thermo and Photo-Acoustic Tomography
Let Ω be a smooth bounded domain in R n . Let g 0 be a Riemannian metric inΩ, and let c > 0 be smooth. Assume that c = 1 and g 0 is Euclidean on ∂Ω (not an essential assumption). Fix T > 0. and the r.h.s. is actually the range of Σ h (Λf ) for all f as above, see Figure 17 . If we sample on a grid on [0, T ] × ∂Ω, with the second variable in a fixed coordinate chart, we need to choose steps ∆t < πM h/B and |∆y j | < πM h/B, where the latter norm is in the induced metric. Since ∆y j is constant (the superscript j refers to the j-th coordinate), for the Euclidean length ∆y j we must have ∆y j < πM M h/B, where (M ) 2 is the sharp upper bound on the induced metric on the Euclidean sphere in that chart. In our numerical example below, the boundary is piecewise flat parameterized in an Euclidean way; then M = 1 away from the corners. Set c max = max c. If g is Euclidean, M = 1/c max . The metric on R × ∂Ω is dt 2 + g , where g is the Euclidean metric restricted to T ∂Ω. The sampling requirements in any local coordinates on the boundary depend in those coordinates as explained above, with M = 1. Therefore, the sampling rate in the (t, y) coordinates should be smaller than πh/Bc max .
It is interesting that the sampling requirements do not depend on existence of conjugate points or not and are unaffected by possible presence of caustics. In fact, we can have caustics even if the geometry is Euclidean but we start from a concave wave front. In Figure 18 on the left, we plot Figure 18 demonstrates that fact by showing that the highest frequencies of Λf in the center are approximately the same as the highest ones on the left. Naturally, they occur where the rays hit ∂Ω at the largest angle with the normal which is represented by the slanted curves on the plot of Λf . Next, despite of presence of caustics a bit left of the center of the Λf plot, the oscillations are not of higher frequencies than elsewhere else. On the right, we plot Λf when c = 1 + 0.5 exp(−2|x| 2 ), i.e., there is a fast region in the middle. The speed range is approximately [1.07, 1.5]. There are higher frequencies than in the previous case and higher than in f . The sampling requirements are higher.
A more thorough analysis of this case in the context of this paper will be presented elsewhere.
