Freiman's 2.4-Theorem states that any set A ⊂ Z p satisfying |2A| ≤ 2.4|A| − 3 and |A| < p/35 can be covered by an arithmetic progression of length at most |2A| − |A| + 1. A more general result of Green and Ruzsa implies that this covering property holds for any set satisfying |2A| ≤ 3|A| − 4 as long as the rather strong density requirement |A| < p/10 215 is satisfied. We present a version of this statement that allows for sets satisfying |2A| ≤ 2.48|A| − 7 with the more modest density requirement of |A| < p/10 10 .
Introduction
Given a set A ⊂ G in some additive group G, we define its sumset as
We will often denote this sumset by 2A, which should not be confused with the dilate 2 · A = {2a : a ∈ A}. When dealing with inverse questions in additive combinatorics, one is typically interested in understanding the structure of a set A for which only some additive property is known, e.g. that the so-called doubling |2A|/|A| is small. One of the most important results in this area is Freiman's Theorem, which states that any finite set of integers can be efficiently covered by a generalized arithmetic progression, where the size and the dimension of the progression depend only on the doubling. The bounds for this result were later improved and the ambient group generalized to many different contexts, see for example [2, 8, 16, 17, 18] .
In the more specific case of finite sets of integers A ⊂ Z with very small sumsets, that is |2A| ≤ 3|A| − 4, Freiman showed that in fact A can be covered by a normal (i.e. 1-dimensional) arithmetic progression of length at most |2A| − |A| + 1. This result is easily seen to be tight. An equivalent statement in the cyclic group Z p , where p is a prime, is widely believed to hold as well, assuming certain modest restrictions regarding the cardinality of A with respect to p. However, such a statement has turned out to be more difficult to prove. It was Freiman himself who first showed that the same covering property holds for any set A ⊂ Z p satisfying |2A| ≤ 2.4|A| − 3 and |A| < p/35, see [4] . Rødseth [15] later showed that the density requirement can be weakened to p/10.7. A more general result of Green and Ruzsa [7] immediately gives the same conclusion for all sets satisfying |2A| ≤ 3|A| − 4 as long as they also satisfy the rather strong density requirement |A| < p/10 215 . The second author and Zémor obtained a result with the same covering conclusion and no restrictions regarding the size of |A| itself, but assuming that |2A| ≤ (2 + ε)|A| with ε < 10 −4 , see [19] .
We present a version of this statement that improves upon the constant 2.4 present in the results of Freiman and Rødseth, without requiring quite as strong a density condition as in the result of Green and Ruzsa. Theorem 1.1. Let A ⊂ Z p satisfy |2A| ≤ 2.48|A| − 7 and |A| < p/10 10 . Then there is an arithmetic progression P ⊂ Z p such that A ⊂ P and |P | ≤ |2A| − |A| + 1.
Similar to both the result of Freiman and that of Green and Ruzsa, the proof of this statement uses a Fourier-analytic rectification argument that allows one to transplant a significant part of the set into the integers, where the corresponding covering result can be applied. Unlike the result of Freiman however, we will allow the doubling of that part to go past the 3|A| − 4 barrier in the integers. To do so, we will use a result of Freiman and Deshoulliers to prove a covering result for sets of integers with doubling slightly above that barrier. This also implies that, unlike in the original approach, we have to take the additive dimension of our sets into consideration.
We believe that the ideas in this paper are capable of yielding significantly better constants than the ones obtained here. The biggest obstacle in improving either the density requirement or the constant 2.48 will be the relatively poor covering given by Proposition 2.3. A conjecture of Freiman (see for example [6] ) claims that in fact one should be able to replace the constant 10 9 with 4 in that proposition, resulting in a significant improvement of the density requirement of our main statement. So far only very little has been proven in that direction. Freiman himself solved the case 3|A| − 3, and Jin [11] obtained a result in the case (3 + ε)|A| for some undetermined ε > 0.
Outline. In Section 2 we will introduce some tools required in order to prove Theorem 1.1. We will first state and prove a covering result for sets of integers having doubling slightly above the 3|A| − 4 threshold. We will then give an overview of some well-established rectification principles. Using these tools we will then prove Theorem 1.1 in Section 3. We make some concluding remarks in Section 4.
Preliminaries
Let us formally define some common notions and concepts. We say that a set A ⊂ Z is in normal form if A ⊂ N 0 , 0 ∈ A and gcd(A) = 1. Note that one can easily put any finite set A ⊂ Z into normal form without affecting its cardinality or additive properties, by setting A ′ = (A − min(A))/ gcd(A − min(A)). If a set A is covered by an arithmetic progression of length k then it follows that the normal form A ′ of that set satisfies max(A ′ ) ≤ k − 1.
Let A and B be two subsets of some (not necessarily identical) abelian groups. A bijection f : A → B is said to be a Freiman isomorphism of order k, or F k -isomorphism for short, if for any elements a 1 , . . . , a k , a ′ 1 , . . . , a ′ k ∈ A we have
One can think of this as a generalization of a group isomorphism for which only operations of depth at most k are required to be preserved. A subset A of an arbitrary abelian group is said to be rectifiable of order k if it is F k -isomorphic to a set of integers. Note that we will generally only be interested in the case k = 2, where we will just use the term rectifiable. Lastly, the additive dimension dim(A) of a set of integers A ⊂ Z is defined to be the largest s ∈ N for which A is F 2 -isomorphic to some subset of Z s that is not contained in a hyperplane. In what follows we will usually use the notation A to refer to sets in some cyclic group Z m and the usual notation A to refer to sets in the integers. Often A will refer to the canonical projection from Z to some Z m of some A ⊂ Z.
Covering Statements
Deshouillers and Freiman stated the following result regarding covering properties of subsets of Z m with very small sumset. Note that -unlike the main statement this paper is interested in -this result concerns arbitrary Z m , that is, the integer m does not have to be prime. This explains the weaker bounds and more complex statement. Theorem 2.1 (Deshouillers and Freiman [3] ). For any set A ⊂ Z n satisfying |2A| ≤ 2.04|A| and |A| ≤ n/10 9 there exists a proper subgroup H < Z n such that the following holds:
1. If A is included in one coset of H then |A| > |H|/10 9 .
2. If A meets exactly 2 or at least 4 cosets of H then it is included in an ℓ-term arithmetic progression of cosets of H where
3. If A meets exactly three cosets of H then it is included in an ℓ-term arithmetic progression of cosets of H where
Furthermore, if ℓ ≥ 2 then there exists a coset of H containing 2 /3 |H| elements from A.
We will also need the following straightforward observation in order to distinguish between integer sets of different additive dimension. Lemma 2.2. Let A ⊂ Z be given in normal form with |A| ≥ 3 and m > 1 such that m | max(A).
If the canonical projection of
Proof. Let ϕ : Z → Z m denote the canonical projection. Note that {(a, ϕ(a)) : a ∈ A} ⊂ Z × Z m is F 2 -isomorphic to A, since for any a 1 , a 2 , a 3 , a 4 ∈ A we have a 1 + a 2 = a 3 + a 4 if and only if (a 1 , ϕ(a 1 )) + (a 2 , ϕ(a 2 )) = (a 3 , ϕ(a 3 )) + (a 4 , ϕ(a 4 )). As A = ϕ(A) is rectifiable, there exists some F 2 -isomorphism f mapping A into the integers. By the same argument as before, it follows that {(a, ϕ(a)) : a ∈ A} and hence also A is F 2 -isomorphic to {(a, f (ϕ(a))) : a ∈ A} ⊂ Z 2 . We may without loss of generality assume that f (0) = 0 and note that since A is in normal form and |A| ≥ 3, there must exist some a ′ ∈ A such that ϕ(a ′ ) = 0 and hence also f (ϕ(a ′ )) = 0. Using the requirement that m | max(A), we observe that the three points (0, f (ϕ(0))) = (0, 0), (max(A), f (ϕ(max(A))) = (max(A), 0) and (a ′ , f (ϕ(a ′ ))) = (a ′ , 0) do not lie in a hyperplane of Z 2 and therefore dim(A) ≥ 2 as desired.
We can now state and prove the main new ingredient needed for the proof of Theorem 1.1. It should be noted that the proof has some slight similarities with the proof of Freiman's 3|A|−4 Theorem in the integers by modular reduction (see [14] ), but there is a new component in the argument here, consisting of taking into account the Freiman dimension of the set. Proposition 2.3. Any 1-dimensional set A ⊂ Z satisfying |2A| ≤ 3.04|A| − 3 can be covered by an arithmetic progression of length at most 10 9 |A|.
Proof. Let A ⊂ Z satisfy |2A| ≤ 3.04|A| − 3 as well as max(A) ≥ 10 9 |A|, and assume without loss of generality that A is in normal form. We will show that we must have dim(A) ≥ 2, in contradiction to the assumption that A is 1-dimensional. Let ϕ : Z → Z max(A) denote the canonical projection and observe that A = ϕ(A) satisfies |A| = |A| − 1 < max(A)/10 9 . Let B denote the set of elements x ∈ 2A such that x + max(A) is also in 2A. Since 0 and max(A) are both in A we have B ⊃ A, whence |2A| = |2A| + |B| ≥ |2A| + |A|, and so
We can therefore apply Theorem 2.1, obtaining that A is covered by some small arithmetic progression of cosets of some proper subgroup H < Z max(A) . Let us go through the cases given by this theorem. In the following 1 B will denote the indicator function of some given set B.
1. As A is in normal form, A cannot be contained in a single coset of H.
2. If A meets exactly 2 or at least 4 cosets of H then it is included in an ℓ-AP of cosets of H, where by (3) we have ℓ ≤ 1.04|A|/|H| + 1 ≤ (1.04 + 3/2)|A|/|H|, the last equality following from the last sentence in Theorem 2.1. Using that |A| < 10 −9 max(A) we deduce that
Letting m = max(A)/|H| we now observe that, since A is in normal form, its canonical projection into Z m cannot be contained in a proper subgroup of Z m . It follows that the common difference of the ℓ-term arithmetic progression covering this projection of A does not divide m, whence we can dilate by the inverse mod m of this common difference, and it follows that the projection of A is F 2 -isomorphic to some subset of an interval of size m/2 in Z m . This projection is therefore rectifiable, so by Lemma 2.2 we have dim(A) ≥ 2.
3. If A meets exactly 3 cosets of H, then we argue in a way similar to case 2, considering the projection of A to Z m where m = max(A)/|H|. Here, however, we distinguish two cases, according to whether the 3 cosets are in arithmetic progression or not.
Assume that these cosets are in arithmetic progression with difference d. If the cosets do not form an arithmetic progression, then we have
Moreover, we may assume that either 2c 1 ≡ 0 or 2c 2 ≡ 0 in Z max(A) /H as otherwise A would only meet 2 cosets of H. We therefore assume without loss of generality that 2c
which is not contained in some hyperplane of Z 2 as ϕ(0) = ϕ(max(A)) ∈ H but ϕ(a ′ ) ∈ H + c 2 for some a ′ ∈ A. If however 2c 1 ≡ 2c 2 ≡ 0 in Z max(A) /H, then likewise we can argue that dim(A) ≥ 2 as A now is F 2 -isomorphic to
which for the same reason is also not contained in any hyperplane of Z 2 .
It follows that dim(A) ≥ 2 in contradiction to the assumption that A is 1-dimensional.
We will also need the following two results due to Freiman that will enable us to deal with sets past the 3|A| − 4 threshold that are not 1-dimensional.
Theorem 2.4 (Freiman). Every finite set
For a proof see [5, Lemma 1.14].
Theorem 2.5 (Freiman). Let A ⊂ Z 2 be a 2-dimensional set that cannot be embedded in any straight line and that satisfies |2A| < 10 /3 |A| − 5 and |A| ≥ 11. Then A is contained in a set which is isomorphic to
where k 1 , k 2 ≥ 1 and
The above result is [5, Theorem 1.17] . We shall use the following consequence.
Corollary 2.6. Any 2-dimensional set A ⊂ Z satisfying |2A| ≤ 10 /3 |A| − 7 is contained in the union of two arithmetic progressions P 1 and P 2 with the same common difference such that |P 1 ∪ P 2 | ≤ |2A| − 2|A| + 3. Furthermore, the sumsets 2P 1 , P 1 + P 2 and 2P 2 are disjoint.
A proof of this can be immediately derived from the following statement.
Lemma 2.7. Given d ≥ 1 and a finite set A ⊂ Z d not contained in a hyperplane, we can extend any Freiman-isomorphism ϕ mapping A to some A ′ ⊂ Z to an affine linear map.
Proof. Assume to the contrary that ϕ is not affine linear.
and ϕ e (0) = ϕ(0). As ϕ is not affine linear, we must have ϕ e (x) = ϕ(x) for some x ∈ A ′ \ {a 1 , . . . , a d , 0}. It follows that A ′′ = {(a, ϕ e (a) − ϕ(a)) : a ∈ A ′ } ⊂ Z d+1 cannot be contained in a hyperplane, that is dim(A ′′ ) ≥ d + 1. However, one can easily verify that A ′′ is Freiman-isomorphic to A ′ , giving us a contradiction.
Proof of Corollary 2.6. Let A ′ ⊂ Z 2 denote a set that is F 2 -isomorphic to A and not contained in a line. By Theorem 2.5 we can assume that A ′ is contained in two lines of combined size less than |2A| − 2|A| + 3. By Lemma 2.7 the F 2 -isomorphism ϕ mapping A ′ to A can be extended to an affine linear map, implying the desired statement.
The Fourier-analytic Rectification
It is obvious that at least half of any set A ⊂ Z p can be rectified. It is reasonable to expect that if A is 'concentrated' in some sense, then one should be able to rectify significantly more than just half of the set. Freiman stated such a result using the language of large Fourier coefficients. In the following 1 A (x) = a∈A e 2πax/p will denote the Fourier transform of the indicator function of some set A ⊂ Z p .
Theorem 2.8 (Freiman [5]).
For any A ⊂ Z p and d ∈ Z ⋆ p there exists u ∈ Z p such that
It should be noted that an improved version of this result can be obtained using a result of Lev [13] . However, we will stick to using Theorem 2.8 when proving our main statement, as the improvement that would follow from using Lev's result is negligible in our case. Lastly, it was also Freiman who noted that a small sumset implies the existence of a large Fourier coefficient and hence a certain 'concentration' of the set. We state this observation in the following form. The proof follows by a standard application of the Cauchy-Schwarz inequality.
Lemma 2.9 (Freiman [5] ). For any A ⊂ Z p there exists d ∈ Z ⋆ p such that
Proof. We start by observing that
then using Cauchy-Schwarz one would get the contradiction
The desired statement follows.
Proof of Theorem 1.1
Note that throughout the proof we will simplify notation by just writing p/2 and p/3 rather than the correct rounded version. In all cases there will be an appropriate amount of slack that justifies this simplification.
We assume without loss of generality that d = 1 and u = 0. By Theorem 2.8 and Lemma 2.9 we have that
We note that A 1 satisfies |2A 1 | ≤ 3.04|A 1 | − 7 as otherwise we would get the contradiction
As A 1 is contained in an interval of size less than p/2, it is rectifiable and hence there exists some F 2 -isomorphic set A 1 ⊂ Z. We note that due to Theorem 2.4 we have dim(A 1 ) ∈ {1, 2}. Let us distinguish between these two cases. Case 2. If dim(A 1 ) = 2 then we apply Corollary 2.6, obtaining progressions P 1 , P 2 with union covering A 1 , with same common difference r. We claim that we can assume without loss of generality that . We now show that
We start by observing that by assumption A 1 = A ∩ (S ′ ∪ S ′′ ) was the most of A we could rectify. It follows that [0, p/2) \ (S ′ ∪ S ′′ ) does not contain any elements of A. Next, let us assume that there exists a ∈ A satisfying a ∈ [−3|A|, 0). Since A 1 ∪ {a} cannot be rectified, we must have c + 3|A| > p/2 − 3|A|. This implies that [c, c
which contradicts our maximality assumption about A 1 . It follows that A ∩ [−3|A|, 0) = ∅. Arguing similarly, we see that
, and so 2 · (A 1 ∪ {a}) ⊂ [−12|A|, 12|A|), again contradicting our maximality assumption. Next, we note that
It follows that if there exists a ∈ A satisfying
then a + A ′ 1 does not intersect 2A 1 and we get the contradiction
Note that we have used that 2A ′ 1 ∩ (A ′ 1 + A ′′ 1 ) = ∅ as well as 2A ′′ 1 ∩ (A ′ 1 + A ′′ 1 ) = ∅ as given by Corollary 2.6. Using the previous observations, it follows that equation (15) 
). Note that we may assume that |R| ≥ 0.17|A| as otherwise |A 1 | ≥ 0.83|A| and in equation (14) we would in fact get |2A 1 | ≤ 3|A| − 4, which due to Theorem 2.4 would contradict our assumption that A 1 is 2-dimensional.
We note that 2A ⊇ 2A 1 ∪ (A ′′ 1 + R) and that trivially |A ′′ 1 + R| ≥ |R|. It follows that A ′′ 1 + R must intersect 2A 1 since otherwise we would get the contradiction
It follows that one of the following must hold: This means that all of A can be rectified and we can just apply the 3|A| − 4 statement in the integers to get the desired covering property. and therefore c ∈ [p/3 − 3|A|, p/3 + 3|A|]. Consequently, in this case A ′ 1 , A ′′ 1 and R (or rather the intervals containing them) are roughly "equally distributed" in Z p , that is they are respectively focused around 0, p/3 and 2p/3 as illustrated in Figure 1 . It follows that a dilation by a factor of 3 focuses all parts of A around 0, that is
This again means that all of A can be rectified and we can just apply the 3|A|−4 statement in the integers to get the desired covering property.
It follows that we have proven the statement of Theorem 1.1.
Concluding remarks
It is probably unreasonable to expect that this rectification methodology (of rectifying a large part of the set and arguing from there) will lead to a proof of the full conjecture with tight constants. In fact, the more natural direction seems to be to apply covering results in the cyclic group in order to prove covering statements in the integers. Both Lev and Smeliansky's proof of Freiman's 3|A| − 4 statement in the integers as well as the proof of Proposition 2.3 fall into that category. Even if all other ingredients existed in their ideal form, the rectification argument through a large Fourier coefficient appears to imply an inherent loss in the density. This is a problem concerning not only Freiman's original approach and the result presented here, but also the broader result of Green and Ruzsa. The conjecture stated in [19] has the advantage of being such a generalization, but unfortunately it does not hold in its stated form. On the other hand, we believe the conjecture stated in [10, 9, 1] to be true, but it does not include the result of Vosper. We therefore propose the following combined version of the conjecture. [19] ). Given k ≥ 2 and 0 ≤ x ≤ k − 3 let p = 2k + 2x − 1 be prime and A = {0} ∪ {x + 2, x + 3, ..., (p + 1)/2} ⊂ Z p so that |A| = k. We have
so that |2A| = 2|A| − 1 + x = p − x. Clearly A cannot be covered by an arithmetic progression of length at most |A| + x = |2A| − |A| + 1.
To see that this example not only implies the requirement |2A| − 2|A| − 1 ≤ p − |2A| − 1 but also |2A| − 2|A| − 1 ≤ p − |2A| − 2, note that |2A| − 2|A| − 1 = p − |2A| − 1 would imply that the prime p is even.
Example 4.4. Take a prime p = 4t − 1. Let A = {0, . . . , t} \ {t − 1} ∪ {2t}, that is |A| = t + 1. We have 2A = {0, . . . , 2t − 2} ∪ {2t, . . . , 3t − 2} ∪ {3t} = Z p \ {2t − 1, 3t − 1, 3t + 1, . . . , 4t − 2} so that |2A| = 3t − 1 = 3|A| − 4 = 2|A| − 1 + x = p − t = p − (x + 2) where x = |A| − 3. Clearly A cannot be covered by an arithmetic progression of length at most |A| + x = |2A| − |A| + 1.
Besides satisfying these two examples as well as implying the full strength of Vosper's Theorem in the case |2A| − 2|A| − 1 = 0, Conjecture 4.2 would also imply the following part of a conjecture of Freiman [6] in the integers, giving perhaps some additional intuition as to it's slightly unusual shape. Setting x = |2A|−(2|A|−1) ≤ b−1 ≤ |A|−4 it would follow from case (i) of Conjecture 4.2 that either |2A| > max(A) − (x + 2) and therefore we get the desired covering property for A, or that A can be contained in an arithmetic progression of length at most |A| + x ≤ (max(A) + 1)/2, implying that A is rectifiable and therefore by Lemma 2.2 contradicting the requirement that A is 1-dimensional. Now if |2A| = 4|A| − 7 then x = |2A| − (2|A| − 1) ≤ b − 1 ≤ |A| − 3 and we again either get the desired covering property from Conjecture 4.2, or we get a contradiction to the requirement that A is 1-dimensional.
Note that this proof is essentially the same as that of Proposition 2.3. The requirement that max(A) is prime does not appear in Freiman's original conjecture and is artificial, but the corollary gives an indication of the relationship between Conjecture 4.2 and the mentioned conjecture by Freiman. In fact, the bounds given in the statement would imply that max(A) is even in the extremal case. To prove such a statement without that condition one would require an analogue of Conjecture 4.2 in general Z n , that is a strengthening of the results of Kemperman [12] or Deshouillers and Freiman [3] . To our knowledge, such a conjecture has not been explicitly formulated and might in fact be very intricate to state.
