Abstract. We give a unified presentation of recent work in applying prior knowledge to nonlinear kernel approximation [MW05] and nonlinear kernel classification [MW06] . In both approaches, prior knowledge over general nonlinear sets is incorporated into nonlinear kernel approximation or classification problems as linear constraints in a linear program. The key tool in this incorporation is a theorem of the alternative for convex functions that converts nonlinear prior knowledge implications into linear inequalities without the need to kernelize these implications. Effectiveness of the proposed approximation formulation is demonstrated on two synthetic examples as well as an important lymph node metastasis prediction problem arising in breast cancer prognosis. Effectiveness of the proposed classification formulation is demonstrated on three publicly available datasets, including a breast cancer prognosis dataset. All these problems exhibit marked improvements upon the introduction of prior knowledge of nonlinear kernel approximation and classification approaches that do not utilize such knowledge.
Introduction
Prior knowledge has been used effectively in improving classification both for linear [FMS03b] and nonlinear [FMS03a] kernel classifiers as well as for nonlinear kernel approximation [MSW04, MST + 05] . In all these applications prior knowledge was converted to linear inequalities that were imposed on a linear program. The linear program generated a linear or nonlinear classifier, or a linear or nonlinear function approximation, all of which were more accurate than the corresponding results that did not utilize prior knowledge. However, whenever a nonlinear kernel was utilized in these applications, kernelization of the prior knowledge was not a transparent procedure that could be easily related to the original sets over which prior knowledge was given. In contrast, prior knowledge over arbitrary general sets has been recently incorporated without kernelization of the prior knowledge sets into nonlinear kernel approximation [MW05] and nonlinear kernel classification [MW06] . Here, we present a unified formulation of both approaches, which is made possible through the use of a fundamental theorem of the alternative for convex functions that we describe in Section 2 of the paper. An interesting, novel approach to knowledge-based support vector machines that modifies the hypothesis space rather than the optimization problem is given in [LSG06] . In another recent approach, prior knowledge is incorporated by adding additional points labeled based on the prior knowledge to the dataset [MSWT06] .
In Section 2 we describe a general formulation for incorporating prior knowledge into kernel machines. Section 3 shows how this formulation can be specialized to incorporate prior knowledge into nonlinear kernel approximation, while Section 4 shows how to specialize the formulation to incorporate prior knowledge into nonlinear kernel classification. Numerical examples from show prior knowledge can improve both approximation and classification are presented in Section 5. Section 6 concludes the paper.
We describe our notation now. All vectors will be column vectors unless transposed to a row vector by a prime ′ . The scalar (inner) product of two vectors x and y in the n-dimensional real space R n will be denoted by x ′ y. For x ∈ R n , x 1 denotes the 1-norm:
|x i |) while x denotes the 2-norm:
2 and x + denotes the vector max{x, 0}. The notation A ∈ R m×n will signify a real m × n matrix. For such a matrix, A ′ will denote the transpose of A, A i will denote the i-th row of A and A ·j the j-th column of A. A vector of ones in a real space of arbitrary dimension will be denoted by e. Thus for e ∈ R m and y ∈ R m the notation e ′ y will denote the sum of the components of y. A vector of zeros in a real space of arbitrary dimension will be denoted by 0. For A ∈ R m×n and B ∈ R n×k , a kernel K(A, B) maps R m×n × R n×k into R m×k . In particular, if x and y are column vectors in R n then, K(x ′ , y) is a real number, K(x ′ , B ′ ) is a row vector in R m and K(A, B ′ ) is an m × m matrix. We shall make no assumptions whatsoever on our kernels other than symmetry, that is K(x ′ , y) ′ = K(y ′ , x), and in particular we shall not assume or make use of Mercer's positive definiteness condition [Vap00, SS02, CST00]. The base of the natural logarithm will be denoted by ε. A frequently used kernel in nonlinear classification is the Gaussian kernel [Vap00, CM98, Man00] whose ij-th element, i = 1, . . . , m, j = 1, . . . , k, is given by: (K(A, B)) ij = ε −µ Ai ′ −B·j 2 , where A ∈ R m×n , B ∈ R n×k and µ is a positive constant. The abbreviation "s.t." stands for "subject to".
General Formulation
We wish to impart knowledge to a function learned on a dataset in R n represented by the m rows of the matrix A ∈ R m×n with associated labels represented by the m-dimensional vector d. For approximation problems, d will be real valued, that is d ∈ R m . For classification problems, d will have values +1 or −1 according to the class of each example, that is d ∈ {−1, +1} m . The learned function f from R n to R is defined as follows:
where B ∈ R k×n is an arbitrary basis matrix and
is an arbitrary kernel function. In an approximation setting, we will use f (x) directly to obtain a predicted value at x ∈ R n , while in a classification setting we will use the value of the sign of f (x) to obtain the predicted class of x. In general, the matrix B is set equal to A [Man00] . However, in reduced support vector machines [LM01, HL04] B =Ā, whereĀ is a submatrix of A whose rows are a small subset of the rows of A. In fact, B can be an arbitrary matrix in R k×n . The variables u ∈ R k and γ ∈ R are parameters determined by the following optimization problem:
where L is an arbitrary loss function, and ν is a positive parameter that controls the weight in the optimization problem of data fitting versus complexity reduction. In approximation problems, the loss function L will measure the difference between the actual values of the given data d and the predicted values given by f . For classification problems, the loss function L will be related to misclassification rate. The 1-norm of u is chosen in order to promote solution sparsity [BM98, ZRHT04] . In Section 3 we will demonstrate that the use of the 1-norm of the error between the predicted and actual values for L in an approximation setting will result in a linear program, while Section 4 shows that use of the hinge loss for L results in a linear program for classification problems. We now impose prior knowledge on the construction of our learned function
Here, g(x) : Γ ⊂ R n −→ R p is a p-dimensional function defined on a subset Γ of R n that determines the region in the input space where prior knowledge requires that K(x ′ , B ′ )u − γ be larger than some known function φ(x) : Γ ⊂ R n −→ R. In previous work [MSW04, FMS02, FMS03a] , prior knowledge implications such as (3) could not be handled directly as we shall do here by using Theorem 2.1 below. Instead, the inequality g(x) ≤ 0 was kernelized. This led to an inequality not easily related to the original constraint g(x) ≤ 0. In addition, in [MSW04, FMS02, FMS03a] could only handle linear g(x) and φ(x). The implication (3) can be written in the following equivalent logical form:
It is precisely implication (3) that we shall convert to a system which is linear in the parameters of f , (u, γ), by means of the following theorem of the alternative for convex functions. The alternatives here are that either the negation of (4) holds, or (5) below holds, but never both.
Theorem 2.1. Prior Knowledge as System of Linear Inequalities For a fixed u ∈ R k , γ ∈ R, the following are equivalent:
(i) The implication (3) or equivalently (4) holds.
(ii) There exists v ∈ R p , v ≥ 0 such that:
where it is assumed for the implication (i)=⇒(ii) only, that g(x) and K(x ′ , B ′ ) are convex on Γ, φ(x) is concave on Γ, Γ is a convex subset of R n , u ≥ 0 and that g(x) < 0 for some x ∈ Γ.
Proof (i)=⇒(ii): This follows from [Man69, Corollary 4.2.2], the fact that the functions g(x) and K(x ′ , B ′ )u − γ − φ(x) of (4) are convex on Γ and that g(x) < 0 for some x ∈ Γ.
(i)⇐=(ii): If (i) did not hold then there there exists an x ∈ Γ such that g(x) ≤ 0, K(x ′ , B ′ )u − γ − φ(x) < 0, which would result in the contradiction:
We note immediately that in the proposed application of converting prior knowledge to linear inequalities in the parameters (u, γ) all we need is the implication (i)⇐=(ii), which requires no assumptions whatsoever on the functions g(x), K(x ′ , B ′ ), φ(x) or on the parameter u. We further note that the implication (3) can represent fairly complex knowledge such as K(x ′ , B ′ )u − γ being equal to any desired function whenever g(x) ≤ 0.
We note that Theorem 2.1 can also be invoked on the following prior knowledge implication, which is similar to (3):
We now incorporate the prior knowledge contained in implications (3) and (7) into the optimization problem (2) as follows:
We note that we have discretized the variable x ∈ Γ and x ∈ Λ in the constraints above to the finite meshes of points {x 1 , x 2 , . . . , x ℓ } and {x 1 , x 2 , . . . , x t } in order to convert a semi-infinite program [GL98] with an infinite number of constraints into a finite mathematical program. We have also added nonnegative slack variables z 1 , z 2 , . . . , z ℓ and q 1 , q 2 , . . . , q t to allow small deviations in the prior knowledge. The sum of these nonnegative slack variables for the prior knowledge inequalities is minimized with weight σ > 0 in the objective function in order to drive them to zero to the extent possible. Thus, the magnitude of the parameter σ enforces prior knowledge while the magnitude of ν enforces data fitting.
We turn now to specific formulations for knowledge-based kernel approximation and knowledge-based kernel classification.
Knowledge-Based Kernel Approximation
In the approximation setting, we wish to approximate a function, f , given exact or approximate function values of a dataset of points represented by the rows of the matrix A ∈ R m×n . Thus, for each point A i we are given an exact or inexact value of f , denoted by a real number d i , i = 1, . . . , m. We therefore desire the parameters (u, γ) of (1) to be determined such that:
An appropriate choice of L to enforce the above condition is:
This loss function is the sum of the absolute values of the differences between the predicted values f (A i ) and the given values d i , i = 1, . . . , m. In order to incorporate this loss function into the optimization problem (8) we introduce a vector s ∈ R m defined by:
We can then incorporate the loss defined by (10) into (8) as follows:
Note that at the solution of (12), (12) is the same as [MW05, Equation 10 ], except that here we have explicitly included implication (7) in addition to (3).
Knowledge-Based Kernel Classification
The classification problem consists of classifying the points represented by the rows of the matrix A ∈ R m×n into the two classes +1 and −1 according to their labels given as d ∈ {−1, +1} m . Thus, for each point A i we are given its label d i ∈ {−1, +1}, i = 1, . . . , m and we seek to find a function f of the form in (1) that satisfies, to the extent possible, the separation condition:
where D ∈ R m×m is the diagonal matrix with diagonal d. Note that this condition is satisfied if and only if d i and f (A i ) both have the same sign. Support vector machines attempt to impose a stronger condition, D(K(A, B ′ )u − eγ) ≥ e, using the hinge loss:
Note that the hinge loss involves the plus function, (x) + = max{x, 0}, introduced in Section 1. This loss function can be added to the optimization problem (8) by introducing a nonnegative slack variable s ∈ R m as follows:
The loss (14) is incorporated into the optimization problem (8) as follows:
We note that at the solution, s 1 = (e−D(K(A, B ′ )u−eγ)) + 1 . Note further that (16) is the same as the optimization problem in [MW06] with φ(x) = ψ(x) = α, ∀x. 
Numerical Experience
The effectiveness of our proposed formulation has been illustrated on three approximation tasks [MW05] and three classification tasks [MW06] . We describe these experiments and their results here. It is important to point out that the present formulation is very different in nature from that presented in [FMS03a] and [MSW04] . Our primary concern here is to incorporate prior knowledge in an explicit and transparent manner without having to kernelize it as was done in [FMS03a] and [MSW04] . In particular, we are able to directly incorporate general implications involving nonlinear inequalities in a linear program by utilizing Theorem 2.1. Synthetic examples were used to show how our approach uses nonlinear prior knowledge to obtain approximations or classifiers that are much better than those obtained without prior knowledge. Although the given prior knowledge for the synthetic examples is strong, the examples illustrate the simplicity and effectiveness of our approach to incorporate prior knowledge into nonlinear support vector classification and approximation. The Wisconsin Prognostic Breast Cancer (WPBC) dataset was used to demonstrate situations in which prior knowledge and data are combined to obtain a better approximation or classifier than by using only prior knowledge or data alone.
5.1. Approximation Datasets. The effectiveness of our proposed approximation formulation (12) has been illustrated on two synthetic datasets and the Wisconsin Prognostic Breast Cancer (WPBC) database, available from [MA92] .
5.1.1. Two-Dimensional Hyperboloid Function. The first approximation example is the two-dimensional hyperboloid function:
This function was studied in [MSW04] . The given data consists of eleven points along the line x 1 = x 2 , x 1 ∈ {−5, −4, . . . , 4, 5}. The given values at these points are the actual function values. Figure 1 depicts the two-dimensional hyperboloid function of (17). Figure 2 depicts the approximation of the hyperboloid function by a surface based on the eleven points described above without prior knowledge. Figures 1 and 2 are taken from [MSW04] . plus prior knowledge. The prior knowledge consisted of the implication:
which, because of the nonlinearity of x 1 x 2 , cannot be handled by [MSW04] . Note that even though the prior knowledge implication (18) provides only partial information regarding the hyperboloid (17) being approximated, applying it is sufficient to improve our kernel approximation substantially as depicted in Figure 3 . The prior knowledge implication (18) was applied in its equivalent inequality (5) form, at discrete points as stated in the inequality constraints of (12). In this example, the knowledge was applied at eleven points along the line
It is instructive to compare (18) with the prior knowledge used in [MSW04] to obtain a visually similar improvement. In that work, the following prior knowledge was used: x 2 ). This inexactness arises because of the limitation that knowledge be linear in the input space, and because the use of the nonlinear kernel to map knowledge in the input space to higher dimensions is difficult to interpret. In contrast, the prior knowledge of implication (18) is always correct and exactly captures the shape of the function. Thus, this example illustrates that there is a significant gain in usability due to the fact that the knowledge may be nonlinear in input space features.
5.1.2. Two-Dimensional Tower Function. For the second approximation example, we considered the following function:
4, when (x 1 , x 2 ) < 1 3, when 1 ≤ (x 1 , x 2 ) < 2 2, when 2 ≤ (x 1 , x 2 ) < 3 1, when 3 ≤ (x 1 , x 2 ) < 4 0, otherwise which is shown in Figure 4 . Due to the visual appearance of this function, we refer to it as the tower function. The data used to approximate the tower function of (21) consists of 400 equally spaced points on the grid [−4, 4] × [−4, 4], with given values defined using the following equation:
where τ (x 1 , x 2 ) is given by (21). This misleading data explains the chopped-off appearance that is shown by the approximation of Figure 5 which is a poor approximation of the tower function based on this data without prior knowledge. Figure 6 shows an approximation of the tower function using the data described above plus the following prior knowledge: where τ (x 1 , x 2 ) is the exact value of the tower function of (21). This implication was enforced at 2500 equally spaced points on the grid [−4, 4] × [−4, 4]. The approximation depicted in Figure 6 was made by setting the parameters C and ν of (12) to 10 1 and 10 20 respectively. Thus, this example illustrates that despite poor initial data, a substantially improved approximation using prior knowledge can be made by incorporating prior knowledge in the form of an implication such as (23).
5.1.3. Predicting Lymph Node Metastasis. To demonstrate the effectiveness of our approximation formulation (12) on a real-world dataset, a potentially useful application of knowledge-based approximation to breast cancer prognosis [MSW95, WSHM95, LMW03] was considered. An important prognostic indicator for breast cancer recurrence is the number of metastasized lymph nodes under a patient's armpit which could be as many as 30. To obtain this number, a patient must optionally undergo a potentially debilitating surgery in addition to the removal of the breast tumor. Thus, it is useful to approximate the number of metastasized lymph nodes using available information. The Wisconsin Prognostic Breast Cancer (WPBC) data, in which the primary task is to determine time to recurrence [MA92] , contains information on the number of metastasized lymph nodes for 194 breast cancer patients, as well as thirty cytological features obtained by a fine needle aspirate and one histological feature, tumor size, obtained during surgery. Table I : Leave-one-out root-mean-squared-error (RMSE) of approximations with and without knowledge on the present WPBC data. Best result is in bold. [MSW04] that a function that approximated the number of metastasized lymph nodes using four of these features could be improved using prior knowledge. The formulation developed here has been used to approximate the number of metastasized lymph nodes using only the tumor size.
Mangasarian et al. demonstrated in
In order to simulate the situation where an expert provides prior knowledge regarding the number of metastasized lymph nodes based on tumor size, the following procedure was used. First, 20% of the data was randomly selected as "past data." This past data was used to develop prior knowledge, while the remaining 80% of the data, the "present data," was used for evaluation. The goal is to simulate the situation in which an expert can provide prior knowledge, but no more data is available. To generate such prior knowledge, kernel approximation was used to find a function φ(x) = K(x ′ , B ′ )u − γ, where B is the matrix containing the past data and K is the Gaussian kernel defined in Section 1. This function was then used as the basis for our prior knowledge. Since this function was not believed to be accurate for areas where there was little data in the past data set, this knowledge was imposed only on the region p(x) ≥ 0.1, where p(x) was the density function for the tumor sizes in B estimated with the ksdensity routine, available in the MATLAB statistics toolbox [MAT06] . The following prior knowledge implication was considered:
That is, the number of metastasized lymph nodes was greater than the predicted value on the past data, with a tolerance of 0.01. This implication incorporates a typical oncological surgeon's advice that the number of metastasized lymph nodes increases with tumor size. In order to accurately simulate the desired conditions, this knowledge was formed by observing only the past data. No aspect of the prior knowledge was changed after testing began on the present data. Table I illustrates the improvement resulting from the use of prior knowledge. The first two entries compare the leave-one-out error of function approximations without and with prior knowledge. When training functions on each training set, ten points of the training set were selected as a tuning set. This set was used to choose the value of C from the set {2 i |i = −7, . . . , 7}. The kernel parameter was set to 2 −7 , which gave a smooth curve on the past data set. This value was fixed before testing on the present data. For the approximation with knowledge, the parameter ν was set to 10 6 , which ensured that the prior knowledge would be taken into account by the approximation. Implication (24) was imposed as prior knowledge, and the discretization for the prior knowledge was 400 equally spaced points on the interval [1, 5] . This interval approximately covered the region on which p(x) ≥ 0.1. We note that the use of prior knowledge led to a 14.8% improvement. In our experience, such an improvement is difficult to obtain in medical tasks, and indicates that the approximation with prior knowledge is more potentially useful than the approximation without prior knowledge.
In order to further illustrate the effectiveness of using prior knowledge, two other experiments were performed. First, the root-mean-squared-error (RMSE) of the function φ was calculated on the present data, which was not used to create φ. The resulting RMSE was 6.12, which indicates that this function does not, by itself, do a good job predicting the present data. The leave-one-out error on the present data of an approximation that included the present data and the past data, but without prior knowledge was also calculated. This approach led to less than one percent improvement over the approximation without knowledge shown in Table I , which indicates that the prior knowledge in the form of the implication (24) contains more useful information than the raw past data alone. These results indicate that the inclusion of the prior knowledge with the present data is responsible for the 14.8% improvement.
Classification Datasets.
The effectiveness of our proposed classification formulation (16) has been illustrated on three publicly available datasets: The Checkerboard dataset [HK96] , the Spiral dataset [Wie] , and the Wisconsin Prognostic Breast Cancer (WPBC) dataset [MA92] .
5.2.1. Checkerboard Problem. The first classification example was based on the frequently utilized checkerboard dataset [HK96, Kau99, MM01, LM01, FMS03a]. This synthetic dataset contains two-dimensional points in [−1, 1] × [−1, 1] labeled so that they form a checkerboard. For this example, a dataset consisting of only the sixteen points at the center of each square in the checkerboard was used to generate a classifier without knowledge. The rows of both matrices A and B of (16) were set equal to the coordinates of the sixteen points, which are the standard values. Figure 7 shows a classifier trained on these sixteen points without any additional prior knowledge. Figure 8 shows a much more accurate classifier trained on the same sixteen points as used in Figure 7 , plus prior knowledge representing only the leftmost two squares in the bottom row of the checkerboard. This knowledge was imposed via the following implications:
The implication on the first line was imposed at 100 uniformly spaced points in No prior knowledge was given for the remaining squares of the checkerboard. We note that this knowledge is very similar to that used in [FMS03a] , although our classifier is more accurate here. This example demonstrates that knowledge of the form used in [FMS03a] can be easily applied with our proposed approach without kernelizing the prior knowledge. 5.2.2. Spiral Problem. The spiral dataset [Wie, FM01] was used as the second synthetic example. This dataset consists of the two concentric spirals shown in Figure 9 .
In order to illustrate the effectiveness of our classification approach (16) on this dataset, labels were provided for only a random subset of the points in Figure  9 . For this dataset, the matrix B of Equation (1) consists of all the points in the dataset. Figure 10 shows a classifier trained using ten-fold cross validation on the points with given labels and no prior knowledge. The points for which labels were given during training are circled. Note that the classifier incorrectly classifies many of the points with label +1 for which no label was provided during training. Figure 11 shows a much more accurate classifier trained on the same labeled points plus prior knowledge based on the construction of the spiral dataset. This knowledge can be represented as follows: (26) g
x cos π(6.5−x)104 (16)(6.5)
x sin π(6.5−x)104 (16)(6.5)
(16)(6.5) + π x sin π(6.5−x)104
Though complicated in appearance, the derivation of this expression is actually quite straightforward given the source code that generates the spiral dataset [Wie] . To impose the prior knowledge, each implication was imposed at the points defined by the rows of the matrix B for which the left-hand side of the implication held, as well as two additional points near that point. Recall that for this dataset, B contains every point in the dataset as shown in Figure 9 . For example, the first implication was imposed on the points x and x± Cancer (WPBC) dataset [MA92, LMW99] . This dataset contains thirty cytological features obtained from a fine needle aspirate and two histological features, tumor size and the number of metastasized lymph nodes, obtained during surgery for breast cancer patients. The dataset also contains the amount of time before each patient experienced a recurrence of the cancer, if any. Here, the task of predicting whether a patient will remain cancer free for at least 24 months is considered. Past experience with this dataset has shown that an accurate classifier for this task is difficult to obtain. In this dataset, 81.9% of patients are cancer free after 24 months. To our knowledge, the best result on this dataset prior to [MW06] is 86.3% correctness obtained by Bennett in [Ben92] . It is possible that incorporating expert information about this task is necessary to obtain higher accuracy on this dataset. In [MW06] it was demonstrated that with sufficient prior knowledge, our approach can achieve 91.0% correctness.
To obtain prior knowledge for this dataset, the number of metastasized lymph nodes was plotted against the tumor size, along with the class label, for each patient. An oncological surgeon's advice was then simulated by selecting regions containing patients who experienced a recurrence withing 24 months. In a typical machine learning task, not all of the class labels would be available. However, the purpose here is to demonstrate that if an expert is able to provide useful prior knowledge, our approach can effectively apply that knowledge to learn a more accurate classifier. We leave studies on this dataset in which an expert provides knowledge without all of the labels available to future work. In such studies, the expert would be given information regarding the class of only data points in a training set that is a subset of all the data, and then give advice on the class of points in the entire dataset. The prior knowledge constructed for this dataset is depicted in Figure 12 and consists of the following three implications: (27) 
The class +1 represents patients who experienced a recurrence in less than 24 months. Here, x 1 is the tumor size, and x 2 is the number of metastasized lymph nodes. Each implication is enforced at the points in the dataset for which the lefthand side of the implication is true. These regions are shown in Figure 12 . The first implication corresponds to the region closest to the upper right-hand corner. The triangular region corresponds to the second implication, and the small elliptical region closest to the x 1 axis corresponds to the third implication. Although these implications seem complicated, it would not be difficult to construct a more intuitive interface similar to standard graphics programs to allow a user to create arbitrary regions. Applying these regions with our approach would be straightforward. In order to evaluate our proposed approach, the misclassification rates of two classifiers on this dataset were compared. One classifier is learned without prior knowledge, while the second classifier is learned using the prior knowledge given in (27). For both cases the rows of the matrices A and B of (16) were set to the usual values, that is to the coordinates of the points of the training set. The misclassification rates are computed using leave-one-out cross validation. For each fold, the parameter ν and the kernel parameter µ were chosen from the set {2 i |i ∈ {−7, . . . , 7}} by using ten-fold cross validation on the training set of the fold. In the classifier with prior knowledge, the parameter σ was set to 10 6 , which corresponds to very strict adherence to the prior knowledge. The results are summarized in Table 1 . The reduction in misclassification rate indicates that our classification approach can use appropriate prior knowledge to obtain a classifier on this difficult dataset with 50% improvement.
Conclusion and Outlook
We have proposed a unified, computationally effective framework for handling general nonlinear prior knowledge in kernel approximation and kernel classification problems. We have reduced such prior knowledge to easily implemented linear constraints in a linear programming formulation. We have demonstrated the effectiveness of our approach on four synthetic problems and two important real world problems arising in breast cancer prognosis. Possible future extensions are to even more general prior knowledge, such as that where the right hand side of the implications (3) and (7) are replaced by very general nonlinear inequalities involving the kernel function (1). Another important avenue of future work is to construct an interface which allows users to easily specify arbitrary regions to be used as prior knowledge. 
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