The single-index (SI) regression and single-index quantile (SIQ) estimation methods product linear combinations of all the original predictors. However, it is possible that there are many unimportant predictors within the original predictors. Thus, the precision of parameter estimation as well as the accuracy of prediction will be effected by the existence of those unimportant predictors when the previous methods are used.
Introduction
In many applications the linear relationship does not hold. So the use of linear regression to describe the relations in these cases is not suitable. The SI model is an extension of the linear regression to deal with nonlinear relationships. It is more elastic than the parametric models and retains their good properties. Besides its ability to reduce the risk of miss-pacifying the link function, it helps to overcome the "Curse of Dimensionality" (CD). Due to the index X T γ aggregates the high dimensionality of X, many researchers have used the SI model to deal with the CD problem. The notion of the CD was reported by Richard Bellman (1961) . It is caused by the exponential increase in volume associated with adding extra dimensions to an associated mathematical space. This means that the increasing of the sparsity will be exponential, given a fixed amount of data points. This problem causes the standard statistical tools to break down quickly in high dimensional data.
The single-index technique has been proven over the years to be an active and efficient method to deal with highdimensional estimation problems in standard mean regression. It has gained much attention in recent years because of its usage in many fields. For example, discrete choice analysis in econometrics and dose-response models in biometrics (Härdle et al., 1993) . It has the following form:
Where y is the univariate response variable and X is a vector of p-dimensional covariates, g(·) is an unknown univariable measurable function, ε is a random error satisfying E (ε/X) = 0, and γ is the unknown SI vector coefficient satisfying γ = 1 and the first component γ 1 is positive for the sake of model identifiability. Here · denotes the Euclidean norm.
There are three types of methods that have been suggested to estimate γ in the literature. The first type utilizes the truth that γ is proportional to the ∂g(x) ∂x = γg (x γ), which includes the average derivative estimation method (Härdle & Stoker, 1989) , the structure adaptive method (Hristache et al., 2001 ) and the outer product of gradients (OPG) method (Xia et al., 2002) . The second type contains methods that estimate g and γ in the same time. For example, the semiparametric least squares estimation method (Ichimura, 1993) and the MAVE method (Xia et al., 2002) . The third type consist of methods that use regressing X on y instead of regressing y on X and were originally www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 2, No. 3; proposed to deal with the sufficient dimension reduction (SDR).
For the sake of reducing the predictor dimension without losing any regression information, the SDR theory (Cook, 1998) has been proposed. Many methods have been developed to estimate the SDR space. Some of these methods focusing on the central subspace which is denoted by S y|X . These methods try to find an answer to the question, "how does the conditional distribution of y|X change when the value assumed by X changes?" For example, the sliced inverse regression method (SIR) (Li, 1991) , the sliced average variance estimation method (SAVE) (Cook & Weisberg, 1991) and the directional regression (Li & Wang, 2007) .
The majority of known estimation approaches for model (1) were constructed on either least squares or likelihood based methods. Thus, these approaches are expected to be sensitive to outliers. In contrast to the stated approaches, quantile regression (QR) (Koenker & Bassett, 1978) provides a robust alternative. It supplies us with a full statistical analysis of the stochastic relationships among the predictors and the response variable. QR has been applied in different fields such as econometrics, finance, microarrays, medical and agricultural studies-see Koenker (2005) and Yu et al. (2003) for more details. Many researchers have studied the QR methods in the literature; see for example, He and Shi (1996) , He et al. (2002) , Lee (2003) , Cai and Xu (2009), Wang et al. (2010) , Kai et al. (2011) , among others.
A lot of work exists on nonparametric standard mean regression, however, very little exists on nonparametric QR. Nonparametric QR includes local linear methods and the spline methods. The local linear QR method for univariate QR is proposed by Yu and Jones (1998) , see Koenker (2005) and Koenker et al. (1994) for more details. Theoretically, while the extension of nonparametric conditional quantiles from univariate to higher dimension cases is quite clear, its practical success is impeded by the "curse of dimensionality". Therefore, the challenge is to reduce the p-dimensional predictor X without the loss of any information on the conditional distribution of y|X and without needing a pre-specified parametric model.
Recently, dimension reduction methods for nonparametric QR models have received a lot of attention in the statistical literature. Many approaches attempt to reduce the p-dimensional predictor X without losing information and then estimate the conditional quantile. Chaudhuri (1991) , Gooijer and Zerom (2003) , Yu and Lu (2004) , Horowitz and Lee (2005) , Dette and Scheder (2011), and Yebin et al. (2011) used variants of the adaptive model in order to reduce the dimension and thereafter estimate the conditional quantiles. To introduce a more efficient estimator of conditional quantiles, Gannon et al. (2004) used the SIR to reduce the dimensionality of the covariates. Recently, Wu et al. (2010) proposed the SIQ. A practical algorithm is introduced where the authors used the local linear QR to estimate the unknown link function and linear QR to estimate the parametric index. Jiang et al. (2012) proposed the local linear composite QR estimator for a single-index model. Hua et al. (2012) developed a Bayesian method for fitting models with a single-index using conditional QR.
The selection of predictors plays a crucial role in building a multiple regression model. The choice of a suitable subset of predictors can help to improve prediction accuracy. Also, in practice, the interpretation of a smaller subset of predictors is often easier to understand and interpret (Li et al., 2010) . Variable selection by penalizing the classical least squares has attracted significant research interest. See for example, least absolute shrinkage and selection operator Lasso (Tibshirani, 1996) , smoothly clipped absolute deviation SCAD (Fan & Li, 2001) and Adaptive Lasso (Zou, 2006) .
Because SI methods produce linear combinations of all of the original predictors, the variable selection approaches become very necessary for SI modelling when the number of predictor variables is large and when there are unimportant predictors. Some researchers suggested to generalize a number of classical variable selection procedures from linear regression to the SI model such as the Akaike information criterion and cross-validation (AIC) and others, see for example, Naik and Tsai (2001) and Kong and Xia (2007) . These procedures are computationally intensive and unstable.
Some research has proposed to generalize the Lasso (Tibshirani, 1996) under the SI model assumptions. Under the framework of sufficient dimension reduction, Li and Yin (2008) combined the idea of Lasso with the SIR. Recently, Wang and Yin (2008) suggested the sparse MAVE (sMAVE). The authors proposed to add an l 1 penalty term λ p k=1 |γ k | to the MAVE loss function to obtain the sMAVE. The idea of combining MAVE and Lasso, which is proposed in Wang and Yin (2008) , was exploited by Zeng et al. (2012) by proposing an l 1 penalty function that penalizes the γ and the norm of the ∂g(x) ∂x together. Koenker (2004) proposed to use the regularization in QR. In order to shrink individual effects towards a common value, the author put an l 1 penalty onto the random effects in a mixed-effect QR model. Li and Zhu (2008) Yuan and Yin (2010) proposed a Bayesian approach to shrink the random effects towards a common value by introducing an l 2 penalty to the usual QR check function. Li et al. (2010) suggested Bayesian regularized QR. They proposed different penalties such as Lasso, group Lasso and elastic net penalties. Alhamzawi et al. (2012) extended the Bayesian Lasso QR reported in Li et al. (2010) to Bayesian Adaptive Lasso QR by using different penalization parameters for different regression coefficients.
In this article, we propose an extension of the SIQ model of Wu et al. (2010) by considering Lasso and Adaptive Lasso for estimation and variable selection. Computational algorithms have been developed in order to calculate the penalized SIQ estimates. Our motivating example is an analysis of the Boston housing data which is previously analyzed by many researchers and available in the package ('MASS') in R. The objective of this study is to investigate the relationship between the median value of owner-occupied homes in $1000s and 13 statistical measurements on the 506 census tracts in suburban Boston from the 1970 census. In this paper we are interested in selecting the most significant statistical measurements of the 13 statistical measurements for the SIQ model, relating to the median value of owner-occupied homes in $1000s. A certain correlation is present between the predictors in the Boston housing data. For example, the correlation coefficient is (-0.7692) between the nitric oxides concentration and the weighted mean of distances to five Boston employment centres, (0.7636) between the nitric oxides concentration and the proportion of non-retail business acres per town, (-0.7478 ) between the weighted mean of distances to five Boston employment centres and proportion of owner-occupied units built prior to 1940 and so on. The selection of variables is important in this application, in order to know which predictors have coefficients that vary among subjects. The high correlation between the predictors is an argument to use the Adaptive Lasso because the procedure deals with correlated predictors by using adaptive weights for the different predictors.
The remainder of the paper is organized as follows. A brief review of the SIQ method is given in section 2. Penalized SIQ with Lasso and Adaptive Lasso are introduced in section 3 and section 4 respectively. Simulation studies are conducted under different settings in section 5. The applications of the methods using real data are reported in section 6. Lastly, the conclusions are summarized in section 7.
Single-Index Quantile Regression (SIQ)
Given τ ∈ (0, 1), Wu et al. (2010) proposed the SIQ for the τth conditional quantile θ τ (X) of y given X as follows
Where y is a real valued response variable and X is a vector of d-dimensional covariates, g(·) is an unknown univariable measurable function, γ is the unknown SI vector coefficient satisfying γ = 1 and the first component γ 1 is positive for the sake of model identifiability.
By replacing the nonparametric counterpart g X T γ in model (2) with X T γ, we obtain the linear QR of Koenker and Basset (1978) . For the SIQ model (2), note g(·) should be g τ (·) and γ should be γ τ . For notational convenience the subscript τ was omitted.
Where Wu et al. (2010) proposed an estimation procedure for estimating γ and g(·) as follows:
Step 0. Obtain the initial γ (0) from the average derivative estimate (ADE) of Chaudhuri et al. (1997) . Standardize the γ (0) such that γ = 1 and γ 1 >0.
Step
by solving the following
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is a kernel function with the bandwidth h chosen to be optimal.
Step 2. Given â j ,b j n j=1 , obtain γ by solving
Where
and ω * ij = ω ij evaluated at the current estimate of γ.
In step 2, γ is estimated through the linear QR without intercept on n 2 observations y *
with known
evaluated at the estimate of γ from the previous iteration.
Step 3. Continue repeating the steps 1 and 2 until convergence.
The standardization of γ is done as γ = sign 1γ / γ , where sign 1γ is the sign of the first component of γ. The final estimate of g(·) isĝ u; h, γ =â where
Single-Index Quantile Regression with Lasso Penalty (LSIQ)
The Lasso is proposed by Tibshirani (1996) for simultaneous variable selection and parameter estimation. According to the Lasso, the residual sum of squares is minimized subject to the p k=1 |γ k | being less than a constant. By assuming this constraint, the Lasso shrinks some coefficients and set other to 0. As an extension to Lasso Tibshirani (1996) , Li and Zhu (2008) suggested Lasso QR for simultaneous estimation and variable selection in QR models and it is given by:
Where λ > 0 is the parameter controlling the value of penalty given. The λ p k=1 |γ k | in (7) is the l 1 penalty QR, which is important for the success of the Lasso.
The LSIQ is proposed here according to an algorithm similar to the algorithm in section 2, except in the initial step where we obtain the γ (0) from the Lasso linear QR from Li and Zhu (2008) . Also, in step 2, given â j ,b j n j=1
, we obtain γ Lasso by solving
The final estimate of g(·) isĝ u; h, γ Lasso =â, where
4. Single-Index Quantile Regression with Adaptive Lasso Penalty (ALSIQ)
Under specific situations, Lasso has been shown to be consistent. Zou (2006) derived a necessary condition for the Lasso to be consistent. Consequently, the Lasso is inconsistent in other certain conditions. The Adaptive Lasso, where adaptive weights are used for penalizing different coefficients, is suggested by Zou (2006) . The author showed that the major advantage of the Adaptive Lasso estimator, compared to the Lasso estimator is that the Adaptive Lasso estimator has the oracle property. Zou (2006) stated that the LARS algorithm can be used for solving the Adaptive Lasso. Wu and Liu (2009) proposed the Adaptive Lasso QR method, which solves the following minimization problem Vol. 2, No. 3; Where the weights are set to be
. . , p, γ is the non-penalized QR estimate and δ > 0.
The ALSIQ has been proposed according to the algorithm similar to the algorithms in section 2 and 3, except in the initial step we obtained the γ (0) from the Adaptive Lasso linear QR of Wu and Liu (2009) . Also, in step 2, given â j ,b j n j=1 , we obtained γ ALasso by solving
So we can obtain γ ALasso by solving the minimization problem in (11) with Adaptive Lasso linear QR by using LARS algorithm. See Wu and Liu (2009) .
The final estimate of g(·) isĝ u; h, γ ALasso =â where
The R codes for the proposed methods are available from the authors.
A Simulation Study
Many simulations have been implemented in order to check the performance of the suggested methods and some examples are reported below:
Example 1 R = 200 data-sets were generated with size n = 300 observations from the following model where the error term follows an asymmetric (exponential) distribution: Example 2 R = 200 data-sets were generated with size n = 300 observations from the following model with homoscedastic errors. Example 3 R = 200 data-sets were generated with size n = 300 observations from the model y = exp X T γ + ε, where X = (x 1 , . . . , x 10 ) T are generated as i.i.d standard normals. The error term is assumed to be ε∼ N (0, 1) and that it is independent of X. γ = (1, 1, 1, 0, 0, 0, 0, 0, 0, 0) T / √ 3 is used. The γ is estimated for τ = (0.10, 0.25, 0.50, 0.75, 0.90). We analyzed each simulated data set using three methods. The LSIQ and ALSIQ methods, which are described in sections 3 and 4 respectively, are compared with the SIQ. The rq(y * ∼ X * , tau, method = "lasso") function in the quantreg package is used to obtain γ ALasso in Equation (8). The ALassoQR function from the code of Wu and Liu (2009) (Personal communication with Wu) is used to obtain γ ALasso in Equation (11). Similar to Wu and Liu (2009) , the λ was chosen via a grid search based on the tuning error in terms of the mean squared error evaluated on the data. This means that the λ value has been chosen to minimize the mean squared error.
According to the mean and the standard deviation of the MSE for X T γ, from Tables 1, 2 and 3 and Figure 1 , it can be seen that the proposed methods (ALSIQ and LSIQ) perform better than the SIQ method described in Wu et al. (2010) for all the models under consideration. This indicates that the proposed methods give precise estimates even when the error distribution is asymmetric. Most noticeably, when τ= 0.10 and τ= 0.90 the ALSIQ and LSIQ are significantly more efficient than the SIQ method. The variations in the ALSIQ and LSIQ estimates are similar in the majority of cases and less than the variations in the estimate of the SIQ method.
Boston Housing Data
In this section, the methods are illustrated through an analysis of the Boston housing data. The data consist of n = 506 observations on 14 variables; medv is the median value of owner-occupied homes and it refers to the response variable. The dataset consist of 13 predictors on the 506 census, which is available in the package ('MASS') in R. In our analysis, the dummy variable (chas) and the categorical variable (rad) were excluded. The predictors under consideration are crime average (x 1 ), ratio of residential land zoned for lots over 25,000 sq.ft.
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International Journal of Statistics and Probability Vol. 2, No. 3; (x 2 ), ratio of non-retail business acres per town (x 3 ), nitric oxides concentration (x 4 ), rate number of rooms per dwelling (x 5 ), ratio of owner-occupied units built prior to 1940 (x 6 ), weighted mean of distances to five Boston employment centres (x 7 ), tax average of the property (x 8 ), pupil-teacher proportion by town (x 9 ), black population ratio town (x 10 ), and lower status of the population (x 11 ). The response variable medv and the predictor variables were also standardised. The estimated γ using all the methods under consideration based on the Boston housing data are given in Table 7 and explained in Figure 5 . The estimated coefficient is treated as zero if its absolute value is smaller than 10 −12 . Table 8 and Figure 6 present the MSEs for estimated quantile curvesĝ X T γ which are estimated by the proposed methods and the SIQ method based on the Boston housing data for different quantile values. From Table 8 and Figure 6 , it is clear that the proposed methods outperform the SIQ method in fitting the Boston housing data set. Again, it can be seen that when τ = 0.10 and τ = 0.90 the proposed methods are significantly more efficient than the other methods. Figure 7 shows the smooth estimated quantile curvesĝ X T γ which are estimated by all the methods under consideration based on the Boston housing data for different quantile values.
Similar to Wu et al. (2010) possible quantile curves crossing at both tails can be seen, which due to the sparsity of data in the region concerned.
The results of the real data example confirm the results of the simulation studies that the proposed methods perform well.
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Conclusions
In this study, the LSIQ and ALSIQ methods have been proposed. The effectiveness of the proposed methods is explained via many simulation examples, as well as a real data analysis. From the simulation study and the real data example, it can be concluded that the proposed methods perform well in comparison to the SIQ method. The authors believe that the proposed methods would supply helpful dimension reduction tools. Also, it would support the applicability of shrinkage methods to the SIQ models.
