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Abstract
There has been a lot of interest recently in proving lower bounds on the size of linear programs
needed to represent a given polytope P . In a breakthrough paper Fiorini et al. [FMP+12] showed that
any linear programming formulation of maximum-cut must have exponential size. A natural question to
ask is whether one can prove such strong lower bounds for semidefinite programming formulations. In
this paper we take a step towards this goal and we prove strong lower bounds for a certain class of SDP
formulations, namely SDPs over the Cartesian product cone Sd+ × · · · × Sd+ = (Sd+)r when d is constant
(Sd+ is the cone of d × d positive semidefinite matrices). In practice this corresponds to semidefinite
programs with a block-diagonal structure and where blocks have size d. We show that any such extended
formulation of the cut polytope must have exponential size when the size of the block d is a fixed constant.
The result of Fiorini et al. for LP formulations is obtained as a special case when d = 1. For blocks of
size d = 2 the result rules out any small formulations using second-order cone programming. Our study
of SDP lifts over Cartesian product (Sd+)
r is motivated mainly from practical considerations where it is
well known that such SDPs can be solved more efficiently than general SDPs. The proof of our lower
bound relies on new results about the sparsity pattern of certain matrices with small psd rank, combined
with an induction argument inspired from the recent paper by Kaibel and Weltge [KW13] on the LP
extension complexity of the correlation polytope.
1 Introduction
1.1 Preliminaries
Linear programming and semidefinite programming play a crucial role in the design of algorithms [WS11].
A line of work initiated by Yannakakis in [Yan91] and which has received a lot of attention recently studies
the limits of linear programming and their expressive power. The main object of study there is the notion
of extended formulation of a polytope P . Given a polytope P ⊂ Rn, an extended formulation of P is a
representation of P as the projection of a higher-dimensional polytope Q ⊂ Rm with m ≥ n, i.e., P = pi(Q)
where pi is a linear projection map pi : Rm → Rn. The size of an extended formulation is the number of facets
of the polytope Q, i.e., the number of linear inequalities needed to describe Q. The extension complexity of
P , denoted xc(P ), is defined as the size of the smallest extended formulation of P . There are many examples
of polytopes P where xc(P ) is much smaller than the number of facets of P . For example the cross-polytope
(i.e., the unit `1-ball) in Rn has 2n facets but has a simple extended formulation of size 2n. Another example
is the permutahedron defined as the convex hull of all the permutations of (1, 2, . . . , n). Even though the
permutahedron has 2n − 2 facets one can show that its extension complexity is Θ(n log n) (cf. [Goe09]).
In a breakthrough paper [FMP+12], Fiorini et al. proved that there is no polynomial-sized extended
formulations of the cut polytope of the complete graph Kn. The cut polytope is the natural polytope of
interest for the maximum-cut problem and is defined as the convex hull of the incidence vectors of cuts in
Kn [DL97]. Instead of working directly with the cut polytope, the authors [FMP
+12] rather worked with a
closely related polytope called the correlation polytope COR(n) and which is defined as the convex hull of
the outer products bbT for b ∈ {0, 1}n:
COR(n) = conv
(
bbT : b ∈ {0, 1}n) .
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One can show that the correlation polytope is linearly isomorphic to the cut polytope of the complete graph
Kn+1 on n + 1 vertices, see e.g., [DL97]. Fiorini et al. [FMP
+12] proved that the extension complexity of
the correlation polytope (and thus of the cut polytope) is exponentially large in n. Their proof relied on a
key lemma of Razborov [Raz92] in the context of communication complexity. Subsequently, different proofs
of this exponential lower bound were then given in [BM13] and in [BP13] and in particular the recent paper
by Kaibel and Weltge [KW13] gives a short proof of this fact.
An important problem that remains open is to obtain strong lower bounds on the size of semidefinite pro-
gramming formulations. Semidefinite programming has played a crucial role in the design of approximations
algorithms and has been applied to many hard combinatorial problems, like e.g., max-cut, graph-coloring,
etc. [GW95, KMS98, ARV09]. It has also been shown that, under the Unique Games Conjecture, semidef-
inite programs allow to get the best possible approximation ratio for a wide class of problems [Rag08]. A
natural question to consider following the result of Fiorini et al. [FMP+12] is to prove strong lower bounds
for SDP formulations of the cut polytope. In this paper we take a step towards this goal and we prove strong
lower bounds for a certain class of SDP extended formulations. We consider semidefinite programs over the
Cartesian product cone Sd+ × · · · × Sd+ = (Sd+)r where Sd+ is the cone of d× d positive semidefinite matrices
and where d is a fixed constant. Recall that the standard form of a semidefinite program is:
minimize 〈C,X〉
subject to A(X) = b
X ∈ SN+
(1)
where SN+ is the cone of N×N real symmetric matrices and A is a linear map. In other words, the feasible set
of a semidefinite program is the intersection of the cone SN+ with an affine subspace {X ∈ SN : A(X) = b}.
The canonical form (1) of a semidefinite program is interesting from a theoretical point of view but it can
sometimes hide structural information which can be crucial for solving the SDP in practice. In this work we
are interested in semidefinite programs where the variable X is constrained to be block-diagonal and where
the diagonal blocks X1, X2, . . . , Xr have fixed size d. Such semidefinite programs can be written as follows:
minimize 〈C1, X1〉+ · · ·+ 〈Ck, Xr〉
subject to A(X1, . . . , Xr) = b
(X1, . . . , Xr) ∈ Sd+ × · · · × Sd+︸ ︷︷ ︸
(r copies)
(2)
where r is the number of blocks on the diagonal. It is well known in numerical optimization that problems
of the form (2) can be solved a lot faster than general problems in the form (1). In other words, solving an
SDP over the cone K = Sd+× · · · ×Sd = (Sd+)r can be done more efficiently than solving a general SDP over
the cone K = SN+ where N = dr. Note that this phenomenon is proper to semidefinite programming and
does not exist in linear programming since RN+ = (Rd+)r when N = dr.
To prove lower bounds on LP extension complexity, the previously cited papers [FMP+12, BM13, BP13]
exploit the connection established by Yannakakis in [Yan91] between extended formulations and nonneg-
ative rank. This connection was generalized in [GPT13] to conic extended formulations and in particular
semidefinite programming formulations. A key quantity identified in [GPT13] is the psd rank and was shown
to characterize the size of semidefinite programming formulations of polytopes. The psd rank of a matrix
has an interesting interpretation in quantum information theory in the context of correlation generation
[JSWZ13]: Consider the problem of simulating a given conditional distribution p(y|x) whereby the output
Y is obtained by measuring a quantum state ωx through a POVM {Fy}. The psd rank of the matrix p(y|x)
gives the smallest dimension of quantum states needed to simulate the conditional distribution p(y|x). The
block-diagonal requirement studied in this paper then has a natural interpretation in quantum information:
it requires the states ωx to be classical-quantum (also called cq-states) where the dimension of the quantum
part is constant.
Formal statement of result We now formally state the main result of this paper. Given two integers d
and r, we say that a polytope P has a (Sd+)
r-lift if P is the projection of a feasible set of an SDP over (Sd+)
r,
i.e., if
P = pi((Sd+)
r ∩ L)
2
where L is an affine subspace and pi a linear projection map.
We show that for any constant d, any (Sd+)
r-lift of the correlation polytope COR(n) must have exponential
size, i.e., r must be exponential in n. This is stated in the following theorem:
Theorem 1 (Main). Let d ≥ 1 be a fixed integer. For n ≥ d, if COR(n) has a (Sd+)r-lift for some r ∈ N,
then necessarily
r ≥ κ(d) · c(d)n,
where c(d) = (1− 1/3d)−1/d > 1 is a constant greater than 1 and κ(d) = (3d − 1)−(1−1/d).
For the special case d = 2, the constants κ(2) and c(2) can be taken to be:
κ(2) =
1√
7
c(2) =
√
9
7
≈ 1.13.
As mentioned earlier, the polytope COR(n) is linearly isomorphic to the cut polytope. Fiorini et al.
[FMP+12, Lemma 11] also showed that the correlation polytope projects onto a face of the TSP polytope
of size O(n2). The result above thus rules out any polynomial-size formulation of the cut polytope and the
TSP polytope using block-diagonal semidefinite programs.
Theorem 1 generalizes the existing lower bounds on LP extended formulations of the correlation polytope.
Indeed LP extended formulations are captured by the case d = 1 in the theorem above. The case d = 2 is
also important since it amounts to asking what is the smallest size of a second-order cone program needed
to represent COR(n). Recall that the second-order cone Lk in Rk+1 is defined by:
Lk = {(t, x) ∈ R× Rk : ‖x‖2 ≤ t}.
The cone S2+ is affinely isomorphic to L
2 since we have:
t ≥
√
x2 + y2 ⇔
[
t+ x y
y t− x
]
 0.
Also it is known that for second-order cone programming, it is sufficient to work with Cartesian products of
L2. Indeed, any constraint on the second-order cone Lk with k ≥ 2 can be represented with k−1 constraints
L2 and k − 2 additional variables. For example, we have:
(t, x1, x2, x3, x4) ∈ L4 ⇔ ∃u, v ∈ R s.t.

(t, u, v) ∈ L2
(u, x1, x2) ∈ L2
(v, x3, x4) ∈ L2.
For the general procedure to convert a constraint on Lk to a set of constraints on L2, we refer the reader to
[BTN01, Section 2].
Strategy of proof Our proof of Theorem 1 goes by analyzing the so-called unique-disjointness matrix
UDISJ(n) (cf. Definition 3) studied by Fiorini et al. in [FMP+12] to prove lower bounds on the LP extension
complexity of the correlation polytope. In [FMP+12] and the subsequent papers [BM13, BP13, KW13] it
was shown that the nonnegative rank of UDISJ(n) is exponentially large in n. To prove our lower bound
of Theorem 1 concerning (Sd+)
r-lifts, we need to deal with a different notion of rank that can be regarded
as an intermediate between the nonnegative rank and the psd rank: instead of requiring each term in the
factorization of the matrix to be nonnegative and rank-one (as in the definition of the nonnegative rank),
we ask instead that each term be nonnegative and has psd-rank ≤ d (cf. Definition 2 for the definition of
psd rank). To prove our theorem, we show that any such decomposition of the unique-disjointness matrix
requires an exponential number of terms, when d is fixed. Our approach proceeds by analyzing the set of
matrices of psd rank ≤ d which can arise in a nonnegative decomposition of UDISJ(n). This set of matrices
can be complicated because of the psd rank constraint and little is currently known about how to obtain
good bounds on the psd rank [LT12]. Our proof relies on new results about the sparsity pattern of certain
matrices with small psd rank, which we combine with an induction argument inspired by the recent paper
of Kaibel and Weltge [KW13]. We identify a new property called the uniform covering property which is
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essential to our induction argument and which generalizes a simple observation about the sparsity pattern
of certain 2× 2 matrices of rank one. The proof of our main theorem is composed of two parts: in the first
part we show how to use the uniform covering property to obtain strong lower bounds; and in the second
part we construct good uniform coverings for the class of matrices of interest.
Organization The rest of the paper is devoted to the proof of Theorem 1. We start by reviewing the
main definitions and theorems concerning conic extended formulations and the slack matrix of a polytope
[GPT13]. After briefly revisiting the induction argument of Kaibel and Weltge [KW13], we introduce the
notion of uniform covering and we show how uniform coverings can be used to prove lower bounds using
induction. In Sections 2.4 and 2.5 we prove the existence of uniform coverings for the matrices of interest,
first for the case d = 2 and then for the general case. Then we show how to combine these results together
to obtain the exponential lower bound of Theorem 1.
2 Proof of main result
2.1 Definitions
Lifts of polytopes and slack matrix We first recall some basic definitions concerning lifts of polytopes
and the notion of slack matrix. Let P ⊂ Rn be a polytope. If K is a convex cone in Rm (with m ≥ n), we
say that P has a K-lift [GPT13] if there exists an affine subspace L of Rm and a linear map pi : Rm → Rn
such that P = pi(K ∩ L).
Let v1, . . . , vV be the vertices of P and let 〈ai, x〉 ≤ bi, i = 1, . . . , F be the facet-defining inequalities of
P . The slack matrix of P is a matrix S ∈ RF×V where Si,j is the slack of the j’th vertex with respect to
the i’th facet:
Si,j = bi − 〈ai, vj〉 ∀i = 1, . . . , F, j = 1, . . . , V.
Observe that Si,j ≥ 0 for all i, j.
Assuming that the cone K is self-dual1 (in this paper we will be dealing only with self-dual cones), we
say that S admits a K-factorization [GPT13] if there exist vectors x1, . . . , xF ∈ K and y1, . . . , yV ∈ K such
that
Si,j = 〈xi, yj〉 ∀i = 1, . . . , F, j = 1, . . . , V.
We now recall the definitions of nonnegative rank and psd rank of a nonnegative matrix:
Definition 1 (Nonnegative rank). The nonnegative rank of a nonnegative matrix S ∈ Rm×n+ , denoted
rank+ S is the smallest integer r such that we can write for any i, j, Si,j = 〈xi, yj〉 where xi, yj ∈ Rr+. Note
that rank+ S is the smallest r such that S admits a Rr+-factorization.
Definition 2 (PSD rank, cf. [GPT13]). The psd rank of a nonnegative matrix S ∈ Rm×n+ , denoted rankpsd S,
is the smallest r such that we can write for any i, j, Si,j = 〈Xi, Yj〉 where Xi, Yj ∈ Sr+. Note that rankpsd S
is the smallest r such that S admits a Sr+-factorization.
The following key theorem from [GPT13] gives a necessary and sufficient condition for the existence of a
K-lift of P in terms of K-factorization of its slack matrix (the statement of the theorem uses the notion of
nice cones which is defined in [Pat12]—in this paper we deal with Cartesian products of positive semidefinite
cones which are indeed nice cones, as shown in the previously cited paper):
Theorem 2 ([GPT13]). Let P ⊂ Rn be a polytope and let K be a nice self-dual cone in Rm. Then P admits
a K-lift if, and only if, the slack matrix of P admits a K-factorization.
In this paper we are interested in the case where K is the Cartesian product of the cones Sd+ where d ≥ 1
is a fixed constant. Define xcSd+(P ) to be the least integer r such that P admits a (S
d
+)
r-lift. Also given a
nonnegative matrix A, define rankSd+(A) to be the least r such that A can be written as the sum of r matrices
1Recall that a cone K ⊂ Rm is self-dual if K∗ = K where K∗ is the dual cone defined by K∗ = {y ∈ Rm : yT x ≥ 0 ∀x ∈ K}.
The nonnegative orthant Rm+ and the cone of symmetric positive semidefinite matrices Sm+ are self-dual cones.
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A1, . . . , Ar where each Ai admits a S
d
+-factorization (i.e., rankpsd(Ai) ≤ d). A consequence of Theorem 2 is
that
xcSd+(P ) = rankSd+(S)
where S is the slack matrix of P . Again, observe that for d = 1, the quantities above are respectively the
LP extension complexity and the nonnegative rank.
Our approach to prove Theorem 1 is to show that rankSd+(UDISJ(n)) is exponentially large in n, where
UDISJ(n) is the unique-disjointness matrix studied in [FMP+12] and which is a submatrix of the slack
matrix of the correlation polytope. The definition of the unique disjointness matrix is given below:
Definition 3 (Unique disjointness matrix, cf. [FMP+12]). The unique disjointness matrix denoted UDISJ (n)
is a 2n × 2n matrix where rows and columns are indexed by n-bit strings and is defined by:
UDISJ (n)a,b = (1− aT b)2 ∀a ∈ {0, 1}n, b ∈ {0, 1}n,
where the inner product aT b is understood over R.
One can verify that UDISJ (n) is indeed a submatrix of the slack matrix of COR(n), since for any
a ∈ {0, 1}n, the following inequality is valid for any x ∈ COR(n):
〈2 diag(a)− aaT , x〉 ≤ 1.
Furthermore, the slack at vertex x = bbT where b ∈ {0, 1}n is precisely (1− aT b)2.
Some notations and terminology In this paper we will be dealing mostly with matrices where rows and
columns are indexed by bit strings in {0, 1}n, and we assume that they are ordered lexicographically (e.g., if
n = 2, the first row corresponds to 00, the second row to 01, the third row to 10 and the last row to 11). We
will denote the entries of a matrix M using either the subscript notation Ma,b or the bracket notation M [a, b]
whichever is more convenient. A disjoint pair (a, b) is a pair of bit strings such that aT b =
∑n
i=1 aibi = 0
(where the summation is understood over R). In this paper, a rectangle R is a 0/1 matrix whose support
has the form I × J where I is a subset of the rows and J is a subset of the columns. We will also sometimes
refer to a rectangle as the set I × J itself, rather than the 0/1 matrix. Finally we will denote by 1{T} the
indicator function of T which evaluates to 1 when T is true and 0 otherwise.
2.2 Review of the induction argument of Kaibel and Weltge [KW13]
In [KW13], Kaibel and Weltge showed using elementary techniques that2 rank+(UDISJ (n)) ≥ (3/2)n. In
this section we briefly review the main idea of their induction argument which will be useful to prove our
main result. Let us first define A(n) to be the set of rank-one matrices M ∈ R2n×2n where Ma,b = 0
whenever a and b intersect in exactly one location:
A(n) = {M ∈ R2n×2n+ : M is rank-one and Ma,b = 0 whenever aT b = 1}. (3)
Note that in any decomposition of UDISJ (n) into rank-1 factors, each factor must belong to A(n) since
UDISJ (n)a,b = 0 when a
T b = 1; this is why we use the notation A(n), where A stands for “atoms”.
Also given a matrix M ∈ R2n×2n denote by val(M) the number of disjoint pairs (a, b) for which Ma,b > 0,
i.e.,
val(M) =
∣∣{(a, b) ∈ {0, 1}n × {0, 1}n : aT b = 0 and Ma,b > 0}∣∣ .
(We will sometimes use the notation valn(M) where the subscript n indicates that the matrix M has size
2n × 2n). The main idea of the proof of [KW13] is to show that any nonnegative rank-1 matrix M ∈ A(n)
must satisfy val(M) ≤ 2n. Then, since val(UDISJ(n)) = 3n this shows that
rank+(UDISJ(n)) ≥ 3
n
2n
2In fact the lower bound they showed is on the Boolean rank rather than the nonnegative rank, but in this paper we are
only interested in rank+ and rankSd+
.
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since in any nonnegative factorization of UDISJ(n), the rank-one factors must all belong to A(n).
To prove that val(M) ≤ 2n for any M ∈ A(n), one proceeds by induction, as follows: Let M ∈ A(n),
and consider the following block-decomposition of M :
M =
[
M0,0 M0,1
M1,0 M1,1
]
,
where each block Mx,y has size 2n−1 × 2n−1. In this decomposition the top 2n−1 rows of M correspond to
the bit strings that start with a 0 and the bottom 2n−1 rows are those that start with 1, and similarly for
the columns; more formally we have (Mx,y)a,b = M [x · a, y · b] where · denotes concatenation. The crucial
observation in [KW13] is to note that:
val(M) ≤ val(M0,0 +M0,1) + val(M0,0 +M1,0). (4)
To see why this is true, observe that we can write:
val(M)
(∗)
= val(M0,0) + val(M0,1) + val(M1,0)
=
∑
(a,b)∈({0,1}n−1)2
s.t. aT b=0
1{M0,0a,b > 0} + 1{M0,1a,b > 0} + 1{M1,0a,b > 0}.
where the equality (*) is because in the lower-right block of M (corresponding to M1,1) all the bit strings
have intersection at least 1—i.e., they are not disjoint. Now note that for any (a, b) in the summation above,
the value of
1{M0,0a,b > 0} + 1{M0,1a,b > 0} + 1{M1,0a,b > 0}
is at most 2. To see why note that the 2× 2 matrix:[
M0,0a,b M
0,1
a,b
M1,0a,b M
1,1
a,b
]
(5)
is rank-one and M1,1a,b = 0: indeed it is rank-one because it is a submatrix of M ; also M
1,1
a,b = 0 because by
definition of M1,1 we have M1,1a,b = M [1 · a, 1 · b] and 1 · a and 1 · b intersect in exactly one location since a
and b are disjoint. Since the matrix (5) is rank-one and M1,1a,b = 0, it is not hard to see that we must have
either M0,1a,b = 0 or M
1,0
a,b = 0. In fact one can verify that the following inequality is true:
1{M0,0a,b > 0} + 1{M0,1a,b > 0} + 1{M1,0a,b > 0} ≤ 1{M0,0a,b +M0,1a,b > 0} + 1{M0,0a,b +M1,0a,b > 0}. (6)
Now if we sum inequality (6) over all pairs (a, b) ∈ {0, 1}n−1 × {0, 1}n−1 such that aT b = 0 we obtain
inequality (4).
It now remains to use the induction hypothesis on inequality (4) to arrive to the result. To use the
induction hypothesis we use the following additional crucial fact which one can easily verify: the two matrices
M0,0 +M0,1 and M0,0 +M1,0 are both elements of A(n− 1). Thus by the induction hypothesis val(M0,0 +
M0,1) ≤ 2n−1 and val(M0,0 +M1,0) ≤ 2n−1 and we get the desired inequality val(M) ≤ 2n.
2.3 The uniform covering property and an induction lemma
In order to prove a lower bound on rankSd+(UDISJ(n)) we use an induction argument inspired by the one of
[KW13] presented above. Our strategy will be to show that any matrix M that admits a Sd+-factorization
and such that Ma,b = 0 when a
T b = 1 must satisfy:
val(M) ≤ t(d)n
where t(d) is a constant satisfying t(d) < 3. Then, since val(UDISJ(n)) = 3n this will prove an exponential
lower bound on rankSd+(UDISJ(n)):
rankSd+(UDISJ(n)) ≥
3n
t(d)n
6
where 3/t(d) > 1.
The key idea in the induction argument presented in the previous section was to introduce the two
matrices M0,0 +M0,1 and M0,0 +M1,0 which were chosen so that inequality (6) holds under the additional
constraint that they satisfy the induction hypothesis (i.e., they belong to A(n − 1)). In this section we
generalize this key idea and we give a general way of constructing such matrices, which will be crucial for us
to prove lower bounds.
We start by generalizing the notation A(n) to allow for matrices with K-factorizations where K is an
arbitrary convex cone:
AK(n) =
{
M ∈ R2n×2n+ : M admits a K-factorization and Ma,b = 0 whenever aT b = 1
}
. (7)
Note that the set A(n) defined previously in (3) corresponds to AK(n) with K = R+. When studying
(Sd+)
r-factorizations of UDISJ(n) the set of atoms of interest is AK(n) with K = Sd+. Let also:
ρK(n) = max { val(M) : M ∈ AK(n) } .
Recall that we are interested in proving upper bounds of the type ρSd+(n) ≤ t(d)n where t(d) < 3.
In this section we prove a general result which allows to obtain an upper bound on ρK(n) using induction,
by simply studying the set of atoms AK(d) for a certain base case3 d. More precisely, we show that if the set
AK(d), for some fixed d, has a k-uniform-covering (cf. definition below) then for any n ≥ d it holds that:
ρK(n) ≤ kb(n−1)/dc+1. (8)
We now give the definition of a k-uniform-covering and we then illustrate it with an example:
Definition 4 (k-uniform-covering). Let S be a subset of nonnegative matrices of size 2d × 2d. We say
that S has a k-uniform-covering if there exist k rectangles R1, . . . , Rk ∈ R2d×2d all of them supported on
the disjoint pairs of {0, 1}d × {0, 1}d such that the following is true: For any M ∈ S there exists a one-to-
one mapping φ (that depends on M) which maps each nonzero disjoint pair entry of M to a rectangle in
{1, . . . , k} which is nonzero on this pair. More formally the map φ must satisfy:
φ : {(x, y) : xT y = 0 and Mx,y > 0} → {1, . . . , k}
is one-to-one and we have (x, y) ∈ Rφ(x,y) for all x, y such that xT y = 0 and Mx,y > 0.
We now look at a simple example to illustrate the definition of the k-uniform covering property.
Example 1. Recall the set A(n) from (3) defined by:
A(n) = {M ∈ R2n×2n+ : M is rank-one and Ma,b = 0 whenever aT b = 1}.
Consider the set S = A(1) which consists of 2 × 2 rank-one nonnegative matrices M where M1,1 = 0 (here
M1,1 is the bottom-right entry of M ; the top-left entry is M0,0). We show in this example that the set A(1)
has a 2-uniform-covering. Note that any matrix in M ∈ A(1) must have either M1,0 = 0 or M0,1 = 0, i.e.,
it has one of the two following sparsity patterns:[× 0
× 0
]
or
[× ×
0 0
]
where × indicates a nonnegative entry. Consider the following two rectangles R1 = {0} × {0, 1} and R2 =
{0, 1} × {1} which are depicted in Figure 1.
Now let M be any matrix in A(1), i.e., M is a rank-one 2 × 2 matrix such that M1,1 = 0. We need to
construct a map φ which maps each nonzero entry of M to an associated rectangle which is nonzero on this
entry; also each entry has to be mapped to a different rectangle. Since we know that one of the entries M0,1
or M1,0 must be zero, we can construct the map φ as follows:
3Note that this base case d is not related to the size of the semidefinite cones Sd+; in fact the results in this subsection are
general and are valid for any convex cone K. Later when we consider the case K = Sd+ the base case we will study will be the
same as the size of the psd cone, and that is why we use the same notation.
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Figure 1. Rectangles R1 and R2 showing that the set A(1) has the 2-covering property.
• If M0,1 = 0, let φ(0, 0) = 1 and φ(1, 0) = 2.
• If M1,0 = 0, let φ(0, 0) = 2 and φ(0, 1) = 1.
It is easy to see that φ is a valid map for the definition of 2-uniform-covering property, and thus it shows that
A(1) has the 2-uniform-covering property. As a consequence, inequality (8) (proved in Theorem 3 below)
shows that val(M) ≤ 2n for all M ∈ A(n) and all n ≥ 1, and we thus recover the main result of Kaibel and
Weltge [KW13].
Note that in this example, the key to showing that A(1) has the 2-uniform-covering property was the
fact that the sparsity pattern of any M ∈ A(1) must have either M0,1 = 0 or M1,0 = 0. In the next section
we will prove the k-uniform-covering property for other sets of atoms –namely for the set ASd+(d)– and to
do this we will need a key lemma on the sparsity pattern of the matrices in ASd+(d).
We now formally state the main result of this section:
Theorem 3. Let K be a convex cone and assume that, for some d ∈ N, AK(d) has a k-uniform-covering.
Then for any n ≥ d and any M ∈ AK(n) it holds val(M) ≤ kb(n−1)/dc+1.
To prove Theorem 3 we need the following lemma which can be seen as the generalization of inequality
(4) from Section 2.2 (the matrices M1, . . . ,Mk defined in the lemma below play the same role as the matrices
M0,0 +M0,1 and M0,0 +M1,0 there).
Lemma 1. Let K be a convex cone, d ∈ N and assume that AK(d) has a k-uniform-covering for some
k ∈ N. Let n ≥ d and let M be any matrix in AK(n). Consider the 2d × 2d block-decomposition of M where
each block Mx,y ∈ R2n−d×2n−d is specified by (x, y) ∈ {0, 1}d × {0, 1}d and is defined by:
Mx,y[a, b] = M[x · a, y · b] ∀(a, b) ∈ {0, 1}n−d × {0, 1}n−d
where · indicates concatenation of bit strings.
Then we have:
valn(M) ≤
k∑
i=1
valn−d(Mi) (9)
where for each i = 1, . . . , k, Mi ∈ AK(n− d) is defined by:
Mi =
∑
(x,y)∈Ri
Mx,y (10)
where the Ri’s are the rectangles from the k-uniform-covering assumption on AK(d).
Proof of Lemma 1. Let M ∈ AK(n) with n ≥ d, i.e., M admits a K-factorization and Ma,b = 0 whenever
aT b = 1. To prove (9), note that:
valn(M) =
∑
(a,b)∈({0,1}n−d)2
s.t. aT b=0
vald ((M
x,y[a, b])x,y)
where (Mx,y[a, b])x,y denotes the 2
d × 2d submatrix of M whose rows and columns are indexed by x and y
respectively (and (a, b) is fixed). We will show that
vald((M
x,y[a, b])x,y) ≤
k∑
i=1
1{Mi[a, b] > 0}. (11)
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where the Mi’s are defined according to (10). First, note that the 2
d × 2d matrix (Mx,y[a, b])x,y belongs
to AK(d): indeed it admits a K-factorization because it is a submatrix of M; also since aT b = 0 we have
Mx,y[a, b] = 0 whenever xT y = 1. Thus by the k-uniform-covering assumption on AK(d) there exists a map
φ which injectively maps each nonzero disjoint pair (x, y) of (Mx,y[a, b])x,y to a rectangle Rφ(x,y). Now ob-
serve that if Mx,y[a, b] > 0 where xT y = 0 then necessarily Mφ(x,y)[a, b] > 0 where φ(x, y) is the index of the
rectangle associated to the (x, y) pair (indeed: since (x, y) ∈ Rφ(x,y) we have Mφ(x,y)[a, b] ≥Mx,y[a, b] > 0).
Since the map φ is one-to-one, this shows that any disjoint pair (x, y) where Mx,y[a, b] > 0 which is counted
in the left-hand side of (11) will also be counted in the right-hand side. Thus this proves inequality (11). To
obtain (9) we simply have to sum (11) over all (a, b) ∈ ({0, 1}n−d)2 such that aT b = 0.
To finish the proof we have to show that each Mi, i = 1, . . . , k is an element of AK(n − d). It is not
difficult to see that Mi admits a K-factorization since M has a K-factorization and Ri is a rectangle (note:
this is the main reason why we require the Ri’s to be rectangles). Also if (a, b) ∈ ({0, 1}n−d)2 is such that
aT b = 1 then
Mi[a, b] =
∑
(x,y)∈Ri
Mx,y[a, b] =
∑
(x,y)∈Ri
M[x · a, y · b] = 0
because for any (x, y) ∈ Ri we have (x · a)T (y · b) = aT b = 1 since xT y = 0.
Thus this finishes the proof of the lemma.
Proof of Theorem 3. The previous lemma shows that for any n ≥ d we have:
ρK(n) ≤ k · ρK(n− d).
Thus, solving the recursion we get (using the fact that ρK(d) ≤ k):
ρK(n) ≤ kb(n−1)/dc+1.
Positive-semidefinite cones In this paper, we are interested in the case where K = Sd+. In the next
section we will first consider the special case d = 2 and we will show that AS2+(2) has a k-uniform-covering
with k = 7. This will be done by analyzing the sparsity pattern of matrices in AS2+(2) (cf. Lemma 2).
In Section 2.5 we will prove the general case and we will show that ASd+(d) has a k-uniform-covering with
k = 3d − 1 < 3d. The proof is by induction and it also relies on a key lemma analyzing the sparsity pattern
of matrices in ASd+(d) (cf. Lemma 3).
2.4 A uniform covering for the case d = 2
The objective of this section is to show the following result:
Theorem 4. AS2+(2) has a k-uniform-covering with k = 7.
If we combine the theorem above with Theorem 3 from Section 2.3 we get the following exponential lower
bound on the size of S2+-lifts of COR(n):
rankS2+(UDISJ(n)) ≥
1√
7
(√
9
7
)n
≈ 0.37× 1.13n.
To prove Theorem 4 we proceed by analyzing the possible sparsity patterns of matrices M ∈ AS2+(2),
i.e., 4× 4 matrices with rankpsd(M) ≤ 2 and Ma,b = 0 for aT b = 1.
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Lemma 2. Any 4× 4 matrix M ∈ AS2+(2) has one of the following six sparsity patterns below:
(1)

× × × ×
× 0 0 0
× 0 0 0
× 0 0 ?
 or (2)

× × × 0
× 0 × 0
× × 0 0
0 0 0 ?
 or (3)

× × × ×
0 0 0 0
× × 0 0
× 0 0 ?

or (4)

× × × ×
× 0 × 0
0 0 0 0
× 0 0 ?
 or (5)

× 0 × ×
× 0 × 0
× 0 0 0
× 0 0 ?
 or (6)

× × 0 ×
× 0 0 0
× × 0 0
× 0 0 ?

In particular val(M) ≤ 7.
Proof. Let M ∈ AS2+(2) and let Ma,b = 〈Ua, Vb〉 be a psd-rank-2 factorization of M , where Ua, Vb ∈ S2+.
Note that, by “default”, the (a, b) entry of M is zero whenever aT b = 1. Thus M has the following sparsity
pattern:
00 01 10 11
00
01
10
11

× × × ×
× 0 × 0
× × 0 0
× 0 0 ?

Using the assumption that rankpsd(M) ≤ 2 we need to show that M has some more zeros in some specific
locations. For a ∈ {0, 1}2, b ∈ {0, 1}2 let Ua = Im(Ua) and Vb = Im(Vb). We distinguish the following cases:
• If either U01 = U10 or V01 = V10 then necessarily M has the pattern (1), i.e., M01,10 = M10,01 = 0.
Indeed, assume for example that V01 = V10. Since M01,01 = 0 we have that U01V01 = 0, i.e., Im(V01) ⊆
Ker(U01). Thus Im(V10) = Im(V01) ⊆ Ker(U01), hence U01V10 = 0 and M01,10 = 0. We use the same
reasoning to show that M10,01 = 0.
• Otherwise we necessarily have U10 6= U01 and V01 6= V10. We distinguish the following subcases:
– If U10 + U01 = R2 and V10 + V01 = R2, then necessarily U11 = V11 = {0} and thus M11,00 =
M00,11 = 0 and hence we are in pattern (2).
– If U10 +U01 ( R2: In this case, since U10 6= U01 we have necessarily either U10 = {0} or U01 = {0}.
Thus either the 2rd or 3rd row is identically zero and so we are either in pattern (3) or (4).
– If V10 + V01 ( R2: Using the same reasoning as in the previous case, then either the 2rd or 3rd
column of M is zero and so we are either in pattern (5) or (6).
We now exhibit 7 rectangles and we show that AS2+(2) has a 7-uniform-covering. Consider the following
four rectangles called a, b, c, d, which are supported on the disjoint pairs:
a = {00} × {00, 01, 10, 11}
b = {00, 01, 10, 11} × {00}
c = {00, 01} × {00, 10}
d = {00, 10} × {00, 01}
We choose the seven rectangles R1, . . . , R7 as follows: we take one copy of a and two copies of the three
other rectangles, i.e.,
R1 = a, R2 = b1, R3 = b2, R4 = c1, R5 = c2, R6 = d1, R7 = d2.
where we used subscripts (e.g., b1, b2) to indicate two copies of the same rectangle. To show that these
rectangles are valid, i.e., they satisfy the requirement of a uniform-covering we provide the map φ for the 6
possible sparsity patterns of a matrix M ∈ AS2+(2). These are shown in Figure 2 below – cf. caption of the
figure for details. This terminates the proof of Theorem 4 and shows that AS2+(2) has a 7-uniform-covering.
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(1)

b2 d2 c1 a
c2
d1
b1
 (2)

b2 a c1
b1 c2
d1 d2
 (3)

c2 d1 c1 a
b2 d2
b1

(4)

d2 d1 c1 a
b2 c2
b1
 (5)

d2 c1 a
b2 c2
d1
b1
 (6)

c2 d1 a
c1
b2 d2
b1

Figure 2. To show that the rectangles R1, . . . , R7 are valid in the sense of uniform-covering,
we need to be able to associate to each nonzero disjoint pair of M a rectangle Ri which is
nonzero on this entry; furthermore each rectangle can only be used once (the mapping has to be
one-to-one). The figure above shows how to construct this mapping for the 6 possible sparsity
patterns of matrices in AS2+(2). For example, for the first sparsity pattern we associate the
M00,00 entry to rectangle b2, the M00,01 entry to rectangle d2, etc. (here b1 refers to the first
copy of rectangle b, and b2 refers to the second copy of rectangle b). The disjoint entries that
are blank need not be associated to any rectangle because they are equal to zero (cf. the sparsity
patterns of lemma 2).
2.5 A uniform-covering for the general case
In this section we treat the general case where d is abitrary and we prove the following theorem:
Theorem 5. For any d ≥ 1, ASd+(d) has a k-uniform-covering with k = 3d − 1 < 3d.
We need the following lemma whose proof is in Appendix A:
Lemma 3. If M ∈ ASd+(d) then M has at least one zero entry on the antidiagonal, i.e., there exists
a ∈ {0, 1}d such that Ma,a¯ = 0 (where a¯ ∈ {0, 1}d is the bitwise complement of a).
Remark. One can verify in the special case d = 2 treated in Lemma 2 that there is indeed one zero on the
antidiagonal in all 6 sparsity patterns.
Define C(d) to be the set of 2d × 2d matrices M such that Ma,b = 0 whenever aT b = 1 and such that M
has at least one zero on the antidiagonal, i.e.,
C(d) =
{
M ∈ R2d×2d+ : Mα,α¯ = 0 for some α ∈ {0, 1}d and Ma,b = 0 whenever aT b = 1
}
.
In this section we will show that C(d) has a k-uniform-covering with k = 3d − 1. This will prove Theorem 5
since by the previous lemma, ASd+(d) ⊆ C(d).
The proof of the theorem is by induction on d. It is easy to see that C(1) is true for d = 1 (with
k = 31 − 1 = 2); indeed this is similar to Example 1 from Section 2.3. The following lemma shows how to
construct rectangles for the d’th level given rectangles for the d− 1’st level.
Lemma 4. Assume C(d − 1) has a kd−1-uniform-covering with rectangles R1, . . . , Rkd−1 . Then C(d) has a
kd-uniform-covering with kd = kd−1 + 2 · 3d−1.
Note that if we solve the recursion kd = kd−1 + 2 · 3d−1 with the initial value k1 = 2 we get the desired
kd = 3
d − 1.
Proof of lemma 4. Let R1, . . . , Rkd−1 be the kd−1 rectangles from the assumption. We are going to define
kd = kd−1 + 2 · 3d−1 new rectangles for level d as follows. Define for each x, y ∈ ({0, 1}d−1)2 such that
xT y = 0 the following rectangles in {0, 1}d × {0, 1}d:
Axy = {0 · x} × {0 · y, 1 · y},
Bxy = {0 · x, 1 · x} × {0 · y},
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and for i = 1, . . . , kd−1 define
Ci = {(0 · x, 0 · y) : (x, y) ∈ Ri}.
This defines 2 · 3d−1 + kd−1 rectangles which are supported on the disjoint pairs of {0, 1}d (see Figure 3
0 · x
0 · y 1 · y
0 · x
0 · y 1 · y
1 · x 1 · x
Rectangle Axy Rectangle Bxy
0 · x
0 · y 1 · y
1 · x
Rectangle Ci
Ri
Figure 3. Illustration of the rectangles Axy, Bxy and Ci
for an illustration of these rectangles—note for example that the number of elements in the rectangles Axy
and Bxy is equal to two). We claim that these rectangles are valid (in the sense of the uniform-covering
property). Indeed, let M ∈ C(d). Let (a, a¯) be the element on the antidiagonal for which Ma,a¯ = 0. We are
going to map the nonzero disjoint pairs of M to the rectangles defined above as follows: We proceed in two
steps where in the first step we deal with entries that lie either in the top-right or bottom-left block of the
matrix, and in the second step we deal with entries in the top-left block:
1. Let (x, y) be a disjoint pair in {0, 1}d × {0, 1}d such that Mx,y > 0:
• If (x, y) lies in the top-right block (i.e., if y1 = 1) we use the appropriate rectangle Axy.
• If (x, y) lies in the bottom-left block (i.e., if x1 = 1) we use the appropriate rectangle Bxy.
2. Now it remains to map the nonzero pairs in the top-left block. For this we proceed as follows: Recall
that a ∈ {0, 1}d is such that M [a, a¯] = 0. We will assume without loss of generality that (a, a¯) lies
in the top-right block, i.e., a1 = 0 (cf. Figure 4). Let a
′ = a2...d. Consider the antidiagonal of the
a = 0 · a′
0 · a′ a
(a, a)
Figure 4. Illustration of step 2 in proof of Lemma 4
top-left block and consider the element (0 · a′, 0 · a′) which lies on this antidiagonal. Since Ma,a¯ = 0
the rectangle Aa′a′ was not used in step 1 above and so we can use it to map the entry (0 · a′, 0 · a′)
if it is > 0. We can now effectively think of this entry as being a zero and we can thus think of the
top-left block as a 2d−1 × 2d−1 matrix in C(d− 1). Thus by the induction hypothesis, we can map all
its nonzero disjoint pairs with kd−1 rectangles which are the Ci’s. Thus this terminates the proof of
the lemma.
Putting things together If we combine Theorem 5 with Theorem 3, we get the following result:
Corollary 1. Let d ≥ 1 be fixed. For any n ≥ d and any M ∈ ASd+(n), it holds val(M) ≤ (3d−1)b(n−1)/dc+1.
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Thus, using this corollary and the fact that val(UDISJ(n)) = 3n, we have that for any any fixed d, and any
n ≥ d:
rankSd+(UDISJ(n)) ≥
3n
(3d − 1)b(n−1)/dc+1 ≥
1
(3d − 1)1−1/d
(
(1− 3−d)−1/d
)n
(12)
which is the lower bound stated in Theorem 1.
Remark. Note that for the case d = 2 the result above gives the lower bound:
rankS2+(UDISJ(n)) ≥
1√
8
(√
9
8
)n
.
which is slightly weaker than the lower bound we obtained in the previous section by a more refined analysis
of the case d = 2.
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A Proof of Lemma 3
Let Ma,b = 〈Ua, Vb〉 be a psd-factorization of M , where Ua, Vb ∈ Sd+. Let 1 = 1 . . . 1 ∈ {0, 1}d be the all-ones
bit string, and let ei ∈ {0, 1}d be the bit string with a 1 in i’th position, and 0’s elsewhere. Note that by
our assumption we have M1,ei = 〈U1, Vei〉 = 0 for all i ∈ {1, . . . , d} since 1T ei = 1. Hence this means that
ImVei ⊆ KerU1 for all i ∈ {1, . . . , d}, and thus
ImVe1 + · · ·+ ImVed ⊆ KerU1.
We now distinguish two cases:
• If ImVe1 + · · · + ImVed = Rd we are done since then KerU1 = Rd, i.e., U1 = 0 which implies that
Ma,a¯ = 0 with a = 1 (in fact the whole row M1,· is zero).
• Otherwise assume ImVe1 + · · · + ImVed ( Rd. If ImVe1 = {0}, i.e., Ve1 = 0 then the whole column
M·,e1 is zero and so the claim is true. If ImVe1 6= {0} one can show that we have necessarily
ImVep+1 ⊆ ImVe1 + · · ·+ ImVep
for some p (indeed, one can consider the nondecreasing sequence of subspaces Fi = ImVe1 + · · ·+ImVei
and observe that there must there exist p such that Fp = Fp+1). Define a = ep+1. We claim that
Ma,a¯ = 0. In fact, note that a
T ei = 1 for any i 6= p, and thus Ma,ei = 〈Ua, Vei〉 = 0 for all i 6= p. This
means that ImVei ⊆ KerUa for all i 6= p and thus
ImVe1 + · · ·+ ImVep ⊆ KerUa
Hence we get ImVep+1 ⊆ KerUa, which means Ma,ep+1 = 0. Since, by definition, ep+1 = a¯, this
terminates the proof.
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