Abstract. Recently Navarro proposed a strengthening of the unsolved McKay conjecture using Galois automorphisms. We prove that the Navarro conjecture holds for the alternating groups when the prime p is odd.
Introduction
Let G be a finite group of order n and p be a prime divisor of n. We denote by Irr(G) the set of irreducible complex characters of G, and by Irr p ′ (G) the subset of irreducible characters with degree prime to p. In 1972, John McKay conjectured that | Irr p ′ (G)| = | Irr p ′ (N G (P ))|, where P is a Sylow p-subgroup of G.
Let Q n = Q(ω n ) be the cyclotomic subfield of C, where ω n = e 2iπ/n , and G n = Gal(Q n |Q). For any f ∈ G n , χ ∈ Irr(G) and g ∈ G, we set f χ(g) = f (χ(g)), inducing an action of G n on Irr(G) and then on Irr p ′ (G). Furthermore, if H is a subgroup of G of order d, then d divides n and Q d is a subfield of Q n . Note also that, if f ∈ G n , then f (ω d ) is a primitive d-root of unity, that is, there is some integer r prime to d such that f (ω d ) = ω 
Even though there cannot exist a bijection Irr p ′ (G) → Irr p ′ (N G (P )) that commutes with G n , Gabriel Navarro observed in [9] that there should exist a bijection commuting with a special subgroup H n of G n . More precisely, if we write n = p f m with m prime to p, then ω n can be uniquely writen as a product ωδ, where ω has order p f and δ has order m. It follows that G n = K n × J n , where K n and J n are respectively the subgroups of G n fixing δ and ω. Let σ n be the element of J n such that σ n (δ) = δ p . If we set H n = K n × σ n , then K n is isomorphic to Gal(Q p f |Q), and H n is thus the subgroup of G n which acts on the p ′ -roots of unity of Q n by a power of p. In [9, Conjecture A], Navarro conjectured that for any f ∈ H n , there are the same number of characters of Irr p ′ (G) and of Irr p ′ (N G (P )) fixed by f . In the following, elements of H n will be called Navarro automorphisms. Theorem 1.1. Let n be a positive integer, and 2 < p ≤ n be an odd prime number. Fix a Sylow p-subgroup P of A n . Then there is a natural H n!/2 -equivariant bijection Φ : Irr p ′ (A n ) → Irr p ′ (N An (P )).
The paper is organized as follows. In Section 2 we discuss the Navarro conjecture for the symmetric groups. It was noted in [9] that this was checked by Fong. However, since the details will be useful in our work, we supply them for the convenience of the reader.
In Section 3, after studying the representation theory of the alternating subgroup of a direct product of groups contained in some symmetric group, we describe the action of automorphisms on Irr p ′ (N An (P )).
In Section 4, we describe the action of Navarro automorphisms on Irr p ′ (A n ).
To this end, we obtain an explicit formula for the diagonal hook lengths of a symmetric partition of n in terms of the diagonal hooks of the p-core and pquotient. Many partition-theoretic questions about Ramanujan-type congruences, monotonicity and the Durfee square can be answered using the relationship between a partition and its p-core and p-quotient (see for example the work of F. Garvan, D. Kim and D. Stanton [3] ), and these results are of independent interest.
Finally, we prove in Section 5 the Navarro conjecture for the alternating groups whenever p is an odd prime number.
Verification of the conjecture for the symmetric groups
Let n be a positive integer and p be a prime number. Let P be a Sylow psubgroup of S n , and set N = N Sn (P ). First, following [2, §1 and §2] we describe a parametrization of Irr p ′ (S n ) and of Irr p ′ (N ). The irreducible characters of S n are naturally labeled by the set of partitions of n. For any such partition λ, we denote by χ λ the corresponding character of S n .
We also will denote by Y (λ) for the Young diagram of λ. Using matrix notation, we associate to any (i, j)-box of Y (λ), an (i, j)-hook with hook-length h ij . We denote by D(λ) the set of diagonal hooks of λ, that is, the hooks in positions (i, i). Such a hook wil be known as the ith-diagonal hook. Recall that λ is symmetric if λ = λ * . When λ is symmetric the ith-diagonal hook is uniquely determined by its hook-length.
Recall that any partition λ is completely determined by its p-core Cor p (λ) and its p-quotient Quo p (λ) = (λ 0 , . . . , λ p−1 ); see for example [10, §3] . Write I = {0, . . . , p− 1} and I 0 = ∅. Set λ ∅ = Cor p (λ) and λ ∅ = λ. Let k be a non-negative integer, and assume λ j and λ j are constructed for any j ∈ I k . Then for j = (j 1 , . . . , j k+1 ) ∈ I k+1 , we write λ j = Cor p (λ j1,...,j k ) and λ j = Quo p (λ j1,...,j k ) j k+1 . For any k ≥ 0,
p (λ) = {λ j | j ∈ I k }. The set
is called the p-core tower of λ. For more details, we refer to [10, p. 41 ].
On the other hand, recall that by [2, Proposition 1.1], χ λ ∈ Irr p ′ (S n ) if and only if 0 ≤ c k (λ) ≤ p − 1 for all k ≥ 0, where c k (λ) = j∈I k |λ j |.
Let n = n 0 + n 1 p + n 2 p 2 + n 3 p 3 + · · · be the p-adic expansion of n. Note that the p ′ -irreducible characters of N are exactly the ones that have P ′ in their kernel; that is, the irreducible characters of N which can be lifted from the projection N → N/P ′ . Furthermore, by [2, §2] , one has
where X is a Sylow p-subgroup of S p and Y = N Sp (X).
The elements of N k are denoted by (y; σ), where y = (y 1 , . . . , y n k ) ∈ (Y k ) n k and σ ∈ S n k . For any σ ∈ S n k , we denote by C(σ) the set of cycles of σ with respect to its canonical decomposition into cycles with disjoint supports. For τ ∈ C(σ), the corresponding "cycle" of N k is (y τ ; τ ), where (y τ ) j = y j if j ∈ supp(τ ) and (y τ ) j = 1 otherwise. For any τ ∈ C(σ), we also define the cycle product c((y; σ), τ ) = j∈supp(τ ) y j of (y; σ) with respect to τ .
Note that Y = a ⋊ b with a and b of order p and p − 1 respectively. Recall that Y has p − 1 linear characters obtained by lifting the ones of b through Y → Y / a ≃ b , and one character of degree p − 1 obtained by inducing any non-trivial characters of a to Y . Write
Then these characters are Q(ω p−1 )-valued by construction.
Let MP(p k , n k ) be the set of p k -multipartitions of n k that is, multipartitions λ = (λ j ; j ∈ I k ) such that j∈I k |λ j | = n k .
Remark 2.1. In the following, we will always assume that the λ j 's in λ appear in increasing lexicographic order.
By [7] , the irreducible characters of N k can be labeled by MP(p k , n k ) as follows. Let λ = (λ j ; j ∈ I k ) be such that j∈I k |λ j | = n k . Consider the irreducible character
We denote by E(ξ λ ) the James-Kerber extension of ξ λ to N k,λ described in [7, §4.3] . Note that E(ξ λ ) = E(ξ |λj | j ) and [7, Lemma 4.3.9] gives
Now, write χ λ for the characters j∈I k χ λj ∈ S λ lifted through the canonical
Then
The following result will be useful.
Lemma 2.2. Let G be a finite group of order n and H a subgroup of G. Let f ∈ G n . Then for any class function φ on H, we have
Proposition 2.3. The Navarro conjecture holds for the symmetric groups.
Proof. Let n be a positive integer and p ≤ n be a prime number. Since the characters of S n are rational-valued, they are fixed by any automorphisms of H n! . It remains to show that any p ′ -order irreducible characters of N is also fixed. From (2), it is sufficient to show that for k ≥ 1, the irreducible characters of N k are fixed under any f ∈ H n! . If f ∈ K n! , then f fixes any p ′ -roots of unity. However, the values of the characters of Irr(Y ) lie in Q(ω p−1 ), and are thus fixed by f . Write σ = σ n! . We have σ(x) = x p for any p ′ -root of unity x. Since ω p−1 is a p ′ -root of unity, we deduce that σ(ω p−1 ) = ω p p−1 = ω p−1 , and σ fixes the characters of Irr(Y ). In either case, the irreducible characters of Y are fixed by H n! . Let n = n 0 + n 1 p + · · · be the p-adic expansion of n as above and fix k ≥ 1. Let λ ∈ MP(p k , n k ). From (5) and the fact that χ λ is rational-valued, we obtain that E(ξ λ )χ λ is fixed under any f ∈ H n! . Finally, we conclude using Lemma 2.2.
Alternating groups. The local case
For any subgroup G of S n , we set G + = G ∩ A n . In particular, [G : G + ] ≤ 2 and G + is the kernel of the restriction to G of the sign character of S n , also denoted by sgn : G → {−1, 1}. Suppose G + = G. For χ ∈ Irr(G), we write χ * = χ ⊗ sgn. By Clifford theory, if χ = χ * , then χ and χ * restrict to an irreducible character of G + also denoted by χ. If χ = χ * , then the restriction of χ to G + is the sum of two irreducible characters denoted by χ + and χ − . Note that in this case, χ(g) = 0 for all g / ∈ G + , and χ(g) = χ + (g) + χ − (g) for g ∈ G + . All irreducible characters of G + are obtained exactly once by this process. A split class c of G is a conjugacy class of G contained in G + such that c is the union of two G + -classes c + and c − .
Let f be a Galois automorphism and χ ∈ Irr(G) be such that χ = χ * and f χ = χ. Then f acts on {χ + , χ − }. We define ε(χ, f ) ∈ {−1, 1} by setting ε(χ, f ) = 1 if f χ + = χ + and ε(χ, f ) = −1 otherwise. In particular, for η ∈ {−1, 1} we have
3.1. Reduction of the problem. Let G 1 , . . . , G r be subgroups of S n such that G = G 1 · · · G r is a direct product and assume
Suppose χ = χ
r , we set
r }, and Clifford theory gives Res
On the other hand, N is contained in G + , thus χ
r is a constituent of the restriction to N of either χ + or χ − . Without loss of generality, we choose it to be a constituent of the restriction of χ + . Now, for η ∈ {−1, 1}, we set
Since the number of 1 ≤ j ≤ r with 
and that χ η vanishes outside N .
Then g lies in a split class of G if and only if g j lies in a split class of G j for all 1 ≤ j ≤ r. Indeed, g lies in a split class of G if and only if C G (g) = C G+ (g). Assume some g j does not belong to a split class of
and C G (g) = C G + (g), as required. Proposition 3.2. Let χ ∈ Irr(G) be such that χ = χ * , and let χ + j and χ − j be as above. For f ∈ G |G| such that f χ = χ, with the notation (7), we have
Proof. Let η ∈ {−1, 1}. First, we remark that either
because f fixes χ. So, the set O is f -stable, and f acts on {O On the other hand, {0, . . . , p − 2} = {0, . . . , p * − 1} ∪ {p * , p * + 1, . . . , 2p * − 1}. So, in (3) we set ξ p * = ζ, ξ j = ζ j and ξ p−1−j = ζ p * +j for all j ∈ {0, . . . , p * − 1}. Note that a and b 2 are subgroups of Y + . By an order argument, we obtain that Y + = a ⋊ b 2 . By Clifford theory, the characters ξ j and ξ p−1−j for 0 ≤ j ≤ p * − 1 restrict to the same linear character of Y + , also denoted by ξ j , and ξ p * splits into two irreducible characters ξ + p * and ξ − p * of degree (p − 1)/2. Now, we will specify the values of ξ
we deduce that the b 2 -orbits on Irr( a ) are
where S is the set of square elements of (Z/(p − 1)Z) × , and S the non-squares. Then by Clifford theory with respect to the normal subgroup a of Y + , we can choose the labels such that
and the inertial subgroup in Y + of α j with j = 0 is a , hence ξ + p * and ξ − p * are the induced characters to Y + of ξ j with j ∈ S and j ∈ S, respectively. Thus, ξ ± p * vanishes outside a , and using (11) 
where j p is the Legendre symbol and i is a complex square root of −1. This in particular proves that Y has only one split class, with representative a. We write a + = a, and a − ∈ a for an element conjugate to a in Y but not in Y + . Let k ≥ 1 be an integer. By Remark 3.1, the group Y k has only one split class with representative a = (a, a, . . . , a). Furthermore, Section §3.1 implies that Y k has only one sgn-stable character ξ p * = ξ p * ⊗ · · · ⊗ ξ p * , where
, and for ǫ ∈ {−1, 1} k , denote by n(ǫ) the number of 1 ≤ j ≤ k such that ǫ j = −1. Now, Equation (10) gives
k by Newton's binomial formula. Finally we deduce from (12) that
3.3. Irreducible characters of (Y k ≀ S w ) + . Let k and w be two positive integers. In this section, we set
By the uniqueness of the p-adic expansion of a positive integer, we note that the map π p : I k → {0, . . . , p k − 1} is a bijection. We now generalize the Equation (13) defining an involution * on I k , by setting
We follow the convention of Remark 2.1 to label Irr(N ). Moreover, for any
where λ * denotes the conjugate partition of λ. To simplify the notation (6), we set
because sgn is a group homomorphism, and sgn(y j,τ ) = sgn(c((y j ; σ j ), τ )).
Hence
where σ = σ j . Let w λ ∈ S w be the permutation that sends the support of λ j to that of λ * j * . So, S λ * = w λ S λ , and the decomposition of w λ g with respect to N k,λ * is
and since c((
Since
It follows that
Lemma 3.5. Let G be a group, and H and K be subgroups of G. Let x ∈ G be such that x normalizes H and K, and
For every g ∈ tx , write g = g t g x for unique g t ∈ K and g x ∈ x . Assume there is a representation ρ : H → GL(V ) that extends to a representation ρ : H ⋊ x → GL(V ). If ρ( gt h) = ρ(h) for all h ∈ H and g ∈ tx , then the map
is a representation of H ⋊ tx .
Proof. First, we remark that if g = tx , then there is an integer j such that
as required.
We denote by SP(p k , w) the set of symmetric multipartitions of MP(p k , w). Let c = (c j ∈ N; j ∈ I k ) be such that j c j = w, and c j = c j * for all j ∈ I k . Define
For any λ ∈ P c , the characters ξ λ and their inertial subgroup N k,λ depend only on c. We write ξ c and N c in the following.
Proof. Let c = (c j ; j ∈ I k ) be such that c p * = 0. Furthermore, since λ is a symmetric multipartition, c j = c j * and it follows that
hence w is even. By Clifford theory with respect to the normal subgroup M of N , the characters ψ λ for λ ∈ P c are the constituents of Ind 
Hence, the irreducible characters ψ + λ and ψ − λ for λ ∈ P c appear in the Clifford theory with respect to M + ✂ N + associated to the character ϑ c . Denote by T c the inertial subgroup of ϑ c with respect to M + ✂ N + . Let λ ∈ P c . The character ϑ c is M -stable, thus
We also have Ind 
Let t and t ′ be the number of N -conjugate characters of ξ c and of N + -conjugate characters of ϑ c , respectively. Then, by Clifford theory, if e = Ind N M (ξ c ), ψ c , then
Hence, 2t ′ = t because ϑ c (1) = ξ c (1) and 2ψ λ (1)
, and
Then T c is an extension of degree 2 of N + c . Since λ is symmetric and λ p * = ∅, the permutation w λ defined in the proof of Lemma 3.4 is an involution that exchanges the supports of λ j and λ j * for all j ∈ I k . We remark that w λ is the same element for any λ ∈ P c , we will denote it by w c . Denote by θ λ the restriction of
by Equation (15). Let h ∈ N c \N + c . We set t c = w c if w c ∈ N + , and t c = hw c otherwise. We remark that
Now, we define µ as follows. For any
, and µ p * = 0. So, µ ∈ P c , and Res Nc M (θ µ ) = ξ c . In particular, Equation (16) gives
Since T c is a cyclic extension of N + c , by [6, 11 .22] we can extend θ µ to a character θ µ of T c . Thus, by Gallagher's theorem (see [6, 6 .17]), the constituents of Ind
where α is any irreducible characters of
However, if we choose h ∈ M \M + , then t 2 c ∈ M and the image of t c in H c /M has order 2, and can be identified with w c . It follows that
and 0 otherwise. Assume φ is L-stable. Then φ extends to L (because L is a cyclic extension of S c ) and has exactly two extensions φ and φ ⊗ ε, where ε is the lift of the non-trivial character of w c . Now, for j ∈ I k such that π p (j) < (p k − 1)/2, write τ j for the involution that exchanges the supports of c j and c j * . One has w c = τ j . Since c j = c j * , the group L can be viewed as a subgroup of
Since φ is L-stable, we must have φ j = φ j * , and φ is τ j stable for all j. Thus, φ is L ′ -stable and can be extend to L ′ because L ′ is a direct product of wreath products isomorphic to S cj ≀ S 2 . Denote by E(φ) the James-Kerber extension as
Thus, φ and φ ⊗ ε also take integer values.
The argument above implies that any α ∈ Irr(T c /M + ) takes integer values. Let
Then (18) 
We will use this criterion to understand the action of f on
2cj ≤ H corresponding to the supports of S cj and S c j * . Then G can be viewed as a subgroup of
where τ j is defined as before. The character ξ c is not sgn-stable. It takes non-zero values outside M + , hence outside H, and the restriction η c of ξ c to H is irreducible by Clifford theory with
It follows that η c extends to G + , and the James-Kerber extension E(η c ) has integer values. Hence Res
takes integer values, and by Gallagher's theorem, the extension of η c to G takes a non-zero and integer value on w c .
Suppose w ≡ 0 mod 4. Then by (17), we take t c = w c . By the previous discussion,
is a non-zero integer. We deduce from criterion (19) that the characters of N + are fixed by all f ∈ H n!/2 . Suppose w ≡ 2 mod 4. Let y ∈ M . We label the components of y as follows. For j ∈ I k such that c j = 0, write y j = (y j,1 , . . . ,
Let
Then t c has order 2(p − 1) and if g ∈ t c , then g h (see the notation of Lemma 3.5 with t = h) has possibly non zero values only on the components of Y kw labeled by (u r , 1) and (u * r , 1). However, for any x ∈ Y , we have x X ur ,1 = X ur ,1 and x X u * r ,1 = X u * r ,1 because these two representations have dimension 1. Hence, if we denote by ρ c the restriction of R c to H, then g h ρ c = ρ c for all g ∈ t c . Thus, by Lemma 3.5, we can extend ρ c to Q = H ⋊ t c , and the character η c of this extension takes the same values as E(η c ). Moreover, by Gallagher's theorem, every extension of η c to Q is of the form η c ⊗ β, where β is an irreducible character of t c . The irreducible characters of Irr( t c ) are
We notice that ρ c (t l c ) is equal to E(η c )(1) if l is even, and to E(η c )(t c ) if l is odd. In either case, (5) implies that theses values are positive integers.
Recall that t 2 c = hh ′ is the element whose every component is trivial except those labeled (u r , 1) and (u * r , 1) taking the value b. By (5), we have θ c (t
Using (20), we also have 
Since E(η c )(t c ) is fixed by any f ∈ H n!/2 because η c is, and ω s 2(p−1) is fixed by any f ∈ K n!/2 , we deduce from (19) that the characters ψ ± λ are fixed by f ∈ K n!/2 for all λ ∈ P c .
Finally, we remark that ω p−1
if s is odd, that is p ≡ 3 mod 4. The result follows from the criterion (19).
Since √ p is a root of the polynomial (7), and d is the number of diagonal hooks in the Young diagram of λ p * . Moreover,
Proof. As in the proof of the Proposition 3.7, we consider the group
. This is the unique split character of M by (9) and §3.2. Denote by ξ + the constituent of Res
. First, we remark that the subgroup U = M + ⋊ A w is a normal subgroup of N + because it has index 2. Moreover, the inertial subgroup in U of ξ + and ξ − is U . Let s ∈ N + \U . Then s = (h; τ ) with h ∈ M \M + and τ ∈ S w \A w , and Write E(ν + ) for the James-Kerber extension of ν + to V . Therefore, Mackey's formula gives
) is an extension of ξ + to U . By Gallagher's theorem [6, Corollary 6 .17], the constituents of Ind
Here, χ µ and χ ± µ are the irreducible characters of A w . If we set
and Res
Consider the element g = (u, π) such that the cycle lengths of π are the diagonal hook lengths of λ p * , and u is such that every cycle of g has cyclic product equal to a. Then g ∈ U and
However, U/V ≃ M + /H. Hence, we can take for transversal of V mod U the set
Moreover, tα g ∈ U if and only if
, that is all α j are equal on the cycles of π. Denote by T the set of elements of [V /U ] that satisfy this property. By [7, 4.2.6], for any γ ∈ C(π) and t α ∈ T ,
Let γ 0 be the cycle of C(π) whose support contains 1, and define y ∈ M such that y i = b if i ∈ supp(γ 0 ) and 1 otherwise. Since |γ 0 | is odd, y ∈ M \M + . Using that V − (g) = V + ( y g), the same computation as above shows that
where T is the set of t α such that the α i are constant on the cycle of π and α 1 + · · · + α w ≡ 1 (mod 2). Since the lengths of the cycles of π are odd, we have
for every t α ∈ T ∪ T . Therefore, by a computation similar to that proving (14), we obtain
where d = |C(π)|. By [7, 2.5.13], we also have
is non-zero, and f (ψ
Thus, by equalities (24),(25) and (26), we have f ψ
(p−1)/2 i and that σ n!/2 fixes √ p. The result then follows from (24).
Denote by ψ λ ′ and ψ λ ′′ the corresponding irreducible characters of N k,w ′ and N k,w ′′ , respectively. Then for any f ∈ G n!/2 , 
Note that E(ξ c )χ
where ψ λ ′′ = Ind
We remark that the computations (28) and (29) applied to N k,w ′′ give
Now, E(ξ c )χ λ is f -stable, thus ψ λ also is by Lemma 2.2. Applying Proposition 3.2 with respect to the direct product (27), and using (30) and (31) we obtain that
(32) The result follows from (29) and (32).
Alternating groups: The global case
Let λ = λ * . Denote by C λ the conjugacy classes of S n of type D(λ), that is, the lengths of the elements of D(λ) are the cycle lengths of any element x ∈ C λ . Recall the classes C λ of S n split into two classes C + λ and C − λ of A n , and that the restriction to A n of the irreducible character χ λ splits into two constituents χ + λ and χ − λ that take the same (integer) value on every class except on C ± λ , and by [7, 2.5.13 ] the labeling can be chosen such that for all η, ν ∈ {−1, 1} , then f (α) is also a root of x 2 − q. We denote by ε(α, f ) ∈ {−1, 1} the sign such that
Note that when λ = λ * and f ∈ H n!/2 , Define by E and F respectively the set of indices 1 ≤ j ≤ s such that p j ≡ 1 or 3 modulo 4.
Suppose m ≡ 1 mod 4. Then j∈F a j is even, and Suppose that m ≡ 3 mod 4. Then j∈F a j is odd, and in the formula (36), η is now equal to i up to a sign. When the formula (37) is multiplied by ε(i, f ), the result follows.
Combinatorics of symmetric partitions.
Recall a partition λ is completely determined by the rim of its Young diagram Y (λ), a path constituted of vertical and horizontal dashes of length one. Then λ can, by the association of 0 (resp. 1) to a vertical (resp. horizontal) dash of length one, be expressed by its partition sequence Λ. This is an infinite sequence taking its values in {0, 1} and of the form 0 · · · 1, where 0 and 1 mean an infinite sequence of left-trailing and right-trailing 0s and of 1s, respectively.
Let Λ be the partition sequence associated to λ. Denote by α and β the numbers of zeroes and ones between the leftmost 1 and the rightmost 0 coming after it when we read the sequence from the left-to-right. Then there are α + β elements in the sequence between 0 and 1. We write
In particular l −α = 1 and l β = 0. If there is no 0 after the first 1, then α = β = 0 and the sequence is 0 1 and corresponds to the empty partition. The bijection between this labeling of partition sequences and partitions can be represented graphically as in Figure 1 . The partition sequence of λ is Λ = 0110010101011001. We have α = β = 7, and following the preceding convention, l 0 and l −1 are the numbers directly at the right and the left of the dash 1100101|0101100. Note that in the accompanying figure the partition sequence has been projected to the left-and-top border of the Young diagram.
Furthermore, by [10, Lemma 2.2], the partition sequence of λ * , denoted by Λ * , is obtained from Λ by reading Λ from the right to the left with 0s and 1s interchanged. In other words
We now describe D(λ) the diagonal hooks of λ using Λ. For δ ∈ {0, 1}, write
On the other hand, by [10, p. 9] each hook of λ corresponds to a pair (i, j) such that −α ≤ i < j ≤ β − 1 with l i = 1 and l j = 0. Such a hook h (i,j) has length |j − i|. In particular, the longest hook of λ is h −α,β−1 and it has to be the first diagonal hook of λ. When we remove it from λ, we obtain a new partition with the same sequence as λ except that l −α = 0 and l β−1 = 1. Since |H 0 | = |K 1 |, when we iterate this process |H 0 | times, we obtain the empty partition. In fact, we have removed from λ all diagonal hooks one by one. Thus, the diagonal hooks of λ are labeled by H 0 (and H 1 ).
Example 4.3. In Example 4.2, we see that there are four 0s on the horizontal and four 1s on the vertical axe, corresponding to the four diagonal hooks of λ.
Let p be an odd prime. We now consider a p-abacus with p runners, labeled from 0 to p − 1 from left-to-right. We choose a position on the first runner and we label it by 0. Then we label positions by integers moving left-to-right to the runner p − 1, then wrapping around to runner 0 one row above. In particular, the positions on the runner 0 are labeled by · · · , −3p, −2p, −p, 0, p, 2p · · · . Now, we We can also read the diagonal hooks D(λ) directly off of the p-abacus: they are parametrized by the beads labeled by a non-negative integer. More precisely, if we set l γ,j = l jp+γ (40) for all j ∈ Z, then the beads on the runner γ can be interpreted as the partition sequence (l γ,j ) j∈Z of a partition λ γ .
Remark 4.4. In general, this labeling of the sequence is not compatible with that of (38). Indeed, there is no reason that there are exactly the same number of 1s below l γ,0 as the number of 0s above it.
We define λ γ as the partition whose partition sequence can be read from the beads on runner γ. That is, the abacus position γ + mp corresponds to a γ-position m; if λ has a bead in abacus position γ + mp then λ γ has a bead in γ-position m. Then Quo p (λ) is the p-quotient of λ, that is, the sequence (λ 0 , . . . , λ p−1 ).
Therefore, each j ∈ X γ gives a diagonal hook of λ. Such hooks will be called diagonal hooks of λ arising from the γ-runner. Let Cor p (λ) be the p-core of λ, that is, the partition one obtains by removing all the p-hooks of λ. Such a partition is unique. Then, λ is uniquely determined by Cor p (λ) and Quo p (λ).
. Now consider the p-tuple of p-abaci, one for each of the λ γ ∈ Quo p (λ) above. Then Cor (1) p (λ) will be a p-tuple defined to be the sequence (Cor p (λ γ )) for 0 ≤ γ ≤ p − 1. This naturally induces a p 2 -tuple Then λ has four diagonal hooks corresponding to the beads in positions 0, 2, 5 and 6. We have X 0 = {0, 2}, X 1 = ∅ and X 2 = {0, 1}.
By the discussion after Example 4.2, the diagonal hooks arising from the 0-runner have length 1 and 13. The ones arising from the 2-runner have length 5 and 11.
The partition sequences of λ 0 , λ 1 and λ 2 are respectively 0110101, 0 1 and 0101001. Thus, λ 0 = (3, 2), λ 1 = ∅ and λ 2 = (2 2 , 1).
Suppose λ = λ * . Then Λ * = Λ, and l −α = 1 − l α−1 , implying that α = β by definition of α and β. Moreover, for 0 ≤ u ≤ α − 1 and δ ∈ {0, 1}, we have l u = δ if and only if l −u−1 = 1 − δ. Denote by φ : Z → Z, u → −u − 1. Note that φ is bijective and φ 2 = id. In particular, φ induces a bijection φ| H0 : H 0 → H 1 with inverse map φ| H1 : H 1 → H 0 , and the diagonal hooks of λ are the h u,φ(u) for u ∈ H 0 of length 2u + 1. For u ∈ H 0 , we denote the corresponding diagonal hook-length by
Suppose that u = jp+γ for j ∈ Z and 0 ≤ γ ≤ p−1.
which is the partition sequence of the conjugate partition of λ γ . Define
By (42), we deduce that φ induces a bijection between X γ and Y p−1−γ . Assume that γ = (p− 1)/2. Since X p−1−γ labels the diagonal hooks of λ arising from runner (p − 1 − γ), Y γ does too. Hence, the diagonal hooks of λ arising from the runners γ and (p − 1 − γ) are parametrized by X γ ∪ Y γ . By (41), for x ∈ X γ and x ′ ∈ Y γ , the corresponding diagonal hook-lengths of λ are
Denote by Γ a set of representatives of {γ, p − 1 − γ} for {0, . . . , j, . . . , p − 1}\{(p − 1)/2}. By the previous discussion, the diagonal hooks of λ are parametrized by the elements of
Assume now that λ = λ * with Cor p (λ) = ∅. Furthermore, assume that λ (p−1)/2 = ∅ where
Consider the partition sequence (l γ,j ) j∈Z as in (40). Since the p-abacus of Figure 4 .2 is the one that we obtain after removing all the p-hooks of λ (because Cor p (λ) is empty), it follows from the construction of the p-quotient that the number of beads above j = 0 is the same as the number of empty positions under and strictly below j = 0. In particular, the sequence (l γ,j ) j∈Z is compatible with the labeling of (38), and the beads over j = 0 correspond to the diagonal hooks of λ γ and are in bijection with the diagonal hooks of λ arising from runner γ.
Since λ * p−1−γ = λ γ , they have the same number of diagonal hooks. If d is the jth-diagonal hook of λ γ , then we denote by d * the jth-diagonal hook of
Hence, if we set w x,x * = x − x * , then
Moreover, by (44)
Example 4.6. Consider the partition λ = (7 2 , 5, 4, 3, 2 2 ) in Example 4.5. We see from the 3-abacus that Cor 3 (λ) is empty. We also see that
The bijection between Y 0 and X 2 is
In particular, the diagonal hooks of length 1 of λ 0 and λ 2 are associated with 1 ∈ X 0 and −1 ∈ Y 0 . Similarly, the ones of length 4 correspond to 2 ∈ X 0 and −3 ∈ Y 0 . It follows that 1 * = −1 and 2 * = −3.
4.3.
Diagonal hooks of regular partitions. Let p be an odd prime, n an integer divisible by p, and λ = λ * be a partition of n. Let n = n 1 p + n 2 p 2 + · · · + n s p s be its p-adic expansion. Write I = {0, . . . , p − 1} as above, and the p-core tower CT (λ) of λ as in (1) . We assume that the Cor p (λ) = ∅. We say that λ is a regular partition when c k (λ) = n k and λ p * = ∅ where p * ∈ I k for any 1 ≤ k ≤ s. On the other hand, λ is called singular whenever λ j = ∅, except possibly for j = p * ∈ I k . For λ as above, we also define r(λ) and s(λ) the regular and singular parts (respectively) by giving their p-core towers as follows. For k ≥ 0 and j ∈ I k , if
Therefore, the p-core towers of r(λ) and s(λ) are given by
Note that c k (s(λ)) = p * ∈I k |λ p * | and c k (r(λ)) = c k (λ)−c k (s(λ)) by construction.
Hence, if we set n ′ = c k (r(λ))p k and n ′′ = c k (s(λ))p k , then n = n ′ + n ′′ and r(λ) and s(λ) are respectively regular and singular partitions of n ′ and n ′′ in the previous sense.
Proposition 4.7. Let n be an integer with p-adic expansion n = n 1 p + n 2 p 2 + · · · + n s p s , where p is an odd prime. Let λ be a regular partition with p-core tower Cor
the set of diagonal hooks of λ which are divisible by p i but not by p i+1 . Then the elements of H i are of the form t u,i = p i u and t * u,i = p i (w u,i p − u), where u ∈ U i is an odd integer relatively prime to p, and w u,i ∈ W j is an even integer.
Proof. We proceed by induction on s ≥ 1. Suppose that s = 1. Then n = n 1 p. Note that Cor p (λ) = ∅ by assumption, thus we are in the situation described above. By (45) we set t u,0 = d x and t * u,0 = d x * , and (46) gives that t * u,0 = pw u − t u,0 with w u,0 = 2w x,x * . In particular, t u,0 and t * u,0 are odd and prime to p and w u,0 is even. The result is true for s = 1.
Let s ≥ 1. Suppose that the result holds for s. Let n = n 1 p + n 2 p 2 + · · · + n s p s + n s+1 p s+1 , and λ be a partition of n that satisfies the assumption. Consider λ ′ = λ (p−1)/2 ∈ Quo p (λ) and n ′ = |λ ′ |. One has n = p(n ′ + j =(p−1)/2 |λ j |) because Cor p (λ) = ∅, and n ′ is divisible by p because Cor p (λ ′ ) = ∅, since λ is regular. Thus, the p-adic expansion of n ′ is then of the form n 
Proof. First, we remark that if the p-adic expansion of n is n 1 p + · · · + n s p s then each n i is even since n i = 2 j |λ j |, where the sum runs over j = p * and j is a representative of {j, j * }. Here we use that λ is a symmetric partition and that |λ j | = |λ * j | = |λ j * |. Now, by Proposition 4.7, we have
Let f be in H n!/2 . With the notation (34), we have
Note that u and (w u,i p − u) are odd. Furthermore,
We also have
Since w u,i is even, there is an integer w ′ u,i such that w u,i = 2w ′ u,i , and Since |A| = |A odd | + |A even |, we deduce from (49) that
Thus, by (48) and Proposition 4.1 we obtain
where r is such that f (ω m ) = ω r m for m = i,u u(w u,i p− u). Note that if f ∈ K n!/2 , then f acts trivially on i and on ω m , that is r = 1, and (35) implies that ε(χ λ , f ) = 1. Assume that f = σ n!/2 , that is r = p. On the other hand, by quadratic reciprocity, one has p u p w u,i p − u = (−1)
, as required.
4.4.
Diagonal hooks of partitions with non-empty p-core. For any partition λ, we denote by Q p (λ) the partition with the same p-quotient as λ but with empty We construct the p-abacus of λ from that of Q p (λ) as follows. If δ γ = 0 then the runners γ and (p − 1 − γ) of Q p (λ) and λ are identical. If δ γ > 0, then runner γ of λ (resp. the runner p − 1 − γ of λ) is obtained by shifting up (resp. down) the corresponding runner of Q p (λ) δ γ positions. It follows that, for all 0 ≤ γ ≤ p − 1 such that δ γ ≥ 0, one has m (j+δγ )p+γ = l jp+γ and m (j−δγ )p+p−1−γ = l jp+p−1−γ for all j ∈ Z.
We now will describe how to obtain D(λ) from D(Q p (λ)). For γ ∈ Γ∪{(p−1)/2}, we denote by X γ and Y γ (respectively X ′ γ and Y ′ γ ) the sets as in (44) that label the diagonal hooks of Q p (λ) (respectively, of λ).
We remark that if δ γ = 0, then X γ = X 
to A γ ⊔ B γ .
In the next example we use the fact that the p-abacus of Cor p (λ) is obtained from the p-abacus of λ by pushing beads down on each runner as far as possible, and then reading off the resulting partition from the new p-abacus configuration. by [7, p. 79 ]. 1 1 1 1 1 1 0 1 1 1 1 1 0 1 In particular, the 3-abaci of λ and of Cor 3 (λ) are depicted below: We can obtain Cor 3 (λ) = (7, 5, 3, 2 2 , 1 2 ) from λ by pushing down beads and reading off the resulting bead positions. We have δ 0 = 3 and δ 1 = 0, and λ (3) has three diagonal hooks. Now consider the partition Q 3 (λ) of Example 4.2. More precisely, by the previous discussion, D(λ) can be obtained from the 3-abacus of Q 3 (λ) and the ∆ γ . The 3-abacus of λ is obtained by shifting up the runner 0 of Q 3 (λ) δ 0 positions and by shifting down the runner 2 −δ 0 positions. Consider runner 0 of Q 3 (λ). Since δ 0 = 3, one shifts it up three positions to obtain the 0-runner of λ. However (here we abuse notation) this causes X 0 ∪ Y 0 (λ), to be altered from X ′ 0 ∪ Y ′ 0 (λ), and hence the number of diagonal hooks of λ arising from runner 0 is different the number of diagonal hooks of Q 3 (λ) arising from its runner 0. In particular, the diagonal hooks in Q 3 (λ) corresponding to positions 2 and 5 on runner 2 "disappear" for λ as they shift to new positions −1 and −4, while the bead in position −9 on the 3-abacus of Q p (λ) introduces a new diagonal for λ as it shifts up to position 0. The result follows.
We now prove the second part of the statement. Since an odd number is its own inverse modulo 4, we do the same computation as above and obtain that 
Verification of the conjecture for the alternating groups
We now will prove Theorem 1.1. Let n be a positive integer with p-adic expansion n = n 0 + pn 1 + · · · + n s p s . Let λ be a partition of n with p-core tower Cor p (λ) = {λ j | j ∈ I k } for k ≥ 0 such that c k (λ) = j∈I k |λ j |. We then associate to λ the irreducible character of N Sn (P )
where ψ λ,k ∈ Irr(N k ) as in (6) . If λ is not symmetric, then χ λ and ψ λ restrict irreducibly to A n and N An (P ). As above, we denote the restriction by the same symbol. If λ is symmetric, then the reduction of χ λ to A n has two irreducible constituents χ Lemma 5.1. If λ is a regular partition of n and f ∈ H n!/2 , then ε(χ λ , f ) = ε(ψ λ , f ).
Proof. Since λ is regular, n = n 1 p + n 2 p 2 + · · · + n s p s with n i even. By Proposition 3.2 ε(ψ λ , f ) = s k=1 ε(ψ λ,k , f ).
Hence, for f ∈ K n!/2 , one has ε(ψ λ , f ) = 1 by Proposition 3.6, and ε(ψ λ , σ n!/2 ) = 
