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where 0 < h < H ∞ and 2t f (x) = f (x + t) + f (x − t) − 2 f (x). We will show that for








∥∥∥∥∥ ω2( f ,h), ∀ f ∈ C(R), h > 0,
where ω2( f ,h) is the modulus of smoothness deﬁned by ω2( f , t) = sup0<δt ‖2δ f ‖. For
















∥∥∥∥∥ ω2( f ,h), ∀ f ∈ C(R), h > 0.
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1. Introduction






dt, 0< h < H ∞,
where f ∈ C(R) and 2t f (x) = f (x + t) + f (x − t) − 2 f (x). Integrals of this type are widely used in analysis, especially in
approximation theory. For example, C2π denotes the set of continuous periodic functions with 2π as their period, Sn( f )
the Fourier partial sum of the ﬁrst n + 1 terms of f ∈ C2π and σn( f ) the Fejér operator (see [9]), which is deﬁned by
σn( f , x) = 1
n + 1
(
S0( f , x) + S1( f , x) + · · · + Sn( f , x)
)
.
Eﬁmov (see [2]) proved
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If f ∈ C12π , where C12π denotes the set of functions in C2π such that f ′ ∈ C2π , then the derivative of the conjugate function
f˜ can be expressed as (see [2,6])







where f˜ is deﬁned by (see [5,9])




f (x+ t) − f (x− t)
2 tan t2
dt.
In fact, integration by part gives us









f (x+ u) − f (x− u))du.







(2kπ + t)2 ,
we conclude that



























On the other hand, the modulus of smoothness of order 2, ω2( f , t), which is given by ω2( f , t) = sup0<δt ‖2δ f ‖, is
frequently applied to describe the approximation behavior of operators. Using K-functionals one can show (see e.g. [3]):
inf
g∈C2(R)
(‖ f − g‖ + h2‖g′′‖) ω2( f ,h), f ∈ C(R),
that is, there exist C1 > 0 and C2 > 0, which are independent of f and h, such that
C1ω2( f ,h) inf
g∈C2(R)
(‖ f − g‖ + h2‖g′′‖) C2ω2( f ,h).
It is well known that such a relation plays an important role in the approximation theory (see [1]). Recently, the authors
of [6] proved that, if α > 0, then for some C3 > 0 one has







∥∥∥∥∥, ∀ f ∈ C(R), h > 0, (1.1)
where ω3( f , t) = sup0<δt ‖3δ f ‖ and 3δ f (x) = f (x+ 3δ) − 3 f (x+ 2δ) + 3 f (x+ δ) − f (x). Moreover, there holds







∥∥∥∥∥, ∀ f ∈ C2π , h > 0.
Using the last inequality they (see [6]) gave the following equivalent relation









∥∥∥∥∥, ∀ f ∈ C2π , n = 1,2, . . . .









We will show that, roughly speaking, ω3( f ,h) on the left-hand side of (1.1) can be replaced by ω2( f ,h). Furthermore, for
α > 3 the term on the right-hand side of (1.1) is equivalent to ω2( f ,h). Our main results are
Theorem 1.1. Let α > 2. Then the following equivalent relations are valid:














∥∥∥∥∥, ∀ f ∈ C(R), h > 0, (1.2)
where the symbol “” does not depend on f and h. If α > 0, then for some C > 0 there holds








∥∥∥∥∥, ∀ f ∈ C(R), h > 0. (1.3)
Although the second relation of (1.2) is simple, we have no more information about H . The following estimate may be
regarded as an improvement of this relation.
Theorem 1.2. Let α > 2. Then there exists 1 A < ∞ such that








∥∥∥∥∥, ∀ f ∈ C(R), h > 0,
where the symbol “” does not depend on f and h.
We note C2π ⊂ C(R). The assertions in Theorems 1.1 and 1.2 are also valid for f ∈ C2π . Theorems 1.1 and 1.2 will be
veriﬁed in the next section.
2. Proof of theorems
Let Ω ∈ C(R). We shall denote L f to be the convolution Ω ∗ f , f ∈ C(R). Denote further L f = L1 f and Lk f = L(Lk−1 f )
for k = 2,3, . . . . We need the following result (see [4,7]):
Lemma 2.1. Let Ω ∈ C1(R) be nonnegative, bounded and even such that ∫
R




= ε−2 < ∞.




‖ f ‖, f ∈ C(R).
Proof of Theorem 1.1. To verify (1.2) we observe that the function K , given by
K (t) = Kα+1,h(t) =
{
(α+1)hα+1
2|t|2+α , |t| h,
0, |t| < h,
is even, nonnegative and bounded. This function satisﬁes also
∫
R
K (t)dt = 1. Let Lα+1,h f be the convolution of K and f for
f ∈ C(R), that is
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∫
R

















If g ∈ C3(R), it follows from Taylor’s Theorem that






g′′′(x+ u) − g′′′(x− u))(t − u)2 du.
Thus,

















g′′′(x+ u) − g′′′(x− u))(t − u)2 du.
We obtain∣∣∣∣Lα+1,h g(x) − g(x) − g′′(x) (α + 1)h22(α − 1)
∣∣∣∣ (α + 1)h36(α − 2) ‖g′′′‖.
Consequently,
h2‖g′′‖ α − 1
3(α − 2)h
3‖g′′′‖ + 2‖Lα+1,h g − g‖. (2.1)
Next we write Ω = K ∗ K ∗ K . It is easy to verify that Ω is also an even, bounded, nonnegative function and ∫
R
Ω = 1.






dt  Ch−2. (2.2)





So ∥∥(L3N f )′′′∥∥→ 0, N → +∞,
and ∥∥(L3 f )′′′∥∥ ∞∑
N=1








∥∥L3 f − f ∥∥
 3
ε3
∥∥L3 f − f ∥∥.
We obtain∥∥(L3 f )′′′∥∥ 9
ε3
‖L f − f ‖, ∀ f ∈ C(R). (2.3)
Taking g = L3 f , f ∈ C(R), we get from (2.1) and (2.3) that
h2
∥∥(L3 f )′′∥∥ 2∥∥Lα+1,h(L3 f )− (L3 f )∥∥+ 3h3(α − 1)
ε3(α − 2) ‖L f − f ‖.
Since
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and
‖L f − f ‖ 3‖Lα+1,h f − f ‖,
we conclude from the fact ( hε )
2  C (see (2.2)) that
h2
∥∥(L9α+1,h f )′′∥∥ (2+ 9C 32 α − 1α − 2
)
‖Lα+1,h f − f ‖.
Thus, if f ∈ C(R), we have
ω2( f ,h) 4
∥∥ f − L9α+1,h f ∥∥+ h2∥∥(L9α+1,h f )′′∥∥

(
38+ 9C 32 α − 1
α − 2
)
‖ f − Lα+1,h f ‖
= α + 1
2
(











 2(α + 1)
α − 1
(




which gives the ﬁrst relation of (1.2).









































∥∥∥∥∥ 4α − 2ω2( f ,h).
Next we show (1.3). Let α > 0. We know from (1.2) that







∥∥∥∥∥, ∀ f ∈ C(R), h > 0.















∥∥∥∥∥, ∀ f ∈ C(R), h > 0. (2.4)










































which implies (2.4). 
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∥∥∥∥∥, ∀ f ∈ C(R), h > 0. (2.5)

























































∥∥∥∥∥ 8(1− δ)(α − 2)ω2( f ,h).
We conclude from (2.5) and the last display that any ﬁxed 0< δ < 1



























































































































The desired assertion follows from (2.6) and the last two relations. 
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