We prove the existence of periodic orbits with minimal period greater than any prescribed number for a natural Lagrangian autonomous system in several variables that is analytic and periodic in each variable and whose potential is nonconstant.
Introduction
In this paper, we are concerned with the periodic orbits of autonomous pendulum-like systems. Their dynamics is governed on R N by the equation
where the autonomous Lagrangian has the form
L(x,ẋ) =
1 2
A(x)ẋ ·ẋ − G(x).
The matrix A(x) is symmetric and positive definite for every x ∈ R N . Both A and the potential G are assumed to be smooth functions of x, and having in mind the N -pendulum, we will assume that A and G are 1-periodic in each variable.
Because of the above, in the literature it is often customary to think of (1) as an equation on
It should be noted, however, that in this case we will not be interested in all the orbits of (1) that are periodic in T N but only in those that are also contractible on T N : indeed, only these orbits give rise to motions that are periodic in R N . The prototype clearly is the scalar equation of the classical pendulum, namelÿ x + sin(2πx) = 0. In this case, the period of the small oscillations around zero discriminates between two different situations: if T 1 the only T -periodic solutions are the constant ones, whereas for every T > 1 there exist nonconstant periodic solutions of minimal period T . In fact, it is not difficult to show that the general scalar case behaves similarly. In a higher dimension, Yorke's theorem [25] again guarantees that periodic orbits of small minimal period are constant, at least when the matrix A does not depend on x. Here, we are interested in the complementary range of periods, the main question we address being, do orbits with large minimal period always exist?
As a consequence of the Birkhoff-Lewis type results (see, for instance [15] ), this is certainly the case around a given minimizer of G, provided its linear frequencies are sufficiently nonresonant and some suitable nondegeneracy condition of twist type is satisfied. Though this is a very satisfactory result from a generic point of view, the goal here is quite different-to decide whether these orbits exist for every pendulum-like system, solely as a consequence of the global periodic character of the problem. Our main result states that this happens in the analytic case. Some comments are in order. First of all, we do not know if periodic solutions of minimal period T do exist for every T that is large enough. Second, if G is constant, then all the constants solve equation (1) , and in some cases, they are the only periodic solutions: this happens, for instance, when A(x) = I for every x ∈ R N . Hence, we cannot even expect nonconstant periodic solutions without further assumptions on A. Finally, as a byproduct of the approach, we obtain in fact a weaker multiplicity result also in the smooth case as well, which seems to be unknown without further assumptions on A and G (see [17] remark 1.15). The price we have to pay for removing the analyticity assumption is the loss of all information concerning minimal periods.
Theorem 2. If G is nonconstant, then equation (1) admits an uncountable number of distinct and nonconstant periodic solutions.
To explain the statement, note that a single T -periodic solution x(t) automatically produces many other periodic solutions, as for instance x(t + τ ) + h with τ ∈ R and h ∈ Z N . Moreover, x(t) itself may be seen as a kT -periodic solution for every integer k. Solutions that cannot be obtained from one another in this way are referred to in the previous statement as distinct solutions.
A similar result was proved in [14] by a completely different approach: for every T > 0, equation (1) admits infinitely many distinct solutions with the period an integer multiple of T . It should be noted that, this time, constant solutions may contribute to the number of distinct solutions. This is not a problem when the potential G is a reasonable one, namely when it has a finite number of critical points (on T N ), but to rule out the constant solutions in the general case may require some additional work.
The existence of a special type of periodic orbits on T N has been investigated in [1, 3, 4, 11, 12] . Using the Maupertuis variational principle, the authors show the existence of periodic oscillations (librations) between two boundary points of
for all the values of E that are attained by G and are noncritical for it. When the global maximum of G is uniquely attained in T N and is nondegenerate, one expects a sequence of contractible librations to exist that tend to a noncontractible homoclinic connection (see [3, 5] ). Of course, the minimal periods of these librations cannot be bounded, so that, in this special case, one obtains the same conclusions as theorem 1 in the most general setting of smooth equations. A richer dynamics is obtained in [18] and in [5] , under some further variational assumptions of transversality type on the stable and the unstable manifolds emanating from the global maximizer of G.
A much wider literature is devoted to the nonautonomous equation
where the forcing term, h(t), is a continuous T -periodic function with zero mean value. In this case, the period of a solution is also a period of h(t), and then it is natural to look for kT -periodic solutions to (3), with k integer, the so-called subharmonics. The existence of infinitely many distinct subharmonics for equation (3) was proved in [13, 23] independently, by different methods and without any additional assumption. As in the autonomous case, the situation becomes more delicate if we are interested in the minimal periods of those subharmonics: variational methods have been successfully used to estimate them under some mild assumptions of a global type. Before introducing the related literature, however, a remark is in order: though in some sense the autonomous equation (1) is a special case of (3) when h ≡ 0 and T is any positive number, it seems, however, hopeless to try to get theorem 1 in this way. As far as we know indeed, any attempt to estimate the minimal period of a subharmonic to (3) explicitly uses somewhere the nonautonomous character of the equation. This is an example of the case of global approaches to symbolic dynamics, as in [7, 6, 19] , a side-product of which is clearly the existence of many subharmonics of arbitrarily large minimal period. The two main assumptions there concern the behaviour of the action functional
associated with the search for T -periodic solutions to (3). Here, x ∈ H 1 T , the usual Sobolev space of the T -periodic absolutely continuous functions with L 2 derivative. It is a standard fact that I T attains its global minimum, c 0 T , and the first assumption says that I T cannot have too many minima, namely
wherex denotes the mean value of x(t) over [0, T ]. At least in the scalar case, it is an unavoidable condition: if it is not fulfilled, then the only bounded solutions to (3) are the T -periodic solutions at the level c 0 T (see [22, 7, 16, 6, 8] ). This condition makes sense in the autonomous case also, in which it says that the potential G is nonconstant, as we asked in theorem 1. When (4) holds, one can prove the existence of a heteroclinic connection, z(t), between some suitable couple of global minima. Of course, z(t + kT ) is again a heteroclinic connection for every integer k, and accordingly, one generically expects a discrete set of heteroclinic connections between the two minima: this is the sense of the second main assumption for getting some symbolic dynamics, denoted by ( * ) in all the papers quoted above. The point here is that in the autonomous case condition ( * ) certainly fails, inasmuch as this time one has a continuum z(t + s), s being any real, of heteroclinic connections.
The situation is not too different in [23] , which is directly concerned with subharmonics to (3) . To estimate their minimal periods, the authors need to know whether they are again integer multiples of T . This is equivalent to requiring that T is the minimal period of the forcing term h(t),
which excludes the autonomous case. The result then depends on two further assumptions on I T . The first is the nondegeneracy condition (4) quoted above, while the second says that the global minima of I T are separated from the remaining critical points. More precisely, c 0 T is isolated from the other critical levels of I T .
The main result in [23] is then the following theorem.
Theorem 3 ([23]).
Under the assumptions (4)- (6) , equation (3) admits subharmonics of arbitrarily large minimal period.
As we have already said, this result does not cover the autonomous case because of condition (5) . In contrast, the approach we will introduce here for the autonomous case applies to improving theorem 3 in the analytic case. The point is to look closely at condition (6) . In [23] , the authors discuss how to get it in some concrete situation by showing that, for instance, it can be avoided in the analytic case, provided that N = 1 and T is sufficiently small. In section 5 (see remark 14), we will prove this is true without restrictions.
Lemma 4. If A and G are real analytic functions, then condition (6) is automatically satisfied.
The proof of theorem 1 is carried out in section 2 and mimics the one of theorem 3 in [23] . The important difference is that this time we have a one-parameter family of action functionals, J T , where T is any positive real number, which makes it much more difficult to distinguish among solutions with different minimal periods. As in [23] , we start from a variational argument introduced in [17] for the nonautonomous case, which is adapted to the autonomous framework in section 3, where proposition 6 is proved. We then need to control the level of J T along the branches of solutions, in order to prevent any collapse to constant solutions. This is done in proposition 8, which is proved in section 5. This is the most original part with respect to [23] and is the point where analyticity comes into play. The proof depends on some local connectedness properties of the sets defined by a finite number of analytic equations, usually called analytic sets, which are stated in section 4 and originate from a celebrated work of Hironaka [10, 2] .
Notation. Throughout the paper, H will refer to the Sobolev space of the absolutely continuous 1-periodic functions with L 2 derivative on [0, 1], and J T , T > 0, to the normalized action functional defined on H by (8) . L T will denote the set of the critical levels of J T , and L 0 the critical levels of the potential G, which are also the critical levels of any J T corresponding to constants solutions. Finally, S T will denote the set of the critical points of J T , which correspond to the T -periodic solutions to (1).
The variational approach and the strategy
From now on, we will assume that the matrix A and the potential G are smooth functions on R N . The analyticity hypothesis will be explicitly stated when really needed. To make more clear the role of the period T , it is convenient to set
The T -periodic solutions to (1) then correspond to the critical points of the smooth action functional holds with α, β > 0 as a consequence of the smoothness and periodicity of A. For every u ∈ H , the map
is 1-periodic. Hence, when looking at the critical levels of J T , we may always assume that the associated critical points lie in the set
For the proof of proposition 8 we will need some information about nonconstant periodic solutions, along the lines of Yorke's result [25] . When A(x) = I , this result applies directly to proving a uniform estimate from above for their minimal periods. The next lemma considers the general case but taking into account only sublevels of the action functional.
Lemma 5. For every σ ∈ R there exists a τ > 0 such that if
be the normal form of equation (1). It is not difficult to check that the function f is Lipschitz in any set of the type R = {(x,ẋ) : |ẋ| < R} and moreover
holds for some suitable constants C, D. As a consequence of the Yorke theorem [25] , there exists a τ R > 0 such that, if x(t) is a nonconstant T -periodic solution satisfying
then T τ R must hold true. Consider now T > 0 and u ∈ H nonconstant, as in the hypotheses of the lemma. We can assume that T 1; otherwise the claim is true with τ = 1. The function
Using the condition thatẋ is zero mean valued and estimating (13), we also get
To conclude, since T 1, we can choose any
and take τ = τ R as in the first part of the proof.
More than in the critical points of J T , in this paper we will be interested in their levels. Because of this, it will also be convenient to associate a level directly to any periodic solution of (1): if x(t) is a T -periodic solution, just rescale it as in (7), obtaining a critical point u of J T , and define J T (u) to be its level. This makes perfect sense since if x(t) is either T -periodic or S-periodic, and if we set u T (t) = x(T t) and u S (t) = x(St), then we have
This is obvious when x(t) is constant, and it can be easily checked by reducing everything to the minimal period when T /S is a rational number.
From now on, we will assume that the following normalization condition is satisfied:
As a consequence, for every T ,
and the ground level zero is attained only at the constant functions that maximize G. As we will see, the proof of our main result essentially reduces to understand what happens to the critical levels near that level when T varies. Denote by
the set of the critical levels of J T . For every T , this is a nonempty set because it contains the levels of the constant solutions, namely
In particular, 0 ∈ L 0 ⊂ L T holds for any T > 0. The next proposition says that, when an external force really acts on the system, there are other levels in L T that accumulate at zero when T grows.
Proposition 6. Assume G is nonconstant. Then for every T > 0 it is possible to select a critical level c(T )
∈ L T such that the following properties are satisfied:
. c(T ) depends continuously and decreasingly on
This will be proved in section 3: first an argument due to Rabinowitz [17] is used to define c(T ) as a minimax level for J T , and then its dependence on T is studied in line with [23] .
Next, we will deduce theorem 2 in the introduction from proposition 6, the main problem being how to distinguish solutions. The key point here is a property of the level that can be easily checked: nondistinct solutions have the same level.
Proof of theorem 2. Due to the Sard theorem, the closed set L 0 has zero Lebesgue measure, and hence it cannot cover any right neighbourhood of zero. On the other hand, proposition 6 guarantees that the set c(0, +∞) covers a right neighbourhood of zero but zero itself, so filling all the holes left by L 0 . To conclude, notice that c(0, +∞)\L 0 has positive measure.
Remark 7.
With the same arguments, one may easily prove that the open set
is unbounded. It becomes a neighbourhood of infinity as soon as the level 0 is isolated in L 0 , which happens for reasonably smooth potentials and for every analytic potential (see proposition 8 and lemma 13). Therefore, in all these cases we can say the following: equation (1) admits nonconstant T -periodic solutions for every T large enough. We do not know if the previous nonconstant solutions are, in addition, all distinct. This is certainly the case when c(T ) is a strictly decreasing function on T , but we are not able to deduce this fact from some concrete hypotheses on A and G. It should be noted that, however, if we a priori admit nondistinct solutions, then the multiplicity result stated above holds in any case. Indeed, since I 0 is open, the result is true for all T in a suitable interval (α, β). Now, a T -periodic solution is also a kT -periodic solution for every integer k; to conclude, just note that the union of the intervals (kα, kβ), when k varies on the integers, is a neighbourhood of infinity.
It is worth noting that we are quite far from theorem 1. Indeed, if we would like to prove the existence of a solution with minimal period greater than T 0 along this way, then this time we should avoid the set
This is a much larger set than L 0 , and, in general, it may contain open sets. Hence, it is unreasonable to expect it has zero measure.
By using level arguments, this is all that can be said in the smooth case. The next proposition states that if the analyticity assumption comes now into play, then measure arguments may be replaced by stronger topological ones.
Proposition 8.
Assume that A and G are analytic. Then
This will be proved in section 5, looking at the evolution of L T with T : indeed, analytic branches of L T may appear or disappear when T varies, but this cannot happen at the ground level. The key point here lies in the local connectedness properties of the critical set
when T varies. A general result in this direction will be given in section 4, as a consequence of the Hironaka uniformization theorem [10] .
Using all these facts, one can easily prove the main result stated in the introduction.
Proof of theorem 1. Because of propositions 6 and 8, for every given T 0 , eventually as T → +∞ the level c(T ) is forbidden to solutions that have a minimal period smaller than T 0 .
Choosing the critical level, c(T)
Denote by [ξ ] the equivalence class of any ξ ∈ R N in the quotient space 
Recall that if Y is a closed subset of a topological space X, its category in X (denoted by cat X Y ) is the minimal number of closed subsets of Y , contractible in X, needed to cover Y (see, for instance [20] ). This number is a homotopical invariant. Later on we will use that cat T N T N = N + 1 and that any proper subset of T N has a strictly smaller category. Coming back to the space H , note that i(H ) = N + 1 due to the fact thatH is contractible. Thus, we cannot have subsets of bigger index, and one can prove that
Standard variational arguments apply to show that [17] = {A ⊂ H : A is closed and i(A) = N + 1} is a good minimax class, so that the value
is a critical level for J T . We have to show now that it has the properties we need; the proof mimics the arguments already used in [23] for the nonautonomous case.
Proof of proposition 6. Assume c(T ) = 0 for some T > 0. We claim that, as a consequence, G(ξ ) = 0 holds for every ξ ∈ R N . To this aim, choose A n ∈ such that sup A n J T → 0 as n → +∞. Because of (14) we can find u n ∈ A n such that [ū n ] = [ξ ] for every n and, by construction
as n → +∞. Define now v n := u n + ξ −ū n , and note thatv n = ξ holds for every n, and again J T (v n ) = J T (u n ) → 0. Thus v n 2 → 0, and we must have v n → ξ in H . By continuity, J T (v n ) → J T (ξ ) = −G(ξ ), which proves the claim. Since G is nonconstant by hypothesis, we can conclude that c(T ) > 0 holds for every T . To prove the other estimate in the first statement, just note that R N × {0} ∈ and hence 
c(T ) sup
u∈R N ×{0} J T (u) = − min ξ ∈R N G(ξ ).
Concerning the second statement, for the monotonicity of c(T ) just note that J T 1 J T 2 holds pointwise in H as soon as T 1 T 2 , whereas the minimax class is independent on T . Let us now prove that c(T ) is in fact a
, where the constant β is defined in (9) . Moreover, if we assume T 1 , T 2 a, we obtain a Lipschitz function.
Finally, to prove the last statement, we have to construct for every T a special closed subset A T ∈ , such that sup
Roughly speaking, any element of A T has to spend almost all the time in G −1 (0), jumping between different elements of G −1 (0) with a derivative controlled by T . This may be done in a number of ways, and below we suggest one of them. From now on, we will denote by ξ = (ξ 1 , . . . , ξ N ) an element in G −1 (0) that will be fixed throughout the construction. For any given T , let θ 
holds true for every u ∈ A T , so proving the claim.
Local connectedness properties of analytic sets
If M is a finite-dimensional real analytic manifold, a subset X ⊂ M is called an analytic set when it may be locally described as the zero set of a finite number of real analytic functions. Specifically, one requires that for every x ∈ X there exists an open neighbourhood U of x in M, and real analytic functions f 1 , . . . , f m from U to R such that
It is clear that X is locally closed and that open subsets of X are analytic sets too. Here the topology on X is the inherited one from M. These sets have been extensively studied in the literature. Here we are interested in a celebrated description of the structure of the closed analytic sets that is due to Hironaka [10] .
Theorem 9 (Hironaka's uniformization theorem). Suppose that X is a closed analytic subset of a finite-dimensional real analytic manifold M. Then there is a finite-dimensional real analytic manifold N and a proper real analytic mapping
A proof accessible by analysts may be found in [2] . In this section, we will use this global result to investigate the local connectedness properties by regular arcs of an analytic set.
An important example of an analytic set is the critical set
when the potential G is analytic. One could be tempted to say that, if the matrix A is also analytic, then the critical set S T of J T is an analytic set too. However, there is some trouble with the dimension: S T lies in the infinite-dimensional space H , and an infinite number of real equations is needed in order to describe it. Next, we will extend the notion of an analytic set to cover this situation. Assume that the real manifold M is now a Banach manifold, instead of a finite-dimensional one. We will say that a subset X of M is analytic when, for every x ∈ X, there is an open neighbourhood U of x in M and a map f : U → F into a real Banach space F such that
Note that the new notion extends the old one: indeed, if M is finite dimensional, then F must be finite dimensional too, in order that f is Fredholm. Moreover, it is well known that J T is a Fredholm map at any point, so that its critical set, S T , is covered by the new definition.
The next lemma says that, in fact, the new definition is not too far from the old one: an analytic set is always locally analytically diffeomorphic to a finite-dimensional analytic set. Proof. By taking U small enough, we can identify it with an open subset of a real Banach space E, the local model of the analytic manifold M. Hence, from now on we will assume that U ⊂ E and x = 0. Since f (0) : E → F is a Fredholm map, we can choose two closed linear subspaces, E 0 and F 0 , of E and F , respectively, such that
and f (0) induces an isomorphism between E 0 and Im f (0). Hereafter we will write v + w to refer to the decomposition of E and denote by P the projection of F onto Im f (0). There exist open neighbourhoods V 0 and W 0 of zero in Ker f (0) and E 0 , respectively, and a real analytic map ϕ : V 0 → W 0 such that
hold if and only if
This follows from the implicit function theorem. Now, define
Note that, by construction,
Since Ker f (0) is a finite-dimensional space and I − P takes its value in the finitedimensional space F 0 , we can conclude that Y is an analytic subset of the finite-dimensional real analytic manifold V 0 . To conclude, define the map to be the restriction to X of the continuous linear map v + w ∈ V 0 + W 0 → v ∈ V 0 . By construction, is a bijection between (V 0 + W 0 ) ∩ X and Y . Moreover, its inverse, −1 , is the restriction to Y of the analytic map
We are finally ready to state and prove the main result of this section. It is about the local connectedness of an analytic set by analytic arcs. By analytic arc on the real analytic manifold M we mean the restriction to [0, 1] of a real analytic function γ : (−ε, 1 + ε) → M for some ε > 0. This is just to say that the arc is analytic up to the endpoints: the reason for that will be apparent only after reading the proof of proposition 8. Proof. Because of lemma 10, we can think of M as being a finite-dimensional manifold. Moreover, since every analytic set is locally closed and we are interested in local properties only, we can also assume that X itself is closed. Now, take N and f as in the Hironaka theorem. Since f is a proper map, the set f −1 (x) is a compact subset of N . Since, moreover, N is locally analytically diffeomorphic to some Euclidean ball, we may cover f −1 (x) as follows:
where, for every i, the set U i is open in N and analytic arcwise connected (any Euclidean open ball has this property). Of course we may also assume that f −1 (x) ∩ U i = ∅ holds for every index i. Now, define
and
The first two statements are trivially satisfied. Assume by contradiction that the third is not. Since the topology of N is completely determined by its convergent sequences (any point in N has a countable neighbourhood base), to say that V is not a neighbourhood of x may be translated as, there exists a sequence x n ∈ X such that x n → x as n → +∞, but x n ∈ V holds for every n. For every n, choose a y n ∈ f −1 (x n ). Since f is a proper map, we may assume (possibly up to subsequences) that y n → y in N . By continuity f (y) = x, and so we should have y ∈ U i 0 for some suitable index i 0 . Since U i 0 is an open set, y n ∈ U i 0 , and then x n = f (y n ) ∈ f (U i 0 ) = V i 0 should also eventually hold. This contradicts the construction of the x n , proving the statement.
To finish this section, we will use the above proposition to get some information about the critical levels of an analytic function ϕ : M → R. Denote by S = {x ∈ M : ∇ϕ(x) = 0} the critical set of ϕ.
Proposition 12.
Assume ϕ is a real analytic function and ∇ 2 ϕ(x) is a Fredholm map for every x ∈ S. Then ϕ is locally constant on S. Hence, if K is a compact subset of S, then ϕ(K) is finite.
Proof. The set S is an analytic subset of M. If x ∈ S, then, as a consequence of proposition 11, it has a neighbourhood, any point of which may be connected to x by an analytic arc entirely lying in S. By the chain rule, ϕ must be constant along this arc.
The previous result is by no means original. A finite-dimensional version of proposition 12 was first proved in [24] , by a contradiction argument based on the properties of the irreducible germs of the complex varieties. In a later paper [9] , the authors prove proposition 12 by reducing it to the finite-dimensional case.
Estimating the critical level sets near zero
In this section we will prove proposition 8, breaking it into several parts.
Lemma 13. If G is a real analytic function, then the level set L 0 is finite. Moreover, if A is a real analytic function, then the level set L T is discrete for every T > 0.
Proof. For L 0 , apply proposition 12 to G, using its periodicity. For L T , note that J T satisfies the assumptions of proposition 12 and that, due to the periodicity property (10) , it attains all its critical levels on the set {u ∈ H :ū ∈ [0, 1] N }. As a consequence of proposition 12, the set L T is discrete as soon as the set
is compact for any given c. This easily follows from standard variational arguments.
Remark 14.
In the nonautonomous framework of equation (3), the action functional I T considered in the introduction has the same periodicity properties of J T . Hence, the same arguments used in the previous proof apply to show that the set of the critical levels of I T is discrete. This proves lemma 4 in the introduction. Proof. Due to lemma 13, zero is isolated in L 0 . Assume now by contradiction that, for some T 0 , there exist periods τ n < T 0 and critical points u n of J τ n such that 0 < J τ n (u n ) → 0 as n → +∞. Since L 0 is finite, it is not restrictive to assume that J τ n (u n ) ∈ L 0 holds for every n. Hence, as a consequence of lemma 5, the inequality τ 0 τ n < T 0 ∀n holds for some suitable τ 0 > 0.
Moreover, we can also assume that the sequence u n is bounded in H . Indeed, due to the periodicity of J T (see (11) ), it is not restrictive to assume that |ū n | is bounded. On the other hand, we have n J τ n → 0 as n → +∞, where α > 0 is the uniform lower bound for the spectrum of A(x) introduced in (9) . Summing up, we can assume that u n → ξ in H , and τ n → τ hold true, possibly up to subsequences, where ξ ∈ R N with G(ξ ) = 0 0 < τ T 0 . As a consequence of proposition 11, the point (τ, ξ ) has a neighbourhood V in the analytic set X = {(T , u) ∈ R + × H : J T (u) = 0}, any point of which may be joined to (τ, ξ ) with an analytic arc lying in X. Clearly (τ n , u n ) ∈ V eventually holds as n → +∞.
Choose now a single element (τ n , u n ) ∈ V , which we keep fixed in what follows. Let (T (s), u(s)) be the analytic arc in X that joins (τ, ξ ) to it. Remember that this arc is defined and analytic for −ε < s < 1 + ε for some ε > 0 (see the definition just above proposition 11), and we suppose T (0) = τ, u(0) = ξ and T (1) = τ n , u(1) = u n . Let us look at the dependence on s of the corresponding critical level, defining c(s) = J T (s) (u(s) ). This is a non-negative analytic function of s such that c(0) = J T (ξ ) = 0.
We claim that, in fact, c ≡ 0. Note that, if this is true, then we have reached the desired contradiction, since by construction c(1) = J τ n (u n ) > 0. To prove the claim, look at the analytic function T (s). Either it is a constant function or it is not. In the former case, the claim follows from lemma 13. From now on, we will assume we are in the latter case. Hence, the zero set of T (s) cannot accumulate in (−ε, 1 + ε), and so {s ∈ [0, 1] : T (s) = 0} must be finite. Summing up, there exists a δ > 0 such that at least one of the following situation occurs:
1. 
