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Abstract
An equation over a &nite group G is an expression of form w1w2 : : : wk = 1G , where each
wi is a variable, an inverted variable, or a constant from G; such an equation is satis)able if
there is a setting of the variables to values in G so that the equality is realized. We study the
problem of simultaneously satisfying a family of equations over a &nite group G and show that
it is NP-hard to approximate the number of simultaneously satis&able equations to within |G|−
for any ¿ 0. This generalizes results of H5astad (J. ACM 48 (4) (2001) 798), who established
similar bounds under the added condition that the group G is Abelian.
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1. Introduction
Many fundamental computational problems can be naturally posed as questions con-
cerning the simultaneous solvability of families of equations over &nite groups. This
connection has been exploited to achieve a variety of strong inapproximability results
for problems such as Max Cut, Max Di-Cut, Exact Satis&ability, and Vertex Cover
[8,10,11,15–17,21,27]. A chief technical ingredient in these hardness results is a tight
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lower bound on the approximability of the problem of simultaneously satisfying equa-
tions over a &nite Abelian group; in this article we extend these results to cover all
&nite groups.
An equation in variables x1; : : : ; xn over a group G is an expression of form w1 · · ·
wk = 1G, where each wi is either a variable, an inverted variable, or a group constant
and 1G denotes the identity element. A solution is an assignment of the variables to
values in G that realizes the equality. A collection of equations E over the same vari-
ables induces a natural optimization problem, the problem of determining the maximum
number of simultaneously satis&able equations in E. We let EQG denote this optimiza-
tion problem. The special case where a variable may only appear once in each equation
is denoted EQ1G; when each equation has single occurrences of exactly k variables, the
problem is denoted EQ1G[k]. Our main theorem asserts that for any &nite group G it is
NP-hard to approximate EQ1G[3] (and hence EQ
1
G and EQG) to within |G| −  for any
¿0; this is tight.
As mentioned above, EQG is tightly related to a variety of familiar optimization prob-
lems. When G=Z2, for example, instances of EQG where exactly two variables occur
in each clause, i.e., EQ1Z2 [2], correspond precisely to the familiar optimization problem
Max Cut, the problem of determining the largest number of edges which cross some
bipartition of an undirected graph. If, for example, G= S3, the (non-Abelian) sym-
metric group on three letters, then the problem of maximizing the number of bichro-
matic edges in a three coloring of a given graph can be reduced to EQG [14]; other
examples are described by H5astad [16] and Zwick [27]. The general problem has also
been studied due to applications to the &ne structure of NC1 [3,14], specializing the
framework of Barrington et al. [4,5]. Finally, the problem naturally gives rise to a
number of well-studied combinatorial enumeration problems: see, e.g., [6,13,25] and
[24, pp. 110K.].
If G is Abelian and E is a collection of equations over G, each of which can individ-
ually be satis&ed, the trivial randomized approximation algorithm which independently
assigns to each variable a uniformly selected value in G satis&es an expected fraction
|G|−1 of the equations. This algorithm can be eLciently derandomized by the method
of conditional expectation [1, Section 15.1] and it in fact also applies to EQ1G for any
&nite group G. In 1997, H5astad [16] showed that if P =NP and G is Abelian, then no
polynomial time approximation algorithm can approximate EQ1G[3] to within |G| − 
for any ¿0. The main theorem of this paper shows that this same lower bound holds
for all &nite groups.
Theorem 1. For any )nite group G and any constant ¿0, it is NP-hard to approx-
imate EQ1G[3] to within |G| − .
The paper is organized as follows: After an overview of our contribution in Section 2
we brieMy describe the representation theory of &nite groups and the generalization of
the so called long code to non-Abelian groups in Sections 3 and 4. The main theorem
then appears in Section 5.
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2. Overview of our results
A burst of activity focusing on the power of various types of interactive proof
systems in the 1980s and early 1990s culminated in the so called PCP theorem, de-
scribed brieMy below. A probabilistically checkable proof system (PCP) for a language
L consists of a probabilistic polynomial time veri&er which, given an input x and ora-
cle access to a purported proof that x∈L, probabilistically veri&es the validity of the
proof. In this paper, we only consider PCPs where the number of random bits used
by the veri&er is logarithmic in the input size and the number of “positions” of the
proof examined by the veri&er is a constant. The veri&er is also nonadaptive in the
sense that the queries may not depend on the values of previously queried positions in
the proof. A PCP is said to have completeness c and soundness s if a correct proof
that x∈L is accepted with probability at least c and, when x =∈L, no proof is accepted
with probability exceeding s.
The PCP theorem [2] asserts the startling fact that any NP-language has a PCP with
completeness 1 and soundness 12 where the veri&er uses logarithmic randomness and
examines a constant number of bits of the proof. To prove our inapproximability results
for certain families of equations over &nite groups we use the PCP theorem to construct,
for any &nite group G and any positive constants  and , a PCP with completeness
1 −  and soundness |G|−1 +  where the veri&er uses logarithmic randomness and
examines three positions in the proof. Each “position” in our setting holds a value
from the group G; this corresponds to reading log |G| adjacent bits if the proof is
written in binary.
There is an approximation-preserving reduction from satis&ability conjunctive normal
form Boolean formulas containing exactly three literals per clause (E3-Sat) to E3-Sat
formulas where each variable occurs in exactly &ve clauses [12,19]. Coupling the PCP
theorem and this reduction shows that for every language L in NP, an arbitrary instance
x can be transformed in polynomial time into an E3-Sat formula x;L with the following
property: if x∈L, then x;L is satis&able, and if x =∈L then at most a fraction ¡1 of
the clauses can be satis&ed. Here  is a universal constant, independent of the language
and the instance.
In his seminal paper [16], H5astad introduced a methodology for proving lower bounds
for constraint satisfaction problems. At a high level, the method can be viewed as a
simulation of the well-known two-prover one-round (2P1R) protocol for E3-Sat where
the veri&er sends a variable to one prover and a clause containing that variable to
the other prover, accepting if the returned assignments are consistent and satisfy the
clause. It follows from Raz’s parallel repetition theorem [20] that if the 2P1R protocol
is repeated u times in parallel and applied to the formula x;L above then the veri&er
always accepts an unsatis&able formula with probability at most cu where c¡1 is
independent of u.
To prove his inapproximability result for equations over &nite Abelian groups, H5astad
constructed a PCP where the veri&er tests a given assignment of variables x1; : : : ; xn
to group values to determine if it satis&es an equation selected at random from a
certain family of equations. As each such equation involves three variables, this can be
tested with three oracle queries. He then, in essence, reduced the problem of &nding
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a strategy for the 2P1R protocol for E3-Sat to the problem of &nding an assignment
which satis&es many of the group equations by showing that if the veri&er in the
PCP accepts with high probability, there is a strategy for the provers in the 2P1R
protocol that makes the veri&er of that protocol accept with high probability. The
inapproximability result follows since it is known that the veri&er in the latter protocol
cannot accept an unsatis&able instance of E3-Sat with high probability.
To adapt H5astad’s method to equations over arbitrary &nite groups we need to over-
come a couple of technical diLculties. The &rst one regards the coding of the proof
in H5astad’s proof system. Our second two contributions regard the analysis of the
probability that the veri&er accepts an incorrect proof. These are surveyed brieMy in
Sections 2.1 and 2.2.
2.1. The non-Abelian long code
To encode the proof, H5astad used a proof with several diKerent tables, each coded
with the so called long code. For any &nite group G, the long G-code of a binary
string x of length n consists of the values of all functions from n-bit strings to G
evaluated on x. In his proofs, H5astad has to assume that the alleged proofs that the
veri&er examines have a certain structure. For instance, the positions corresponding to
some function f and the function gf for any g∈G must be consistent. This can be
enforced by employing certain access conventions in the veri&er, which we describe
in detail later. Our &rst technical contribution in this paper is to formulate the Fourier
transform of the long G-code for arbitrary &nite groups G and to prove that appropriate
access conventions, slightly diKerent from those used by H5astad, imply that we can
assume that the Fourier coeLcients of the alleged proofs examined by our veri&er have
certain desirable properties.
2.2. Analysis of the veri)er
Our main technical contributions concern the part of the analysis where we establish
the connection between the proof system that tests a group equation and the 2P1R
protocol for E3-Sat. The &rst step in this analysis is to “arithmetize” the acceptance
probability of the former protocol. For the case of an Abelian &nite group G, this is
straightforward: The acceptance probability can be written as a sum of |G| terms. If the
acceptance probability is large, there has to be at least one large term in the sum. H5astad
then proceeds by expanding this allegedly large term in its Fourier expansion and then
uses the Fourier coeLcients to devise a strategy for the provers in the 2P1R game for
E3-Sat. Speci&cally, the probability distribution induced by the Fourier coeLcients is
used to construct a probabilistic strategy for the provers in the 2P1R game. Roughly
speaking, the acceptance probability of the veri&er in the 2P1R game is large because
some pair of related Fourier coeLcients is large.
For non-Abelian groups, the way to arithmetize the test turns out to require a sum
of the traces of products of certain matrices given by the representation theory of the
group in question. As in H5astad’s case, we &nd that if the acceptance probability of
the linear test is large, there has to be one product of matrices with a large trace.
L. Engebretsen et al. / Theoretical Computer Science 312 (2004) 17–45 21
Our next step is to expand this matrix product in its Fourier series. Unfortunately,
the Fourier expansion of each entry in those matrices contains matrices that could be
very large; consequently, the Fourier expansion of the entire trace contains a product
of matrices with potentially huge dimension. Thus, the fact that this trace is large
does not necessarily mean that the individual entries in the matrices are large and
directly using the entries in the matrices to construct the probabilistic strategy for the
provers in the 2P1R game does not appear to work. Instead, and this is our &rst main
technical contribution, we prove that the terms in the Fourier expansion corresponding
to matrices with large dimension cannot contribute much to the value of the trace.
Having done that, we know that the terms corresponding to matrices with reasonably
small dimension actually sum up to a signi&cantly large value and we use those terms
to construct a strategy for the provers in the 2P1R game; this is our second main
technical contribution.
3. Representation theory and the Fourier transform
In this section, we give a short account of the representation theory needed to state
and prove our results. For more details, we refer the reader to the excellent accounts
by Serre [23] and Terras [26].
The traditional Fourier transform, as appearing in, say, signal processing [9], algo-
rithm design [22], or PCPs [16], focuses on decomposing functions f :G→C de&ned
over an Abelian group G. This “decomposition” proceeds by writing f as a linear
combination of characters of the group G. Unfortunately, this same procedure cannot
work over a non-Abelian group since in this case there are not enough characters to
span the space of all functions from G into C ; the theory of group representations &lls
this gap, being the natural framework for Fourier analysis over non-Abelian groups and
shall be the primary tool utilized in the analysis the “non-Abelian PCPs” introduced
in Section 4.
Group representation theory studies realizations of groups as collections of matri-
ces: speci&cally, a representation of a group G associates a matrix with each group
element so that the group multiplication operation corresponds to normal matrix multi-
plication. Such an association gives an embedding of the group into GL(V ), the group
of invertible linear operators on a &nite dimensional C -vector space V. (Note that if
V is one-dimensional, then this is exactly the familiar notion of character used in the
Fourier analysis over Abelian groups.)
De#nition 2. Let G be a &nite group. A representation of G is a homomorphism
 :G→GL(V ); the dimension of V is denoted by d and called the dimension of the
representation.
Two representations are immediate: the trivial representation has dimension 1 and
maps everything to 1. The permutation action of a group on itself gives rise to the
left regular representation. Concretely, let V be a |G|-dimensional vector space with
an orthogonal basis B= {eg: g∈G} indexed by elements of G. Then the left regular
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representation reg :G→GL(V ) is given by reg(g) : eh → egh; the matrix associated with
reg(g) is simply the permutation matrix given by mapping each element h of G to gh.
If  is a representation, then for each group element g, (g) is a linear operator
and, as mentioned above, can be identi&ed with a matrix. We denote by ((g)ij) the
matrix corresponding to (g). Two representations  and  of G are isomorphic if they
have the same dimension and there is a change of basis U so that U(g)U−1 = (g)
for all g. A representation non-isomorphic to the trivial representation is said to be
nontrivial.
If  :G→GL(V ) is a representation and W ⊆V is a subspace of V , we say that W
is invariant if (g)(W )⊆W for all g. If the only invariant subspaces are {0} and V ,
we say that  is irreducible. Otherwise,  does have a nontrivial invariant subspace
W0 and notice that by restricting each (g) to W0 we obtain a new representation.
When this happens, it turns out that there is always another invariant subspace W1
so that V =W0⊕W1 and in this case we write = 0⊕ 1, where 0 and 1 are the
representations obtained by restricting to W0 and W1. This is equivalent to the existence
of a basis in which the (g) are all block diagonal, where the matrix of (g) consists of
0(g) on the &rst block and 1(g) on the second block. In this way, any representation
can be decomposed into a sum of irreducible representations. The matrix entries of
irreducible representations of a &nite group G are “orthogonal” with respect to the
pairing function
〈f1 |f2〉G = 1|G|
∑
g∈G
f1(g)f2(g−1) (1)
for functions from G to C :
Proposition 3. Let  and  be two non-isomorphic irreducible representations of G.
Suppose that they are represented by the matrices (ij) and (k‘), respectively. Then
〈ij | k‘〉G =0 for all i; j; k; l and d〈ij | k‘〉G = i‘jk .
Corollary 4. Let  :G→GL(V ) be a nontrivial irreducible representation of G. Then∑
g∈G (g)= 0.
For a &nite group G, there are only a &nite number of irreducible representations
up to isomorphism; we let Gˆ denote a maximal set of distinct irreducible represen-
tations of G. It is not hard to show that any irreducible representation is isomorphic
to a representation where each (g) is unitary, and we will always work under this
assumption.
We remark that if R(G) denotes the collection of all representations of a &nite group
G upto isomorphism, then the transformation G →R(G) is “functorial” in the sense
that if  :G→H is a group homomorphism, then there is a natural map
∗ : R(H)→ R(G) (2)
given by ∗($)= $ ◦. Note that ∗($) need not be irreducible even if $ is.
There is a natural product of representations, the tensor product. We de&ne the
tensor product A⊗B of two matrices A=(aij) and B=(bk‘) to be the matrix indexed
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by pairs (i; k); (j; ‘) so that (A⊗B)(i; k);( j; ‘) = aijbk‘. We will use the so called inner
trace of a tensor product: For a matrix M indexed by pairs (i; k); (j; ‘) the inner
trace, denoted by TrM , is de&ned by (TrM)ij =
∑
k M(i; k); ( j; k). We let tr denote the
normal trace. The inner trace is the “opposite” of the tensor product in the sense that
Tr (A⊗B)= (tr B)A. If  :G→GL(V ) and  :H→GL(W ) are representations of G
and H , respectively, we de&ne ⊗  :G×H→GL(V ⊗W ) to be the representation of
G×H given by (⊗ )(g; h)= (g)⊗ (h).
Proposition 5. Let G and H be )nite groups. Then the irreducible representations of
G×H are precisely {⊗ : ∈ Gˆ; ∈ Hˆ}. Furthermore, each of these representations
is distinct up to isomorphism.
For a representation , the function g → tr (g) is called the character corresponding
to  and is denoted by ). Note that ) takes values in C even if  has dimension
larger than one. Our principal use of the character relies on the following fact:
Proposition 6. Let G be a )nite group. Then
∑
∈Gˆ
d)(g) =
{ |G| if g = 1G;
0 otherwise:
As (1G) is always an identity matrix, )(1G)=d and we conclude the following:
Corollary 7.
∑
∈Gˆ d
2
 = |G|.
Note that the pairing function de&ned in (1) is not an inner product on the space of
functions from G to C , as it is not semilinear in f2. It does, however, coincide with
the usual inner product
〈f1 |f2〉2 = 1|G|
∑
g
f1(g)f2(g)∗
on the class of functions for which f(g−1)=f(g)∗, which will play a distinguished
role in the proofs below. In fact, the functions corresponding to the entries in the
irreducible representations of G are indeed orthogonal with respect to the inner product
〈· | ·〉2. Since there are |G| such functions by Corollary 7, there are suLciently many
to span the space of functions from G to C .
3.1. The Fourier transform
We now proceed to describe the Fourier transform of functions from an arbitrary
&nite group G to C . Let f be a function from G to C and  be an irreducible
representation of G. Then
fˆ =
1
|G|
∑
g∈G
f(g)(g) (3)
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is the Fourier coe<cient of f at . Moreover, f can be written as a Fourier series
f(g) =
∑
∈Gˆ
d tr(fˆ(g
−1)): (4)
In our analysis, we need the following version of Plancherel’s equality:
Lemma 8. Suppose that f is a function from G to C . Then
∑
∈Gˆ
∑
16i6d
∑
16j6d
d|〈f | ij〉G|2 = 1|G|
∑
g∈G
|f(g)|2 (5)
if the representations ∈ Gˆ are represented in unitary bases.
Proof. We expand the expression above using the de&nition of 〈· | ·〉G:
|〈f | ij〉G|2 = 1|G|2
∑
g∈G
∑
h∈G
f(g)ij(g−1)f∗(h)(ij(h−1))∗:
Since  is a unitary representation, (h−1)= −1(h)= ∗(h), and hence ij(h−1)=
(ji(h))∗. Therefore,∑
∈Gˆ
∑
16i6d
∑
16j6d
d|〈f | ij〉G|2
=
1
|G|2
∑
∈Gˆ
d
∑
16i6d
∑
16j6d
∑
g∈G
∑
h∈G
f(g)f∗(h)ij(g−1)ji(h)
=
1
|G|2
∑
g∈G
∑
h∈G
f(g)f∗(h)
∑
∈Gˆ
d tr((g−1)(h))
=
1
|G|2
∑
g∈G
∑
h∈G
f(g)f∗(h)
∑
∈Gˆ
d tr((g−1h))
=
1
|G|
∑
g∈G
|f(g)|2;
where the last equality follows from Proposition 6. (See also Serre’s account
[23, Section 6.2, Exercise 6.2], which discusses this in diKerent language.)
3.2. The Fourier transform of matrix-valued functions
We also need to use the Fourier transform on functions f :G→End(V ), where
End(V ) is the set of linear maps from the vector space V to itself; here we identify
End(V ) with the space of all dim V × dim V matrices over C . Although we have
not found any treatment of such transforms in the literature, it is straightforward to
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generalize the concepts from the previous section to matrix-valued functions. For a
representation  of G, we de&ne
fˆ =
1
|G|
∑
g∈G
f(g)⊗ (g): (6)
Treating the f(g) as matrices, this is nothing more than the component-wise Fourier
transform of the function f. The reason for grouping them together into these tensor
products is the following: Let f; h :G→End(V ) be two such functions, and de&ne
their convolution as
(f ∗ h)(g) = 1|G|
∑
t∈G
f(t)h(t−1g);
this product being the ring product in End(V ) (that is, function composition). Then it
turns out that (f̂ ∗ h)= fˆ hˆ, this product being matrix multiplication:
(f̂∗h) = 1|G|
∑
g∈G
(f ∗ h)(g)⊗ (g)
=
1
|G|2
∑
g∈G
∑
t∈G
(f(t)h(t−1g))⊗ (tt−1g)
=
1
|G|2
∑
g∈G
∑
t∈G
(f(t)⊗ (t))(h(t−1g)⊗ (t−1g))
= fˆhˆ:
In this case, the Fourier series is
f(g) =
∑
∈Gˆ
d Tr(fˆ(I ⊗ (g−1))) (7)
where TrM is the inner trace. This also gives rise to a Plancherel equality: for two
functions f; h :G→End(V ),
1
|G|
∑
g∈G
f(g)h(g−1) = (f ∗ h)(1G) =
∑
∈Gˆ
d Tr(fˆhˆ): (8)
As we noted above, the representations of a &nite group can always be expressed in a
unitary basis. When a function from a &nite group G to End(V ) behaves like a unitary
matrix in a certain sense and the representations of G are expressed in a unitary basis,
the Fourier coeLcients are Hermitian. This turns out to be important in our analysis.
De#nition 9. Let G be a &nite group, V be a &nite-dimensional vector space, and f
be a function from G to End(V ). Then f is skew-symmetric if f(g−1)=f∗(g) for
all g∈G.
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Lemma 10. Let G be a )nite group, V be a )nite-dimensional vector space, and f be
a skew-symmetric function from G to End(V ). Then fˆ is Hermitian if  is expressed
in a unitary basis.
Proof. Recall that a matrix M is Hermitian if M =M∗. By Eq. (6),
fˆ =
1
|G|
∑
g∈G
f(g)⊗ (g) = 1
2|G|
∑
g∈G
(f(g)⊗ (g) + f(g−1)⊗ (g−1))
=
1
2|G|
∑
g∈G
(f(g)⊗ (g) + f∗(g)⊗ ∗(g));
where the last equality follows since f is skew-symmetric and  is expressed in a
unitary basis. Now, f(g)⊗ (g)+f∗(g)⊗ ∗(g) is clearly Hermitian, and since a sum
of Hermitian matrices is Hermitian, fˆ is Hermitian.
4. The non-Abelian long code and its Fourier transform
The long code was introduced by Bellare et al. [7] and adapted by H5astad [16] to
prove approximability bounds for linear equations over Abelian groups. In this section,
we once more generalize the long code for use in our proof system, that must work
for all &nite groups.
Let K be a &nite set and denote by GK the set of all functions from K to G. The long
G-code of some x∈K is the function Ax from GK to G such that Ax(f)=f(x). The
proof in our PCP consists of several separate tables, each of which is a purported long
code. In the analysis of the soundness of the veri&er, we study the Fourier transform
of such purported long codes composed with a representation of G, i.e., the Fourier
transform of functions from GK to End(V ), where V is the underlying vector space
of a representation $.
4.1. Folding
We &rst note that the concept of folding that has been used extensively for ordinary
long codes extends to the long G-code.
De#nition 11. Let G be a &nite group, ∈ Gˆ be arbitrary, V be the space corresponding
to , K be a &nite set, and A be a function from GK to End(V ). Then A is -
homogeneous if A(gf)= (g)A(f) for all g∈G and all f∈GK .
In the above de&nition, gf is interpreted in the natural way: it is the function de&ned
by x → gf(x).
Lemma 12. Let G be a )nite group,  be an arbitrary nontrivial representation of
G, V be the space corresponding to , K be a )nite set, and A be a -homogeneous
function from GK to End(V ). Then Aˆ$=0 when $ is the trivial representation of GK .
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Proof. Since $(f)= 1 for all f when $ is the trivial representation, (6) immediately
yields
Aˆ$ =
1
|G||K|
∑
f∈GK
A(f) =
1
|G||K|+1
∑
g∈G
∑
f∈GK
A(gf)
=
1
|G||K|+1
∑
f∈GK
(∑
g∈G
(g)
)
A(f) = 0;
where the last equality follows from Corollary 4.
By employing a certain access convention in the veri&er, we can ensure that tables
correspond to -homogeneous functions.
De#nition 13. Let G be a &nite group, K be a &nite set, and A be a function from GK
to G. Partition GK into equivalence classes by the relation ≡, where f≡ h if there
is g∈G such that f= gh. Write [f] for the equivalence class of f. De&ne AG, A
left-folded over G by choosing a representative for each equivalence class and de&ning
AG(h)= gA(f), if h= gf and f is the chosen representative for [h].
Lemma 14. Let G be a )nite group, K be a )nite set, and A be a function from GK
to G. Then  ◦AG is -homogeneous for every ∈ Gˆ.
Proof. Note that AG(gf)= gAG(f) for all g∈G and all f∈GK . Hence ( ◦AG)(gf)=
(g)( ◦AG)(f).
It turns out that our analysis only requires some of the tables in the proof to be
folded, while the other tables must correspond to skew-symmetric functions as per
De&nition 9. Again, this can be accomplished by proper access conventions in the
veri&er. In this case, we achieve our goal by, when accessing A(f), with probability
1
2 using the value A(f
−1)−1 instead.
Lemma 15. Let G be a )nite group, K be a )nite set, A be a function from GK to G,
∈ Gˆ be unitary, and B(f)=Eb∈{−1;1}[(( ◦A)(fb))b]. Then B is skew-symmetric.
Proof. By the above de&nition of B,
B(f) = Eb∈{−1;1}[(( ◦ A)(fb))b]
= 12 ( ◦ A)(f) + 12 (( ◦ A)(f−1))−1
= 12 ( ◦ A)(f) + 12 (( ◦ A)(f−1))∗;
where the last equality holds since  is unitary. Hence B(f−1)= 12 ( ◦A)(f−1) +
1
2 (( ◦A)(f))∗=(B(f))∗, and B is skew-symmetric by De&nition 9.
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We remark, that if A is a long G-code, AG is identical to A, and A(f−1)−1 =A(f).
4.2. Projection
To state the &nal long G-code property that we need, we have to develop a more
precise and detailed description of the Fourier transform. Since we can represent a
function f :K→G by a table containing f(x) for every x∈K , we can identify GK
with G|K|. In order to reason about the Fourier transform of a function from GK to
End(V ), we need an understanding of the irreducible representations of powers of G. It
follows from Proposition 5 that the irreducible representations of GK are precisely those
representations obtained by taking tensor products of |K | irreducible representations of
G: when $x ∈ Gˆ for each x∈K this is the representation given by
$ = ⊗
x∈K
$x where $(f) = ⊗
x∈K
$x(f(x)):
We treat the tensor product of two matrices as a matrix indexed by pairs. Analogously,
we treat the tensor product of |K | matrices as a matrix indexed by |K |-tuples. In
order to reason about single entries in the tensor product that forms a representation
$= ⊗x∈K $x we de&ne the set of indices /($). An element i∈ /($) is a vector indexed
by elements of K so that for all x∈K; 16ix6d$x ; we refer to such an element i as
an index. Then for two indices i; j∈ /($) we de&ne
$ij(f) =
∏
x∈K
($x(f(x)))ix ; jx :
We also de&ne the weight |$| of an irreducible representation $ of GK to be the number
of x∈K such that $x is nontrivial.
The veri&er in our PCP checks positions in tables corresponding to two related long
codes. The precise details of how these tables are related is described below; for now it
is enough to know that the tables correspond to functions from F =GK to G and from
H =GL to G, respectively, where there is an onto function 1 :L→K . Such a function
1 :L→K gives rise to the “dual” function 1∗ :F→H given by 1∗(f)=f ◦ 1; the 1∗
de&ned in this way is in fact a homomorphism. Applying now the functorial property
noted in Section 3 (Eq. (2)) to the homomorphism 1∗, a representation $∈ Hˆ may be
transformed into the representation $1 of F given by $1(f)= $(f ◦ 1). In particular,
this transforms the components of the representation $∈ Hˆ into functions on F . Recall
that for i; j∈ /($), the components $ij are functions from H to C . We denote the new,
associated, functions by $1ij :F→C ; they are given by the rule f → $ij(f ◦ 1). Using
our de&nition of the index sets,
$1ij(f) = $ij(f ◦ 1) =
∏
x∈K
∏
y∈1−1(x)
($y(f(x)))iy ; jy :
We are now ready to formulate the following projection lemma:
Lemma 16. Let K and L be )nite sets and 1 :L→K be an onto function. Let F =GK
and H =GL. De)ne the relation ∼ on Fˆ × Hˆ so that for 3∈ Fˆ and $∈ Hˆ , 3∼ $ if for
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all x∈K such that 3x is nontrivial, there is some y∈ 1−1(x) such that $y is nontrivial.
Then
(1) 3∼ $⇒|3|6|$|.
(2) 3 ∼ $⇒∀i; j∈ /($); ∀k; ‘∈ /(3); (〈$1ij | 3k‘〉F =0).
Proof. The &rst implication follows directly from the de&nition of the relation ∼. To
prove the second implication, assume that 3 ∼ $; then there is some x′ ∈K such that
3x′ is nontrivial but $y is trivial for all y∈ 1−1(x′). Recall that we can write
$1ij(f) =
∏
x∈K
∏
y∈1−1(x)
($y(f(x)))iy ; jy and 3k‘(f) =
∏
x∈K
(3x(f(x)))kx;‘x
by our de&nition of the index sets; hence
〈$1ij | 3k‘〉F =
1
|F |
∑
f∈F
(∏
x∈K
∏
y∈1−1(x)
($y(f(x)))iy ; jy
)( ∏
x∈K
(3x(f−1(x)))kx;‘x
)
=
1
|F |
∑
f∈F
∏
x∈K
(3x(f−1(x)))kx;‘x
∏
y∈1−1(x)
($y(f(x)))iy ; jy
=
∏
x∈K
(
1
|G|
∑
g∈G
(3x(g−1))kx;‘x
∏
y∈1−1(x)
($y(g))iy ; jy
)
;
where the last equality holds since a sum over all functions f∈F can be viewed as
|K | nested sums over the possible values of f(x) for x∈K . We can then change the
sums of a product into a product of |K | sums, i.e., a product of sums over all g∈G.
Since $y is trivial for all y∈ 1−1(x′), the factor corresponding to x′ in the above
product is
1
|G|
∑
g∈G
(3x′(g−1))kx′ ;‘x′ = 0;
where the equality follows from Corollary 4.
5. The main result
In his paper [16], H5astad introduced a methodology for proving lower bounds for
constraint satisfaction problems. At a high level, the method can be viewed as a simu-
lation of the well-known two-prover one-round (2P1R) protocol for E3-Sat where the
veri&er sends a clause to one prover and a variable contained in that clause to the other
prover, accepting if the returned assignments are consistent and satisfy the clause.
5.1. The two-prover one-round protocol
The starting point for our PCPs will be the standard 2P1R protocol for NP which
we will now describe. We begin by discussing the decision problem -gap E3-Sat(5).
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De#nition 17. A Boolean formula  in conjunctive normal form is -promised if either
 is satis&able or no more than a -fraction of the clauses of  are simultaneously
satis&able. -gap E3-Sat(5) is the problem of determining satis&ability of a -promised
Boolean formula, where each clause contains exactly three literals and each literal
occurs exactly &ve times.
Recall that it is possible to reduce any problem in NP to an instance of -gap E3-
Sat(5) [2,12,19]. This gives rise to a natural 2P1R protocol consisting of two provers,
P1 and P2, and one veri&er. Given an instance, i.e., an E3-Sat formula , the veri-
&er picks a clause C and variable x in C uniformly at random from the instance and
sends C to P1 and x to P2. It then receives an assignment to the variables in C from
P1 and an assignment to x from P2, and accepts if these assignments are consistent
and satisfy C. If the provers are honest, the veri&er always accepts with probability 1
when  is satis&able, i.e., the proof system has completeness 1, or perfect complete-
ness. It can be shown that the provers can fool the veri&er with probability at most
(2 + )=3 when  is not satis&able, i.e., that the above proof system has soundness
(2 + )=3.
The soundness can be lowered to ((2 + )=3)u by repeating the protocol u times
independently, but it is also possible to construct a one-round proof system with lower
soundness by repeating u times in parallel as follows: The veri&er picks u clauses
(C1; : : : ; Cu) uniformly at random from the instance. For each Ci, it also picks a vari-
able xi from Ci uniformly at random. The veri&er then sends (C1; : : : ; Cu) to P1 and
(x1; : : : ; xu) to P2. It receives an assignment to the variables in (C1; : : : ; Cu) from P1 and
an assignment to (x1; : : : ; xu) from P2, and accepts if these assignments are consistent
and satisfy C1 ∧ · · · ∧Cu. As above, the completeness of this proof system is 1, and
it can be shown [20] that the soundness is at most cu , where c¡1 is some constant
depending on  but not on u or the size of the instance.
5.2. The protocol
The proof in our PCP contains a purported encoding of a pair of strategies for
the provers in the above u-parallel game. For a multiset U of variables, we denote
by {−1; 1}U the set of all assignments to the variables in U . For a multiset W of
clauses, we denote by SATW the set of all satisfying assignments to the clauses in W .
A satisfying assignment to the clauses in W can be viewed as a string of length
u consisting of the numbers 1 to 7. Each number represents one of the satisfying
assignments to an E3-SAT clause according to some arbitrary, but &xed, convention.
Of course, it may happen that U contains the same variable more than once or that
W contains clauses with common variables. For technical reasons, we do not require
the assignments in {−1; 1}U and SATW to be internally consistent. When x is an
assignment to all the variables in an instance and V is a multiset of variables or a
multiset of clauses, we denote by x|V the assignment to the variables in V . If V is a
multiset of clauses x|V is therefore an assignment to the variables that constitute the
clauses in V .
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Input: A -gap E3-Sat(5) formula  and oracle access to a Standard Written G-Proof
with parameter u.
(1) Select uniformly at random a multiset W = {Ci1 ; : : : ; Ciu} of u clauses.
(2) Construct a multiset U by choosing a variable uniformly at random from each
Cik .
(3) Let 1 be the function that creates an assignment in {−1; 1}U from an assignment
in SATW .
(4) Select uniformly at random f : {−1; 1}U →G.
(5) Select uniformly at random h : SATW →G.
(6) Choose e : SATW →G, such that, independently for each y∈ SATW ,
(a) With probability 1− , e(y)= 1G .
(b) With probability , e(y) is chosen uniformly at random from G.
(7) Choose b1 and b2 independently and uniformly at random from {−1; 1}.
(8) If AU;G(f)(AW (hb1 ))b1 (AW ((h−1(f ◦ 1)−1e)b2 ))b2 = 1G then accept, else reject.
Fig. 1. The above PCP is parameterized by the positive integer u and the positive real  and tests if a
-gap E3-Sat(5) formula  is satis&able by querying three positions in a Standard Written G-Proof with
parameter u.
De#nition 18. A Standard Written G-Proof with parameter u for a formula  consists
of a table AU :G{−1;1}
U →G for each multiset U of u variables from  and a table
AW :GSAT
W →G for each multiset W of u clauses from .
De#nition 19. A Standard Written G-Proof with parameter u is a correct proof
for a formula  if there is an assignment x, satisfying , such that AV is the long
G-code of x|V for any multiset V containing either u variables from  or u clauses
from .
The protocol itself is similar to that used by H5astad [16] to prove inapproximability
of equations over Abelian groups. The tables corresponding to sets of variables are
left-folded over G. The veri&er is given in Fig. 1. It is straightforward to bound the
number of random bits used by the veri&er and the completeness of the PCP:
Lemma 20. The veri)er needs at most u log(5n)+2u log |G|+7u log(|G|2=)+2 random
bits.
Proof. Since every variable occurs exactly &ve times in the -gap E3-Sat(5) formula
, at most u log(5n=3) random bits are needed to sample the set W . Once W has been
selected, u log 3 bits suLce to select U . It is enough to use (2u + 7u) log |G| random
bits to select the functions f and h. To sample the error function e, we need to use
log(|G|=) random bits for every possible assignment to the variables it depends on.
Thus, 7u log(|G|=) random bits suLce to sample the entire error function. Finally, the
sampling of b1 and b2 requires 2 bits.
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Lemma 21. The veri)er in Fig. 1 has completeness at least 1− (1− |G|−1).
Proof. Let x be the assignment corresponding to a correct Standard Written G-Proof
with parameter u for a formula . Then, by the de&nition of the long G-code, AU;G(f)=
f(x|U ) for all f and (AW (hb))b= h(x|W ) for all h; hence
AU;G(f)(AW (hb1 ))b1 (AW ((h−1(f ◦ 1)−1e)b2 ))b2
= f(x|U )h(x|W )h−1(x|W )f−1(x|U )e(x|W ) = e(x|W ):
Considering how e is selected by the veri&er, e(x|W )= 1G with probability 1 − (1 −
|G|−1) and hence the veri&er accepts a correctly encoded proof of a satisfying assign-
ment with probability 1− (1− |G|−1).
5.3. Analysis of the soundness
The analysis follows the now standard approach. We assume that the veri&er accepts
a proof corresponding to an unsatis&able formula with probability |G|−1 + and prove
that it is then possible to construct strategies for the provers in the 2P1R game that
make the veri&er of that game accept with high probability. Since it is known that this
cannot be the case, there cannot exist a proof corresponding to an unsatis&able formula
that the PCP veri&er accepts with probability |G|−1 + .
To this end, we &rst apply Proposition 6 to arrive at an expression for the acceptance
probability. Since
|G|−1 ∑
∈Gˆ
d)(AU;G(f)(AW (hb1 ))b1 (AW ((h−1(f ◦ 1)−1e)b2 ))b2 )
is an indicator of the event that the veri&er accepts, the acceptance probability can be
written as
|G|−1 ∑
∈Gˆ
dE[)(AU;G(f)(AW (hb1 ))b1 (AW ((h−1(f ◦ 1)−1e)b2 ))b2 )]
= |G|−1 + |G|−1 ∑
∈Gˆ\{1}
dE[)(AU;G(f)(AW (hb1 ))b1
×(AW ((h−1(f ◦ 1)−1e)b2 ))b2 )]
where the expectations are over the choice of U , W , f, h, e, b1, and b2. With the
aid of Corollary 7, we deduce that if the veri&er in Fig. 1 accepts with probabil-
ity |G|−1 + , there must be some nontrivial irreducible representation  of G such
that
|E[)(AU;G(f)(AW (hb1 ))b1 (AW (h−1(f ◦ 1)−1e)b2 )b2 )]|¿ d: (9)
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We now proceed by applying Fourier-inversion to  ◦AU;G and  ◦AW . More pre-
cisely, we &rst apply Fourier-inversion to  ◦AW , resulting in:
Lemma 22. Suppose that the veri)er in Fig. 1 accepts with probability |G|−1 + .
Then there exists a nontrivial representation  of G such that∣∣∣∣∣Ef;U;W
[
tr
(
A(f)
∑
$∈Hˆ
d$(1− )|$| Tr(Bˆ2$(Id ⊗ $(f ◦ 1)))
)]∣∣∣∣∣¿ d;
where A=  ◦AU;G, H =GSATW and B(h)=Eb∈{−1;1}[(( ◦AW )(hb))b].
Proof. Since the veri&er in Fig. 1 accepts with probability |G|−1 +  there exists a
nontrivial representation  of G such that the inequality (9) holds; we now &x that 
and select a basis such that it is unitary. We proceed by expanding the expectation in
(9) in a Fourier series. Since  is a homomorphism, the expectation in (9) is equal
to
tr Ef;h;e;U;W [( ◦ AU;G)(f)Eb1 [(( ◦ AW )(hb1 ))b1 ]
Eb2 [(( ◦ AW )((h−1(f ◦ 1)−1e)b2 ))b2 ]]:
To shorten the notation, we introduce the shorthands A= ◦AU;G and B(h)=
Eb∈{−1;1}[(( ◦AW )(hb))b]. With these shorthands the above expectation is equal
to
tr Ef;h;e;U;W [A(f)B(h)B(h−1(f ◦ 1)−1e)]
= tr Ef;U;W [A(f)Eh;e[B(h)B(h−1(f ◦ 1)−1e)]] (10)
We now expand the inner expectation in its Fourier series. Since
Eh; e[B(h)B(h−1(f ◦1)−1e)]=Ee[(B ∗ B)((f ◦ 1)−1e)];
this is immediate:
Ee[(B ∗ B)((f ◦ 1)−1e)] =
∑
$∈Hˆ
d$ Tr(Bˆ
2
$(Id ⊗ ($(f ◦ 1)Ee[$(e−1)]))):
To compute Ee[$(e−1)], note that
Ee[$(e−1)] = Ee
[
⊗
y∈SATW
($y(e(y)−1))
]
= ⊗
y∈SATW
Ee(y)[$y(e(y)−1)];
where the second equality follows since e(y) is selected independently for every y.
Now, Ee(y)[$y(e(y)−1)]= Id$y if $y is trivial; otherwise
Ee(y)[$y(e(y)−1)] = (1− )$y(1G) + Eg∈G[$y(g)] = (1− )Id$y ;
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where the last equality follows from Corollary 4. Hence Ee[$(e−1)]= (1 − )|$|Id$ ;
when this is substituted into the above expression, (10) becomes
tr E[A(f)B(h)B(h−1(f ◦ 1)−1e)]
= Ef
[
tr
(
A(f)
∑
$∈Hˆ
d$(1− )|$| Tr(Bˆ2$(Id ⊗ $(f ◦ 1)))
)]
: (11)
We will now see that for any &xed f, the terms in the resulting sum corresponding
to $ with |$|¿c contribute very little.
Lemma 23. Let G be a )nite group, V be a d-dimensional vector space, A(f)∈
End(V ) be unitary, H be a power of G, and B :H→End(V ) be a skew-symmetric
function such that for all h∈H , B(h) is a convex combination of unitary matrices.
Then ∣∣∣∣∣∣∣∣tr
A(f) ∑
$∈Hˆ
|$|¿c
d$(1− )|$| Tr(Bˆ2$(Id ⊗ $(f ◦ 1)))

∣∣∣∣∣∣∣∣6 d(1− )
c (12)
for any positive real  and any positive integer c¿0.
Corollary 24. Suppose that the veri)er in Fig. 1 accepts with probability |G|−1 + .
Then, for any unitary ∈ Gˆ and any c¿(log −1)= log(1−), where logs are taken
base 2,∣∣∣∣∣∣∣∣Ef;U;W
tr
A(f) ∑
$∈Hˆ
|$|¿c
d$(1− )|$| Tr(Bˆ2$(Id ⊗ $(f ◦ 1)))


∣∣∣∣∣∣∣∣¡
d
2
where A=  ◦AU;G, H =GSATW and B(h)=Eb∈{−1;1}[(( ◦AW )(hb))b].
Proof of Lemma 23. Note that, since B is skew-symmetric by Lemma 15, Bˆ$ is Her-
mitian by Lemma 10 and thus Bˆ2$ is a positive semide&nite matrix. Hence, a direct
application of Lemma 34 bounds the left-hand side of (12) from above by∑
$∈Hˆ
|$|¿c
d$(1− )|$| tr Bˆ2$:
By Lemma 33, the above expression can be bounded from above by
(1− )c ∑
$∈Hˆ
d$ tr Bˆ
2
$ = (1− )c tr
( ∑
$∈Hˆ
d$ Tr Bˆ
2
$
)
:
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By Plancherel’s equality (8),
∑
$∈Hˆ d$ Tr Bˆ
2
$ =(B∗B)(1H ). Since the product of unitary
matrices is also a unitary matrix, B(h)B(h−1) is a convex combination of unitary
matrices for every h∈H . Hence
(B ∗ B)(1H ) = 1|H |
∑
h∈H
B(h)B(h−1)
is itself a convex combination of unitary matrices and thus has elements with at most
unit magnitude by Corollary 29. Consequently, tr((B ∗ B)(1H )) is at most d and
therefore
(1− )c ∑
$∈Hˆ
d$ tr Bˆ
2
$ 6 d(1− )c;
which completes the proof.
While we bound the terms corresponding to $ with |$|¿c by a purely algebraic
argument, we bound the terms corresponding to $ with |$|¡c by using them to devise
a strategy for the provers in the 2P1R game for -gap E3-Sat(5). Since this strategy
has a success probability that is independent of u, the number of repetitions in the
2P1R game, we can then select u in such a way that also the terms corresponding to
$ with |$|¡c have to be upper bounded by d=2.
Lemma 25. Suppose that for any nontrivial ∈ Gˆ,∣∣∣∣∣∣∣∣Ef;U;W
tr
A(f) ∑
$∈Hˆ
|$|¡c
d$(1− )|$| Tr(Bˆ2$(Id ⊗ $(f ◦ 1)))


∣∣∣∣∣∣∣∣¿ 6 (13)
where A :G{−1;1}
U →End(V ) is unitary and B :GSATW →End(V ) is a convex combi-
nation of unitary matrices, both A and B are known to both provers in the 2P1R
game from Section 5.1, V is the vector space corresponding to , and H =GSAT
W
.
Then there is a strategy for the provers in the 2P1R protocol with success probability
at least 62c−1|G|−cd−6 .
Corollary 26. Let AU;G and AW be the tables in a Standard Written G-Proof with
parameter u corresponding to an unsatis)able formula. Then, for any unitary ∈ Gˆ,∣∣∣∣∣∣∣∣Ef;U;W
tr
A(f) ∑
$∈Hˆ
|$|¡c
d$(1− )|$| Tr(Bˆ2$(Id ⊗ $(f ◦ 1)))


∣∣∣∣∣∣∣∣¡
d
2
; (14)
where A=  ◦AU;G, H =GSATW and B(h)=Eb∈{−1;1}[(( ◦AW )(hb))b]; provided that
u¿(2 log −1+log c+c log |G|+4 log d+2)= log c−1  where c is the constant from
Section 5.1.
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Proof of Lemma 25. Expand A(f) using Fourier inversion (7). Then the left hand side
of (13) becomes∣∣∣∣∣∣∣∣EU;W;f
tr
∑
3∈Fˆ
∑
$∈Hˆ
|$|¡c
d3d$(1− )|$| Tr(Aˆ3(Id ⊗ 3(f−1)))Tr(Bˆ
2
$(Id ⊗ $(f ◦ 1)))


∣∣∣∣∣∣∣∣
where F =G{−1;1}
U
. If this expression is larger than 6, then there must be some index
t such that
6
d
6
∣∣∣∣∣∣∣∣EU;W;f

∑
3∈Fˆ
∑
$∈Hˆ
|$|¡c
d3d$ Tr(Aˆ3(Id ⊗ 3(f−1)))
×Tr(Bˆ2$(Id ⊗ $(f ◦ 1)))

tt

∣∣∣∣∣∣∣∣ : (15)
We now &x this value of t. By our notation for the index sets /(3) and /($) and the
“projected” representation $1op from Section 4.2,
(Tr(Aˆ3(Id ⊗ 3(f−1))))tk =
∑
m;n∈/(3)
(Aˆ3)tn;km3mn(f−1); and
(Tr(Bˆ
2
$(Id ⊗ $(f ◦ 1))))kt =
∑
o;p∈/($)
(Bˆ
2
$)ko;tp$
1
op(f)
=
∑
o;p∈/($)
∑
q∈/($)
16r6d
(Bˆ$)ko;rq(Bˆ$)rq;tp$1op(f):
Inserting these expressions into the right hand side of (15), we get
6
d
6
∣∣∣∣∣∣∣∣
∑
16k6d
16r6d
EU;W
∑
3∈Fˆ
∑
$∈Hˆ
|$|¡c
∑
m;n∈/(3)
o;p;q∈/($)
d3d$(Aˆ3)tn;km
×(Bˆ$)ko;rq(Bˆ$)rq;tpEf[3mn(f−1)$1po(f)|U;W ]

∣∣∣∣∣∣∣∣ : (16)
Focus now on the innermost expectation
Ef[3mn(f−1)$1po(f)|U;W ] = 〈$1po | 3mn〉F :
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By Lemma 16, this is zero unless 3∼ $, where ∼ is the relation de&ned in Lemma 16.
Hence (16) becomes
6
d
6
∣∣∣∣∣∣∣∣
∑
16k6d
16r6d
EU;W
 ∑
$∈Hˆ
|$|¡c
∑
3∈Fˆ
3∼$
∑
m;n∈/(3)
o;p;q∈/($)
d3d$(Aˆ3)tn;km(Bˆ$)ko;rq(Bˆ$)rq;tp〈$1po | 3mn〉F

∣∣∣∣∣∣∣∣ :
(17)
We now apply Cauchy–Schwartz twice, &rst to the sum over k; r and then to the
remaining sums, to simplify the above expression further:
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d4
6
∑
16k6d
16r6d
EU;W

∣∣∣∣∣∣∣∣
∑
$∈Hˆ
|$|¡c
∑
3∈Fˆ
3∼$
∑
m;n∈/(3)
o;p;q∈/($)
d3d$(Aˆ3)tn;km
× (Bˆ$)ko;rq(Bˆ$)rq;tp〈$1po | 3mn〉F
∣∣∣∣∣∣∣∣
2
6
∑
16k6d
16r6d
EU;W

 ∑
$∈Hˆ
|$|¡c
∑
3∈Fˆ
3∼$
∑
m;n∈/(3)
o;p;q∈/($)
d3d$|(Aˆ3)tn;km|2|(Bˆ$)ko;rq|2

×
 ∑
$∈Hˆ
|$|¡c
∑
3∈Fˆ
3∼$
∑
m;n∈/(3)
o;p;q∈/($)
d3d$|(Bˆ$)rq;tp|2|〈$1po | 3mn〉F |2

 : (18)
We proceed by bounding the second factor above, i.e.,∑
$∈Hˆ
|$|¡c
∑
3∈Fˆ
3∼$
∑
m;n∈/(3)
o;p;q∈/($)
d3d$|(Bˆ$)rq;tp|2|〈$1po | 3mn〉F |2
=
∑
$∈Hˆ
|$|¡c
∑
p;q∈/($)
d$|(Bˆ$)rq;tp|2
∑
3∈Fˆ
3∼$
∑
m;n∈/(3)
o∈/($)
d3
∣∣〈$1po | 3mn〉F ∣∣2
 : (19)
By Eq. (5) in Lemma 8,∑
3∈Fˆ
∑
m;n∈/(3)
o∈/($)
d3|〈$1po | 3nm〉F |2 =
1
|F |
∑
f∈F
∑
o∈/($)
|$po(f ◦ 1)|2 = 1;
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where the last equality follows since $ is written in a unitary basis and the inner sum
is therefore exactly one for every f by Lemma 28. Regarding the rest of (19), note
that (Bˆ$)rq; tp= |H |−1
∑
h∈H Brt(h)$qp(h)= 〈Brt | $−1qp 〉H ; another application of Lemma 8
therefore shows that∑
$∈Hˆ
∑
p;q∈/($)
d$|(Bˆ$)rq;tp|2 =
∑
$∈Hˆ
∑
p;q∈/($)
d$|〈Brt | $−1qp 〉H |2 =
1
|H |
∑
h∈H
|Brt(h)|2 6 1;
where the inequality follows since B is a convex combination of unitary matrices and
therefore has entries with at most unit magnitude by Corollary 29. Using the above
bounds in (18) transforms that bound into
62
d4
6
∑
16k6d
16r6d
EU;W
 ∑
3∈Fˆ
3∼$
∑
$∈Hˆ
|$|¡c
∑
m;n∈/(3)
o;p;q∈/($)
d3d$|(Aˆ3)tn;km|2|(Bˆ$)ko;rq|2

6 |G|c ∑
16k6d
16r6d
EU;W
 ∑
3∈Fˆ
3∼$
∑
$∈Hˆ
|$|¡c
∑
m;n∈/(3)
o;q∈/($)
d3d$|(Aˆ3)tn;km|2|(Bˆ$)ko;rq|2

where the second inequality follows by summing over p in the innermost sum. To
conclude, there must be some k; r ∈{1; : : : ; d} such that
EU;W
 ∑
$∈Hˆ
|$|¡c
∑
3∈Fˆ
3∼$
∑
m;n∈/(3)
o;q∈/($)
d3d$|(Aˆ3)tn;km|2|(Bˆ$)ko;rq|2
¿ 62|G|cd6 : (20)
We now describe the strategies for the provers in the 2P1R protocol. The index t is
independent of U and W and can be calculated by the provers in advance. Also the
values of k and r mentioned above can be calculated in advance.
Upon receiving W , P1 &rst picks $∈ Hˆ with probability
∑
o; q∈/($) d$|(Bˆ$)ko; rq|2. This
is a well-de&ned procedure since∑
$∈Hˆ
∑
o;q∈/($)
d$|(Bˆ$)ko;rq|2 = 1|H |
∑
h∈H
|Bkr(h)|261:
Having selected $, P1 then returns a random y such that $y is nontrivial. If no such
y exists—this happens only if $ is trivial—P1 gives up.
Upon receiving U , P2 picks 3∈ Fˆ with probability
∑
n;m∈/(3) d3|(Aˆ3)tn; km|2. This is a
well-de&ned procedure since∑
3∈Fˆ
∑
n;m∈/(3)
d3|(Aˆ3)tn;km|2 = 1|F |
∑
f∈F
|Atk(f)|2 6 1:
Then P2 picks a random x such that 3x is nontrivial and returns this x as its answers.
This is always possible since Aˆ3 is nonzero only for nontrivial 3 by Lemma 12.
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To give a lower bound on the success rate of this strategy, we argue that there are
many choices of the provers that make the veri&er accept: speci&cally, suppose that
P1 picks $ and P2 picks 3 such that 3∼ $. If P2 returns x′, then there must be some
y′ ∈ 1−1(x′) such that $y′ is nontrivial. The probability of P1 picking this y′ is at least
|$|−1. Summing over all 3 and $ such that 3∼ $, we get that the probability of success
is at least
EU;W
 ∑
$∈Hˆ
|$|¡c
∑
3∈Fˆ
3∼$
∑
m;n∈/(3)
o;q∈/($)
d3d$|(Aˆ3)tn;km|2|(Bˆ$)ko;rq|2
|$|
¿ 62c|G|cd6
where the inequality follows from the bound (20).
Finally, we put together these two parts and establish the soundness of the veri&er.
Lemma 27. For any constants ¿0 and 0¡¡1, there is a choice of the parameters
c and u such that the soundness of the PCP in Fig. 1 is at most |G|−1 + .
Proof. Suppose for contradiction that  is not satis&able and there is a proof which
the veri&er accepts with probability |G|−1 + . By Lemma 22, for this proof, there is
a nontrivial irreducible representation  of G such that∣∣∣∣∣Ef;U;W
[
tr
(
A(f)
∑
$∈Hˆ
d$(1− )|$| Tr(Bˆ2$(Id ⊗ $(f ◦ 1)))
)]∣∣∣∣∣¿d;
where A=  ◦AU;G, H =GSATW and B(h)=Eb∈{−1;1}[(( ◦AW )(hb))b]. However, by
selecting constants c¿(log − 1)= log(1− ) and u¿(2 log −1 + log c+ c log |G|+
4 log d + 2)= log c−1 , Corollaries 24 and 26 show that∣∣∣∣∣∣∣∣Ef;U;W
tr
A(f) ∑
$∈Hˆ
|$|¿c
d$(1− )|$| Tr(Bˆ2$(Id ⊗ $(f ◦ 1)))


∣∣∣∣∣∣∣∣¡
d
2
;
∣∣∣∣∣∣∣∣Ef;U;W
tr
A(f) ∑
$∈Hˆ
|$|¡c
d$(1− )|$| Tr(Bˆ2$(Id ⊗ $(f ◦ 1)))


∣∣∣∣∣∣∣∣¡
d
2
;
which is a contradiction.
5.4. Hardness of approximating EQ1G[3]
We now apply this PCP to obtain hardness results for approximating systems of
equations over G.
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Proof of Theorem 1. Let G be a &nite group and let 0¡¡1 and 0¡¡1 be two
constants satisfying the inequality |G|−1 + ¡1− . By Lemma 21 and Lemma 27 it
is possible to choose the parameters of the veri&er in Fig. 1 such that
(1) the constant u is chosen so that |G|−2u¡=6, and
(2) it is NP-hard to distinguish between the case that there is a proof which the
veri&er accepts with probability 1− =2, and the case that there is no proof which
is accepted with probability more than |G|−1 + =2.
Now we create a system of equations E in the natural way: the variables cor-
respond to the positions in the proofs, and an equation is added for each random
string corresponding to the test made for this random string. By a discussion sim-
ilar to that in Lemma 20, it can be shown that the instance so obtained contains
m=4(5n)u|G|2u(2|G|2=)7u equations, which is polynomial in n as u, |G|, and  are
constants. One may think that the equations would always be of the form xyizj =1G,
but this is not the case due to folding over G; in general an equation is of the form
gxyizj =1G, where g is a group constant and i; j∈{1;−1}.
There is a technicality in that when hb1 = (h−1(f ◦ 1)−1e)b2 in the protocol, the
resulting equation contains two occurrences of the same variable. Observe, however,
that hb1 = (h−1(f ◦ 1)−1e)b2 ⇔ (f ◦ 1)= eh−b1b2−1 and, as 1 is onto, the probability 6
that (f ◦ 1) takes this particular value is no more than |G|−2u¡=6. Thus, removing
6m equations from E results in a new family of equations E′ of size m′=(1− 6)m¿
(1− =6)m which is indeed a proper instance of EQ1G[3]. Moreover, if it is possible to
satisfy at least (1− =2)m equations in E, then it is possible to satisfy at least
(1− =2)m− 6m = (1− =2− 6)
(1− 6) m
′ =
(
1− 
2(1− 6)
)
m′ ¿ (1− )m′
equations of E′, where the last inequality follows since 6¡=6¡ 12 . Similarly, if it
possible to satisfy no more than (|G|−1 + =2)m equations of E, then it is possible to
satisfy no more than(
|G|−1 + 
2
)
m =
|G|−1 + =2
1− 6 m
′ ¡
(
|G|−1 + 
2
)
(1 + 26)m′
¡
(
|G|−1 + 
2
)(
1 +

3
)
m′ 6
(|G|−1 + )m′
equations of E′, where the &rst inequality follows since (1−6)−1¡1+26. Furthermore,
by appealing to condition (2) above, distinguishing these two cases is NP-hard, as
desired.
6. Open questions
An interesting question is that of satis)able instances. Some problems, such as
E3-Sat, retain their inapproximability properties even when restricted to satis&able in-
stances. This is not the case for EQ1G[k] when G is a &nite Abelian group, since if
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such a system is satis&able a solution may be found essentially by Gaussian elimina-
tion. However, when G is non-Abelian, deciding whether a system of equations over
G is satis&able is NP-complete [14], so it seems reasonable that the problem over
non-Abelian groups retains some hardness of approximation for satis&able instances.
However, the following simple argument shows that we can not hope, even for the
non-Abelian groups, for a lower bound of |G|−1 + : Given an instance ; of EQ1G[k]
over some non-Abelian group G, we construct an instance ;′ over EQ1H [k], where
H =G=G′ and G′ is the commutator subgroup of G, i.e., the subgroup generated by
the elements {g−1h−1gh: g; h∈G}. The instance ;′ is the same as ;, except that all
group constants are replaced by their equivalence class in G=G′. Now since H is an
Abelian group, we can solve over H . The solution is an assignment of cosets to the
variables. We then construct a random solution of x by for each variable choosing a
random element in the corresponding coset. Now the value of the left hand side of
each equation will be uniformly distributed in the coset of the right hand side, and
thus we will satisfy an expected fraction |G′|−1 of all equations.
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Appendix A. Identities from linear and multilinear algebra
This appendix contains the identities and bounds that are needed in the proof of
Lemma 23. They all follow in a straightforward manner from standard linear and
multilinear algebra. As a service to the reader, we also include a very short summary
of the less known background results from linear algebra that we use in this paper; for
more information on linear algebra, the reader is referred to Lang’s book [18].
A.1. Complex numbers and matrices
We &rst recall that a complex matrix A=(aij) is unitary if A−1 =A∗, where the
matrix A∗ has a∗ji at position (i; j) and the latter asterisk denotes complex conjugation:
For a complex number z= x+ iy, z∗= x− iy and |z|2 = x2+y2 = zz∗. Then recall that a
matrix is Hermitian if A=A∗ and that Hermitian matrices have only real eigenvalues.
Since the eigenvalues of A2 are the squares of the eigenvalues of A, the square of a
Hermitian matrix has only non-negative real eigenvalues, i.e., it is positive semide)nite.
Lemma 28. Let A=(aij) be a unitary n× n matrix. Then
∑
j |aij|2 = 1 for all 16i6n.
Proof. Let A be unitary. Then AA∗ is the identity matrix. Since for all 16i6n,
(AA∗)ii =
∑
j aija
∗
ij =
∑
j |aij|2, the lemma follows.
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Corollary 29. Let {Ak} be a family of unitary n× n matrices and let {<k} be a
sequence of non-negative real numbers such that
∑
k <k =1. Let B=
∑
k <k Ak . Then
the elements of B have at most unit magnitude.
Proof. By Jensen’s inequality |(B)ij|= |
∑
k <k(Ak)ij|6
∑
k <k |(Ak)ij|. Lemma 28 im-
plies that |(Ak)ij|61; hence |(B)ij|6
∑
k <k =1.
Lemma 30. For any complex numbers {a1; : : : ; an} and {b1; : : : ; bn},∣∣∣∣ n∑
i=1
aibi
∣∣∣∣2 6 ( n∑
i=1
|ai|2
)(
n∑
i=1
|bi|2
)
:
As a special case, corresponding to bi =1,∣∣∣∣ n∑
i=1
ai
∣∣∣∣2 6 n n∑
i=1
|ai|2:
Proof. This is the Cauchy–Schwartz inequality; we provide a proof for the sake of
completeness. If ai =0 for all i, the inequality clearly holds. Otherwise, let
a=
∑n
i=1 |ai|2, b=2 |
∑n
i=1 aibi|, and c=
∑n
i=1 |bi|2. Now,
n∑
i=1
|tai + b∗i |2 =
n∑
i=1
(t2|ai|2 + t(aibi + a∗i b∗i ) + |bi|2) = t2a+ tb+ c
for any real t. Since the above sum is non-negative, t2a+ tb+ c¿0, or, equivalently,
4ac¿b2.
A.2. Tensor products and traces
Given two matrices A=(aij) and B=(bk‘), the tensor product A⊗B is the matrix
indexed by pairs (i; k); (j; ‘) so that (A⊗B)(i; k); ( j; ‘) = aijbk‘. Note that (A1⊗A2)(B1⊗
B2)= (A1B1)⊗ (A2B2) and that the tensor product is bilinear. For a matrix M in-
dexed by pairs (i; k); (j; ‘) the inner trace, denoted by TrM , is de&ned by (TrM)ij =∑
k M(i; k); ( j; k). We let tr denote the normal trace, i.e., the sum of the diagonal elements.
The trace is invariant under similarity, i.e., tr A= tr(U ∗AU ) for any unitary matrix U .
Furthermore, the trace of a matrix is equal to the sum of its eigenvalues.
Lemma 31. Let A be a matrix indexed by pairs (i; ‘); (j; m) where 16 i; j 6 n and
16 ‘; m6 k and let B be an n× n matrix. Then (Tr A)B=Tr (A(B⊗ Ik)).
Proof. Let Eij;n be the n× n matrix with a one in position (i; j) and zeros everywhere
else. Then A can be written as a(i;‘);(j;m)Eij;n ⊗ E‘m;k and since the inner trace is a
linear operator it suLces to show that (Tr A)B = Tr(A(B ⊗ Ik)) for A = Eij;n ⊗
Ek‘;m. So suppose that A=A1⊗A2. Using the identity (A1⊗A2)(B1⊗B2)= (A1B1)⊗
(A2B2) we obtain that A(B⊗ Ik)= (A1B)⊗A2. Since Tr ((A1B)⊗A2)= (tr A2)A1B it
follows that Tr (A(B⊗ Ik))= (tr A2)A1B=(Tr A)B.
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Lemma 32. Let A be a positive semide)nite matrix and U be a unitary matrix. Then
|tr(AU )|6tr A.
Proof. As A is positive semide&nite, it may be written VDV ∗ where V is unitary and
D is diagonal with non-negative entries on the diagonal. Since the trace is invariant
under similarity, tr A=
∑
i Dii and we may rewrite
tr(AU ) = tr(VDV ∗U ) = tr(VDV ∗UVV ∗) = tr(DV ∗UV ) = tr(DW );
where W =V ∗UV is a product of unitary matrices and therefore unitary. All entries of
a unitary matrix have absolute value less than or equal to one; hence
|tr(AU )| =
∣∣∣∣∑
i
DiiWii
∣∣∣∣6∑
i
|DiiWii|6
∑
i
Dii = tr A;
as desired.
A.3. Bounds used in Lemma 23
Lemma 33. Let ∈ [0; 1], S$ be a family of positive semide)nite matrices and d$ and
n$ be positive integers. Then∑
$: n$¿c
d$(1− )n$ tr S$ 6 (1− )c
∑
$
d$ tr S$:
Proof. Since the S$ is positive semide&nite
∑
$: n$¿c d$(1− )n$ tr S$ is a sum of non-
negative numbers and thus non-negative. Therefore∑
$: n$¿c
d$(1− )n$ tr S$ 6 (1− )c
∑
$: n$¿c
d$ tr S$ 6 (1− )c
∑
$
d$ tr S$:
Lemma 34. Let U be an n× n unitary matrix, {S$} and {V$}, respectively, be
families of positive semide)nite and unitary respectively, matrices that are indexed
by pairs (i; ‘); (j; m) where 16 i; j6 n and 16 ‘; m6 k$, and {a$} be a family of
non-negative real numbers. Then∣∣∣∣∣tr
(
U
∑
$
a$ Tr (S$V$)
)∣∣∣∣∣6∑$ a$ tr S$;
where the inner trace is with respect to the tensor products forming S$ and V$.
Proof. Since tr(AB)= tr(BA) for any matrices A and B,∣∣∣∣∣tr
(
U
∑
$
a$ Tr (S$V$)
)∣∣∣∣∣=
∣∣∣∣∣tr
(∑
$
a$ Tr(S$V$)U
)∣∣∣∣∣
=
∣∣∣∣∣tr
(∑
$
a$ Tr(S$V$(U ⊗ Ik))
)∣∣∣∣∣ ;
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where the last equality follows from Lemma 31. Since the a$ are non-negative,∣∣∣∣∣tr
(∑
$
a$ Tr(S$V$(U ⊗ Ik))
)∣∣∣∣∣6∑$ a$ |tr Tr(S$V$(U ⊗ Ik))|
=
∑
$
a$ |tr(S$V$(U ⊗ Ik))|
6
∑
$
a$ tr S$;
where the last inequality follows from Lemma 32.
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