A parametric level set based collage method for an inverse problem in elliptic partial differential equations.
Abstract: In this work, based on the collage theorem, we develop a new numerical approach to reconstruct the locations of discontinuity of the conduction coefficient in elliptic partial differential equations (PDEs) with inaccurate measurement data and coefficient value. For a given conductivity coefficient, one can construct a contraction mapping such that its fixed point is just the gradient of a solution to the elliptic system. Therefore, the problem of reconstructing a conductivity coefficient in PDEs can be considered as an approximation of the observation data by the fixed point of a contraction mapping. By collage theorem, we translate it to seek a contraction mapping that keeps the observation data as close as possible to itself, which avoids solving adjoint problems when applying the gradient descent method to the corresponding optimization problem. Moreover, the total variation regularizing strategy is applied to tackle the ill-posedness and the parametric level set technique is adopted to represent the discontinuity of the conductivity coefficient. Various numerical simulations are given to show the efficiency of the proposed method.
Introduction
We are interested in reconstructing the locations of discontinuity of the conduction coefficient σ(x) ∈ L ∞ (Ω) in the following elliptic differential equation
where Ω is a bounded closed domain in R N (N ∈ {1, 2, 3}) with piecewise smooth boundary ∂Ω and the source f ∈ H −1 (Ω) is given. The applications of the above inverse problem in the elliptic system can be found in many industrial problems, such as geophysical problems [1, 2] , medical imaging [3] , water resource problems [4] , etc. If the coefficient value is unknown, some effective methods have been employed to find a part of information of σ(x), including the locations of its discontinuity, see [5, 6] and references therein. Recently, the level set method has been extended for this kind of problem [7, 8, 9, 10, 11, 12, 13] . In [11] , the level set method with total variation regularization has been applied to this problem. In [12] , the author adopted the piecewise constant level set method. The parametrization of the level set function has motivated some authors to use it in many applications [14, 15, 16, 17, 18, 19] . The main idea of this paper is to combine the parametric level set method and the collage method to develop an efficient numerical algorithm for reconstructing the locations of discontinuity of the coefficient σ in the boundary value problem (BVP) (1) . We highlight the essential contributions of our work in the following:
• We formulate the collage method in a variational setting. One of the advantages of this formulation is to avoid solving adjoint problems when applying gradient descent methods to the corresponding optimization problem. Moreover, instead of dealing with a weighted data fitting problem for traditional approaches, the collage method works on the equivalent problem to the original data fitting problem, which is more reasonable from a practical point of view.
• We apply a parametric level set method for BVP (1) . As the result of the parametrization, it's easy to obtain the regularization norm, which corresponds to the total boundary length of the recovered shapes. Furthermore, the parametric level set method greatly reduces the computational cost and overcomes some difficulties with the traditional level set method such as reinitialization, narrow-banding, etc.
• Based on the discrepancy principle, we develop a regularization parameter selection method for the identification problem of the locations of discontinuity of the coefficient in BVP (1) . As far as we are aware, this is the first time that a regularization parameter selection method has been taken into account for the reconstruction of the locations of discontinuity of the coefficient in PDEs. Now, let us formulate the inverse problem. Suppose that we a priori know a part of the information regarding the unknown exact coefficientσ:
However, the geometry structure of domain D is unknown. Assume thatσ,σ i ∈ L ∞ (Ω) and instead of exact data {σ 1 ,σ 2 } we are given approximate data {σ
where ∥σ∥ ∞ := max x∈Ω |σ(x)|. Denoteū as the solution to the BVP (1) with the exact unknown coefficientσ. Denote
where
Here, constants ε and ϵ represent the error levels of data, and the collection of the gradient data ϵ ∇u will be discussed in Section 4. Then, the regularized output least squares (OLS) approach for the above inverse problem can be described as the following problem
where u(σ) solves BVP (1) with a fixed coefficient σ. Here α = α(ε, ϵ) > 0 is the socalled regularization parameter and the second term in the cost functional represents a regularization term, which guarantees the continuity of the mappings from the observation data to the solution for the appropriate choice of Ψ(·) and α. However, the formulation (5) cannot be solved by gradient-based algorithms due to the difficult calculation of the gradient of functional ∥∇u
Alternatively, researchers prefer to investigate the following optimization problem
see [6] and references therein. It has to been noted that the relation between the two problems (5) and (6) is unclear in the general case. Hence, an essential contribution of our paper is to study the formulation (5) directly by the collage method. The remainder of the paper is structured as follows. In the first part of Section 2, based on the collage theorem, we develop a new OLS approach for reconstructing the locations of discontinuity of the coefficient in BVP (1) -the collage method. Some properties of the collage method are discussed in the second part of Section 2. In Section 3, based on the proposed collage method, a parametric level set technique is incorporated to solve the problem. Methods of calculating the gradient of the objective functional and level set function are developed in the same section. Section 4 presents the approximation technique of estimating the effective gradient data by the solution data. The regularization properties of the developed collage method are discussed in Section 5. Section 6 describes the numerical implementation of the collage method. Various numerical examples are presented in Section 7 to demonstrate the robustness of the proposed method. Finally, concluding remarks are given in Section 8.
The collage method
Broad classes of inverse problems can be cast in the following framework: the optimal approximation of observation data x obs in a suitable complete metric space (X, ρ X ) by the fixed point x of a contractive mapping T : X → X. In practice, from a family of parametric contraction mappings {T σ } σ , one wishes to find the parameter σ for which the approximation error ρ X (x σ , x obs ) is as small as possible. A simplification of this problem is supported by the following theorem [20, 21] .
Theorem 1.
(Collage and anti-collage theorem) Let (X, ρ X ) be a complete metric space and T : X → X be a contraction mapping with contraction factor λ ∈ [0, 1). Then for any x ∈ X:
where x is the fixed point of operator T .
By the relation (7), one can refer to ρ X (x, T x) as the collage distance in X. If X is a Banach space with associated norm ∥ • ∥ X , then, Theorem 1 replaces the minimization of the approximation error ∥x σ − x obs ∥ X by the minimization of the collage distance ∥T σ x obs − x obs ∥ X since one cannot findx σ for a general T σ . This is the essence of collage method which has been the basis of many inverse problems and related fields [22, 21, 23, 24] . In this paper, based on the Theorem 1 we proposed a collage method for reconstructing the locations of discontinuity of the coefficient in BVP (1).
The collage method
The variational formulation for BVP (1) is depicted as follows:
We construct a nonlinear contraction mapping
where d = d(x) > 0 is a contraction parameter which guarantees the contraction property of the mapping T σ (see Theorem 2 for details). Obviously, for any given σ(x), the gradient of a solution to (8) is a fixed point of T σ . By Theorem 1, the optimization problem (5) can be reformulated as the following one
where parametric operator T σ is defined by (9).
Analysis of the collage method
First, let us discuss the conditions under which T σ is a contraction mapping.
Then, the following theorem holds.
Theorem 2. If the contraction number
for ∀v ∈ H 1 0 (Ω). Subtracting (13) from (12), we obtain ∫
and
Therefore, we can conclude
By the definition of contraction mapping, operator T σ defined in (9) is really a contraction mapping under the assumption λ(d, σ) < 1. Now, let us show a method of choosing the contraction parameter d(x), for which the corresponding contraction number λ is less than unit. 
where {σ 
which yields the required result.
A parametric level set approach
Since a part information of σ(x) is given by (2), it is sufficiently to find ∂D for recovering σ(x). Consider ∂D as a zero level set of a Lipschiz continuous function
Hence, using the level set strategy, the optimization problem (10) is substituted by
where function σ ε (ϕ) is defined in (17) . Now, let us discuss the method of solving the optimization problem (18).
Computing the gradient of J (ϕ)
It is well known that a minimizer of problem (18) satisfies ∂J (ϕ)/∂ϕ = 0, which is often solved by the gradient descent method [12] . I.e., we solve the following ordinary differential equation to the steady state
Remark 1. Note that for the evolution approach (19) it is desired to initialize a minimization process with some level set function ϕ 0 and evolve the function to find a ϕ which minimizes the functional J . To take into account the concept of evolution, an artificial time is defined where the level set function at every time frame t ≥ 0 is rewritten as ϕ(x, t) and the zero level set of ϕ(x, t) is denoted as ∂D t .
First, look at the computation of the gradient of J (σ) with respect to σ in the direction δσ, i.e.
[δσ].
which implies
Now, let us discuss the regularization term in (5) . From now on, assume that σ ∈ BV (Ω), where BV (Ω) ⊂ L ∞ (Ω) denotes the spaces of functions of bounded variation [25] . Define
which penalizes the product of the jump between different regions and the arc length of their interfaces. Here, D(·) denotes the Dirac function and |∇ϕ| = (
Define an approximate regularization term as
where the approximate data {σ
. Denote a set of a priori information of solution as: Proof. Fix σ ∈ Θ, by the following sequence of inequalities
we obtain the required result with the constant
Now, for a given ϕ, using the chain rule and the equation (20) , one can obtain the derivative of J (ϕ) with respect to ϕ:
Finally, we rewrite evolution approach (19) as
) .
Remark 2. Here, we get v by omitting Dirac function
is always positive, which implies that v is still a descent direction (various numerical experiments indicate that such reduction works even better).
Calculating the level set function ϕ(x, t)
Using the compact support radial basis functions (CSRBFs), which bypass many difficulties with traditional level set methods such as reinitialization and use of signal distance function [19] , we expand ϕ(x, t) as (here, we separate space and time variable of the level set function)
where ψ is a CSRBF and {x i } i=1,...,n are centers (both of them are given in practice). Substituting (25) into (24) yields the following ordinary differential equation
Setting RBFs centers as collocation points, we discretize (26) as
where A is a strictly positive definite matrix of size n × n with
Applying the forward Euler's method to (27) yields
where τ k is the step size and β k denotes the solution vector at the moment t k . Here,
For the sake of stability of the evolution, the time step τ k is computed as
where 0 < ς < 1 and h is uniform mesh step. For realization, in this work, we apply the Wendlan's CSRBFs with C 2 smoothness [26] , namely,
We refer to s = 1/µ the support size of ψ. Aiming to get the sparse interpolation matrix A, s must be proper chosen [27] . Indeed, the value of s plays the role of regularization parameter in the problem. If s is chosen too small, the level set function ϕ will not be continuous. Whereas if s is too large, A will become dense and we loose the interest of using CSRBFs due to the high computational cost. In this work, we choose s = 0.1. In the end of this section, we indicate that one can exactly and efficiently calculate ∇ · ( ∇ϕ |∇ϕ| ) as a result of parametrization of the level set function. Denote x = (x, y). By a simple deduction, we acquire
Note that for the chosen CSRBFs in (30), we have
and ψ yy = 24
are centers of these CSRBFs and
Two approaches to estimate ∇u by the error data u η
In practice, sometimes, it is easy to measure the data u η instead of ϵ ∇u. Obviously, ∇u η in itself usually share very little similarity with ∇u especially for multiscale/homogenization problems. Hence, the purpose in this section is to propose two effective approximations of ∇u by the noisy data u
is a better approximation than u η for estimating ∇u.
Approach I
For simplicity, we fix the domain Ω = (0, 1) 2 , and assume that the grid is uniform. Suppose that u = u(x, y) is a smooth function on Ω and noisy samples u Let M (∇u η ) = ∇u s , where u s is the minimizer of the following optimization problem
where SP (Ω) represents the set of all cubic spline over Ω, and regularization parameter α s is chosen by the discrepancy principle, i.e., α s is selected such that the minimizing element u αs s of (32) satisfies
Using the 1D result in [28] , it is not difficult to prove the following theorem.
Theorem 5. Let u ∈ H 2 (Ω) and let u * s be the minimizer of problem (32) . Then
where c is a constant.
The above theorem says that, as long as
, the error bound is of the same order as that for finite differences (combining consistency error and propagation error for one-sided finite differences, one arrives at the bound: /h) ). However, the bound in Theorem 5 remains of order √ η when h → 0. Moreover, the error estimate in Theorem 5 is sharp in the sense that for η = 0, i.e., noise-free data, the right-hand side coincides up to a multiplicative constant with the best-possible worst case bound for the interpolating spline, see [28] . Therefore, the gradient of the minimizer of (32), say ∇u s , can be used as a smooth approximation of ∇u.
It
Approach II
Now, consider another method of estimating ∇u. Obviously, for periodical problems, M (u η ) can be computed as an average of u η over a neighborhood of u η at a fixed point; i.e., ∀x
where O x 0 is a neighborhood of x 0 and µ(·) denotes the Lebesgue measure. For instance, for a two-dimensional 2δ-periodic case, M (u η ) can be defined by
can be used as an approximation of ∇u. In this work, to deal with non-periodic cases we apply analytic averaging techniques in [29, 30] : By defining an effective approximation of u aŝ
where O δ (x 0 ) is a neighborhood of x 0 with diameter δ. Using the 1D result in [29] , it is possible to prove the following theorem. 
. Then,
By above theorem, one can estimate an effective approximation of ∇u by
In our finite element approximation, O δ (x 0 ) denotes the triangles, distant between whose vertexes or centroids and point x 0 is no more than δ. Then, the discretization of (34) in our finite element approximation is
where Λ = {µ i ∈ G : ∥µ i −x 0 ∥ 2 ≤ δ/2} (|Λ| denotes as its cardinality) and G = G(T ) is the set of all centroids of triangles of a triangulation T of domain Ω. For problems with a symmetric/asymmetric structure, it is reasonable to use a symmetric/asymmetric kernel. A typical choice for symmetric kernels with support on the unit ball is the exponential kernel
, c a is a positive constant, and C a is the normalization constants.
Remark 4. By above two approaches, a constant C exists such that
In practice, we approximate the whole value of Cη as the required error level ϵ in the estimate (4).
Regularization property of the method
In order to systematically analyze the stability property of the developed method, we reformulate the initial problem (1) as an operator equation. Define an operator A :
where operator T σ is defined in (9) . Then, the inverse problem for (1) becomes to solve an operator equation
where Θ defined in (23) . Assume that the solution set Σ * of (37) is nonempty. For many situations Σ * may contain more than one element. In this case, using the auxiliary functional Ψ(·), we select the so-called Ψ-optimal solutions to (37), i.e., functionsσ(x) ∈ Σ * such that
Denote the set of these solutions byΣ. ThenΨ = Ψ(Σ). Suppose that instead of the exact data ∇u we only know a polluted one ϵ ∇u such that the inequality (4) holds (if we are only given the approximate data u η , then, calculate
is the smooth approximation of ∇u, introduced in Section 4). Define approximate operator A ϵ of A such that
Furthermore, instead of exact information set Θ we are given only polluted one, whose finite element reduction is:
where H L (ϕ) = π −1 tan −1 (L·ϕ)+0.5 is an approximation of Heaviside projection. Here L is a fixed sufficiently large number. Then, the optimization problem (10) becomes
Denote σ
as a minimizer of (40). The purpose in the section is to prove the convergence property of the obtained solution σ
As demonstrated in [31, 32] , the following theorem holds
Theorem 7. Assume the following conditions hold 1) A, defined in (36), and A ϵ , defined in (38), are continue operators, acting from
L ∞ (Ω) into L 2 (Ω) N . 2) ∀σ ∈ Θ or Θ ε : ∥A ϵ σ − Aσ∥ ≤ Υ(ϵ, Ψ(σ)),
where function Υ(s, t) satisfies the following conditions 2.1) it is a continuous function for s, t ≥ 0; 2.2) for any fixed s > 0 it is a monotonically nondecreasing function with respect to t; 2.3) ∀s, t > 0: Υ(s, t) > 0; 2.4) ∀t > 0: Υ(0, t) = 0 and 2.5) for any fixed s > 0: Υ(s, t) → +∞ as t → +∞;
3) Ψ, defined in (21) , satisfies the following two conditions: 39) ) with respect to the L ∞ (Ω) norm topology.
3.1) Functional Ψ(·) is lower semicontinuous on Θ ε (defined in (

3.2) The nonempty sets
Ψ C := {σ ∈ Θ ε : Ψ(σ) ≤ C} are compact sets in L ∞ (Ω).
3.3) ∀σ ∈ Θ or Θ ε , there exists a positive number
where Ψ ε is defined in (22) .
4) The choice of regularization parameter α is done so as to guarantee the so-called regularity conditions lim sup
and lim
Then σ
By the above theorem, it is clear that in order to obtain the convergence property of obtained approximate solution σ
it is sufficient to check all conditions in Theorem 7.
Denote an admissible error level as Proof. Define ε 0 = ∥σ
which yields the required inequality.
Define a data-to-noise number as
Theorem 9. Conditions 1)-3) in Theorem 7 hold for our case. In addition, if the data-to-noise number is greater than the admissible error level, i.e., ϖ > ω(ε, ϵ) and the regularization parameter α is chosen as a positive root of the following generalized discrepancy function
then, the regularity conditions (41) and (42) in Theorem 7 are also fulfilled.
The proof of Theorem 9 can be found in the Appendix A. Note that it is not difficult to show that the reconstructed conductivity coefficient σ
, obtained by optimization problem (40) with the generalized discrepancy principle parameter choice rule, has an order optimal property if we a priori know that the exact conductivity coefficient has a property of the representation of sources [31, 33] .
A solution algorithm of the parameter identification problem in PDEs
In this section, let us describe steps of the solution algorithm of the collage method for solving inverse problem (1) . This algorithm (Algorithm 1) is based on the theory mentioned above.
Algorithm 1 A parametric level set based collage method of estimating the discontinuous parameter in BVP (1) . Input: Collect the observation data ϵ ∇u (if we are only given u η , then find a smooth approximation ϵ ∇u = M (∇u η ) of ∇u by one of the methods in Section 4). Estimate error level ε and ϵ. Choose an initial guess β 0 , and bounds of regularization parameter α min and α max such that χ(α min ) < 0 < χ(α max ), where χ is defined in (45). Set a maximum iteration number K max , and a tolerance error ξ.
while J (σ (k) ) > ξ and k < K max do 4: Obtain σ (k) :
, where CSRBFs {ψ i } are defined in (30) and function H L is defined in (39).
5:
Calculate V (k) :
• Calculate T σ ϵ ∇u from (9) with d replaced byd, σ replaced by σ (k) and ∇u replaced by ϵ ∇u.
•
, where ∇ ·
is calculated by (31).
6:
Update β (k) by solving (28).
7:
k ← k + 1
8:
end while 9: if χ(α l ) > 0 then 10: α max ← α (l)
11:
else 12: α min ← α (l)
13:
end if 14 :
Computer simulations
To verify the feasibility of our method, we do some numerical experiments in this section. In our numerical experiments, the domain Ω = (0, 1) 2 is firstly divided into a rectangular mesh with uniform mesh size h = 0.0125 for both the x and the y variables. The finite element mesh is produced by dividing each rectangle into two triangular elements using the diagonal of positive slope. We use piecewise continuous linear basis functions for the finite element space. The centers x = (x, y) of the CSRBFs are distributed evenly in Ω and is generated by the MatLab code For better assessing the accuracy of approximate solutions, we define the relative error of the estimated discontinuous coefficientσ:
, whereσ is the true coefficient.
Example 1
The first numerical experiment is taken from example 2 in [11] , i.e., reconstruction a discontinuous coefficient σ with a simple geometry; namely, the exact discontinuous coefficient is given by
where D is composed by two closed curves, displayed in Fig. 1 . Let u = sin(πx) sin(πy) be the exact solution. Then, the source function f can be computed by equation (1) . Suppose that instead of exact data {σ 1 (x) = 2, σ 2 (x) = 1, ∇u(x)} we are given approximate data {σ Rd3(x) are independent and identically distributed (i.i.d.) random variables with an uniform distribution U(−1, 1) and ε, ϵ are noise levels.
We first study the case with the small error level ε = 1% and ϵ = 0.1%. The initial guess for σ with the location of discontinuities is specified as a circle as shown in (a) of Fig. 2 . The evolution of computed zero level set is depicted in (a) -(e) of Fig. 2 , while the evolution of the relative error Err(σ) is shown in (f) of Fig. 2 . We see that, starting with one initial curve, our algorithm is able to automatically split it into two pieces and capture the two separate regions successfully. This is the intrinsic advantage of the level set based approaches. Now, we consider the case with the large error level ε = 5% and ϵ = 1%. The method in [11] fails to identify the zero level set. However, our method can tolerate such noise data, and the approximate shape of the two objects is identified quite well after 400 iterations. The evolutions of computed zero level set and the relative error Err(σ) are depicted in Fig. 3 . Note that in this experiment, we use a different initial curve; see in (a) of Fig. 3 . Various numerical experiments demonstrate that the results of our approach are almost independent of the choice of the initial curve. Hence, from now on, we use the same initial curve as shown in (a) of Fig. 3 .
In Fig. 4 , we show the result of our method for high accuracy data; namely, ε = ϵ = 0.1%. Actually, after only 70 steps, the recovered coefficient is already accurate (Err(σ) = 0.00675 at 70th iteration). 
Comparison with other state-of-the-art methods
In order to demonstrate the advantage of our algorithm over traditional approaches, we solve the same problem by two modern PDE-based techniques -a gradient descent method (Algorithm 2) for the optimization problem (6) , and an augmented Lagrangian method (Algorithm 3) for the optimization problem (5) . See the Appen- dices B and C for the details.
To the best of our knowledge, there is no available regularization parameter selection method in the literature for both the gradient descent methods of solving (6) and augmented Lagrangian methods of solving (5) . Here, we choose an appropriate value for the regularization parameter after testing Algorithms 2 and 3 with different choices of regularization parameter.
As one can see in figures 5 and 6, with an appropriate choice of regularization parameter and small noise level, both Algorithms 2 and 3 work as well as our approach. However, with (5%, 1%) of noise, the identified zero level set by Algorithm 2 is rather poor. Finally, the computational accuracy determinations of the discontinuous coefficient estimates by the collage method (Algorithm 1), the (6) based gradient descent method (Algorithm 2), and the augmented Lagrangian method (Algorithm 3) can be found in Tab. 1. As one can see, with the appropriate choice of the regularization parameter, all of the methods are stable: the more accurate the observation data, the smaller the relative error of the estimated conduction coefficient. However, for the large noise-level data, only our method and Algorithm 3 provide acceptable results. Moreover, Tab. 1 shows that for this model problem, our method is slightly better than Algorithm 3. 
Example 2
Our second group of experiments deal with some complex geometry. The first experiment is to find the wreck of the crashed aircraft or/and the capsized ship in the ocean; see the left side in Fig. 7 . At room temperature, the heat conductivities of sea water and iron are 0.58 and 80 W/(m K), i.e. picture is displayed in the right-hand side of Fig. 7 . Let u = sin(πx) sin(πy) be the exact solution. Suppose that the noisy data {σ
η (x)} are generated by the same method as in the previous example, but with the noise levels (ε, η) = (5%, 5%). Moreover, the effective gradient data ϵ ∇u = M (u η ) is calculated by the analytic averaging technique in Section 4.2. The process of our algorithm is displayed in Fig. 8 , and the evolution of relative errors Err(σ) is depicted in Fig. 9 . As one can see, after 300 steps, the recovered boundary of D is already very accurate. In Fig. 10 , the reconstruction results corresponding to the different noise levels are displayed. Subfigure (a) in Fig. 10 for ε = 20% and η = 5% and Subfigure (b) for ε = 5% and η = 10%. As one can see, σ(x) can be recovered even with large noise levels for this model problem. 
Example 3
In this example, we consider the case with different data structure when a smooth source function is given since, from a practical viewpoint, the source term f does not contain any information about the discontinuity of conduction coefficient σ. In order to highlight the influence of data structure, we solve Example 1 in Section 7.1 with the solution data set u and the smooth source function f = sin(πx) sin(πy). The same method is used to generate the noisy data {σ
The effective value of ϵ ∇u(x) is computed through Approach I in Section 4.1, and the same initial guess is used. The results with different noise levels are displayed in Fig. 11 . As we can see, similar accurate results can be obtained as in Section 7.1 though we need more iterations. For small noise level, see (a) and (b) in Fig. 11 , almost double iterations are required in order to obtain the high accurate reconstructed conduction coefficient. In the case of relative large noise level, see (c) and (d) in Fig. 11 , only slight more iterations are needed for obtaining the similar accuracy of the estimated conduction coefficientσ. 
Example 4
In the last example, we consider the case when the exact discontinuous coefficient is not a piecewise constant. Let
where D is composed by two circles with radius 0.15 whose centers are (0.7, 0.7) and (0.3, 0.3) respectively. Letû be the exact finite element solution for the exact source function f = sin(πx) sin(πy) and coefficientσ. Suppose that the approximate data {σ
} are defined through the same method as before, with noise levels (ε, η) = (1%, 1%) and (ε, η) = (5%, 5%) respectively. Moreover, the effective gradient data ϵ ∇u = M (u η ) is calculated by the smoothing approach introduced in Section 4.1. The evolution of the computed zero level set are depicted in (a) -(e) of figures 12 and 13 respectively, while the evolution of the relative errors Err(σ) are shown in (f) of figures 12 and 13 respectively. 
Conclusion
The numerical experiments performed above indicate that the parametric level set-based collage method is an efficient approach to identify the discontinuous conductivity coefficients in elliptic PDEs. In particular, this method avoids solving adjoint equations when applying the gradient descent method to solve the corresponding optimization problem. Moreover, compared to the traditional level set method, which has to know the value of ϕ(x) at every point in the domain Ω, applying the parametric level set method, we only need to recover the finite parameters in (25) , which greatly reduces the number of the unknowns. The application of this work is of great help in medical image, geophysics and water resource problems. Replace ∇v by (A ϵ σ − Aσ) and use the Cauchy-Schwarz inequality, ∀σ ∈ Θ or Θ ε , we get Taking the supremum over v ∈ V gives Ψ(σ) ≤ lim inf n→∞ Ψ(σ n ), which yields the required results since Ψ(σ) = Ψ(σ) and Ψ(σ n ) = Ψ(σ n ) forσ, σ n ∈ Θ ε .
3.2). First, by the definition of σ in (39) it is easy to show that σ is a function with bounded Lipschitz constant. Then, by the Arzela-Ascoli theorem, which says that a uniformly bounded sequence of functions with bounded Lipschitz constant has a convergent subsequence, we obtain that Ξ :
. Furthermore, by relation Ψ C ⊂ Ξ and the fact that all closed subsets of compact sets are compact we proved the assertion.
3.3). By Lemma 4, the inequality holds obviously for σ ∈ Θ. Similarity, it is easy to prove the same inequality for σ ∈ Θ ε . 4). Fist, it is easy to show that lim [31, 35] , this positive solution guarantees the regularity conditions (41) and (42), and we proved the theorem completely.
