The Quadratic Assignment Problem (QAP) is one of the classical combinatorial optimization problems and is known for its diverse applications. In this paper, we suggest a genetic algorithm for the QAP and report its computational behavior. The genetic algorithm incorporates many greedy principles in its design and, hence, we refer to it as a greedy genetic algorithm. The ideas we incorporate in the greedy genetic algorithm include (i) generating the initial population using a randomized construction heuristic; (ii) new crossover schemes; (iii) a special purpose immigration scheme that promotes diversity; (iv) periodic local optimization of a subset of the population; (v) tournamenting among different populations; and (vi) an overall design that attempts to strike a balance between diversity and a bias towards fitter individuals. We test our algorithm on all the benchmark instances of QAPLIB, a well-known library of QAP instances. Out of the 132 total instances in QAPLIB of varied sizes, the greedy genetic algorithm obtained the best known solution for 103 instances, and for the remaining instances (except one) found solutions within 1 % of the best known solutions.
Introduction
The Quadratic Assignment Problem (QAP) is one of the classical combinatorial optimization problems and is widely regarded as one of the most difficult problem in this class. Given a set N = 1, 2,..., n}, and n x n matrices F = fij}, D = {dij}, and C = {cj}, the QAP is to find a permutation of the set N which minimizes n f n z= Efjdo(i,(,,) ( + ci,,(i.
i=1 j=l i=
As an application of the QAP, consider the following campus planning problem. On a campus, new facilities are to be erected and the objective is to minimize the total walking distances for students and staff. Suppose there are available sites and n facilities to locate. Let dkl denote the walking distance between the two sites k and I where the new facilities will be erected. Further, let f.i denote the number of people per week who travel between the facilities i andj. Then, the decision problem is to assign facilities to sites so that the walking distance of people is minimized. Each assignment can be mathematically described by a permutation ( of N ={ 1, 2,..., n} such that 0(i)= k means that the facility i is assigned to site k. The product fud(i0(ju) describes the weekly walking distance of people who travel between facilities i and j. Consequently, the problem of minimizing the total walking distance reduces to identifying a permutation that minimizes the function z defined above. This is an application of the QAP with each Cik = 0. In this application, we have assumed that the cost of erecting a facility does not depend upon the site. In case it does, we will denote by Cik the cost of erecting facility i at site k, and these costs will also play a role in determining the optimal assignment of facilities to sites.
Additional applications of QAP include (i) the allocation of plants to candidate locations;
(ii) layout of plants; (iii) backboard wiring problem; (iv) design of control panels and typewriter keyboards; (v) balancing turbine runners; (vi) ordering of interrelated data on a magnetic tape;
(vii) processor-to-processor assignment in a distributed processing environment; (viii) placement problem in VLSI design; (ix) analyzing chemical reactions for organic compounds; and (x) ranking of archaeological data. The details and references for these and additional applications can be found in Burkard [1] , Malucelli 2] , and Pardalos et al. [3] . On account of its diverse applications and the intrinsic difficulty of the problem, the QAP has been investigated extensively by the research community. The QAP has been proved to be an NP-complete problem, and a variety of exact and heuristic algorithms have been proposed. Exact algorithms for QAP include approaches based on (i) dynamic programming [4] ; (ii) cutting planes [5] ; and (ii) branch and bound [6, 7] . Among these, only branch and bound algorithms are guaranteed to obtain the optimum solution, but they are generally unable to solve problems of size larger than n = 20.
Since many applications of QAP give rise to problems of size far greater than 20, there is a special need for good heuristics for QAP that can solve large-size problems. Known heuristics for QAP can be classified into the following categories: (i) construction methods [8, 9] ; (ii) limited enumeration methods [10, 11] ; (iii) local improvement methods [12] ; (iv) simulated annealing methods [13] ; (v) tabu search methods [14, 15] ; and (vi) genetic algorithms [14] [15] [16] . Among these, (i) the tabu search method due to Skorin-Kapov [14] and (ii) the (randomized) local improvement method due to Li et al. [12] and Pardalos et al. [17] , which they named as Greedy Randomized Adaptive Search Procedure (GRASP), are the two most accurate heuristic algorithms to solve the QAP.
In the past, genetic algorithms have been applied to a variety of combinatorial optimization problems (see, for example, Goldberg [18] and Davis [19] ). In this paper, we suggest a genetic algorithm for the QAP which incorporates many ideas based on greedy principles. We call this algorithm the greedy genetic algorithm. The ideas we incorporate include (i) generating the initial population using a good (randomized) construction heuristic; (ii) new crossover schemes; (iii) special-purpose immigrations that promote diversity; (iv) periodic local optimization of a subset of the population; (v) tournamenting among different populations; and (vi) developing an overall design that attempts to strike a right balance between diversification and a bias towards fitter individuals. We test each of these ideas separately to assess its impact on the algorithm performance, and also compare our final algorithm on all benchmark instances in QAPLIB, a wellknown library of QAP instances compiled by Burkard et al. [20] . We find the greedy genetic algorithm to be a very robust algorithm for QAP; out of the 132 total instances in QAPLIB of varied sizes, it obtained the best-known solution for 103 instances, and for the remaining instances (except one) found solutions within 10/o of the best-known solutions. We also performed a limited computational testing comparing our genetic algorithm with GRASP and a genetic algorithm based on a representation developed by Bean [21] . In the past, three genetic algorithms for the QAP have been proposed. Bean 21 ] describes a generic genetic algorithm to solve those problems whose solutions are specified by permutations. This approach can be applied to the QAP as a special case but our computational investigations revealed this to be an unattractive approach since the deviation from the best-known solutions were too high. Tate and Smith [22] proposed another GA which uses the problem specific structure and tested it on 1 1 benchmark instances due to Nugent et al. 23 ] of size 5-30 facilities. This is a fairly direct implementation of the classical GA and does not use any greedy ideas. Fluerent and Ferland [16] describe another genetic algorithm which uses local search methods to improve the fitness of individuals. They present computational results on 13 benchmark instances of sizes from 40 to 100 facilities. They found that using local search methods substantially improves the correctness of the genetic algorithm for the QAP. In this paper, we investigate GAs incorporating some additional greedy ideas and test their effect on the accuracy of the solution. We also performed a more extensive computational testing which encompasses all the 132 benchmark instances in the QAPLIB, a well-known library of QAP instances, with problem sizes varying from 40 to 00.
Greedy genetic algorithm for QAP
Genetic algorithms represent a powerful and robust approach for developing heuristics for large-scale combinatorial optimization problems. The motivation underlying genetic algorithms can be expressed as follows: Evolution has been remarkably successful in developing complex and well-adapted species through relatively simple evolutionary mechanisms. A natural question is the following: What ideas can we adapt from our understanding of evolution theory so as to solve problems in other domains? This fundamental question has many different answers because of the richness of evolutionary phenomenon. Holland [24] provided the first answer to this question by developing genetic algorithms.
Genetic algorithms (GAs) imitate the process of evolution on an optimization problem. Each feasible solution of a problem is treated as an individual whose fitness is governed by the corresponding objective function value. A GA maintains a population of feasible solutions (also known as chromosomes) on which the concept of the survival of the fittest (among string structures) is applied. There is a structured yet randomized information exchange between two individuals (crossover operator) to give rise to better individuals. Diversity is added to the population by randomly changing some genes (mutation operator) or bringing in new individuals (immigration operator). A GA repeatedly applies these processes until the population converges.
GAs can be implemented in a variety of ways. The excellent books by Goldberg [18] and Davis [19] describe many possible variants of GAs. We also refer to these books for various GA notation such as chromosomes, alleles, genes, etc. In our research, we have used the GA with "steady-state reproduction" instead of the traditional "generational reproduction" because researchers have in general found it to be faster in practice (see, for example, Davis [19] This is a simple high-level description of our GA. Each execution of the repeat loop is called a trial. We will now describe how various steps of the GA are implemented when specialized for the QAP. We have incorporated several heuristics based on greedy principles to improve the performance of the GA. We will also describe the details of these heuristics.
Encoding scheme
An encoding scheme maps feasible solutions of the problem to strings. The effectiveness of the crossover operator depends greatly on the encoding scheme used. The encoding should be such
that the crossover operator preserves high performing partial arrangements (schemata) of strings, and minor changes in the chromosome translate into minor changes in the corresponding solution.
For the QAP, a natural encoding is the permutation of n numbers in the set N = {1, 2,..., n}, where the jth number in the permutation denotes the facility located on site j. In our implementation, we have used this encoding scheme.
Initial population generation
The performance of a GA is often sensitive to the quality of its initial population. The "goodness"
of the initial population depends both on the average fitness (that is, the objective function value) of individuals in the population and the diversity in the population. Losing on either count tends to produce a poor GA. By having an initial population with better fitness values, we typically get better final individuals. Further, high diversity in the population inhibits early convergence to a locally optimal solution. We used a population size of 100 individuals. For the QAP, several heuristics can be used to generate the initial population. In our implementation, we have used the initial solutions produced by GRASP (see [12] ). GRASP consists of two phases: a construction phase and an improvement phase. The construction phase uses a randomized greedy algorithm to assign facilities to locations one-by-one, at each step minimizing the total cost with respect to the assignments already made. The improvement phase uses a neighborhood search technique to improve the solution obtained by the first phase iteratively. Each application of GRASP yields a (possibly) different solution because of the randomization used in the construction phase. In our implementation of the GA, we have used the initial population comprising of solutions produced by the construction phase of GRASP. We did not apply the improvement phase. Our preliminary computational tests suggested that improving the initial population through the improvement phase would not have led to better overall results.
Selection
The selection criteria is used to select the two parents to apply the crossover operator. The appropriateness of a selection criteria for a GA depends upon the other GA operators chosen. In the literature, a typical selection criteria gives a higher priority to fitter individuals since this leads to a faster convergence of the GA. We compared this selection criteria with the criteria where each individual is equally likely to be selected. We obtained better overall results when the selection is not biased towards fitter individuals. Consequently, in our GA we selected both parents randomly giving equal probability of selection to each individual in the population.
Crossover
The crossover scheme is widely acknowledged as critical to the success of GA. The burden of "exploration" and "exploitation" falls upon it simultaneously. The crossover scheme should be capable of producing a new feasible solution (i.e., a child) by combining good characteristics of both parents. Preferably, the child should be considerably different from each parent. We observed that when the initial population is generated using a good heuristic method, then standard crossover schemes, such as the order crossover given in Davis [19] , generally fail to produce individuals
--better than both the parents. As the order crossover scheme did not give good results, we tested two more sophisticated crossover schemes, called the (i) path crossover scheme, and (ii) optimized crossover scheme. We shall now describe these schemes in more detail. We remark that these crossover schemes are not specific to the QAP, and would apply to any problem with chromosomes represented by permutations.
Path crossover
Let 1 and 12 denote two individuals. Applying a crossover scheme to these two parents produces a child, which we denote by 3. Let the chromosomes of 1, 12, and 13 be represented by
.. -bn, and c 1 - 2- c,, respectively. In any crossover scheme that we consider, the child inherits any genes common to both the parents; that is, if ak = bk for some k, then ck = ak = bk. In the two types of path crossovers described next, we define a path Pl -P2 -p-r where (i) each node in the path corresponds to an individual; (ii) the first node pi corresponds to 1, the last node pk corresponds to 12, and, (iii) for each 1 < k r -1, pk+ 1 is obtained from pk by performing a primitive transformation. We considered two types of primitive transformations: swap and insert. If we use a swap transformation, we get the swap path crossover scheme. If we use an insert transformation, we get the insert path crossover scheme. The path crossover was originally developed by Glover [25] , who referred to it as "path relinking". We use the alternative term "path crossover", because we think that it is more consistent with the usual terminology used in genetic algorithms.
In the swap path crossover scheme, we start at some position of the chromosomes, which is determined using a random process, and examine the chromosomes corresponding to I1 and z12 from left to right in a cyclic fashion. If the alleles at the position (or gene) being looked at are the same, we move to the next position; otherwise, we perform a swap of the alleles of two genes in I1 or in I2, whichever gives the fitter solution, so that the alleles at the position being looked at become alike. We repeat this process until all alleles have been considered. All chromosomes obtained using this process are valid children of I1 and 12; out of them we let 3 denote the fittest child. We illustrate the swap path crossover in Fig. (a) . Suppose we start at the first position. In parent 1, facility 5 is located at the first site and in parent 2 facility 2 is located at this site. There are two ways in which the two parents can move closer to one-another; by swapping the sites of the facilities 2 and 5 in parent or in parent 2. We compute the objective function values of these two solutions and we perform the swap for which the corresponding solution has a lower cost; the resulting solution is the first child. We then consider the alleles in the two resulting solutions starting at the second position and obtain possibly several children; the best among these is 3 In this example, we start at the first position; in general, we start at a position selected randomly and examine subsequent positions from left to right in a wrap-around fashion until all positions have been considered.
The insert transformation is similar to the swap transformation; the only difference is that to have the same alleles at a given position in the two chromosomes, we insert an allele at a new place thereby shifting the other alleles to the right in a way so that common alleles do not move. We illustrate the insert path crossover in Fig. (b) . For parent 1, the insert transformation consists of removing facility 2 from site 2 and moving to site 1 and facility 5 shifts to site 2. For parent 2, this transformation causes bigger changes. It moves facility 5 to site 1, facility 2 moves to site 2,~` facility 1 moves to site 5 (because facilities at sites 3 and 4 are fixed), and facility 6 moves to site 6. It is easy to see that the insert transformation causes changes which are radically different than the swaps.
Use of the swap or insert path crossover scheme yields one child 13 . One possible scheme is to keep the best two individuals among the two parents ( and 12) and the one child (13) . We found that this greedy scheme leads to premature convergence. If the parents are very good, the child is usually less fit than both parents, and the crossover operation does not change the population.
Rather, we required the child to replace one of the parents. If the child is fitter than both the parents, then it replaces the parent with which it is more similar; otherwise, the child replaces the worse parent. This crossover scheme ensures that the children not only inherit useful information from their parents but also search new regions of the solution space. Further, our rule for replacement of a parent by the child ensures that the best individual in the population is never replaced. Such an approach is called as elitist approach in the literature.
Optimized crossover
In the optimized crossover scheme, the genes of the parents are selected so as to optimize the fitness of the child. Use of optimized crossover in GAs has yielded encouraging results for the independent set problem [26] .
Using the optimized crossover scheme, the two parents produce a child, which is called the optimized child. We will now explain how to determine an optimized child for QAP. Let .. V} representing sites. We can represent an individual I by an arc set E in G as follows : (ut, vj) E if and only if facility i is located at sitej. Now, consider the union of two arc sets E 1 and E2 corresponding to two parents I~ and I2. An optimized child of I and 12 is a perfect matching in G' = (UuV, E. uE 2 ) with the least objective function value. See, for example, Fig. 2 . EluE 2 is a collection of (i) singleton arcs (corresponding to common alleles), and (ii) node-disjoint cycles (corresponding to different alleles). Suppose that there are k cycles. In this case, there are exactly 2 k perfect matchings in G', because once we select any arc in any node-disjoint cycle for inclusion in the matching, we must select every other alternate arc. Hence arcs in any cycle can be selected in exactly two ways. Since there are k cycles, there will be exactly 2 k children of I1 and I2; for each such child, we determine the objective function value, and the child with the least objective function value is the optimized child. This child replaces one of the parents using the same strategy as in the path crossover scheme. One might wonder whether we can identify an optimized child in polynomial time. This is not likely because it can be shown (proof omitted) that determining an optimized child is also an NP-hard problem. Nevertheless, the exhaustive enumeration method may be efficient in practice because k may be very small. For most problems in our test bed, the number of cycles is less than 5.
In our investigations, we used all three crossover schemes outlined above. In preliminary testing, we obtained best results from the insert path crossover scheme. Subsequently, we performed detailed computational testing using the insert path crossover scheme. 
Mutation/Immigration
Mutation refers to the process of increasing diversity in the population by introducing random variations in the members of the population. Researchers have used immigration in place of mutation to achieve the same purpose (see, for example, Davis [19] ). Immigration refers to the process of replacing poor members of the current population by bringing in new individuals. For our implementation of GA, we choose immigration. We also used a variant of mutation, which we discuss below in the subsection on local optimization. We could use the same method to generate immigrants that we used to generate the initial population. We found that this did not introduce new genetic material to the population and the GA converged prematurely, possibly because the method did not introduce sufficient new genetic material. Therefore, we use a different scheme to generate immigrants that produces individuals significantly different than the ones already in the population and hence forces the algorithm to search newer regions of solution space.
Let us define an n x n matrix a -{cxjjI whose (i, j)th position stores the number of individuals in the population (present as well as all past members) in which facility j has been assigned to site i.
A lower value of cij implies that fewer individuals in the population had facility i assigned to site j.
To promote diversity, we encourage this assignment in new individuals. We generate a new individual for immigration using the following method. We first select a permutation of n numbers obtained using a random process; this gives us the order in which we consider the sites one-by-one. To each site under consideration, say site k, we assign the unassigned facility for which kl is minimum. We stop when all sites have been considered; at this point, all facilities have also been assigned. This assignment promotes individuals from the under-explored solution space, and though the process does not explicitly use randomness, it typically yields new individuals.
We experimented with three rates of immigration: 10%/ (that is, one immigration after every 10 trials), 20%, and variable immigration rate. In the variable immigration rate, we start with the immigration rate of 10% and increase this rate by 2% after every 200 trials. We also introduced immigration when we found that the diversity in the population is below an accepted threshold level.
Local optimization
Commonly used approaches for solving NP-hard problems are local optimization, simulated annealing, and tabu search; all three approaches rely on a neighborhood structure. For the QAP problem, the 2-exchange neighborhood (that is, obtained by swapping two numbers in the permutation) has been extensively investigated and found to be a fairly powerful heuristic. Local optimization based upon the 2-exchange neighborhood can be used to improve the quality of any population. We observed that periodic local optimization of a subset of the population improves the performance of the GA, and hence we incorporated it into the algorithm. After every 200 trials, we locally optimize 20% of the population. We store individuals using arrays: after 200 trials we locally optimize the first 20%, after 400 trials we locally optimize the next 200/0, and so on. When we reach the end of the array, we return to the beginning of the array.
.
Tournamenting
In principle, one can apply a GA many times starting with different populations, and choose the best individual obtained among all the runs. As an alternative, we consider the following approach, one that takes the final population of two different runs, keeps 50% of the individuals in the two runs, and applies the GA again with this mixed population as the initial population. The basic idea behind this scheme is that it allows the best alleles of two different runs to be combined through crossover operator to create fitter individuals. In a sense it permits the GA to search regions that are "in between" the regions to which the two populations converged. Generalizing this idea further for multiple runs gives us a GA with "tournamenting". Fig. 3 describes the tournamenting scheme with four teams; one can easily generalize this approach to a larger number of teams.
When we use tournamenting, we terminate the execution of a GA before the population converges, since we found that allowing the GA to run until the population converges leads to poorer solutions, possibly because of the lack of diversity in the final populations. We found that after 1000 trials of our GA, the population quality is good and there is sufficient diversity. We choose to terminate the GA after 1000 trials.
We considered several options for eliminating 50% of the two populations, say P and P in order to obtain the initial population P 1 2 for the next round, including the following two options: (i) select the best 50% of the union of the two populations; and (ii) the union of the best 50% of the populations P and P 2 . Both these schemes have the drawback that multiple copies of the fitter individuals might dominate the population. We obtained a better mix by performing a one-to-one competition between individuals of the two populations; we compare the kth individual of Pi with the kth individual of P 2 and the fitter one moves to the next round.
Computational results
In this section, we present the computational results of the greedy GA when applied to all the 132 instances of the QAPLIB compiled by Burkard et al. [20] . Our algorithms were programmed in the C programming language and implemented on a HP 6000 computer. We also compared our algorithm with GRASP, and our implementation of a random key genetic algorithm due to Bean [4] .
Computational time and accuracy
We present in Table 1 the running times and the accuracy of the greedy GA applied to all the instances in QAPLIB. The computational times given in Table I are in seconds. Problem sizes in QAPLIB vary from 10 to 100, and all problems are dense. The middle numeric digits in the problem identification state the problem size. We present results for the following three versions of the algorithm:
The initial population is generated using Phase I of GRASP, all individuals in the population are equally likely to be selected for crossover; insert path crossover is used; immigration rate is set to 10/%; after every 200 trials, 200/o of the population is locally optimized; and tournamenting with four teams is used. The objective function values of the best known solutions are given in Burkard et al. [20] . We will give only the percent deviation from the best known solutions, in the columns marked GA-1, GA-2, and GA-3. We give the computational times only for version 1; the time taken by version 2 is comparable to the time taken by version 1, and version 3 takes time approximately twice the times taken by version 1. We observe that the average deviations of these three versions are 45%, 26%, and 11%, respectively. Thus, the greedy GA with eight-team tournamenting was the most accuate method for this test bed. It also has a very robust performance. We find that out of 132 problem instances, this method obtained the best-known solution for 103 problem instances; and out of the remaining 29 problems only once was the deviation more than one percent from the best-known solution. Moreover, we obtained these results by applying the algorithm only once. We anticipate that the results will improve if we apply the greedy GA several times starting with different seeds for the random number generator.
We now present results contrasting the various schemes employed by us in the greedy GA. We select Version of the greedy GA (without tournamenting) as the benchmark algorithm and investigate how its performance changes as we modify its attributes (such as, the selection scheme,
I--~f~--J-ar laur -r ls rrrraa aras,*r - Table 1 Computational results of the three versions of GAs Problem name GA-1 TIME GA-2 GA-3 Problem name GA-1 TIME GA-2 GA-3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0. or the crossover). For the sake of brevity, we do not present results for modifications made in two or more schemes simultaneously we tried some of these modifications, and found them to be by and large consistent with modifications in single scheme. We investigated the algorithmic modifications using the fllowing II benchmark instances selected from QAPLIB: Initial Population: We compared GAs using the following three methods of generating the initial population: (i) random population; (ii) using the first phase of GRASP; and (iii) using both phases of GRASP. These methods give average deviations of 0.73%, 0.70%, and 0.75%, respectively. We observed from this limited computational testing that the performance of the GA is relatively insensitive to the method used for initial population generation.
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Selection: We next compared two selection strategies: when all individuals are equally likely to be selected for crossover, and when fitter individuals have greater likelihood for selection (the most fit individual is twice as likely to be selected as the least fit individual). We found that both the methods have an average deviation of 0.69%. Hence, the unbiased selection appears to be as good as the biased selection.
Crossover: We next determined the 0/ deviation fr the best individual obtained b GA using three different crossover schemes: optimized crossover, swap path crossover, and insert path crossover. We found that these crossover schemes obtained average deviations of 0.92%, 0.76%, and 0.69%, respectively. For this limited testing, the insert path crossover gives the best results among the three methods.
Immigration: The performance of a GA can depend upon the method used to generate immigrants. We compared two schemes of generating the immigrants -the first scheme generates immigrants using the same method as used to generate the initial population and second scheme using a different method that promotes diversity (see Section 2). The GA with the first scheme gave an average deviation of 0.82% and the GA with the second scheme gave an average deviation of 0.63%. Hence the scheme that promotes diversity appears to give slightly better overall results for this test bed.
Local optimization: In Fig. 4 , we assess the effect of periodically optimizing a part of the population. The GA without local optimization has an average deviation of 6.4 and the GA with local optimization has an average deviation of 0.6%. Clearly, the GA in which local optimization is performed is much more accurate than the GA in which local optimization is not used. We see that the local optimization plays an important role in improving the quality of the individuals in the population. In fact, the local optimization contributes more to the quality of the solution than any of the other features that we analysed. Tournamenting: In Fig. 5 , we compare the percent deviations of the best objective function value obtained using the GA without tournamenting, and two GAs with tournamenting (4 and 8 teams).
We found that these methods obtain average deviations of 0.78%, 0.37 %, and 0.34%, respectively.
Hence tournamenting was successful in improving the quality of the solutions for our test bed. But this advantage was at the expense of an increased running time. A GA with four-team tornamenting applies GA 7 times and the GA with eight-team tournamenting applies GA 15 times. To perform a fairer comparison, we compared the GA with four-team tournamenting with the best of seven runs of GA without tournamenting and found that GA with tournamenting is not significantly better than the GA without tournamenting. Hence, after accounting for time differences tournamenting was not beneficial. Comparison with Random keys Algorithm: Bean [21] gives a general purpose GA for optimization problems with a permutation encoding, called the random keys GA. This approach applies to QAP as well. We developed a computer program for this algorithm and compared it to the greedy GA on the benchmark instances. Fig. 6 presents these results. The average deviation of the greedy GA was less than 1% and the average deviation of the random keys GA was about 11%. Hence we found the greedy GA to be substantially superior to the random keys GA in terms of the quality of the solution obtained. We note that the random key GA is a generic approach and was not fine-tuned for the QAP. In contrast, the greedy GA incorporates a number of features that exploit the structure of the QAP.
Comparison with GRASP: Li et al. [12] developed GRASP and presented extensive computational results that suggested that GRASP is the most accurate method for solving QAP for medium-to large-size problems. GRASP is an iterative method and is applied a large number of times with (possibly) different starting solutions. The accuracy of the best solution improves as more iterations are performed. In a similar fashion, the greedy GA can be applied several times to improve the performance of the algorithm. To obtain a fair comparison between GRASP and GA, we compared the accuracy of the two algorithms while running GRASP for the same time as that taken by the greedy GA. We apply GA with tournamenting (four teams) once and note the time taken, say x s. We then run GRASP for x s and compare the best solution obtained with the GA solution. Fig. 7 gives this comparison on the benchmark instances. We could not do the comparison on all the 1 1 benchmark problem instances because four of these instances are nonsymmetric and GRASP can be applied to symmetric instances only. On these seven benchmark instances, the greedy genetic algorithm performs better than GRASP. This computational testing is suggestive and by no means conclusive. First of all, we tested on a limited number of test instances. Secondly, we devoted considerable effort in fine-tuning the genetic algorithm but made little effort to fine-tune the parameter settings for GRASP.
Summary and conclusions
In this paper, we developed a new genetic algorithm for QAP and presented computational results of the algorithm on a large set of standard problems in the literature. We call our algorithm the greedy genetic algorithm since it incorporates many greedy principles. The principal findings of our paper are the following:
I. Path crossover performed slightly better than optimized crossover, possibly because it keeps the population sufficiently diverse. 2. The algorithm had slightly better performance when the method used to generate immigrants was different than the method used to generate the initial population. 3. Periodically optimizing a subset of the population improves the overall performance of the genetic algorithm substantially.
. We find that success of a greedy genetic algorithm depends upon striking the right balance between greediness and maintaining diversity of the population. Greediness improves the quality of the individuals substantially, but overdoing it is detrimental to the overall performance of the gehetic algorithm. We obtained the right balance through extensive computational testing. We believe that the greedy principles obtained in this paper might lead to improved genetic algorithms for other combinatorial optimization problems as well. It is plausible that using these ideas one could develop' genetic algorithms for several hard combinatorial optimization problems that are better than or comparable to algorithms based on other heuristic optimization techniques.
