The interlinking, maintenance and updating of different Linked Data repositories is steadily becoming a critical issue as the amount of published data increases. Hence, the automation or the provision of substantial computational support in various phases of the management process is a particularly important topic. The present paper discusses the main considerations of managing and evolving Linked Data repositories and proposes an experimental methodology, based on the usage of unstructured online information, for handling the issues emerging from the Linked Data management process.
INTRODUCTION
The Linked Data initiative aims to provide a set of guidelines and best practices for publishing structured data and associating it with other resources. The Linking Open Data community project [12] aims to publish open data sets as RDF triples and establish RDF links between objects from different data sets.
The steadily increasing amount of the datasets involved in the project and the structured nature of the included information provides a foundation for establishing fast, easy and customizable access to substantial information resources. However, it is important to ensure that the information provided by such repositories is constantly updated and expanded. It is necessary to examine the adequacy of the concepts and relations used for describing any entity as well as assessing the validity of the RDF triples. A possibly promising approach is to exploit the rich and constantly updated content available in the World Wide Web in order to build methods for tackling the aforementioned issues. In this paper, we elaborate on the different aspects of Linked Data management and propose a system architecture for supporting the various needs of the task, based on the usage of unstructured web data. An early implementation of core parts of the system is described and the results acquired from experimental runs are presented and analyzed.
The rest of the paper is structured as follows. The main aspects of Linked Data management are identified and described in Section 2. Section 3 showcases our proposed approach for exploiting Web Data as a means for acquiring additional knowledge towards handling the Linked Data management aspects. Section 4 describes our preliminary experiments on using the aforementioned methodology, and the respective results are presented in section 5. We conclude and report on further work in Section 6.
MANAGING LINKED DATA
In [2] , the main challenges for publishing and maintaining Linked Data are observed. The core issues that are taken into account are User Interfaces and Interaction Paradigms, Application Architectures, Schema Mapping and Data Fusion, Link Maintenance, Licensing, Trust, Quality and Privacy. From a technical point of view, several of these issues can be supported by technological solutions. Generalizing the aforementioned concerns and putting them under a research/ technological perspective, we identify the following main considerations that should be taken into account when managing Linked Data repositories, categorized under four aspects.
Conceptualization management: The underlying schema description should be aligned with other available and widely used schemas. Furthermore, the schema should be revised and expanded in order to become more accurate and/or describe additional information; Population of the repository: It is important to provide a semiautomatic way to propose new instantiations of the data that are relevant to the domain and scope of a repository.
Linkage to other Spaces: Examining the semantics of the available information, the alignment with other existing repositories, the identification of identical entities, the discovery of identical property values and the linking of properties to concepts defined in external Linked Data sources is central to the notion of the Linked Data Universe.
Data validation/curation: The underlying data should be frequently and accurately examined for determining if the assigned property values hold, if the links to other repositories are valid and if there are inconsistencies present in the repository.
USAGE OF WEB CONTENT FOR LINKED DATA MANAGEMENT
This section showcases our proposal for an architecture that incorporated several different modules for supporting the processes analyzed above. The functionality of each individual module is described and the flows and interdependencies are explained. Furthermore, we present the initial implementations of some of the involved components, over which the first experiments were conducted.
Architectural Design of the Envisaged Solution
The proposed approach suggests the usage of web content in order to assist (or automatically perform) on the execution of the tasks described in the previous section.
The architecture depicted in Figure 1 identifies the core technologies that are used for conceptualizing, populating, linking and validating Linked Data. A central part of the architecture is the information retrieval and extraction processes. The former deals with the acquisition of raw web content (i.e. web pages). The latter aims to discover specific entities that are defined, described or mentioned in this content and identify relationships between them, or properties of each individual entity. The extracted relation tuples are used in conjunction with elements of the Linked Data space, either by exploiting lexical information or by taking into account the explicit or implicit semantics provided by the repository and its links to other resources, in order to feed the rest of the components. The underlying schema of the dataset is provided as input to the Ontology Enrichment and the Ontology Alignment modules, along with the extracted relations. These modules (as explained in Section 3.2.2) are responsible for identifying correspondences between schemas of different Linked Data Spaces, as well as, discovering concepts and properties that are used extensively when describing relevant entities on the web and are not taken into account by the present conceptualization. The extracted relations can also be used in order to obtain possible new instances of different concepts in the schema, or provide additional property values for an entity. This task is realized by the Instance Discovery module, which compares at the instance level the triples of the Linked Data repository with the obtained tuples and proposes new triples for incorporation in the repository.
The Linking Module examines the data of different spaces, identifies tuples that contain arguments or relations belonging to different repositories and proposes links between these repositories. Finally, the Validation module functions similarly to the Instance Discovery Module. However, instead of discovering new values/ instances, the module compares the relations between entities as defined in the repository with relations derived from the extraction process and discovers possible inconsistencies, repetitions and other problems that may be present. The specific techniques used for each module should be adaptable and able to The Linked Data Access Module is responsible for consuming the endpoints provided by the examined Linked Data repositories and retrieving the information that is to be propagated to the Retrieval Engine. This can be, for example, labels, descriptions, property values etc. These are fed to the Bing Wrapper, which crawls the Web and retrieves the pages to undergo the Information Extraction process.
Current Implementation

Retrieval & Information Extraction
In order to get a text segment suitable for information extraction, we processed each page retrieved from the search session in the following manner: The raw HTML page was stripped from irrelevant information. This included formative content like HTML tags and scripting sections, as well as content that was irrelevant to the main text of the page, like menus, ads, lists of previous articles etc. We based the module for removing such elements on the boilerpipe library. A step that was deemed necessary was the resolution of co-references within the text. The absence of such an analysis led to the production of numerous relations that were not useful since they associated entities that could not be resolved. Use of pronouns and generic terms, like "the band", "the group" do not allow the direct expansion of the relation set for an entity. To overcome this issue, we use the coreference resolution module of the OpenNLP Tools. Finally, we enforced the OpenNLP name entity resolution module in order to identify Named Entities within the obtained text segments. Lexemes recognized as named entities were given greater priority during the graph construction phase, as the probability of them being distinct object is greater. All this functionality is realized by the Content Pre-processing Module.
Figure 2. Retrieval Engine & Information Extraction Module
For the information extraction process, we used the REVERB system [4] , which follows the Open Information Extraction paradigm, building on the methodology of previous systems, like TEXTRUNNER [1] . TEXTRUNNER returns a set of relation tuples by executing a single pass over the entire input corpus and assigns a probability to each tuple based on the probabilistic model of redundancy in text proposed by [3] . REVERB expands this method and introduces a constraint enforcement mechanism in order to improve on the accuracy of the produced relation set. A syntactic constraint eliminates incoherent and uninformative extractions, while a lexical constraint rejects overly specific -and thus not useful -relations by examining the amount of distinct arguments presented in the corpus for the relation. The relation tuples produced by REVERB include three components. That is, they have the form (Arg1, Rel, Arg2), where Arg1 is an entity connected unidirectionally via the relation Rel with Arg2.
The use of an open information extraction module, as opposed to a domain-aware system, can be somewhat detrimental to the precision of the results set; however, it constitutes the system adaptable to radically different content and allows its usage for various domains.
Ontology Alignment & Ontology Enrichment
At the moment, we are focusing on the Ontology Alignment and Ontology Enrichment modules of the architecture, trying to examine the effectiveness of using relations extracted from web content to facilitate these tasks. There are various techniques used for performing ontology matching. A common method is the application of linguistic analysis within the ontology in order to compute similarities on the textual level. Another strategy for ontology matching is the examination of structural properties of the ontologies to be merged. The graph structure derived from the ontology, commonly via is-a/ part-of relationships between concepts, provides a means for examining the similarity between two ontologies based on the connections between their concepts. Instance-based approaches, where instances of the objects described by the ontologies are available and annotated with ontological terms, are also of particular interest. Similarity between instances can lead to suggestion of similarities between the underlying concepts. Finally, external knowledge information, such as thesauri, dictionaries and taxonomies, are frequently employed in ontology matching in order to provide further information about the semantics of the concepts and relations in the ontologies to be matched.
In practice, these approaches are not mutually exclusive, as ontology alignment systems can use combinations of them or employ selection strategies to invoke a matcher based on features specific to the matching task at hand. Some prominent recent alignment systems and their approaches are described below.
SAMBO [8] is used for matching (and merging) biomedical ontologies. It supports the merging of ontologies expressed in OWL format. The system combines different matchers, each one computing a similarity value in the [0, 1] space. The terminological matcher examines similarities between the textual descriptions of concepts and restrictions of the ontologies, using the n-gram and edit distance metrics and a linguistic algorithm that compares the lists of words of which the descriptions terms are composed and discovers the common words. A structural matcher relies on the position of concepts relative to already aligned concepts and iteratively aligns additional entities based on their structural association (is-a/part-of connections with entities aligned during a previous iteration). SAMBO also examines the similarity of terms in the ontologies with an external domain- specific resource (UMLS) and employs a learning matcher that classifies documents with respect to their relation with ontology concepts and associates the entities that encapsulated the same documents.
RiMOM [9] uses a multi-strategy ontology matching approach. The matching methods that are employed are (a) linguistic similarity and (b) structural similarity. The linguistic similarity adopts the edit distance and vector instance metrics, while the structural similarity is examined by a modified similarity flooding [10] implementation. For each matching task, RiMOM quantifies the similarity characteristics between the examined ontologies and dynamically selects the suitable strategy for performing the task.
The ASMOV [7] system handles pairs of ontologies expressed in OWL. The process employed by ASMOV includes two distinct phases. The similarity calculation phase activates linguistic, structural and extensional matchers in order to iteratively compute similarity measures for each pair of entities comprised by the elements of the ontologies to be matched. The measures are then aggregated into a single, weighted average value. From this phase, a preliminary alignment is produced by selecting the maximum similarity value for each entity. During the semantic verification phase, this alignment is iteratively refined via the elimination of the correspondences that are not verified by assertions in the ontologies.
BLOOMS [6] is an alignment system that discovers schema-level links between Linked Open Data datasets by bootstrapping already present information from the LOD cloud. After a lightweight linguistic processing, it feeds the textual descriptions of concepts in two ontologies to the Wikipedia search Web Service. The Wikipedia categories to which the search results belong to are inserted into a tree structure that is expanded with the subcategories of the aforementioned categories, until the tree reaches the fourth level. The trees belonging to the "forests" of the two input ontologies are compared in pairs and an overlap value is assigned to each tree pair. Based on this value, BLOOMS defines equivalence and specialization relations between the concepts of the ontologies.
Our approach is based on the examination of the Linked Data at the instance level, the comparison of this information with the tuples derived from the Information Extraction process and the propagation of the found similarities at the conceptual level, in order to discover mappings between the examined schemas or add further concepts and properties to these schemas.
We define the following cases for pairs of relation triples that are likely to have some semantic relevance between them:
 Relations triples with similar Rel fields but different Arg fields  Relation triples with similar Arg fields but different Rel fields  Relation triples with all three fields similar At this version of the system, we use a pure linguistic approach for deciding on the similarity between the fields of a triple. First, the corresponding fields are stemmed and possible secondary terms (prepositions, auxiliary verbs etc.) are eliminated. Then, we retrieve the senses to which the resulted terms belong according to WordNet [5] . If the terms under comparison shared a common WordNet sense, we consider the terms similar. The notion of "sense" includes the case of synonyms and to some extend covers related terms, though domain-specific relations are not always discovered. Following the production of relations from the OIE module, the next step is to construct a graph denoting the associations between entities, as they occurred in the relation set.
Each of these entities constitutes a node in the graph. Going through the relation set, we retrieved every relation that involved the specific entity as either argument. These relations are the vertices from the given node to other entities. After repeating the step for every entity, we construct an unconnected graph that included every direct relation discovered for every entity.
The next step is to identify relations that are already in the RDF of the dataset. For each tuple (E, rel, Arg) or (Arg, rel, E), where E is the currently examined entity, rel is a lexicalization of an association and Arg is the other entity involved in the relation, we examined if rel is synonymous or similar to a property in the RDF. Specifically, we compared rel and the property names found within the LOD RDF using JWNL [https://sourceforge.net/projects/jwordnet/], a Java library for accessing WordNet. If the two strings, after trivial manipulation like elimination of non-letter characters, are found to have a common sense in WordNet, the two relations are considered similar. If the argument Arg in the relation triple is also a lexicalization of the object linked with the entity E in the LOD dataset, we claim that the entity belongs to the dataset and the rest of the relations are possibly additional concepts for describing it.
The existence of a relation from or to an entity of known classification in multiple entities within the same dataset and between the two distinct datasets used for extracting web information is a good quantifier for increasing the probability that the property holds as a characteristic of the class and therefore it could be added in the ontology.
PRELIMINARY EXPERIMENTATION
In this section we describe a preliminary experimental setup for the implemented modules of Retrieval, Information Extraction and Ontology Alignment & Enrichment. We report on the results in Section 5.
Examined Linked Data Repositories
For these experimental runs, we used two Linked datasets pertaining to the music domain.
Jamendo is a repository of music licensed under Creative Commons. Jamendo hosts 55451 albums; however, that dataset includes 5786 of them, created by 3505 artists. For the purposes of our experiment, we used the RDF dump for the dataset, since the available web service seems unstable and became frequently unavailable. The dataset is interlinked with GeoNames. The GeoNames database is accessible via daily dumps and Web Services. For obtaining lexical information on the GeoNames entities included in Jamendo, we used the Java client for GeoNames Web Services.
Magnatune is an independent label, which follows the pay-as-youwish business model for the creations of its artists. Part of the label's roster is described at the Magnatune dataset, in similar fashion with that of Jamendo. The dataset includes descriptions for 318 artists, 706 records and 17203 music tracks.
Retrieving the Queries (Linked Data Access Module)
The main entity that we used for our search queries was the artist's name, retrieved from the foaf:name property within the RDF description of a given entity. When the name contained less than two words (excluding stop-words like "the", "a" etc.) we appended the query string with the term "music", in order to avoid large amounts of irrelevant results from the search engine. 
EXPERIMENTAL RESULTS
Retrieval & Information Extraction
The Retrieval Engine retrieved 376,300 pages, which were added to the experiment corpus.
From these pages, REVERB returned a set of 21,340,000 relations. Some of the relations were obviously invalid, since they associated entities with incoherent lexicalizations. We discarded relations for which any of the constituents contained HTML tagging or dynamic elements (JavaScript snippets). Furthermore, identical relations were merged as one entry in the relation set, keeping their frequency in a hash.
Ontology Alignment & Enrichment
In order to construct an artist graph, we considered as possibly valid the relations that were encountered more than two times in the relation set.
An example of a sub-graph for a specific artist -with some indicative relations-is depicted in figure 3 . The produced graph includes relations that exist in the RDF description from the Linked Data repository (e.g. (Beth Quist, recorded, Lucidity) and meaningful relations that could be included in the description (is a vocalist and pianist, participated in the duo Ishwish). However, there are relations that have no concrete meaning (is an angel, includes perspective) and relations that are not sufficiently resolved (recorded her last solo album).
Figure 3. Exemplary Relation Graph for an Artist
The Alignment module examined the similarities between graphs and deduced which entities seem to belong under the same concept. Between datasets, the main entities (artist/band, record/album, track/song) and properties (name, record name, year of release) were correctly aligned. However, subsumption relationships were essentially ignored, as for example, the band class is actually a subclass of the artist class, while the system discovered an identity relation between them.
Regarding the discovery of new concepts or properties, several relations were found with high frequency, both horizontal (for many artists) and vertical (in many page segments referring to the artists) Meaningful relations, as, for example, relations stating participation in a music group are frequent, so it is highly possible that membership is a meaningful property. On the contrary, a relation stating that musician A "is an angel" does not appear for multiple artists, therefore the probability of such a relation being meaningful is reduced.
CONCLUSIONS & FUTURE WORK
The preliminary results of our experiments indicate that there are adequate reasons to further investigate the described approach. However, there is significant work that needs to be done in order to improve on the system. The calculation of relation triple similarity seems to be the most detrimental aspect for the accuracy of the system. The simple textual analysis that was employed for determining similar fields in the triples does not produce a reliable response in all cases, as it is both imprecise and incomplete. Specifically, it seems that a common relation field is not a good indicator of a semantic association per se, so its contribution to the similarity score should be reduced. We will examine the use of more elaborate techniques, like entity matching on the argument fields of the relations in order to improve the efficiency of this step. Furthermore, we will observe the impact of introducing domain knowledge on the precision of the information extraction process. The need to retain the open, domain-independent nature of the information extraction process is important to us; however, approaches like the ones proposed by [11] and [13] allow the unobtrusive inclusion of domain-specific information.
An important issue that has not been addressed adequately by the current method is distinguishing between equivalence and specialization relations between the compared classes. An important step is to combine our metrics with the existing structural information in the classification schemas so as to identify the exact type of association between two classes.
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