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ABSTRACT
During 2015 and 2016, the Laser Interferometer Gravitational-Wave
Observatory (LIGO) conducted a three-month observing campaign.
ese observations delivered the rst direct detection of gravita-
tional waves from binary black hole mergers. To search for these
signals, the LIGO Scientic Collaboration uses the PyCBC search
pipeline. To deliver science results in a timely manner, LIGO collab-
orated with the Open Science Grid (OSG) to distribute the required
computation across a series of dedicated, opportunistic, and allo-
cated resources. To deliver the petabytes necessary for such a large-
scale computation, our team deployed a distributed data access
infrastructure based on the XRootD server suite and the CernVM
File System (CVMFS). is data access strategy grew from simply
accessing remote storage to a POSIX-based interface underpinned
by distributed, secure caches across the OSG.
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1 INTRODUCTION
e Open Science Grid (OSG) [15] is a “national, distributed com-
puting partnership for data-intensive research;” it provides a fabric
of services for achieving Distributing High roughput Computing
(DHTC) [13] across dozens of computational facilities. OSG excels
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at allowing users to distribute their loosely-coupled batch jobs on
a wide set of facilities and infrastructures.
e LIGO Scientic Collaboration’s PyCBC search for gravi-
tataional waves [18] is an archetypal OSG application from the
computational point-of-view. PyCBC analyses LIGO data in two-
week blocks, requiring hundreds of thousands of individual HT-
Condor batch jobs, each lasting at least an hour. ere is enough
parallelism to consume tens of thousands of cores simultaneously
and no stringent latency requirements for completion.
However, the PyCBC pipeline requires terabytes of non-public
input data; throughout the analysis, the data may be read up to 200
times. Accordingly, the PyCBC pipeline was historically always
run at sites with a full copy of the LIGO data on a shared lesystem.
To run PyCBC on two dozen opportunistic OSG sites would require
the LIGO team to maintain two dozen full copies of their input data,
an operationally daunting - if not impossible - task for small sites
that may only be able to contribute a few hundred cores.
In this paper, we present a dierent approach taken to process
the data from LIGO’s rst observing run in 2015 and 2016. We built
an infrastructure which utilized remote streaming from a centrally
located data store to individual PyCBC jobs. is allowed us to
remove the requirement for a local copy of the data, signicantly
increasing the number of sites LIGO could utilize. In 2015, this
infrastructure was accessed using standalone transfer clients; in
2016, the approach was improved to include CernVM-Filesystem
(CVMFS) to provide POSIX-based access.
is infrastructure has evolved from including a basic data access
service at Nebraska for LIGO to a data management ecosystem,
involving a series of caches, multiple data sources, and POSIX-
based access with a broad range of potential applications. Section 2
outlines the state-of-the-art in the OSG prior to this work and the
constituent pieces of our solution. Sections 3 and 4 explains the
two phases of the implementation and the resulting performance,
respectively. Finally, in Section 5 we discuss how we plan to evolve
this system into a exible, multi-tenant, global data management
system.
2 BACKGROUND
Historically, the OSG has focused on providing a high-level com-
putational services such as the dynamic creation of batch systems
across multiple sites utilizing the pilot model [17]. In the pilot
model, a central factory performs remote submission of batch jobs
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(pilots) to a known set of resources. ese pilots are launched by the
site batch system and actually consist of another layer of worker
node soware; this worker node soware connects to a larger multi-
site resource pool. OSG utilizes GlideinWMS [17] to perform this
function.
Compared to the GlideinWMS service, OSG’s oerings in data
access are relatively low-level: they have focused on allowing re-
mote access to a lesystem [1]; organizations have to subsequently
build data management systems [5, 11, 16] on top of the remote
access. Aempts to recreate these large-scale experimental data
management solutions for general use have been unsuccessful [12].
ese are necessarily complex - they must track le location, man-
age space usage, implement robust site-to-site transfer agents, and
have operational procedures in place to handle data loss or incon-
sistencies at sites. is last item is the most dicult: data loss
is treated as an unexpected event yet, over dozens of lesystems
(some large and well-run; some small and run by grad students),
becomes relatively regular.
Hence, site admins must be responsive and take part of opera-
tions for these “traditional” data management systems to function.
is drives the cost to the organizations that own the distributed
architectures – and excludes opportunistic users such as LIGO from
eectively using large-scale data management on the OSG.
On the other hand, one of the key tools utilized on the OSG
is CernVM-Filesystem (CVMFS) [4], a global lesystem used to
distribute publicly-available soware across the planet. Groups
write their soware into a CVMFS repository server and the so-
ware is distributed via HTTP over a large-scale content distribute
network (CDN) based on a multilevel series of hierarchical caches.
Unlike the data management systems, data loss - cache eviction -
is expected, cache failure is recoverable via failover, and sites do
not even need local infrastructure to utilize the system. However,
the existing CDN was oriented toward working set sizes of typi-
cal of large soware stacks (around 10GB) - insucient to meet
LIGO’s data needs. Further, to achieve scalability, CVMFS defaults
to having all data public.
As part of previouswork, we introduced extensions to the CVMFS
soware to eciently publish much larger datasets kept on a single
storage element instead of the single repository server. Further, the
OSG deployed a new series of caches with the StashCache infras-
tructure [19, 20]; this hardware allows ecient distribution of data
when the working set size is up to 10TB.
Underlying the StashCache soware, XRootD [7] is soware
suite to provide ecient data access to an underlying lesystem.
Multiple xrootd daemons can be clustered together into a a dis-
tributed data access infrastructure. When multiple sites cluster to
provide a single namespace, we refer to this as a data federation.
e StashCache caching infrastructure fronts a data federation for
OSG users; StashCache provides necessary scalability so OSG users
do not need to provide scalable storage to be in the data federation.
Figure 1 shows the architecture of the StashCache, including
both the data federation and OSG-run caches. Jobs, at the boom,
request data from the caching proxies, which are running XRootD.
If the caching nodes do not have the data, the caching nodes query
the OSG’s XRootD redirector to determine the data source. At the
top, multiple data sources provide the authoritative source for data
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Figure 1: Architecture of StashCache
to the caching nodes. e data is streamed to the job as it arrives at
the caching nodes.
e caching proxies are geographically distributed across the U.S.
e jobs use soware such as CVMFS or stashcp that determine
the nearest cache.
3 IMPLEMENTATION
3.1 PyCBC Data Needs
e PyCBC workow consists of approximately a hundred thou-
sand jobs for each day’s worth of recorded LIGO data; the total need
is driven by various aspects of the science (for example, enough
data must be analyzed to measure the statistical signicance of
detection candidates) and the computational aspects (re-running
failed jobs, re-submiing incorrectly constructed workows, or
running a workow on a new version of the scientic application).
e workows themselves are managed using the Pegasus Work-
ow Management System [6]. Each job in the workow reads one
or two frame les, containing the calibrated output of the LIGO
detectors. Each le is approximately 400MB and represents 4,096
seconds of detector data. e average job in a PyCBC workow
has an execution time between one hour and tens of hours. Jobs
typically run on single cores. Hence, the average sustained input
data needs is 1Mbps per job. e “Observation Run 1” (O1) data
from 2015-2016 is approximately 7TB. e “Observation Run 2”
(O2) data, starting in late 2016 and ongoing at time of writing, is
3TB. Hence, the total working set size of any individual PyCBC
workow will be less than 10TB.
For science-quality results covering a science run, the data will
be re-read approximately 200 times and set of workows needed
will consume several million CPU hours.
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Centralized OSG Implementation
PyCBC workows are submied to a single HTCondor scheduler
which is hosted at Syracuse University; this scheduler is part of a
local HTCondor-based pool of computational resources. To inte-
grate with the OSG, we recongured this scheduler to “ock” [8] to
an OSG-run HTCondor pool. is causes the scheduler to act as if
it were a part of both resource pools, allowing it to simultaneously
and transparently run jobs in both with no changes necessary for
the LIGO user. e OSG pool consists of HTCondor worker nodes
launched inside independent batch system across the OSG. Hence,
the LIGO user sees the aggregated resources as a single coherent
“site,” despite it being virtualized across the grid. We utilize a central
CVMFS repository [3] to distribute the LIGO soware, providing
users with uniform access to necessary soware and small amounts
of auxiliary data.
e original setup of the data distribution for LIGO was pur-
posely simple: just as the OSG pool appears to the user as a single
large computational resource, we would run a central storage ser-
vice and use it as if it were a large shared lesystem connected to a
large cluster.
We utilized an instance of the Hadoop Distributed Filesystem
(HDFS) [2] at Nebraska that was deployed for the CMS experiment;
while LIGO needed only a small percentage of the lesystem’s total
volume, we would take advantage of existing infrastructure to scale
transfers. Nebraska has deployed 12 data transfer nodes (DTNs) on
top of HDFS and has 100Gbps connectivity to the R&D networks
in the US. Each DTN has a single 10Gbps interface and the LVS
[22] soware is used to provide a single, load-balanced IP address.
is means a remote user could theoretically saturate the entire
outbound 100Gbps network connection using the single endpoint.
LIGO’s LDR application would transfer data into a storage el-
ement at each “LIGO site” (here, Nebraska and Syracuse) using
GridFTP. At workow creation time, Pegasus was instructed to
submit to either the OSG HTCondor pool or the Syracuse HTCon-
dor pool, and to treat the HTCondor cluster as able to access the
respective GridFTP server. At job startup, the input data would be
downloaded from the congured endpoint via GridFTP directly to
the worker node - regardless of the physical location of the worker
node. Jobs would read from Nebraska in the same manner regard-
less of whether they were physically running in Nebraska, Caltech,
or at any other OSG site. Given that the average transfer speed
needed per core was 1Mbps out of a total 100Gbps available, this
setup was expected to scale across the 10,000 cores we estimated
could be available to LIGO.
As soon as LIGO was able to ramp up to more than 5,000 simul-
taneous jobs, a few data access issues were evident.
Workow partitioning: Note, in Figure 2, the LIGO user sub-
miing from Syracuse could submit to on-site resource or OSG. In
the initial implementation, they could not use both: the input URLs
generated by Pegasus could either refer to the Syracuse storage
(NFS-mounted) or Nebraska’s (GridFTP). In response, the Pegasus
added the capability to have a prioritized list of input URLs; instead
of reading from one source (failing if the le is missing), the jobs
would read sequentially through the list of potential sources. e
same job could run on either resource - no longer partitioning the
Syracuse
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Figure 2: Centralized storage deployment of O1 data for pro-
cessing on the OSG.
pools and potentially increasing reliability, as jobs could fall back
to an alternate source in case of transient failure.
Workow ramp-up: GridFTP (with the HDFS backend used
at Nebraska) consumes approximately 128MB RAM per connec-
tion due to the embedded Java virtual machine in the HDFS client
and GridFTP starting a separate process per connection. When
workows were submied to HTCondor, GlideinWMS began to
ll the pool with empty slots and HTCondor would rapidly launch
new jobs. In turn, many new jobs would connect to the GridFTP
servers simultaneously, exhausting available memory on the server.
Although the endpoint could manage the steady-state transfer load,
it was woefully underpowered for ramp-up. To avoid this, we uti-
lized the HTCondor scheduler’s job startup rate-limiting feature.
rough trial-and-error, we found a job startup rate of 1.5Hz was
manageable if the individual 400MB le transfers completed un-
der 5 minutes. Unfortunately, large computational sites with poor
TCP throughput to Nebraska (potentially caused when all the site’s
worker nodes shared an underperforming NAT) would still cause
memory exhaustion. To beer protect the service, we developed
and deployed a Globus GridFTP extension to limit the number of
concurrent transfers per user on each server: when LIGO had too
many ongoing connections, the server would simply refuse to start
additional transfers. is would causing queuing or, eventually, a
transfer failure (instead of service failure).
Scalability: As the number of LIGO users and available cores
increased, balancing job startup rates became an impossible task.
We have lile control over how quickly pilots would launch on
remote sites’ batch queues; if the rate-limits were set too low, the
pilots would idle and waste available CPU resources. Set too high,
the concurrency limits would cause payload jobs to fail. Since the
“correct” value varied by site and the mixture of available sites
diered hourly, the data access system led to signicant waste.
is caused us to switch from using the Globus GridFTP imple-
mentation to access central Nebraska storage to using the XRootD
daemons. e XRootD server has a lighter resource footprint and
PEARC17, July 09-13, 2017, New Orleans, TX, USA D. Weitzel, et. al.
is designed to handle thousands of low-throughput connections;
GridFTP is beer suited for dozens of high-throughput connections.
XRootD uses a multi-threaded model, meaning each client connec-
tion did not require a full JVM but only a few kilobytes of memory
for state. Hence, switching to XRootD moved the boleneck from
DTN memory limitations back to underlying storage performance.
3.2 Non-OSG Resources
Despite LIGO gaining experience, eciency, and additional oppor-
tunistic sites on the OSG, more core hours were needed to complete
the PyCBC analysis. We added TACC’s Stampede resource to the
available resource pool, utilizing an XD allocation won by the Syra-
cuse PI. Stampede required us to solve three unique problems:
Lack of CVMFS: CVMFS has been a powerful tool for distribut-
ing soware globally; unfortunately, it is admiedly specic to the
grid community. It is not available on Stampede: to work around
this, we utilize rsync to synchronize select CVMFS repositories
onto a scratch lesystem on TACC. While, in general, the Lustre
lesystem at TACC provides less performance for soware distri-
bution than CVMFS (and updates occur less frequently), the LIGO
soware stack is suciently lightweight to avoid performance bot-
tlenecks.
Input data access: While Stampede worker nodes provide ac-
cess to the external network, we had concerns about scalability
and performance of serving frame les from osite. We utilized
the Globus le transfer service [9] to make a copy of the O1 data
aer data-taking was complete. is suced as a “one-o” and
avoided the data management diculties noted in Section 2. e
input lenames for the Stampede frame les were added to the list
of potential input sources in Pegasus.
Lack of scalable grid interfaces: Stampede provided an API
for remote submission of jobs based on Globus GRAM [10]. We
found this to initially be a poor match for our pilot infrastructure:
the pilots could utilize only a single node at a time and our allocation
was large enough to run on a few hundred nodes. We would hit
limits on the number of allowed batch jobs at Stampede before
we could fully utilize our allocation. Hence, we developed a new
startup script that utilized the srun tool to launch an independent
pilot on each node of a multi-node job. at allowed a single batch
job to run on an arbitrary number of Stampede nodes; aer trail-
and-error, we seled on 1024 cores per batch job.
Put together, toward the end of the O1 analysis, we were able to
add up to 10,000 Stampede cores into our resource pool and saw
peaks of 25,000 available cores to a single PyCBC workow.
Aer the initial O1 analysis was complete, we started adding
non-US sites, particularly those from the VIRGO collaboration, to
the resource pool. VIRGO computational sites utilize the shared
EGI infrastructure. EGI is analogous to an European-based OSG; we
previously developed the ability to submit pilots across both OSG
and EGI infrastructures for the CMS experiment. To add VIRGO
resources to the pool, we only needed to add the service hostnames
of any VIRGO-only sites not already used by CMS. For data access,
we used the same approach as OSG sites: remote streaming of data
from Nebraska to worker nodes. In the case of non-US sites, the
dierence was the network links involved as transfers were oen
transatlantic.
Distributed CVMFS-based Implementation
e O1 experience showed that we could sustain 20,000 running
cores of PyCBC using a centralized data access architecture. We
could stream frame les directly from storage to the worker nodes,
even when those worker nodes were on a dierent continent. How-
ever, there were open questions of eciency - how long did jobs
wait for input versus total runtime? - and impact on the shared
WAN infrastructure. Maintaining a list of potential input lenames
(one for CVMFS, one for Syracuse, one for Stampede) for each log-
ical le was error-prone and not a scalable operational process.
Finally, the data access setup was largely usable only by LIGO
pipelines built with Pegasus; it worked well for the PyCBC team
but not for others.
For data access in O2, we had additional goals
(1) POSIX-based access: Instead of requiring users to invoke
esoteric le transfer utilities to download input, the data
les should be available via the traditional POSIX interface.
(2) Use of available local storage resources: If either cache-
based or lesystem-based storage resources were available
to LIGO at the computation site, these should be used
instead of the WAN.
(3) Uniform namespace: e LIGO frame les should be
accessible via the same lenames at all sites in the OSG
resource pool, avoiding the need for site-specic lists of
lenames.
All three goals were met by utilizing the StashCache infrastruc-
ture and its CVMFS extensions. We now publish the frame les
to a CVMFS repository, ligo.osgstorage.org, aer being copied
to Nebraska by LDR. CVMFS - as a FUSE-based Linux lesystem -
provides POSIX access, meeting our rst goal.
By default, all les in CVMFS are public: this is a necessity, given
the use of HTTP caching for the CDN. LIGO frame les are not pub-
lic and access should be restricted to collaboration members. Hence,
the LIGO CVMFS repository must enable the “secure CVMFS” mode.
Secure CVMFS uses X509 certicates [21] to authenticate and au-
thorize a user to view the namespace and access data. e client
certicate is copied from the user process’s environment by the
CVMFS client. If the access control list, distributed as part of the
repository, allows access to the DN, then the requested le is served
from the worker node’s local cache. If the data is not in the local
cache, the user’s certicate and key is used to secure a HTTPS
connection to request the data.
e use of HTTPS for data access implies the existing CVMFS
CDN (implemented using HTTP caches) is not used for data dis-
tribution; however, the CDN is used to distribute the lesystem
namespace. e laer - containing only lenames, directory struc-
ture, and le size - is not considered private data.
As with O1, the Nebraska DTN endpoint was used to distribute
the data. For O2, we switched the protocol to HTTPS as xrootd
supports both HTTPS and xrootd protocols. As the HTTPS connec-
tion from CVMFS is authenticated with the user’s client certicate,
we again apply the repository’s authorization rules at the Nebraska
DTN. Access control is thus applied twice: once for the access to
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the local cache and again for access to the remote server. e laer
is necessary to protect against malicious CVMFS clients.
Toward the second goal, we have extended the StashCache in-
frastructure to provide an authorization layer. Trusted caching
proxy servers, shown as the middle layer in Figure 1, are congured
to only allow authorized users (periodically updating the access
control lists from the local CVMFS mount) access to the LIGO frame
les in the site-level cache. On a cache miss, the caching proxy con-
nects to the Nebraska origin, authenticating with a local X509 client
certicate, and downloads the missing le. is last authentication
step implies that only proxies trusted by LIGO can participate as
caches. is limitation appears unavoidable, but does allow LIGO
sites to “bring their own” storage resources.
Finally, CVMFS clients are then congured to point at all known
caches in addition to theNebraska-based source. When rstmounted,
the CVMFS client will use a GeoIP API to determine a preferred
ordering of the potential sources.
If the LIGO-trusted site does not provide a cache server but has a
LDR-managed - or Globus-managed - set of frame les on a shared
lesystem, we use a CVMFS variant symlink. e derefenced value
of the symlink is managed by the CVMFS client conguration. e
symlink at /cvmfs/oasis.opensciencegrid.org/ligo/frames
points at /cvmfs/ligo.osgstorage.org/frames by default. How-
ever, the local site admin may change the client conguration so
the symlink dereferences to /mnt/ligo nfs/frames at their local
site. is variant symlink helps achieve our third goal: frame les
appear under the same directory whether the CVMFS-based or
shared lesystem-based distribution method is used.
4 RESULTS AND FEEDBACK
O1 Results
e rst signicant usage of OSG by LIGO for the PyCBC workow
was to process the O1 data. is occurred in late 2015 and for a
second pipeline in early 2016. Total time used was approximately
4 million hours for 2015 and 13.8 million hours in 2016; about 20
unique computational resources were used for this run. Figure 3
shows the CPU hours utilized in early 2016.
Note that peaks occur around 400,000 hours per day, which
is approximately 16,000 jobs continuously occupying CPU cores.
LIGO reports that this project contributed approximately 18% of
their overall O1 computing. Included in the 13.8M hours in early
2016 is a 2M SU allocation at Stampede; as OSG is composed of
many heterogeneous clusters, comparing an “OSG hour” against a
Stampede “service unit” is dicult. e OSG maintains a basket of
benchmarks based on the scientic applications of user payloads;
using this metric, the “average” OSG CPU is 3.147 while Stampede’s
CPUs rates a 4.599. Hence, 13.8M total hours is comparable to a
10M SU allocation on Stampede.
O2 File Distribution Methods
At the time of writing, LIGO’s O2 is ongoing, hence we do not know
the aggregate PyCBC CPU usage. Rather, we will focus on how we
improved data access for O2.
Table 1 shows the data availability for the largest sites running
the O2 data processing. e sites are listed, and checkmarks signify
how the data is available to processing at that site. Approximately
Figure 3: LIGO core-hours enabled by LIGO during early
2016.
Site Secure CVMFS LDR Other
Comet
Fermilab
Georgia Tech
Caltech/Louisiana
Nebraska
NIKHEF
Omaha
Michigan
Polish VIRGO
Syracuse
UCSD
Wisconsin
TACC
Table 1: Availability of data at processing sites
half of the sites use CVMFS to provide the LIGO data. Some sites,
such as Georgia Tech, NIKHEF, and the Polish Virgo site are part of
the Ligo Data Grid, and therefore do not need CVMFS to access the
data. Sites not in this table are smaller and typically use the remote
streaming method from O1.
TACC is an example of out-of-band data distribution. e LIGO
collaboration copies the entire LIGO data set to TACC using Globus.
is requires human intervention and planning in order to coordi-
nate the data movement.
Access Method Time Transfer Speed
CVMFS 13.7s 31 MB/s
XRootD Cached 9.38s 46 MB/s
XRootD Remote 108s 4.0 MB/s
Table 2: Measured transfer speeds for data access
Table 2 shows the transfer times for a 437MB le to a Syracuse
worker node. While CVMFS provides a POSIX interface, this comes
at a performance penalty. We believe this penalty is small tradeo
for the improved interface. XRootD access is measured using the
native XRootD transfer tool, xrdcp. e “XRootD cached” column
is accessing a local Syracuse cache of the LIGO data set, while the
“XRootD remote” column is accessing the Nebraska DTN over the
WAN.
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We believe the performance penalty for CVMFS-based access is
due to three factors: CVMFS will checksum the le as it is down-
loaded (XRootD does not); in the current implementation, CVMFS
performs a HTTPS download for each 32MB chunk of the input (and
starts a new TLS connection); and the context-switching penalty
from FUSE.
5 CONCLUSION AND FUTUREWORK
Prior to this work, distributing datasets on the scale of LIGO’s frame
les was a daunting task. e approach used by large experiments
such as CMS or ATLAS required signicant operational eort from
both the experiment and the local site: this was a non-starter for
opportunistic OSG users like LIGO.
For LIGO’s O1 run, we were able to successfully utilize tens of
millions of CPU hours for PyCBC by using the central resources
at Nebraska and modeling the workow as if OSG was a large site.
For O2, we utilized a cache-based distribution model to decrease
wasted CPU and WAN bandwidth, improve use of local storage,
and provide an easier user experience for non-PyCBC workows.
e CVMFS-based model is not LIGO-specic but does require
the workow’s usage paern to be cache-friendly and have a work-
ing set size of less than 10TB. It allows opportunistic usage of
storage, but requires the experiment to have at least one origin
(such as Nebraska) and to have a minimal level of trust with the
cache sites. Local storage is not required, but the workows can be
WAN-intensive if it is not provided.
We believe this model - even with these restrictions - applies to
a wide variety of workows, including other physics experiments
with small datasets and the BLAST databases common in genomics.
We plan to utilize it repeatedly in the future. As O2 nishes in 2017
and the PyCBC analyses ramp up, we hope to deploy additional
caches for more scalability. Looking further forward, we acknowl-
edge that the X509-based authentication infrastructure is relatively
unfriendly to users: we hope to investigate HTTPS-friendly alter-
nates such as those built on OAuth 2.0 [14]. Altogether, we aim to
evolve this into a scalable, easy-to-use infrastructure for all LIGO
analysis users.
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