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Abstract
We employ quantum retrodiction to develop a robust Bayesian algorithm for reconstructing the
intensity values of an image from sparse photocount data, while also accounting for detector
noise in the form of dark counts. This method yields not only a reconstructed image but also
provides the full probability distribution function for the intensity at each pixel. We use
simulated as well as real data to illustrate both the applications of the algorithm and the analysis
options that are only available when the full probability distribution functions are known. These
include calculating Bayesian credible regions for each pixel intensity, allowing an objective
assessment of the reliability of the reconstructed image intensity values.
Keywords: quantum imaging, Poisson noise, Bayesian inference, image denoising
(Some figures may appear in colour only in the online journal)
1. Introduction
Much of what we do in physics and, indeed, in other fields is
about prediction: we seek to answer questions of the form
‘what will happen if?’. Some problems and fields of endea-
vour, such as forensic science, archaeology and also image
processing are fundamentally different in that they ask
questions about earlier events: ‘who committed the crime?’,
‘what destroyed this civilisation?’ or, of more significance for
this special issue, ‘what is this an image of?’. To address each
of these we start with what we know now and try to infer how
we got to this situation. In this sense they each require ret-
rodiction [1–4] or postdiction [5], the ability to infer some-
thing about the past, rather than prediction of the future.
Both predictions and retrodictions are usually probabil-
istic statements. Consider two possible events a and b that are
perhaps correlated in some way, with a preceding b. A pre-
diction might give the probability of b given that a occurred:
P b a( ∣ ). A retrodiction, however, would give the probability
that a occurred given b: P a b( ∣ ). These two conditional
probabilities are related by Bayes’ rule [6–10]:
P b a
P a b P b
P a
. 1=( ∣ ) ( ∣ ) ( )
( )
( )
This relationship hints at a link between retrodictive reason-
ing and Bayesian methods and it is this link that we seek to
exploit in our study of quantum imaging. The connection
between quantum retrodiction and Bayes’ rule is, in fact, a
profound one, in that it is possible to derive retrodictive
quantum theory from the conventional predictive quantum
theory and Bayes’ rule [11].
At the heart of our approach is the retrodictive quantum
theory of the photodetection process, applied to low light
levels [12]. This provides a pre-measurement state based on
the number of photocounts registered at a detector. At the
simplest level, recording a single photocount will correspond
to a single-photon pre-detection state. In practice, however,
the pre-measurement state will be a mixed state on account of
the imperfections in the detection process: finite detection
efficiency and dark counts.
We seek to combine quantum retrodiction with Bayesian
methods to obtain practical methods for image reconstruction
at low light levels. In doing so, we note the existence of an
impressive set of existing techniques for this important task
[13–18] and hope that our retrodiction-based approach might
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usefully add to these [19]. We begin, in section 2, with an
explanation of quantum retrodiction methods before present-
ing the details of our algorithm in section 3. The results of
applying this algorithm to both simulated and real data are
reported in section 4 followed by a brief discussion of both
the capabilities of our method as well as potential applications
in section 5.
2. Quantum retrodiction
Quantum retrodiction may not be as familiar as its more
commonly employed predictive counterpart and so a brief
introduction to the main ideas may be of value. A more
complete introduction may be found in [4]. To illustrate the
principle, let us consider a simple quantum communications
problem in which one party, Alice, sends to a second indi-
vidual, Bob, a quantum system. Let Alice choose to prepare
this in one of a complete set of orthonormal states iñ{∣ } at
time t0. The system evolves under the evolution of its
Hamiltonian and then, at time t1, Bob performs a measure-
ment of an observable with a non-degenerate complete set of
eigenstates f ñ{∣ }.
The evolution of the state between the preparation and
measurement events is governed by the Schrödinger equation,
the solution of which is
i t U t t i, , 20ñ = ñ∣ ( ) ˆ ( )∣ ( )
where, for a time-independent Hamiltonian, the unitary
operator U t t, 0ˆ ( ) is t t Hexp i 0 - -[ ( ) ˆ ]. If Alice
prepared the state iñ∣ then the probability that
Bob’s measurement gives the result corresponding to the
state f ñ∣ is
P f i f U t t i, . 31 0 2= á ñ( ∣ ) ∣ ∣ ˆ ( )∣ ∣ ( )
Let us analyse the situation from Bob’s point of view. For
him, he knows the outcome of his measurement and seeks to
determine, from it, the state selected by Alice. In the absence
of any other information, Bob assigns to each of the possible
states available to Alice, iñ{∣ }, the same a priori probability
(in line with the dictates of the principle of maximum
entropy [20, 21]) and then application of Bayes’ rule gives
us the required conditional probability:
P i f i U t t f, . 41 0 2= á ñ( ∣ ) ∣ ∣ ˆ ( )∣ ∣ ( )†
We have arrived at two conditional probabilities, P f i( ∣ ) and
P i f( ∣ ), that are numerically equal but play very different
roles: P f i( ∣ ) is a predictive probability, suitable for use by
Alice but P i f( ∣ ) is a retrodictive probability suitable for use
by Bob. It should be noted that these are numerically equal
only because of the simplifying assumption that Bob has no
prior information about Alice’s choice of prepared state. For
Bob it is natural to solve for the evolution of the state by
starting with the final state f ñ∣ and integrating the Schrö-
dinger equation backwards in time towards Alice’s state
preparation event. It is the idea of assigning the pre-mea-
surement state on the basis of a later event (rather than an
earlier one) that is the defining characteristic of quantum
retrodiction2.
It is important to emphasise that adopting a retrodictive
approach does not give any different predictions to a correctly
applied combination of conventional predictive quantum
theory combined with Bayesian techniques. It has been
valuable, however, in simplifying calculations and, more
importantly, suggesting possibilities and ideas that are not
readily apparent in the more familiar predictive approach.
Striking examples include a novel class of generalised mea-
surements [24, 25], quantum information processing in
the past [26] and the quantum scissors device [27, 28] and the
field of noiseless amplification that it led to [29–33]. In the
context of quantum imaging, it has provided a novel analysis
of entangled photon ghost imaging [34] including a justifi-
cation for the Klyshko interpretation of the phenomenon [35].
The imaging problems we address here relate to recon-
structing an image from photocounts registered in a pixel
array, such as that provided by an electron multiplying
charged coupled device. For each of the pixels we record an
integer number of counts and it is these, and the correlations
between the pixels, that form the basis for our image recon-
struction. We can use quantum retrodiction to assign a pre-
measurement state to the field impinging on each pixel. Let us
focus on just a single pixel and let this have a quantum
efficiency η, so that each photon results in a registered pho-
tocount with probability η [36, 37]. The retrodicted state
corresponding to n photocounts is simply that produced by
linear amplification of the state with gain 1 h. The result is a
mixed state, diagonal in the number-state basis. Based solely
on the detection of m photocounts, the probability that the
pre-measurement field had n photons is [25]
P n m
n
m n m
1 . 5m n mphotons counts 1h h= - -
+ -( ∣ ) !
!( )!
( ) ( )
Note, in particular, that the probability distribution given no
photocounts is peaked at 0 but has the form of a Bose–Ein-
stein distribution:
P n 0 1 , 6nphotons counts h h= -( ∣ ) ( ) ( )
with a mean photon number n 11h= --¯ . We can incorpo-
rate the additional imperfection of dark counts into this
2 The intriguing feature of the amplitudes appearing in our two conditional
probabilities is that there is no special time (perhaps a ‘state-collapse’ time)
appearing and that we can write the amplitude in the form:
f U t t i f U t t U t t i f t i t, , , ,1 0 1 0á ñ = á ñ = á ñ∣ ˆ ( )∣ ∣ ˆ ( ) ˆ ( )∣ ( )∣ ( )
where t is any time between t0 and t1, which we can associate with a
Copenhagen-interpretation collapse time, although it is certainly not required
that we do so [22]. The amplitude is manifestly independent of t and we can
use this to obtain an evolution equation for f t ñ∣ ( ) :
t
f U t t i f t H i t f t i t
t
f t H f t
d
d
, 0
i
i
d
d
.
1 0 

á ñ = = á - ñ + á ñ
 ñ = ñ
⎜ ⎟⎛⎝
⎞
⎠∣ ˆ ( )∣ ( )∣ ˆ ∣ ( ) ( )∣ ( )
∣ ( ) ˆ ∣ ( )
This retrodictive state satisfies the same Schrödinger equation as its
predictive counterpart, i t ñ∣ ( ) , but with the crucial difference that we solve
for the retrodictive state with a final boundary condition rather than an initial
one [23].
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description [25]. The retrodictive state of the pre-measure-
ment light field takes no account of any prior information,
such as the average light level and the counts registered in
adjacent pixels. Incorporating these presents no fundamental
difficulty but is most naturally presented using methods of
Bayesian analysis, as will be described in the remainder of
this paper.
There is one further point that should be emphasised,
however, and this is that determining the pre-measurement
photon number is not our primary objective; rather we wish to
determine a value to associate with the image for each pixel.
These numbers will constitute our reconstructed (classical)
image. This means that we have to contend not simply with
detector imperfections but also with the intrinsic (Poissonian)
spread in the photon number associated with the quantum
shot noise for the light.
3. Bayesian quantum imaging with dark counts
Standard image denoising algorithms result in a single image
output, with no metric to enable the user to judge either the
quality of the reconstruction as a whole or the ability of the
algorithm to deal with specific features within the image.
Retrodictive denoising, however, returns both a final image
and a posterior probability distribution at each pixel. This,
combined with the ease of incorporating informed priors into
the algorithm, provides information that is otherwise unob-
tainable with traditional image processing methods.
The motivation behind a Bayesian approach to image
reconstruction and analysis comes in two parts. Firstly, it
allows us the ability to include other information, in the form
of priors, in addition to the raw data from each pixel. It also
enables us to update our state of knowledge with new data.
These key ingredients allow us to calculate the full posterior
probability distributions and appropriate error bars at each
image pixel.
To illustrate the power of retrodictive denoising, we
present a statistically robust method for reconstructing an
image generated from single photon counting by a photo-
detector with detection efficiency 0 1h< and perfor-
mance-limited by a dark count rate 0  , assumed to be the
same for all pixels. In this regime, the probability of getting
ms discrete photocounts in a specified pixel from a
time-integrated intensity λ is given by a Poisson distribution
[38]
p m
m
e . 7s
m
s
sl hl= hl-( ∣ ) ( )
!
( )
For a well-calibrated detector, the equivalent probability of
md dark counts is also given by a Poisson distribution
p m mPois ;d d =( ∣ ) ( ). It follows that the combined dis-
tribution for the total number of counts m m ms d= + is also
Poissonian: p m m, Pois ; l hl= +( ∣ ) ( ).
Following Bayes’ rule(1), we can combine with the data
a prior expectation that the intensity λ should, on average, be
close to some value l˜, in order to construct a probability
distribution for the intensity at a single pixel p m,l l( ∣ ˜ ), such
that
p m
p m p
p m
, , 8l l l l ll=( ∣
˜ ) ( ∣ ) ( ∣
˜ )
( ∣ ˜ )
( )
where p exp1l l l l l= --( ∣ ˜ ) ˜ ( ˜ ) is the entropy maximising
prior distribution, the normalisation factor p m l =( ∣ ˜ )
p m p d
0ò l l l
¥ ( ∣ ) ( ) and we have omitted explicit reference to
the dark count rate for conciseness i.e.p m p m, l lº( ∣ ) ( ∣ ).
Having considered the inclusion of priors, we now
address the equally important use of Bayesian inference to
update a probability distribution p m,l l( ∣ ˜ ) with new data m¢.
This can be iterated over a set of measurements
m m m, , , = ¢  ¼{ }, which allows us to retrodict their
average intensity λ and construct a joint posterior probability
distribution p ,l l( ∣ ˜ ). This, combined with the ability to
incorporate informed priors, now allows us to optimise the
image retrodiction.
3.1. Local retrodiction with local priors
Low photocount imaging provides a single measured image
with typically less than one count per pixel and the average
number of counts per pixel greater than the dark count rate,
m > . In the simplest case we can follow equation (8) to
construct the probability distribution for the intensity at the
jth out of Np pixels, jl . However, this can be improved upon
by incorporating known attributes of typical images in order
to produce a retrodicted probability distribution for each pixel
that is informed by its surrounding neighbours. Given that the
intensity varies smoothly across typical images, we can
assume similar intensities at neighbouring pixels and there-
fore, for each pixel j, we combine a set of measurements j
within a neighbourhood3 of radius R0, as depicted in figure 1.
We also define a local prior for each pixel jl˜ by incorporating
the ring of pixels surrounding the radius R0, thus ensuring no
pixel is double-counted. Simply choosing a prior
mj l h= -˜ ( ) would give a virtually uniform prior for all
pixels in the image, which leads to a systematic discrepancy
between the retrodicted expectation value and the true
intensity, as discussed in previous work [19, 40]. Instead, we
assume that the average intensity within this ring will be close
to the true intensity of the central pixel, with one caveat: in
very dark regions, the average number of counts in this ring
may be less than the dark count rate, resulting in a negative
prior. To avoid this we first use the average of all remaining
pixels in the image, which we can expect to be larger than the
dark count rate for a non-empty image, as a prior for the total
intensity within the ring around pixel j. This returns a posi-
tive, local prior without using measurement values allocated
for the actual retrodiction.
Combining the local retrodiction over a set of pixel
measurements j from Nj pixels of total photocounts
M mj m j= å Î with this local prior jl˜ then yields the full
3 The assumption that all intensities are similar within a region of radius R0
clearly fails for large R0 or at edges where the intensity changes rapidly from
one pixel to the next. However, the assumption is valid for the majority of an
image, which is why it forms the basis of many common image denoising
algorithms [39].
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posterior probability distribution for the intensity at each pixel
jl :
p
b
a b
,
,
e , 9j j j
a a
b
1

l l h hl= +G
hl- - +( ∣ ˜ ) ( )
( )
( )( )
where a M 1j= + , b N 1j jhl= + ( ˜ ) and
s x t t, e d
x
s t1òG = ¥ - -( ) is the upper incomplete gamma
function. The local prior
1 1,
,
, 10j

 l h
a b
b a b=
G +
G -
⎡
⎣⎢
⎤
⎦⎥
˜ ( )
( )
( )
where M 1ja = +◦ and N 1j jb hl= + ( ˜ )◦ ◦ uses data from
the surrounding ring as indicated by the circle,
while mj l h» -˜ ( )◦ .
The image is then constructed by selecting a given
intensity value for each pixel from the corresponding dis-
tribution. This would normally, and intuitively, be the max-
imum likelihood value
M
b
1
. 11j
j l h= -
⎛
⎝⎜
⎞
⎠⎟ ( )
However, in the low photocount regime there will be many
pixels with fewer photocounts than dark counts. As such, a
large fraction of the pixels will have a probability distribution
with maximum likelihood value equal to zero (which occurs
whenever M bj < ). A more informative measure of the
intensity is the expectation value of the distribution(9) at
each pixel:
a
b
b
b a b
,
1 e
,
. 12j j j
a b
 
 l l h= + G -
-⎡
⎣⎢
⎤
⎦⎥( ∣ ˜ )
( )
( )
( )
This value of the intensity at each pixel jl will then form our
reconstructed image in figures 2, 3 and 5.
3.2. Goodness of fit
Retrodictive image denoising utilises Bayes’ rule to combine
data and prior information in order to produce a probability
distribution for each pixel. It is therefore prudent to use the
tools of Bayesian inference to assess the calculated distribu-
tions, and hence the reconstructed image. A common sam-
pling theory approach [8] is to calculate confidence intervals
for a given distribution using the mean and standard deviation
σ to identify bounds at for example 1σ, 2σ or 3σ from the
mean. In a frequentist interpretation, these indicate how often
the so-called ‘true’ value would be expected to lie within a
given bound over a large number of repeated measurements,
in these cases 68.3%, 95.4% or 99.7% of the time (and indeed
these bounds should enclose 68.3%, 95.4% or 99.7% of the
distribution).
However, there are two significant issues with applying
this approach to the analysis of a retrodicted image. The first
is that these confidence intervals are only valid for a Gaussian
distribution; the probability distribution for each pixel in our
reconstructed image is similar to a gamma distribution and
therefore the commonly defined confidence intervals do not
enclose the correct fraction of the total distribution [20].
Secondly, and more importantly, it is meaningless to consider
‘over repeated measurements’ in this scenario as we have
only one image to consider. We therefore turn to the Bayesian
analogue of confidence intervals: credible regions. These are
defined such that they bound a selected fraction of the dis-
tribution within the smallest possible range of parameter
values. For ease of comparison this is often chosen to be
68.3%, 95.4% or 99.7%, but can be any selected percentage
of the distribution, and these bounds are most readily
understood as a measure of our degree of belief that the
random parameter that we are attempting to evaluate, in this
case the intensity, lies within these limits.
This interpretation does not rely on what would be
measured in repeated samples and, most importantly, are
applicable to any type of distribution. It should be noted that
in the limit of large sample sizes (the central limit theorem)
Bayesian credible regions and frequentist confidence intervals
will overlap, as all distributions of independent variables with
finite variance tend to a Gaussian limiting form [41]. These
credible regions act as standard error bars in λ and allow
some measure of how well the retrodicted probability dis-
tribution represents the true intensity value at each pixel.
4. Image retrodiction
We present three cases to illustrate our retrodictive denoising
algorithm. The first two consist of simulated data and the third
is photocount data from a ghost imaging experiment [15].
This range of images highlights both the strengths and
weaknesses of our denoising algorithm and the extra analy-
tical opportunities afforded by having the full probability
distribution at each pixel. In the case of simulated data, we
show an original image, the sampled data that acts as the
‘measured’ photocount data from an experiment and the
Figure 1. An illustration of local retrodiction with local priors. To
retrodict the intensity jl at the central pixel we use all measurement
data j within a radiusR 10 = (red). The prior jl˜ is generated
using the data in j◦ (yellow) and a further prior jl˜◦, which is
generated using the average number of measurements in the rest of
the image m m M M N mj j j p= - - »( )◦ (grey). The flow of
information is indicated by the arrows.
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retrodicted image. In figure 2, we also show the width of the
68.3% credible regions at each pixel in order to illustrate the
areas of the image that are more and less reliably recon-
structed. It is evident that the algorithm returns the smallest
spread in intensity probability for pixels in areas of a more
uniform, lower intensity than at step changes to higher
intensity areas. This is to be expected as the width of the
probability distribution, and hence the credible regions, scales
with the expectation value(12).
Reconstructing the full probability distribution function
at each pixel allows credible regions to be assigned as error
bars on the retrodicted intensity λ. In the case of interference
fringes this can be used to assess the confidence of the
identification of a dark or bright pixel, as shown in figures 3
and 4. This may have applications in measuring the fringe
visibility and spacing from images when only a single, low
intensity image is available.
Data from a low intensity ghost imaging experiment [15]
is shown in figure 5, along with the retrodicted image and a
further example of the statistical analysis allowed by this
algorithm. In this case, we calculate the evidence that the
estimated intensity at each pixel is larger than the median
value of all the retrodicted expectation values ml across the
image [9]
e , 10 log , , 13j j j j j jm 10 m  l l l l l l> = >( ∣ ˜ ) ( ∣ ˜ ) ( )
where ,j j jm l l l>( ∣ ˜ ) is the odds ratio for jl greater than
the median value ml :
x
p
p
,
d
d
. 14j j
x j j
x
j j0
  
ò
ò
l l l l ll l l> =
¢ ¢
¢ ¢
¥
( ∣ ˜ )
( ∣ ˜ )
( ∣ ˜ )
( )
Figure 2. From left to right: the original image; the ‘measured’ low photocount data, sampled from the original image (N 372 162p = ´
pixels, detection rate 0.3h = , dark-count rate 0.05 = , on average m 0.2= counts per pixel); the reconstructed image produced by the local
retrodiction algorithm (R0=3), obtained by identifying the expectation value of the intensity λ at each pixel; the width of the 68.3% error
bars in the retrodicted intensity λ.
Figure 3. Top: the original image of simulated interference fringes.
The crosses are pixels of interest used in figure 4. Middle: the
‘measured’ low photocount data, sampled from the original image
(Np=40×160, 0.1h = , 0.3 = , m =0.5). Bottom: the retro-
dicted intensity values, showing the reconstructed image (R0=1.5).
Figure 4. The probability distribution of the reconstructed intensities
λ at each pixel of interest, as marked in figure 3, one dark (red, left
vertical axis) and one bright (green, right vertical axis). This allows
us to identify the error in λ from the width of the 68.3% credible
region (shaded). We also show the expectation value (red or green
dotted line) and the ‘true’ value of the intensity (blue dotted and
diamond), which is only available when using simulated data from a
known original image.
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This ratio of odds gives a measure of confidence in the
algorithm’s ability to differentiate between bright and dark
areas, which is of particular interest when imaging an object
with a simple structure such as figure 5. Moreover, it
emphasises the areas in the reconstructed image of which we
can be particularly confident in the identified intensity values
i.e.the extrema values of the odds ratio.
5. Conclusions
We have presented the motivation for considering image
reconstruction and denoising from a retrodictive perspective.
The inherent links with Bayesian inference methods provides
a natural framework for constructing an algorithm for analysis
of low photocount data that is dominated by Poisson noise. A
Bayesian approach also allows an objective appraisal of the
quality of the resulting image and the analytical nature of the
probability distribution functions negates the need for num-
erical methods such as Monte Carlo sampling.
There exist many conventional denoising algorithms that
are suitable in most circumstances, except, we believe, in the
limit of very sparse photocount data. It is in this regime that a
probabilistic approach is essential in order to maximise the
information that can be extracted from the data. We believe
that these methods will have particular application in ghost
imaging, as discussed in [15], imaging of fluorescent mole-
cules and Bose–Einstein condensates, and non-photon Pois-
son statistic data, such as electron microscopy.
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