Abstract. In [8] , the authors proved that with the appropriate rescaling, the odometer of the (nearest neighbours) Divisible Sandpile in the unit torus converges to the bi-Laplacian field. Here, we study α-long-range divisible sandpiles similar to those introduced in [12] . We obtain that for α ∈ (0, 2), the limiting field is a fractional Gaussian field on the torus. However, for α ∈ [2, ∞), we recover the bi-Laplacian field. The central tool for our results is a careful study of the spectrum of the fractional Laplacian in the discrete torus. More specifically, we need the rate of divergence of such eigenvalues as we let the side length of the discrete torus goes to infinity. As a side result, we construct the fractional Laplacian built from a long-range random walk. Furthermore, we determine the order of the expected value of the odometer on the finite grid.
Introduction
The divisible sandpile model is the continuous fixed energy counterpart of the Abelian sandpile model which was introduced by [1] as a discrete toy model displaying selforganized criticality. Self-organized critical models are characterized by a power-law behaviour of certain quantities such as 2-point functions without fine-tuning any parameter. It was introduced by [19] as a tool to study internal diffusion limited aggregation (iDLA) growth models on Z d .
Consider a finite graph G (e.g. a discrete torus (Z/nZ) d ) and initially assign randomly to each vertex a real number drawn from a given distribution. This real number plays the role of a mass in case the number is positive and a hole otherwise. At each time step, topple all vertices with mass larger than 1 by keeping 1 and redistributing the excess in a specified way to its neighbours. Under certain conditions (described in [18] ) this sandpile configuration will stabilise, meaning that all heights will be equal to 1.
If we depict now the total amount of mass emitted from each vertex of the graph upon stabilisation (odometer), we can interpret the odometer function as a random interface model on the discrete graph G. Examples of interfaces in nature are hypersurfaces separating ice and water at 0 o C. For a survey about random interface models we refer to [13] .
If the redistribution of mass happens only to the nearest neighbours, then it was proven by [8, 18] that the odometer on the finite torus is distributed as a discrete bi-Laplacian field if the initial configuration is Gaussian. Furthermore, it was proven in [8] that under the assumption of finite variance the odometer function converges in the scaling limit to a continuum bi-Laplacian field on the torus in an appropriate Sobolev space.
In this paper, we study the divisible sandpile model which is redistributing it's excess mass to all the neighbours upon each toppling. The amount of mass emitted from x and received by y depends on the distance ||x − y|| −α to the unstable point x and will be tuned by some parameter α, for α ∈ (0, ∞). A related problem was studied in [12] were the authors consider a divisible sandpile model on Z d with a deterministic initial distribution supported on a finite domain and redistributing the excess mass according to a truncated long-range random walk. They show that there is a connection of the odometer function and obstacle problem for a truncated fractional Laplacian from potential theory. In [18] ,the authors discovered this connection already for the nearest neighbour divisible sandpile.
We will prove the following results regarding long-range divisible sandpiles on the torus. First of all, given a random initial configuration such that the total mass is equal to the volume, we still have that the model will stabilise to the constant configuration identically equal to 1. Then we turn to study the expected value of its odometer, for the discrete torus of length n. Furthermore, we construct the scaling limit of the odometer function to a fractional Gaussian field fGF γ (T d ), γ = min{α, 2} and α ∈ (0, ∞) in an appropriate Sobolev space depending on α and determine the kernel. Note that fractional Laplacians (−∆) α/2 describe diffusion processes due to random displacement over long distances. Applications in physics include turbulent fluid motions [5, 11] or anomalous transport in fractured media [21] . For a general reference and more applications see also [10, 22] . Let us stress two interesting facts. The first fact is that the case α = 1 corresponds to the Gaussian Free Field (GFF) on the torus T d . It is a very well known interface model which plays a crucial role in random field theory, lattice statistical physics, stochastic partial differential equations and quantum gravity theory in dimension 2. For d = 2, we are constructing the GFF in the torus from a long-range random walk related to the 1-stable Lévy process, sometimes called Lévy flight. The interesting point is that the Lévy flight is not conformally invariant itself. However, the Gaussian Free Field is, see [9] . Being able to derive one class from the other is not common in the literature.
The second we want to stress is that for all α ≥ 2 we have that the limiting field is the bi-Laplacian, also known as Membrane Model, which is an important variation of the GFF. This model is been becoming more studied over the past few years from a mathematical perspective, due to its own interest [4, 7] and its connections with Uniform Spanning Trees [16, 28] . Furthermore, this interface is observed in nature as the interfaces in physical and biological sciences [14, 17, 20, 25] .
The novelty of this paper is to study long-range divisible sandpiles on the torus, determine the continuum scaling limit and the order of the average odometer on the discrete torus. Moreover, the resulting fGF γ is explicitly constructed as a scaling limit from a discrete long-range random walk. To the knowledge of the authors, this is the first time the fGF γ is constructed in this way.
The structure of the proofs of the scaling limit is similar to the nearest neighbour case [8] . The crucial part of the proofs is a careful analysis of the eigenvalues of the discrete fractional Laplacian to control the convergence of the odometer towards the random field for the different values of α. Our contribution is to provide the right asymptotics of the eigenvalues.
This paper is organised as follows. Section 2 provides all necessary definitions and notations. In particular, we define the long-range divisible sandpile model, abstract Wiener spaces and introduce notations for the Fourier analysis on the torus. The subsequent Section 3 contains all results we will explore in this article and a few comments that compare these results to their counterparts for the nearest neighbours divisible sandpile. Finally, Section 4 contains all the proofs, starting by exploring the spectrum of the discrete fractional Laplacian. With such analysis at our disposal, we explore the averages of the odometer on the discrete torus and then prove the scaling limits.
Notation and definitions
In this section, we will introduce all necessary notations and definitions. Let T d denote the d-dimensional torus, also defined as − d ∩ (n −1 Z) d and finally the discrete torus of side-length n is denoted by
We call B(x, r) the ball centered at x with radius r in the L ∞ -metric.
By · we denote the L 2 norm in R d , and by · p , the L p norm. Constants simply named C will always be positive, depending at most on α and d. However, their values might change from line to line of the same inequalities, as their values are not relevant to our purposes.
2.1. Long-range divisible sandpile models and discrete fractional Laplacians. First we will define long-range random walks (X t ) t∈N on the torus Z d n . Let α ∈ (0, ∞) and consider the transition probabilities p
where
n (0, x) = 1 and x ≡ z mod Z d n denotes that x j ≡ z j mod n for all j ∈ {1, . . . , d}. Without abuse of notation we will from now on write p
n is defined as follows:
where f :
, and
where the integral above is defined in the sense of principal value. The constant in front of the integral is chosen to guarantee that for α, β ∈ (0, 2) such that α + β < 2, we have
In Subsection 2.3, we will introduce (2.12), which is an equivalent definition for the Fractional Laplacian, better suited for proving our results. However, the Fractional Laplacian, can be defined in several ways, as one can find in [15] .
One should notice that, for all α
as the quantity of mass on the site x. If s(x) < 0, one should understand this value as the size of a hole in x. If a site x has mass s(x) larger than 1, we call it unstable and otherwise stable. We then evolve the sandpile according to the following dynamics: unstable vertices will topple by keeping mass 1 and distributing the excess over the other vertices proportionally according to the transition probabilities p (α) n (·) at each discrete time step. Note that unstable sites in longrange divisible sandpile models distribute mass to all vertices (including itself) at every time step contrary to simple divisible sandpile models which distribute mass only to their nearest neighbours. One could generate a divisible sandpile on a graph from any random walk defined on it, where on each time step the mass which in each vertex sent to its neighbours is proportional to the transition probabilities.
Let s t = (s t (x)) x∈Z d n denote the sandpile configuration after t ∈ N discrete time steps (set s 0 := s the initial configuration). Most of the times we will use parallel toppling, which we can define via an algorithm in the following way:
Algorithm 1 (Long-range divisible sandpile). Set t = 1 then run the following loop:
n e t−1 (x); (4) increase the value of t by 1 and go back to step 1.
Define the odometer function u i=0 e i (x). Analogously to [18] we have:
It is easy to see that the odometer is an increasing function in t, call u α ∞ := lim t→∞ u α t . From [18] we have the following dichotomy: either for all
We will prove in Proposition 3.2 that for an initial condition s, satisfying x∈Z d n s(x) = n d , we also have in the long-range setting that s ∞ ≡ 1. For the proof we will need a few additional tools. First, we can consider more general toppling procedures that generalizes the parallel toppling presented in Algorithm 1. Definition 2.2. Let T ⊂ [0, ∞) be a well-ordered set of toppling times such that 0 ∈ T , T is closed subset of [0, ∞). A toppling procedure is a function
Given a toppling procedure u α , we say that it is legal for the initial configuration s if
where t − := sup{r ∈ T : r < T } ∈ T (as T is closed), and finite if
The limit is always well defined due the monotonicity of u. If u is finite, then we have that
is well defined and it is equal to s − (−∆) α /2 n u α ∞ . Definition 2.3. Given a toppling procedure u α , we say that it is stabilising for s if u α is finite and s ∞ ≤ 1 pointwise. We say that s stabilises if there exists a stabilising toppling procedure u α for s.
n f ≤ 1 . Let be any legal toppling procedure for s. We have
(1) For all f ∈ F s and x ∈ Z d n ∞ ≤ f ; (2) for all u α stabilising toppling procedure for s and x ∈ Z d n ∞ ≤ u α ∞ ; and (3) for all u α legal stabilising toppling procedure for s, then for all 
where {η α (x)}, are defined as
Notice that η α (x) have the same distribution, moreover, they have mean 0 and covariance given by
z (x, y) (2.9) and g
Remember that (X t ) t≥0 is the random walk in Z d n starting at x, with transition probabilities given by (2.1) and τ z := inf{t ≥ 1 : X t = z} the first time that the random walk visits z. We can see easily that the covariance solves the equation α n , however this is not the case. Such property is valid in the continuous case because fractional Laplacian are fractional powers of the each other. Such property fails in the discrete case as Z d is not invariant by arbitrary rotations. The easiest way of seeing that, is to study the eigenvalues of (−∆) α /2 . In case the property was valid, there should be a constant
. For more discussion on the fractional powers of the discrete Laplacian, we refer to [6] . However, for α, β ∈ (0, 2) such that a + β < 2, we have
so the powers of the Fractional Laplacian are additive on the limit.
2.2.
Fourier analysis on the torus. We will use the following inner product for
Consider then the Fourier basis given by the functions {ψ w } w∈Z d n with
Consider the Fourier basis φ ν (x) := exp(2πiw · x) and denote
In this article, we will use · to refer to both the Fourier transform in
, which will be clear from the context. However, it will be important to notice that
as the respective eigenvalues. The following will be a very useful identity: 
is the Banach space completion of H with respect to the measurable norm · B on H, equipped with the Borel σ-algebra B induced by · B ; and (3) µ is the unique Borel probability measure on (B, B) such that, if B * denotes the dual space of B, then
We remark that, in order to construct a measurable norm · B on H, it suffices to find a Hilbert-Schmidt operator T on H, and set
Moreover, we present the class of AWS which we will study and which is connected to the fractional powers of the Laplacian. Consider again (φ ν ) ν∈Z d as the Fourier basis of L 2 (T d ) given in the previous subsection, we have (φ ν ) ν∈Z d is a basis of eigenvectors of
for the usual Laplacian. Hence, we can extend the definition (2.2) to L 2 (T d )-functions in a very natural way, which also supports any power a ∈ R of (−
, and a ∈ R. We define the operator (−∆) a as
Notice that for all a ∈ R, (−∆) a (f ) = 0 for all f constant, hence there is no loss on studying
With this in mind, let "∼" be the equivalence relation on C ∞ (T d ) which identifies two functions differing by a constant. And let
Define the Hilbert space
We equip H a with the norm
.
In fact, (−∆)
−a provides a Hilbert space isomorphism between H a and H a (T d ), which when needed we identify. For
one shows that (−∆) b−a is a Hilbert-Schmidt operator on H a (cf. also [27, Proposition 5] ). In our case, we will be setting a := − γ 2 , where γ := min{α, 2}. Therefore, by (2.13), for any −ε := b < 0 which satisfies ε >
The field associated to Φ will be called Ξ γ and is the limiting field claimed in Theorem 3.5.
Results

3.1.
Stabilisation, conservation of density and odometer. The following Propositions are the basic results concerning stabilisation of a divisible sandpile. Their proofs are analogous to their counterparts in the nearest neighbours case, presented in [18] , to ensure the article is self-contained, we will state them and sketch their proofs in the next section. In all of them, α ∈ (0, ∞) and we consider the toppling to the done according to Algorithm 1. Applying the above result, in the very same manner as in [18] , we get the following proposition.
Consider the long-range divisible sandpile with initial condition
Then s stabilises to the all 1 configuration, and the distribution of the odometer u α :
where η α is given by
with g defined as in (2.9). In particular, the covariance of η α is given by
3.2.
The mean value of the odometer in the finite torus. One might ask how the behaviour of finite volume odometer is affected by the introduction of the long-range sandpile. We will prove the equivalent of Theorem 1.2 of [18] .
, and let s 0 be the divisible sandpile given by
Then, s 0 stabilises to the all 1 configuration(for the α long-range sandpile) and there is a positive constant
where γ := min{α, 2} and Φ d,γ is given by
(3.1)
We would like to make a few remarks about this result. First, one should notice that for α > 2, comparing the Theorem above with its counterpart in [18] , the asymptotic behaviour of the mean value of the odometer is the same as the nearest-neighbours sandpile.
Moreover, the first type of behaviour of Φ d,α can only happen for low dimensions d, as γ ≤ 2. On the other hand, for α < 1 2 , only the last behaviour is displayed for all dimensions. One should also notice that Φ d,γ is non-increasing on γ for all d ≥ 1. This gives us a hint that the α long-range sandpile converges to the stable configuration faster than the usual sandpile in low dimensions, possibly much faster if α is small enough. However, for dimensions large enough, both sandpiles will spread the mass rather fast, and therefore, the long-range behaviour does not affect the rate of convergence.
Finally, one might notice that we did not state the behaviour of E[u 2 ∞ ] in n, as we will describe later, this case comes with a few log corrections that will need also to be taken in account when dealing with the scaling limits. One should expect however that for all α ∈ (0, 2) and for all d ≥ 1, there exists a constant c α,d > 0 and a constant C 2,d > 0
as intuitively, the more "mixing" the driving random walk is, the faster should be the convergence to the stable configuration, and therefore odometer should decrease. In fact, we expect that E[u 
and denote u α n (·) the respective odometer. Define the formal field
2) wherec (α) is a positive constant depending only on d and α; and
We identify Ξ α n with the distribution acting on mean zero test functions
Then, we have that Ξ α n converges in law to a fractional Gaussian field Ξ α with covariance covariance defined by
where γ := min{α, 2}. This convergence holds in H −ε for ε > max{
2 }. Again, we emphasise that fGF 1 is the Gaussian Free Field and fGF 2 is the bi-Laplacian Model.
Remark 2. Note that for α < 2 the random walk is in the domain of attraction of the α-stable multivariate distribution, for α ≥ 2, the random walk is on the domain of attraction of a multivariate normal.
Therefore, let X be a random walk with transition probabilities p(x, y) = p(|x − y|), and consider its periodisation, that is,
n , in which, at each topple, one distributes the mass according to p n , for which, we denote the odometer to be u (p) n . A natural conjecture is that we have 3 cases possibilities for the scaling of u
where c (p) only depends on the transition matrix p(·);
where c (p) only depends on the transition matrix p(·); and
where c (p) only depends on the transition matrix p(·).
3.4.
Kernel of the fractional Laplacian operator. The following theorem can also be extracted from the proof of Theorem 3.5.
Corollary 1 (Kernel of the α-Laplacian Operator). Let α ∈ (0, 2) and d > 2α, and
The idea is to use the convergence given in (4.38), and choosing the correct mollifiers to extract a representation that holds in the limit. The proof follows precisely as in [8] , and therefore we will not present.
Proofs
Sketches of the proofs of Propositions 3.1 and 3.2.
Sketch of the Proof of Proposition 3.1. We follow the same ideas as in [18] , Proposition 3.1. By hypothesis, s t (x) −→ s ∞ (x), P−a.s. Now, consider the parallel toppling procedure to get
Now, proceed by induction to get that both (u The last step is to prove that the sequence (s t (0)) t∈N is uniformly integrable. To do so, define e t (x) := (s t (x) − 1) + , then use the bound
n is the law of the random walk with long-range transition probabilities given by p (α) n given in (2.1). Finally, one gets
The statement will follow from the simple observation that the collection {Y t } t∈N is uniformly integrable.
Sketch of the Proof of Proposition 3.2. Note that the kernel of the fractional Laplacian is given by
In fact, suppose that −(−∆) α /2 n f ≡ 0 and f is not constant. Let x * = argmax
n f , we have n . Therefore, there exists h :
α /2 n u α = 1 pointwise. This convergence implies that the configuration stabilises to the all 1 configuration, and any two such functions only differ by a common constant. Finally, by the Least Action Principle (Proposition 2.4), the odometer will be smallest among those functions which are non-negative, so its minimum will be 0.
4.2.
Estimates of the Eigenvalues of discrete fractional Laplacians. The proofs of the Theorems stated in this article and its respective counterparts in [8] and [18] follow the same ideas. The main difference, as one would expect, is on exchanging the usual graph Laplacian by the discrete fractional Laplacian given in (2.2). More specifically, we need a very sharp control over the eigenvalues associated to the fractional Laplacian.
For the usual divisible sandpile model, one studies the graph Laplacian ∆ n :
where x ∼ y denotes x − y = ±e i mod Z 
which, once properly rescaled, is close to πw 2 . However, in the long-range model, we have that the eigenvalue λ
n associated with the function ψ w (·) is
where c (α) is just the normalising constant of the associated long range-random walk in
A quick comparison between (4.2) and (4.1) should convince the reader that we will need to proceed with some extra care to understand the asymptotic behaviour of λ (α,n) w . For α ∈ (0, 2), one can easily show that
However, we will need to understand the speed of convergence in n in terms of w.
Notice that, forc
In the third equality we just used a change of variables, and to guarantee that the integral converges, we used that
z d+α ≤ z −(d+α) for large z's and
for small z's and that α ∈ (0, 2). The best way to understand such asymptotic behaviour is to see n α λ (α,n) w as the Riemman Sum which converges to the integral λ (α,∞) w . In general, given a function h with two continuous bounded derivatives on R d , with fast decay at infinity, it is easy to get the bound 1
Unfortunately, this bound is not good enough for us, as
and its derivatives have singularities in z = 0, which leads to a more careful analysis. Moreover, we want a bound for the dependence on w as well, as the convergence of the Riemann sums of h w is unlikely to be uniform in w. However, we just need to prove however that the difference does not grow too fast in w , in fact, for our purposes, we will need to understand the asymptotics of (n α λ (α,n) ) −1 . More specifically, we would like to have good bounds for 1
in terms of w, n and α. We will need two ingredients to obtain such bounds. First, we will need to prove that, for some C = C d,α > 0,
Second, we will show that, for some C = C d,α > 0, and
Applying (4.7) and (4.8), we can bound (4.6), in fact, we get
The next two lemmas are proofs of (4.7) and (4.8), respectively. The third lemma is (4.9) with the correct values for β 1 and β 2 an it is a mere consequence of the two previous lemmas. The last lemma of this section is a is just a further use of the previous lemmas, which will be useful when we are analysing the scaling limits of the odometer. 
10)
for all n ≥ 1 and
The term in parenthesis is a Riemann sum, hence, we just need to prove that such sum is uniformly bounded in n and w. Finally, one proceeds by bounding the Riemman sum according to the upper and lower sum in the partition {B(y w /n, |w|/2n), y ∈ Z d } and noticing that upper and lower sums are monotone according to the natural partition order. Therefore, Finally, one take the infimum left-most part and the supremum in the left-most according to z = z z ∈ ∂B 2 (0, 1), which is compact, and therefore the maximum and minimum are achieved, and as both are clearly positive, we conclude the proof. 
11)
Proof. As we mentioned before, we will now study the rate of convergence of the Riemann Sums of h w (z) = sin 2 (πz·w) z d+α as defined above. The first step is to remove a neighbourhood of the origin.
where in the second inequality, we used that |h w (z)| ≤ w 2 z d+α−2 , in the last equality, we just used change of variables. The term c w 2 n 2−α is already of the expected order, therefore we will concentrate on the first sum, proceeding similarly to how one gets the bound (4.4),
Now, we will study ∇h w w (x) , for z ∈ B(x, w 2n ), we have the bound
z − x , where D 2 denotes the second derivative. Hence,
dz.
Observe that, for any v ∈ S d−1 ,
where C does not depend on v. Also, we have that
Notice that this does not contradict the lack of uniform continuity of the function 1 · d+α , as we are taking an radius which is at most x /2. Therefore,
As mentioned before Lemma 4.2, we have the following. 
(4.14)
Proof. Notice that 1 
And for α ∈ (2, ∞)\{3},
where β = min{3, α}.
The proof follows analogously to Lemma 4.2, however, one should estimate
as the integral in a neighbourhood of the origin is not well defined. Once, one recover such estimate, the next step is to compute the order of divergence of the integral
) h w (z)dz, as n −→ ∞.
Proof of Theorem 3.4.
In the following, we treat the case α ∈ (0, 2), as the case α > 2 uses the same techniques, with the exception that it relies on the Lemma 4.5, instead of Lemmas 4.1 to 4.4 From (2.7), we have
where we used the symmetry of mean zero Gaussian fields. Therefore, we need to estimate the expected value of the supremum of a Gaussian field. Indeed, we will use the ideas of the proof given in [18] for the nearest neighbours case on how to apply such techniques. The idea is to study the mean of the extremes of a centred Gaussian field {η x } x∈T for some set of indexes through the metric in T induced by on
Basically, good bounds for d η (x, y) imply good bounds for E max x∈T η α (x). In the next few propositions, we will prove the bounds for d η for our case. Once we get those bounds, obtaining Theorem 3.4 is a straightforward adaptation of the calculations made in [18] . 
Notice that the first two behaviours are only seen for d = 1. In order to prove the proposition will break the proof in several parts. For any
One can relate M n,d,α to the function
) (y).
In fact,
It will be easier to analyse the right hand side of the above equation. To do so, we will need to prove.
Lemma 4.7. For fixed d ≥ 1 and α ∈ (0, 2), there is a constant C = C d,α > 0 such that
Proof of Lemma 4.7. By the triangular inequality, we have
, ∀y ∈ B w n , 1 2n and therefore, using Lemma 4.1, we have
Substituting this in the definition of G d,n,α,x concludes the proof.
Therefore,
Moreover, notice that the support of H d,n,α,x (y) is contained in the annulus B 2 (0,
Proof of Proposition 4.6. Due (4.22), we just need to analyse the integral
We will first look at I 1 . Consider y such that
x , we use the inequality sin
and Cauchy-Schwarz, to get
) (y)
(4.23)
And therefore,
On the other hand, for y ∈ (
2 ), we just use the trivial bound sin 2 t ≤ 1. And therefore, we get the bound
Now, by computing the right-hand side in both (4.24) and (4.25), one recovers the desired bounds.
Now, we turn to the discussion given after the statement of Theorem 3.4. For α = 2, we can use expression (4.16). To get the right estimates, one can use the same methods as above. However, to do so, one would have to estimate the rate of divergence of Riemman sums of functionsh w (x) = sin 2 (πw·x) |x| 2 log(1/x) for different dimensions, which just evolves bulkier computations with log corrections.
We will now find the respective lower bounds for E[(η
Therefore, we will break the lower bounds in Lemmas according to the dimension and according to α. When α > 
Proof. Notice that, for sin t ≥ 2 π t for all t ∈ (0,
then one recovers the right estimates by evaluating the sum, which will either be convergent (α ≥ 
|x||y|}. One can easily check there is a positive constant c d such that
for all n ≥ 1 and all x ∈ R d . Let a ∈ (0, √ 2). If w ≤ n a x , then by Cauchy-Schwarz, we have |x · w|n −1 ≤ a −1 . Now, we use the inequality b|t| ≤ | sin t| ≤ π 2 |t| for all |t| ≤ a −1
with b := a sin t(πa −1 ). Hence, we get
As α > d 2 and a < √ 2, the right hand side of (4.27) is of order
The case d > 2α is less straightforward, instead, we analyse the rate of convergence of the function H n,d,α,x (y) to its almost everywhere pointwise limit, that is
In particular, for d ≥ 2, it will be useful to express 
Proof. The case d ≥ 3, can be found on [18, Lemma 8.4 ]. However, for d = 2, we proceed similarly. We just need to prove that lim t→∞ v d (t) > 0. By using [2, Corollary 4], we have that
where c d is a constant that only depends on d. Now, the result follows by noticing that
The next two Lemmas follow precisely as in [18] .
Lemma 4.11. For d ≥ 1, and for all ε > 0, there exists δ, N > 0 such that
n such that x ≤ δn and for almost every y in the annulus B 2 (0, 
n satisfying x ≤ δn. Therefore, there is only one case left: d = 1 and α < 1 2 . As we cannot proceed directly as in Lemma 4.8, neither we can use a lower bound similar to Lemma 4.10, all there is left for us is to compute the integral R d H n,d,α,x (y)dy. Notice the idea behind the previous three lemmas, is to use a bound of the sort sin(πr · x) ≥ ε, not in a pointwise sense, but in an average perspective. What we do next is just to split the integral and use such lower bound pointwise (where it is valid). 
Proof. Let ε 1 > 0 to be chosen, by Lemma 4.11, you can find positive numbers δ, N such that
y 2α ≤ 2 ε 1 y 2α for all n ≥ N and for all x such that x ≤ δn and for almost every y in the annulus B 2 (0,
Therefore, for n ≥ N and x such that x ≤ δn, we have
From here, one observes that the last integral converges to 0 as x −→ ∞, the second is finite, and the first is bounded below by a positive constant. Hence, if one chooses ε 1 small enough, one can show that the sum of the three integrals is bounded below by a positive constant (uniform in n and x).
With Lemmas 4.8, 4.9, 4.12 and 4.13, we conclude the following Proposition.
Proposition 4.14. For d ≥ 1, and for all α ∈ (0, 2), there exists
n satisfying x ≤ δn and Ψ d,α defined as in (4.20) . Which concludes the proof.
4.4.
Proof of Theorem 3.5: Again, we will only present the proof for α ∈ (0, 2), as the general follows in a similar way. We will divide the proof of convergence into the natural two parts (analogously to [8] ):
(1) We first prove convergence of finite dimensional distributions of the field Ξ α , that is { Ξ α n , f } f ∈F converges to { Ξ α , f } f ∈F for any finite collection F of functions in the appropriate domain. (2) Once that is done, we need to prove tightness of the law of Ξ α n , we will take advantage of a classical result given by Theorem 4.21 which characterises compactness embedding of Sobolev Spaces.
The main differences between the proof on Theorem 3.5 and its counterpart in [8] are in asymptotics of the eigenvalues of −(−∆) α /2 n . In [8] , the authors use a Lemma (Lemma 7) to bound the eigenvalues of the discrete Laplacian (up to the correct renormalisation) and with respect to its continuous counterpart. In particular, their lower-bound can be taken uniformly. However, in our case, such bounds cannot be taken as precisely. Hence, we rely the asymptotic behaviour of the eigenvalues of −(−∆) α /2 n , as described throughout Subsection 4.2.
Moreover, once the comparison between the rescaled eigenvalues of the discrete fractional Laplacian and its continuous version is established, we have that the rest of the proof follows easily for large values of α (α > 1). However, for small values of α (α < 1 and more particularly α < 1/2), the technical bounds necessary to make use of the Dominated Convergence Theorem in the proof of finite-dimensional distributions, has to be evaluated with more care. The rest of the proof follows similarly, with the analogous adaptations used for the finite-dimensional convergence in distribution. However, we include its proof to keep the article more self-contained.
Notice that, for all k ≥ 1 and
Hence, we have, looking at the characteristic functions, we have
, therefore, it will be enough the determine study the distribution of a single coordinate of the field, that is Ξ α n , f . By Proposition 3.3, even for the non-Gaussian case, the odometer can be represented as
Given a function h n :
Then, for and
Moreover, as
and therefore, from (4.30),
however, the last sum is independent of y, therefore we can define
and still have Ξ ). Therefore, we proceed by proving the convergence of all moments and then using Characteristic functionals to get the desired result. The proof of the convergence of variances is the most technical part, as we will be able to derive the convergence of higher moments from it. For that, we will first work with weights with all moments of all orders, prove convergence of all moments and then use a truncation method to recover the general case.
4.4.1. Convergence for weights with finite moments. In this section, we will prove the following theorem. We now will prove to the main Proposition of this section.
Then for all m ≥ 1 and for all u ∈ C ∞ (T d ) with zero average, the following limits hold:
Proof. We begin the proof with the case m = 2. Case m = 2. We have the equality
This implies that
We now use that
where L is a constant and
hence, for test functions that have zero average,
Our strategy will be to break the above sum in three parts:
where K n is defined as
Using Propositions 4.17 and 4.18 and Cauchy-Schwarz Inequality we get
We will first prove Proposition 4.18, as it is shorter. The proposition is an easy consequence of the following lemma.
Proof. Using the Mean Value Inequality, we have that there exists c x,z ∈ (0, 1)
The lemma follows from the fact that ∇f
taking κ −→ 0 + . One can find in [24] , Theorem 7.22 that for any m ∈ {0, 1, 2, . . . }, the exists C = C(κ, m) > 0 such that
(4.37)
We will prove in the following that the convergence in (4.36) is equivalent to the convergence of
to do so, we will show that
For that, we use that
For α ≥ 1 2 , as w ≥ 1, we have
where we used Parseval's Identity, as before. Hence, we have
which proves (4.39).
For the case α < 1 2 , we have to proceed with a bit more care, notice the slight variation of (4.40)
Proof. One can find the proof in [8] as Lemma 12.
For m ∈ {1, 2, . . . }, define P(m) as the partitions of {1, 2, . . . , m}, moreover, define Π the elements of a partition P ∈ P(m), we will denote |Π| the number of elements in Π . Also, we define P 2 (m) ⊂ P(m), the pair partitions, that is, partitions P ∈ P(m) such that for all Π ∈ P , |Π| = 2. We have 
Cauchy-Schwarz inequality we get F n,ν ∈ L 1 (T d ). Now, we claim that n (nx, ny)F n,ν (x)F n,ν (y)
Therefore, we just need to prove the Claim 4.22.
Proof of Claim 4.22. Again, we will rely on the bounds of Lemma 4.3, we will also use that exp(2πi(x − y) · w) w 2α F n,ν (x)F n,ν (y) (4.48)
Again, we consider a mollifiers ρ κ as before to rewrite the right hand side of (4.48) as 1 − ρ κ (w) exp(2πi(x − y) · w) w 2α F n,ν (x)F n,ν (y). (4.49)
We will bound the two summands independently. We start with the second. Consider G n,ν : Z d −→ R, given by G n,ν (z) := F n,ν ( z n ).We have 1 − ρ κ (w) w 2α G n,ν (w) G n,ν (w) where, γ = min{1, 2α}, as done before. In the last inequality, we also used that | G n,ν (0)| 2 ≥ 0. Now we use that |F n,ν (x)| ≤ n −d and Parseval's Identity to get We can then concentrate on bounding the first term of (4.49). 
Truncation method.
In the first part of the argument, we had to restrict ourselves to essentially bounded weights. We will now show how to reconstruct the general case. We will need to fix an arbitrarily large (but finite) constant R > 0. Set
