Abstract. Time-domain discontinuous Galerkin (DG) methods for wave propagation require accounting for the inversion of dense elemental mass matrices, where each mass matrix is computed with respect to a parameter-weighted L 2 inner product. In applications where the wavespeed varies spatially at a sub-element scale, these matrices are distinct over each element, necessitating additional storage. In this work, we propose a weight-adjusted DG (WADG) method which reduces storage costs by replacing the weighted L 2 inner product with a weight-adjusted inner product. This equivalent inner product results in an energy stable method, but does not increase storage costs for locally varying weights. A priori error estimates are derived, and numerical examples are given illustrating the application of this method to the acoustic wave equation with heterogeneous wavespeed.
1. Introduction. Accurate numerical simulations of wave propagation through complex media are becoming increasingly important in seismology, especially as modern computational resources make the use of high fidelity subsurface models feasible for seismic imaging and full waveform inversion. A host of different numerical methods are currently in use, the most popular of which are high order finite difference methods [1] . While finite difference methods tend to perform excellently for simple geometries and smoothly varying data, their accuracy is degraded for heterogeneous media with interfaces or sharp gradients [2] .
In order to address these issues, high order finite element methods for wave propagation have been considered as alternatives to finite difference methods. A drawback of using continuous finite elements for time-domain simulations using explicit timestepping is the inversion of a global mass matrix system at each timestep. Spectral Element Methods (SEM) [3] address this issue by diagonalizing this mass matrix system through the use of mass-lumping, which co-locates interpolation nodes for Lagrange basis functions and Gauss-Legendre-Lobatto quadrature points. Since SEM is limited to unstructured hexahedral meshes, which are less geometrically flexible than tetrahedral meshes, triangular and tetrahedral mass-lumped spectral element methods have been investigated as alternatives [4, 5, 6] . However, due to a mismatch in the number of natural quadrature nodes and the dimension of polynomial approximation spaces on simplices, these methods necessitate adding additional nodes in the interior of the element to construct sufficiently accurate nodal points suitable for mass-lumping. Additionally, mass-lumpable nodal points on tetrahedra have only been determined for polynomial bases of degree four or less [4] .
High order discontinuous Galerkin (DG) methods have been considered as an alternative to Spectral Element Methods for seismic wave propagation [7, 8, 9, 10] . Instead of using mass-lumping to arrive at a diagonal mass matrix, DG methods naturally induce a block diagonal mass matrix through the use of arbitrary-order approximation spaces which are discontinuous across element boundaries. Weak continuity of approximate solutions in such spaces is enforced through numerical fluxes on shared faces. The local nature and fixed communication patterns DG methods also makes them well-suited for parallelization, and the scalability of DG methods for time-domain wave propagation problems has been demonstrated for hundreds of thousands of cores [11] . Additionally, the computational structure of DG methods has been shown to be well-suited to many-core and accelerator architectures such as Graphics Processing Units (GPU). DG implementations on a single GPU have demonstrated significant speedups over conventional architectures [12, 13] , while implementations using multiple GPUs still demonstrate high scalability [14, 15] .
A limitation of many implementations of DG is that the wavespeed is assumed to be piecewise constant over each element, which can lead to spurious reflections and loss of high order accuracy. In order to accomodate locally heterogeneous models over each element, Castro et al. discretize a pseudo-conservative form of the wave equation [16] . However, this requires including additional source terms to account for local spatial variation of material parameters, which makes it difficult to prove energy stability or high order accuracy. An alternative approach was taken by Mercerat and Glinsky in [17] , where the spatial variation of the wavespeed is incorporated into local elemental mass matrices as a weighting function. This approach can be shown to be energy stable; however, since the wavespeed can vary from element to element, this necessitates either 2. Mathematical notation. We begin with the assumption that the domain Ω is Lipschitz, and is represented exactly by a triangulation Ω h consisting of elements D k , where each element is the image of a reference element under the elemental mapping
where x k = x k , y k , z k are physical coordinates on the kth element and x = { x, y, z} are coordinates on the reference element. We denote the Jacobian of the transformation for the element D k as J k . Over each element D k ∈ Ω h , the approximation space V h D k is defined as
where V h D is an approximation space over the reference element. In this work, D is taken to be the reference bi-unit triangle or tetrahedron, while V h D is taken to be the space of total degree N polynomials on the reference triangle
or on the reference tetrahedron
However, the analysis and methods are readily extendible to other affinely mapped element types and approximation spaces, such as tensor product degree N polynomials on quadrilaterals and hexahedra. The global approximation space is taken to be the direct sum of approximation spaces over each element
and the associated L p spaces
The L p Sobolev seminorms and norms of degree s are then defined
where α = {α 1 , α 2 , α 3 } is a multi-index such that
3. Discontinuous Galerkin methods for the acoustic wave equation. We introduce the jump and average of u ∈ V h (Ω h ) as follows: let f be a shared face between two elements D k − and D k + , and let u and u be scalar and vector valued functions, respectively. The jumps and averages of u, u are defined as
In this work, we consider the acoustic wave equation as a model problem. In first order form, this is given by
where t is time, p is pressure, u is the vector velocity, and ρ and c 2 are density and wavespeed, respectively. We will assume that c 2 is bounded from above and below
We adopt the discontinuous Galerkin variational formulation of [19] , which is given over each element D k by
where n is the outward unit normal vector, τ p = 1/ {{ρc}}, and τ u = {{ρc}}. We refer to this DG method as the standard DG method for the remainder of this work. Finally, we note that the weight-adjusted DG method proposed in this paper impacts only the computation of mass matrices, and thus is not tied to a single choice of DG formulation or numerical flux.
The formulation ( 1) can be shown to be energy stable for any choice of τ p , τ u ≥ 0 [19] , and the specific choice of τ p , τ u reduce the numerical flux to the upwind fluxes (as determined by the solution of a Riemann problem) for constant ρ, c. For the remainder of this work, we assume ρ = 1 for simplicity, though it is straightforward to adapt the results to non-constant ρ.
Finally, for this work, we assume homogeneous Dirichlet boundary conditions p = 0 on ∂Ω. These are enforced through reflection conditions at boundary faces f ∈ ∂Ω
, the discrete formulation of the DG method is given most simply in terms of mass, (weak) differentiation, and lift matrices. The mass matrix M k , weighted mass matrix M 
where J k f is the Jacobian of the mapping from the face of a reference element D f to the face of a physical element D k f . We also define weak differentiation matrices S x , S y , S z with entries
The discrete standard DG formulation is then given in terms of these matrices. For succinctness, we relabel subscripts x, y, z as 1, 2, 3 such that
where w = 1/c 2 , U i and p are degrees of freedom for u i and p, and the superscripts + and − indicate degrees of freedom for functions on D k and its neighbor across face f . F p , F u are defined such that
k produces a system of ODEs which can be solved using standard time-integration techniques.
3.2. Energy stability in a weighted L 2 norm. When the wavespeed 1/c 2 is incorporated into the mass matrix, it is straightforward to show that the discrete DG formulation is energy stable (in the sense that an appropriate norm of the solution is dissipative in time). This can be shown by taking v = p, τ = u in the local DG formulation. Integrating the divergence term of the pressure equation by parts gives
Then, adding the pressure and velocity equations together and summing over all elements
where we have introduced the weighted L 2 inner product over
Assuming that the wavespeed is bounded from above and below by 0 < c min ≤ c ≤ c max < ∞, the quantity
defines a squared norm on (p, u), and (2) implies that this weighted L 2 norm of the solution is non-increasing in time. Thus, incorporating wavespeed into the left hand side of the DG formulation (and into the mass matrices of the discrete formulation) results in an energy stable method. This approach is taken by Mercerat and Glinsky [17] to develop a nodal DG method for elastic wave propagation in heterogeneous media. However, this also greatly increases storage costs if c varies locally over each element.
Consider the case when all elements D k are planar simplices (implying that the mapping Φ k is affine and J k is constant) and c is piecewise constant over each element D k . Then, the mass matrices
Under these assumptions, all mass matrices are simply scalings of the reference mass matrix. Inversion of the mass matrix can be dealt with by pre-multiplying reference matrices by the inverse of the reference mass matrix [20] . However, when c varies locally over an element, each mass matrix is distinct, requiring either iterative solvers or storage of dense matrices/factorizations to apply the inverse. Several approaches can be taken to address these storage costs. Castro et al. [16] multiply the pressure equation on both sides by c 2 to remove the variation of c from the mass matrix. However, this rewrites the wave equation in non-conservative form of the wave equation, which does not lend itself readily to an energy stable DG formulation. Castro et al. introduce new source terms into the formulation to overcome this difficulty, rewriting the wave equation in a pseudo-conservative form. However, it is not obvious whether this formulation is energy stable. It is also possible to build the variation of c into the basis, as is done with spatially varying Jacobian factors J k for non-affine elements in [19] . However, this introduces rational basis functions, which require explicit quadrature-based a priori stable variational formulations for energy stability. We propose an alternative approach in this work, which allows for the use of polynomial basis functions while maintaining a low storage implementation based on a weight-adjusted inner product.
Approximating weighted L
2 inner products. In order to introduce the new DG method, we introduce a new inner product under which the proposed method is energy stable. The construction of this inner product is based on operators T w , T −1 w which approximate polynomial multiplication and division by a weight w, respectively. Intuitively, this inner product approximates the weighted L 2 inner product (3) under which the DG method is shown to be energy stable in Section 3.2.
4.1. Approximating polynomial multiplication and division. Let w(x) be a scalar weight defined on the domain Ω which is bounded from above and below 0 < w min ≤ w ≤ w max < ∞.
We define the operator T w :
Since T w also satisfies
it is self-adjoint and positive definite, and induces a weighted inner product (·,
For u, v ∈ P N D k , this weighted inner product reduces to the weighted L 2 inner product
We also define an operator T −1
w can be considered the inverse of T w in the following sense:
These implies that when the domain of T w is restricted to
We also have the following properties of the operator T 
Proof. The first equality is simply because T −1 
A weight-adjusted inner product. The introduction of the weight-adjusted DG method relies an approximation of the weighted L 2 inner product
by an equivalent inner product, based on the observation that
In other words (for appropriate weighting functions w) the projected multiplication operator T w is wellapproximated by the inverse of the projected polynomial division operator T
−1
1/w . This weight "adjustment" will make it possible to approximate the inverse of the weighted mass matrix in a low-storage, matrix-free manner.
We introduce the map (·,
For positive weight function w, this map defines an inner product, which we refer to as the weight-adjusted inner product:
is bilinear. Symmetry follows from the self-adjoint nature of T 1/w and Lemma 1
while positive definiteness is a result of
To show equivalence of the norm, all that remains is showing the upper bound
reduces to a scaling of the standard L 2 inner product by w.
We also note that the equivalence constants in this case are the same as for the weighted
which appears in the standard DG formulation for spatially varying wavespeed. for weights w which are sufficiently regular. These regularity requirements are made explicit using Sobolev norms introduced in Section 2.
Estimates for
To bound the difference between uw and T w u, T
−1
1/w u, we require the standard interpolation estimate
which assumes u ∈ W N +1,2 D k and follows from the Bramble-Hilbert lemma and a scaling assumption [23, 19] .
We also make use of an estimate for a weighted projection, adapted from Theorem 3.1 in [19] for an affinely mapped element:
Proof. By the Bramble-Hilbert lemma [23] ,
For quasi-regular elements, a scaling argument gives
Finally, the Sobolev norm of uw may be bounded by the product of the norms of u, w using the Leibniz product rule and Hölder's inequality [24] 
Combining these gives the desired bound.
We can now prove the following bounds:
where C w depends on w as follows:
Proof. The first bound is a direct application of Theorem 4 to
This second bound is derived by bounding first the projection error of uw and the deviation of T −1 1/w u from Π N (uw). The introduction of Π N (uw) allows us to use the fact that T −1
The former term is bounded by the standard interpolation estimate and regularity of u and w. The latter term can be bounded as follows:
where we have used Lemma 2 and the fact that Π N L 2 = 1 for affinely mapped elements. Finally, we give an estimate for moments of the difference between the weighted and weight-adjusted inner products:
Proof. Over each element D k , the weight-adjusted inner product gives
If w is polynomial of degree N − M , then
To bound the difference, we can add and subtract the projection of vw onto P N 1 w wT
The difference then becomes
For vw sufficiently regular, the Bramble-Hilbert lemma implies
By quasi-regularity of D k and the Leibniz product rule, the seminorm can be bounded by
Applying a scaling argument for v ∈ P M D k and Bernstein's inequality [25] then yields
where C B is a constant depending on N . This implies that
We can then use Theorem 5 to bound the remaining term
Combining these two estimates gives the desired bound.
5.
A low storage weight-adjusted DG method. Using the weight-adjusted inner product, we can now introduce the weight-adjusted DG method. Recall the DG formulation of the pressure equation introduced in Section 3
The standard DG method is shown to be energy stable with respect to the L 2 norm weighted by 1/c 2 which appears on the left hand of the pressure equation, which corresponds to the weighted L 2 inner product
where
For the remainder of this paper, we will assume this specific definition of w(x) for the acoustic wave equation.
Motivated by the fact that T
−1
1/w u ≈ wu, the weight-adjusted DG method approximates the weighted left hand side inner product in the DG pressure equation with the weight-adjusted inner product in Section 4
We note that the constants appearing in the bounds for Theorem 5 are identical for both T w and T
1/w , which suggests that the behavior of the weight-adjusted DG method should be very similar to that of the standard DG method.
A crucial aspect of the weight-adjusted DG method is that it is energy stable, due to the use of an equivalent inner product in the DG pressure equation. Repeating the analysis in Section 3.2 for the weightadjusted DG method gives that
and since
The left hand side of (6) implies that a squared norm on (p, u) is non-increasing in time. Additionally, by Lemma 3, this normed quantity is equivalent to the L 2 norm of p, u with the same equivalence constants as the weighted L 2 inner product used in (2) for the standard DG method. By replacing the weighted inner product on the left hand side with an approximation, a different mass matrixM
For polynomial functions u on an element D k with expansion coefficients u, computing u w = T
1/w u reduces to a square matrix multiplication
where u w are the expansion coefficients of u w and M k 1/w is defined entrywise
Thus, the Gram matrix associated with the weight-adjusted inner product has the form
resulting in a discrete formulation for the weight-adjusted DG method
For hexahedral elements with quadrature-based mass-lumping, this procedure reduces to collocation of w(x) = 1/c 2 (x) at quadrature points. For tetrahedral elements (which do not admit high order mass lumped schemes under a P N approximation space [4, 5] ), this method provides a low storage implementation through the fact that
For planar tetrahedra (and other affinely mapped elements),
, requiring storage of only the reference array M −1 . The application of M k 1/w can be done in a matrix-free manner: for u ∈ P N with expansion coefficients u,
Each integral can be computed over the reference element using quadrature, requiring only O(N 3
For planar tetrahedra, these differentiation and lift matrices can be computed from linear combinations and scalings of reference derivative and lift matrices [20] . The matrix form of the semi-discrete weight-adjusted DG pressure equation can then be written as dp dt
where we have referred to the weak differentiation matrices
We note that (for an appropriate choices of flux F p ) the contribution
is simply the the DG discretization of the divergence operator and the pressure equation DG right hand contribution for wave propagation in homogeneous media. This illustrates the fact that implementation of the weight-adjusted DG method is relatively non-invasive. For example, a time-domain DG code with explicit timestepping for homogeneous media typically involves one step to compute right hand side contributions and one step to evolve the solution in time using a time integration scheme. For such a code, the weightadjusted DG method for heterogeneous media could be implemented by adding only a single additional step which applies M k −1 M k 1/w to the right hand side (for homogeneous media) before time integration. 5.1. Consistent scaling by c 2 . The strong form of the pressure equation can be rescaled by c
However, since this is in non-conservative form, it is non-trivial to derive appropriate formulations and numerical fluxes which result in an energy stable DG methods.
As suggested by (7) and (8), the weight-adjusted DG method can be interpreted as a way to consistently rescale by c 2 while maintaining the conservative form of the wave equation. Recall the definition of the lift
The weight-adjusted DG formulation can then be expressed using L k f as
This is sometimes written in a more compact form
where we have introduced the weak DG gradient and divergence ∇ h , ∇ h ·. These weak DG differential operators are defined such that their restriction to an element D k yields
where F p (p, u), F u (p, u) are the numerical fluxes over a face f . The weight-adjusted DG method can be derived using the weak DG divergence in (13) instead of the exact divergence. Replacing the strong divergence of (9) with the weak DG divergence, then multiplying both sides of by a test function in V h and integrating results in the weight-adjusted DG formulation. This incorporates the scaling by c 2 in a consistent manner, multiplying terms within volume integrals only. Without introducing the lift operator, it is not immediately clear how to incorporate the scaling by c 2 within surface integrals.
Convergence.
With the estimates in Section 4.3 and consistency of the formulation, it is possible to derive a priori error estimates for the weight-adjusted DG method. We follow the approach of [19] 
Under these regularity assumptions, 1 the following theorem holds for p and the components u i of the velocity:
Theorem 7 (Theorem 3.3 of [19] ).
We will also use the following modified Gronwall's inequality Lemma 8 (Lemma 1.10 in [27] ). Suppose that a, b, c, d ∈ C[0, T ] are non-negative functions and that
Then, for any t ∈ [0, T ],
1 These assumptions may be relaxed somewhat using techniques from [26] .
Then, we have the following a priori estimate for the weight-adjusted DG solution (p h , u h ) at time T Theorem 9.
where C 2 depends on c min , c max . Proof. We introduce group variables U = (p, u) and V = (v, τ ) to rewrite the variational formulation as
The volume and surface contributions to the formulation are given by
The proof of energy stability implies that b(U, V ) is positive semi-definite, and that
projection onto the space of degree N polynomials over the triangulation Ω h . The error E between the exact solution U and the the weight-adjusted DG solution U h = (p h , u h ) can be defined in terms of the interpolation error and discretization error η
Since the interpolation error can be bounded by regularity assumptions, what remains is to bound the discretization error η = Π h (U − U h ) at time T .
Assuming sufficient regularity [23, 20] , the exact solution at time T satisfies the DG formulation (1) with weighted L 2 inner product
while the discrete solution satisfies the WADG formulation
Taking V = η, subtracting these two equations and rearranging yields the error equation
where we have used a(η, η) = 0 by skew-symmetry. Integrating by parts gives
where p , u and η p , η u are the p and u components of the interpolation and discretization error, respectively. For affinely mapped elements, ∇·η u , ∇η p are polynomial, and volume terms disappear through orthogonality of the L 2 projection to polynomials up to degree N . We can then bound the contribution by combining contributions over shared faces and applying the arithmetic-geometric mean inequality
Applying Young's inequality with α = C τ /2 then gives
Terms involving the time derivative of pressure can be controlled by introducing the L 2 projection and using
c 2 p is the WADG consistency error in the pressure variable. Terms involving time derivatives of velocity satisfy
Combining these gives
Substituting these expressions into the error equation (14) gives
We eliminate factors of 
The modified Gronwall inequality then yields a bound on
where C depends on c max and the penalty parameters. The right hand side terms are then bounded using regularity assumptions. The time derivative term is bounded using Theorem 5
.
while the trace term is bounded using Theorem 7
Taking the supremum over [0, T ] and applying the triangle inequality to U − U h = + η completes the proof.
Local conservation.
While standard DG methods are locally conservative, the use of the weightadjusted mass matrix does not preserve local conservation of the same quantities conserved by the standard DG method. However, Theorem 6 gives an estimate which implies a higher order O(h 2N +2 ) convergence of the conservation error for smooth solutions. Since conservation conditions for DG are recovered by testing with piecewise constant test functions [28] , we define the local conservation error as the M = 0 moment of the error between the standard DG and weight-adjusted DG inner products for polynomial u, summed over all elements
We note that the above bound depends on the regularity of both c 2 and the solution u. As noted in the proof of Theorem 6, it is possible to restore local conservation by replacing c 2 with its degree N polynomial projection or interpolant on each element, though this can introduce an error if c 2 is poorly approximated by P N D k . Alternatively, it is also simple to restore conservation through a rank-one update to the mass matrix. Let e be the vector of degrees of freedom representing a constant; then, we seek αvv T such that
This implies that v is the conservation error up to a scaling constant. This constant can be determined as follows:
Multiplying by e T on the left gives
Defining α = −sign v T e / v T e then implies that the rank-one correction αvv T is sufficient to enforce conservation. Since v T e can be very small, α can be set to zero if v T e ≤ δ v for some tolerance δ to ensure numerical stability. The inverse of this conservative mass matrix can be applied using the Shermann-Morrison formula.
requiring only O(N 3 ) additional storage per element. For nonlinear hyperbolic problems with non-smooth solutions such as shocks, as a non-conservative scheme can lead to incorrect shock speeds [29] . The exact enforcement of local conservation is especially important in this context, since Theorem 6 suggests that conservation errors depend otherwise on the regularity of u.
6. Numerical examples. In this section, we give numerical examples confirming the estimates in Section 4.3, as well as numerical verification of convergence for the weight-adjusted DG method. Numerical experiments are performed using a nodal DG method [20] ; however, the weight-adjusted DG method is agnostic to the choice of basis used.
6.1.
Comparisons between weighted and weight-adjusted inner products. The DG method of Mercerat and Glinsky [17] is energy stable with respect to the scaled L 2 norm induced by the inner product
with w = 1/c 2 . The weight-adjusted DG method approximates this using the weight-adjusted inner product
We perform a numerical study to assess the quality of this approximation, which will influence how much the behavior of the weight-adjusted DG method will deviate from that of the standard DG method. Consider u w,1 , u w,2 defined by the two scaled projection problems
u w,1 , u w,2 approximate u/w. If u w,1 and u w,2 are very close, the two projection problems are close to equivalent for that choice of w, and we expect the standard DG and weight-adjusted DG methods to behave similarly. Polynomial expansion coefficients for u w,1 , u w,2 are computed over each element by solving the matrix equations
where b i = D k uφ i . We also examine convergence of u w,3 to uw as well, where coefficients for u w,3 are computed by solving
Here, α and v define the rank-1 correction used to restore local conservation in Section 5.3. Table 1 : L 2 errors and estimated rates of convergence for approximations u w,1 , u w,2 , u w,3 of u/w (defined by (15) , (16) , and (17) respectively) under uniform mesh refinement. In this case, u and w are taken to be regular functions.
6.1.1. Regular solutions and weighting functions. Table 1 shows
, and u w,3 − u/w L 2 (Ω) on a sequence of uniform triangular meshes, with u(x, y) = e x+y , w(x, y) = 1 + 1 2 sin(πx) sin(πy).
In all cases, the errors are very similar, though the error for u w,1 (corresponding to the weighted L 2 inner product used in the standard DG method) appears to be consistently smaller than the errors for u w,2 , u w,3 . Interestingly, the error for u w,3 , defined using the conservation-corrected mass matrix in (17) , is smaller than the error for u w,2 which does not include the rank-1 correction.
6.1.2. Solutions and weighting functions with decreased regularity. It is worth noting that the results of Section 4.3 involve terms w W N +1,∞ , 1/w W N +1,∞ which depend on the regularity of w over D k . For this reason, we expect the approximations u w,1 , u w,2 , u w,3 ≈ u/w resulting from the solutions of (16) and (17) to degenerate in quality as w becomes less regular. To test this, we take
which produces a non-differentiable cone as a → 0. 2 Figure 1 shows the effect decreasing regularity of w on the convergence of u w,1 , u w,2 , u w,3 for N = 3. While we do observe increases in error as w loses regularity, we still observe that u w,1 , u w,2 , u w,3 all behave very similarly independently of the regularity of w. Along with the results of Theorem 5, this implies that the behavior of the weight-adjusted DG method should be very close to that of the standard DG method for both smooth and irregular w. Interestingly, as w approaches a non-differentiable function, the convergence of u w,1 , u w,2 , and u w,3 to u/w reduces to O(h 2 ) for all orders N tested.
6.2. Local conservation errors. Section 5.3 discusses the fact that the weight-adjusted DG method does not locally conserve the same quantities conserved by the standard DG method. However, estimates show that for sufficiently regular u and w, the conservation error converges at O(h 2N +2 ). (15), (16), (17) under uniform mesh refinement for N = 3, 4. In this case, w is taken to be a function whose regularity decreases as a → 0.
6.2.1. Regular solutions and weighting functions. We test this first for regular u, w by taking u(x, y) = e x+y , w(x, y) = 1 + 1 2 sin(πx) sin(πy).
and computing the conservation errors for u w,2 , u w,3 . For u w,2 , this error is defined as
for u w,1 , u w,2 as defined in (15), (16) , and (17), respectively. For u w,3 since the conservation-corrected mass matrix does not have a clear inner product analogue, we measure the conservation error via
where e are the polynomial expansion coefficients for the constant 1 over D k . In all experiments, α is set to zero if v T e ≤ δ v for δ = 10 −8 . Table 2 shows the conservation errors
for u w,2 and u w,3 respectively. The estimated rate of convergence for u w,2 is also reported. As predicted in Section 5.3, the conservation error for u w,2 is observed to converge at a rate of O(h 2N +2 ), while u w,3 is observed to reduce conservation error to machine precision values.
6.2.2. Solutions and weighting functions with decreased regularity. We also investigate how the regularity of u, w affect local conservation errors. We consider u, w given both a by smooth exponential and a regularized cone u(x, y) = e x+y , w(x, y) = 1 + x 2 + y 2 + a, a ∈ [0, ∞),
w(x, y) = e x+y . Figure 2 shows the effects of decreasing regularity of w and u separately on the conservation errors. Decreasing regularity of w is observed to reduce convergence of conservation errors to O(h 4 ). Interestingly, only Table 2 : Conservation errors at different orders of approximation N under uniform mesh refinement for solutions u w,2 , u w,3 to (16), (17) . In this case, u, w are taken to be regular functions. Estimated orders of convergence are also reported for u w,2 . Mesh size h decreasing the regularity of u affects conservation errors far less than only decreasing the regularity of w, suggesting that the bound in Theorem 6 may not be sharp. Additionally, for less regular u and discontinuous u, we observe numerically that conservation errors decrease at a rate of O(h N +2 ). Both of these behaviors are better than expected from Theorem 6, and suggest that conservation errors do not depend strongly on the regularity of u.
6.3. Convergence of DG for heterogeneous wavespeed. In this section, we examine the convergence of high order standard and weight-adjusted DG methods to manufactured and reference solutions under a wavespeed which varies spatially with each element. [16, 17] . The method of manufactured solutions chooses expressions for p, u and determines a source term f (x, t) such that the inhomogeneous acoustic wave equations
have solution p, u. Table 3 shows the convergence of L 2 errors for both standard DG and weight-adjusted DG on a sequence of 2D uniform triangular meshes for c 2 (x, y) = 1 + 1 2 sin (πx) sin (πy) , p(x, y, t) = cos π 2 x cos π 2 y cos π 2 √ 2t .
A triangular quadrature from Xiao and Gimbutas [31] (chosen to be exact for polynomials up to degree 3N ) is used to compute both the weighted and weight-adjusted mass matrices for standard DG and the application of the weighted-adjusted mass matrix for weight-adjusted DG. We do not correct the mass matrix with αvv T to enforce local conservation in the following numerical experiments.
Convergence to a reference solution.
We also compare the convergence of DG for heterogeneous media in a more realistic setting by computing the error with respect to a fine-grid reference solution computed using a spectral method over the bi-unit square [−1, 1] 2 with N = 100. The timestep for the reference solution is taken sufficiently small as to make temporal errors negligible. The same wavespeed c used for the manufactured solution is used again for the manufactured solution, with an initial condition of p(x, y, 0) = cos π 2 x cos π 2 y . Table 4 shows estimated rates of convergence for both standard and weightadjusted DG. For both methods, rates of convergence between O(h N +1/2 ) and O(h N +1 ) are observed for N = 1, . . . , 4. In all cases, the errors for the standard and weight-adjusted DG methods are nearly identical for on all but the coarsest mesh.
Finally, Figure 3 shows a comparison of the standard and weight-adjusted DG method for the discontinuous wavespeed The initial condition is taken to be a initial Gaussian pulse centered at (0, 1/4). For N = 4, h = 1/8, and T = .5, both the standard DG and weight-adjusted DG solutions are indistinguishable. Table 4 : Estimated rates of convergence of standard and weight-adjusted DG solutions of (18) to both manufactured and reference solutions at T = 1. defined by (19) . The order of approximation is N = 4, and the final time is taken to be T = .5. The initial condition is a Gaussian pulse centered around (0, .25), and c 2 varies spatially with a discontinuity at y = 0.
6.4. Effect of reduced quadrature. It was noted in [19] that, for the LSC-DG formulation, it is possible to reduce the order of the quadrature used to evaluate the variational formulation significantly without compromising the estimated order of convergence implied by theory. This can be attributed to two facts: first, that stability of the LSC-DG formulation does not depend on quadrature strength, and secondly, that errors for a degree 2N quadrature rule are of the same order as the discretization error.
Similarly, the weight-adjusted DG method is energy stable so long as the weight-adjusted inner product (computed using quadrature) induces a norm. Numerical experiments indicate that quadrature degrees which integrate degree 2N + 1 polynomials exactly rule are sufficient, and that increasing quadrature strength beyond this degree does not offer any significant advantages. Table 5 shows the effect of varying the quadrature strength N q from degree 2N − 1 to 3N for an N = 4 discretization. While the error decreases very slightly by increasing the degree of quadrature from 2N − 1 to 2N or 2N + 1, no significant change in error is observed by increasing the degree of quadrature beyond than 2N + 1. Results are not reported for quadratures of lower degree than 2N − 1, as numerically singular mass matrices are generated.
7. Conclusions and future work. This work introduces a weight-adjusted DG (WADG) method for the simulation of wave propagation in heterogeneous media which is both provably energy stable and high order accurate for heterogeneous media with wavespeeds which are locally smooth over each element. Additionally, the implementation of the WADG method is non-invasive, and can be incorporated into a DG code for wave propagation in isotropic media with only minor modifications.
The WADG method relies on an approximation of the weighted mass matrix by an equivalent weight-
