The generalized principal pivot transform is a generalization of the principal pivot transform to the singular case, using the Moore-Penrose inverse. In this article we study some properties of the generalized principal pivot transform.
Introduction
Let A be an n × n complex matrix partitioned into blocks as 11 A 12 is the Schur complement of A 11 in A. The principal pivot transform has an interesting history, which is dealt with in detail in [7] .
In this article we study the notion of principal pivot transforms for singular matrices (that is to say, the case when A 11 is singular.). In Section 2, we introduce notation and state some preliminary results. In Section 3, we define the generalized principal pivot transform and discuss its properties. In Section 4, first we prove that the Moore-Penrose inverse of a range-symmetric, almost skew-symmetric matrix is almost skew-symmetric. Then we prove that the generalized principal pivot transform preserves the rank of the symmetric part of the matrix under some conditions. As a particular case we get that the principal pivot transform of an almost skew-symmetric matrix is almost skew-symmetric. Our work generalizes some results from [5] , [7] , [8] .
Notation, Definitions and Preliminary Results
Let C m×n (R m×n ) denote the set of all m×n matrices over the complex (real) numbers.
For A ∈ C m×n , we denote the adjoint of A, the transpose of A, the range space of A and null space of A by A * ,A t , R(A) and N (A), respectively.
For a given A ∈ C m×n , the unique matrix X ∈ C n×m satisfying AXA = A, XAX = X, (AX) * = AX and (XA) * = XA is called the Moore-Penrose inverse of A and is denoted by A † . For a given matrix A ∈ C n×n , the unique matrix X ∈ C n×n satisfying AXA = A, XAX = X, and AX = XA is called the group inverse of A and is de-
Unlike the Moore-Penrose inverse, which always exists, the group inverse need not exist for all square matri-ces. A well known necessary and sufficient condition for the existence of A # is that
. For complementary subspaces L and M of C n , the projection
addition, L and M are orthogonal then we denote this by P L . Some of the well known properties of A † and A # which will be frequently used, are (
The following result is known for range-Hermitian matrices.
Then the following are equivalent:
If A and B are square invertible matrices, then (AB) 
Generalized Principal Pivot Transform
Generalized principal pivot transform was studied by AR. Meenakshi [6] . In [6] , the author studied the relationship between the generalized principal pivot transforms and range-Hermitian matrices. In this section first we recall the definition of generalized principal pivot transform. Then we prove some basic properties of the generalized principal pivot transform, including the domain-range exchange property. Finally, we prove a relationship between the generalized principal pivot transform and JHermitian matrices.
, where A 11 ∈ C n 1 ×n 1 and n 1 ≤ n. The generalized principal pivot transform of the matrix A with respect to A 11 , denoted by gppt(A, A 11 ) is defined to be 
The proof of the following results is easy and is omitted.
The following property is known as the domain-range exchange property of ppt(A, A 11 ).
The following theorem is a generalization of the domain-range exchange property to the generalized principal pivot transform.
. Given a pair of vectors x, y ∈ C n partitioned as of Lemma 3.1 we get y 2 = A 21 x 1 + A 22 x 2 . Thus Ax = y. Now we shall prove some basic properties of generalized principal pivot transform.
The next theorem gives a factorization for gppt(A, A 11 ), which is a generalization of Lemma 3.4 of [7] . to zero block and T 2 = I − T 1 . Consider the matrices
Proof. We have
In the next theorem we prove that the Moore-Penrose inverse of gppt(A, A 11 ) is equal to the gppt(A, A 22 ). It generalizes Theorem 3.8 of [7] . 
Proof. By Theorem 3.2, we have gppt(A, A
Hermitian and hence the result follows.
In the following theorem we show that the generalized principal pivot transform is an involution under some conditions.
Thus gppt(B, B 11 ) = A. The range symmetry of A 11 along with the conditions N (A 11 ) ⊆ N (A 21 ) and
Premultiplying this equation by C †t 2 and postmultiplying it by C † 2 we get
A 21 + A 
