Abstract-We consider the problem of ferrying data between nodes of a sparsely distributed sensing network of Unattended Ground Sensors (UGS) with endurance-constrained Unmanned Aerial Systems (UAS). The sensing domain wherein the sparsely distributed UGS network is deployed is assumed to be highly nonstationary (time-varying) and noisy. This makes the dataferrying problem very complicated as the expected valueof-information at a sensing location can rapidly change. To address this issue, we present a new data ferrying algorithm termed Exploitation by Informed Exploration between Isolated Operatives (EIEIO), and show that with several reasonable assumptions and a model on the predicted accumulation of value-of-information, the problem can be simplified to a mathematical linear program. To solve the linear program, the UAS learns to anticipate regions in the sensing domain that have the highest degree of change. The degree of change, is learned using a novel implementation of a Cox Process called the CoxGaussian Process (CGP). Our approach does not require a priori knowledge of the sensing domain model to arrive at an optimal UAS allocation strategy.
I. INTRODUCTION
Long-duration and large-scale distributed sensing systems employ a set of spatially distributed unattended sensors for persistent monitoring tasks. Due to onboard resource constraints, these sensors may not be able to transmit their data to other sensors or to a central processing node. Dataferrying techniques address this issue by designating mobile agents which physically ferry the data between individual sensors. Techniques for data-ferrying utilizing Unmanned Aerial Systems (UAS) are gaining significant interest [1] - [9] . Many data-ferrying approaches have implemented algorithms for planning optimal paths between an a priori defined set of sensing locations [1] - [3] , [5] , [7] - [16] , yet very few approaches have proactively considered the value of information (VoI) available at these locations in the planning policy [17] - [19] . Targets of high informatic VoI are important to persistent monitoring as they significantly reduce the uncertainty in the monitored space.
Our contribution is the use of Exploitation by Informed Exploration between Isolated Operatives (EIEIO), an algorithm which allocates endurance constrained data-ferrying resources over spatiotemporally varying domains. In using EIEIO, a generative model of the accumulation of VoI at different sensing locations is learned to predict which subset of sensing locations is most likely to have high-valued 1 Allan Axelrod, and Asst. Prof. Girish Chowdhary are with the school of Mechanical and Aerospace Eningeering at Oklahoma State University, Stillwater OK, {allanma,girish.chowdhary}@okstate.edu.
2 Asst. Prof. Sertac Karaman is with the Department of Aeronautics and Astronautics at the Massachussetts Institute of Technology sertac@mit.edu. information given the current environmental state, time since last poll, and other factors. This allows EIEIO to proactively allocate data ferrying agents such that the maximum VoI is collected during each data-ferrying tour in a spatiotemporally varying sensing domain. 
II. RELATED WORK
For sufficiently dense sensing networks with data-ferrying agents, single-and multi-hop communication strategies have been leveraged to reduce the network data latency and the requisite exertion of mobile data sinks [20] - [27] . However, in sparse networks, single-and multi-hop communication cannot be consistently facilitated since the nodes may not be within communications range of each other.
Alternative approaches for data gathering in sparse networks focus on optimizing the deployment of mobile agents. A popular feature to optimize is the energy efficiency of the mobile agent deployments [4] , [5] , [9] , [10] , [14] . Another feature to optimize for sparse networks is data latency reduction [3] , [8] , [11] , [15] . Both data latency reduction and energy efficiency are optimized in [28] , [29] , where a constant-in-time Stochastic Orienteering Problem is solved.
Although the aforementioned related works optimize data latency reduction and energy efficiency, neither of these paradigms explicitly consider the cumulative entropy being collected. Recent persistent monitoring approaches with the objective of reducing the error between the learned and true model of a dynamically changing environment by using reactionary entropy reduction strategies [1] , [18] , [19] . In addition, entropy is used as an VoI measure in state of the art efficient distributed communication and resource allocation tasks [27] , [30] . We therefore leverage VoI in EIEIO as a measure of worth for harvested data.
Informatic reward is a critical consideration as it quantifies the quality of our collected data. Information-driven approaches can use entropy (for Gaussian distributions, the covariance is proportional to the information entropy of the distribution) as in [19] or use directed KL divergence as in [1] , [17] , [27] , [30] - [32] . As KL divergence, D KL (Posterior||Prior), is the information contained in the posterior belief that is not contained in the prior belief [33] , we use KL divergence to quantify the Value of Information (VoI) of a sensing location. The convention in the aforementioned KL-divergence papers is to either to react to the presence of VoI as in [27] , [30] or to use the average KL divergence to predict the VoI of sensing regions as in [1] , [17] , [31] , [32] . We depart from this convention to build a belief on the KL divergence that predicts the growth rate of the VoI in our sensing domain.
III. PRELIMINARIES
In the sections that follow, a Bayesian Poisson process update will be used to learn to predict the information entropy available in a time-varying environment. This necessitates introductions to Poisson processes.
In Bayesian estimation, for a given likelihood function, if the posterior and the prior are in the same family of distribution, the prior distribution is called the conjugate prior. When the likelihood function is Poisson distributed (as in our case), the corresponding conjugate prior is the gamma distribution. The gamma distribution with parameters α and β is defined by its probability density function:
where Γ(·) is the gamma function defined as:
in particular, when α is an integer, we have Γ(α) = (α −1)!. The posterior for the rate estimate then has parameters
where τ (n) is the time at which the n th sample is observed. At the core of our planning and learning algorithms lies this estimation procedure that estimates the rate of event generation events at unattended ground sensor.
IV. PROBLEM DEFINITION
Let R and N denote the set of real numbers and the set of natural numbers, respectively. Let T denote the set of time instances, defined as the set of non-negative real numbers.
Consider the collection of information generated by events occurring in a planar region, where the information is recorded by the UGSs and then ferried to the base by UAVs. Let µ(x, t) denote the rate of event generation at location x ∈ R 2 and time T. In other words, µ is the spatiotemporal measure for the intensity of the events. A UGS located at x ∈ R 2 detects all events generated in some neighborhood of x and records the relevant information. When a UAV visits this UGS, the information regarding all events recorded up until the time of the visit can be uploaded to the UAV.
In most practical cases, the UAV route planing algorithms do not have access to the spatiotemporal measure µ or the size/shape of the neighborhood of event generation. However, even when these quantities are unknown, we still would like to maximize the "value of information (VoI)" that is collected in each mission of the UAV. In such cases, it is often not necessary to learn µ directly. But, the decision maker can learn the (potentially temporally varying) rate of event generation acquired by the UGSs, for each UGS individually. Then, the next missions can be designed to maximize the VoI.
In this paper, we focus on a foundational problem that captures this joint planning-and-learning nature. We make two assumptions: (i) we assume that the VoI accumulated at each UGS is independent from that accumulated at every other UGS; (ii) the time it takes for the UAV to execute one mission (include the uploading of data from the UGSs) is negligible when compared to the interarrival times of the events. Hence, under these assumptions, we focus on the limiting case when the sensors are sparsely placed (by the first assumption) and the events are generated relatively rarely (by the second assumption).
We formalize this problem as follows. Let K denote the number of UGS laid out in the region of interest. The detection of events at UGS i is modeled as a stochastic point process on T, denoted by T i := {t i,k , k ∈ N}, where t i,k is the detection time of the kth event by the ith UGS. Our first assumption is that T i are independent stochastic processes. Let V i denote the value of information that is accumulated at UGS i right at the time of the mission. Then, our first assumption guarantees that the V i are mutually independent. In each mission the UAV visits a subset of the UGS, which we denote by η ⊂ {1, 2, . . . , K}. Our second assumption is that this mission is executed instantly, i.e., all UGSs in η are assumed to be visited at the time of the mission. Finally, to model the dynamic constraints of the UAV, we allow the UAV to visit at most κ UGSs at each mission. The objective is to maximize the total expected value of information gained in each mission. Hence, we aim to solve:
where Car(η) denotes the cardinality of the index set η.
Let us note at this point that our model for the dynamic constraints of the UAV is preliminary. Ideally, we would like to associate a cost, say c i , for visiting the ith UGS, and ensure that the following constraint is satisfied:
where C is a constant. This inequality can model fuel or time constraints. In this paper, we consider the special case when C = κ and c i = 1 for all i ∈ {1, 2, . . . , K}. As we show in the next section, even this simple case is challenging. We leave the more general case for future work.
Letting V denote the change in the VoI of agent i at every measurement, andλ i denote the expected number of events detected by the ith UGS in time between two missions, ∆t i , we propose the following general model for expected accumulation of VoI at each node i between every visit from the UAV:
Our model is designed to capture the accumulation of VoI at a particular node. Every time the node is visited, that is when i ∈ η, the VoI of that node gets reset to the random variable λ i , at all other times, the VoI keeps accumulating. Furthermore, the variable λ is modeled as a draw from the class of Poisson processes. Our choice is inspired by the application of Poisson process priors in determining the arrival rate of packets in communication networks [34] . In a Poisson process, the inter-arrival times A n of new events are exponentially distributed with a rate parameterλ : P (A n ≤ t) = 1−e −λt [35] . Whenλ is constant, the Poisson process is termed homogeneous. A homogeneous Poisson process can be used to model the situation when the VoI accumulation is expected to be constant across the nodes. However, Poisson processes can accomodate much more general forms ofλ i . In an inhomogeneous Poisson process,λ i (t) is spatiotemporally varying with each location i and time t.
A general model for spatiotemporally varying Poisson processes is the Cox Process. In the Cox process, the arrival rateλ i is drawn from a stochastic process. Recall that existing Cox Process models require a priori output scaling or domain specification [36] - [39] . Since an upper bound on λ or the number of UGS may not be known known a priori , we introduce a novel variant of the Bayesian Nonparametric model termed Cox-Gaussian Process (CGP), which models the accumulated VoI at a location V i ≈ t τ n iλ i (t)dt using a Gaussian Process prior:
where P ois(·) is the Poisson process, and GP is a Gaussian Process with the mean m i and covariance kernel k(., .). Since the problem context involves receiving a cumulative observation of accumulated VoI at UGS i, the Cox Process is used to obtain the expected VoI accumulation. However, by taking the derivative of the resultant GP regression, direct inference onλ i (t) is possible. The key benefit of this model is that the GP can evolve to accommodate a changing number and distribution of UGS in the sensor network. However, the GP prior on V i is more general in that negative values may be generated. Future work will focus on the Poisson-reward process, where the arrival of events is accompanied by the arrival of rewards which may be negatively valued.
Let us note at this point that the proposed mathematical program can be solved efficiently. In fact, the linear programming relaxation of this mathematical program is tight. Furthermore, it can be shown that the problem is a matroid [40] . Hence, an optimal allocation algorithm is the greedy algorithm that sorts the nodes in descending E(V i (t)) and chooses the top κ nodes to visit. The solution to the proposed mathematical program can be computed efficiently in O(K log(K)) time using this algorithm.
V. SOLUTION METHODS
Here, two approaches for efficiently learning to predict the information VoI available in time-varying environments are presented. The first method in Section V-A uses the PoissonGamma Bayesian update to learn a constant information rate for each location. The second method in Section V-B uses the Poisson-Gamma Bayesian update to drive efficient learning in a data-driven way while a smooth transition to the regression of a sparsified Gaussian process is achieved. In this way, systems with a nonlinear transition rate away from prior models may be explored efficiently as well.
A. Poisson Process Method
The following solution approach assumes that the generative VoI model may be described by a homogeneous Poisson Process. This assumption allows us to accommodate the possibility that each UGS may have a different VoI growth rate and allows us to leverage the following Bayesian update. This assumption will be relaxed in Section V-B. Since the gamma distribution, G(·), is the conjugate prior of a Poisson distribution, the gamma distribution is used as the prior model.
The resulting posterior distribution is
where ∆t = τ (n) −τ (n−1) , the posterior parameters are used to update the incrementλ i as
and the posterior parameters are to be reused as the prior for subsequent measurements at static agent x i ; i.e.,
B. Cox Process Methods
Here we introduce a sparsified Cox Gaussian Process which uses the Fog of War (FoW) term from [41] and the sparse online Gaussian Process [42] . The FoW term has previously been used to artificially increase the predictive covariance of a reinforcement learning agent such that the agent transitions from exploiting some nonstationary model to exploration. This helps ensure that the agent is encouraged to explore the unobserved regions of the state space in case they have changed. We implement a similar idea here: the sparse online GP in the CGP model initially expects the VoI to be 0 until nearby samples are observed, so the FoW term is used to increase the expected VoI to encourage the data ferrying agent to visit each UGS until the GP is sufficiently confident in predicting the expected accumulation of VoI.
Drawing inspiration from the Poisson sampling method in Section V-A, we replace the uniform FoW term from [41] with the data-driven output from (4). Thus differences in the underlying UGS VoI model may be learned and exploited, even when the predictive confidence of the GP-mean is low.
VI. SIMULATION RESULTS
A set of artificial and real-world simulations are used to experimentally validate the presented solution approaches and each experiment includes 4 Monte Carlo runs to generate reproducible results. The set of artificial simulations serve to validate the basis for the estimation method; that is, can we pass the maximum likelihood estimate of the arrival rate as the Poisson observation as posed in Section V-A? We test this by setting up two experiments; the first experiment delivers rewards generated by a heterogeneous set of homogeneous Poisson processes and the second experiment delivers rewards generated by a heterogeneous set of Cox processes with Gaussian noise. The second experiment, in particular, adds non-integer noise to the Poisson reward at each time step. Details of the first and second experiments are provided in detail in Sections VI-B and VI-C, respectively.
Subsequent to validating the estimation technique on artificial data sets, the estimation techniques are applied on the Intel Berkeley data set [43] . Experiments are conducted on multiple time-scales, as the Intel Berkeley data set is known to be a slowly evolving system [27] . The fastest timescale simulates a data ferrying agent that collects data from a subset of sensing locations for 31 second intervals, or episodes, across the 5 days of data collection. We also examine the performance of EIEIO on compressed timescales where, for instance, we simulate a data ferrying agent collecting data from a subset of sensors for approximately 10 minute episodes across the 5 days of data collection. We also use additional timescales to simulate a data ferrying agent collecting data from a subset of sensors for approximately 60 minute episodes across the 5 days of data collection.
The slowest timescale, where each sample is collected in 60 minute intervals, exhibits the noisiest change in the model per time step and 131 consecutive samples are used, which is over 5 days of continuous measurements. Hence, it is in this particularly noisy slow timescale, whereby one episode is carried out each hour, that the baseline methods are expected to be the most competitive with the proposed Poisson process methods. Additional details are available in Section VI-D.
A. Overview of Baseline Method
In addition to the sequential and random search methods, we compare against the Predicted Information Gain (PIG) [17] estimation of mean observed KL divergence measures, which is equivalent to learning the Poisson distribution intensity, rather than the Poisson process intensity, using the method in Section V-A, which takes the form
B. Results of Homogeneous Poisson Process Simulation
The proposed and baseline algorithms are applied in the context of distributed sensing applications that require dataferrying such as the detection of informative temperature readings over a large operational area. The data-ferrying UAS first explores the data available from each of the 50 deployed UGS (K = 50), and the initialization parameters for each method is (α i = 10, β i = 1 ). For simplicity we assume that the data-ferrying agent is able to visit a subset of up to 6 UGS per episode; i.e., κ = 6. The results summarizing the performance of each approach in the simulated heterogeneous set of homogeneous Poisson reward-generating processes are viewable in Table I as well as in Figure 2(a) .
C. Results of Inhomogeneous Poisson Process Simulation
The conditions of the simulation in Section VI-B are largely the same; the parameters for each sensor location are again seeded randomly for the simulation, the endurance of the UAS is the same (κ = 6), and the same priors are used as before (α i = 10, β i = 1 ). However, instead of using a set of homogeneous Poisson process, the observed rewards are generated by a Cox process and are distorted by Gaussian noise to generate non-integer observations as
where λ i (t) is the true underlying Poisson parameter, λ r,i is seeded randomly for the simulation and is Gaussian white noise; i.e., ∼ N (0, 0.5). This is, in general, acceptable for estimating the Poisson parameterλ i since a Poisson distribution a with large parameters may be approximated using a Gaussian Distribution. Note, however, that we instead use the maximum likelihood estimate of the observed Poisson reward to update the homogeneous Poisson process estimate as described in Section V-A. The baseline-comparison for the developed methods from Section V-A to Section V-B for a homogeneous Poisson Process generative VoI model is shown in Figure 2(a) . The baseline-comparison for the developed methods from Section V-B for a generative Cox Process VoI model is shown in Figure 2(b) . Table I provides a concise summary of the performance gain achieved by each sampling method with respect to the performance of the sequential sampling method. 
D. Validation on the Intel Berkeley Dataset
As the results in Figure 2 are generated by artificial VoI metrics, we then apply EIEIO on the Intel Berkeley Research Lab spatiotemporal temperature data set [43] . The goal of the experiment is to demonstrate that the proposed approaches are also effective in slow-changing and fast-changing realworld scenarios.
Although the data from the Intel Berkeley Research Lab is not Gaussian-distributed, we leverage the Central Limit Theorem to treat the observations at each UGS as belonging to a Gaussian-distributed likelihood; i.e., y i ∼ N (µ, σ 2 1 ). For simplicity, each UGS models local observations using the Gaussian distribution as the conjugate prior. The Bayesian update is
where µp is the prior mean, µq is the posterior mean, σ
is the prior variance, and σ 2 q,i is the posterior variance. When the UAS visits each UGS, the local model of the UGS is received and the VoI is calculated using KL divergence. The KL divergence, D KL , for scalar normal distributions (i.e., d = 1) is
E. Comparing Validation Simulations
The key difference between Figures 2(a)-2(b) and Figure  3 (a)-3(d) is the roughly equivalent fitness of the random and sequential methods. This is due to the relatively slow rate at which the data distribution from the Intel Berkeley data set changes. As the time scale is compressed across the subfigures in Figure 3 , the results of the sequential method begins to approach the efficacy of the Poisson process methods.
F. Comparing Proposed Solutions to Baselines
For both Poisson distribution sampling and EIEIO, 2 sequential searches are performed to initialize the inferencing technique to learn to predict the KL divergence measures of each sensing location. The Poisson distribution method, where the mean of the observed KL divergence measure is used, has some interesting performance qualities for timevarying data sets. If the initially obtained KL divergence measures are lower than subsequent KL divergence measures, then the Poisson distribution method will fail to visit other sensor locations as evinced by Figure 3(a) . On the other hand, if the initially obtained KL divergence measures are higher than subsequent KL divergence measures, then the Poisson distribution method will perform comparably to sequential sampling as shown in Figure 3(d) ; moreover when using a prior of α 0 = 1, 000, 000, 000 and β 0 = 1 for the Poisson process methods, the same result is achieved for all methods.
By contrast, in Figure 3 we use α 0 = 1 and β 0 = 1 and find that EIEIO consistently outperforms sequential sampling. Yet, it is interesting to note that when the initially sampled KL divergence measures by the Poisson distribution method during 2 iterations of sequential sampling coincides with the mean of the time series of KL divergence measures observed, then the Poisson distribution method outperforms EIEIO in time-varying environments. 
VII. CONCLUSION
We proposed an algorithm for data-ferrying in nonstationary spatiotemporally evolving environments. Our algorithm, termed EIEIO provides the foundation for enduranceconstrained data-ferrying in nonstationary and stochastic domains. The developed methods and several baselines were corroborated on synthetic and real-world data sets. The results consistently show that EIEIO data harvesting is at least as effective as sequential decision making and about 50% as effective as a decision-making framework with perfect situational awareness.
