In this paper, we give a further study on B-tensors. And doubly B-tensors are introduced, which contain B-tensors. We show that they have similar properties, including their decompositions and strong relationship with strictly (doubly) dominated tensors. As an application, the properties of B-tensors are used to localize real eigenvalues of some tensors, which can be very useful in verifying the positive semi-definiteness of a tensor.
Introduction
Denote [n] := {1, . . . , n}. A real mth order n-dimensional tensor (hypermatrix) A = (a i 1 ···im ) is a multi-array of real entries a i 1 ···im , where i j ∈ [n] for j ∈ [m]. Denote the set of all real mth order n-dimensional tensors by T m,n . Then T m,n is a linear space of dimension n m . Let A = (a i 1 ···im ) ∈ T m,n . If the entries a i 1 ···im are invariant under any permutation of their indices, then A is called a symmetric tensor. Denote the set of all real mth order n-dimensional tensors by S m,n . Then S m,n is a linear subspace of T m,n .
For a tensor A = (a i 1 ...im ) ∈ T m,n and a vector x = (x 1 , . . . , x n ) ⊤ ∈ C n , let Ax m−1 be a vector in C n whose ith component is defined as then λ is called an eigenvalue of the tensor A and x is called an eigenvector of A corresponding to the eigenvalue λ. We call an eigenvalue of A an H-eigenvalue of A if it has a real eigenvector x. This definition was first introduced by Qi [9] . Several other types of eigenvalues and eigenvectors for tensors were also defined in [9, 5] . In recent years, the study of tensors and the spectra of tensors (and hypergraphs) with their various applications has attracted extensive attention and interest. Let A = (a i 1 ...im ) ∈ T m,n and x ∈ R n . Then Ax m is a homogeneous polynomial of degree m, defined by Assume that m is even. If Ax m ≥ 0 for all x ∈ R n , then we say that A is positive semidefinite. If Ax m > 0 for all x ∈ R n , x = 0, then we say that A is positive definite. Clearly, if m is odd, there is no nontrivial positive semi-definite tensors. For the application of positive definiteness and semi-definiteness of real symmetric tensors, one can refer to [12] . In [9] , Qi showed that an even order real symmetric tensor is positive semi-definite (positive definite) if and only if all of its H-eigenvalues are nonnegative (positive). In this paper, by applying B-tensors, we derive the location of H-eigenvalues of a real symmetric tensor. This can be very useful in verifying the positive semi-definiteness of a real symmetric tensor. It is well known that P -matrices and P 0 -matrices play an important role in matrix theory, which were first studied systematically by Fiedler and Pták [3] and found applications in linear complementarity problems, variational inequalities and nonlinear complementarity problems and so on. In 2001, Peña proposed and studied B-matrices [7] , obtained many nice properties and applications of such matrices [7, 8] , and proved that the class of Bmatrices is a subclass of P -matrices [7] . Recently, Song and Qi extended the concept of P , P 0 and B-matrices to P , P 0 , B and B 0 -tensors, obtained some nice properties about these tensors in [12] . Further properties about these structured tensors were also studied in [11, 13] . The results about B-tensors will be summarized in Section 2, which can be useful in the following analysis.
In [8] , Peña introduced doubly B-matrices, which contain B-matrices. He also derived a similar alternative to the Brauers theorem on ovals of Cassini. Recently, the concept of double B-tensors was proposed by Li et al. [4] . It can be seen as a kind of generalization of doubly B-matrices. They proved that an even order symmetric double B-tensor is positive definite. In Section 3, we introduce doubly B-tensors, which are weaker than double Btensors. And our definition can be seen as a natural generalization of doubly B-matrices. It is clear that a B-tensor is a doubly B-tensor, but the converse is not true in general. We show that a (doubly) B-tensor has a strong relationship with a strictly (doubly) diagonally dominated Z-tensor. Similar to B-tensors, we also show that every principal sub-tensor of a doubly B-tensor is also a doubly B-tensor.
In Section 4, we give the decompositions of B-tensors and doubly B-tensors, respectively. We show that a B-tensor can be decomposed into the sum of two B-tensors with one is a Z-tensor and the other is a nonnegative tensor, and a doubly B-tensor can be decomposed into the sum of two doubly B-tensors with one is a Z-tensor and the other is a nonnegative tensor of simple form. The application of B-tensors is presented in Section 5. We use the properties of B-tensors to localize real eigenvalues of a real tensor with some structure. These structured tensors include Z-tensors, even order symmetric tensors, odd order tensors and so on. In Section 6, we make some final remarks and raise some further questions.
Throughout this paper, we assume that m ≥ 2 and n ≥ 1. We use small letters x, y, . . . , for scalers, small bold letters x, y, . . . , for vectors, capital letters A, B, . . . , for matrices, calligraphic letters A, B, . . . , for tensors. All the tensors discussed in this paper are real.
Preliminaries
Recall that a tensor A = (a i 1 ...im ) ∈ T m,n is called a B-tensor iff for any i ∈ [n], For each row i, denote
and r
If the content is unambiguous, we just write r + i and r − i for simplicity. By definition, it is clearly that a i...i > r + i for any i ∈ [n] if A is B-tensor. In [12] , it was proved that a B-tensor can be characterized by the following theorem.
i.e., (a ii.
A tensor A = (a i 1 ...im ) ∈ T m,n is called a Z-tensor iff all of its off-diagonal entries are nonpositive, i.e., a i 1 ...im ≤ 0 for all (i 1 , . . . , i m ) = (i, . . . , i) [14] ; A is called strictly diagonally dominated iff for all i ∈ [n],
And A is called strictly doubly diagonally dominated iff for all i ∈ [n], a ii...i > 0, and for all
Note that the definition of strictly doubly dominated tensors may be different from Definition 7 in [4] . Clearly, A is strictly doubly diagonally dominated if A is strictly diagonally dominated. And the converse is not true in general. It was proved in [14] that a diagonally dominated Z-tensor is an M-tensor, and a strictly diagonally dominated Z-tensor is a strong M-tensor. The definition of M-tensors may be found in [14, 2] . Strong M-tensors are called nonsingular M-tensors in [2] . In [12] , the relationship between these structured tensors is also given as follows.
Proposition 1 Let A be a Z-tensor. Then A is a B-tensor if and only if A is strictly diagonally dominated.
Proposition 2 All the principal sub-tensors of a B-tensor are also B-tensors.
Doubly B-tensors
In this section, we give the definition of doubly B-tensor which is generalized from doubly B-matrix. The properties of this kind of structured tensor are also studied.
Definition 1 A tensor A = (a i 1 ...im ) ∈ T m,n is called a doubly B-tensor if the following properties are satisfied: (5) where r
It is obvious that a B-tensor is a doubly B-tensor. We also mention that our definition of doubly B-tensors is weaker than the definition of double B-tensors proposed by Li et al. in [4] . Besides the constrains (1) and (2) in Definition 1, the definition of a double B-tensor also assumes that for all i ∈ [n],
By adding these constrains, they derived many good properties of double B-tensors. However, it is worth mentioning that the definition of doubly B-matrices proposed in [8] do not have these constrains. So our definition can be seen as a natural generalization of the definition of doubly B-matrices. And like the matrix case, it will be shown that doubly B-tensors share many similar properties with B-tensors.
Then A is a doubly B-tensor if and only if A is strictly doubly diagonally dominated.
Proof. Since A is a Z-tensor, we have r
. By definition, the conclusion follows immediately. ✷
Given a tensor
..im ) ∈ T m,n be the tensor defined as
where r + i is defined in (1). Clearly, A + is a Z-tensor.
In the following, we establish a relationship between A and A + in the case of B-tensors and doubly B-tensors.
Proposition 4 A is a B-tensor if and only if
Proof. Suppose that A = (a i 1 ...im ) ∈ T m,n and let A + = (b i 1 ...im ) ∈ T m,n be the tensor defined by (6) . Since A + is a Z-tensor, we have r
. Then A is a B-tensor if and only if for any i ∈ [n],
This is equivalent to say that A + is a B-tensor. ✷ Proposition 5 A is a doubly B-tensor if and only if A + is a doubly B-tensor.
the tensor defined by (6). Then A is a doubly B-tensor if and only if for all
, and for
That is for all i ∈ [n], b i...i > 0, and for all i = j in [n],
Taking into account that A + is a Z-tensor, this means that A + is a doubly B-tensor. ✷ Then, we have the following corollaries.
Corollary 1 A is a B-tensor if and only if A + is strictly diagonally dominated.
Corollary 2 A is a doubly B-tensor if and only if A + is strictly doubly diagonally dominated.
Similar with B-tensors, we show that every principal sub-tensor of a doubly B-tensor is also a doubly B-tensor.
Theorem 2 Suppose that A = (a i 1 ...im ) ∈ T m,n is a doubly B-tensor. Then, every principal sub-tensor of A is also a doubly B-tensor.
Proof. Let J be a nonempty subset of [n] with |J| = r and let B = A J r ∈ T m,r be the principal sub-tensor of A. Since A is a doubly B-tensor, we have a i···i > r
By definition, it follows that B is a doubly B-tensor. ✷
Decompositions of B-tensors and doubly B-tensors
In [11] , Qi and Song proved that a symmetric B-tensor can always be decomposed to the sum of a strictly diagonally dominated symmetric M-tensor and several positive multiples of partially all one tensors. And in [13] , this result was extended to a B-tensor whose positive entries are invariant under any permutation. Recently, another kind of decomposition for (doubly) B-matrices was introduced in [6] . In this section, we generalize these results to the tensor case.
Before giving the decomposition of B-tensors, we need the following lemma.
Lemma 1 The sum of two B-tensors is still a B-tensor.
Proof. Let A = (a i 1 ...im ) ∈ T m,n and B = (b i 1 ...im ) ∈ T m,n be two B-tensors and C = (c i 1 ...im ) ∈ T m,n be the sum of A and B. By Theorem 1, we have that for any i ∈ [n],
On the other hand, it is easy to check that for any i ∈ [n],
It follows that any i ∈ [n],
This shows that C is still a B-tensor. ✷ Theorem 3 Let A ∈ T m,n . Then the following conditions are equivalent:
1. A is a B-tensor.
2. A = B + C, where B is a Z-tensor and a B-tensor and C is a nonnegative B-tensor.
Proof. 1⇒2: Let I ∈ T m,n be the identical tensor and let A + = (b i 1 ...im ) ∈ T m,n be the tensor defined in (6) . Since A is a B-tensor, by Corollary 1, we can see that A + is a strictly diagonally dominated Z-tensor, that is, for any i ∈ [n],
It is trivial that there exists ǫ > 0 such that for any i ∈ [n],
i.e., there exists ǫ > 0 such that A + − ǫI is still a strictly diagonally dominated Z-tensor.
Let B = A + − ǫI and C = A − B. By Proposition 1, B is still a B-tensor. And it is easy to check that C is a nonnegative B-tensor. So the proof is completed. 2⇒1: The conclusion is easy to be derived according to Lemma 1. ✷
In the following, we give the decomposition of doubly B-tensors. Unlike B-tensors, the sum of two doubly B-tensors may be not a doubly B-tensor. A courter-example was given in [6] for the matrix case, see Example 2.1 of [6] . However, we still have a similar result.
Theorem 4 Let A ∈ T m,n . Then the following conditions are equivalent:
1. A is a doubly B-tensor.
2. A = B + C, where B is a Z-tensor and a doubly B-tensor and C = (c i 1 ...im ) ∈ T m,n is a nonnegative doubly B-tensor of the form
with c i ≥ 0 for i ∈ [n] and ǫ > 0.
To prove this theorem, we need the following two simple lemmas.
Lemma 2 Let A = (a i 1 ...im ) ∈ T m,n be a doubly B-tensor and let C = (c i 1 ...im ) ∈ T m,n be a nonnegative tensor of the form c ii 2 ...im = c i with c i ≥ 0 for i ∈ [n]. Then, A + C is a doubly B-tensor. 
This means that B + = A + . Since A is a doubly B-tensor, by Proposition 5, A + is a doubly B-tensor. The conclusion follows immediately. ✷ Lemma 3 Let A = (a i 1 ...im ) ∈ T m,n be a doubly B-tensor and let C = (c i 1 ...im ) ∈ T m,n be a nonnegative diagonal tensor of the form c ii...i = c i with c i ≥ 0 for i ∈ [n]. Then, A + C is a doubly B-tensor.
It is easy to see that r
. Since A is a doubly B-tensor, we have for any i ∈ [n], a ii...i > r Let ǫ be chosen such that
For such ǫ, we can see that A + − ǫI is still a strictly doubly diagonally dominated Z-tensor.
Let B = A + − ǫI and C = A − B. By Proposition 3, B is still a doubly B-tensor. And it is obvious that C is a nonnegative tensor and has the form of (7) with c i = r
. Now we prove C is also a doubly B-tensor. It is easy to see that C + = ǫI, which is a doubly B-tensor. By Proposition 5, C is also a doubly B-tensor. So the proof is completed. 2⇒1: The conclusion is easy to be derived according to Lemma 2 and Lemma 3. ✷
Application to the location of real eigenvalues
In this section, the properties of B-tensors are applied to the location of real eigenvalues. In order to do this, two classes of tensors closely related to B-tensors and doubly B-tensors are introduced.
Recall that for a tensor A = (a i 1 ...im ) ∈ T m,n , the kth row tensor [1] . The sign function sign(x) is defined as
Definition 2 Suppose that A = (a i 1 ...im ) ∈ T m,n is a tensor with the kth row tensor A k , k ∈ [n]. LetĀ ∈ T m,n be the tensor with the kth row tensor sign(a k...k )A k , k ∈ [n]. Then (1) A is called aB-tensor iffĀ is a B-tensor; (2) A is called a doublyB-tensor iffĀ is a doubly B-tensor.
By definition, the following results can be derived to characterizeB-tensors and doublȳ B-tensors, respectively. Clearly, a (doubly)B-tensor with positive diagonal entries is a (doubly) B-tensor, and the diagonal entries of a (doubly)B-tensor are nonzero. Given a tensor A = (a i 1 ...im ) ∈ T m,n , let r i be defined as
where r 
Proof. LetĀ be the tensor of Definition 2 and let r 
holds.
We can see that all cases are equivalent to (10) and the result follows immediately. ✷ With these preparations, we are now ready to apply B-tensors to the location of real eigenvalues. First, we apply B-tensors to the location of real eigenvalues of a Z-tensor.
Theorem 5 Let A = (a i 1 ...im ) ∈ T m,n be a Z-tensor and let λ be a real eigenvalue of A. Then
Proof. Let I ∈ T m,n be the identity tensor. Obviously, A−λI is also a Z-tensor. Moreover, we claim that A − λI is not a B-tensor. Otherwise, by Proposition 1, A − λI is a strictly diagonally dominated Z-tensor, which is a strong M-tensor. By Theorem 3.4 of [14] , the real part of each eigenvalue of A − λI is positive. It implies that 0 is not an eigenvalue of A − λI. On the other hand, since λ is a real eigenvalue of A, 0 must be an eigenvalue of A − λI, which is a contradiction. Hence, A − λI is not a B-tensor. It follows that there exists an index i ∈ [n] such that
Let D(A) be a diagonal tensor with the same diagonal elements with the tensor A. By a similar way, one can obtain that λI − 2D(A) + A is a Z-tensor but not a B-tensor. So there exists an index j ∈ [n] such that
Combining these results, the conclusion follows immediately. ✷ It is well known that the Laplacian tensor of a uniform hypergraph is a Z-tensor. For more details about Laplacian tensors and hypergraphs, one can refer to [10] . As a result, the theorem above gives a lower bound and a upper bound for any real eigenvalue of the Laplacian tensor of a uniform hypergraph. In the following, we apply B-tensors to location of H-eigenvalues, which are real eigenvalues with real eigenvectors.
Lemma 4 Suppose that A = (a i 1 ...im ) ∈ T m,n is a B-tensor. Then there does not exist a nonzero vector x ∈ R n such that Ax m−1 = 0 if one of the following conditions holds:
(C1) n = 2; (C2) m is odd; (C3) m is even and A is symmetric.
Proof. Let A + = (b i 1 ...im ) ∈ T m,n be the tensor defined by (6) . Suppose that x ∈ R n is a vector such that Ax m−1 = 0. We need to prove x = 0 under one of the conditions C1-C3.
Since A is a B-tensor, by Corollary 1, A + is a strictly diagonally dominated Z-tensor, which is also a strong M-tensor. We may assume that n i=1 x i = 0. Otherwise, we have
where r + i is defined in (1) . From the proof of Theorem 5, one can derive x = 0. Hence, the conclusion follows immediately.
Since
From ( , a 3113 = 11, and a 3jkl = 12 otherwise.
It is easy to check that for the vector x = (−4, 2, 3) ⊤ , we have Ax 3 = 0.
Corollary 4 Suppose that A = (a i 1 ...im ) ∈ T m,n is aB-tensor. If m is odd or n = 2, then there does not exist a nonzero vector x ∈ R n such that Ax m−1 = 0.
Proof. LetĀ be the tensor of Definition 2. By definition,Ā is a B-tensor. Suppose that there exists a nonzero vector x ∈ R n such that Ax m−1 = 0. It is easy to see thatĀx m−1 = 0.
However, by Lemma 4, this can not happen if m is odd or n = 2. So the conclusion follows immediately. ✷
Now by Lemma 4, we give the location of H-eigenvalues of an even order symmetric tensor, which can be useful in verifying its positive semi-definiteness. Proof. Let I ∈ T m,n be the identity tensor. Observe that A − λI is also a symmetric tensor with an even order and has the same off-diagonal elements as A. Since λ is an H-eigenvalue of A, by Lemma 4, we can deduce that A − λI is not a B-tensor. Otherwise, there does not exist a nonzero vector x ∈ R n such that (A − λI)x m−1 = 0, which is a contradiction. It follows that there exists an index i ∈ [n] such that
On the other hand, it is easy to see that λI − A is also a symmetric tensor with an even order and has the opposite off-diagonal elements as A. By a similar way, one can obtain that λI − A is not a B-tensor. Thus, there exists an index j ∈ [n] such that λ − a jj...j − (−r Therefore, the conclusion holds immediately. ✷ Then, we have the following corollary, which was also derived from Theorem 4 of [11] .
Corollary 5 An even order symmetric B-tensor is positive definite.
The next theorem shows that the range in Theorem 6 can be narrowed if the condition C1 or the condition C2 holds. Proof. Let I ∈ T m,n be the identity tensor. Observe that A − λI has the same off-diagonal elements as A. Since λ is an H-eigenvalue of A, by Corollary 4, we can deduce that A − λI is not aB-tensor if m is odd or n = 2. Otherwise, there does not exist a nonzero vector x ∈ R n such that (A − λI)x m−1 = 0, which is a contradiction. By Proposition 6, it follows Therefore, the conclusion holds immediately. ✷
Final remarks
In this paper, the properties of B-tensors and doubly B-tensors are studied. It has been shown that B-tensors and doubly B-tensors have some similar properties on their decompositions and strong relationships with strictly (doubly) dominated tensors. As an application, the properties of B-tensors are applied to the location of real eigenvalues, which can be very useful in verifying the positive semi-definiteness of a tensor. In fact, some of these results can be extended to B 0 -tensors. Since the proofs are similar, we omit them here. Besides, like Lemma 4 for B-tensors, if we can establish a similar result for doubly B-tensors, the properties of doubly B-tensors can also be used to localize real eigenvalues of some real tensors. And these problems are worth further research.
