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ABSTRACT 
This thesis investigates factors influencing the reading difficulties of 
advanced learners of English as a foreign language. It proposes a new 
approach to reading research and pedagogy in which neuroscientific 
insights on human verbal and non-verbal cognition are incorporated into 
the theoretical conceptualisation. 
This thesis explores the neurosdentific literature for the purpose of 
identifying basic principles governing human perception, emotion and 
cognition. The mechanisms of learning and memory are also studied. It 
examines how the verbal systems of the brain interact with the non-verbal 
systems. Making use of neural perspectives, a critical review of historical 
and of current reading models is conducted. Attempts are made to 
provide alternative interpretations for the phenomena recognised in 
empirical studies based on observations of reading behaviours, on 
computer-based studies and on the introspective data of experts and of 
learners. 
This thesis reports two experiments which were designed to investigate 
the Ll and L2 reading processes through Think Aloud, Immediate 
Retrospection, Questionnaires and Interviews. The results indicate that 
advanced learners, despite their established reading ability in their native 
languages, often rely heavily on cognitive and studial styles of L2 reading 
which inhibit fluent and effective reading. Neural accounts are offered 
which suggest that the ineffective reading styles are due to weakness in the 
degree of neural developments. 
This thesis evaluates the reading sections of current and typical 
coursebooks according to neural-based criteria and concludes that learners 
are not being given the opportunities to develop the neural networks 
required in fluent and enjoyable reading. Finally suggestions are made for 
future reading research and pedagogy. 
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Chapter 1 - Introduction 
Read the following passage, talking aloud to yourself about anything 
that comes to your mind. 
Heat is everywhere now. I can't ignore it anymore. 
The air is like a furnace blast, so hot that my eyes 
under the goggles feel cool compared to the rest of my 
face. My hands are cool but the gloves have big black 
spots from perspiration on the back surrounded by 
white streaks of dried salt. 
... On the horizon appears an image of buildings, 
shimmering slightly. I look down at the map and 
figure it must be Bowman. I think about ice water and 
air conditioning. 
On the street and sidewalks of Bowman we see 
almost no one, even though plenty of parked cars 
show they're here. All inside. We swing the 
machines into an angled parking place.... A lone 
elderly person wearing a broad-brimmed hat watches 
us put the cycles on their stands and remove helmets 
and goggles. 
"Hot enough for you?" he asks. His expression is 
blank. 
John shakes his head and says, "Gawd!" 
The expression, shaded by the hat, becomes almost a 
smile. 
Robert Pirsig, Zen and the Art 
of Motorcycle Maintenance, 1974 
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Chapter 1 - Introduction 
Chapter One INTRODUCI10N 
1.1. Issues related to the reading pJocess 
The short activity on page one has been inserted so as to provide the 
readers of this thesis with opportunities to: 
1. experience being a subject of a reading experiment 
2. read a passage and introspect on their own reading processes 
3. recognise some of the phenomena which are matters of controversy in 
reading research. 
1.1.1. Discovering the issues 
I would now like to present my own protocol below as a specimen of a 
non-native proficient reader. Some observations will be made from it 
concerning my external and internal reading behaviour. Issues identified 
in the observations will be stated in the question form. These questions 
will then serve as the research questions for the whole thesis. The same 
questions will be posed against neuroscientific studies, past relevant 
literature on the reading process, and in my experiments, in order to 
gradually deepen our understanding of the issues. 
I did this activity at home alone without a time limit. 
text protocol 
(The amount of chunks (The parenthesis indicates what I 
represented in one cell indicates did mentally and physically. The 
where I made significant pauses). rest is what I talked aloud). 
Read the following passage, talking Oh gosh, it's Think Aloud. I can't 
aloud to yourself about anything do it. I've tried it before but it was 
that comes to your mind. very awlcward. I have to read the 
text straight first - othenoise I can't 
understand what I'm reading. I'll 
skim the passage and then do the 
task later. 
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(I quickly read through once. 1 was 
surprised at the end to see the 
source of this passage.) 
Oh, well. I should be able to 
recreate what I did and felt. My 
report can no longer be called 
Think Aloud data. Instead it is 
retrospection data but should still 
reveal some aspects of my internal 
and external reading behaviour. 
Let me see. 
Heat is everywhere now. 1 can't IYeah, I remember. I read the two 
ignore it any more. 	 Isentences aloud in my mind and 
i then repeated the main words until
Ithe meaning came home to me. 
I 'Heat ... everywhere now ... ' Whereiis everywhere? What's happening?
IHouse on fire? 'I can't ignore it any
imore' Who is this? I see a 
!shadowy figure - a man - right in 
!front of me facing the fire, showing 
ihis back to me. 
~-----------------------The air is like a furnace blast, 	 j 'Air like a furnace blast' Gosh. 
IWhew. (An image flickered 
~ somewhere in my mind of a 
ibrightly burning furnace of a Steam !Locomotive that I've seen close at 
Ihand at night in one of those SL 
!trips 1 made. Another image
Iemerged of fire blasting at a fire­
Ifighter which probably comes from 
j films 1 saw). (fhen the word 'heat'Iin association with 'I can't ignore it 
~ any more' reminded me of how 
iunbearably hot it gets in the
Ichanging room of the local 
!swimming pool that 1 sometimes 
Igo to.) 
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r 
so hot that my eyes under the 'So hot that my eyes under 
goggles feel cool compared to the goggles ... ' What? Surely. It's not a 
rest of my face. pool. Why wear goggles? Where is 
this? What's happening? A small 
aeroplane falling down into the sea, 
burning? (A scene from some 
movie flickers). 
My hands are cool but the gloves! Mm. Dry heat, then. Where is 
have big black spots from Ithis? What's happening? (An 
perspiration on the backIimage flickers somewhere in my 
surrounded by white streaks ofImind of me being annoyed to find a 
dried salt. 	 !white sweat stain on summer 
!cotton clothes after a long hot day). 
Iw.....................u ••••~ ...__..................._ ....................._u........_ ......_ ......_ ••_ ...............: ..."...............__.u'........................................................................................................... 

... On the horizon appears an image IMm so it's outside, getting 
of buildings, shimmering slightly. 	 !somewhere. (Horizon appears as 
!background image, toward dusk ­
II've seen such scenes in holiday
!resort beaches, paintings, etc.). The 
Iword 'shimmering' sounds 
!familiar... Yeah, it's 'Hotel 
iCalifornia'; this word comes up in 
!the lyrics. (sings until the word 
Icomes up..."llp ahead in the 
!distance I saw a shimmering light". 
iFelt pleased that I recalled quickly 
!and successfully). 
I look down at the map and figure 	 ·Bowman·... English sounding 
it must be Bowman. 	 name. 1'd somehow been vaguely 
imagining a more exotic place, let's 
say, in somewhere in the Middle 
East or North African countries. 
I think about ice water and air 	I wouldn't mind having them 
conditioning. 	 myself. Reading about this intense 
heat reminded me that 1'm feeling 
thirsty. 
i 
On the street and sidewalks of Huh, ghost town. Wait, 'Almost 
Bowman we see almost no one, no one'- So it's not a ghost town. 
4 

Chapter 1 - Introduction 
even though plenty of parked cars 'Cause it's unbearably hot! I know 
show they're here. All inside. how they feel. 
We swing the machines into an 'Machines'-Can a car be called a 
angled parking place.... machine? 
A lone elderly person wearing a 'A lone elderly person wearing a 
broad-brimmed hat watches us put broad-brimmed hat' (An image 
the cycles on their stands... flickers... somehow looks like an 
Mexican old man with a tan and 
wrinkled skin with white coarse 
hair with a mild expression). 
'Cycles·... Ah. Motorcycles. So it 
makes sense . 
..~~~.E~.~!?!~...~!~.~.!~...~~~_..s.!?..gg.!~.~:.....JQf.E~.~!.:~~7..............._..................._.....................................  
"Hot enough for you?" He asks.! (The shadow figure of 'I' is 
His expression is blank. !standing in front of me again. I'm 
!staring back at the elderly man 
1-_ !through him). 
John shakes his head and says,! Huh. So at least two men 
"Gawd!" itravelling together. (Image of John, 
!flickering. Long brownish blonde Ihair, moustache, muscular, tall ...In 
!short, a stereo-typical image of a 
IWild Angel I've seen on T.V. AImacho motorcyclist in his early 
1thirties.) 
~ . ---~t~--~~----·-----------
The expression, shaded by the hat, jWhat's going to happen now?? ? 
becomes almost a smile. IDarn, the passage is finished. Just 
jwhen something seems to be 
Ihappening .... 
Robert Pirsig, Zen and the Art of What?! I thought this passage 
Motorcycle Maintenance, 1974. must be taken from some novel 0 r 
short story, thinking I like an 
intriguing start which keeps me In 
suspense. I didn't expect such 
passage to appear in a 
book/magazine on 'Motorcycle 
Maintenance'. (Chuckle). 
5 

Chapter 1 - Introduction 
1.1.2 Listing the major issues 
From my introspection of my reading process above, the following 
observations were made so as to identify the major issues to be dealt with 
in the consecutive chapters. 
• 	 Since the text was short and I had plenty of time, I did not rush when 
reading the text. In other words, I read from left to right and did not 
skip any words. This, however, does not mean that I was paying equal 
attention to each word. I read the text silently but I was hearing some 
inner voice with intonation; therefore some parts of the text had more 
prominence than other parts. I read chunks of the text then paused. 
But the chunking was the result of oral reading requirements and also 
of myself trying to construct pictures in my mind. 
• 	 When I was trying to construct visual images from the text, I was 
repeating aloud some of the words from the text such as 'heat, 
everywhere, can't ignore any more' because they seemed crucial to me 
to create an initial image in my mind. 
• 	 Somewhat contradictory evidence is available, however, against my 
own claim that I did not skip words. My verbal data reveals that it was 
only toward the end of the text that I realised T was not travelling 
alone. In fact, the third paragraph of the text clearly signals there were 
others (e.g. 'We ... machines, us, helmets'). But I had not taken full 
notice of the linguistic clues. Instead I was busy predicting and 
inspecting what kind of place Bowman might be and who and what 
this elderly man is. I was also concerned about imagining the objects or 
events that some words signify (e.g. stands of the cycles). 
-> Issuel 
Do we pay attention to each word in reading? When reading in chunks 
do we mark some words more than others? Or do we skip words, 
sampling only certain parts of the text which are necessary for 
hypothesis generation about the meaning of the text. 
• 	 When I read the text, I sometimes actually read the words aloud and 
sometimes I read them "aloud" silently in my mind. I read the text 
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aloud to drag myself into the text at first. Verbalising in my mind was 
also useful in reaching a connected interpretation of the text. 
Translating scripts to sound creates the necessity for me to find the 
right tone, which is only possible by making use of the information in 
the text and adding whatever resources I can bring in from my 
memory. 
->Issue2 
Is phonological translation from graphic display necessary before the 
meaning is extracted from the text? If not necessary, is it useful? 
• 	 I stopped here and there. I needed time to connect and construct the 
overall situation as if I were seeing the story like a movie. The various 
pieces of information I gained from the text had to be synthesised and 
substantiated in my mind thus achieving some level of coherence. 
Otherwise I cannot retain all the information and be ready for 
processing more new information in the next section of the text. In 
order to integrate what I read, I had to experience I simulate what the 'I' 
character was going through: sensing the intense heat; seeing 'my 
body' react to the heat by perspiring and wanting water and cool air; I 
had to feel the tolerance level being challenged when I read that'I can't 
ignore it any more'. 
• 	 Even though the visual images were predominant, I also experienced 
vague sensations of hot air, thirstiness and burning sun. I could hear 
faint voices ofT, 'John' and 'the elderly man'. 
-> Issue 3 
Do we form a mental representation of the text when we read? If so, 
what form of representation can it be - proposition, mental image, etc.? 
Is it amodal, unimodal or multi-modal? 
• 	 Whilst reading, some individual words, phrases, sentences or longer 
stretches of the text sparked off some visual images in my mind. Some 
images helped me to fill in the gaps in the text which the author left 
unsaid. For example, the author mentioned white streaks of dried salt 
on the gloves. My image of hot summer and a salt stain on my clothes 
helped me infer that the 'white streaks of salt' was the result of 'I' 
perspiring. This then helped me appreciate the intensity of the dry heat 
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that 'I' was experiencing in the text. But not all my images contributed 
to comprehension of the text. For example, the image of my familiar 
pool or remembering the lyrics and music of 'Hotel California' do not 
seem relevant or useful as far as comprehension of the text is 
concerned. But it seemed to me that they had other functions such as 
personalising the text, thus Il.a:rrowing the psychological distance 
between the reader and the text. 
->Issue4 
What are these images? What are their functions? Do all the readers 
have them? Are they different from individual to individual? 
-> Issue 5 
These visual images, lyrics and music induced by the text are all part of 
my past experience. They must have been kept somewhere in my 
memory. Does this mean that memory is kept in the form of visual 
images, music and lyrics? How is memory of previous experience 
stored? In what form? How is memory activated and utilised whilst 
reading? 
• 	 Toward the end of the text, I was involved with the content. All 
during the reading I unconsciously reported my affective response e.g. 
responding to heat, being pleased to recall the lyrics of a song, showing 
frustration that the story ends. 
-> Issue 6 
Are affective responses to the text a significant or an insignificant part 
of the reading process? 
• 	 The task influenced my reading behaviour to a considerable degree. 
The shortness of the text and the lack of time constraints for reading 
encouraged a more careful and intensive style of processing. I stopped 
oftener to introspect what I did during reading than I would do when 
reading a novel. 
• 	 I find it hard to Think Aloud. 
-> Issue 7 
8 
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HC!w much can experimental tasks designed to probe the nature of 
mental activity reveal about how we normally read? 
• 	 After the experiment, I read the text for the third time. I noticed that 
many clues were available in the text, hinting that T was travelling on 
a motorcycle long before I registered the fact. I was focused on overall 
meaning and busy creating various interpretations, evoking memory 
from my past experience at the same time. Quick and automatic 
processing of denotation of the language is possible for me but 
extracting, associating and registering the fuller significance of the 
linguistic signals may be influenced by how much processing energy is 
left at a particular moment. 
• 	 I felt slightly disturbed when I realised that I had overlooked clear 
linguistic signals (e.g. machines, us, helmets) in the text which 
indicated that T was not alone. In closer inspection, however, 'we' 
and 'us' abruptly appear in the third paragraph after the first and 
second paragraph had been about T only. This sudden shift from T to 
'we' could have mislead many readers. In fact this shift may have 
been intentional on the part of the author as one of his writing 
techniques. 
Another possibility is that I was subconsciously noting the signals but it 
was only when the accumulation has reached some significant level 
that I became aware of the fact that 'I' was not alone. 
It is still interesting to note, however, that number of some nouns 
slipped unnoticed by me. I did register without any mental effort the 
plural forms of 'buildings' and 'ears' partly because it seemed more 
plausible in the situation depicted in the text. 
Why, then, was I not aware of other plural forms of nouns which 
indicated that there was more than one person travelling. Was I 
prematurely committed to the image I created in the first two 
paragraphs at the cost of being sensitive to the incoming information? 
Or could it possibly be due to my unconscious language processing 
habit which suits my native language. In Japanese we have different 
conventions for indicating numbers. Nouns themselves do not have 
plural form and articles do not exist; therefore the number of nouns is 
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normally left vague. H specification of the number of the object is 
necessary, the noun will have numeral expressions in front of it. In 
English, the number is almost always indicated by the countable 
noun's form itself or by a preceding article. I suspect the possibility that 
when I see a plural noun in English I may not be fully registering the 
number concept as part of the noun. In other words, when I process an 
English noun, I may register the meaning of the noun by visualising 
the signified object but the number tends not to be imprinted in the 
image as an innate quality of the noun itself. 
-> Issue 8 
In all the stages of reading processes discussed in Issues 1 - 7 above, 
what part of my reading behaviour may have derived from the fact 
that I am a user of English as a foreign language? Are there differences 
between L1 and L2 proficient readers? What about the difference 
between U proficient readers and L2 advanced learners? If so, what are 
they? 
1.2. Definitions 
Before examining each issue in the light of past studies in the literature, 
defining some of the terms used in the title of the thesis may help clarify 
the scope of the present research. 
1.2.1 authentic materials 
Williams and Moran (1989), in their extensive review of reading research 
in 70's and 80's, identify three interpretations of what 'authentic texts' 
could mean. The one I employ in this thesis is the one they acknowledge 
as most widely accepted amongst language teachers and materials writers: 
'authentic texts' refers to 'materials originally written for purposes other 
than teaching the language'. Authentic texts manifest actual instances of 
language being used for communication outside language classrooms. 
The emphasis on authentic materials in the title of this research expresses 
my research concerns that, in the reality of teaching and testing reading in 
EFL, many learners are still taught and tested with materials specifically 
produced or modified to teach language points such as vocabulary and 
structures or to help the learner by reducing the processing demands. The 
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language in EFL texts is often controlled linguistically by some sort of 
simplification or manipulation procedure, which could prove to be 
counterproductive in preparing advanced learners to be advanced readers. 
One of the aims of this research is to prOvide evidence that linguistically 
contrived EFL materials are an ineffective means to prepare learners for 
real-life reading materials i.e. authentic texts. 
1.2.2 advanced learners 
What kind of competence should learners of English have in order to be 
called 'advanced learners'? The English-Speaking Union in Britain has 
produced a yardstick called ESU framework (Carroll and West, 1989) in 
order to provide a common scale which makes it possible to interpret and 
compare different grades given by various independent Examination 
Boards such as UCLES/ RSA and Pitman. This framework offers a 
description of the expected language behaviour for different levels of 
learners in various skills areas. 
In reference to this yardstick, by 'advanced' means those who are 
estimated to be ready for the UCLES/RSA Certificate of Advanced English 
and preparing for the Certificate of Proficiency, Advanced level of Pitman 
English for Speakers of Other Languages, or Grade seven in the British 
Council/ Cambridge ELTS. According to the descriptions in the 
framework, advanced learners should, at least, be able to: 
use language effectively and in most situations, except the very 
complex and difficult. A few lapses in accuracy, fluency, appropriacy 
and organisation, but communication is effective and consistent, with 
only a few uncertainties in conveying or comprehending the content 
of the message. (Overall language proficiency Level 7. Carroll & West, 
1989, p. 21) 
The target subjects for this research are, in fact, those 'advanced learners' 
who have few problems linguistically as the yardstick indicates but might 
still be disadvantaged in reading performance compared to native 
counterparts. In short, advanced language learners may not necessarily be 
advanced readers and this research aims to study this gap. 
11 
Chapter 1 - Introduction 
1.2.3 English as a foreign language 
A foreign language is a language which is not a native language in a 
country and is not widely used as a medium of communication (e.g. in 
education, government and in every day communication). A learner of a 
foreign language has learned the language as one of the subjects in some 
educational settings (e.g. schools, language institute). English is described 
as a foreign language in France, Japan, Greece, Spain, etc. 
In most EFL situations, the classroom is the major (if not only) source of 
contact with English. Other sources may include: English books, films 
made in English-speaking countries, imported popular cultures (e.g. 
English lyrics in foreign music), occasional and brief encounters outside 
classrooms with native speakers of English involving basic interactions. 
1.3 Basic structure of this thesis 
The ongoing research questions identified in this introduction will be 
cyclically examined in different perspectives in order to extend our 
understanding of the L1 and the L2 reading process. 
The following Chapter Two and Three investigate the neurobiological 
literature for the purpose of identifying basic principles governing human 
perception, emotion and cognition. Chapter Two manily focuses on the 
anatomical and functional mechanisms of the brain and how they come to 
be manifest as physical and mental and emotional behaviours. Chapter 
Three investigates language systems and how they come to interact with 
the non-verbal functions of the brain. 
In Chapter Four, a critical review of historical and of current 
representative models of reading in L1 will be conducted. Three strands of 
current reading models are especially chosen for scrutiny: Schema-based, 
Proposition-based and Image-based models. 
In Chapter Five, studies on the L2 reading process will be reviewed. 
Chapter Five also describes two experiments which have been designed to 
probe into the reading processes through Think Aloud, Immediate 
Retrospection and Questionnaires. The reading sections of two typical 
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coursebooks are evaluated according to the criteria which are based on the 
alternative model. The difficulties that advanced EFL learners may have 
in reading authentic materials will be identified. 
In both Chapter Four and Five an attempt will be made to offer alternative 
interpretations of reading processes combining insights gained from 
reading research and neuroscience. 
Chapter Six, the final chapter, offers conclusions and implications for the 
teaching of L2 reading. 
1.4 Approach 
1.4.1 Dilemma of cognitive sdence 
Samuels and Kamil (1984), in their review of history of models in reading 
research, note that reading research is just a little more than 100 years old. 
Serious attempts to build explicit models of the whole reading process (i.e. 
from the moment the eyes meet the page until the reader decides that 
(s)he has reached satisfactory understanding of the text), according to 
them, has a history of a little more than 30 years. Even though they 
acknowledge due credit to the remarkable achievements of some 
predecessors, they maintain that 'until the mid-1950s and 19605, there 
simply was not a strong tradition of attempting to conceptualize 
knowledge and theory about the reading process in the form of explicit 
reading models' (p. 185). 
The researchers who set out to explore invisible mental processes such as 
the reading process have to face an inherent problem of not being able to 
observe directly how the process in question takes place. In the past forty 
years or so, various probing methods have been tried out in order to 
conceptualise the whole process of reading into an explicit systematic 
model. 
I have identified four major approaches to the investigation of the reading 
process. The first kind is those studies based on native experts' 
introspection of their own reading processes (Gray, 1946; Smith, 1971/1988, 
1978). Based on their knowledge and experience in education, applied 
linguistics or psychology, these experts reflected upon their own internal 
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and external reading behaviours and tried to conceptualise what factors 
are involved in reading. Davis (1971), placing these studies under the 
category of 'Broad Subjective Analysis', points out that these models lack 
empirical support and therefore casts some doubts as to the overuse of the 
analyses as a guide to constructing learning exercises for the teaching of 
reading. 
Some research focused on observable reading behaviour (fhomdike, 1914, 
1917; Goodman, 1965; Just and Carpenter, 1980). Techniques included 
measuring the reading speed, designing reading tests which require use of 
reading skills, recording eye movements, and recording miscues in 
reading aloud. The data obtained in the experiments was then analysed to 
infer the events taking place in the black box of the human mind. This 
approach seems to satisfy some important criteria required of scientific 
enquiry, such as objectivity and reliability of data collection, but suffers 
from the data being that of the external manifestation! product of a mental 
operation rather than that of the process itself. 
Research of a different orientation tried to make use of the subjects' 
metacognitive resources (Aslanian, 1985; Cohen & Hosenfeld, 1981; 
Hosenfeld, 1984; Olshavsky, 1976). Just like psychoanalysts tl)'ing to gain 
access to subconscious level, those researchers have used introspection of 
varied immediacy to tap the subjects' minds in operation. Think aloud, 
retrospection, interview, recall were some of their techniques. This 
approach seem to have the advantages of being able to project the subtlety 
of the mental activities and individual differences. However, verbal 
reports are often criticised for being vulnerable to distortion both at the 
data collection and analysis stages (Nisbett & Wilson, 1977; Ericsson & 
Simon, 1980; Pressley & Afflerbach, 1995). Sensitive precautions and 
triangulation (i.e. using multiple methods and sources and cross­
referencing for consistency) may prevent contamination to some degree 
but the question remains as to what extent these conscious protocols of the 
subjects can reflect largely unconscious mechanisms of the mind. 
Researchers in artificial intelligence and information processing suggested 
a solution to making the invisible visible. These proponents made a 
hypothetical equation between the intelligence of humans and that of the 
computer. The insights gained about human mental processes through 
any means can then be examined and verified in simulations through 
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comp~ter programming. This approach seems attractive because, 
ultimately, scientific enquiry demands verification with empirical 
evidence. The computer-based studies on invisible human mental 
operations (e.g. understanding, generating language and thinking) seems 
to satisfy this basic premise of science in that the mechanisms can be 
objectively presented and tested for scrutiny. The validity of the 
computer-based studies of human cognition, however, becomes dubious if 
the initial analogy between computer and human intelligence proves to be 
false (Searle, 1980, 1987; Putnam, 1988, Penrose, 1989; Edelman, 1992). 
So far all the four approaches above share the same assumption that it is 
not possible to conduct a direct empirical study of how the mind works. 
Thus, all the approaches take somewhat roundabout ways of peering into 
the mind: the first approach, through the individual's looking glass; the 
second one, by studying the outlook and outcome of the process; the third, 
by feeling its way into the process with the help of elliptical reports: and 
the last one, by physically producing computer programmes which 
partially simulate certain human abilities. 
It is one of the contentions of this thesis that neuroscientific findings and 
principles may add the fifth approach: more direct empirical insights into 
conceptualisation about human cognition. In other words, efforts to 
integrate the philosophical and behavioural study of the mind with the 
physiobiological study of the brain may eventually help us achieve a 
coherent account of the accumulated jig saw pieces of knowledge we have 
about the human mind (see next section for an elaboration of this 
argument). 
It does not mean, however, that past approaches are negated or taken for 
granted. Human cognition is too complex for anyone approach to capture 
its total nature. What we can strive for is to achieve scientific 
approximation which manages to capture the nature of human cognition 
with minimal distortion. The studies of behaviours, introspection, and 
computer-based studies can each provide empirical and theoretical 
plausibility. Analysts and experts bring intuitive plausibility. What I 
believe neuroscience can bring is neurobiological plausibility. Underneath 
any human behaviour lies the fundamental facts of how the brain is 
constructed, how it develops and how it functions. Since the act of 
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reading is one of the functions of the brain, taking neuroscientific routes 
to understanding the process of reading seems only natural. 
1. 4. 2 Neuroscientific orientation - Why neuroscience? 
When applied linguists discuss acqumng language skills, learning 
vocabulary or discovering principles of grammar, we tend to use terms 
such as mind or mental activity. But we rarely discuss learning 
vocabulary in terms of specific changes in the operations of certain brain 
cells when learning or remembering occurs. 
In fact, historically studies of the mind have developed separately from 
the studies of the brain. For example, philosophy and psychology deal 
with issues related to the mind. In these disciplines, the mind is an 
abstract entity which may be described as: the human's ability to reason, 
intellectual ability, ability to remember, where thoughts and knowledge 
are kept, and possibly part of personality or even soul. The mind relates 
heavily to human's verbal ability and consciousness. The philosophers 
such as Heraclitus, Aristotle, Decartes may observe, introspect and try to 
conceptualise the workings of the mind. Psychologists may devise tests of 
intelligence and behaviours or analyse verbal protocols to study how the 
mind works. Since the mind has no physical substance, however, it 
cannot be dissected for scientific scrutiny. 
Studies of the brain on the other hand have developed in the fields of 
medicine and physiology. The main interests of such disciplines are to 
study the gross anatomy and the functions of the parts of the brain 
belonging to animals and human beings. Since the focus of the 
investigations are on physical entities that can be clinically observed and 
experimented, elusive human behaviours such as the mind, memory I 
emotion and motivation tended to be left in the hands of philosophers 
and psychologists for speculation. 
Remarkable advancements in experimental techniques, however, have 
enabled neuroscientists nowadays to extend their scope to more complex 
operations of the brain, including mental acts. Various scanning 
techniques (e.g. PET scan, MRI - see section 2.7 in Chapter Two for details), 
for example, make it possible for us to observe how some specific parts of 
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the brain are activated when the examinee is hearing words or trying to 
generate words (Bloom &t Lazerson, 1988; Fischbach, 1993; Hinde, 1997). 
Bloom and Lazerson (1988), in their introductory book named 'Brain, 
Mind, and Behavior', attempt to connect the insights of neuroscience to 
psychological studies of mind. They stress the basic premise of 
neuroscience 'that any complete account of mental function must be based 
on the scientific examination of the brain' (ibid, p.5). Thus their definition 
of the mind from the neuroscientific point of view is that 'the mind 
results when many key cells of the brain work together, just as "digestion" 
results when the cells of the intestinal tract work together' (ibid.:6). 
Exploring the physical basis for mental acts, however, is an infinitely 
challenging task, especially when verbal behaviour is involved, because 
our knowledge about mammalian brains can no longer provide the 
resource for those particular functions of the human brain. Lack of 
definitive physical accounts leaves grounds for arguments from those 
who believe in mental ability as a separate entity from the brain. 
How, under such circumstances, should applied linguists respond when 
neuroscientists propose that 'the mind is the product of the brain's 
activity' (Bloom &t Lazerson, 1998, p. 6)? If we agree to their premise, then 
a logical consequence demands that we should consider the insights of the 
brain's structures and functions as a fundamental part of enquiry in 
developing theories of the mind. If we disagree, we need strong 
justifications for ignoring the substantial accumulation of knowledge 
about cognition made available through physical studies of the brain. Or 
shall we, for the time, being, refrain from prematurely expanding our 
research frontier until the neuroscientists can provide undebatable 
accounts of the relationship between the mind and the brain? 
So far applied linguists have not as readily associated themselves with 
neuroscientific orientation as they have done with psychology. The 
distance between the molecular activities of microcosms of neurons and 
educational problems which applied linguists face everyday seems too 
great. A neuroscientific laboratory or clinical approach appears somewhat 
alien to the research traditions of applied linguistics. How, then, can two 
disciplines with different research scope and methodology be connected? 
It seems even daring when we consider the fact that both diSciplines 
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already have such massive information and controversy within each field 
that outsiders may easily be overwhelmed or misguided in their 
orientation. Obviously interdisciplinary efforts should be sought and the 
discussions should be at the level which researchers of both strands can 
communicate. Uinas (1990:vii) mentions such movements and stresses 
the importance of efforts amongst neuroscientists to try to synthesise the 
detailed knowledge at different levels to achieve global theories of brain 
function. 
Efforts have already being made, however, not only by neuroscientists but 
also by some applied linguists. Jacobs and Schumann (1992), quoting the 
increasing number of references available, point out how 'the last decade 
has witnessed a virtual explosion of neuroscientific research as 
interdisciplinary efforts have begun to make significant progress towards 
understanding the brain' (p. 282). They proceed to advocate language 
acquisition researchers to work with neuroscientists in a 'co-operative, co­
evolutionary sense' (p. 283). Such a position, they emphasise, 'does not 
require researchers to abandon any existing approaches (for example, 
linguistic, cognitive, or psychological)' (p. 283). Instead, they emphaSise 
the importance of having a basic working knowledge of the brain: 
Familiarity with such information is ultimately essential because, as 
one becomes more arbitrary ( i.e. detached from the neural substrate 
supporting behavior) in addressing 'high-level' mental problems, the 
endeavor becomes problematic. Without neurobiological 
underpinnings, high-level, symbolic analyses produce too many 
conflicting "explanations", which provide an interpretation rather 
than understanding of a given phenomenon. Language acquisition 
researchers need a basic working knowledge of the brain because, 
ultimately, that is what is being investigated. Such an understanding 
will not only constrain and buttress their perception of the language 
acquisition process, it will provide new perspectives and novel ways 
of addressing relevant acquisition issues. (p. 285) 
Cognitive psychologist Rumelhart reports, as the development of his 
word recognition studies and interactive view of reading process, how he 
and his colleagues came to be convinced that neurally inspired studies in 
artificial intelligence can lead us closer to an a adequate description of the 
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real extent of human information processing and learning capacities 
(McClelland, Rumelhart, and Hinton, 1986). 
Postgraduate courses in applied linguistics have long included psychology 
as a fundamental element of the discipline. I would predict that 
eventually neuroscience would be added as a vital part of basic training in 
applied linguistics. Such inclusion should help eliminate the initial 
distance applied linguists may currently feel in taking physiobiological 
routes to understanding how learners learn in classrooms. 
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Chapter Two NEUROSCIENTIFIC INSIGHTS 
In discussing the reading process and controversies in reading research in 
the consecutive chapters, insights based on the findings in neuroscience 
will be quoted. In order to consider implications of neuroscientific 
perspectives to the study of the reading process, some basic and general 
understanding of structures and functions of the brain is indispensable. 
Therefore Chapter Two provides anatomical and physiologial accounts of 
the brain in the evolutional perspective. Chapter Three continues to seek 
neuroscientific insights from the point of mental processing through the 
use of language. 
In selecting what I consider to be the most relevant from the vast amount 
of knowledge accumulated in the field of neuroscience I have tried to: 
a) limit it to the essential and fundamental characteristics of the brain 
structures and functions which seem to be currently agreed upon by the 
neuroscientists; 
b) introduce synthesised global views of the brain offered by 
neuroscientists who attempt to make plausible but hypothetical 
connections of highly specialised experimental findings; 
c) provide details of the studies which seem directly relevant to reading 
research. 
All along I will attempt to connect theoretical implications of 
neuroscientific views to reading research and pedagogy. 
In Chapter Two and Three I intend to stay within the neuroscientific 
framework and limit cross-referencing with relevant studies in other 
fields. One reason for doing so is to bypass the unnecessary confusions 
often caused by different terminologies for similar concepts between the 
various perspectives. But the main reason is to establish a working 
framework for fundamental concepts such as perception, memory, 
cognition, language and consciousness. 
The approach taken in Chapters Two and Three, however, should not give 
the impression that the interest of this thesis is to explain human 
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behaviours (both mental and physical) solely in terms of biophysiological 
origin, nature and the mechanism of the brain. Human behaviours 
change through learning and they are the result of the interactions of the 
brain with the environment (e.g. society, civilisation, and culture). The 
research of highly mentalistic act such as the reading process is simply not 
possible without taking into account many other factors in linguistic, 
psychological, sociological, educational and even philosophical 
perspectives. Chapter Four and Five therefore take such a macro­
interdisciplenary approach to reading research. 
The difficulty of applied fields such as reading research derives from the 
very fact that human behaviour is the result of the interactions of many 
variables. Reading research is faced with the intra- and inter-diversity of 
individ ual perception and interpretation, learning and memory, which 
form the basis of social and cultural diversity. To identify even the major 
variables influencing the behaviour of one individual is a massive 
undertaking, not to speak of the difficulty of studying the interaction of the 
variables. 
Using units of analysis at cellular and molecular levels in neuroscience, I 
have found, surprisingly allows micro entry into macro studies of human 
behaviours. Exploring the biophysiological convergence of human mental 
acts, seems to me to be a sensible first step before studying the divergence 
of individuality in the innumerable alleys of educational and cultural 
backgrounds. 
2.1 What is neuroscience? Which neuroscience? 
The term neuroscience refers to various investigations concerned with the 
development, organisation, and functioning of the nervous system (Gross, 
1987). A simple overview of various branches of brain studies may give 
some idea about the scope of neuroscience. 
Table 2-1 was designed by me summarising the information given in 
Jacobs & Schumann (1992, p. 283-284) and Bloom & Lazerson (1988, p. lO­
ll). 
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Table 2-1 Branches of 	Neuroscience 
Branch 	 Scope 
The study of neural structure, architecture, or 
neuroanatomy morphology . 

The fundamental starting point for functional 

inferences. 

The study of chemical systems and of 

neurochemistry 	 processes of the nervous system. 
This helps explain how nerve cells function 
and communicate with each other. 
!The study of interaction of the various 
neurophysiology 	 !! components of the nervous system. 
I 
! 
Description of how nerve cells respond to 
!input and conduct electrical s~_gnals. 
iA division of medicine. 
neurology 	 ij The study is concerned with the diagnosis and 
I treatment of diseases in the human nervous 
I; system. 
IClosely allied with neurology. IThe study primarily focus on language 
neurolinguistics 	 1disorders (e.g. aphasia, dyslexia) resultingIfrom various types of brain damage, 
1abnormalities ~.~...~.~,g~~!!~!_io_n_.___~_~.--IIThe study of information processing by the 
computational 	 Ineural networks. 
neuroscience 	 IMany cognitive models (e.g. connectionism) Iwhich are neurologically inspired may belong 
! in this branch. 
Jacobs and Schumann (1992) warn against the tendency of language 
acquisition researchers to focuse solely on the most relevant part of 
neuroscience (e.g. neurolinguistics). They also express concerns that many 
interdisciplinary terms such as ,neurolinguistics or neuropsychology seem 
often to give more weight to the latter part of the compound. Instead they 
emphasise the importance of understanding the basic nature and 
principles governing the neural network. 
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This is a valid point in that any logical inference made about human 
cognition should be based on the contextual knowledge of global theories 
of brain structure and function; after all the mechanisms underlying the 
verbal behaviour of human beings is phylogenetic extension of 
mammalian evolution. This point can be illustrated in discussing what 
'intelligence' means and how it was developed in the evolution. 
2.2 Phylogenetic and neuroscientific definition of intelligence 
In common use, 'intelligence' tends to mean human mental ability of 
learning, reasoning and thinking mediated by language. Studying how the 
brain evolved in a phylogenetic sense reveals how organisms have 
interacted with the environment and eventually developed intelligence 
(Bloom & Lazerson, 1988; Jerison, 1976; Llimis, 1990; Nauta & Feirtag, 1979). 
Intelligence, in this sense, means more plasticity and adaptability of the 
brain to ensure survival. 
Jerison (1976) acknowledges Darwin for making an early attempt to 
hypothesise the relationship between the mind and the morphology of the 
brain. Darwin wrote in his The Descent of Man: No one, I presume, 
doubts that the large proportion which the size of man's brain bears to his 
body, compared to the same proportion in the gorilla or orang, is closely 
connected with is mental powers' (quoted in Jerison, 1976, p. 4). 
Jerison continues on to give credit to Karl Spencer Lashley some 80 years 
later, as the one who proposed a more careful and explicit hypothesis. 
Lashley's hypothesis was that encephalisation (i.e. the process of the 
nerves being centralised to form the brain. N.B. 'encephalon' is from the 
Greek for 'within the head') was the only factor involved in the evolution 
of mind. 
Simple brainless organisms like bacteria can sense, move, regulate their 
internal system, reproduce and adapt to changes in the environment in a 
fixed manner. More advanced multi-celled organisms with different 
groups of cells can detect changes in the environment and adapt to them 
in more complex ways. This additional capacity gives multi-celled 
organism many advantages in gaining access to nutrients or fleeing from 
predators. Complex interactions with the environment stimulate the 
nerves to develop. This enables more varied complex activities. 
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Gradually nervous systems become more centralised to form a spinal cord 
in order to provide more efficient and complicated functions. 
Llinas (1990) states that the ultimate biological function of the centralised 
nervous system is the ability to predict future events to ensure survival. 
'Such predictions are made on the basis of an internal image of reality 
manufactured in the brain by information arising from the sense organs' 
(p. vii). I believe that this 'internal image of reality manufactured in the 
brain by information arising from the sense organs' is in fact the origin of 
mental representations that serves as the core for language, learning, 
memory, and therefore for the processing of written text. 
In lower vertebrates such as reptiles, brain function operates mainly on the 
fixed-action patterns that only allow choices among predetermined 
behaviours, such as patterns seen in fighting and mating. Reflex response 
does not require complicated sensory mental representation of the outside 
world. 
The intermediate vertebrates such as birds have further developed 
elaborate fixed-action pattern with some plasticity or flexibility in 
modifying their behaviour in response to environmental demands. In 
order to increase the flexibility and adaptability of the sensory capacity of 
such animals, the number of neurons had to increase. This meant far 
more neurons, network connections, and divisions of specialisation 
among circuits of neurons. Further encephalisation was in order. 
The development of the brain in mammals took a different course. Their 
patterns of behaviour seemed to have been much more flexible. They 
developed the capacity to integrate the multimodal information coming 
from the different sense organs into a sensory mental representation of 
objects in space and time. They also acquired the ability to learn and to 
remember more experiences. They could also solve more complex 
problems and even use simple tools. It is this ability to formulate 
solutions other than genetically predetermined ones that is the source of 
creativity and the characteristics of higher nervous activity. As Nauta &: 
Feirtag (1979) put it, 'In one of the radiation of mammalian evolution the 
primates appeared, an order in which the neocortex reaches its maximal 
development. We human beings are heir to all the consequences, perhaps 
including psychiatry' (p. 25). 
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Humans have further expanded this newest part of the brain, the 
neocortex, through the development of language and abstract thinking. 
Eventually written languages enabled humans to record their thoughts, to 
share ideas with their contemporaries and to communicate with different 
generations. 
The evolutionary past, however, still, remains at the core of the human 
brain, subconsciously controlling functions vital to life. One of the 
manifestations of such functions is the fixed-action patterns including 
emotions (Llinas, 1990, p.viii). 
This sequence of development of intelligence described by neuroscientists 
is revealing in that cognition seems possible prior to language acquisition. 
According to them intelligence involves: integrating various incoming 
sensory information; associating its interpretation of external reality with 
past experience; combining information to construct a holistic model of 
the environment; constantly revising and developing the existing 
connections to suit the ever-changing environment responding to the 
external and internal need; predicting, planning future events. It seems to 
me that these aspects of phylogenetic intelligence form the foundations for 
what we call cognition (Le. ability to analyse and synthesize, memory, 
logical thinking) and creativity. 
Bloom and Lazerson (1988, p. 240-241) use examples with animals and 
human babies to remind us that cognition without language is possible. 
Cats that repeatedly hear the sound of a tin opening followed by the sight 
and smell of their food learn to associate the sound with the consequence 
of their food coming. Six-month-old babies come to differentiate between 
their mother's face and other faces. Around this age, babies have learned 
the characteristics of their mother's face. They remember a representation 
of their mother's face well enough to compare its image with the images 
of other faces that appear closely during the day, and may cry for the 
mother in the case of a long absence of her face. 
Brain physiologist Chiba (1991) emphasises the fact that the human verbal 
system derived from this non-verbal system of the brain. In other words, 
language supports and expands the functions of the non-verbal system 
which constitutes the fundamental part of cognition. Therefore, the 
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narrow definition of intelligence involving human mental ability 
mediated by language may best be interpreted in the wider context of 
phylogenetic non-verbal cognition. 
Many of the cognitive reading models do not usually take this broad 
perspective, which seems to me to ~ave far more explanatory power for 
the mechanism of comprehension. This relationship between non-verbal 
and verbal cognition will be further developed in this chapter and its 
implications will be specifically argued in relation to the major models of 
the Ll reading process in Chapter Four. 
Emphasis on non-verbal intelligence based on the studies of evolution 
leaves us with a question: how and why has human verbal intelligence 
developed? 
Jerison (1979) makes an interesting proposal linking non-verbal and verbal 
cognition. On the basis of his paleoneurological study dealing with 
evidence of nervous systems in fossil animals, he claims that it makes 
more theoretical sense if we separate the role of language in perceptual 
activity from its role in communication. 
He argues that 'the role of language in communication first evolved as a 
side effect of its basic role in the construction of reality' (ibid., p.lS). In his 
view, the primary role of language can be explained 'as being merely an 
expression of another neural contribution to the construction of mental 
imagery, analogous to the contributions of the encephalized sensory 
systems and their association systems' (ibid., p. 15). In other words, the 
evolution of primitive language in primates was a further solution to the 
problem of creating an integrated model for the sensory events 
encountered during an animal life. 
Eventually the availability of verbal labels of objects and events resulted in 
the capacity to communicate linguistically and language came to playa 
central role in communication with oneself and others. As Jerison 
describes, 'We need language more to tell stories than to direct actions. In 
the telling we create mental images in our listeners that might normally 
be produced only by the memory of events as recorded and integrated by 
the sensory and perceptual systems of the brain' (ibid., p. 16). 
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It is interesting to note that his observation seems in accord with the 
detailed records provided by researchers in Child Development (Crnic & 
Pennington, 1987; Shimizu, 1976) as to how human babies spend their first 
stage of their infancy making vocal sounds to reflect the inner state rather 
than to communicate with caretakers. 
Observing toddlers even for a short time reveals ample examples that this 
initial use of language continues. Piaget's studies (1970) on children 
around six to seven years old provide examples of how the ratio of the 
utterances without social functions gradually decreases to give ways to 
language for communication as the children grow. 
It is also worth noting that Saville-Troike (1988) reports how five out of six 
child L2 English learners manifested private speech during their Silent 
Period (i.e. an often lengthy period in L2 acquisition process during which 
some L2 learners, especially children, do not try to speak L2). She defines 
private speech as speech that is produced at a very low volume so as to be 
inaudible to anyone present and with no apparent expectation of a 
response. Ellis (1994) suggests a possibility that such silent speech may 
provide opportunities for learners to prepare themselves for eventual 
social use. 
In the L2 learning context, it may be worth reflecting how much the 
learners are given opportunities to freely associate with the target language 
privately. The classroom situation often requires public communication. 
Even in reading, the learners tend to be asked to exhibit their response in 
the form of comprehension questions and tasks. 
Jerison (1979) justifies his hypothesis about the primary role of language 
being to construct reality on two grounds. Firstly, in evolution, there is a 
tendency that an important novel adaptation in a species takes place in 
relation to the conservation of earlier patterns of adaptations. There has 
to be an evolutionary necessity for the appearance of verbal cognition and 
yet this novel adaptation should somehow derive from the existing 
patterns of non-verbal cognition. Jerison's hypothesis of language being 
another form of sensory-perceptual development explains how language 
manifested itself as additional powerful tool for integrating the various 
sensory information. 
27 

Chapter 2 - Neuroscientific Insights 
His second ground is based on the very nature of language systems of the 
human brain. 'If there were selection pressure toward the development 
of language specifically for communication, we would expect the 
evolutionary response to be the development of "pre-wired" language 
systems with conventional sounds and symbols' (ibid., p. 15). Such 
genetically determined systems, according to Jerison, are the typical 
approaches to communication in other vertebrates, and they are 
accomplished (as in birds) with little or no learning and with relatively 
small neural systems. 
Humans, on the other hand, are born with the capacity to develop 
complex language systems but such systems can only be established by 
learning through social interactions at their appropriate periods. Jerison 
maintains that this very flexibility and plasticity of the language systems of 
the human brain argues for their evolution as having been analogous to 
that of other sensory integrative systems, which are now known to be 
unusually plastic, or modifiable by early experience (Bloom & Lazerson, 
1988; Chiba, 1991; see also section 2.9 in this chapter). 
2.3 The architecture of the nervous system and the brain 
The nervous system is responsible for: (a) sensing and reacting to the 
world around us; (b) co-ordinating the functions of other organs so that 
the body can survive - breathing, eating, drinking, moving and 
reproducing; (c) storing, organising and retrieving past experiences. 
The human's nervous system consists of two major systems: the central 
nervous system (or eNS) and the peripheral nervous system (or PNS) (see 
Figure 2-1 in Appendix A page 1). The eNS includes all the parts of the 
nervous system that lie within the bones of the skull and spine. The brain 
is the part of the eNS which is enclosed within the bones of the skull. The 
other major component of the eNS is the spinal cord enveloped by the 
spinal column. 
The PNS are extension of nerves which run from the spinal cord out to 
muscles, organs, glands and other tissues. The PNS are divided into three 
kinds: those which carry information between the spinal cord and the 
skin, muscles, bones and joints; those which responsible for regulating the 
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internal environment such as the heart, lungs and blood vessels; and 
lastly, those in charge of the digestive tract. 
In section2.3. above, the evolutionary account of intelligence was 
introduced. If we accept Lashley's hypothesis of encephalisation being the 
indication of the development of intelligence, the human's eNS is the 
most developed amongst animals. This advanced eNS gave the human 
far more adaptability, thus ensuring survival. This adaptability allows the 
human to sense changes in the internal and external environment and 
accommodate many of these new conditions. We adapt to new problems 
by co-ordinating the body's responses. We may adapt our own behaviour 
by remembering how we solved similar ones before and devise new 
solutions by modification. 
In sum, this eNS, especially the brain, places itself at the top of the 
hierarchical structures of the whole nervous systems and regulates and 
controls subsystems. It is important to remember that the ultimate 
function of the brain is to ensure safer and richer survival. This also is 
applicable in mental acts which is the manifestation of the brain's higher 
functions. Reading behaviour is yet another act which helps enrich the 
social animal - human's survival. 
2.4 The basic operating elements of the nervous system - or neurons 
The basic element of the nervous system is a nerve cell or neuron. As 
Figure 2-2 on in Appendix A (page 2) shows, a nerve cell, though sharing 
some common features, looks and functions somewhat differently from a 
normal cell that constitute organs of the body. 
Unlike cells of other organs which performs local functions in isolated 
units, the nervous cells link themselves and work as circuits. The basic 
biochemical mechanisms have been preserved in evolution. Neurons 
constituting the brain, for instance, are very similar across species. 
Furthermore, investigators have shown that the number of neurons in a 
single column of cortical nerve cells is the same in rats, cats, dogs, 
monkeys and human (see Figure 2-3 in Appendix A page 3). This column 
is considered to be the functional module and consists of neurons of 
similar functions that extend through the thickness of the cortex. A typical 
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column in the visual cortex could include more than one hundred 
thousand cells, the great majority of which participate in local circuits 
devoted to a particular function (Fischbach, 1993). 
It is the greater number of columns and the complexity of networks in the 
cortex that accounts for different abilities among species that have cortical 
features (Bloom & Lazerson, 1988, p. 102; Diamond, 1988, p. 9). This 
consistency observed in the constituents and the principles governing the 
nervous systems across species has enabled neuroscientists to develop 
much of the knowledge we have come to accumulate about the structures 
and mammalian functions of the human brain. 
Conventional estimates tell us that the human brain consists of billions of 
nerve cells and that each cell communicates, on average, with as many as 
10,000 others (Bloom & Lazerson, 1988; Fischbach, 1993; Nauta & Feirtag, 
1979; Rumelhart and McClelland, 1986; Temple, 1993). Fischbach (p.2) 
describes that the human brain weighs only three to four pounds and yet 
contain extraordinary number of neurons which compares to the 
magnitude as the number of stars in the Milky way. 
The nerve-cell linkages within the brain and spinal cord, says Bloom and 
Lazerson (1988) make up miles and miles of living wires. Linkage, 
however, does not mean that neurons are connected together. Instead 
there is connection gap called the synapse, at which neurotransmitters (e.g. 
chemical stimulators I inhibitorsI enhancers) are secreted. (see Figure 2-4 
in Appendix A page 4). 
It is with this neurotransmitter that the communication between one 
neuron and the others takes place. Simply put, when a certain kind and 
amount of external stimuli excites a resting neuron, the internal chemical 
state of the neuron changes. This causes an electrical impulse to move 
from the cell body down to its axon. The axon branches near its end. 
When the electro-chemical impulse reaches the ends of branches of the 
neuron, it stimulates the neurotransmitter to be released at the synapse 
connecting to other neurons (see Figure 2-4 in Appendix A page 4). 
A recent study (Temple, 1993) reports how the place of the synapse and the 
kinds and amount of neurotransmitters influence how the original 
impulse transmits to the other neurons. Recipient cells respond to this 
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new incoming message on conditions that (a) it is frequent and/ or strong 
enough for the receiving neurons to fire in tum (b) messages that the 
receiving neurons have been getting from other circuits encourage or 
discourage receiving. 
Stepping onto burning sand on a tropical beach , for example, our instant 
reflexive move is to raise a foot but not two feet together. The synapses let 
signals pass which cause one foot to be raised but discourage the other foot 
from being raised, thus avoiding a worse consequence i.e. falling down 
and hurting oneself more extensively. Take a more complex example, 
when we get really absorbed in reading an engaging novel, we sometimes 
forget time or not even hear a doorbell ringing. The brain is constantly 
sensing both environmental stimuli and the internal state of the body and 
regulating breathing, blood pressure, locomotion, reflexes such as blinking 
in order to sustain life. Therefore, the sensory stimuli must be being 
received as normal but the acute attention to the book seems to be 
temporarily blocking out background sounds out of consciousness, until, 
possibly, the stimuli of the doorbell becomes persistent enough to disturb 
our concentration. The selection of which impulses will be transmitted to 
which network of neurons in what kind of ways depends on what really 
matters at the moment for the existence of a particular living being. 
It is interesting to note that the speed of electrical signals in a neuron is, at 
the maximum, 100 meters per second. This is less than one millionth of 
the speed at which an electrical signal moves in a copper wire (Fischbach, 
1993, p.4-S). Furthermore, the rate of firing (i.e. conducting an impulse) is 
estimated at 200 times per second. Fischbach (1993) describes this biological 
cable system as, Thus, action potentials are relatively low frequency, 
stereotypical signals that are conducted at a snail's pace. Fleeting thoughts 
must depend on the relative timing of impulses conducted over many 
axons in parallel and on the thousands of connections made by each one' 
(p.S). 
Nauta & Feirtag (1979) classify the neurons into three kinds: true sensory 
neurons in charge of sensing, true motor neurons responsible for 
locomotion and movements and neurons which connects the two. 
Sensory neurons and motor neurons cannot communicate directly with 
one another without the help of intermediate neurons. 
31 

Chapter 2 - Neuroscientific Insights 
In humans these intermediate neurons amount to 99.98 percent of all the 
neurons that make up the central nervous system. This means that most 
of the brain's neurons are neither sensory nor motor. These intermediate 
neurons form association areas in which different sensory information 
converges for advanced processing through numerous synaptic contacts 
with other neurons to eventually be ,passed on to motor neurons. 
It is established amongst neuroscientists that the essence of the central 
nervous system - the brain and the spinal cord- is a channelling of 
incoming sensory information to a multiplicity of structures and a 
convergence of information to the neurons so as to animate the effector 
tissues of the body such as the muscles and the glands. 
The brain is made up of networks of multitudes of neurons which 
communicate through simple impulses passed on chemically at synapses. 
It is how these networks are established and how the signals fire or not fire 
in dynamic connection routes available for reactivation that holds key to 
understanding to learning, memory and human cognition. 
Healthy human nervous systems share almost identical structures and the 
capacity for forming similar networks to perform various functions. 
However, how signals run among potentially available networks and how 
different networks are activated together to perform complex motor 
responses may differ each time both within and between individuals. 
This neural network perspective of human perceptionI cognitionI motor 
systems seems to me to be the best explanation of convergence, divergence 
of any human behaviours and their variability. 
In the case of perception, the same drawing of a human face may be 
described and recalled differently by the same person at different times, not 
to speak of the variety of interpretations by different individuals. 
Likewise, a person may not always read and interpret the same text in the 
same manner each time. Individuals with different subject specialities or 
cultural background may read and interpret the same text differently 
(Anderson, 1994; Bransford et ai, 1984; Steffensen & Joag-Dev, 1984). 
The variability of neuron networks can also explain memory. In this 
sense, Bartlett's observation (1932) seem valid in pointing out that the 
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characteristics of memory as the active reorganisation of past reactions or 
past experience : 
The first notion to get rid of is that memory is primarily or literally 
reduplicative, or reproductive.... It is with remembering as it is 
with the stroke in a skilled game [of tennis or cricket].... Every time 
we make it, it has its own characteristics. (p. 204) 
The neural network perspective has no problems explaining the· 
associative flexibility of the reading process that the AI (i.e. Artificial 
Intelligence) based schema theories (e.g. Schank, 1982) and the computer­
based propositional studies (e.g. Kintch, 1994) strive to incorporate into 
rigid schematic or semantic systems. This issue will be taken up in 
Chapter Four in relation to the discussion on respective strands of reading 
research. 
2.5 Parallel processing 
Rumelhart et al (1986) have sought neural inspiration for their AI model 
building. In comparison with computer networks, they acknowledge the 
massive scale of the parallelism of the brain as one of the major sources of 
its versatility and powerfulness. How the brain processes sensory stimuli 
provides a good example of such parallel processing. 
Bloom and Lazerson (1988) explain how human perception involves the 
complex process of discriminating different elements of objects and of 
recombining to achieve a holistic mental representation. They take an 
analogy of listening to a record. When we listen to a recording of a jazz 
tune, we may not be able to differentiate all the voices or instrumental 
sounds. However, in the recording studio, each voice and each 
instrument was recorded on a separate channel and then remixed and 
arranged to create the full and balanced sound. 
Likewise, our sources of primary sensory information, be it the case of 
sound, vision or touch, are kept separate, independently filtered, and 
available for the final recombination. For instance when we see a flower, 
primary sensory cells in the retina respond separately to small segments of 
brightness and contrast depending on the cell's speciality (Zeki, 1993). 
Through separate routes, each kind of information is serially passed on to 
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intermediate neurons, being transformed at level-by-level information 
processing stations until the highly translated form of information finally 
reaches relevant cortical areas for further processing. 
The receptive fields of neurons in higher centres are known to be larger 
than those found in earlier relay stations, so they monitor a larger fraction 
of the external world. These separately processed visual messages then 
interact with each other in the cortical association areas to recombine 
themselves to form the complete visual image of the world. 
Bloom and Lazerson (1988, p.103) help us grasp this unbelievable fact by 
reminding us how a photograph in the newspaper looks under a 
magnifying glass: a seemingly smooth image in the photograph is in fact 
made up of dots. Likewise, the integrated images reflected in the 
association area of the human visual cortex are made up of four elements 
combined: i.e. dynamic form, motion, colour and form with colour (Zeki, 
1993) but we think that we are seeing the inseparable whole. 
It is vital to understand that all these separate serial processings of 
different elements are done in parallel. A system designed to process 
different information qualities serially (e.g. in the case of visual stimuli ­
first form, then colour, then movement, then location ... ) would be too 
slow to meet the demands of the external world. 
Early AI based models of the reading process (e.g. Gough, 1972; LaBerge­
Samuels, 1974) seem too simplistic in this sense when compared with 
what we have come to understand about parallel processing of the human 
brain. 
The sheer scale of this parallel processing becomes awe-inspiring when we 
consider a case of sensing a prick in the tip of a forefinger. Somatic stimuli 
are sensed by different sensory nerve points in terms of pressure, 
temperature, and vibration. The receptive fields on the tips of the fingers 
are so highly specialised that we can experience tactile stimuli that are only 
millimetres apart as distinct. Each stimulus is then separately passed on to 
intermediate neurons in the peripheral nervous system, connecting to the 
other intermediate neurons in the spinal cord. The signals then goes 
through the central nervous system onto the brain stem to reach the 
cortical field dedicated to finger sensations. Imagine that this prick on the 
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forefinger was caused by a person trying to cut a blooming rose from a 
branch. The vision of the rose; the scent, tactile sensations all being sensed 
discretely and separately to be processed all at the same time. 
This amazing system of intricate division and reconstruction of the 
sensory information may, at first, seem to be unnecessarily complex. On 
the contrary, such a complex process offers far more advantages to extract 
the constant, invariant features of objects from the perpetually changing 
flood of information. It is due to such facility that humans can identify the 
same person even when she has new hair style and clothes in different 
surroundings. 
What is even more remarkable is how the integration of the parallely 
processed information takes place. I will provide an example from visual 
processing with some details below since the description exhibits the 
nature of interaction between perception and cognition. 
Zeki (1993), after studying the parallel processing of discrete sensory 
information, focuses on the integration process in the visual association 
cortex areas (later section 2.6.5 further elaborates on the functions of 
association area). He and other researchers have identified five sections in 
the visual cortex based on its functional specialisation: from VI to V5. In 
sum, VI and V2 act as a kind of post office, parcelling out different signals 
to the appropriate areas depending on the specialisation. Note that they 
also receive processed information back later from V3 - V5 in diffuse and 
fairly non-specific form, giving evidence to the claim that neural 
communication takes place among these specialised stations. 
The procedl1res after the visual stimuli reach the cortex are as follows: the 
separate stimuli are first received by a large area in the primary visual 
cortex called VI. VI undertakes a piecemeal analysis of the entire field of 
view and passes the information on to adjacent V2. VI and V2 each have 
a specialisation and they pigeonhole the incoming information to pass on 
to the specialised association areas near them i.e. V3 processes dynamic 
forms; V 4, colour and form with colour; and V5 motion. 
The question regarding the integration is how these specialised areas 
interact to provide a unified image in a coherent way. The simplest way 
would be for all the specialised areas to communicate the results of their 
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operations to one master area, which would then synthesise the incoming 
information. However, the anatomic evidence shows no single master 
area to which all the antecedent areas exclusively connect. Instead the 
specialised areas connect with one another, either directly or through 
other areas. 
Pathological records of visual impairment provide evidence of how 
lesions in specific cortical areas produce correspondingly specific visual 
syndromes (see Figure 2-5 in Appendix A page 5). The residual capacity in 
such patients unmasks the fact that none of the visual areas - not even 
'post office' areas of V1 and V2 - serve merely to relay signals to other 
areas. Instead each section actively transforms the incoming signals and 
may contribute explicitly, if incompletely, to perception. 
This evidence led Zeki (1993) and his colleagues to propose a theory of 
multistage integration: 
It hypothesizes that integration does not occur in a single step 
through a convergence of output onto a master area, nor does 
integration have to be postponed until all the visual areas have 
completed their individual operations. Instead the integration of 
visual information is a process in which perception and 
comprehension of the visual world occur simultaneously. (p. 38) 
Zeki (1993) maintains that interpretation is an inextricable part of 
sensation. To obtain its knowledge of what is visible, the brain cannot 
therefore merely analyze the images presented to the retina; it must 
actively construct a visual world' (p. 27). This means that 'it is no longer 
possible to divide the process of seeing from that of understanding, as 
neurologists once imagined' (p. 39). 
Parallel processing and how perception converges with interpretation will 
be discussed further in Chapter Four in relation to the conceptualisations 
of bottom-up, top-down, interactive processing in reading. 
How sensory information is taken in and how it is put together allow 
intra- and inter-individual variations. The world we see is literally the 
creation of our brain: we are definitely not cameras. Individual humans 
may share a common brain architecture and principles governing the 
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may share a common brain architecture and principles governing the 
nervous systems. Yet because each person's experience is unique, so is each 
brain and the results of its functions such as the reading process. 
2.6 The organisation of the brain 
Identifying major anatomical regions and its subdivisions is useful when 
discussing different functions of the brain. 
The major anatomical divisions and subdivisions of the brain are 
introduced in Figure 2-6 in Appendix A page 6. At a glance, the 
anatomical divisions of the brain seem very complicated. However, the 
complex structures of the brain start to make sense if we understand 
chronologically how these different regions of the brain came to exist. 
An excellent example can be found in how the human embryonic brain 
develops and comes to form these different regions of the brain. It is 
remarkable that the process roughly traces the history of how intelligence 
developed in evolution. Figures 2-7-a, -b, -c, -d in Appendix A (page 7) 
show how different regions of the brain developed chronologically. 
I will describe the process of how different regions developed in three 
major stages from section 2.6.1 to 2.6.3 below. Sections 2.6.4 and 2.6.5 
elaborate on the relationship between the anatomical divisions of the 
neocortex and their functional specialisations. 
2.6.1 	The brain stem: the sources of the hard-wired behaviours 
necessary for survival 
At thirty days after fertilisation (see Figure 2-7-a in Appendix A page 7), 
first three regions of the brain at the end of spinal cord can be recognised in 
primitive form: hindbrain, midbrain, and forebrain (see the anatomical 
map in Figure 2-6 in Appendix A page 6). 
In two months time (see Figure 2-7-b in Appendix A page 7), the large 
forebrain further develops into the telencephalon (i.e. in Greek literally 
means 'end brain') and the diencephalon (Le. in Greek literally means 
'between brain'). The diencephalon forms all structures of the thalamus 
and hypothalamus (refer back to Figure 2-6 in AppendiX A page 6). The 
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thalamus is a crucial relay station for almost all the information coming in 
and out of the forebrain. The hypothalamus is a relay station for the 
internal regulatory systems, monitoring information coming in from the 
autonomic nervous system (Le. the division of the peripheral nervous 
system responsible for regulating the activity of the internal organs) and 
commanding the body to balance itse~f. Nauta & Feirtag (1979) emphasise 
how life depends on the functional internal environment (e.g. hormone 
regulation, blood pressure, heart rate, respiration rate, and so on) and how 
damage to the hypothalamus means inevitable death. 
The hindbrain, the midbrain and the diencephalon can be grouped 
together as the brain stem (see Figure 2-6 in Appendix A page 6). Animals 
low on the evolutionary scale (e.g. fish) have only an elaborated brain 
stem. The brain stem and other hindbrain structures are the sources of the 
hard-wired behaviours necessary for survival. 
In the higher vertebrate (e.g. birds, mammals), the telencephalon part (Le. 
end brain) of the forebrain further develops and subdivides itself for 
specialisation and gives flexibility and complexity over rigidly 
programmed behaviours. 
Surprisingly, human smiling in greeting, according to Bloom and 
Lazerson (1988, p. 233), seems to be a genetically wired-in expression just as 
lizards act reflexively to certain stimuli. They exemplify their daim by 
pointing out how newborns in all cultures show a smilelike expression, 
and even babies born with little brain are capable of this expression. 
Infants only two or three months old smile at nearby faces. 
In studying the relationship between animal behaviour and environment, 
some naturalists (Le. those who study plants, animals, insects, and other 
living things e.g. Darwin, 1965/ 1872) and ethologists (Le. those study 
animal behaviours e.g. Tinbergen reported in Bloom and Lazerson, 1988, 
p. 234) believe that many facial and gestural expressions of emotion are 
remnants of attack and defence sequences from earlier times. Our smile 
may have had the same origin as the 'fear grin' that other primates use as 
a protective response or a gesture of submission. 
Bloom and Lazerson (1988) remind us of how in 'human infants, this 
smilelike expression helps elicit the caregiving that these helpless 
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creatures require for survival' (p. 233). This capacity for caregiving and the 
babies genetic wiring for eliciting such behaviour from their caretakers are 
especially evident in organisms which require long and intensive child 
rearing. Birds and mammals, with rare exceptions, spend a relatively long 
period of learning complex and flexible behaviours, during which the 
helpless young must be protected and guided with care. 
How this prototype of the emotions amongst the higher vertebrates gains 
structural support is reflected in the next stage of the brain development: 
how the forebrain further develops the telencephalon, alias endbrain. 
2.6.2. 	The old cortex/limbic system : the animal brain between the 
brain stem and the neocortex 
After the forebrain has been divided into the diencephalon and 
telencephalon, the latter forms all portions of the cortex. It is this 
development of the telencephalon, highly specialised in mammals and 
most advanced in primates, that accounts for the greater functional 
capacities of the human brain. 
By four months after fertilisation, the human telencephalon has 
developed so much as to envelop the diencephalon (refer back to Figure 2­
7-c in Appendix A page 7, which shows the stages of the brain 
development of human babies). 
The telencephalon passes through three phases as it develops, while all 
the three components continue to develop. Firstly, in the inside edge of 
the cortex appear the olfactory portion (Le. an organ responsible for 
sensing smell) of the brain (see Figure 2-8 in Appendix A page 8). The 
limbic system also is formed in this first period including the much 
researched pair of hippocampi (i.e. in Greek means 'sea horse' because of 
its shape) (see Figure 2-8 in Appendix A page 8). Hippocampus is believed 
to play a vital role in transferring short-term memory into long-term 
storage. 
Secondly, the inside base of the forebrain becomes thicker (see Figure 2-8 in 
Appendix A page 8). These growing cells form the basal ganglia (i.e. basal 
means 'at the base of the cortex' and ganglia means 'certain collections of 
nerve cells') (see Figure 2-8 in Appendix A page 8), The basal ganglia 
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includes separate units but, as a whole, coordinate large muscular 
movements including those learned through habit formation. 
A pair of amygdala, a walnut-sized mass of grey cells also appear at this 
second stage deep in the lateral forebrain (see Figure 2-8 in Appendix A 
page 8). The amygdala (i.e. Greek word for almond) functions as another 
major part of the limbic system, influencing memory and emotion. 
This limbic system (see see Figure 2-8 in Appendix A page 8) is considered 
to be one of the most important structures of the brain's circuitry that 
produces emotions (N.B. a number of structures in the brain stem and 
parts of the cortex connected by neural pathways also participate in 
producing emotions). The functions of emotions and their significance 
will be dealt later in 2. 8 in this chapter. 
Lastly, the cerebral cortex, and all of its specialised regions develops. This 
last part of development is referred to as 'neocortex' or new cortex, since it 
is a most recent evolutionary acquisition. It is distinguished from the old 
cortex, which developed in the preceding two phases above since the 
structures such as the limbic system and the basal ganglia can also be seen 
in the brains of very primitive vertebrate animals. 
2.6.3 Neocortex: centre for associating sensory integration, cognition, 
learning and memory 
The neocortex is unique to mammals, and it has grown so large in human 
beings that its surface has to be intricately folded with convolutions and 
fissures to accommodate itself in the skull (see Figure 2-7-d in Appendix A 
page 7). In man and primates it is estimated to contain no fewer than 70 
percent of all the neurons in the central nervous system (Bloom & 
Lazerson, 1988; Nauta & Feirtag, 1979; Rumelhart et aI, 1986). 
Chiba (1985) reports the results of a series of experiments in which the 
neocortex of mammals has been surgically removed. In sum, these 
mammals managed the basic behaviours necessary for sustaining life for 
as long as one year after the surgery. A dog, without a neocortex, could 
walk with normal posture, ate, slept, mated, and expressed varied 
responses by barking or whining to external stimuli. It even selected a 
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comfortable sunny spot for resting and changed its positions according to 
the movement of the sun during the day. 
It was observed, however, that the dog did not eat food even when it could 
smell and see the food. It was only when the food was placed in its mouth, 
that it started to eat. It seems that the ability for association was lost 
between the internal hunger and the act of eating with the help of the 
signals of smell and sight. The ability to chew what is in the mouth, on 
the other hand, was intact because it is reflexive and does not require 
association or integration, which are functions of the neocortex. Likewise, 
most of the behaviours which had been learnt before the surgery were lost, 
not to speak of the extreme difficulty of learning new behaviours. 
Cognition, learning and memory, therefore, seem to neuroscientists to 
depend on the quarter-inch thick orderly layers of the cerebral cortex. 
2.6.4 Two hemispheres, one brain 
The hemispheric division is one of the distinctive characteristics of the 
human brain. The wiring of the nervous systems of the human brain 
reveals that each hemisphere controls the opposite side of the body (see 
Figure 2-11 in Appendix A page 11). For example, the right hand is 
controlled by the left hemisphere and the left hand is controlled by the 
right hemisphere. This control extends both to the interpretation of 
sensory information (except for olfactory with no cross wiring) and the 
control of movements and motor output. Therefore, if an object is placed 
in the left hand, the right hemisphere senses its structure and moves the 
object around using left fingers. 
The visual system is slightly more complicated: even though there is also 
crossing of fibres, only one half of the visual field is reflected in the 
opposite hemisphere. The other half of the visual field is wired to the 
same side (see Figure 2-11 in Appendix A page 11). 
The two hemispheres are also known to be asymmetrical in terms of 
anatomy and functions. One of the major differences is that in majority of 
cases the left hemisphere is dominant in language processing whereas the 
right hemisphere appears to be superior for the perception of spatial 
relationships (see section 2.7 for more details). 
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Specially designed studies involving patients whose right and left 
hemispheric communication has been severed reveal that each 
hemisphere processes information somewhat differently: the left 
analytically and sequentially; the right, simultaneously and as a whole. 
These two cerebral hemispheres are interconnected by several 
commissural fibre tracts. The largest of these tracts is the corpus callosum 
and it is estimated to contain two hundred million nerve fibres (Temple, 
1993). Just like two eyes coordinate to produce one picture, the two 
hemispheres work inseparably as one. 
Corballis (1983) proposes the requirement of language development as a 
possible reason for hemispheric difference and specialisation. Speaking, 
for example, requires precise and intricate programming of the muscles of 
the lips, tongue, larynx, etc. Corballis argues that such complex operations 
can be more efficiently handled if only one hemisphere manages the 
process. 
The studies of stutterers (Jones, 1966; Orton, 1937; Wood et aI, 1980) seem 
to provide evidence for Corballis' claim. In these studies, it was found that 
a significant proportion of stutterers had speech represented bilaterally and 
that the studies of their cerebral blood flow showed a conflict between the 
two hemispheres in controlling speech. A similar hemispheric conflict 
was observed in the cases of dyslexics who have visual-spatial problems 
(Stein & Fowler, 1981): neither hemisphere assumed eye dominance, 
which resulted in unstable eye movements. 
Bloom and Lazerson (1988) report that fossil skulls of Neanderthal man 
show evidence of this asymmetry. Furthermore, asymmetry in the 
language area has also been detected in the human foetus. This evidence 
seems to suggest that hemispheric asymmetry may be part of the genetic 
heritage of Homo Sapiens: humans are born with the potential capacity to 
learn language. The studies of the two hemispheres have provided a lot of 
insights into the workings of consciousness, which will be dealt with later 
in section 3.4 in Chapter Three. 
2.6.5 Specialised areas and association areas of the neocortex 
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Each of the two hemispheres of this prominent cerebral cortex can be 
subdivided into four sections or lobes by deep grooves that are called sulci. 
The lobes are named either for their locations or for the major functions 
attributed to them. In summarising the history of brain studies since 
Greek time, Bloom and Lazerson (1988) explain how functional divisions 
of the brain have gradually been identified through clinical cases of 
accidental lesions (e.g. war injuries) and largely by techniques such as 
surgical lesions and electrical stimulation (Mountcastle, 1978; Penfield, 
1975) of animal and human cortexes. 
The neocortex can be roughly divided in terms of its specialised functions 
(see Figure 2-9 in Appendix A page 9) : the occipital lobes for vision; the 
temporal lobes for hearing; the parietal lobes for somatic sensory 
responses; and the frontal lobes for motor control and coordination of the 
functions of the other cortical areas. The frontal lobes are the most 
recently expanded development in the evolutionary scale in comparison 
to the other lobes, therefore they are considered by some to contain our 
most human capacities. Research shows that frontal lobes seem to be 
involved in working memory (Goldman-Rakic, 1993), planning, 
organisation, and higher level executive control systems such as 
mathematical and logical reasoning (Temple, 1993). 
It must be remembered, however, that the brain works as networks and 
the fact that much evidence supports the partitioning of cortical functions 
does not mean that the other areas have no such facilities or relations of 
any kind. The areas associated with specific functions (e.g. the temporal 
lobes for hearing) may best be understood in terms of the density of the 
columns of neurons dedicated to those particular functions. 
What is remarkable about the human brain is that the majority of cortical 
expanse is non-specific association areas constituted by intermediate 
neurons which are not truly sensory nor motor (Nauta & Feirtag, 1979 
quoted in section 2.4 in this chapter). Figure 2-10 in Appendix A (page 10) 
shows a comparison of the brain of the rat, the cat, the monkey and the 
human in terms of areas dedicated to association areas in the cortex. 
In the rat's brain, there are no association areas; in the cat's brain, there are 
small areas. In the monkey's brain, there are quite large areas, but these 
are not as large as in the human brain (see Figure 2-10 in Appendix A page 
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10). In the human brain, the areas deeply related to the motor functions 
and sensory processing of visual, auditory, and somatic information 
account for only about one fourth of the total cortical expanse; the 
remaining three quarters constitute association areas (Bloom & Lazerson, 
1988; Nauta & Feirtag, 1979). 
In section 2.5 in this chapter, it was explained how different sensory 
stimuli are received separately and serially passed on through various 
processing stations before reaching the specific areas of the cortex for 
analysis of each set of sensations. It is widely believed that it is in this 
association cortex that the serially processed separate aspects of sensory 
information are combined to form the whole mental representation of 
what has been sensed. 
In the case of a person who had his/her forefinger pricked by a rose (an 
example used in explaining parallel processing in section 2.5 above), 
forming a whole vision of the rose requires integration of the information 
received and analysed in different cortical areas. 
The information about its colour and form have been sensed separately in 
occipital lobes (see Figure 2-9 in Appendix A page 9). The location of the 
rose is sensed in certain areas in the parietal lobes. Therefore, the vision of 
the rose in its environment requires communication between the two sets 
of lobes of the brain: occipital and parietal in each hemisphere. 
The scent stimuli have reached the pair of olfactory cortex which are at the 
base of the frontal cerebral cortex. The tactile sensations coming from 
fingers have been received in the specific areas dedicated to hand in the 
somatic sensory cortex in the parietal lobes next to the central sulcus. 
This processed information in separate cortical areas (i.e. in this case, 
vision, smell and somatic information) is then simultaneously passed on 
through synaptic contacts to adjacent columns of neurons so that 
eventually the three kinds of information are combined to provide the 
holistic picture of the event in the related association areas (Edelman & 
Mountcastle, 1978; Mountcastle, 1978). This holistic picture of the whole 
event would make an extensive synaptical network with different sets of 
sub-networks (e.g. vision, smell, etc.), each providing different aspects of 
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processed information according to their speciality (e.g. colour, form, 
motion for vision; quality and strength for smell). 
At some points of the integration process, reciprocal communication takes 
place between the cortical areas and the limbic system, which is associated 
with its major roles in emotion and memory formation. Nauta and 
Feirtag (1979) explain in detail how the neural connections of somatic, 
visual, auditory and olfactory perception take place and conclude that 'It is . 
now known that the march of neural processing through the neocortex 
typically involves a sequence of association areas, and that a destination of 
the march seems invariably to be the hippocampus or the amygdala, or 
both' (p.30). 
A sensory experience, provided it happens often enough and it matters to 
the existence of the person, gets stored in memory with the help of the 
hippocampus and the amygdala. When a similar sensory incident 
happens, the person recognises it in relation to past experience. 
Reactivating the memory of some kind may stimulate other associated 
memories to be evoked. 
The olfactory system, for instance, has an exceptionally direct connection 
with the amygdala, which seems to explain the phenomenon of smell 
quickly calling up memories, often accompanying emotions; e.g. the scent 
of a certain perfume may trigger memory of a long forgotten friend from 
the past and episodes relating to the person. Note that the sensory 
memory is being imprinted with emotional colouring with personal value 
and significance attached to it. 
Damasio and Damasio (1993), based on their twenty years of research with 
various patients with speech disorders, propose another very important 
function of the association cortex, which seem to explain how our past 
experience may help us cope with the future. In addition to storing 
sensory and affective neural activity as mentioned above, the brain also 
seems to categorise the information at a more abstract and elemental level 
so that related events and concepts can be reactivated together in a flexible 
combination. 
For example, in the case of a person who had his/her finger hurt by a 
thorn of a rose, what the brain denotes in the classified representations 
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may include knowledge like: roses have branches; rose branches have 
thorns; thorns prick; thorns can hurt and cause the finger to bleed; 
branches break; branches are rougher in texture than leaves and flowers, 
branches can be cut by scissors; roses smell sweet; if we are too absorbed in 
one thing and become careless, we may have an accident; something 
beautiful may cause pain; etc. In this way the essential properties of the 
entities and processes in any interaction are represented in an interwoven 
fashion. 
Damasio and Damasio (1993) recognise the resemblance between these 
aspects of neural representation and the primitives of conceptual structure 
proposed by the cognitive semantic schemas hypothesised by George P. 
Lakoff on purely linguistic grounds (p.58). 
How this conceptual and interrelated category is made, what kind of 
relation (e.g. cause and effect) will be attributed to some elements amongst 
the inseparable whole experience would depend on the significance the 
person gives to the object, event, relationship contained in the experience. 
A gardener and a poet would perceive and extract different aspects of the 
experience of picking a rose. A tribe whose life mainly depends on getting 
wood land vegetation for food may accumulate knowledge about plants 
quite differently from a tribe who depend on hunting in the woods. 
Ultimately, the synthesis of the analysis (i.e. mental representation) in 
terms of categorisation as concept and memory seem to be invariably 
programmed in the direction of enhancing life. What form such 
enhancement of life may take depends on the interaction of the individual 
and the environment. 
Remembering the neural activity of how a person had his/her finger 
pricked by the thorn of a rose in space and in time with affective tones may 
be stored as an episodic memory in respective areas of the association 
neocortex. The conceptual, abstract, and categorical information is thought 
to be stored in different areas in the association cortex (Damasio and 
Damasio, 1993, p. 58-59). 
Since the brain categorises perception and actions simultaneously along 
many different dimensions, reactivation of these elements allows variety 
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of recombination and constructions. Poetic metaphor can easily emerge 
from this brain mechanism. 
If the creative ability of the human is related to the ability of such 
recombination of elements stored in memory, an abstract Picasso's 
painting may be described as a more direct and natural expression of 
human neural activity than a 'realistic' picture laboured to reproduce 
what has been seen at one point of time and space. 
Science seems to be a highly developed product of these abstract conceptual 
functions of the brain. Science depends on analysing factors and elements 
identified in the whole phenomena, categorising them, finding cause and 
effect relationships among them, formulating principles and applying the 
principles to construct new frameworks and interpretations. 
Language gives physical substance to such abstract conceptual elements 
held in the brain. Language also makes it easier for the brain to manage 
these concepts. As a consequence language has enabled the brain to 
manage the further levels of abstraction and critical thinking that 
characterises science. 
It is interesting to note that in fact language acquisition itself require this 
brain's ability to extract abstract concepts and relations. Bloom and 
Lazerson (1988) quote Bruner, the noted American psychologist, in 
describing human beings' ability I tendency 'to convert encounters with 
the particular into instances of the general'. Most English-speaking 3- to 4­
year-olds seem to go through a period of using words like 'goed' and 
'breaked' inferred from their generalised hypothesis about the past form of 
verbs. They do this because their encounters with many different verbs 
have led them to formulate on their own (in some still mysterious way) 
the general language rule. 
The process of divisions and synthesis of the sensory information serves 
as a typical example the fundamental operational principles of the brain 
(Bloom & Lazerson, 1988; Damasio & Damasio, 1993) which hold the key 
to the investigation of human cognition, learning and memory. 
Neuroscientists seem to agree that the same machinery and principles 
should help explain higher mental activity. The reading process is just 
one type of such higher functions of the human brain which starts from 
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sensory analysis of the written language. How the specific areas in the 
cortex may be involved in the language processing will be dealt with 
separately in the next section 2.7. The process of learning and storing 
memory and the reactivation of the memory is further discussed in the 
later section 2.9 in this chapter. 
2.7 The neocortex and language 
When the phylogenetic sense of intelligence was explored in section 2.2, 
the cognition which involves the verbal ability of the human beings was 
left untouched. The vast expansion of the neocortex in the human brain 
manifests both a qualitative and a quantitative leap from those of the 
other mammals. One of the most influential factors that divided the 
human beings from animals was the development of the ability to use 
language. In this section, the relationship between the verbal ability and 
the neocortex are explored in terms of anatomy and neural paths. 
How language systems shape cognition, learning, memory and emotion 
will be treated in Chapter Three. 
2.7.1 The cerebral hemisphere and language 
In section 2.6.3 above, functional specialisation of different cortical areas 
was noted. Which part of the neocortex, then, may be related to language 
processing? 
Bloom and Lazerson (1988, p.282-283) describe how surgeons find out 
which hemisphere controls the speech of the patient prior to brain surgery. 
This procedure is called the Wada test and is practised in order to avoid 
traumatising language areas of the brain. A patient, fully conscious, lies 
on the operational table, with a small tube inserted into the artery on one 
side of his neck. The physician asks him to raise both arms and to begin 
counting down from 100 by 3s. An anaesthetic is then injected into the 
artery, which carries it to the hemisphere of the brain enveloped by the 
blood carried through that artery. Within seconds, the arm opposite to the 
side of the injection falls limp. Then the patient stops counting. If the 
hemisphere anaesthetised is the one controlling speech, the patient will 
remain speechless for several minutes. If not, he will start counting again 
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within a few seconds and be able to carry on a conversation, even though 
half his brain is anaesthetised. 
Results of the Wada test, according to Bloom & Lazerson (1988, p. 283), 
show that in over 95 percent of all right-handed people with no history of 
early brain damage, the left hemisphere controls speech and language. In 
the remaining 5 percent, speech is controlled in the right hemisphere. 
Curiously these numbers are known to differ in the case of left-handers. 
About 70 percent of left handers also have left hemisphere control of 
language. About 15 percent of left-handers have speech in the right 
hemisphere, and 15 percent show evidence of bilateral speech control. 
The hemispheric specialisation and hand dominance does seem to be 
related but it is not as yet clear why such phenomena exist. 
Interestingly, gestural sign language for the deaf seem to be handled in 
similar areas in the left hemisphere. Bloom & Lazerson (1988, p. 287; 
Damasio & Damasio, 1993, p. 59) report that signers who have damage in 
the left hemisphere suffer aphasia (i.e. disruption of the ability to produce 
or comprehend language), in this case, that of sign language. These deaf 
individuals are able to see signs but they have lost the ability to sign or to 
interpret the signs. 
The clinical records of aphasia provide overwhelming evidence for the left 
hemisphere being dominant in language processing across different 
languages. Damage to the right hemisphere of the brain does not produce 
the dramatic impairments in the way damage to the left brings. Does this 
mean the right hemisphere has little to do with language? 
It is known that, after completion of the lateral specialisation, the right 
hemisphere has basic vocabulary skills but only limited grammar skills 
(Bloom & Lazerson, 1988; Temple, 1993). The right hemisphere is not able 
to deal with the complexities of syntax analysis necessary for normal 
speech production and comprehension. It also has difficulty with sound­
based phonological elements of language as in the processing of rhyme. 
Temple (1993) points out that blood-flow studies in fact indicate 
considerable blood flow to the right hemisphere during the language 
processing. She lists some of the major contributions of the right 
hemisphere in language processing (p.98-99)= 
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1) the humorous elements of language, for example, the ability to perceive 
wit and innuendo, are part of the right hemisphere's role. Note that 
many L2 learners tend to miss such humorous nuances and subtlety in 
L2 reading. 
2) the right hemisphere is able to. make non-literal interpretations of 
language which may be important in the comprehension of sarcasm 
and metaphor. Patients with right-hemisphere damage are reported to 
make more literal interpretations of language and to display subtle 
disorders of communication. Literal interpretation of the text also 
characterises the reading behaviour of many L2 learners. 
3) the right hemisphere may play a crucial role in providing the 
appropriate emotional intonation contours to language. Patients with 
right-hemisphere damage are sometimes described as having rather flat, 
uninteresting speech. Again, lack of control of intonational contours 
reminds us of L2 learners. 
The list above reminds us of how Ll reading involves much more than 
literal comprehension of the text. Aesthetic, affective and non-literal 
appreciation of the text seem to be taking place automatically to form 
overall L1 interpretation. How many of L2 advanced learners may have 
been made aware of such aspects of language use? How many L2 advanced 
learners are utilising such brain capacities they have in L1 when they read 
in the target language? And how many reading materials would suggest 
the learners appreciate aesthetic, affective, non-literal aspects of L2 texts as 
they may do in their native language. The power of sarcasm may not be 
fully felt without understanding the intonational contours. Literal 
interpretation of a joke kills the humour. In other words, are we helping 
the learners' brains to make full use of their capability in L2 reading 
processes? 
Another interesting findings related to the hemispheres comes from 
clinical studies of bilinguals with aphasia (Bloom & Lazerson, 1988, p.285). 
Among patients with command of two languages, stimulation at sites in 
the centre of the language area of the cortex disrupts speech in both 
languages and when those patients develop aphasia they experience 
difficulties in both languages. It appears, therefore, that the basic brain 
organisation of the two languages is the same. 
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This does not mean that there is no difference between the brain network 
of the two languages. Electric stimulation at some sites outside this 
central region of language disrupts one or the other of the two languages. 
Furthermore, there are some studies (Bloom and Lazerson 1988, p. 286­
287) with bilinguals where one of the languages is based on an alphabet 
and the other on ideographs (i.e. symbols that represent objects or ideas 
rather than sound e.g. Chinese characters). Differences in reading ability 
after brain damage between the two languages show that these different . 
kinds of language are organised differently in the brain. 
Further evidence is supplied from the clinical records of Japanese aphasic 
patients. Japanese language uses both sound-based scripts (kana) and 
ideograph (kanji). Japanese patients with stroke damage in the left 
hemisphere are reported to have lost the ability to read the sound-based 
scripts (kana) but retained the ability to read the ideographs (kanji). 
It is of interest to note that most readers of Braille (i.e. the system of 
written language used by the blind in which symbols are read through 
touch) prefer to use their left hand to identify the symbols (Bloom & 
Lazerson, 1988, p. 285). This preference may be due to the superior spatial 
skills of the right hemisphere. 
2.7.2 Specific cortical areas and language processing pathways 
Neurological studies of language disorders have more than a hundred 
years of research tradition. By studying the location of lesions in brains 
which has developed speech disorders (i.e. aphasia), neurolinguists have 
mapped the neural areas which seem to be indispensable for 
comprehension and production of language. 
One of the most well-researched cortical areas for language processing is 
Broca's area in the frontal lobe of the left hemisphere (see Figure 2-12 in 
Appendix A page 12). When Broca's area is damaged, speech become 
laboured and slow and articulation, impaired. There is particular difficulty 
with the inflection of verbs, with pronouns and connective words and 
with complex grammatical constructions. As a result the speech has a 
telegraphic style as in a transcript of a patient talking about his dental 
appointment: 'Yes... Monday ... Dad and Dick ... Wednesday nine o'clock ... 1D 
o'clock... doctors ... and ... teeth' Geschwind (1979, p. 284). Bloom and 
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Lazerson (1988, p. 284) report that similar tendencies are observed in 
patients' writing. Thus Broca's aphasia is sometimes called production 
aphasia. 
In Broca's aphasia, comprehension (listening/reading) is unimpaired and 
that the patient is aware of the disability. It seems that Broca's area 
coordinates details of the sound of speech and grammatical arrangements 
before passing the information to the nearby facial motor areas. 
Another well-known aphasia was identified in 1874 by the German 
investigator Carl Wernicke. The area is in the upper posterior part of the 
temporal lobe rather than the frontal lobe. Wernicke's area lies between 
the primary auditory cortex and a structure called the angular gyrus (see 
Figure 2-12 in the Appendix A page 12). 
In Wernicke's aphasia, speech is phonetically and even grammatically 
normal but it is semantically deviant. Words are often strung together 
with considerable facility and with the proper inflections, so that the 
utterance has the recognisable structure of a sentence. The words selected, 
however, are often inappropriate, and they sometimes include 
nonsensical syllables or words as in the verbal transcript of a patient: 'I 
think that there's an awful lot of mung, but I think I've a lot of net and 
tunged in a little wheat duhvayden' (Buckingham & Kertesz, 1974). 
Bloom and Lazerson (1988, p. 284) report that similar tendencies are 
observed in patients' writing. Wernicke's aphasia is therefore referred to 
as jargon aphasia at times. 
Wernicke's area, however, not only has a important part in production 
but also has a major role in comprehension. The sound of a word, for 
example, is received in the primary auditory cortex but the processed 
message must pass through the adjacent Wernicke's area if the sound is to 
be understood as language. As a result, patients are not aware of their 
meaningless speech. Wernicke's area, it seems, plays a vital role in 
connecting meaning with sound and word-forms. 
Wernicke predicted that there should be a neural pathway between these 
centres. It has since been learned that Wernicke's area and Broca's area are 
connected by a bundle of nerve fibres, the arculate fasciculus. The lesion of 
this connection leads to a different kind of aphasia called conduction 
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aphasia. Since Broca's area is operating, speech is fluent, well-articulated 
and grammatical. Also comprehension of spoken and written words is 
almost normal because Wernicke's area is intact. However, since Broca's 
area is not receiving information from Wernicke's area, speech is 
semantically aberrant. The patients find it hard to repeat phrases correctly. 
They are also aware of their meaningless speech. 
Aphasia caused by the lesion in the area called the angular gyrus (see 
Figure 2-12 in Appendix A page 12) seems to provide a significant insight 
for studies on the reading process. The angular gyrus is situated in the 
junction of the temporal, parietal, and occipital lobes of the left 
hemisphere. 
Patients with injuries in certain areas in the angular gyrus have no 
problem in speaking and listening. Their visual systems are also working. 
But they cannot process the written information: 'It seems that the 
comprehension of the written word requires the auditory form of the 
word be evoked in Wernicke's area' (Geschwind, 1979, p. 109). 
When a word is read, the visual pattern from the primary visual cortex is 
transmitted to the angular gyrus, which seems to apply a transformation 
that elicits the auditory form of the word. The auditory form of the word 
is then processed for comprehension in Wernicke's area, as if the words 
had been heard. 
This could mean that the processing of written language is in fact sound­
based. H there are other neural pathways in which visual print can be 
processed directly to extract meaning, patients with lesion in angular gyrus 
should be able to retain some faculty for reading; this, however, is not the 
case. A hundred years of research does not seem to have found the 
counter evidence. 
If reading is sound-based, however, does it mean deaf people would have 
difficulty in reading? Samuels and Kamil (1984) states, 'Our ability to hear 
is an important element in language acquisition, and language is 
obviously a critical element in reading. It is well known, for example, that 
those who have been deaf since birth have an extraordinarily difficult time 
learning to read' (p. 191). 
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Steinberg and Harper (1983) report how a boy with a hearing disability 
could develop his language ability through reading. Could this provide 
the counter-evidence for a direct-route from graphic prints to 
comprehension without phonological mediation? In section 2.7.1 in this 
chapter, it was noted that the same language areas that process vocal 
language in people who can hear is necessary for deaf people to 
understand sign language. In other words, signers' language areas in the 
left hemisphere learn to connect visual-spatial signs with meaning 
without sound involvement; signers metaphorically 'hear' signs. 
Furthermore, in signers who began to use sign language as very young 
children, the left hemisphere becomes superior to the right in visual and 
spatial tasks. The reversal of the usual right-hemisphere superiority 
seems to occur because comprehension of sign language depends on 
perceiving subtle differences in the positions of the arms and hands in 
space. In the case of the boy reported in Steinberg and Harper (1983), the 
brain's plasticity and training may have enabled such processing facility of 
reading without phonological translation. The fact that a deaf person has 
managed to connect graphic print directly with meaning may provide yet 
another wondrous example of the brain's adaptability but it does not 
supply counter-evidence for the argument of reading being sound-based in 
intact brains. 
Bloom and Lazerson (1988) speculate that, 'Because spoken language long 
preceded written language in human evolution, and because all human 
young learn to speak and to comprehend spoken language before they 
learn to read or write, the hypothesis that the processing of written 
language is sound-based seems to make sense.' (p.284-285). This could 
mean that a writer thinks in an auditory form and the reader reconstructs 
the writer's message in auditory form with the written symbols as 
mediator. 
Identifying the specific cortical areas and attributing to each of them 
responsibilities for parts of the language process has enabled 
neuroscientists to construct a model of how the brain produces or 
processes language. As a summary of the models of neural pathways 
proposed by several neuroscientists, I will attempt to draw a very rough 
sketch of plausible neural paths in relation to comprehension and 
production of words below (Bloom & Lazerson, 1988; Geschwind, 1979; 
Temple, 1993) : 
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Hearing words 
1) The different quality of the speech sound (e.g. tone, pitch, loudness) are 
processed in parallel though the mediating stations (e.g. auditory organs 
and brain stem - the hindbrain, the midbrain, the diencephalon - refer 
back to Figure 2-6 in Appendix A page 6, if necessary) to reach the 
primary auditory areas in the temporal lobes (see Figure 2-12 in 
Appendix A page 12). 
2) The signals are passed on to Wernicke's area (see Figure 2-12 in 
Appendix A page 12) for the recognition of the speech sound and for 
connection with the meaning. 
3) 	One of the consecutive procedures that follow may be that in the 
neuronal columns of the cortical association areas, various types of 
information (e.g. memory, other sensory stimuli, emotion) are 
integrated and cross-referenced to form the whole mental 
representation of what was heard. 
Reading written words 
1) The different qualities of the visual stimuli from the graphic print (e.g. 
form, brightness, contrast, size) are processed in parallel though the 
mediating stations (e.g. retina, optical tract, midbrain, diencephalon ­
refer back to Figure 2-4 in Appendix A page 4, if necessary) to reach the 
primary visual areas in the occipital lobes of both hemispheres (see 
Figure 2-13 in Appendix A page 13). 
2) The visual patterns from the primary visual cortex are transmitted to 
the angular gyrus (see Figure 2-11 in Appendix A page 11), which 
applies a transformation that elicits the auditory form of the word. 
3) The signals are passed on to Wernicke's area (refer back to Figure 2-12 in 
Appendix A page 12, if necessary) for the recognition of the speech 
sound and for connection with the meaning. 
4) 	 One of the consecutive procedures that follow may be that in the 
neuronal columns of the cortical association areas, various types of 
information (e.g. memory, other sensory stimuli, affect) are integrated 
and cross-referenced to form the whole mental representation of what 
was read. 
Speaking words (see Figure 2-14 in Appendix A page 14) 
1) The underlying structure of an utterance rises in Wernicke's area. 
2) It is then transferred through the arculate fasciculus to Broca's area. 
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3) Broca's area coordinates a detailed and coordinated programme 
(grammar, speech sound) for vocalisation. 
4) The signals are passed on to the relevant areas of the motor cortex, 
which control articulatory organs and muscles. 
Writing words (see Figure 2-12 in Appendix A page 12) 

1) The underlying structure of an utterance rises in Wernicke's area. 

2) It is then transferred to the angular gyrus to be translated from auditory 

form into visual form. 
3) The pre-motor information is conveyed to the relevant areas of the 
motor cortex. 
Progress in understanding the brain structures responsible for language is 
accelerating. Anomic aphasias (i.e. the naming difficulty - very 
exaggerated tip-of-the-tongue syndrome is the characteristic of the 
disorder) have been extensively studied in recent years (Damasio & 
Damasio, 1993; Temple, 1993). Category specific disorders, above all, have 
especially attracted a lot of attention. In these disorders, particular classes 
of linguistic items appear to be harder to produce than other classes. One 
distinction which is often reported is between animate and inanimate 
objects, with one grouping sometimes being selectively impaired while the 
other being preserved. So there are some patients who cannot name a dog 
or a horse but have no problem naming a hammer or scissors. 
There seems to be many reasons why some entities might be more or less 
vulnerable to lesions than others. The Damasios summarise various 
hypotheses, 'Of necessity, the brain uses different neural systems to 
represent entities that differ in structure or behaviour or entities that a 
person relates to in different ways' (Damasio & Damasio, 1993, P.64; 
Temple, 1993, p. 96-97). 
Our everyday lapses (e.g. slips of the tongue) seem to make sense if the 
brain develops different neural systems for different categories. We may 
sometimes inadvertently confuse our children's names, or may even mix 
up our child's name with that of our pet. This annoying error may reflect 
the fact that, possibly, we happen to have categorised and stored these 
names together as someone/something close and lovable: we would never 
confuse these names with those belonging to colleagues or neighbours. 
Chiba (1991) reminds us how some words get mixed up because they are 
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phonologically similar and some others are replaced because of their 
semantic similarity (see Channell, 1988 for related discussion on lexical 
errors). Chiba points out that how the brain categorises two things as 
similar or different shows idiosyncracy: how the particular human has 
come to view the world through experience. 
Temple (1993) adds that the frequency of the words is also a factor across 
categories: 'all of us are more rapid at accessing common words in our. 
vocabulary than rare and unusual words' (p.97). This may be to do with 
the difference of synaptical robustness between the well activated 
connections and less activated ones. Kandel and Hawkins (1993) reports 
recent evidence which indicates the cortical connections are constantly 
being modified and updated on the basis of correlated activity (p. 52). How 
the extensiveness and robustness of the neural networks manifest in fast 
and easy word recognition is discussed futher in Chapter Four in relation 
to word recognition. 
Interestingly, there seem to be neural paths dedicated to processing word 
forms and grammar. Damasio and Damasio (1993) have been 
accumulating convincing evidence of the neural structures that mediate 
between noun concepts and word-forms in the occipitotemproal axis of the 
brain. They have also differentiated areas that relate to common nouns 
and those to proper nouns (see Figure 2-15 in Appendix A page 15). 
What is curious is that those who have problems with nouns are adept at 
producing verbs, pronouns, propositions and conjunctions. Their 
sentences are well-formed and grammatical (Damasio & Damasio, 1993, 
p.64). It seems that parts of speech are represented by different cortical 
areas, with subdivisions in each area. 
As for verbs and syntax, various studies show convergence connecting the 
brain regions in frontal and parietal sites with the function of the retrieval 
of verbs and functors (Damasio & Damasio, 1993, p.65). When these areas 
are disturbed the syntactic structures are said to be affected. This is note­
worthy in itself because these areas related to verbs are outside the 
recognised classic language areas. Furthermore, the frontal lobes are 
associated with working memory, planning, organisation, and higher 
level executive control systems. Can there be any reasons why the neural 
paths for verbs may be located in the frontal areas? The parietal lobes, on 
57 

Chapter 2 - Neuroscientific Insights 
the other hand, are responsible for spacial orientation and three­
dimensional visual perception. Is this significant in some way? 
The fact that some neural paths are bundled together and not others may 
hold some implications for categorisations of grammar. For example, this 
close alliance between the verb I functors and syntax in one area seems 
intriguing. Moreover, some studies show that there is another neural 
path controlling speech rhythm and grammar in terms of arranging word 
orders, conjunctions and pronouns (Damasio & Damsio, 1993, p.62). Does 
speech rhythm affect sentence formation or vice versa? (See section 4.1 in 
Chapter Four for further discussion on phonological contribution in the 
reading process). 
All these preliminary findings seem promising in terms of the 
implications they may have on both linguistics and applied linguistics. 
Our current understanding of syntax has tended to be based purely on the 
study of language codes. Recent attempts to describe spoken grammar 
(Carter & McCarthy, 1995; Carter & McCarthy, 1997; Carter et al, 1997; 
McCarthy & Carter, 1995) are remarkable in a sense that the 
conceptualisation of grammar is conducted in the paradigm of interactions 
between the language codes and the users of the codes at discourse level. 
Studies of neural correlates in the brain may help us review our 
conceptualisations of grammar: we may be able to reflect the categorisation 
that the brain seems to naturally create. It seems worthwhile to 
investigate what sort of grammar we have in terms of neural activities. It 
may in fact resemble functional-systemic categories (Fawcett & Halliday, 
1985; Halliday, 1982; Halliday, 1985). Are there different neural pathways 
for spoken grammar and written grammar? How are words formed? Do 
morphemes have neural correlates? 
The questions extends into phonetics and phonology. We know that our 
lapses (e.g. slips of the tongue) are not random. For example, Ladeforged 
(1982) reminds us that in virtually all cases of errors involving 
interchanging of consonants (e.g. a w halt misky instead of malt whisky) it 
is always a syllable initial consonant that interchanges with a syllable 
initial consonant or a syllable final consonant that interchanges with a 
syllable final consonant. Listing other evidence, Ladeforged aknowledges 
the syllable to be significant unit in the production of speech in English (p. 
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223), with slight hesitation due to the fact that there is no satisfactory 
definition of syllable (p. 224) to date. He suspects a possibility that syllables 
may be abstract units that exist at some higher level in the mental activity 
of a speaker. 
In fact, the Damasios (1993, p. 59-60) report nerual disorder which disrupts 
the ability of assembling phenemes into words and of selecting entire 
word-forms. The patients with such damage may fail to speak certain 
words, or they may form words improperly. They may say 'Ioliphant' for 
'elephant', they may substitute 'people' for 'woman', 'headman' for 
'president' . 
Closer examinations of such errors and neural networks which are 
responsible for such disability may shed light on the debate as to whether 
the syllables or the word be treated as the unit of speech production instead 
of phonemes, which may be artifacts of phonetic description as some 
proponents argue (Ladforged,1982, p. 235). 
How would these studies of neural pathways help in reading research and 
pedagogy? I would argue that their potential is great. We need to know 
much more about how the brain connects language codes to meaning. 
What kinds of networks are involved in creating mental representations? 
How does the brain extract concepts and store them? How is the stored 
knowledge reactivated for different texts and reading purposes? How can 
L2 learners establish robust and extensive knowledge and concept 
networks in the target language? Are Ll networks more or less kept in the 
same areas with L2 networks and can then be activated in the same way? 
How can we help learners to connect L2 codes to Ll created networks? We 
need to confirm whether reading is sound-based or not. Why do our 
errors such as miscues seem to be systematic? Why do we move our eyes 
in the way we do in reading? How can we solve the ever-lasting conflict 
between teaching reading and teaching language in L2 reading courses? 
Do we need to teach grammar before teaching reading? If so, which 
grammar? How? 
Interdisciplinary endeavours seem to be in order. 
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Before concluding this section, a reminder may be apt cautioning against 
uncritical acceptance of sparse coding or localisation as universal 
mechanism when they are solely based on studies of language disorders. 
Bloom and Lazerson (1988, p.285) warn us that the neural pathways 
inferred from the defined symptoms of aphasia are not universally 
accepted among neuroscientists as reflecting the normal working of the 
brain. They quote Hughlings Jackson's argument that 'to locate the 
damage which destroys speech and to locate speech are two different 
things' (Taylor, 1958). 
Chiba (1985) also shares this cautious view and explains using an analogy 
of a broken T.V.: 
Even though there is abundant evidence indicating the deep 
relations between the certain cortical areas and specific functions, 
how we interpret the data varies. Suppose we damaged one part of a 
T.V. set and it caused its screen to blank out. This does not mean 
that the pictures on the screen are produced only in that section. 
Suppose when we electrically stimulated one part and it caused 
some picture to flash on the screen, the part may only be a switch. 
Just because electrical stimulation evoked an image does not 
guarantee the area being the only place where the memory is stored. 
p.129-130. 
Many neuroscientists believe that at least the entire left hemisphere and 
perhaps many other portions of the brain function in language. Recent 
electrophysiological studies using direct electrical stimulation of the brains 
of surgical patients support the idea that language capacity is widely 
distributed in the brain. Stimulation of many sites in the language region 
of the cortex interferes with reading ability, and stimulation at sites in the 
frontal, temporal, and parietal lobes disrupts both the ability to speak and 
to understand speech sounds. 
Fischbach (1993) points to a future direction for solving such controversy: 
The future of cognitive neuroscience depends on our ability to study 
the living human brain. Positron emission tomography (PEn and 
functional magnetic resonance imaging (MRI) hold great promise in 
this regard. These noninvasive imaging techniques depend on tight 
coupling between neuronal activity, energy consumption and 
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regional blood flow. ...The brain is never completely at rest. 
Furthermore, the increases in regional blood flow that MRI and PET 
detect are not large (they are in the order of 20 to 50 percent). So PET 
and· MRI measurements depend on sophisticated subtraction 
algorithms that allow one to distinguish the pattern of blood flow 
during the mental task from the resting, or control, pattern [see 
Figure 2-15]. Assignment of the changes in blood flow to specific 
structures depends on accurately superimposing the computed 
images on precise anatomic maps. (p.13-14) 
Readers of this thesis are invited to see a sample of how a PET scan might 
look like (see Figure 2-16 in Appendix A page 16). 
The advantage of having a direct and clearer visible access to the healthy 
human working brain is described by many neuroscientists as 
'overwhelming' (Fischbach, 1993). 
Both techniques are currently not free from technical restrictions. Neither 
techniques provide the spatial resolution to visualise single cortical 
columns, which is the functional unit of the brain. Moreover, the slow 
temporal resolution of both imaging techniques demands that mental 
tasks be repeated many times during the recording session. Fischbach, 
however, predicts that technical advances which will eliminate these 
problems are within reach (1993, p. 14). 
2.8 Emotions 
It was noted in previous sections in this chapter that emotion seem to 
have a longer evolution history than human cognition. Some naturalists 
and ethologists trace the origin of emotion in the attack and defence 
sequence from earlier times (refer back to section 2.6.1 in this chapter). 
More adaptability and flexibility which characterises phylogenetic 
advancement of the brain required a longer rearing period; this then 
necessitated the structural developments in the brain with special 
associations with emotions (refer back to section 2.6.2). Emotion is 
considered to have originated as part of fixed-action patterns (refer back to 
section 2.2) before the neocortex developed and gave emotions highly 
differentiated expressions. 
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Bloom and Lazerson (1988) report an experiment, suggesting that a 
number of fundamental human emotions in terms of facial expressions 
are universally recognised. Researchers showed photographs of six 
different human faces with different facial expressions. The subjects from 
five different cultures (i.e. Argentina, Brazil, Chile, Japan, U.S.A.) were 
asked to identify the emotion being ~xpressed. Even though, their cultures 
varied widely, the great majority of people recognised most of the basic 
emotions: anger, disgust, fear, happiness, sadness, and surprise. Bloom 
and Lazerson interpret this result to be further evidence of human 
emotions having genetic wiring (p.234). 
If we accept that some kinds of emotion are recognised universally, what is 
the mechanism that produces emotion? How do neuroscientists define 
emotion? In sum, 'scientists have not yet been able to agree on a clear 
definition of emotion - one that avoids subjective terms and does not rely 
on a list of examples' (Bloom & Lazerson, 1988, p. 209). 
Scientists recognise the physiological changes that accompany strong 
emotion in terms of : blood pressure, skin moisture, breathing rate, heart 
rate, stomach and intestine contraction, etc. A lie detector is based on this 
principle: when someone lies, this causes tension and anxiety which can 
be physically detected. 
The controversy regarding the definition of emotion derives from the fact 
that there is no one-to-one equation between what we call emotion and a 
catalogue of cellular and mechanical events described in neurobiological 
terms. There are two well-known theories of emotion: the James-Lange 
theory and the Cannon-Bard theory. 
According to the James-Lange theory (James, 1884; Lange & James, 1922), 
emotions originate in peripheral organs. The emotion-provo king­
stimulus is perceived by sensory pathways and passed on to visceral and 
motor pathways. This causes various physiological reactions. The brain 
senses this change and emotion arises as a result. As James put it, 'We feel 
sorry because we cry, angry because we strike, afraid because we tremble' 
(James, 1884). An example given by Banyard and Grayson (1996, p. 103) 
may help this counterintuitive notion settle in our minds. Suppose we 
tripped on the stairs. Our first automatic reaction may be to grab the 
banister before we have a chance to recognise a state of fear. After the crisis 
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is ove.r, we become aware of our pounding heart, rapid breathing, and a 
feeling of weakness or trembling in our arms and legs. According to the 
James-Lange theory, we feel scared because our body has responded that 
way. 
The James-Lange theory is worth noting as an attempt to provide an 
objective definition of emotion. The problem with the theory is that it 
assumes that each emotional experience has its own particular set of 
physiological changes. Temple (1993) asks 'How do we know whether we 
are shaking and trembling because we are frightened or because we have 
just won the pools?' (p.190). She also questions whether we will always 
manage to become happy if we smile and laugl\ as James-Lange theory 
would predict. 
The Cannon-Bard Theory (Bard, 1934; Cannon, 1929), on the other hand, 
brings the origination of emotion back into the brain. The Cannon-Bard 
theory focused on the role of the thalamus (refer back to section 2.6.1; for 
anatomical map refer back to Figure 2-6 in Appendix A page 6) as the 
centre for emotional experience. According to the theory, the emotion­
provoking stimuli pass through the thalamus. Some of the impulses go to 
the cortex, leading to the sense of fear, anger or happiness, whilst others go 
to the hypothalamus and to the structures in the midbrain which 
command physiological changes. The emotion and the physiological 
reactions are simultaneous. The processing in the cerebral cortex enables 
us to decide why we are feeling the physiological changes that we are 
experiencing. 
The physiology of the Cannon-Bard theory (e.g. placing the sole centrality 
of emotion in the thalamus) is considered nowadays to be incorrect in its 
particulars but it is given credit for acknowledging the involvement of the 
brain in creating emotion. Recent experimental evidence and studies on 
emotions have revealed much and given some support to both theories 
but the exact mechanism of emotion still remains as a matter of inference 
(Bloom & Lazerson, 1988). 
Anatomist, James W. Papez (1937) is given credit for proposing the 
conceptual basis of current thinking about emotion being a function of 
circuitry and not of specific brain centres. Major areas of the circuit 
includes the limbic system (see Figure 2-8 in Appendix A page 8), a 
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number of structures in the brain stem, and parts of the cortex connected 
by neural pathways. 
The most influential structure in the circuit, however, is considered to be 
the limbic system (i.e. the hippocampi, the amygdala, and other connected 
structures such as the cingulate gyrus, fornix and septum) which sits above 
the brain stem but under the neocortex (see Figure 2-8 in Appendix A page 
8). 
Studies of the course of neural pathways in the brain provide persuasive 
evidence for how our senses may receive emotional colouring. Bloom 
and Lazerson (1988) say that, 'Incoming neural messages from all the 
senses, after travelling through pathways in the brain stem, the various 
processing levels in the cortex, or both, pass through one or more of the 
limbic structures: the amygdala, the hippocampus, or part of the 
hypothalamus. Outgoing messages down from the cortex also pass 
through these structures' (p. 213). 
Mishkin and Appenzeller (1987) report experiments that indicate 
convincingly that the amygdala mediates the associations of memories 
formed through different senses. The amygdala also records 
positive! negative associations gained through experience and helps make 
better judgement in new experience. Thus the reappearance of the 
familiar voice, smell and sight of a mother with her pleasing somatic 
stimuli may soothe the crying baby into a gleeful state. 
The very strong relationship with emotional arousal and visceral and 
hormonal changes derives from the direct connection between the limbic 
system and the diencephalon (thalamus and hypothalamus) encircled by 
the limbic structures (see Figure 2-8 in Appendix A page 8). The 
hippocampus and the amygdala, for example, exert more influence on the 
hypothalamus, the crucial controller of internal environment, than any 
other parts of the brain (Nauta & Feirtag, 1979). 
This strong link between emotion and internal systems which are vital to 
the maintenance of life is not surprising. A hungry carnivorous animal 
needs aggression for attacking a prey. The victim, on the other hand, must 
be ready to defend itself (e.g. fear) against the hunter by instant fleeing. 
Bloom and Lazerson (1988) further identify nine kinds of aggression (e.g. 
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territorial aggression, maternal protective aggression, defensive 
aggression), and remind us how important emotional arousal is to secure 
food, survival and reproduction (p. 218). 
Learning and emotions interact as well. The survival of an animal 
depends on its doing things that are rewarding. An animal's behaviour 
that has led to repeated gain of food is more likely to be learnt and 
memorised. If, on the other hand, another behaviour resulted in 
undesirable consequences it tends to be avoided. We learn to repeat 
behaviours that are accompanied by positive emotional qualities, and we 
try to avoid fear or discomfort. In this sense, attaining/keeping positive 
emotion or reducing a negative one can create a drive for action i.e. 
motivation. 
Pleasure or reward oriented learning is in fact what Skinner (1938) called 
operant conditioning. Behind most behaviours of human beings lies the 
fact that the attainment of their goal has an incentive value for the person, 
i.e. source of motivation. One of such incentives is producing positive 
emotion, or at least reducing some negative emotion. 
Routtenberg (1978), in furthering the investigation started by Olds (1955, 
1956), identifies a self-rewarding pathway connecting the brain stem and 
the frontal cortex. Various pleasure inducing chemicals are secreted along 
this pathway. On the other hand, inhibiting the flow of certain messages 
between neurons could reduce tensions and anxiety. Bloom and Lazerson 
(1988) explain how some neurotransmitters are known to affect the limbic 
system to dampen the emotional storm and how such mechanism is made 
use of in medical treatment using tranquillisers and other chemicals. 
McGaugh (1983) and Mishkin and Appenzeller (1987) demonstrated how 
certain neurotransmitters are called up when emotion is aroused, which 
influence the physiological process of memory formation and 
consolidation involving the amygdala, one of the major structures of the 
limbic system. This explains why an emotionally charged memory makes 
an instant and strong impression and it often stays for a long time. 
The way the limbic system is closely related to sensory perception and 
memory makes us appreciate how emotion is deeply rooted in the core of 
existence of animals and human beings. Emotion seems to create the 
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driving force for and against the forming of networks of neurons and 
reactivating networks. In other words, emotion seems to be all-pervasive 
in our lives: it gives value, interest, and meaning to the surroundings and 
motivations for our response to them. 
In reading, for example, the same proficient native reader may process the 
same text differently on separate occasions due to their mental and 
emotional state and the interest and significance they give to the text at the 
time. An EFL learner, on the other hand, who associates reading with 
painful translation routines, is unlikely to activate the reading skills, 
which (s)he might possibly have. The same learner, however, may have 
no problems in making an automatic and effective use of such reading 
skills when (s)he reads a love letter in Ll. 
How, then, should emotion and motivational factors be treated in reading 
research? The AI based theories of the reading process, for example, have 
provided us with models of how verbal information in print may be 
processed to form propositional or mathematical configuration in the 
mind. In these models, however, emotional and motivational factors do 
not seem to be taken into account. For a machine, without artificial 
programming of some kind, emotional elements are irrelevant since 
emotions and motivations derive from the evolution mechanisms of 
maintaining and expanding life. 
What is then the relationship between emotion and cognition? We 
sometimes view these two to be separate and even in opposition as 
reflected in the definition of emotion in the COBUILD English Language 
Dictionary: '2. Emotion is the part of a person's character that consists of 
their feelings as opposed to their thoughts. EG... the split between reason 
and emotion ... · (1st ed.). 
There is an interesting series of studies which indicates that physical 
arousals that are associated with emotions require cognitive 
interpretations to be consciously identified as emotion (Marafion, 1924; 
Schachter & Singer, 1962). Marafion carried out an experiment to see 
whether stimulation of body changes caused by injections of adrenalin 
would produce feelings of emotion. About 70 percent of subjects 
experienced physical symptoms such as a dry mouth or a pounding heart, 
but reported no emotion. The remainder reported experiences of emotion, 
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but qualified their statements by saying that they felt 'as if' they were 
undergoing an emotional experience. Marafion also found that if he 
happened to talk with a few of these people before injection about some 
important life event in their recent past (e.g. a death in the family or a 
wedding), their report on feeling lost its 'as if' status and became full 
emotion of grief or joy. 
Schachter and Singer's experiment was administered to test Marafion's 
somewhat anecdotal hypothesis. Their experiments involved four groups 
of psychology students (184 in total) being exposed to a) the experimental 
manipulation of a state of arousal and b) the manipulation of the 
explanation that an individual will give to this arousal. The results 
appear to confirm their hypotheses: If physiological arousal is induced (by 
injection or by an event) in someone who has no immediate explanation 
for it, the person will give an emotional label to that state based on his or 
her knowledge of what is going on at the time. In other words, emotion 
comes from a combination of a state of arousal and a cognition that makes 
best sense of the situation the person is in. 
Both studies by Marafion and Schachter & Singer seem to provide support 
to the James-Lange theory. The subjects needed cognition after the event 
of physical arousal. The Cannon-Bard theory would have predicted that 
these subjects should have been aware because the cortex also receives 
information about the physical arousal for simultaneous recognition. 
Schachter and Singer called their hypothesis the two-factor theory. 
Subsequent studies have provided some contradictory results including 
Valins (1966) on false-feedback showing that a person's belief about their 
physiological state will affect them regardless of actual state. 
These findings, however, seem to invariably support the fact that 
physiological changes and cognitive evaluations form part of our 
experience of emotion. Mandler (1975) makes the point that even events 
that would seem to trigger 'wired-in' autonomic responses in human 
beings such as emotion can be modified by our meaning analysis of the 
event. 
It seems that these physical arousals are part of our, as it were, built in 
safety device; internal environments express themselves in the form of 
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physical arousals which signal, alarm, and encourage actions. Cognition 
connects these inner impulses with mental representations received from 
external environment and makes judgements. Verbal facility solidifies 
such associated perception of internal and external environments to 
strengthen the ephemeral waves of neural activities. As far as this 
biological construction of the systems. is concerned, emotion and cognition 
seem to be designed to interact to support each other. The conflict between 
emotion and reason, as is described in the dictionary I may have derived 
from the fact that humans have developed a civilisation in which societal 
demands alienate healthy manifestation of biological mechanisms. 
The next section explains how the neocortex, the latest development of the 
brain, is deeply related to abstraction, cognition, learning and 
remembering. The limbic system interacts with the neocortex and 
influences thoughts with emotions. How thought combines with 
emotions can easily be exemplified: we sometimes feel intense anger 
against some injustice; anxiety from reading a leaflet about cancer and 
finding symptoms to be familiar; or feel exalted when solving a 
challenging problem. 
Emotion in fact nurtures cognition. Chiba (1985) argues that strong 
emotion in humans derives not so much from emotion-inducing-stimuli 
themselves but the frustration of not having control over such stimuli. 
Suppose that an external stimulus (e.g. verbal abuse by a school bully) is 
evoking a response (e.g. aggression) inside us. If we can externalise our 
emotional response inside by a motor solution (e.g. retort) and succeed in 
removing the stimulus (e.g. stop the bullying), our emotional arousal will 
sooner or later diminish. If such a motor solution (i.e. retort) is 
suppressed or not possible, the internal response (i.e. aggression) gains no 
catharsis and inner stress accumulates. This, according to Chiba, creates a 
strong emotion. To solve this growing conflict, human resorts to 
cognition if not mindless violence. 
Stress in itself could strengthen metabolic resistance. Prolonged stress of 
this kind, however, produces the psychological state that we commonly 
called anxiety. In a modem, complex culture, many people experience it. 
Our limbic system, our animal brain (see 2. 6.2), does its job in producing 
emotional arousal, and our cortex monitors and modulates that arousal. It 
is a fine balance. Anxiety may represent tensions between limbic and 
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cortical impulses. When anxiety accumulates more than we can handle 
for a significant period of time and when we cannot find our way out, we 
become neurotic or ill. Many psychological and physiological studies have 
corroborated this connection between emotion and disease (Geer et al, 
1970; Kaplan et ai, 1983; Seligman, 1975; Weiss, 1972). 
How much is this interdependent relationship between emotion and 
cognition taken into account in reading research and in pedagogy? 
Mathewson (1994) makes an interesting comparison concerning the 
treatment of emotive factors in reading research and in practice: 
After analyzing the content of articles published in The Reading 
Teacher from 1948 to 1991, Dillon et al. (1992) concluded that the 
topics of attitude, habit, and interest had 'maintained their 
popularity over the years' (p. 365). This finding is consistent with 
Prawat's (1985) conclusion that affective factors are of great interest 
to teachers. However, affective influences on reading do not appear 
to have stimulated similar interest among researchers recently. For 
example, a reading conference yearbook (Zuttell & McCormic, 1991), 
a reading research handbook (Barr, Kamil, Mosenthal, & Pearson, 
1991), and a survey of research implications for reading instruction 
(Samuels & Farstrup, 1992) lack any paper or chapter titles that 
reflect traditional affective topics such as attitude, motivation and 
interest. (p.1131) 
This recent reluctance amongst researchers to deal with the emotive 
factors may be due to the fact that emotion is such a fluid variable to be 
measured and analysed. 
Scientists may not agree on a clear definition of emotion and the details of 
how emotions are produced may be a matter of controversy but the fact 
remains that neuroscientific investigations agree on the vital roles that 
emotion plays in human behaviour. More efforts might be called for to 
construct theoretical framework and methodology which will enable us to 
increase our understanding of the roles that emotion plays in reading. 
In this sense, pushing Mathewson's (1994) point further, I believe that 
reading models incorporating emotion deserve mainstream attention to 
promote our understanding of the reading process and of ways of teaching 
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reading. This issue will be discussed further in Chapter Four and Five in 
relation to L1 and L2 reading research. 
2.9 Leaming and memory 
Memory plays an important role in the reading process. Processed 
incoming information must be referred to the memory for recognition, 
which eventually results in the construction of the mental representations 
of the content in the text. How then is memory formed? How is it stored? 
Are there different kinds of memory? What is the mechanism of recall? 
How does memory contribute to the reading process? 
'Learning and remembering are', state Bloom and Lazerson (1988), 'two 
sides of the same coin, although learning refers to the information 
acquisition process and memory to the storage process' (p. 240). Since the 
learning process is inseparable from the mechanism of memory, we shall 
explore one side (the mechanism of learning) first before moving on to the 
other (system of memory). 
Most of what we know about the world is what we have learned. We may 
associate learning mostly to verbal learning as in how babies learn to speak 
or in how we learn academic subjects at the university. We might also 
refer to learning as acquiring how to do things such as driving a car or 
playing sports. 
Learning, from neuroscientific point of view, is neural modification of 
genetically programmed wiring. What we think we can naturally do, in 
fact, is the result of learning. For example, Chiba (1985) explains how 
sensory ability has to be learned by introducing a case study of a person 
who gained eyesight later in life but could not differentiate a square from a 
circle. Curtiss (1977) and more recently Rymer (1993) report about Genie, a 
girl in California, who was brought up in an extremely deprived condition 
from the age of twenty months till she was thirteen. When she first came 
to the attention of the authorities, she did not know how to chew or could 
not control her bladder or bowels. Animals in the zoo, deprived of social 
learning, may have basic instincts but do not know how to mate or rear 
their offspring (Chiba, 1985). 
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The basic blueprint of neural development and patterning is undoubtedly 
laid down by the genes. But it seems to be the interactions between the 
individual and the environment that develop and shape the patterns. 
Researchers have confirmed this plasticity of the brain by depriving certain 
structures in the brain of environmental stimuli - e.g. by sealing shut a 
newborn kitten's eye (Hubel & Wiesel, 1962) - those neurons show less 
dendrite branching, fewer dendrite spines and fewer synapses (Figure 2-4 
in Appendix A page 4 provides the illustration of a neuron). 
On the other hand, repeated experiments proved that rats with expanded 
social and physical experience in a privileged environment show far more 
extensive neural development than their counter-parts raised in isolation 
(Rosenzweig, 1979; Rosenzweig et aI, 1972). 
It seems that experience can cause anatomical modifications in the brain. 
These physical changes in the brain, in turn, are manifested as changes in 
behaviour. Thus, learning can be defined in psychological terms as a 
relatively permanent change in behaviour as a result of experience. 
2.9.1 Implicit leaming 
Researchers in neuroscience seem to agree that there are two distinctive 
kinds of learning; even though the naming differs in the literature, the 
descriptions are constant. 
One of them refers to simple forms of learning, which do not require the 
subject's awareness of a change in behaviour. A typical example of this 
kind of learning may be 'forming a habit'. A person may have acquired a 
habit of tilting his head when he speaks without realising he does it. 
Following Kandel and Hawkins (1993), I will call this first kind of learning 
'implicit learning'. 
The other kind, 'explicit learning' (Kandel & Hawkins, 1993), require 
conscious attention and association of cognition and memory. An 
example may be 'learning about a person after being introduced'. We 
would try to remember the newly introduced name and make conscious 
efforts to associate incoming new information about the person with the 
ones available in our memory. 
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Firstly, let us explore implicit learning. Implicit learning has a longer 
evolutional history and can be observed in both vertebrates and 
invertebrates. Since this kind of learning only requires activation of 
particular sensory and motor systems, even brainless organism can 
manage this kind of learning as part of their reflexive ability. Implicit 
learning is slow and accumulates through repetition over many trials. 
The first two years of human infants provide plenty of examples of 
implicit learning. During this period, babies learn how to use their body: 
'how to use hands in grasping different objects, how to coordinate the 
muscles used in crawling and walking, how to deal with gravity, how to 
judge the relative size of objects near and far away, how to connect 
physical causes (e.g. shaking the hand) and effects (e.g. hearing the rattle 
make a noise) (Bloom & Lazerson, 1988, p. 258). Piaget call this period the 
sensorimotor period of cognitive development. Babies are not aware that 
they are learning, their knowledge is limited to what they can do to the 
objects. 
This implicit learning is active in adults as well. One type of such learning 
is called 'habituation' (i.e. learning not to respond to a certain stimulus 
because it is presented so often and is relatively harmless). Suppose we 
have started reading a book written for young teens and found the artwork 
to be obtrusive and too frequent. As we read on, however, illustrations 
may cease to matter much; we stop noticing them. In other words, we 
have habituated to the same stimuli. 
Slightly more complex implicit leaming is called classical conditioning or 
Pavlovian conditioning. Qassical conditioning involves natural reflexive 
response of an organism and two kinds of stimuli. In Pavlov's example, 'a 
dog' is the organism. A dog naturally starts to salivate when presented 
with food. This 'salivation' is the 'reflexive response' to 'one stimulus', 
'food'. We can modify this original stimulus-response behaviour by 
introducing a neutral stimulus either simultaneously or consecutively at 
short intervals. 
Pavlov first used 'a sound of bell' as an example of a neutral stimulus. 
The sound of a bell, a neutral stimulus, itself does not cause a dog to 
salivate: after training, however, the dog will. A dog hears a sound of a 
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bell just before he is given food. When this is repeated for a significant 
number of times the dog starts to salivate when hearing the sound of a 
bell. The dog has associated the two sequential stimuli and learned to 
predict the relations between them. 
Human beings can also be classically conditioned. Emotion, especially fear, 
is one of our natural defensive reflexes. When we sense danger or a threat 
(original stimulus), our mouth starts get dry with tension (reflexive 
response). A dentist (a neutral stimulus) can make our mouth dry 
because many of us have learned to associate fearful experience with 
dentists. By learning to associate two stimuli (bell and food; dentist and 
pain), we can predict the likely future event and take actions before the 
event happens. In this way the chance of survival increases. 
Classical conditioning is an excellent example of how genetically wired 
reflex is designed to accommodate modification. If our stimulus-response 
mechanism was rigid and did not allow any other new stimulus to evoke 
the response, our behaviours would never vary beyond their 
predetermined range. Furthermore, if the original stimulus was not 
available or was deficient in some way (in a natural environment, this 
often happens), the response action would stay unused: this is simply not 
biologically economical. 
Even more remarkable is the fact that this classical conditioning seems to 
explain some of our verbal behaviours. For example, sucking a lemon 
gives us strong sensations: sharp sourness (original stimulus) evokes our 
reflexive response. The word 'lemon' (a neutral stimulus) gives us a very 
similar physical response even when there is no lemon in front of us. An 
association is formed between the two stimulus: a lemon and a language 
code. 
Furthermore, depending on whether the association is positive or 
negative, classical conditioning experiments can exhibit more complex 
flexibility of the brain. An organism avoids pains (one reflexive response). 
An organism eats to survive (another reflexive response). What happens 
if an organism has to make a choice between two reflexive behaviours? 
Chiba (1985, p. 114) reports such an experiment. Whenever a dog is given 
food (original stimulus), the dog gets punished by being hit (second 
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stimulus). In this classical conditioning, the dog has to decide between the 
two reflexive responses: to avoid pain or to eat. The result was very 
interesting. If the dog has other ways of satisfying its hunger, the dog 
learns to run away from the food at the experimental sessions. If the dog 
has no other way of getting food, the dog starts to welcome being hit and 
starts salivating. The principle of sU,rvival overrules. 
What Chiba (1985) tries to illustrate with this example is how the neural 
connections are dynamic and that organisms automatically choose from 
available options the solution which is likely to lead to an enhancement of 
life (in this case, in the direction of reducing the misery of life). When the 
situation changes the behaviour changes. 
When the dog no longer gets punished when eating, the dog gradually 
readjusts itself to eat the food without being defensive. The ability to 
forget seems to characterise the developed brain: by forgetting the brain 
retains plasticity, adaptability and flexibility. 
Leaving implicit learning aside for a moment, I would like to extend this 
particular aspect of conditioning to some general issues. Chiba (1985) 
contemplates that 'a dog who runs away from food' may partially explain 
why school dropouts are produced. His expertise in brain physiology and 
ethology strongly indicates that an organism is genetically programmed to 
learn: through socially copying its elders and through curiosity. He calls 
this urge for learning 'complex kind of reflexes'. 
School (the original stimulus) provides an opportunity for learning. 
Therefore, in principle, the stimulus-response relationship should work as 
a positive association. However, when a learner is punished (the second 
stimulus) every time (s)he goes to school, a negative association is formed 
between the two stimuli (i.e. school-punishment). Unless the cause of the 
negative association disappears in time, the learner will fail to take 
advantage of learning opportunities and may decide to leave school. 
Likewise, reading is an act of learning. Following Chiba (1985), learners 
may be said to be naturally inclined to like reading. In fact many children 
seem to enjoy bed-time stories read to them: they demand their favourites 
to be read again and again; they excitedly predict what will be coming next 
in the story, they love the effects the story has on them. If this tendency is 
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enco~aged, reading can facilitate neural development. What the 
pedagogy of reading should do is to encourage this positive association, 
not a negative one. 
Studies on extensive reading (i.e. reading at length without studying the 
text or paying conscious attention to features of it) seem to report 
constantly positive results in terms of fostering language acquisition (Elley, 
1991; Krashen, 1993; Masuhara et ai, 1994; Robb & Susser, 1989; Susser &. 
Robb, 1990; Williams & Moran, 1989 for review). Large-scale quantitative 
comparison studies have provided empirical evidence that Free Reading 
(i.e. extensive reading willingly undertaken) seems to be superior in 
fostering language acquisition to other explicit language instructions. The 
reasons for such effect have been speculated on the basis of language 
acquisition theories (Krashen, 1991), qualitative studies (Kanatani et ai, 
1994) or sometimes on anecdotal evidence (Hafiz & Tudor, 1989). 
The neuroscientific findings reported above seem to me to offer 
biophysiological dimensions to explaining why extensive reading seems to 
work (e.g. the value of positive association). At the moment, the 
implications I have discussed so far remain at the level of theoretically 
deducted hypotheses inspired by neuroscientific findings. With the 
advancement of research methods for use with working brains, however, 
it may become possible to locate the approximate neural pathways 
involved in extensive reading and investigate the anatomical 
development in longitudinal studies. The behavioural and empirical 
study of the mind may acquire new meaning and methodology then: i.e. 
biophysiological studies of the brain in relation to the higher mental acts. 
Now let us go back to the last kind of implicit learning. 
The positive/negative association accompanying emotion and pleasure in 
classical conditioning leads to another kind of implicit learning: operant 
conditioning. But one major difference distinguishes the two kinds of 
conditioning. In classical conditioning, there must be innate 
biophysiological connections between unconditioned stimuli and 
unconditioned responses. The description of the phenomenon should be 
neurally supported. 
The concept of operant conditioning, on the other hand, derives from the 
psychological theory of learning. The interest of operant conditioning lies 
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in how behaviour is shaped by its consequences; the neural architecture 
behind the behaviours were originally out of its scope. The behaviours 
that an animal or person voluntarily and naturally performs were named 
'operant behaviors' by Skinner (1938), its major theorist. According to the 
theory, an operant behaviour that results in the attainment of something 
that the organism likes tends to be repeated and forms a habit. In contrast, 
something that brings a result that the organism does not like tends not to 
be repeated. This basic principle influences how an animal or a person 
will learn and remember. 
The observations that underlies the theory of operant conditioning is a 
very valid one. Various neuroscientific studies now provide evidence for 
the mechanisms of operant conditioning and its relationship with 
learning and remembering. 
Then what is the mechanism of implicit learning? Learning can be 
explained by a simple cellular associative mechanism with chemical 
molecules working as messengers, and this is a basis for the formation of 
new neural ensembles during learning. This suggestion by Hebb (1949) has 
now come to have the force of a law says Fischbach (1993, p. 9). According 
to Hebb's learning rule, coincident activity in the pre-synaptic and post­
synaptic neurons is critical for strengthening the connection between 
them, a so called pre-post associative mechanism (refer back to Figure 2-4 
in Appendix A page 4 for an illustration of synaptic communication). 
According to Hebb, a simple description of how a network is formed may 
be as follows: a stimulus excites one neuron (pre-synaptic neuron) and the 
electrical signal goes down its axis. At the point of the synapse cleft, a pre­
synaptic neuron releases neural transmitters and excites another neuron 
(post-synaptic neuron). When the pre-synaptic neuron excites a post­
synaptic neuron repeatedly or the former persistently takes part in firing 
the latter, some growth process or metabolic changes takes place in one or 
both cells such that the efficacy of the neurons increase. 
Note that the post-synaptic neuron may be receiving stimuli from other 

pre-synaptic neurons but the connection with the stimuli from this 

. particular pre-synaptic neuron stands out. And metabolic changes confirm 

the bonding. When such connections are established among some sets of 

neurons, the neural assembly or network has been established. 
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Kandel and Hawkins (1993) review further progress in this field and state 
that 'there might be cellular alphabet for learning whereby the 
mechanisms of more complex types of leaning may be elaboration or 
combinations of the mechanisms of simpler type of learning' (p.45). In 
fact, cell biological studies and genetic studies of simple animals both 
provided persuasive examples of such variations being responsible for 
learning classical conditioning (p.47). 
Changing the focus from the cellular level to the anatomical level of the 
human, which structures of the brain are involved in implicit learning? 
What sort of neural paths may come to be formed as a result of cellular 
activities? 
Mishkin and Appenzeller (1987) point out that some parts of the basal 
ganglia at the base of the telencephalon (refer back to Figure 2-8 in 
Appendix A page 8; see section 2-6-2 in this chapter for relevant 
information) receive direct projections from many areas of the cortex, 
including the sensory systems and sends fibers to the parts of the brain that 
control movement. 
In the evolutionary order, the basal ganglia developed much earlier than 
the limbic systems and the neocortex and can be seen in the brain of 
primitive vertebrates. Neuroanatomically the basal ganglia is suited to 
providing the relative direct link between stimulus and action that is 
implicit in the notion of habit. Studies confirmed that damage to the basal 
ganglia impairs the ability of monkeys to form habits of the kind that are 
tested in some tasks (Mishkin and Appenzeller, 1987, p.101) 
In relation to speaking and writing, Damasio & Damasio (1993) report an 
interesting dual route of language production. One route is by way of the 
cortical surface of left temporal lobe and the other through a subcortical 
path that includes the left basal ganglia and the thalamus of the 
diencephalon (refer back to Figure 2-8 in Appendix A page 8). 
According to Damasio & Damasio (p. 61), the actual production of speech 
sounds can take place under the control of either a cortical or subcortical 
circuit or both. The subcortical circuit corresponds to habit-learning, 
whereas the cortical route implies higher-level, more conscious control 
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and associative learning. The Damasios hypothesise how a child may at 
first learn to speak a new word using both explicit and implicit routes. 
Eventually the unconscious and direct routes may be enough for the child 
to use the learned word. This hypothesis seems to explain how conscious 
learning may be gradually automatised. 
What then is the mechanism of explicit learning? When we learn school 
subjects, do similar cellular activities occur? Do these studies at cellular 
and anatomical levels explain how a human brain can remember the 
scores of a Beethoven symphony? 
2.9.2 Explicit learning 
Squire (1987) uses the term 'declarative knowledge' for the kind of 
knowledge produced in explicit learning. According to him, 'declarative 
knowledge provides an explicit, accessible record of individual previous 
experiences, a sense of familiarity about those experiences', Explicit 
learning is fast and may take place after only one training trial (as in the 
case of being introduced to a person and learning about him/ her). It often 
involves association of simultaneous stimuli and permits storage of 
information about a single event. Explicit learning may have a linguistic 
basis and cultural content in the case of human learning. 
Explicit learning requires a highly developed brain. In relation to the 
anatomical organisation of the brain in section 2.6 above, I referred to a 
series of experiments with mammals whose telencephalon (i.e. both old 
and new cortex - refer back to Figure 2-6 in Appendix A page 6) was 
surgically removed, Since their brain stem was unlesioned, these animals 
could very well manage the basic functions required to sustain life. 
Furthermore, their reflexive responses remained intact: a dog salivated in 
response to the stimulus of the food in its mouth; a cat retained balance 
walking on a fence, etc. The lack of a cerebral cortex, however, resulted in 
dramatic damage to the ability to learn and to remember. Therefore, there 
is no doubt that the cerebral cortex is vital to explicit learning and 
memory. The questions are which parts of the cerebral cortex are 
responsible for which functions of learning and memory and in what 
way? 
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Scientists have tried to answer these questions through three major 
approaches. One way was to study the higher non-human animals using 
learning experiments combined with anatomical and physiological studies 
of their brain. The second way is psychological study of how healthy 
humans and those who are mentally disabled process and store 
information. Lastly, to study patients who display amnesia (i.e. memory 
disfunctioning) after brain damage. 
Studies in all three strands have consistently indicated that explicit 
learning requires temporal lobes, especially a pair of hippocampi and 
amygdala in the limbic system (refer back to Figure 2-8 in Appendix A page 
8). 
In the studies with rats, the hippocampi were shown to play an important 
role in the learning of a spatial map (for reports of these studies see Bloom 
and Lazerson, 1988, p. 248-249). In one study, researchers show how some 
neurons in the hippocampus seem to respond only when the animal is at 
a certain place in a familiar environment. The rat's hippocampus starts 
firing rapidly when the animal reaches a certain point until it moves past 
the place. Another study uses the radial arm maze. Food is placed at the 
end of every arm, and the rat's problem is to find all the food without 
retracing its steps. After only a few runs, normal rats leamed the maze so 
well that they never retraced their path. When rat's hippocampi are 
removed, they are no longer able to remember where they have been and 
where not. 
Higher mammals can extract abstract concepts and relations from their 
experience. Monkeys, for example, can solve several kinds of complex 
problems by associating previously learned concepts with new situations. 
For example, in the oddity problem, monkeys are shown a set of three 
objects, two of which are identical (e.g. two toy cars and a truck), They are 
rewarded for picking the odd object. After a monkey picks the truck in a 
number of trials, it is shown an entirely different set (e.g. two oranges and 
an apple). Eventually, the monkey forms the concept of 'oddness' and 
picks the odd object of a set every time on the first trial. The loss of large 
parts of the temporal lobes of the cortex including hippocampi destroys the 
ability to form such concepts and to store them (Bloom & Lazerson, 1988, 
p.25O). 
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Bloom and Lazerson (1988) report a surprising tendency observed in such 
training. After the animals are trained on a number of discrimination 
problems and succeed in learning in the earlier set, they learn later 
problems more quickly. This phenomenon is described as the animals 
'have formed a learning set' (p.250). It seems to deserve noting that once 
the connection is made, performing the act or even similar acts becomes 
fast and more automatic. 
Dramatic evidence with humans was reported in the 1950s from the study 
of a few patients who underwent bilateral removal of the hippocampus 
and neighbouring regions in the temporal lobe as a treatment for epilepsy. 
In the first and best-studied case of a 27-year-old assembly-line worker, H. 
M., the untreatable epileptic seizure disturbance was successfully removed. 
Soon, however, H.M. realised that he was left with a devastating memory 
deficit: he had lost the capacity to form new long-term memories. As a 
consequence of his surgery, he could only remember events, objects or 
people while they were in his short-term memory. H.M. may enjoy a chat 
with hospital staff, but when they leave the room for a few minutes, H.M. 
will have no recollection of ever having met or chatted with them even 
though the staff helped H.M. every day. 
The curious facts are that, despite his profound amnesia, H.M. still 
retained his previously acquired long-term memory. He remembered his 
name, retained a perfectly good use of language and kept his normal 
vocabulary. His IQ remained in the range of bright-normal. He 
remembered well those events that preceded the surgery, such as the job 
he had, and he remembered vividly his childhood. However, H.M. 
showed some amnesia in relation to the memory from the one or two 
years that preceded his surgery. 
Furthermore, he had a normal attention span and completely intact short­
term memory. What H.M. lacked profoundly was the ability to transfer 
what he learned in short-term memory to long-term memory. 
Observations of H.M. and patients with similar lesions seem to support 
the following hypotheses: 
1. The distinction between short-term and long-term memory seem to 
exist 
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2. 	Explicit learning requires the hippocampi and the temporal lobes to 
transfer what has been learned from short-term to long-term memory 
3. 	Memory may undergo changes - consolidation - for some time after 
learning 
4. 	 Long-term memory is not stored in the hippocampus or in a related 
region in the temporal lobes 
The memory deficit following bilateral temporal lobe lesions was 
originally thought to apply equally to all forms of new learning. But 
Milner (1972) soon discovered that H.M. could accomplish certain types of 
learning tasks. H.M. and other patients with damage to temporal lobes 
could learn how to do things skilfully at the same rate as healthy subjects. 
They retained this high level of skill for the three months during which 
they were tested. Yet when tested, many of them did not remember ever 
having worked at the task before (Cohen & Squire, 1980). Similar 
phenomena were observed when they tackled a puzzle which required the 
procedural skills of moving disks. 
Two more hypotheses can be drawn from these additional observations: 
5. 	 The two distinct learning routes (Le. explicit learning and implicit 
learning) do seem to exist. 
6. 	 Implicit learning does not require temporal lobes and does not 
accompany conscious awareness. 
We have explored the cellular mechanism of implicit learning in the 
previous section 2.9.1. How can this explicit learning be explained at the 
cellular level? Patients such as H.M. suffered from the loss of ability for 
explicit learning but retained that for implicit learning. Does this mean 
the two kinds of learning require totally different cellular working 
principles? 
The key to this question lies in the structural characteristics of the 
hippocampus. 'Neurons in the hippocampus have remarkable plastic 
capabilities of the kind that would be required for learning' (Kandel & 
Hawkins, 1993, p.47). 
Research show that a brief high-frequency train of action potentials in one 
of the neural pathways within the hippocampus produces an increase in 
synaptic strength in that pathway. 'The increase can be shown to last for 
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hours in anaesthetised animals and for days and even weeks in alert, 
freely moving animals' (Kandel & Hawkins, 1993, p.47). This excited state 
of the hippocampus is called 'long-term potentiation (LTP),. 
What is surprising is that LTP also makes use of a Hebbian pre-post 
synaptic associative mechanism and a non-Hebbian variety of mechanism 
with a slightly more elaborate feedback system (Kandel & Hawkins, 1993). 
All these findings seem to confirm that learning can be explained 
ultimately by a simple cellular mechanism. The mechanism of more 
complex types of learning are elaboration or combinations of· the 
mechanism of simpler kinds of learning. 
Squire (1992) suggests that the hippocampus is only a temporary depository 
for long-term memory. The hippocampus processes the newly learned 
information for a period of weeks to months and then transfers the 
information to relevant areas of the cerebral cortex for more permanent 
storage. 
I find this dichotomy of explicit vs implict to be very familiar. 
Behaviourist psychologists once argued that automatic stimulus-response 
bonds are the basis of all learning. The behaviourists excluded such terms 
as 'mind' and 'knowledge' which cannot be externally observed and 
measured. On the other hand, cognitive psychologists assume the 
existence of mental structures and try to discover the mechanism of the 
invisible mind. 
The possibility that learning is built on two quite different systems ­
implicit learning and explicit learning - seems to offer a way to reconcile 
the two schools of thought. Behaviour could be a varied blend of 
responses to stimuli and actions guided by both implicit and explicit 
memory acquired through two kinds of learning. 
2.9.3 Memory 
Having considered the mechanisms of implicit and explicit learning, the 
next step is to explore the other side of a coin: the system and procedures of 
memory. What is memory? Are there different kinds of memory? How 
is memory formed? How is it stored? Where do we store our memory? 
82 

Chapter 2 - Neuroscientific Insights 
How do we retain our memory? What is the mechanism of recall? How 
does memory contribute to the reading process? 
Kandel and Hawkins (1993) remind us that until the middle of the 
twentieth century, researchers did not believe that memory was a distinct 
mental function independent of movement, perception, attention and 
language. Long after those functions had been localised to different 
regions of the brain, researchers still doubted that memory could ever be 
assigned to specific regions. 
Bloom and Lazerson (1988) describe how a pioneer in experimental studies 
of brain and behaviour attempted to answer the question of how memory 
is organised in the brain. Lashley (1950 reported in Bloom & Lazerson, 
1988) trained animals to do a specific task, then removed different pieces of 
cerebral cortex, one by one, to find where the memory was stored. The 
result was dismal. No matter how much cortex he removed, he could not 
find a specific location where the memory trace (N.B. Lashley used the 
term 'engram') was stored. Lashley wrote: 
This series of experiments ... has discovered nothing directly of the 
real nature of the engram. I sometimes feel, in reviewing the 
evidence on the localization of the memory trace, that the necessary 
conclusion is that learning is just not possible. (quoted in Bloom & 
Lazerson, 1988, p. 253. 
Subsequent research made clear the reasons for the failure of the 
experiment: many regions and structures in the brain in addition to the 
cerebral cortex are critical to learning and memory. Memories appear to be 
sorted in the CDrtex in a'distributed and redundant way. 
Bloom and Lazerson (1988, p. 252-253) give credit to one of Lashley's 
students, Donald Hebb (1949) for constructing a theory of memory 
processes that has guided subsequent research even till the present. Hebb 
distinguished between short-term memory and long-term memory. 
According to Hebb, short-term memory is an active process of limited 
duration, leaving no traces, while long-term memory is produced ~ 
structural changes in the nervous system. 
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Hebb thought that these structural changes resulted from repeated 
activation of a loop of neurons (refer back to section 2.9.1 for the 
explanation at a cellular level). The possible loop was thought to run from 
the cerebral cortex to the thalamus in the diencephalon or the 
hippocampus in the limbic system and back to the cortex. Repeated 
activation of the neurons constituting the loop would cause the synapses 
to form functional connections. Once connected, these neurons would 
constitute a cell assembly, and any excitation of neurons in the assembly 
would activate the entire assembly. Thus a memory could be stored and 
retrieved by any sensation, thought, or emotion that activated some of the 
neurons in the cell assembly. 
These structural changes, Hebb contemplated, probably occurred at 
synapses and took the form of some growth process or of some metabolic 
change that increased each neuron's effect on the next. 
The idea of cell assemblies emphasises that memories are not static 
'records' and is not simply products of a change in structure of a single 
neuron or molecule in the brain. Bloom and Lazerson (1988) conclude 
that 'this focus on memory as a process involving the interaction of many 
nerve cells seems the best way to explain neurologically what psychologists 
have discovered about how people normally process information' (p. 253). 
Kandel and Hawkins (1993) help update our understanding by 
summarising the insights gained through experiments with mammals 
and other animals. It seems likely that memory storage proceeds in stages. 
Storage of the initial information, a type of short-term memory, lasts 
minutes to hours and involves changes in the strength of existing synaptic 
connections. When the stimuli stops then active cellular synaptic 
activities decrease. The electro-chemical condition of neurons connected 
at synaptic points returns to the normal resting level. This means the 
memory loop made up of active neuronal assemblies is disbanded. Thus 
short-term memory disappears. 
Note that the short-term memory mechanism applies to both implicit and 
explicit learning. Since the structures and areas involved in the two 
distinct types of learning are different (refer back to section 2.9.1 and 2.9.2), 
the stronger connections at the synaptic connections among the relevant 
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neurons (i.e. short-term memory assembly) will consequently be observed 
in distinctive corresponding areas involved in each kind of learning. If 
both types of learning take place at the same time, both circuits are 
expected to be firing simultaneously, strengthening the connections. 
The long-term changes in simple learning that persist for weeks and 
months are stored at the same synaptic site as in short-term memory but 
they require something entirely new: the activation of genes, the 
expression of new proteins and the growth of new connections. Some 
studies demonstrated an increase in the number of presynaptic terminals 
in the neural assembly as a result of implicit learning (Bloom & Lazerson, 
1988; Kandel and Hawkins, 1993). A wide variety of classically conditioned 
responses are also believed to be stored in the cerebellum (refer back to 
Figure 2-6 in Appendix A page 6). The cerebellum helps coordinate the 
smooth movements in conjunction with the basal ganglia and other 
necessary neural correlates required for learned behaviours (refer back to 
Figure 2-8 in Appendix A page 8). 
Likewise, in the case of explicit learning, a type of short-term activity in 
various parts of the cortex (sensory, motor, and association areas) 
stimulate the hippocampus to process the newly learned information for 
an extensive period of time. Similar anatomic changes (e.g. the expression 
of new proteins and the growth of new connections) are reported to occur 
in the hippocampus after LTP (Kandel and Hawkins, 1993). The 
hippocampus then transfers the information back to the relevant areas of 
the cerebral association cortex for permanent storage. In the 1940s 
Penfield began to use electrical stimulation to map the functional 
specialisations in the cortex of patients undergoing neurosurgery for the 
relief of epilepsy. Penfield explored the cortical surface in more than 1,000 
patients. Since then, association areas have gradually been defined and 
various neural paths are being recognised as likely places for different 
kinds of memory storage (Damasio & Damasio, 1993; Mishkin & 
Appenzeller, 1987). 
The hypothesis of long-tem memory being the result of gradual anatomic 
changes (in other words there are varying degree of robustness in the long­
term memory) might explain why H.M. with profound amnesia could 
reliably recall memory older than three years prior to the surgery but not 
so well with memory which was one to two years old. 
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The gradual process of long-term memory formation also implies that our 
brains must be dynamically changing as we learn and as we forget. 
Research seem to confirm such speculations in that cortical maps are 
subject to constant modification based on use of the sensory pathways. 
Kandel and Hawkins (1993) report recent evidence showing that the 
cortical connections in the somatosensory system are perpetually being 
modified and updated on the basis of correlated activity, using a 
mechanism that appears similar to LTP. 
Chiba (1991) comments on such dynamic aspects of memory retention and 
modification. He strongly argues against the simplistic notion that 
memory is a passive imprint of past events that deteriorates in time. In 
section 2.6.5 it was noted that experience is abstracted and categorised 
according to the significance given by the person. Two persons 
experiencing a similar event may perceive differently and extract different 
abstract notions to be stored in memory. Remembering is individualistic, 
an active process of interweaving new information with the existing 
framework. Remembering means reformulation and updating the 
individual's existing mental networks to suit the ever-changing 
environment. 
Both Elley (1991) and Davis (1995) add to the existing positive results of 
successful reading programmes (refer back to section 2.9.1): they report a 
striking effect of reading that the acquired reading competence seems to 
spread to other language skills including writing, speaking, more active 
and passive vocabulary and control over syntax. Such evidence seems to 
me to be the manifestation of the by-product of neural networks being 
reformulated and updated through constant and varied reactivation. 
Neuroscientific insights into memory seems to shed light upon the classic 
debate regarding the approach to studying memory in psychology. For 
example, Bartlett (1932) criticised Ebbinghaus' work (e.g. 1913) on the 
grounds that the nonsense materials used in the experiments may have 
controlled the variables (e.g. prior knowledge of the subjects) but that the 
experimental results lack validity in capturing the nature of memory. 
Bartlett believed that people with different experiences will interpret, 
memorise and recall the same materials in different ways. He also 
emphasised the importance of the subjects' attitude and their prior 
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experi~nce. Thus in his experiments he used meaningful materials such 
as stories and pictures. 
Bartlett's work, however, was criticised as being too vague and his 
predictions hard to examine. The following forty years saw memory 
researchers concentrating on controlled laboratory studies using material 
of limited meaning' (Banyard and Grayson, 1996, p.304). The 
neuroscientific studies reviewed in this chapter, however, seem to support . 
Bartlett's position. The recent influential paper by Craik and Lockhart 
(1972) should be given credit in this sense for reintroducing the 
significance of 'meaningfulness' to memory research as an important 
factor determining the strength of memory traces. 
How are these memories stored at different cortical sites reactivated? 
Goldman-Rakic (1993) explains how the working memory of the 
prefrontal cortex coordinates the cross-referencing of the new incoming 
sensory information with the relevant long-term information stored in 
distributed cortical areas. For example, a routine task such as driving to 
work draws on a mixture of current sensory data and stored knowledge 
that has suddenly become relevant. The combination of moment-to­
moment awareness and instant retrieval of archived information 
constitutes what is called the working memory, perhaps the most 
significant achievement of human mental evolution' (Goldman-Rakic, 
1993, p. 68). 
The working memory enables humans to plan for the future and to string 
together thoughts and ideas. Working memory is, therefore, nicknamed 
by some researchers as 'the blackboard of the mind' (Goldman-Rakic, 1993, 
p. 67). Working memory complements long-term memory held in 
various cortical association areas by providing for the short-term 
activation and storage of symbolic information, as well as by permitting 
the manipulation of that information. Take an example of a carry-over­
operation in mental arithmetic, which requires temporarily storing a 
string of numbers and holding the sum of one addition in mind while 
calculating the next. Working memory in humans is considered 
fundamental to language comprehension, to learning and to reason. 
Much of the evidence identifying the centre for working memory comes 
from observations of the effects of injuries to the prefrontal part of the 
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hemispheres. Patients with frontal lobe damage exhibit gross deficiencies 
in how they use knowledge to guide their behaviour in every day 
situations. Nevertheless, they often retain a full store of information and 
could score well on conventional IQ tests. 
Other animals, especially primates, have some elements of working 
memory: if their prefrontal cortices are damaged, those animals develop 
symptoms much like the ones seen in humans. Anatomical, 
physiological, and behavioural studies of primates have revealed the 
nature of working memory. Researchers recorded electrical activities in 
the prefrontal cortex of primates while they were performing tasks which 
required temporarily keeping representations of the outside world. The 
studies revealed how different group of cells showed heightened electrical 
activity: a) when the information (e.g. where the food pellet is) was 
presented; b) when the animals had to keep the working memory active to 
retain the information; c) when the animals were remembering the 
information (reported in Goldman-Rakic, 1993, P. 70). 
Funahashi et al (1989) further identified the neurons within a specific area 
of the prefrontal cortex which was only active when the animal was 
keeping the memory alive. These neurons are thought to collectively 
form the core of the working memory system (N.B. their study focused on 
only the working memory involved in visual processing of spatial 
relationship). If the activity of these neurons falters during the delay 
period (e.g. due to distractions), the animal is likely to make an error. It is 
interesting to note that working memory may require conscious attention. 
It also seems that working memory only has limited processing capacity: it 
can only actively handle small quantities of materials at the same time. 
The improved techniques (e.g. various scanning machines, 
autoradiography which measures brain metabolism) for anatomical 
investigation over the past decade has made available an accurate and 
detailed picture showing how the prefrontal cortex connects with major 
sensory and motor control centres. Studies of direct and indirect neuronal 
linkages in the brain reveal that the prefrontal cortex is part of an elaborate 
network of reciprocal connections with the major sensory, limbic, and 
premotor areas of the cerebral cortex. 
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The studies of metabolic activities of the brain during the tasks designed to 
activate working memory confirm anatomic studies of the connections 
between the prefrontal cortex and other parts of the brain. More 
Significantly, research assessing the activities of the brain also reveals the 
degree to which various parts of the brain are engaged in certain discrete 
memory tasks. In fact, patterns of brain activity appear distinctly different 
depending on whether the task calls up memories of, in the case of visual 
memory, locations or of attributes of objects. 
Summarising the anatomical and physiological studies on working 
memory, Goldman-Rakic (1993) hypothesises that the prefrontal cortex is 
divided into multiple memory domains, each specialised for encoding a 
different kind of information; in humans, for instance, semantic and 
mathematical knowledge may have different sections within the 
prefrontal cortex. 
Researchers think that the ultimate function of the neurons in the 
prefrontal cortex is to excite or inhibit activity in other parts of the brain. 
Take the example of motor execution (e.g. reaching out for a dictionary to 
look up the definition of a word when reading a book). The cerebral cortex 
is made up of six layers with columns of vertically connected neurons 
(refer back to section 2.4 in this chapter and Figure 2-3 in Appendix A page 
3). Neurons in each layer form their own set of connections within the 
brain: one class of neurons in the fifth layer, for example, projects to the 
basal ganglia, which regulates a variety of motor activities; neurons in the 
sixth layer project into the thalamus, the relay station for all the sensory 
information (refer back to section 2.6.1 in this chapter). According to 
neuroscientists, the prefrontal cortex probably cannot independently 
trigger moto~ responses. Instead it may regulate motor behaviour by 
initiating, programming, and facilitating and cancelling commands to 
brain structures that are more immediately involved in directing the 
muscular movement. Such commands are transmitted via an elaborate 
set of chemical neurotransmitters. 
So far in this section, the brain structures have been identified which are 
associated with short-term and long-term memory. The process of how 
short-term and long-term memory are formed, retained and reactivated 
are also discussed in relation to the two district kinds of learning (i.e. 
implicit and explicit learning). The on-going research on working 
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memory is fascinating as it seems to reveal how human manage conscious 
executive control over sensory, motor, limbic, and long-term memory 
systems. 
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Chapter Three MENTAL PROCESSING OF LANGUAGE 
How the brain has developed its ability for language has been described in 
anatomical and physiological terms in section 2.7 in Chapter Two. In this 
chapter I would like to explore, from the opposite perspective, how 
language systems may influence human perception, cognition, and 
memory. 
3.1 Language and multi-dimensional mental representation 
'In the beginning, there were no words' say Damasio and Damasio (1993). 
'Language', they claim, 'seems to have appeared in evolution only after 
humans and species before them had become adept at generating and 
categorizing actions and at creating and categorizing mental 
representations of objects, events and relations I (p. 54). 
However this does not mean that higher mammals are thinking in the 
same way as humans do. Take the example of feeling pain. The human, 
having experienced the physical and emotional state of being in pain for 
some significant number of times, may give a label to the state of feeling 
pain. By labelling pain, we compress the whole series of symptoms as one 
category. We can then recognise a similar state when it happens the next 
time and may take actions to ease the pain. 
Having identified the symptoms and connected the state with the 
linguistic label means we have become conscious or aware of our state as 
distinct from others. We can communicate the state to someone else in 
the form of an abstract code e.g. 'I'm in pain'. The receiver can then 
imagine the signified state of the other person by remembering the similar 
experience from the past and may take some actions in return. 
A chimpanzee feeling pain may respond to the state by, for example, 
resting, eating some herbs, or just being grumpy. But, according to our 
current understanding, the chimpanzee is not conscious or aware of the 
fact that it is feeling pain. It is only responding to the external and internal 
stimuli in the way its internal systems order it to respond. It lives in the 
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present and responds to the changes from moment to moment. A 
chimpanzee may be able to construct an integrated internal mental 
representation of the surroundings but it has no complex language system 
with which to convey what it has perceived to itself or to another 
chimpanzee (Gardner & Gardner, 1969; Hayes, 1950; Kellogg & Kellogg, 
1933; Lenneberg, 1967). 
What has happened is that human beings have become able to construct a 
verbal representation of the world on top of the non-verbal mental 
representation (i.e. integrated impression of all the incoming sensory 
information). This linguistic representation has given humans a far more 
powerful and unique way of 'creating and categorizing mental 
representations of objects, events and relations' (Damasio & Damasio, 
1993, p. 54). 
In section 2.2 in Chapter Two, it was shown how a cat and a six-month old 
infant are capable of forming a concept that an object exists continuously 
in space and time even when it (e.g. food, Mother) is out of their view. 
This ability to form abstract concepts seems to depend on a fundamental 
capacity to construct and to store representations of the outside world and 
to respond to those representations even when real objects are not present. 
Language has given such abstract concept physical substance. 
Section 2.9 in Chapter Two has described how various types of experience 
may be stored in memory. By having language, human beings are helped 
to store and recall some of the neural activities through the use of 
language codes. Language codes seem to be connected in some ways (e.g. 
as in the neutral stimulus of classical conditioning) with non-verbal 
mental representations. Therefore language functions as one of the 
triggers for evoking sensory, emotional, cognitive memories and also for 
affecting the motor faculty. In this way, language enables humans to 
conduct inner thought about what is not around at the time. 
Chiba (1985) explains how language and sensory experience become 
connected and how one activates the other and vice versa. When we see a 
lemon, for instance, we may utter its name lemon. The external sensory 
stimuli (e.g. various aspects of vision such as colour and form, olfactory 
stimuli, tactile ones) forms mental representation in the brain and these 
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stimu~i also activate the neuron network for lemon stored in the language 
area of the tempora!), lobes. 
On the other hand, when we hear the word lemon, even though the real 
object may not be present in front of us at the time, the audito!)' stimuli 
could evoke a multi-senso!), mental representation of a lemon in our 
mind. This is possible because the brain has reactivated the synaptic 
connections between the neurons dedicated to the codes but it also 
stimulated the mental representation network of the lemon stored in 
memory. 
A certain connection between the signifier and the signified often 
stimulates other connections to be reactivated. When we eat a slice of 
lemon we may express the experience by saying something like 'This 
lemon is refreshingly sour'. When we hear someone talking about a 
lemon, we may remember some past experience of having lemons and 
experience a vague sensation of sourness coming back in our mouth 
possibly accompanying some other sensations of visual! olfacto!),! tactile 
aspects of the yellow citrus. 
In other words, a label of a lemon not only induces the multi-senso!), 
image of its signified object but also sparks off memories of associated 
experience (e.g. an episodic memo!), of how sour it tasted; a conceptual 
memo!), about the relationship between sourness and citric acid). Since 
this associated memo!), is based on the direct experience of each 
individual, the network of evoked associate memories would be slightly 
different from one person to another. 
This associate network is useful because such a network could provide 
some clues when a person encounters a linguistic code representing an 
unknown object. A person who has never encountered a lemon may 
have some trouble when (s)he hears! reads that 'This lemon is 
refreshingly sour'. (S)he can, however, recall the memo!), of actually 
experiencing the sensation of sourness in the past (e.g. the taste of vinegar) 
and infer the unknown word lemon stands for something that tastes sour 
as in tasting vinegar but provides a positive experience. 
A six-month-old baby may remember the characteristic features of its 
mother's face as a senso!), memo!),. Such a memo!), is non-verbal and has 
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been formed on the basis of accumulated direct sensory experience. 
Grown-ups are able to strengthen such direct sensory memory of a person 
by associating it with verbal descriptions, as in 'She was the Rose I had 
seen on the first day there, hair in a tumble ... , eyes smiling in an 
uncluttered, girlish way, promising friendship in her smile, and trying to 
be older than her years' (Jordan, 19%, p. 123). Thus hearing the name 
'Rose' or reading about some other person having 'eyes smiling in a 
girlish way' may spark off a multi-sensory and episodic memory of Rose 
in the mind of 'I'. 
Readers of this novel, on the other hand, could use the language code as a 
basis to form a simulated image of Rose, even though it is fictitious, by 
making use of their own sensory memory of 'hair in a tumble', 'smiling 
eyes, uncluttered and girlish', and 'trying to be older than her years'. The 
readers may experience emotions aroused or start to enjoy wandering into 
the alleys of episodic memory of their own school days. 
In such an operation, parallel processing must be taking place in terms of 
perceiving graphic print and sound, of word recognition, and of 
structuring the units to extract meaning as a whole. The linguistic 
representation stimulates the sensory and various other associated 
memory stores, whilst communicating with the limbic system. The 
product of multi-dimensional integration of all this parallel processing 
may be what we call comprehension, or more closely reflecting individual 
variability, interpretation. By creating a term 'multi-dimensional mental 
representation (MDMR)', I mean the integrated non-verbal macro­
network of all the subnetworks in the brain which are involved in a 
related neural activity in a particular event such as the reading of a text. 
Such subnetworks would include sensory, cognitive, emotional and 
motor faculties, and memory. I would like to emphasise that the MDMR 
represents a dynamic process: which subnetworks may be activated at one 
point of time of all the potentially available networks depends on various 
conditions of each occasion (see Chapter Four for fuller discussion). 
Some parts of the MDMR may be stored in memory (refer back to section 
2.9 for learning and memory). The networks which are saved in memory 
as remnants of the MDMR for a particular neural activity will stay 
dormant until they are stimulated again. For example, suppose the reader 
who read about 'Rose' in the novel above retained the vague mental 
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image (i.e. parts of the MDMR) of her appearance in his/her memory. 
When (s)he reads about a different heroine in another novel, the vague 
image of Rose in the memory may influence the new MDMR created 
whilst reading this new novel. In this sense the stored MDMR about Rose 
served as frame of reference to create a new MDMR for the heroine of the 
second novel. I would, therefore, call the MDMR stored in memory (e.g. a 
vague image of Rose) the MDMR potential. It is called the MDMR 
potential because it is assumed that the network or some subnetworks will 
be reactivated again and modified to create a new MDMR. After all, the 
most important function of memory for a living being is not so much to 
record and remember the past but to make use of the past experience for 
future applications. 
3.2 The signifier, the signified and associative networks 
Language is a code, signal, or sign socially used to represent an object, 
event, phenomenon, relation, state, etc. This system works well as long as 
the user of the language knows what the code (i.e. the signifier) stands for 
(the signified). 
The signified may be a real object or event which may exist in front of the 
speaker and listener at the time of the oral communication. In the case of 
reading, however, the signified can only be the multi-dimensional mental 
representation (MDMR) of a writer, simulated and recreated by the reader. 
Note that there will be convergence and divergence between the MDMR 
of the writer's and the corresponding MDMR recreated in the mind of the 
reader. The degree of convergence is likely to be influenced by various 
factors. If the writer and a reader share similar backgrounds (e.g. racial, 
socio-political, . educational), the convergence is expected to be 
comparatively high. The reading purpose of the reader in relation to the 
genre of the text would be a very influential factor. Reading an insurance 
policy, for example, requires careful reproduction of what the author may 
be saying. On the other hand, magazine articles are meant to provide 
stimuli which readers are free to exploit in any convenient way they 
choose. 
A slight problem occurs when a person encounters an unknown linguistic 
code in a text which (s)he is reading; the person cannot connect the 
linguistic representation (i.e. the signifier) with the corresponding multi­
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dimensional mental representation in his/her memory. In a such case, 
one way of solving the problem may be to ask someone or to consult a 
dictionary so that the missing link between the two (i.e. linguistic code and 
the corresponding mental representation) can be found. What this person 
is doing is to try to understand the linguistic code by way of other 
linguistic codes, as is often the case of an L2 learner consulting a dictionary 
for the definition of an unknown word. 
What is crucial about this act of 'finding out the meaning of an unknown 
words, phrases,.expression' is that the enquirer can then be able to connect 
the linguistic representation with the massive resource of the MDMR 
potential in his/her memory. When the person says, 'Oh, I see. That's 
what it means!', the linguistic neural network and the MDMR potential in 
memory must have successfully merged in some way to produce a new 
MDMR. 
There is a further complication, however, when the person has no idea 
what is being signified (e.g. object, phenomenon) because (s)he has no 
direct or secondary (e.g. through movie, T.V., photos) experience. 
D nderstanding the unknown linguistic codes in such a case could become 
even more difficult because the code and its linguistic definition cannot 
get the support from the rich resource of the various existing networks in 
memory. 
Here's an example to show what happens when we try to describe a 
language code with language. After reading the definition about 'a round 
fruit which grows on a tree and which has a smooth red, yellow, or green 
skin and firm white flesh inside it' (COBUlLD), even a native speaker of 
English may be puzzled for a second until (s)he realises that it is describing 
an apple. It becomes even more taxing when a person reads about an 
exotic place and its people or about very complex and abstract concepts 
because (s)he cannot easily substantiate what has been read. Proficient Ll 
readers who have very little experience with computers may experience 
such difficulty in reading manuals without any help when (s)he first 
opens a newly bought computer. Adverts selling travel to some exotic 
fantasy land or some pseudoscientific gadgets may provide examples of 
how language can be manipulated to take advantage of such a vulnerable 
state. 
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Understanding through language involves connecting the linguistic codes 
to the non-verbal mental representations (MDMR). This then means that 
the mental networks become more robust and extensive if the connection 
is established through abundant and varied experience. In a native 
language, such connections between the linguistic codes and the mental 
representations are formed through direct experience ever since birth, 
thus creating massive MDMR potentials waiting to be reactivated in 
memory. In LI reading, robust connections between the linguistic code 
and its corresponding networks provide variety, width and depth of 
individual interpretation. The commonalty between the LI writer and LI 
readers (e.g. same or similar racial, socio-political, linguistic background) 
guarantees a certain level of assumed convergence in their interpretations. 
On the ground of such security, LI writers of some genres may 
intentionally deviate from the norm: play with the readers' expectations 
and predictions; surprise the readers with novel interpretations; present 
familiar concepts in imaginative ways, etc. Such genres may include 
jokes, poems, detective stories; some uses of symbolism in literature may 
offer examples of deviation from normal associations. This deviation 
creates surprise, impact, entertainment and intellectual stimuli, which 
may be the reasons why we enjoy reading. 
In L2 reading, on the other hand, the extent to which such connections 
between the linguistic codes and the MDMR potentials have been formed 
in the L2 may determine how fast and effectively the learner can read in 
the language. 
When the topic is unfamiliar, many of the L2 linguistic codes in the text 
may not be referenced against the wealth of memory of the MDMR 
potentials available in the LI. Instead, those unfamiliar L2 linguistic 
codes are translated into different L2 linguistic codes. Such code-code 
translation (I name this uni-dimensional processing), as was 
demonstrated above (e.g. adverts for an exotic tour or pseudoscientific 
gadget), often puts the reader in a vulnerable state for miSinterpretation 
and misunderstanding. 
Furthermore, compared to the native readers, the connections between 
language and the MDMR potentials in the L2 may not be as extenSively 
developed in terms of dimensions (e.g. sensory, conceptual, cognitive, 
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emotional, motor levels). Thus the width and depth of L2 reading may be 
restricted to the literal interpretations of linguistic codes. 
When advanced EFL learners try to read some authentic texts, which are 
written on the assumption of shared menta] representations, deviations 
from the normal relationship between the signifier and the signified in 
the text (intended for some effect on L1 readers) may totally confuse 
vulnerable L2 readers. The debate for and against the use of authentic 
materials in the classroom may be due to this inherent conflict of L2 
reading, deriving from the weak link between language and MDMR 
potentials in memory. 
3.3 Language as a tool 
Cook (1994) criticises the tendency in the works of Bartlett and Schank 'to 
treat direct sense experience of the world and experience of a (real or 
fictional) world through language as the same' (p. 188-189). In this section, 
I would like to explore this issue of the difference between the direct sense 
experience of the world and experience of a world through language. 
Humans (perhaps excluding those less than two years old, according to 
Piaget) all have an inner life: private thoughts, feelings, plans, wishes, etc. 
These inner experience remain somewhat shapeless. In order to express 
this vague substance in our mind, we need some kinds of embodiment: 
pictures, music, dance, violence, etc. Language socialises such inner urges. 
A person may realise what has been bothering him/her only after (s)he 
has verbalised the inner conflict, substantiating it with language. 
Language in this sense is the embodiment of the inner life in our minds. 
But can language be considered to be the same as our inner experience? 
Suppose we happen to be suffering from migraine. We express the 
nagging sensations as 'I've got a headache'. We feel that we have not fully 
described its thumping waves that are pestering us, so we may use a simile 
to achieve some effect on the listener, 'It's painful, as if my head is 
cracking'. Or we might try to be more specific in explaining the kind of 
pain by saying 'It's like a gimlet being drilled into the right side of my 
head'. However hard we may try, we can only achieve approximate 
illustration of the reality. If the listener has never experienced recurring 
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migra~ne, (s)he can only sympathise, imagining his/her experience of a 
bad headache from the past. 
Language has limitations that come from the fact that it is an artefact in 
the external world - a collection of symbols in admissible combinations. 
Just like any tools, it has its strengths and limitations. Shoes, as a tool, are 
convenient because they protect our feet and enable us to walk longer on 
various unagreeable surfaces. But shoes can also cause problems and even _ 
distort our feet. Language certainly is convenient but it has its own 
characteristics that could cause problems and even influence human 
behaviours, which could eventually affect the structures and functions of 
the brain. I believe that research in linguistics and applied linguistics may 
benefit from clearer understanding of the characteristics of the tool it so 
depends upon. Some of the characteristics which I have noticed are 
discussed in the rest of this section 3.3. 
3.3.1 Categorising roughly, leaving ambiguity 
Take the colour 'red'. Red has various hues as any colour does. When we 
try to buy a red lip stick at a cosmetic shop, for instance, we might be hit 
with amazing choices of different shades of red. Language roughly 
categorises and groups the similar ones as one. Language serves its 
purpose as long as we know from our experience that the same label 'red' 
in 'red' hair, 'red' tomato and 'red' brick are in fact different reds. Such 
rough categorisation is useful in some ways: e.g. in the clothes shop we 
can save time by going to the area where you are likely to find the garment 
with your target colour. It is important, however, to remember that this 
rough categorisation characteristic of language cannot cater for more subtle 
discrimination. One jumper may be called a red jumper, even though it 
has touches of orange shades. The other one could also be called a red 
jumper, though it has slight purple hue. Even a seemingly distinct 
linguistic label like the colour 'red' holds ambiguity in itself. 
Science requires unambiguous categorisations. Researchers strive to 
establish strict definitions, which are often accompanied by objectively 
measurable aspects of an object or a phenomenon. The necessity for 
meticulous defining procedures in itself seems to testify to the inherent 
ambiguous nature of language codes. 
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In every day use of language, this ambiguity may be decreased, for 
example, by negotiation of meaning between the interlocutors, by visual 
illustrations of various kinds, or by the support of the mutually similar 
MDMR potentials in interlocutors' minds. In this sense, writers' success 
in producing reading texts may depend on their skills to spark off the 
appropriate MDMR in the readers' mind by their choice of linguistic codes 
such as vivid metaphor and effective discourse markers. 
3.3.2 Simplifying and making things compact 
Symbols compress vast amount of information into simple 
representation, thus making the complex reality into manageable chunks. 
Geography, for example, makes extensive use of maps. A map is a coded 
representation of the land translating the three dimensional real 
landscape onto a two dimensional sheet with the help of the grid formed 
by the lines indicating latitude, longitude and level. Symbols are used to 
represent mountains, rivers, to describe the kinds of wood or forest, etc. 
By having a simplified pictorial! symbolic representation called a map, we 
do not have to hire a helicopter or go on an expedition in order to grasp 
the geographical composition of a particular land. Instead we can simply 
glance at one sheet of paper (i.e. map) in which a huge amount of 
information is compressed. 
However, simplicity and the static nature of the symbols should not be 
mistaken as the characteristics of the real phenomenon which often are 
dynamic and complex. 
A map can only really function if we are able to translate the two­
dimensional illustration back into the three-dimensional reality with the 
help of our experience and training: there is no grid on the real land and 
it requires the reader of the map to reconstruct the likely landscape images 
(computer graphicS has made it easier to do this 3-D image translation and 
reconstruction); we need to be able to estimate how our body would react 
at three thousand meters above sea level in order to appreciate the 
significance of the figures indicated on the map; we should understand 
that rivers run through mountains even though the simplistic symbols 
may not be expressing the reality; we should be aware of the dynamic 
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aspects of geography (e.g. coastal lines may gradually erode to produce 
different landscape in the course of time). 
L2 learners who only understand the literal semantic meaning of the text 
without appreciating the pragmatic complexity may be compared to a 
person reading a map without being able to make 3-D images or to extract 
significant meanings about the real landscape that it is expressing. 
3.3.3 Dividing the undividable 
Language divides phenomena which are often undividable. In English, 
for example, 'leg' and 'foot' are different parts of the body. It is, however, 
very difficult to state exactly where the leg ends and the foot starts; after all, 
leg and foot are connected and the division is no more than an arbitrary 
one. In fact the Russian word 'noga' refers to both the foot and the leg. 
The terms leg and foot emerged because somehow it was necessary and 
convenient to make such a division in a particular society using the 
language. Once the division is made, however, the fixed division could 
obscure the fact that the leg and the foot are undividable. 
This characteristic is both useful and problematic. It is useful because by 
dividing the phenomena, we can focus and analyse a certain element of 
the whole. Science cannot have existed without this characteristic of 
language of dividing the undividable. Because we divide the whole to 
understand the parts, however, we could lose sight of the whole. For 
example, in explaining the organisation of the brain in section 2.6 of 
Chapter Two, the brain stem, the old cortex and neocortex were described 
separately. It was done to help clarify the chronological history of their 
development and of their functional differences. The danger is that we 
tend to forget that the divisions are only arbitrary and that 'separate parts' 
are not really separate at all. The divisions are made from academic 
convenience and certainly do not reflect the biological reality: the different 
parts originate from one cell (a fertilised egg); all the parts are intricately 
connected without any divisions; they function as one. 
Reading research faces the danger of the ill effect of such dividing 
characteristic of language. Take an example of listing 'reading skills'. 
Williams and Moran (1989, p.223) review the past attempts and 
summarise by quoting the comment made by Rosenshine (1980, p. 552) 'At 
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this point, there is simply no clear evidence to support the naming of 
discrete skills in reading comprehension'. They also report, however, a 
certain level of consensus among empirical studies, concerning two main 
kinds of skills: 'low-level language related skills and higher-level 
reasoning skills (d. Clarke, 1988; Eskey & Grave, 1988)' (p. 224). 
It seems to me that even these two different kinds of skills cannot be 
mutually exclusive as the language codes 'discrete skills' could imply. 
Higher-level reasoning skills are likely to facilitate lower-level language 
related skills and vice versa. From the point of a primarily linguistic 
focus, Rumelhart (1977) argues the importance of contextual effects at the 
higher-level (e.g. phrase) to achieve most probable interpretation of the 
lower-level (e.g. letter). Incorporating the schematist's orientation, 
reasoning from the knowledge of the world (i.e. what Eskey and Grave, 
1988 regard as higher-level) should facilitate guessing the meaning of 
unknown words (i.e. lower-level language related skills). 
From the neuroscientific point of view, the nature of parallel processing of 
neural activities might provide clues for reconciling the controversy 
between skills being discrete or holistic. If a skill is defined as 'an acquired 
ability', then it must be a product of learning. A skill may be learned 
explicitly through instructions and conscious verbal efforts (e.g. language 
awareness; explicit strategy training). A skill may also be acquired 
implicitly through using language with conscious focus on content rather 
than on language (e.g. communicative activities/ tasks; extensive reading). 
Both kinds of learning happen at the same time but to varying degrees 
(Damasio & Damasio, 1993). For example, a person receiving explicit 
strategy training could make use of implicit routes as well, provided that 
similar activities are repeated many times and that the reading practice 
tasks do not demand too narrow a concentration of processing energy on 
one skill. During these learning experiences the relevant neural assembly 
must be either metabolically (and possibly anatomically) changed to make 
stronger connections (i.e. stored in short-term memory) or metabolically, 
anatomically or even genetically modified to assure a lasting bond (i.e. 
stored in long-term memory), Thus a person who has acquired a skill 
becomes able to perform a certain behaviour successfully because such a 
neural assembly has been formed in his / her brain. 
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Now, is a skill discrete or holistic? The skill of 'guessing the meaning of 
unknown words', for example, may involve several neural subnetworks. 
Such subnetworks may include linguistic neural networks, cognitive 
neural networks, conceptual neural networks; episodic neural networks 
(Damasio & Damasio, 1993). The skill of 'inferring' would firstly require a 
processing of the text which would provide evidence for what is not 
explicitly stated in it. Again similar sets of subnetworks seem to be 
required for inferencing to happen. In both cases, many subnetworks 
would be firing simultaneously, eventually merging themselves to form 
the MDMR required for each skill. Details of which networks are activated 
would be different between 'guessing the meaning of unknown words' 
and 'inferencing'. Yet it would be very difficult to imagine two totally 
distinct sets of neurons working for each skill. 
The dividing characteristic of language code cannot express such a 
complicated phenomenon which refuses simple division: the two 'skills' 
(i.e. fortified neural networks) are different as a whole but they involve 
similarI same neural subnetworks in the brain; externally the two 'skills' 
(i.e. fortified neural networks) express themselves as two different 
observable reading behaviours. The dichotomy of 'discrete' and 'holistic' 
does not reflect the neural reality at all. 
3.3.4 Solidifying what is fluid 
All through Chapter Two and Three I have emphasised the dynamic 
nature of all the neural acti vities of the brain. Language, on the other 
hand, once uttered or written has a tendency to stay fixed. 
An example may be taken from an every-day portion of tragi-comedy, 
One day, for some reason I had some urging feeling inside me, I 
communicated it to my friend, who happened to be with me. When I 
verbalised my feeling I felt a slight uneasiness that what I said did not 
quite represent what I meant. The reaction from my friend revealed that I 
did not express myself well. What was worse, during another casual 
conversation with the friend a few days later, she reminded me of the 
incident: she said 'But you said so!', By that time, my feeling had changed. 
I felt ambivalent about being held responsible for a particular feeling I no 
longer had. 
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The characteristics of language seems to have caused these slight frictions 
within myself and with my friend. When I first expressed my feeling, I 
noted some gap between 'what I intended to say' and 'what came out as a 
result of verbalisation'. Setting aside my limited ability for expression, my 
frustration may also have been caused by the inadequacy of the language 
itself: language can only partially rep~esent what a human mind wishes to 
express. 'My feeling' I wanted to express was a vague, fluid, and complex 
one, but when I put the feeling into words, it only came out as a somewhat 
simplistic and formulaic expression. What I had in mind may be 
compared to a curvy line, what the linguistic equivalent did seemed to me 
to approximate to a line with dots. 
When my friend heard what I actually said, the gap between what I 
intended and what had been said seemed to have acquired a further 
transformation. My friend added her own interpretation to what had been 
said. Even though my friend and I should be able to achieve a certain 
level of understanding, what she has recreated may not be the exact replica 
of what I intended because each individual has a different mental and 
linguistic world of his/her own. So the dotted curvy line may have 
changed into a curvy line forming a different shape. 
When my friend brought up the topic a few days later, the solidified 
language was in conflict with the dynamic nature of the organism (i.e. I). I 
no longer felt the kind of feeling I felt. But because the language had left 
an impression in my friend's memory, 'the feeling' remained static. I 
was made accountable for my words to which I felt detached. 
Social conventions require humans to act in a stable way: 'wife', 'lady', 
'woman', 'mother', 'daughter', 'female', 'girl' all seem to carry certain 
stereo-typical characteristics that each social role is associated with. A 
'lady' may be looked down upon if she behaves like a 'girl' at a cocktail 
party; a community may not approve of a 'mother' who goes out and 
enjoys herself every night just like her teen-age 'daughter' does. Thus 
language as symbols does not readily accommodate the fluidity which a 
female human is capable of (e.g. showing even contradictory attributes of 
some roles at the same time). 
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3.3.5 Finite code for the infinite 
In Chapter Two and Three I have tried to illustrate how verbal ability is 
the expansion of the vast non-verbal ability of the brain. One of my main 
arguments is that the cognitive reading models should take into account 
the contribution of non-verbal ability to comprehension. It is easy to show 
how linguistic codes are very limited in the range of things they can 
express. 
Take an example of the motion of the human body. We know that we can 
voluntarily move certain muscles when we want to: we move our eyes, 
hands and arms, play sports which require complex coordination of many 
muscles. Such motions are called voluntary movements. We can also 
use linguistic instructions to consciously control our own and other 
people's movements. 
When examined closely, however, the movement which we think we are 
consciously controlling is in fact supported unconsciously by the brain. 
Regardless of the cause of the motor activity, a motor unit can only be 
activated by a command from its motor nerve. What the language can do 
is to initiate or motivate certain movements. When we play tennis, for 
example, we cannot possibly order all the relevant muscles and joints to 
move when we serve or volley. A tennis instructor may teach us how to 
serve but (s)he cannot possibly explain every minute movement: language 
has no such vocabulary. Instead the tennis instructor may tell us, for 
example, 'Raise your left arm as if you are reaching for an object on the 
high shelves'. Thus (s)he is making use of our past motor experience in 
order to illustrate the necessary movement. 
What this example illustrates is that language can only supplement, 
encourage what we unconsciously manage. Any verbal instructions 
require inferencing by the listener I reader, making use of past experience. 
Language comprehension cannot be explained solely in terms of language. 
The above five characteristics of language codes influence how we 
perceive the world and respond to it. These characteristics in themselves 
are neither negative nor positive. The positive use of such characteristics 
is seen in riddles, nursery rhymes, literally allusions, etc. Children like 
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pretending to be someoneI something else through the use of language. 
All these word plays and also lies thrive because of the gap between the 
language and the reality (e.g. by the flexibility of being able to make 
combinations brought about, for example, an image of a cow flying over 
the moon in a nursery rhyme). It is only liberating and fun, however, 
because we know there is a contrasting realistic framework of world 
knowledge. If we naively believed the symbols as reflecting the reality, we 
may be allowing our tools to fool us. 
How can we avoid possible distortion caused by the limitations of the 
language we use? To begin with, we should be aware of the discrepancy 
between the direct sense of the world and the indirect experience of the 
world through language. Research which mixes the two as equivalent 
may fail to capture the true nature of the mental activities in question. 
More importantly, we should make conscious efforts to find ways of 
amending the indirect experience of the world by cross-validating with the 
direct experience of the world. 
In section 3.2, the vulnerability of both L1 and L2 readers was noted when 
they resort to uni-dimensional processing (i.e. understanding text without 
the support from the MDMR potentials) in reading an exotic text. L2 
readers tend to blame their language ability if they fail to comprehend the 
text. The inherent limitations of the language codes, however, may 
explain the risky characteristics of uni-dimensional interpretations that 
could equally influence both L1 and L2 reading. 
Cross-referencing becomes crucial in research. Any symbols used in 
research are best validated against what they stand for: maps or anatomy of 
the brain can be physically observed, measured and evaluated against the 
real objects. Cognitive enquiry, however, has to operate on a more el usive 
ground. The scope of reading research, for example, is macro level 
analysis of human behaviour. Mental acts involved in reading may only 
allow expression through abstract concepts defined by language. Since 
such complex and abstract mental activity is very hard to validate through 
physical scrutiny, efforts have been made in humanistic science to 
introduce empiricism. But empiricism has its own limitation: it is 
possible to generate a large number of theoretical models about a 
particular complex behaviour that all fit the empirical data equally well 
(Alba & Hasher, 1983; Quine, 1961; Sadoski, Paivio, and Goetz, 1991). 
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One of my arguments in this thesis for interdisciplinary efforts is that the 
studies of complex integrated behaviour such as reading may benefit from 
cross-validating the abstract linguistic language with more 'physical 
language', such as the one used in neuroscience. 
3.4 Consciousness 
What happens if we operate our behaviours without full consciousness? 
Bloom and Lazerson (1988) provide us with a familiar example: 
Virtually everyone who drives a car has had the experience at least 
once of arriving at some destination and having no recollection of 
the last 10 or 15 minutes on the road. You might have been talking 
with a passenger or listening to music or just thinking about 
something else. In any case, you were probably a bit surprised to 
find yourself home safely, with so little attention having been paid 
to the surrounding traffic and the route. (p.299) 
On such occasions, even if we may not be able to recall, we must have 
been processing the necessary information at some level to have escaped 
accidents and reached the destination. We must also have perceived the 
cars around us and the road signs and landmarks that guide us. And we 
must have appropriately reacted to these perceptions and made decisions. 
The curious thing is that we managed all these complex task without 
having to engage the language-using, conscious part of our mind. 
Mind is often equated with consciousness, a subjective sense of self­
awareness. A. vigilant inner core that does the sensing and moving is a 
powerful metaphor but it seems that we are at times capable of operation 
without consciousness. In fact Bloom and Lazerson (1988) state that there 
is ample experimental data demonstrating this kind of perception and 
processing below the level of consciousness (p.299). Such studies include 
those with 'blind sight' patients who, due to the damage to V1 area of 
their visual cortex (refer back to section 2.5 in Chapter Two), can 'see' but 
do not 'consciously understand'. They are totally blind but if, they are 
encouraged, they can discriminate objects correctly, distinguish different 
motions, etc. The sensory stimuli are reaching the cortex and yet they are 
unaware of what they have seen. The patients with 'neglect syndrome', 
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caused by damage to the posterior area of the right hemisphere, have no 
awareness of having seen anything in their left visual field. For example, 
a male patient, in front of mirror, may shave only the right side of his face. 
A female patient may eat all the food on the right side of the plate and ask 
for a second helping until someone points out that all the food on the left 
hand side remains uneaten. The neglect syndrome is reported to happen 
even in recall of images (Bisiach & Luzzatti, 1978). Experiments show, 
however, they are perceiving the objects in the left visual field and they 
even remember them, but they are not conscious of processing the 
information. Zajonc (1980) made a similar point using healthy subjects in 
his experiments, showing how normal subjects are also capable of 
nonconsious information processing. 
Then what is consciousness? In applied linguistics we often use 
mentalistic data elicitation methods such as questionnaires, interviews 
and introspections. They all require a conscious response from the 
subjects. The crucial question is how much can such reports reveal; can 
we assume what has been verbalised is all there is to know? All through 
this chapter, neuroscientific findings seem to have provided invariable 
evidence that the verbal functions are but a tip of an iceberg; underneath 
lies the vast non-verbal functions of the brain. Then, which part of the 
brain functions can be captured by consciousness and which parts remain 
unrecognised? 
Let us have a working definition for the time being before we explore 
some relevant studies recognised in neuroscience regarding 
consciousness. A definition which seems to have attracted a certain level 
of consensus is that consciousness means the state of being aware of our 
thoughts and behaviours. In other words consciousness is an awareness 
of our own mental and I or physical actions. 
Much insight into the workings of consciousness has been obtained from 
patients who, as a last resort for medical reasons, have had the two 
hemispheres of the cerebral cortex disconnected by surgery. Normally the 
two hemispheres are connected by several commissural fibre tracts, 
therefore the information processed separately in each half can merge to 
produce the whole picture. In split-brain patients, however, such 
integration is not possible. 
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A series of specially designed tests have yielded some interesting results, 
revealing the nature of consciousness. One such test is called 
tachistoscopic presentation (see Figure 3-1 in Appendix B page 17). 
According to the descriptions by Bloom and Lazerson (1988, p. 280-282), a 
split-brain patient sits in front of a screen with a small black dot at its 
centre. The researcher asks her to look continuously at the dot. Then a 
picture of a cup is flashed to the right of the dot using a tachistoscope. This 
tachistoscope controls precisely how long a picture stays on the screen. 
Such presentations are very brief, about one-tenth of a second so that 
subjects do not have time to move their eyes away from the dot. In this 
way, the visual stimuli is only presented in the field connecting to the 
opposite side of the hemisphere (e.g. right side of the screen is perceived by 
the left hemisphere and vice versa). 
When the patient is asked what she has seen on the right hand side of the 
screen (a picture of a cup was flashed), she reports that she saw a cup. She 
is then told to look at the dot again, and a picture of a spoon is flashed to 
its left. Asked now what she saw, she says, 'Nothing: The researcher asks 
her to reach under the screen with her left hand, where several small 
objects are placed, and to choose what has been flashed on the screen. She 
handles objects one by one and selects a spoon. Asked what she is holding, 
she says, 'a pencil". 
Several observations are possible: 
1) When the subject saw the picture of the cup in her right visual field, she 
processed the information with her left hemisphere. The language 
areas in her left hemisphere connected what has been seen with the 
language code. Thus she had no trouble naming the item. 
2) When she saw a spoon flashed on her left visual field, she processd the 
visual information with her right hemisphere. Since the right 
hemisphere has limited language ability she could not name the object. 
As her left hemisphere, verbal side, has not received visual 
information from the right hemisphere, she reported that she had seen 
nothing. 
3) Her right hemisphere, however, did process the visual information of a 
spoon. Her left hand (controlled by her right hemisphere) could 
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demonstrate that she did see and recognised a spoon by picking up the 
spoon. 
4) When she selected a spoon with her left hand, the left hemisphere 
could guess from the context that she had chosen an object with her left 
hand. Since the verbal left hemisphere did not have any information, 
it made a plausible guess and said that the object was a pencil. 
This experiment confirms the hemispheric differences of the brain in 
terms of dominant ability (refer back to section 2.6.4 in Chapter Two). It 
also indirectly shows how the two hemispheres may normally be 
cooperating to produce appropriate sensory, motor and verbal responses. 
In section 2.2 in Chapter Two, it is described that non-verbal cognition is 
possible by referring to evolutionary evidence. Section 3.1 in this chapter 
also explains how the verbal systems supports and strengthens non-verbal 
mental representations. The studies with split-brain patients seem to 
provide further evidence of how non-verbal cognition can function 
without language systems. This means that cognitive models of the 
reading process solely based on linguistic ability may suffer from the 
inherent limitations of the narrow scope of what they mean by 
comprehension. 
In explaining a series of studies with split-brain patients, I use expressions 
like 'verbal left hemisphere' and 'non-verbal right hemisphere' for the 
sake of contrasting. It must be remembered, however, simplistic equations 
should not be made between 'left hemisphere = verbal' and 'right 
hemisphere = non-verbal'. Verbal and non-verbal functions exist in both 
hemispheres to varying degrees (see also about the relationship between 
hemispheres and handedness in section 2.6.4 in Chapter Two). From the 
evolutionary point of view, the verbal facility of the human brain is a 
further development of the mammalian brain. The whole part of the 
non-human mammalian brain is non-verbal, and it would be highly 
implausible, if not absurd, to assume that all the non-verbal facility has 
moved to the right hemisphere in the human brain. The left hemisphere 
is best understood as the one which has developed more specialised 
language ability compared to the right. The studies of split-brain patients 
are significant to the theme of this thesis because they reveal the 
relationship between the verbal and non-verbal functions of the brain 
which is manifested at hemispheric level. They also show how 
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consci?usness may be deeply related to verbal ability and yet non-verbal 
consciousness is possible. I am suspecting that this non-verbal 
consciousness may be one of the sources of what we call a 'hunch' or an 
'intuition'. This point will be elaborated a little later when I present my 
model summarising various kinds of consciousness. 
In another tachistoscope study reported in Bloom and Lazerson (1988), a 
subject is shown four photographs (see Figure 3-2 in Appendix B page 18).. 
Then she sits in front of the screen with a dot in the centre. A composite 
picture is flashed onto the screen, haH of one face (a woman wearing 
glasses) on the left side of the dot; half of another face (a child) on the 
right. When asked what she saw, the split-brain patient answers, 'A 
child', the half-face she saw with her left dominant verbal hemisphere. 
Later, the same composite picture is flashed and she is asked to select the 
picture she saw by pointing to one of the four photographs with her left 
hand. This time she points to the woman, seen by her right mute 
hemisphere. 
A surprising fact about this experiment is that split-brain patients deny 
that there is anything unusual about the composite picture. They perceive 
the half-face as a whole; their brains complete the pictures. Bloom and 
Lazerson (1988) comment that this constructive aspect of perception helps 
explain why split-brain patients normally function well in their everyday 
lives. They also add how split-brain patients detect information 
supposedly only accessible to the other hemisphere. For example, if the 
left hand (controlled by the right hemisphere) is given a set of keys to 
identify, the left hemisphere might recognise the clinking sound and be 
able to say 'keys', even though neither sight nor touch of the keys is 
available to the left hemisphere. 
It is interesting to note that when the composite picture was shown the 
first time, the verbal left hemisphere dominated the right side and 
responded to the verbal cue given by the researcher. It also deserves 
mentioning that the conscious side (i.e. verbal left hemisphere) did not 
reflect the whole reality but that the patients are confident about the 
picture being normal. And yet all along the non-verbal side must have 
processed different information and could have provided the counter­
argument, if only it had verbal facility. 
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In a normal brain then, our verbal and non-verbal perception and 
cognition may hold an internal debate if conflicting information comes in. 
When we hesitate or when we cannot make up our minds, could it be 
because our brains are trying to solve the conflicts within? When we try 
to obtain verbal responses from subjects in interviews and questionnaires, 
we need to consider how verbal responses may best reflect the whole brain 
perception and cognition. 
One split-brain patient, P.g., reported in Gazzaniga (1978) is a unique case, 
revealing how each hemisphere is capable of having a totally different 
personality and consciousness. Due to the damage to his left temporal 
lobe early in his life, his right hemisphere had acquired enough facility in 
language that it could communicate with the researchers by spelling out 
answers to questions with Scrabble tiles. To the amazement of researchers, 
the two hemispheres differed in their preferences for careers, foods, and 
favourite television stars. This hemispheric difference has been 
confirmed with other split-brain patients through conflicting behaviours 
initiated by each hemisphere (Bloom &: Lazerson, 1988). 
What is revealing about the studies with P.g. is that they seem to provide 
evidence for a well-known psychological theory by Festinger (1957) of 
cognitive dissonance. According to this theory, all human beings feel a 
strong need to avoid disharmony between their actions and their beliefs. 
P.g: left language-dominant hemisphere, if noticing discrepancies in his 
replies between the two hemispheres, somehow incorporated the choices 
of the other half into its response, adding plausible reasons and justifying 
the apparent conflict. 
Gazzaniga (1970) explains this mechanism, The environment has ways of 
planting hooks in our minds, and while the verbal system may not know 
the why or what of it all, part of its job is to make sense out of the 
emotional and other mental systems and, in doing so, allow man, with all 
his mental complexity, the illusion of unified self. 
The studies with split-brain patients seem to have revealed that there can 
be verbal or non-verbal consciousness. Verbal consciousness is the kind 
that is readily associated with language: when we see a robin in the garden 
we are aware of both the sensory experience and the linguistic codes 
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regarding the creature. On the other hand, non-verbal consciousness may 
be felt, for example, when we have sensory mental representations of past 
events in our mind (e.g. a familiar face of an old friend, her voice, etc.) or 
when we experience some emotions; verbal labelling is somewhat more 
indirect and requires conscious effort. 
Chiba (1985) points out that it seems there are different degrees of 
consciousness. 'Full consciousness' is the most acute one: e.g. we pay full 
attention to a target object and thus we are aware of the object. There is 
also 'vague consciousness': e.g. an object is within our awareness but it 
remains in the background until we shift our attention. Jackendoff (1987) 
writes that consciousness is 'enriched' by attention, implying that while 
attention may not be essential for certain limited types of consciousness, it 
is necessary for full consciousness. Chiba (1985) speculates that attention 
appears to have limited capacity. Even when we think we are performing 
two things simultaneously (e.g. writing a thesis whilst listening to music), 
our attention is only able to serve one thing at a time. It seems that full 
consciousness switches according to where the attention lies. Thus during 
conversation, we could lose track of what is being said when we are too 
absorbed in watching the speaker's facial features. 
The stimuli from the internal organs or details of motor actions remain to 
be something we are not aware of: 'subconscious'. Some subconscious 
stimuli, however, may catch our consciousness: e.g. when our bowel starts 
to growl whilst taking an exam in a huge auditorium in dead silence, we 
might be able to consciously feel the bowel movement until the problem 
goes away. 
The illustration may summarise the above explanations of different kinds 
and degrees of consciousness: 
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Consciousness 
Subconsciousness /~
VerbalNon-verbal\Retrievable /".
(-attention) (+attention) I'"(-attention) (+attention) 2 1Non-retrievable 4 3 
9 
Non-verbo/ Verbal 

/'\ / (-attenti~~ttention) 

(-attention) (+attention) 6 5 
8 7 
Figure 3-3 Kinds of Consciousness 
Suppose we are helping a researcher as subjects in a reading experiment. 
We have just read an L 1 passage and are having an interview with a 
researcher. We have been asked to reflect upon our reading processes. 
Presumably the one with the easiest access is number 1 (i.e. verbal 
consciousness with attention) in the diagram illustrating the various 
kinds of consciousness. The knowledge about reading processes that 
comes from our expertise may give us further ease in our response. After 
reporting such information belonging to number 1, we may then shift our 
attention to report number 2 (i.e. verbal consciousness without attention). 
The researcher may help us with this procedure by asking us specific 
questions and urge us to focus on what we have not been fully aware of. 
We are also capable of verbalising number 3 (i.e. non-verbal consciousness 
with attention), making efforts to verbalise what can be retraced among 
the MDMR (multi-dimensional mental representations) we created 
during reading the text. If the text happens to be a very emotional one, we 
may be able to report how emotional we felt. 
Depending on the eagerness and mental! physical conditions, we may be 
able to report number 4 (non-verbal consciousness without attention). 
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Some background imagery may be included in this category. Again, the 
researchers' probe may influence the report. 
We sometimes experience, after a job interview for instance, suddenly 
remembering things we wanted to say. We knew that it was at the back of 
our minds but somehow we did not manage to articulate it during the 
interview. Such matters may belong to number 2 and 4 (i.e. verbal and 
non-verbal consciousness without attention). Furthermore, number 4 (Le. 
non-verbal consciousness without attention) seems to me to be one source 
of what we call a 'hunch', an 'intuition' or even 'inspiration'. 
The reading process is only possible as a result of multitudes of 
subconscious processes. Such subconscious mental acts may include 
parallel processing of visual prints, translating the printed words into 
sounds, constructing MDMR based on the text by cross-referencing with 
MDMR potentials in our memory, sensing the environment (e.g. seeing 
in the corner of our eyes the researcher who is trying not to be obtrusive; 
feeling slightly thirsty). The majority of subconscious processes, according 
to neuroscientists, are not available for conscious retrieval (number 9). 
Just like those involved in implicit learning, the routes of the neural 
paths of such subconscious events do not seem to coincide with those 
which can stimulate consciousness. 
Some of the subconscious processes, however, can be retrieved. For 
example, when the researcher reminds us one episode from the reading 
text used in the experiment, we may suddenly remember the phrases from 
the passage which puzzled us for a second (number 5 in the diagram). Or 
we might recall how we felt a vague sensation of thirst at one point 
(number 7). 
Sometimes (e.g. next day of the experiment), we may wake up, 
remembering some verbal and non-verbal aspects of the reading passage 
(e.g. some words, expressions, images) which had been buried in the 
subconsciousness (number 6 and 8 of the diagram). Some neural activities 
must have occurred while we read the text, which seem to have left some 
memory trace which is responsible for such delayed recall. The trace of 
such neural activities must have been triggered by some stimuli or 
emerged as a result of the removal of fatigue. I suspect number 6 and 
number 7 (verbal and non-verbal retrievable subconsciousness) may be 
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other sources of 'hunches', 'intuitions' or 'inspiration'. But unless the 
information is significant, this memory trace is likely to disappear sooner 
or later for good. 
Ultimately, in order to tap into the silent mechanisms of the reading 
process, I believe that we need to c~rrelate the insights gained through 
cognitive psychological probes (e.g. verbal protocols gained through 
interview, introspections and behavioural observations) and a cellular 
and molecular physiobiological analysis. 
The problem is that neural correlates and mechanisms of consciousness 
are still matters of controversy among neuroscientists. James (1890) 
thought that consciousness involved both attention and short-term 
memory; Crick and Koch (1993) believe that most psychologists today 
would support this view. Studies of amnesiac patients such as H.M. 
provide evidence that the ability to lay down long-term memories is not 
essential for consciousness. Crick and Koch (1993), in studying visual 
awareness, state 'attention is not solely a psychological concept; it also has 
neural correlates that can be observed'. They refer to several researchers 
who have been investigating the thalamus in the diencephalon as the 
organ of attention (p.l34) (N.B. the thalamus is a relay station of all the 
information coming into and out of the cerebral cortex: see section 2.6.1 in 
Chapter Two). Crick and Koch (1993) also point out that consciousness 
seems to be distributed not just on a local scale but more widely over the 
neocortex. They have proposed that rhythmic and synchronised firing 
among related neurons in the relevant networks may be correlates of 
consciousness but they adimit that evidence so far does little to support 
their hypothesis. 
The most promising of all the hypotheses, say Bloom and Lazerson (1988) 
is a theory of consciousness based on the cortex's columnar organisation 
(Mountcastle, 1978). All parts of the cortex, including the so-called 
association areas, are organised in columns (see Figure 2-3 in Appendix A 
page 3; refer back also to section 2.4 in Chapter Two for the description of 
cortical column). The basic unit, minicolumns are virtually identical in 
size in all parts of the cortex. These minicolumns consist of : 
1) target neurons that receive their major input from subcortical structures 
(e.g. the specific sensory and motor nuclei of the thalamus); 
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2) target neurons that receive their major input from other regions of the 
cortex; 
3) local-circuit neurons that connect the cells making up the minicolumn; 
4) output neurons that send messages from the minicolumn back to the 
thalamus or to other cortical regions or to targets in the limbic system. 
According to Mountcastle, the columns' intrinsic and extrinsic 
connections allow for dynamic and changing information flow through 
the system, with different pathways used according to the organism's 
needs. Through such pathways come not only information from the 
outside world but also existing internal information - memories, 
emotions, cognition. This simultaneous processing of external and 
internally generated information allows a continuous updating of 
perceptual images of oneself, which, when matched against external 
conditions, is the proposed mechanism for consciousness. 
Mountcastle's experiments with monkeys provide persuasive evidence of 
how certain neurons start to fire when the external stimuli (food or drink) 
matches with internal motivation. These sets of neurons seem to 
represent a general command function that is exercised in a holistic 
fashion - possibly something approaching monkey consciousness. Crick 
and Koch (1993) point out that the upper layers of cortex (see Figure 2-3 in 
Appendix A page 3) seem to be largely unconscious, whereas 'the activities 
in lower layers (layers V and VI) mostly correlate with consciousness' (p. 
136). According to them, these neurons in the lower layers are the only 
cortical neurons that project right out of the cortical system. Goldman­
Rakic (1993) demonstrates, in her studies of working memory during 
visual processing, how neurons in lower layers are deeply involved in 
predictive tracking of eye-movements (p.76). 
Mountcastle's hypothesis provides a theoretical framework which is 
scientifically testable. Efforts are being made to discover missing links 
between fragmented but seemingly related findings, especially in the field 
of consciousness in visual processing. Validation of such models must 
involve humans with some non-invasive methods. 
The study of consciousness, Fischbach (1993) asserts, 'has become one of 
the most exciting aspects of cognitive neuroscience' (p.14). The news 
reports we have seen recently of interdisciplinary projects on studies of 
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consciousness (e.g. Warwick, Oxford, Cambridge, University College of 
London reported in The Times Higher Education, 28/2/97) may be 
manifestations of the excitements felt by those involved in neuroscience, 
philosophy, psychology, and medicine. 
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Chapter Four THE Ll READING PROCESS 
In Chapter One, eight issues were identified regarding the reading process. 
In this chapter, I will consider each issue by reviewing relevant and 
representative studies in the field of reading research from around the 1970s 
onwards. The reason for the inclusion of the L1 reading models in the 1970s 
is because they represent epoch making major strands of thought in reading 
research. The three strands of models are often called the top-down, the 
bottom-up and the interactive models of reading. 
I will attempt to offer an alternative model in this chapter, synthesising the 
findings in current reading research and the neuroscientific insights we have 
gained in the previous chapters. 
Davies (1995) describes the interactive model (especially the model proposed 
in Rumelhart, 1977 and also the developed model in Rumelhart, 1984) as 
'currently the most influential model underpinning both L1 and L2 
approaches to reading (p. 63). Before proceeding to the actual discussion of 
the issues, however, we must clarify the term 'interactive' as a description of 
the reading process. As Grabe (1988) puts it, 'Throughout much of the ESL 
reading literature, the use of the word interactive proliferates. Such a 
proliferation, however, tended to obscure the importance that should be 
attributed to its more technical uses' (p. 56). 
Grabe identifies three kinds of interaction: 
1) 	interaction between the reader and the text (Grabe calls this 'reading as 
interactive process '): 
Reading is considered as the interaction that occurs between the reader 
and the text, an interpretative process. For example, Widdowson (1979) 
views reading as a kind of dialogue between the reader and the text. 
2) 	interaction between different sources of linguistic knowledge (Grabe call 
this 'interactive models of reading'): 
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The top-down, bottom-up, and interactive models were originally 
designed within the psycho linguistic and infonnation-processing 
paradigms. Reading research has greatly extended its scope since then 
(Pearson & Stephens, 1994). For example, current models (e.g. the Dual­
Coding Theory, Schema-Based theories, the Construction-Integration 
Model: see section 4.2 in this chapter) cannot be fully understood without 
referring to the development in schema theory and discourse analysis in 
the 1980s. However, the original framework established in the 1970s is 
useful in identifying how and why controversy in the field has come to 
exist and how researchers have responded in their construction of recent 
models. 
3) interaction between the macro and micro features of the text (Grabe calls 
this 'textual interaction'): 
Macro-textual features of the text may include text genres or text types 
whereas micro-textual features would signify components of the text (e.g. 
lexical specificity, clause coordination - see Biber, 1992). For instance 
studies by Biber (1985, 1992) and Grabe (1984, 1986) indicate that the 
linguistic elements of texts combine interactively to help create the 
'textuality' (i.e. what makes a text a text as opposed to a collection of 
sentences - see Grabe, 1988, p. 64). 
What is mainly dealt with in this section is the second category (i.e. 
psychological models) mainly because the readers' psychological process of 
reading is the main interest of this thesis. Furthennore, the first and the third 
kinds of interaction cannot be explained without referring to the second kind. 
Particular researchers and their models are chosen because they have 
achieved impact in reading research history and have contributed in creating 
conceptual frameworks for later developments in the field. 
Section 4.1 focuses mainly on the sensory processing side of the whole 
reading process. The part of the reading process in which the mental 
representation of the meaning is constructed will be discussed in section 4.2, 
when I examine major current reading models which take schema theory into 
account. 
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4.1 Sensory processing 
Issue 1 

Do we pay attention to each word in reading? 

When reading in chunks do we mark some words more than others? 

Or do we skip words, sampling only certain parts of the text which are necessary for 

hypothesis generation about the meaning ofthe text? 

Issue 2 

Is phonological transhltion from graphic display necessary before the meaning is 

extracted from the text? Ifnot necessary, is it useful? 

All the questions in Issue 1 and Issue 2 relate to units of perception in the 
reading process and how these units may be processed. I am using the term 
perception in a broad sense. The general tendency in the literature seems to 
be that the term 'perception!decoding' is often associated with sensory 
processing, whereas 'comprehension' relates more closely to cognition. Some 
researchers consider the two phenomena as separate and serial in occurrence 
(as in Samuels and Kamil, 1984). As I have noted in section 2.5 in Chapter 
Two, separating perception and cognition does not seem particularly useful 
or valid. Therefore my use of term perception in the present context covers 
the entire process of reading. In this sense, I agree with Rumelhart's (1977) 
contention that 'reading is at once a "perceptual" and a "cognitive" process. It 
is a process which bridges and blurs these two traditional distinctions' (p.573). 
The fact that I consider perception and cognition to be inseparable, however, 
should not mean that I am also negating the traditional association between 
the term perception and lower decoding process. When I use the term 
'perception', the sensory processing aspects of the reading process are being 
emphasised (e.g. section 4.1 in this chapter deal with mainly sensory 
processing aspects of perception). Likewise I would associate comprehension 
more readily with understanding the meaning of the text (as I do in section 
4.2 in this chapter). In sum, I oppose the notion that perception and 
cognition are two separate phenomena, but I do believe that the respective 
terms emphasise different aspects more than others. What is important here 
is that the domains of perception and cognition should not be considered as 
mutually exclusive. 
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By perceptual unit, I mean chunks of information which a reader takes in 
from a text during the reading process. Again the term 'chunk' is used very 
loosely so as to enable rough comparisons among different conceptualisations 
by various researchers and also to avoid terminological clashes, deriving from 
discrepancies caused by a number of reasons (e.g. researchers with different 
research purpose and background; dominant theoretical philosophies when 
models were built) (Samuels & Kamil, 1984). Furthermore, as I mentioned in 
sections 3.2 and 3.3 in Chapter Three, language can express so much at an 
abstract level. How strict and accurate we need to be in Signification must be 
appropriately weighed against the aim of the task. The main purpose of this 
section 4.1 is to: 
1) briefly review the pioneering reading models in the L1 reading process in 
psycho linguistics and in cognitive psychology in the 1970's so as to 
understand how current reading models in 90's have evolved; 
2) 	discuss how perceptual units are described in the literature as being 
involved in the entire process of reading; 
3) 	attempt to offer a synthesised view of the reading process in which a 
neural-based account is combined with our current views of perceptual 
units and of how they may interact in the reading process. 
4.1.1 Historical views 
Researchers in the 19705 tried to provide answers to the questions paused in 
Issue 1 and 2. Goodman (1973 b), a very influential psycholinguist, states: 
... the reader does not use all the information available to him. Reading 
is a process in which the reader picks and chooses from the available 
information only enough to select and predict a language structure 
which is decodable. It is not in any sense a precise perceptual process. 
(p.l64) 
His statement is based on his model of reading which he elaborated over 
many years (1965, 1967/1976, 1975/1988) by observing beginning L1 readers. 
During that period, Goodman and his colleagues amassed an extensive array 
of oral reading data to evaluate and support the key features of the model. 
His research demonstrated the strong procedural preference readers of all 
ages have for relying upon the meaning. Goodman recognises three textual 
cues that readers use: syntactic cues, semantic cues and graphemic (i.e. 
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knowledge of sound-symbol relationships) cues. In his oft-quoted model, 
readers need not (and the efficient reader does not) use all of the cues. 
Instead, readers use their existing syntactic and semantic knowledge 
structures, so that reliance on the visual perceptual information can be 
minimised. As the title of his well-known article 'Reading: a psycholinguistic 
guessing game' (1967/1976) represents, Goodman views reading as an 
ongoing, cyclical process: sampling from the text, predicting, testing and 
confirming or revising those predictions, and sampling further (see also 
Goodman, 1975/ 1988 for updates of his model). 
Smith (1971/ 1988), another renowned psycholinguist, also argues that skilled 
readers make more extensive use of their prior knowledge combined with 
orthographic (i.e. spelling), syntactic and semantic information extracted from 
the text rather than relying on the visual information of the text. Smith 
(1971/1988) hypothesises that, due to sensitivity to semantic and syntactic 
redundancy inherent in the text, the good reader develops hypotheses about 
upcoming words and is then able to confirm the identity of a word by 
sampling only a few features in the visual display of a new word. Since good 
readers have lightened the load of having to analyse the details of the text, 
they can process words faster. Poor readers, on the other hand, are less facile 
in their use of contextual redundancy and therefore make incorrect or few 
hypotheses. They have no other choice than to process more visual 
information in order to recognise a word, and thus read slowly. Smith's 
(1971/1988) view of reading difficulty is that, 'the more difficulty a reader has 
with reading, the more he relies on the visual information; this statement 
applies to both the fluent reader and the beginner. In each case, the cause of 
the difficulty is inability to make full use of syntactic and semantic 
redundancy, of nonvisual sources of information' (1971/1988, p. 221). 
From an Artificial Intelligence based point of view, Schank (1978) maintains: 
We would claim that in natural language understanding, a simple rule 
is followed. Analysis proceeds in a top-down predictive manner. 
Understanding is expectation based. It is only when the expectations 
are useless or wrong that bottom-up processing begins. (p.94) 
His view reflected the realisation among researchers who had attempted to 
produce computer models which simulate human text processing; it was 
found that comprehension of a text requires preprogrammed organised 
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knowledge of the world as well as knowledge of language (Schank & 
Abelson, 1977). Therefore his 'top' means the preprogrammed organised 
knowledge of the world which Schank and Abelson named 'script' (see 
section 4.2 for further discussion of preprogrammed organised knowledge of 
the world). 
Setting aside details and differences for the moment, all three views described 
above share the following conceptions in common. They hypothesise that the 
fluent reader: 
• makes use of previous knowledge 
• samples 	textual information in order to make hypotheses about the 
meaning 
• actively engages in hypothesis-testing as (s)he proceeds through the text 
• verifies hypotheses against a bottom-up textual analysis 
In short, the reading process is viewed as being driven by higher-level 
conceptual processes rather than by low-level stimulus analysis. The models 
which express such an approach are often referred to as the top-down 
processing models. According to this view, we do not focus on every part of 
the text, we pay attention only to the parts of the text necessary to create, test 
and confirm hypotheses about the content of the text. 
On the other hand, Gough (1972) proposes an opposing view, an information­
processing account of the reading process based on his laboratory studies of 
adult L1 readers. He maintains that, 'I see no reason, then to reject the 
assumption that we do not read letter by letter... the weight of the evidence 
persuades me that we do so serially, from left to right .... (p. 353). 
Gough's view represents the strong tendency in early cognitive theories 
which depict information processing as a series of discrete stages, with each 
stage transforming the input and passing on the recoded information on to a 
subsequent higher stage. Since the sequence of the processing operation 
proceeds from the incoming data to higher-level encoding toward 
comprehension, such conceptualisations are termed bottom-up processing. 
Note that researchers vary as to how phonological recoding is involved in 
reading research. Some consider phonological recoding as one of the vital 
stages (Gough, 1972; Laberge & Samuels, 1974). Others view phonological 
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recoding as one of the supplementary or optional routes to understanding the 
meaning (Spoeher, 1981; Goodman, 1975/1988). The role of phonological 
recoding in the whole reading process will be discussed further in section 
4.1.4. 
Samuels and Kamil (1984) summarised the two approaches in contrast: 'One 
way to look at the difference between the top-down and the bottom-up 
models is that the bottom-up models start with the printed stimuli and work 
their way up to the higher-level stages, whereas the top-down models start 
with hypotheses and predictions and attempt to verify them by working 
down to the printed stimuli' (p. 212). Note that, in their pure form, both 
approaches appear to assume serial processing. 
Thus, so far, the responses to the questions in Issue 1 and 2 from the seminal 
papers display complete contradiction. Both the top-down and the bottom­
up' models received criticisms. Top-down hypothesis-testing models, for 
example, could not explain what happens if the reader has little knowledge of 
the topic and cannot generate predictions. Even if the reader could generate 
hypotheses, the amount of time necessary to make predictions may be greater 
than the amount of time the skilled reader needs simply to recognise the 
words. In the first place, guessing may not be the most reliable way of 
processing the input; for instance, research reports that even skilful adults are 
unable to guess the word from the context correctly more than twenty-five 
per cent of the time (Gough, Alford, & Holley-Wilcox, 1981). Stanovich (1980, 
1984) and Adams (1994) provide ample research evidence that argues against 
Smith's claim (1971) that the good reader makes use of knowledge sources 
whereas the poor reader relies heavily on orthographic processing. In fact, in 
many cases, research shows quite the opposite phenomena: skilled readers 
are less sensitjve to contextual effects than poor readers. It is not the good 
readers in many cases but the poor readers who try to compensate for their 
weakness in featural, orthographic, and/ or lexical knowledge by making use 
of contexts and their previous knowledge. 
The bottom-up, serial, stage-by-stage models of reading, on the other hand, 
were criticised for not having any mechanism to allow for the information 
contained in the higher stages of processing to influence the analysis at lower 
stages. Rumelhart (1977), based on many empirical data, argues persuasively 
that the flow chart formalism of bottom-up models does not explain context 
effects: e.g. the perception of a letter depends on the surrounding letters; the 
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perception of words depends on the syntactic environment the word is 
embedded in; the meaning of what we read depends on the general context in 
which we encounter the text. Matlin (1994) illustrates this point by a very 
simple example: 
If-\E Mf-\N Rf-\N 
In his example, the same letter-like symbol repeated in the middle of each 
word can readily be interpreted as 'H', 'A', and 'A' due to the syntactical 
context of the sentence. 
Rumelhart (1977) proposes an alternative reading model to serial 
information-processing models. His model allows simultaneous parallel 
processing of orthographic, lexical, syntactical and semantic knowledge 
which could account for the research results indicating the interactive nature 
of the reading process. Thus his model is often quoted as a representative 
example of interactive processing models in a sense that higher level stages 
can interact with the lower stages of the reading process. 
As part of the exploration of what exactly is meant by the statement 'reading 
is an interactive process', I will provide below a summary of Rumelhart's 
(1977) interpretation of interactiveness: 
1) Graphemic input is firstly held in temporary visual store to be analysed 
into features. 
2) These critical sensory features are processed in the central processing area 
called the 'Pattern Synthesizer'. 
3) 	The Pattern SyntheSizer also receives non-sensory information from the 
various sources of knowledge: 
i) knowledge about the orthographic structure of language and about the 
probability of various strings of characters; 

ii) knowledge about lexical items in the language; 

iii) knowledge about the syntactic possibilities and probabilities; 

iv) knowledge about the semantics of the language and about the 

contextual and pragmatic meaning of the language. 
4) The 'Most Probable Interpretation' is produced as the product of reading. 
Thus, all of the various sources of knowledge, both sensory and nonsensory, 
come together at one place (i.e. the Pattern Synthesizer) and the reading 
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process is the product of the simultaneous joint application of all the 
knowledge sources. 
Rumelhart (1977) quite rightly points out, however, that many writers have 
suggested that different types of information interact in the reading process. 
He maintains that what really matters is to be able to specify what actually 
happens in the Pattern Synthesizer in psychologically testable terms. 
Therefore he goes on to describe his computerised system named the 
'message center' which substantiates the theoretical mechanism of the Pattern 
Synthesizer. Since the details of the message center are not directly relevant 
to this thesis, only the most relevant and distinctive aspects of the model are 
summarised below: 
• 	 Rumelhart conceptualises that the message center can be represented as a 
three-dimensional space; one dimension representing the position along 
the line of text in the horizontal axis, another dimension representing the 
level of the hypothesis (phrase level, word level, letter level, etc.) in the 
vertical axis; and the last dimension representing alternative hypotheses at 
the same level in the third axis. 
• 	 Rumelhart identifies six different levels in which hypotheses can be 
considered: feature level, letter level, letter-cluster level, lexical level, 
syntactic level, and semantic level. In processing a text, the hypotheses can 
be generated at any level. The reader employs constraints from all levels 
concurrently in the process of constructing an interpretation of an input 
string. 
• 	 Rumelhart elaborates on the six knowledge sources which inform the 
message center: featural knowledge which he considers to be the basic 
level of processing; letter-level knowledge; letter-cluster knowledge; 
lexical-level knowledge; syntactical knowledge; and semantic-level 
knowledge. He warns that the list of six knowledge sources is not an 
exhaustive one. 
• 	 Rumelhart emphasises that all these knowledge source are designed to 
operate in both a bottom-up and top-down mode simultaneously. For 
instance, suppose there is a phrase in the horizontal axis of the message 
center waiting for the knowledge sources to respond. An example of 
bottom-up processing may be initiated by the letter and letter-cluster 
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knowledge. A convergent hypothesis as well as some alternative 
hypotheses may be formulated at these two lower levels. Then the lexical 
knowledge at a higher level, may scan these hypotheses made at the letter 
cluster and letter levels, the lower level knowledge source. If lexical 
knowledge approves of the convergent hypothesis produced in the lower 
levels, the hypothesis at the lower level is strengthened due to the further 
convergent lines of evidence. Note that the process in this example 
happens to be bottom-up but the feedback from the higher level (i.e. lexical 
knowledge) influences the lower stage (i.e. letter-cluster and letter level), 
Other alternative hypotheses at the lower stages without such convergent 
feedback from the lexical level are relatively weakened. 
On the other hand, top-down processing may happen, for instance, when a 
reader is knowledgeable about the topic of the text. A hypothesis about a 
lexical item may be postulated from either semantic or syntactic levels, the 
knowledge source in higher levels evaluates the hypotheses by cross­
referencing with the hypotheses produced at the lower levels (e.g. letter­
cluster and letter level) and the 'conclusion' is eventually fed into the 
message center. 
So far in our review of the 1970's representative propositions, a lack of 
consensus emerges as to the units of perception. For example, Goodman 
(1%7/1976) identifies the grapheme as a unit of perception whereas Gough 
(1972) separates graphemic and phonemic proceSSing. Rumelhart's model 
(1977) makes more detailed and extensive specifications of various features 
(e.g. visual features, letter, letter-cluster, word, clause, sentence and 
discourse) than the previous models (e.g. Goodman, 1%7/1976 and Gough, 
1972). Researchers also disagree as to how 'their perceptual units' are 
processed during the reading process. For instance, the top-down and 
interactive models of reading, contrary to the claims of the bottom-up 
theorists, seem to support the possibility that different parts of the texts may 
receive varied analytical scrutiny. 
4.1.2 Current views 
Since the 1970s, much research has been done to clarify what exactly happens 
from the moment the eyes meet the text and also to verify the earlier models. 
Let us now update our understanding about how we may perceptually 
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process a text by briefly reviewing the developments in related reading 
research in the 1980s and the early 1990s. 
Adams (1994), based on her extensive review and her own studies in word 
recognition, summarises the findings since the 70s. Research revealed that, 
surprisingly, a text in English seems to be read by fluent readers in 'what is 
essentially a left-to-right, line-by-line, word-by-word process' (p. 845). 
Adams explains that: 
In general, skilful readers visually process virtually each letter of every 
word they read, translating print to speech as they go. They do so 
whether they are reading isolated words or meaningful connected text. 
They do so regardless of the ease or difficulty of the text, regardless of 
its semantic, syntactic, or orthographic predictability. There may be no 
more broadly or diversely replicated set of findings in modern 
cognitive psychology than those that show that skilful readers visually 
process nearly every letter and word of text as they read. (For reviews, 
see Adams, 1990; Patterson & Coltheart, 1987). p. 845. 
Adams points out that research has long shown that skilful readers are 
relatively indifferent to the shapes of the words they read (Woodworth, 1938). 
Adams (1979) demonstrated that even when the letters that make them up are 
randomly sampled from a variety of type styles and sizes in both uppercase 
and lowercase fonts, skilful readers recognised familiar words as a whole. At 
the same time, skilful readers seem to visually process virtually every letter of 
every word in meaningful connected texts as well as isolated words, and this 
happens even when they are reading cursive handwriting (De Zuniga, 
Humphreys, & Evett, 1991). 
Skilful readers, even though they process the text in a bottom-up manner, 
rarely think about individual letters or words as they read. At a conscious 
level, they may not even notice obvious misspelling since letter recognition 
has become integral to their reading process. Studies show, however, 'even 
the slightest misprint, tucked deep within a long and highly predictable 
word, tends to be detected by the visual systems of skilful readers; detection 
is signalled by readers' eyes flicking back to the misprint to make sure the 
type was seen correctly (McConkie & Zola, 1981), (Adams, 1994, p.841). 
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Research also negates the claim that skilful readers use contextual guidance to 
preselect the meanings of the words they are going to read. Although it 
appears as if contexts preselect the appropriate meanings, research 
demonstrates that it is not the case. Seidenberg et al (1982) review research 
on solving ambiguity of texts and state that all the possible meanings of 
ambiguous word are aroused in the course of perception. The selection and 
assignment of the appropriate meaning of the ambiguous word is done 
within a very short period of time (within a tenth of a second) - too quickly 
for us to become aware of the confusion. The speed of solving ambiguity of 
the text gives the impression of the context preselecting the meaning; 
however, in reality meaning is selected while the language is being processed. 
Even though her extensive literature review has led Adams (1994) to 
emphasise 'essentially a left-to-right, line-by-line, word-by-word' (p. 845) 
nature of the reading process in English, she is not advocating a serial 
bottom-up processing. Instead she proposes a model of reading in which 
four processors (i.e. Orthographic, Phonological, Meaning and Context) 
interact in a coordinating manner as illustrated below. 
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Reading Writing Speech 
Modeling the Reading System: Four Processors 
Adams, 1994, p.844 
She acknowledges that her model has incorporated the insights of 
connectionist models (alias Parallel Distributed Processing (PDP) models) 
(Rumelhart, McClelland, and the PDP Research Group, 1986). 
Connectionists have gained wide currency in the late 1980s in Cognitive 
Science (the significance of their contribution is described in Johnson-Laird, 
1988, p. 174-194). In essence, they try to incorporate the neural mechanism of 
the brain into the computer simulation of the mental processes (e.g. language 
processing). Unlike a conventional computer which works serially, parallel 
distributed computers allow networks to be activated simultaneously, as 
neural networks do in the brain. Note that one of the proponents is 
Rumelhart and that, in his interactive model (Rumelhart, 1977), he was 
designing a computer system in which different levels of text processing 
occur in parallel. In PDP conceptualisation, Rumelhart no longer assumes a 
'message center' in which all the information gathers; instead, he envisages a 
system in which knowledge resides in the distributed connections in the 
networks themselves (McClelland, Rumelhart & Hinton, 1986). 
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Note also the similarity of the connectionists' claim to the theory of the 
multistage integration of neuroscientific accounts, for instance, of visual 
processing proposed by Zeki and his colleagues (Zeki, 1993) (see section 2.5 
in Chapter Two). There is a major difference, however, in the ultimate 
research goal of the neuroscientists and that of the connectionists: 
neuroscientists aim to discover the biochemical and physiological nature of 
nervous systems, whereas connectionists are interested in discovering the 
human information processing mechanisms which can be materialised in the 
form of the computer programmes. The connectionists' models are 'neurally 
inspired' (Rumelhart & McClelland, 1986) to the extent that they have taken 
certain aspects of the biophysiological mechanisms of the brain. As Rumelhart 
himself clearly states, however, their models are not intended to illustrate the 
neural nature itself: 'we have, by and large, not focused on neural modeling 
(i.e., the modeling of neurons)' (p. 130). It is one of the contentions of this 
thesis that the narrow focus of the connectionists on the information­
processing mechanisms mediated via computer models leads to an inevitable 
lack of consideration of the fundamental non-verbal functions of the brain 
(see Chapter Two and Three in this thesis). 
Adams (1990; 1994) explains how the four processors (i.e. orthographic, 
phonological, meaning, and context) all simultaneously issue and 
accommodate information to and from each other. Each processor consists of 
many simpler units of knowledge that have become linked to, connected 
with, or associated with one another through experience. For example, the 
orthographic processor represents the knowledge of the visual images of 
words. Within it, individual letters are represented as interconnected bundles 
of more elementary visual features, whereas printed words are organised as 
interrelated sets of letters. Likewise, pronunciation is constituted by the 
phonological processor as a complex of elementary speech sounds. 
She emphasises that the distinction among the different processors is mostly 
for descriptive convenience: 
The associations among pieces of knowledge depend not on the 
processor in which each resides, but on the ways in which they have 
become interrelated or connected through experience. Indeed, the 
links among any set of representational units are nothing more than a 
cumulative record of the ways in which those units have been related 
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to one another in a person's experience. The more frequently a pattern 
of activity has been brought to mind, the stronger and more complete 
will be the bonds that hold it together. Ultimately it is these bonds, 
these interrelations - as they pass excitation and inhibition among the 
elements that they link together - that are responsible for the fluency of 
the reader and the seeming coherence of the text. p.843 
Her explanation above typically represents the connectionists' view of the 
interactive and interrelated nature of neurally inspired computational 
networks. 
To illustrate how the four processors cooperate, imagine a skilful reader 
fixating on the letters of a word in a text. The distinctive features in the visual 
stimuli will activate the orthographic processor (e.g. letter, spelling patterns) 
and also pronunciation (e.g. phoneme), and meaning (e.g. meaning units) 
with which they are compatible. At the same time, using its larger knowledge 
of the text, the context processor evaluates rival candidates so as to maintain 
the coherence of the message. Each processor searches for the identity of the 
word, whilst relaying its progress back and forth with the other processors. 
The more convergence among the hypotheses produced by processors, the 
stronger and faster their resolution will be. 'With recognition initiated by the 
print on the page and hastened by the connectivity both within and between 
the processors, skiHul readers access the spelling, sound, meaning, and 
contextual role of a familiar word almost automatically and simultaneously' 
(Adams, p. 844). 
4.1.3 	 A synthesised view of the reading process - orthographic 
processing 
My questions posed at the beginning of section 4.1 are still unanswered: what 
are the perceptual units and how are these units processed in the L1 reading 
process? I would now like to provide my hypotheses in response to these 
questions. I will attempt to describe the mechanism of perception in a 
coherent sequence, starting from the moment the prints stimulates the retina. 
I will do so by combining the findings in studies in reading research and the 
insights identified in neuroscience in previous chapters. 
For the sake of argument, let us suppose that a proficient L1 reader is reading 
a text. (S)he happens to have abundant time. (S)he is relaxed in a 
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comfortable environment. (S)he finds the text to be interesting and (s)he is 
reading it for pleasure and for intellectual stimuli. In other words, what we 
are interested to find is the readers' psychological I neural process during 
reading of a meaningful text in a natural setting. 
The declaration above that we are interested in the natural reading process 
reminds us of a sobering fact. Though they are valuable and significant, we 
must be fully aware of the limitations of some of the research experiments: 
the subjects are often university student volunteers (often specialising in 
psychology); experiments are done in controlled laboratory environments; 
the texts used in the experiments are not always meaningful and the length of 
the text may not be longer than a paragraph. This is due to an unfortunate 
dilemma that invariably haunts researchers in humanistic science. If we 
pursue the natural process in loose experimental settings, we are often left 
with very general complex results which are hard to interpret with many 
variables at play. If, on the other hand, we control the variables in a strict 
experimental setting, we may be able to gain a reliably clear result but it may 
have little generalisability for the natural reading process. I will take up this 
issue later when I consider the implications of the synthesised model in this 
chapter. 
Eye-movement research informs us that our eyes do not move smoothly 
while we follow the line of text in reading (For a review, see Just & Carpenter, 
1987). Instead, the eye fixation lasts briefly allowing the eye to resolve up to 
three or so letters to the left of its fixation point and about twice that many to 
the right during each fixation (Adams, 1994, p. 845) before jumping to the 
next some 10 to 12 letter spaces to the right (Samuels & Kamil, 1984). 
In reading, the print stimulates the retina. Neuroscience describes in detail 
routes and manners of sensory parallel processing (see section 2.5 in Chapter 
Two for details). The receptors (e.g. rod and cone cells in the retina) are 
genetically programmed to merely receive. Each kind of cells responds to the 
kind of stimulus it specialises in (e.g. brightness, contrast). The retinal cells 
pass neural information through the intermediate stations, which process the 
information and pass it on to the relevant cortical fields. By the time the 
retinal neural information reaches the cortex, the cortical cells are known to 
include not only simple cells which respond in a retina like manner but also 
complex cells which are able to extract other information from their sources 
about the size, shape and movement in terms of slits, bars or edges (Hubel 
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and Wiesel, 1979 for a detailed description of this process in vision). Bloom 
and Lazerson (1988) call the cortical simple cells 'dot detecting neurons' and 
the cortical complex cells 'pattern detecting neurons'(p105). Note that the 
lower level (Le. retina-like) dot detecting neurons and higher level pattern 
detecting neurons coexist and cooperate; there seems to be no hierarchy 
between the two. 
It is only when the bits of neural information reach the cortex that 
information is then passed on to association areas of the cortex for cross­
referencing. Thus starts the reconstruction of the holistic mental 
representation of the visual information of the external stimuli. 
The following implications can be observed from the visual processing of the 
text described so far: 
1) As far as the structures of the receptive organs indicate, every word is 
likely to receive a non-discriminatory gaze by the eyes. 
2) The print is sensed separately as visual features by the receptor cells in the 
retina. These features are separately and serially passed on to the higher 
processing stations without interacting with other features. 
3) The serial processing of each visual feature is done in parallel. Therefore, 
the primary visual cortex and the parietal cortex receive large amount of 
different information almost simultaneously through separate routes. 
4) The different areas in the visual cortex, after receiving various pieces of 
information about the visual features of the print, cross-reference and 
integrate the information by synaptically communicating with each other in 
the visual association areas (see section 2.6.5 in Chapter Two). 
The units of perception in neuroscientific terms are the visual features which 
receptor cells in the retina and simple and complex cells in the cortex are 
genetically programmed to respond to. 
How are these integrated visual images created in the cortex recognised as 
letters, letter-clusters, or words? Recognition of visual patterns as language 
depends on further processing at the language areas in the cortex and also 
relies on referencing against the memory. I will now attempt to describe such 
135 

Chapter 4 - The L1 Reading Process 
sequence of word recognition. I will do so by making use of an example used 
in Adams (1994) and McClelland & Rumelhart (1981). 
Suppose our eyes land on the word the in the text. The featural information 
received by the retina will reach the primary visual cortex and parietal cortex 
to be integrated into visual images. These images are synaptically passed on 
to the language processing areas in the cortex to be recognised as language 
(Section 2.7 in Chapter Two describes this language processing in details). 
The word the is one of the most frequent words which appear in our use of 
English: in neural terms this means that the networks in the language cortex 
in relation to the word the are activated frequently. As I have explained in 
section 2.9 in Chapter Two in relation to learning and memory, frequent 
activation of the networks and their synaptic connections leads to the 
anatomical changes which constitute learning and memory. Once strong 
circuitry learning has taken place, any part of the networks could spark the 
interconnected potential networks to fire readily in coordination. 
Furthermore frequent activation of the networks results in many interwoven 
neural pathways. Recognition of the word the is easy and fast because 
extensive and robust networks already exist in memory. The whole word 
may seem to be recognised nearly at once, hanging together in our mind as a 
familiar, cohesive spelling pattern. 
Now suppose our eyes landed on a non-word tqe. Because this string of 
letters is very similar to the word the, our orthographic memory may 
influence our perception. The processing of visual features of each letter will 
start first. The featural units of t and e will pass stimulation to corresponding 
letter neural networks. Note that such activation may trigger the networks 
responsible for forming the featural unit h. This is possible because the neural 
networks of related matters seem to be stored closely nearby (see section 2.7.2 
in Chapter Two for the discussion of how memory is stored according to the 
assigned category). Furthermore, the networks in memory which respond to 
the whole word unit as a visual impression (i.e. the shape of the whole word) 
may misfire by activities of t and e. This time, however, the featural network 
for h receives no direct stimulation; instead the featural network for q is 
activated. Moreover, since q is almost always followed by u in English, the 
featural networks for q may therefore excite the u network. 
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Note that there is a conflict between 'the directly stimulated networks from 
actual components of tqe' and 'the indirectly stimulated additional networks 
of the and qu'. Eventually the direct visual stimulation from the page will 
override the indirectly stimulated wrong hypotheses of the and qu and we 
will see correctly the print as tqe. The word recognition in this case could take 
longer than processing the. One of the major reasons is that the processing of 
unfamiliar letter combinations relies heavily on the processing of each letter 
independently without the support of various network routes in memory. 
Another major reason is that processing 'familiar-looking unfamiliar letter 
combination' induces conflicts· between direct stimuli from the print and 
indirect stimuli from neural associations stored in memory. 
How integrated visual images may be recognised as letters and words by 
interacting with memory may be summarised as follows (N.B. see page 135 in 
this chapter for 1) to 4) that precede the following stages): 
5) The integrated visual images made up of features (i.e. brightness, contrast, 
slits, bars and edges) are passed on to the language areas. 
6) The integrated visual images are recognised as letters in the language areas 
in the brain by cross-referencing with memory. The processing of the 
images and recognising the letters may take somewhat different neural 
activity patterns, depending on the interconnectivity of the neural 
networks in the existing memory (as was described in the case of the and 
tqe). 
7) A familiar word may be processed fast and easily in many ways whereas 
an unfamiliar word may be analysed independently letter by letter. 
Through frequent activation, the networks become extensive, robust and 
interwoven. The familiar letter strings of a word, for example, may be 
processed by interwoven networks associating the neighbouring letters, 
letter-cluster, and whole word. Adams (1994) states, 'Ultimately, it is the 
learned associations between and among individual letters that are 
responsible for the easy, holistic manner in which skilful readers respond 
to printed words'. 
8) Familiar-looking unfamiliar words may take slightly longer time in word 
recognition: a part of the familiar network activity may mistrigger 
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associative networks in memory in conflict with the data, thus, possibly, 
causing confusion to be repaired by verifying against the data. 
The neural descriptions above seem to help us account for the kind of 
phenomena studied in research quoted in Rumelhart (1977). For example, 
more letters are known to be apprehended per unit time when a word is 
presented (e.g. alligator) than when a string of unrelated letters is presented 
(e.g. rllaagtio) (Huey, 1908/1968). Similarly, more letters can be apprehended 
in a nonsense letter string which conforms to English orthographic rules (e.g. 
vernalit) than in a nonsense letter string which does not (e.g. nrveiatl) (Miller, 
Bruner, & Postman, 1954). Such phenomena occur because a string of 
unrelated letters requires independent featural analysis without the support 
of more quicker holistic word recognition routes stored in memory. Another 
phenomenon reported in Rumelhart (1977) is that letter strings formed either 
by deleting a letter of a word or replacing one or two of the letters of the word 
are often clearly perceived as the original word (Pillsbury, 1897). This could 
be an example of a case in which the indirect processing of holistic word 
recognition supported by memory overrode the direct processing of the data 
in the text. As regards the speed of letter-recognition versus word­
recognition, Gibson and Levin (1975) report how we seem to be able to 
manage more information by taking a larger chunk of coherent information: 
within one tenth of a second, skilled readers recognise three or four letters; 
during the same period, however, they are able to recognise about four 
words, which consist of about twenty letters. 
The neural accounts of word recognition help us explain the individual 
difference among established readers. Different readers may recognise a 
word differently according to the kinds and frequency of the association with 
the word. Neural models also help us explain the developmental difference 
between beginning readers and skilled ones. For instance, beginning Ll 
readers are known to read slowly letter by letter 
It is very important to note here that the indiscriminate gaze of the eyes which 
was noted in 1) on page 135 does not guarantee equal weight in processing of 
letters or words. Instead the strength and extensiveness of learned networks 
in the cerebral cortex seem to have a vital influence on how the letters and 
words are recognised. We must remember, therefore, that the results of the 
eye-movement studies should not hastily be interpreted as direct indication of 
cognition: the movements of the gaze only imply that the data in the text are 
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being processed; the content and the quality of the processing are reliant on 
the cortical activities. 
So far the discussion in my synthesised view of word recognition has been 
mainly on the perceptual units of 'visual features', 'letter' and 'one-syllable 
word' level. Studies of how a polysyllabic word is processed reveal that 
letter-clusters seem to be a very important perceptual unit. There is plenty of 
research testifying the importance of our ability to break up words into 
chunks (e.g. syllables, morphemes) in fluent word recognition. And this 
discussion of letter-clusters eventually makes us realise the vital role that 
phonological processing plays in the perceptual processing of reading. 
Research using irregular strings of letters (e.g. gtsi, ynrh) has helped us realise 
that our visual system, despite its remarkable and efficient identification 
ability, is quite poor in processing letter order. This characteristic affects 
skilful readers as much as unskilled ones (Estes, 1977; Adams, 1979). Why, 
then, are skilful readers reported to almost never make mistakes in recalling 
the order of the letters in words they read, when poor readers may often fail 
to do so? Likewise, research shows that good readers rarely err in reporting 
the order of the regularly spelled nonwords (e.g. borne, mave). It seems 
skilful readers possess some ability which can compensate for our inherent 
difficulty with letter order. 
One way, which skilful readers are good at, is to learn about likely and 
unlikely sequences of letters in the words in the language. And this is where 
the phonological aspect of language comes in. Adams (1994) points out that 
'for any language that is basically alphabetic, strings of speech sounds that 
can be co-articulated tend to be represented by frequent sequences of letters, 
while those that cannot, are not' (p. 874). She takes the example of the 
sequence Idr_ I as a frequent and pronounceable letter-cluster - as in drip, 
dress, drag, draw, drive, etc - while Idn_ I is not. Adams (1994) 
introduces statistics that the letter sequence I dr_ I is 40 times more likely 
to occur in print than the sequence Idn_ I (Mayzner & Tresselt, 1965). 
Through the learned associations in the reader's letter-recognition network, 
the letters d and r will automatically boost each other's perceptibility when 
seen in print, while the letters d and n will not' (Adams, 1994, p. 847). 
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Unlikely letter sequence such as dn cannot occur in the same syllable, Adams 
continues, but they can and do occur at syllable boundaries (e.g. midnight, 
boldness, kidnap, Sidney). According to Adams (1994): 
the likely combinations of letters promote and attract one another, 
emerging perceptually as a cohesive spelling pattern. At the same 
time, however, the unlikely pairs inhibit and repel each other, thus 
pushing separate syllables apart. As a result, the perceived letters are 
tightly bound to one another within syllables but somewhat detached 
at the boundaries between syllables. In this way, polysyllabic words 
are perceived as sequences of spelling patterns corresponding to 
syllabic units. p. 847 
In order to illustrate the above assertion, Adams (1994) suggests that we try 

reading the following words: 

trypsinogen, anfractuosity, prolegomenous, interfascicular. 

She reckons that we would pronounce the word in a manner much closer to 
syllable by syllable than holistically or letter by letter. 
Research shows that skilful readers' ability to read long words depends on 
their ability to break the word into syllables (Mewhort & Campbell, 1981). 
Adams (1994) reports that laboratory studies prove that skilful readers break 
words into syllables automatically and in the very course of perceiving their 
letters. In contrast, poor readers characteristically stumble on long, 
polysyllabic words - even when those words are familiar within their oral 
vocabulary . 
Interestingly enough, we can break words not only into syllables but also into 
morphological units. For example, the word information can be syllabically 
broken as in-jor-ma-tion; on the other hand, the morphemic division is in-form­
ation. Note that syllabic units and morphological units do not coincide. 
Research does show that skilful readers are perceptually sensitive to the roots 
and affixes of polysyllabic words (Manelis & Tharp, 1977; Taft, 1985). A well­
developed sensitivity to morphological clues may be useful for inferring the 
meanings of unfamiliar words. For instance, discovering that can means 
'with' and fid means 'trust' or 'faith' would make the meaning of the word 
confidence clearer. Morphological knowledge would help in guessing the 
meaning of words like concurrent and convenience or like fidelity and bona fide. 
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'All such advantages notwithstanding' says Adams (1994, p. 852) 'research 
demonstrates that adult readers of English are surprisingly oblivious to the 
morphological structure of words (Kaye & Sternberg, 1982), and efforts 
specifically intended to teach children about the derivational morphologies of 
words have yielded mixed results Qohnson & Baumann, 1984; Otterman, 
1955)'. 
In perceiving letter-clusters, should beginning readers (or L2 learners for that 
matter) be encouraged to focus on the syllabic letter-clusters or morphological 
ones? The former connects orthography with phonology whereas the latter, 
orthography with morphological meaning. Research has demonstrated that 
the spelling patterns to which children are asked to pay attention to during 
instruction significantly influence the patterns to which they attend during 
word recognition (Juel & Roper/Schneider, 1985). Adams (1994) concludes 
that even when and if the worth of lessons on derivational morphology is 
firmly demonstrated such instruction may be best postponed until the later 
years of schooling. She refers to the research which indicates that for 
purposes of facilitating word recognition, the familiarity with patterns that 
occur in a large variety of words is most helpful Quel, 1983). In this sense, 
learning the syllabic partition may be more useful at the beginning stage than 
the morphological division. Adams' conclusion seems sensible when we 
consider the fact that derivational morphology is mainly suitable for words 
with Greek or Latin origin, whereas orthography-phonology connection 
seems to be more fundamental in the reading process, as will be discussed in 
the next section. 
It is interesting to note that Adams (1994) warns against explicit teaching of 
orthographica1.rules to children. She claims that 'The knowledge underlying 
automatic syllabification skills cannot be directly instilled. Mainly because: 
one cannot specify spelling patterns corresponding to syllabic units or 
their boundaries independent of the larger orthographic context in 
which they occur. That is, one cannot take any given letter string - say, 
par- and proclaim it to be a syllabic unit. Sometimes it will be (par-tial, 
par-take), and sometimes it will not (part-ly, pa-rade). In syllabifying 
words, the orthographic processor responds to the relative strengths of 
the interletter associations. p.848 
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Instead Adams emphasises the importance of providing abundant perceptual 
learning with support and encouragement e.g. helping learners break words 
into syllables, beneath-frustration-Ievel reading, writing, spelling, phonics 
instruction, etc. 
4.1.4 	 A synthesised view of the reading process - phonological 
processing 
Regarding phonological processing during the reading process, the literature 
seems to vary as to the term, definition and the significance given to its role. 
As for terms used for phonological processing, for example, Goodman (1%7) 
called it phonological recoding. He differentiated 'decoding: meaning is 
directly extracted from grapheme' from 'recoding: meaning is extracted after 
grapheme has been recoded into phonemes'. Other terms for phonological 
processing in reading include: 'phonological translation' (e.g. Adams, 1994), 
'subvocalisation' (e.g. Davies, 1995) or 'subvocal reading' (e.g. introduced in 
Richards et aI, 1992). 
All these terms refer to the phenomenon in which readers seem to pronounce 
words silently while reading, sometimes accompanying slight movements of 
the articulatory organs (e.g. tongue, lips, vocal chords). Some researchers 
define phonological processing as a vital stage of the reading process that all 
readers go through (e.g. Gough, 1972). Others attribute phonological 
processing to poor reading behaviour (Fry, 1965). 
In my review of the representative reading models in the 1970s in section 
4.1.1, it was revealed that researchers vary as to the level of significance they 
attribute to the contribution of phonological recoding during the reading 
process. In fact, up to the present day, the capacity for rapid and easy 
phonological recoding from print in order to extract the meaning of the text is 
often not explicitly considered (e.g. Rumelhart, 1977), treated as optional (e.g. 
Goodman, 1%9; Smith, 1971, Rayner and Pollatsek, 1989), or even dismissed 
as dysfunctional (e.g. Fry, 1965; Nuttall, 19%; Willis, 1996). 
There is research showing that skilful readers do not depend on phonological 
processing for recognising familiar words (e.g. Spoehr, 1981). Considerable 
evidence is available, however, that shows that skilful readers 'automatically 
and rather irrepressibly' (Adams, 1994, p.854) translate spellings to sounds as 
they read (Perfetti, Bell, & Delaney, 1988; Tannenhaus, Flanigan, & 
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Seidenberg, 1980; Van Orden, 1991). Research also confirms that knowledge 
of grapheme-phoneme correspondences is intimately related to the 
acquisition of basic reading skills in beginning readers (e.g. Hoover & Gough, 
1990; Juel, 1988; Tunmer, Herriman, & Nesdale, 1988; see Tunmer, 1992 for 
reviews). Adams (1994) strongly argues, based on her extensive review of 
the literature, that 'such spelling-to-sound translations are vital to both fluent 
reading and its acquisition' (p. 842). 
What is phonological processing? Is phonological processing a must, an 
option, or a bad habit? How is phonological processing involved in the 
process of reading? What is the significance of phonological processing in 
reading? In exploring this controversy regarding the term, definition and role 
of the phonological processing, consideration of some biophysiological 
constructs and constraints seems useful. 
In section 2.7.2 in Chapter Two which deals with the specific cortical areas for 
language processing, convincing anatomical and clinical evidence was 
reviewed which seems to indicate that reading may in fact be sound-based. 
After all, spoken language long preceded written language in human 
evolution and all human young learn to speak and to comprehend spoken 
language before they learn to read or write. 
The recognised specialisation of the neocortex and the neural activities and 
the processing paths seem to clarify some confusion as to the terms and 
definitions. For language comprehension, there are separate and specialised 
cortical areas for processing visual patterns and locations (primary visual 
cortex), for connecting visual patterns with auditory forms (angular gyrus), 
and for recognising speech sounds and connecting them with meaning 
(Wernicke's area). For language production, meaning and speech sounds 
seem to be organised first in Wernicke's areas, then the signals are passed on 
through special a pathway (arculate fasciculus) for further coordination of 
grammar and fully accomplished speech sound (Broca's area). For actual 
pronunciation, the signals must be transferred to the relevant areas of the 
motor cortex, which control articulatory organs and muscles. 
When we synthesise our understanding of the relevant cortical areas with the 
range of phenomena recognised in reading research, we can differentiate a 
variety of terms and definitions given by the reading researchers. For 
example, silent reading in mind may mainly refer to comprehension processes 
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involving neural activities in visual cortex, the angular gyrus and the 
Wernicke's area. When silent reading in foct involves quiver of articulatory 
organs, additional activities in the arculate fasciculus and the Broca's area 
should be taking place in the reader's brain. The articulatory organs only 
show slight movements, probably because the signals from Broca's area are at 
a subdued level. Finally when the rea~er is actually sounding out words, signals 
sent from the Broca's area to the motor cortex must be much more powerful 
in comparison. Furthermore, the articulated sound is then monitored in the 
primary auditory cortex, which is then passed back to Wernicke's area for 
recognition. This means that, in the third kind, all the cortical areas related to 
comprehension and production are activated and reactivated; in other words 
more investment of energy is being forced. Note that articulation can be more 
readily controlled at will at the conscious level. Note also that the last kind 
(i.e. articulating what you are reading) would take much longer compared 
with reading silently or with slight articulatory movement because it involves 
coordinating muscle movements and monitoring. 
Skilled readers seem to make use of all the three kinds of phonological 
processing depending on their purpose at the time. For example, reading 
with articulation may be the slowest compared to the other two but it seems 
to help the readers to consciously focus their attention on what is being 
physically pronounced. It is also a very effective way of earning time and of 
securing more opportunities, through voluntary repetition, for processing of 
an unfamiliar word. 
Let us now consider the function of phonological processing in the reading 
process. Is phonological processing an integral or optional part of the reading 
process? 
Considering biophysiological constraints yet again provides us with clues. 
As was noted on page 138 in the previous section 4.1.3, our visual system, 
regardless of levels, has limited capacity in terms of processing letter order. 
Visually familiar words may be recognised and understood with no need for 
phonological recoding as Spoehr (1981) points out. In the light of neural 
account of learning, however, for such instant and effortless visual 
recognition of words to happen, visual learning of the order and sequence of 
letters through frequent activation of neural paths is an absolute prerequisite. 
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Resear~ on word counts of reading materials for adult and also for 
beginning readers, however, testify that printed words vary enormously in 
their frequency and the vast majority of content words are rarely 
encountered. Tunmer & Hoover (1992) review word count studies of 
children's basal readers and point out that 'beginning readers are continually 
encountering words that they have not seen before and may not set eyes on 
again for sometime. Adams (1994) reports the result of analysis of the 
everyday reading matter of adults in that 'the vast majority of distinct words 
in print are relatively infrequent - occurring less than once in every million 
words of running text' (p.855). In other words, The person with an average 
daily diet of print would be lucky to have seen many of these words even 
once in a whole year's worth of reading' (ibid. p. 858). Apart from certain 
vocabulary which we encounter very often, even skilled readers may only be 
able to achieve rather weak and incomplete visual memory of the multitude 
of words they are expected to know. The evidence above urges us to consider 
a more powerful system which compensates for weak visual memory in word 
recognition and reading. 
In word recognition, sounding out a word could help both beginning readers 
and fluent readers to make use of existing sound-meaning resource in 
recognising the meaning of visually unfamiliar words which may be within 
their oral! aural vocabulary. Furthermore, unfamiliar long words can be 
broken into syllabic components, which helps the readers to search for sound 
identification. Connecting spelling to sound in tum is a good way of 
orthographical learning. A new system (spelling) is acquired in connection 
with the existing one (sound-meaning). From a neural point of view, this 
event of recognising visually unfamiliar words through phonological routes 
means that the visual processing networks have connected with the already 
established oral! aural phonological networks. Such connections result in, on 
one hand, faster processing time and in saving processing energy. 
Establishing an interwoven expansion of networks in this way, on the other 
hand, eventually leads to fast and automatic word recognition supported by 
parallel processing through various neural paths as can be observed in skilled 
reading. 
Phonological translation in reading seems to have even more crucial functions 
beyond word recognition: it reduces the demand on the limited capacity of 
our working memory during syntactical and semantic processing in reading a 
longer stretch of text. 
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As is reviewed in section 2.9.3 in Chapter Two, working memory is the kind 
of memory which is used to coordinate and to cross-reference the new 
incoming sensory information with the relevant long-term information stored 
in long-term memory when solving a problem at hand. Working memory is 
known to be a limited resource: it can only actively handle small quantities of 
materials at one time. Working memory is also believed to require conscious 
attention. 
How is working memory involved in the reading process? The notion of 
working memory serving as a temporary verbatim store of the linguistic 
message during the comprehension process has been very influential in 
guiding research on language understanding (Baddeley, 1986; Gathercole & 
Baddeley, 1993). Skilled readers are reported to encode connected discourse 
in phrasal units (Adams, 1980; Levin & Kaplan, 1970; Schlesinger, 1969). 
Adams (1994) updates our understanding that 'the language comprehension 
system is designed to work with whole, cohesive grammatical units - whole 
phrases' or sentences' worth of words - at once' (p. 856). This seems to 
happen regardless of whether in listening or reading tiarvella, 1971; Kleiman, 
1975). The words are interpreted on line, but the they are more fully digested 
when the phrase, clause, sentence or utterance is completed (Clark & Clark, 
1977; Just & Carpenter, 1987). It is during these end-of-sentence pauses that 
listeners or readers actively construct and reflect upon their interpretations. 
Eye-movement studies inform us that, due to eye spans, we can process a 
limited amount of visual stimuli at one time. This means that the tentative 
meaning extracted on-line from chains of words in the text must be kept in 
the working memory for integration at the syntactical boundaries when the 
reader/listener can construct the overall meaning of the utterance or text. 
Phonological processing seems to reduce the demand on working memory at 
least in three ways. Firstly, phonological processing provides more 
economical and efficient ways of processing larger stretches of text by making 
use of existing robust sound-meaning neural routes established through 
experience. Secondly, phonological processing extends the longevity and 
holding capacity of its verbatim memory by voluntary rehearsals. Lastly, it 
helps the reader chunk the textual data into a length which is more or less 
comparable to the working memory capacity. Since the first and second 
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contributions of phonological processing to language processing have been 
discussed in relation to word recognition, I will focus on the third one below. 
Tunmer and Hoover (1992) claim that: 
Reading is now generally viewed as a derived skill that builds on 
spoken language; the reading process is thought to be grafted onto the 
listening process. ...This suggests that in order to learn to comprehend 
text, preliterate children must discover how to map the printed text 
onto their existing language, ... p. 179 
If we view 'reading as a derived skill that builds on spoken language', we 
seem to be able to synthesise separate but related strands of studies and form 
a coherent interpretation regarding the role of phonological processing in the 
reading process. 
One such strand of studies is chunking in the L1 speaker's oral data. 
Richards et al (1992) define chunking as the division of utterances into parts; 
the constituents in each part bond together as a unit; and meaning can be 
extracted separately chunk by chunk in the process of language 
comprehension. For example, Richards et al explain that the sentence 'It was 
because of the rain that I was late' may be divided into two parts - It was 
because of the rain and that I was late - and the meaning of each part can be 
worked out separately. 
Radford (1988) maintains that native speakers possess intuitive knowledge of 
constituent grammar, the relationships between the parts of sentence. Recent 
studies in L1language acquisition provide support for such a claim. Research 
conducted on infant-directed speech has provided clear evidence that 
important syntactic units are often marked prosodically in the input (e.g. 
Fisher, 1991; Jusczyk et aI, 1992; Lederer & Kelly, 1991; an extensive review is 
available in Mandel et aI, 1994). Furthermore, perceptual studies indicate that 
infants are attuned to the kinds of prosodic cues that correlate with major 
grammatical structures Ousczyk at aI, 1992; Kemler Nelson et ai, 1989). In 
other words research provides critical evidence that the prosodic markers of 
linguistically relevant units, which are available in the speech infants hear, are 
also cues that infants are perceptually sensitive to. 
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There is empirical evidence which show how sentence intonation influences 
memorability of meaning. Weener (1971) found that school-aged children, 
ranging from kindergarten to third grade, recalled significantly more words 
presented with sentence intonation than without. Shepard and Ascher (1973) 
replicated and extended these findings in a study involving first-graders, 
fifth-graders and college freshmen. 
Kintsch & Van Dijk (1978), in their study of the semantic structure of texts, 
state their observations regarding chunking in L1 speech that 'a good speaker 
attempts to place his or her sentence boundaries in such a way that the 
listener can use them effectively for chunking purposes' (p.368). It is also 
interesting to note that Kintsch & Van Dijk speculate that sentence grammar 
may have 'evolved because of the capacity limitations of the human cognitive 
system, that is, from a need to package information in chunks of suitable size 
for a cyclical comprehension process'. 
Chafe (1982) reports that 'spoken language exhibits important prosodic 
units ... (called) intonation units' (p.397). In speech, syntactic boundaries are 
marked by prosodic cues. Speakers drop their pitch and pause at the end of 
every sentence; by dropping their pitch, they let their listeners know that it is 
the end of the utterance. By pausing, speakers let the listeners have time to 
process their message. 
It seems that L1 speakers seem to possess 'auditory imagery' described by 
Long (cited in Chafe, 1982). Chafe (1982) claims that 'people who read aloud 
nearly always produce intonation units whose length lies within the normal 
range for ordinary spoken language' (p.424). This comment brings in the 
strand of studies comparing silent reading and oral reading. Daneman and 
Carpenter (1983) found that 'the similarities between silent and oral reading ... 
are more striking than the differences' (p. 579). In both, immediate 
integration processes include the detection and resolution of inconsistency. 
Seeming contradictions cause readers, both silent and oral, to pause; and 
these pauses occur at boundaries. Just and Carpenter (1987) confirm their 
finding by reporting that the skilful readers mimic the rhythm of oral reading 
in their eye-movement: they march their eyes through the sentence from 
beginning to end; they pause and think at the syntactical boundaries. 
In sum, phonological processing seems to be an indispensable part of the 
reading process. What seems to happen in the L1 skilled reading process is 
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that the reader parses phonologically the chunk of text, connecting, 
integrating and gradually building up the whole picture. During this process 
working memory plays a vital role. The pause at the syntactical boundaries 
gives the reader time to connect and integrate; this act somehow seems to free 
the working memory for the next processing cycle (this effect of connection 
and integration process will be dealt with in the next section 4.2 regarding 
mental representation). The reader may struggle when there is some 
processing difficulty (e.g. ambiguity, contradiction), then the reader may 
consciously try to verbally rehearse the phrase or sentence to extend the 
longevity of the verbatim in the working memory. 
" 	 The auditory system of sensory processing is temporal in contrast to the 
spatial processing of the visual system. The temporal processing system is 
designed to remember and to process temporally sequential information. The 
auditory system has a supporting articulatory system which can readily be 
controlled at will. Thus it seems to make sense that the reader naturally relies 
more heavily on phonological processing in response to the sequential 
demands of language processing. 
It may be worth adding the report of research results in which skilful readers 
are prevented from subvocalising (Baddeley, 1986; Gathercole & Baddeley, 
1993; Levy, 1978; Waters, Caplan, & Hilderbrandt, 1987). The skilful readers 
were given two tasks simultaneously: one task was to constantly vocalise a 
word or a number (e.g. the, two) in order to suppress subvocalisation; the 
other task was to interpret a text. It was found that suppression of 
subvocalisation does not impair the readers' capacity to interpret single, 
familiar words or simple sentences ; however, it severely disrupted their 
ability to remember or to comprehend long or complex sentences. 
It should also be noted that auditory memory is reported to be highly 
sensitive to the pace with which information arrives (Dempster, 1981). If a 
beginning reader takes too long to identify successive words, the beginning of 
the sentence will fade from memory before the end has been registered. 
Automatic, fast and effortless word recognition seems to be a prerequisite for 
processing a longer stretch of text at syntactical boundaries (Daneman & 
Tardif, 1987; Perfetti, C. A., 1985). 
One more major advantage should be mentioned regarding the involvement 
of the phonological processing in the reading process. In oral 
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communication, prosodic features add pragmatic meaning to general 
meaning framework provided by lexical and syntactical sytems. For example, 
Coulthard (1985) demontrates how prominence (i.e. a phenomenon in which 
a sound or syllable stands out from others in its environment in utterances) 
marks informativeness. In other words, it differentiates information between 
what has been interactionally given and what is new. One of his examples 
involves three sets of dialogues: 
1) Question: Which card did you play? 

Answer: / / the QUEEN of HEARTS/ / 

2) Question: Which queen did you play? 

Answer: / / the queen of HEARTS / / 

3) Question: Which heart did you play? 

Answer: / / the QUEEN of hearts / / 

The three responses of the example differ only in terms of the assignment of 
prominence: the lexical and syntactical components are the same. In all three 
responses the general framework of meaning is given by the lexis and syntax 
as inherent in the language system. However, in order for communication to 
succeed in each dialogue, this general semantic framework requires further 
pragmatic interpretation. To begin with, both interlocutors should be aware 
of an extra-linguistic factor, the conventional composition of the pack of 
playing cards. Such convention limits the set of possibilities of meaning and 
its significance in a given situation. What becomes clear from this set of 
examples is that intonation is critically concerned with marking situationally 
informative items; it differentiates what is known from what is new. 
Furthermore, intonation, tone of voice, pitch, stress - all these prosodic 
features playa vital role in spoken language in marking pragmatic functions, 
conveying speaker's attitudes and intentions (Brazil, Coulthard & Johns, 1980; 
Carter & McCarthy, 1995; Carter & McCarthy, 1997; Coulthard, 1985). Note, 
however, written discourse provides no such clues except for punctuation 
marks and occasional visual markers such as capitalisatiqn. The segregation 
of phrasal and clausal units and inferring the pragmatic meaning from the 
text is left largely to the reader. Reading in this sense presumes syntactical 
and pragmatic sophistication on the part of readers. Qne of the main 
questions of this thesis is whether 1.2 learners, even at an advanced level, 
possess the kind of auditory images similar to those of L1 skilled readers; 
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what sort of phonological processing do L2 learners experience during their 
reading of written discourse? (see Chapter Five for more discussion). 
4.1.5 Concluding remarks on sensory processing 
In this section 4.1, two issues are explored regarding the decoding aspects of 
the reading process. The following are the issues and my response which 
summarises the arguments so far. 
Issue 1 
Do we pay attention to each word in reading? Men reading in chunks do we mark 
some lOOTds more than others? Or do we skip lOOTds, sampling only certain parts of 
the text which are necessary for hypothesis generation about the meaning ofthe text? 
It seems that during the gaze, the cerebral cortex is engaged in the analysis of 
elements of incoming processed stimuli, cross-referencing with memory, 
integrating the processed elements to construct a mental representation 
(which will be elaborated in the next section). Since the whole process 
requires intricate procedures of dividing and recombining, it seems plausible 
to assume a different range of processing times required for different parts of 
the text. For example, some words or structures may take longer to process; 
possibly because the word is unfamiliar, the structure is complex; the reader 
may not be able to instantly connect the code to equivalent non-verbal 
representation stored in memory. 
The main implication that neuroscience seems to indicate, however, is that 
analysis and synthesis and mental representations are but only means to 
achieve the end i.e. to guide the being to a better state. We do not read to 
analyse the text for reconstruction's sake. We read because there is an 
incentive for doing so: because we gain pleasure, because we learn about 
ourselves and our environment, possibly because reading tends to promise 
some instrumental advantage in society, etc. If there is no incentive, the 
reader may decide to abandon reading, unless perhaps the reader happens to 
be an L2 learner. 
Therefore, it seems to me that we may read in a left-to-right, word by word 
manner but that our cortex seems highly unlikely to pay equal attention to 
every part of the text. The difference of attention we pay may largely depend 
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on processing demands from the text and the interest and value given to the 
reading behaviour by the reader at that particular time. 
Issue 2 
Is plwnological translation from graphic display necessary before the meaning is 
extracted from the text? Ifnot necessary, is it useful? 
Based on many strands of evidence I would strongly argue that reading is 
sound-based and that phonological processing contributes to the capacity of 
the human visual processing system and working memory. Phonological 
processing connects word recognition with syntactical and semantic 
processing. Furthermore, phonological processing help the reader infer many 
pragmatic markers implicitly expressed in the written discourse (e.g. the 
attitude of the writer, sarcasm expressed in the character's word, the aesthetic 
effect the author intended) and it helps the reader to personalise the text. 
4.2 Mental representation 
Issue 3 
Do we fonn a mental representation of the text when we read? If so, what form of 
representation can it be - proposition, mental image, etc.? Is it amodal, unimodalor 
multi-modal ? 
Issue 4 
It seems that many readers report a phenomenon in which the text induces images in 
their minds during reading. What are these images? What are their functions? Do 
all the readers have them? Are they different from individual to individual? 
In the previous section, my synthesised account on how the print on the text 
may be processed was described mainly in terms of so called lower-level 
decoding aspects of the reading process. I would now like to consider higher­
level mental representation, which is inseparable from sensory perception but 
distinctive in a sense that it mainly refers to processing of the meaning during 
reading. 
Contemporary views of comprehension generally seem to contend that 
meaning is actively constructed by the mind of the reader through the 
interplay between the textual information and the reader's knowledge and 
reasoning. This view contrasts with a more traditional view in which 
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communication is viewed as the encoding and decoding of thoughts 
mediated by linguistic codes (see Sperber and Wilson, 1986, p. 1-64 for details 
of the historical accounts). Such a traditional view of comprehension faded 
when it was realised that the linguistic components of the text can only 
partially explain coherence in communication. One of the striking examples 
was revealed in the field of artificial intelligence: researchers discovered that 
it was impossible to programme computers to understand natural language 
without equipping them with an extensive knowledge of the world (Minsky, 
1975; Schank and Abelson, 1977). 
Realisation of the inadequacy of the traditional view leaves us with many 
crucial questions. If the role of the reader is to actively construct the meaning, 
what is the mechanism of such meaning construction? Does it mean that the 
reader constructs a mental representation of the text content? If so, what form 
does mental representation take? If the reader constructs the meaning based 
on the text which only provides partial clues, how can communication 
between the writer and the reader take place? What form is the knowledge of 
the world in the reader's mind? How do such mental resource derived? How 
is the textual data and the existing knowledge of the readers interact in the 
comprehension process? 
These questions have inspired research in various fields such as information 
processing, cognitive psychology, and applied linguistics (especially in 
pragmatics, discourse analysis and reading research). I shall review the three 
influential current reading comprehension models (i.e. schema-based 
theories, proposition-based theories and image-based theories) which attempt 
to answer these questions. 
4.2.1 Schema-based theories 
Researchers in artificial intelligence (AI) (e.g. Minsky, 1975; Schank & 
Abelson, 1977; Winograd, 1975) devoted a large proportion of their attention 
to the nature and organisation of knowledge of the world. They studied the 
mechanisms of human cognition and memory for the purpose of applying 
insights to their design of artificial intelligence. For example they applied 
Bartlett's (1932) concept of schema, which the British psychologist himself 
defines as 'an active organisation of past reactions, or past experience' (p. 201). 
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Sir Frederic Bartlett is acknowledged as the one who used the term schema in 
the sense it is used today (e.g. Beaugrande and Dressler, 1981; Carrell & 
Eisterhold, 1983; Cook, 1994; van Dijk and Kintsch, 1983; Widdowson, 1984). 
His work (1932) is considered a classic because he propounds the basic 
principle of schema theory in language comprehension: that text is 
interpreted with the help of a knowledge structure activated from memory 
(Chapter 10, p.197-215). 
The fact that schema theory provides powerful insights into coherence in tum 
attracted discourse analysts, cognitive psychologists and reading researchers 
(Anderson & Pearson, 1984; Carrell & Eisterhold, 1988; Fillmore, 1976; 
Rumelhart, 1980; Rumelhart & Ortony, 1977). Note that the terms, the 
definition, and the functions of schema show variations among researchers 
(e.g. 'scenarios' introduced in Sanford & Garrod, 1981; 'frame' by Minsky, 
1975; 'script' by Schank and Abelson, 1977; Carrell and Eisterhold, 1983 and 
Cook, 1994 provide some other varieties). 
I will firstly summarise the proto-typical schema-based theories by taking an 
example used in Rumelhart (1980). 
Consider the following brief passage: 
Business had been slow since the oil crisis. Nobody seemed to want 
anything really elegant anymore. Suddenly the door opened and a 
well-dressed man entered the showroom floor. John put on his 
friendliest and most sincere expression and walked toward the man. 
Rumelhart (1980, p. 43) claims that most people generate a rather clear 
interpretation of this story. John is a car salesman fallen on hard times. He 
probably sells rather large elegant cars ('most likely, Cadillacs' adds 
Rumelhart). Suddenly a promising customer enters his showroom. John 
wants to make a successful sale. So he tries to make a very good impression 
on the man. He also wants to start his sales talk. Thus, he makes his way 
over to the man. 
Rumelhart uses this passage to illustrate how schema (i.e. an abstract and 
general knowledge structure stored in memory which derives from past 
experience) helps different readers to construct a remarkably consistent 
interpretation of the text: 'As the sentences are read, schemata are activated, 
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evaluated, and refined or discarded' (p.43). He had a number of readers 
describe their on-going interpretation after each sentence. Rumelhart 
describes how people gradually come to the final interpretations: 
The first sentence is usually interpreted to mean that business is slow 
because of the oil crisis. Thus, people are inclined to believe that the 
story is about a business that is suffering as a result of the oil crisis. 
Frequent hypotheses involve either the selling of cars or of gasoline. 
A few interpret the sentence as being about the economy in general. 
The second sentence, about people not wanting elegant things any 
more, leads people with the gas-station hypothesis into a quandary. 
Elegance just does not fit with gass stations .... 
The third sentence clinches the car interpretation for nearly all readers. 
The are already looking for a business interpretation - that most 
probably means a SELLING interpretation - and when a well-dressed 
man enters the door he is immediately labeled as someone with 
MONEY - a prospective BUYER. The phrase shOUJroom floor clearly 
invalidates the gas-station interpretation and strongly implicates 
automobiles, which are often sold from a showroom. ... 
Finally, with the introduction of John, we have an ideal candidate for 
the seller. John's actions are clearly those stereotypic of a salesman. 
John wants to make a sale and his "putting on" is clearly an attempt on 
his part to "make a good impression." ... p.44 
Thus, Rumelhart argues that in order to understand this passage the readers 
must activate schemata such as BUSINESS, TYPE OF BUSINESS, BUY or 
SELL, MERCHANDISE, MONEY, BUYER, and SELLER. Schema is 
hypothesised as an overall network (or possibly a tree) of prototype meaning. 
Each schema consists of subschemata which represent the conceptual 
constituents. Thus, the SELLER schema may include subschemata such as 
characteristics and motives of a salesperson, goods, settings, etc. The BUYER 
schema, on the other hand, would include characteristics, needs and wants, 
money, etc. 
From a schematists' point of view, a typical reading process involves: 
1) selection and activation of the relevant schemata which exist in the mind 
whilst decoding a text 
2) evaluation of the fit between the data and the activated schemata 
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3) interpretation of the text combining the meaning extracted from parts of 
the text and the evoked schema 
4) integration to construct the overall mental representation of the text 
In relation to decoding, schematists hypothesise that the meaning of the text 
is extracted in some ideational form other than a natural language. Such 
abstract form of meaning is sometinies called 'conceptual construction' or 
'mentalese' (e.g. Cook, 1994). A considerable body of human recall studies 
indicate that memory of wording fades quickly and that long-term memory is 
stored in some kind of semantic form (Bransford & Franks, 1971; Sachs, 1%7; 
see Sanford & Garrod, 1981 for an extensive review). AI schematists, for 
example, try to simulate this phenomenon by translating natural language 
into computer codes. 
In relation to selecting the appropriate schemata, AI theorists (e.g. Bobrow & 
Norman, 1975) suggest two-way direction schema activation: namely 
conceptually driven and data-driven. In conceptually driven mode, some 
words in the text (e.g. business, showroom floor) stimulate a whole schema 
(e.g. selling a car) in a reader's mind. This whole schema in tum activates its 
parts - subschemata (e.g. car salesman, sales talk, putting on, customer). In 
data-driven mode, on the other hand, some words in the text (e.g. business, 
slow, oil crisis) may activate a few subschemata (e.g. oil-related business, 
selling of gasoline, selling of cars) which in tum activate a whole schema (e.g. 
economical crisis). The more subschemata are activated, the more likely it is 
that the relevant whole schema will be activated, too. 
During evaluation, the selected schemata are tested against the sampled 
textual data, the reader can infer and fill in the missing gaps in the text, solve 
ambiguity, and make plausible predictions. This leads to interpretation, the 
core of comprehension, in which meaning is constructed by combining the 
decoded text and the existing schema. 
If, on the other hand, the hypotheses based on the activated schema keep 
contradicting the incoming textual data, the reader may discard the schema in 
favour of different ones and continue the new schema activation cycles until 
(s)he finds a satisfactory fit between the mental representation of the text and 
the evoked schemata in the mind. If the reader do not possess an appropriate 
schema or fails to find a configuration based on similar schema, the text will 
appear disjointed and incomprehensible (Bransford, 1979; Bransford & 
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Johnson, 1973; Stein & Albridge, 1978). This may cause the reader to 
abandan reading (e.g. Bransford, Stein, & Shelton, 1984). 
Finally, during integration, the interpreted parts are synthesised to construct 
the meaning of the whole passage. 
In sum, schema theory is a theory about knowledge in the mind: it 
hypothesises how knowledge is organised in the mind and how it is used in 
processing new information. Comprehension, according to the schematists, 
happens when a new experience (be it sensory or linguistic) is understood in 
comparison with a stereotypical version of a similar experience held in 
memory. 
A number of criticisms of schema theory have been advanced (see Alva & 
Hashier, 1983; Carver, 1992; Johnson-Laird, 1983; Paivio, 1986, p. 224-229). 
To begin with, schema theories do not explain well how the mind creates, 
destroys, and reorganises schemata. This weakness was rightly 
acknowledged by Bartlett (1932), when he reiterated the need for the theory to 
explain this (p. 202-212). Secondly, schema theories cannot explain why or 
how some readers manage to understand texts even without having 
corresponding schematic knowledge Oohnson-Laird, 1983). Furthermore, 
authentic texts are shown to be far too complex to allow readers to easily 
select and apply appropriate schemata (Cook, 1994). A chema is, as it were, a 
prepackaged system of knowledge. Such a fixed structure seems to be too 
inflexible and cannot adapt readily enough to the demands imposed by the 
ever-changing context we find in texts. This problem has led some AI 
schematists (e.g. Schank, 1982) to modify their models. 
The most comprehensive critique of schema theories can be found in Alba 
and Hasher (1983). They identify assumptions common to all schema theories 
and review empirical studies that support each assumption. Then they 
provide counter-evidence from the research in the past fifteen years and 
argue that alternative non-schematic accounts have more explanatory power 
than that of schema theories. Consider, for example, the interpretation stage 
of schematic text processing. Schematists claim that interpretation of the text 
involves inferencing and integration of the textual message with the existing 
schema in the mind. Details of the text are lost, resulting in integrated or 
even distorted (in terms of the deviation from the original text) recall 
protocols Oohnson, Bransford, & Solomon, 1973; Mandler & Johnson, 1977; 
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Thorndike, 1976). If this is the case, their theory predicts that product of 
reading in memory would consist only of schema-relevant, schema­
containing mental representation and that irrelevant details are no longer 
available. A large number of memory studies, however, testify that in fact 
memory is far more detailed than schematic processes would allow: details 
of an object or event are stored regardless of their relevance to schema; 
accurate lexical and syntactic information is available along with the semantic 
meaning of the text; memory of a topic does not seem to consist of a tightly 
integrated set of all the relevant information; separate identification can be 
made between what was in the text and what aspects of prior knowledge 
were applied to the text. Alba and Hasher conclude their paper by stating: 
'we think it clear that the stored record of any event is far more detailed than 
prototypical schema theories imply. Contemporary theories of memory 
cannot disregard the richness of the stored trace' (p.22S). 
4.2.2 Proposition-based theories 
Proposition-based models offer different explanations regarding the 
psychological representation of meaning and its relationship with semantic 
memory in the reader's mind. A proposition is an abstract entity which is not 
entirely free from definitive variety even when we restrict our search to 
psychological process models. Generally a proposition seems to mean the 
minimal unit of mental representation of meaning. A brief review of the 
literature would reveal that propositions are defined in many different ways. 
For example: (N.B. underlines are added in order to highlight the varieties) 
• 	 'Propositions are true or false objects. They are abstract in that they do 
not directly correspond to either words or pictures. Their structure is not 
analogous to the structure of the objects they represent' Oohnson-Laird, 
1983, p. 148) 
• 	 'propositions are the smallest units of knowled~e that can stand as separate 
assertions; the smallest units that can be true or false' (McNamara et aI, 
1991, p. 491) 
• 	 'propositions are the basic meanin~ which a sentence expresses. 
Propositions consist of (a) something which is named or talked about 
(known as the argument, or entity) (b) an assertion or predication which is 
made about the argument' (Richards et aI, 1992, p.297) 
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• 	 'Propositions are assumed to be single idea units, composed of two or 
more abstract word concepts stored in semantic memory. The first word 
is a relation, the others arguments. Propositions and word concepts may 
be represented by one or more words in the surface structure. Like 
schemata, they are assumed to be amodaL completely abstract information 
structures' (Sadoski & Paivio, 1994, P. 589) 
• 	 'propositions can be considered as the smallest unit of text that can 
logically be proven false. Texts are assumed to be broken down into 
propOSitions, which consist of predicates and arguments. Predicates are 
typically the relationship between objects, while the arguments are the 
objects and concepts mentioned in the text' (Weaver, III & Kintsch, 1991, p. 
233) 
(For a history of the term, see Gale, 1967) 
Kintsch and Greeno (1985) describe proto-type proposition-based discourse 
processing. Firstly a deep meaning structure is extracted from surface 
linguistic codes. Note the similarity between the schematists and the 
proposition based theorists in that both assume that some kind of deep 
meaning structure is abstracted from the surface linguistic codes in the text 
for the meaning construction to begin. The difference, however, is that 
proposition-based theorists conceptualise the deep structural unit of meaning, 
called a propOSition, as the substance extracted from text. 
Since a proposition is an abstract mental unit, we cannot physically see its 
form or experience it. in any way. Therefore, researchers have devised a 
notation system to represent proposition. If we follow the most well-known 
and oft-used notation system by Kintsch and van Dijk (1978), the sentence 'A 
series of violent, bloody encounters between the police and Black Panther 
Party members punctuated the early summer days of 1969' can be 
represented as seven propositions: 
(SERIES, ENCOUNTER) 

(VIOLENT ENCOUNTER) 

(BLOODY ENCOUNTER) 

(BETWEEN, ENCOUNTER, POLICE, BLACK PANTHER) 

(TIME: IN, ENCOUNTER, SUMMER) 
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(EARLY, SUMMER) 
(TIME: IN, SUMMER, 1969) p.377 
Note, by providing an example from Kintsch & van Dijk (1978), I have 
demonstrated that there are two distinct uses of the term 'proposition': one to 
mean a notational physical unit and the other to mean an unobservable 
mental unit. The notational unit is a device for researchers' convenience, 
whereas the mental unit is a theoretical concept in pursuit. 
According to Kintsch and Greeno (1985) in their explanation of proto-type 
proposition-based discourse processing, to construct even a single 
proposition requires an appropriate knowledge to be retrieved from stored 
knowledge. The stored knowledge is made up of nodes of propositions 
which can constitute as associative net. In reading a text, the slots of the nets 
must be compared with the text and some missing slots must be filled, in 
guided by the text. In this way a reader produces a whole text base in his/her 
mind by combining the propositions and knowledge - knowledge about 
language as well as knowledge about the world. This proposition-based 
explanation of the meaning reconstruction stage of the reading process again 
sounds very similar to that of the schematists: in proposition-based theories 
the reader's text base derives from combining the propositions and the stored 
knowledge; Carrell (1988), from a schematic point of view, proposes how text 
can be interpreted in the interaction of the text and existing formal schema as 
well as content schema. 
The main difference between schema theories and propositional theories, 
however, relates to the conceptualisation of the construct of knowledge and of 
how knowledge facilitates textual interpretation. Kintsch, an influential 
figure regarding the theorisation of proposition in discourse processing, 
dispenses altogether with the assumption of semantic nets, frames, scripts, 
and schemata in his recent work (Kintsch, 1994). Instead he proposes the 
construction-integration model which is represented by a computer-based on­
line meaning construction system. Such a system does not assume the 
overriding guidance or control of pre-existing schemata; instead it 
hypothesises distributed potential propositional networks which allow more 
moment-to-moment flexibility and varied responses to novel textual 
environment. According to Kintsch (1994), knowledge is a minimally 
organised associative net which interconnects positively or negatively with 
other nets to generate the required knowledge structure in the course of 
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reading. Kintsch (1994) acknowledges connectionists such as Rumelhart and 
McClelland (1986) for providing the theoretical grounds for the notion of the 
interconnected nature of the knowledge. 
Kintsch's model (1994) is different &om previous proposition-based models as 
well. When the text-base is constructed combining propositions and existing 
knowledge, a whole cluster of incoherent and potentially contradicting 
propositions are produced. This contrasts sharply with the previous models 
(e.g. Kintsch & Greeno, 1985; van Dijk & Kintsch, 1983) in which only a single 
proposition was rigidly produced from a corresponding part of text. 
According to Kintsch (1994), the rough text base in the new model has the 
great advantage of flexibility and context sensitivity. The loose assembly of 
potential meaning, he also claims, yields well in the integration stage, where 
the networks find configuration · as though it knows the rules' (Rumelhart and 
McClelland, 1986, p.32) in finding the convergent meaning among the 
random collections of propositions. It is surprising, however, that Kintsch 
does not discuss how the limited human memory capacity may be able to 
cope with holding multiple contradicting potential meanings until the 
integration process begins. 
There are some major problems in accepting the notion that the proposition is 
the psychological representation of meaning. One problem comes from a 
conflict between the notation representing the theoretical concept and the 
theoretical concept of the proposition itself. Proposition as a mental 
construct is assumed to be amodal, a completely abstract informational 
structure in the mind. The notational device, however, often fails to 
substantiate this amodal characteristic of proposition as can be seen in the 
example of the clash between the police and the Black Panther group taken 
from Kintsch & van Dijk (1978). Their representation makes use of one or 
more words in the surface linguistic forms of a natural language in the text. 
McNamara et al (1991) point out the limitation of such a notation: 'A problem 
with propositional representations is that they are more representative of the 
structure of the text than they are of the structure of memory' (p. 492). 
The second problem lies in the conceptualisation of proposition itself. In the 
proposition-based models typified by Kintsch and colleagues over the years, 
the mental conceptual units are characterised as nodes of labelled symbols 
representing objects. In other words, propositions themselves appear to be 
based on a descriptive code system just like that of natural languages. This 
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then leads to what Paivio (1986) calls the 'circularity problem of descriptive 
systems': translation from one descriptive code to another is a mere 
descriptive regress and does not lead to comprehension; in order for the code 
to mean anything there must be an ultimate connection between the 
signifying code and the signified physical world or phenomenon. We face 
this circularity problem when we use a mono-lingual dictionary in a foreign 
language: an unknown word (i.e. deScriptive code) described by unknown 
words (descriptive codes) only results in a frustrating infinity of 
incomprehension unless you can relate the descriptive codes at some point to 
what you can recognise. 
Sadoski & Paivio (1994) point out that 'for language to make sense, it is 
necessary for it to be both semantically and syntactically systematic and to 
conform to the nonverbal world in some imaginable way' (p. 590). They 
emphasise that the connection between the descriptive codes and the 
nonverbal world is crucial in comprehension. They exemplify the point that 
semantic word concepts with correct syntactical arrangement are not 
sufficient in achieving comprehension by reviving Chomsky's (1965) sentence 
'Colorless green ideas sleep furiously'. Furthermore a sentence in a nursery 
rhyme 'a cow jumps over the moon' (quoted in Chapter Three of this thesis) 
coheres in terms of semantics and syntax; yet in order for a child to appreciate 
the fantastic value of the line, the impossibility of the phenomenon in the real 
world must be recognised. 
The circularity problem which haunts proposition-based theories does not 
exist in those approaches in which perceptual and behavioural knowledge of 
the world is represented in a non-descriptive, analogue way (e.g. image-based 
models of mental representation). Some computational theorists (e.g. 
Anderson, 1978; Anderson, 1983; Anderson & Bower, 1973; Kosslyn, 1980) 
have recognised this and sought to escape the circularity problem by 
incorporating non-propositional cognitive units (e.g. phrases, spatial images) 
in their primarily proposition-based models. This position is based on the 
argument that proposition is a higher inter-lingua that all knowledge with 
different modalities (perceptual units such as images, linguistic units such as 
word, phrase) derives from. For example, according to Anderson (1978), the 
proposition is a theoretical construct whose function it is to represent 
'information in an image or in a sentence or information from any other 
source' (p.257). 
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The modified proposition-based theories which stress amodality of 
proposition, however, are criticised (see Paivio, 1986 for comprehensive 
arguments) on the ground that: 
• 	 their models do not specify the precise way in which images or linguistic 
codes could be generated from propositions 
• 	 their models are developed purely from a theoretical and computational 
point of view; in discussing the models, designers provide no directly 
relevant empirical evidence 
• 	 their approach appears to have no advantage in terms of parsimony of 
theoretical explanation or of computational efficiency over those models 
which propose modality specific mental representations (e.g. image-based 
models, dual-coding theories - see next section 4.2.3 for elaboration) 
Kintsch (1994) listed advantages in representing knowledge in a propositional 
networks. According to Kintsch, proposition provides a common format for 
the knowledge base and for the mental representation of discourse. In 
addition, he claims, proposition has been widely used and evaluated as 
theoretical representation of the deep structure of discourse, 'whereas other 
forms of representation are less well understood' (p.956). My brief review of 
proposition-based theories, contrary to Kintsch's claims, seems to reveal that 
proposition is not quite as established a concept either as a mental 
representation of meaning structure at deep level or as an elemental 
notational unit. 
The concept of proposition being the meaning interlingua at some highest 
level is an interesting one; such a statement, being a product of abstraction, 
cannot be ultimately proven or negated either on the grounds of 
behaviouristic or empirical evidence. From a neuroscientific point of view, 
however, it seems rather difficult to find correlates of proposition in the 
physio-biological map of the brain. Furthermore, considering the biological 
principle of economy, there must be some persuasive justification to argue for 
the necessity for yet another translation stage involving an amodal meaning 
structure called proposition. What neuroscience demonstrates is that all the 
information from different source modalities (e.g. sensory, verbal and 
emotional receptor organs) is without exception translated directly into 
neural signals suited for efficient mental communication and coordination 
before reaching the cortical association areas. 
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4.2.3 Image-based theories 
'No one doubts the conscious phenomena of imagery' states Johnson-Laird 
(1983). It is not difficult to exemplify his statement: it is easy for us to use 
imagination to visualise in our minds our family, our favourite food, or 
familiar objects and scenes in their physical absence. Another evidence may 
be the existence of visual mnemonics. The Loci method, for instance, relies 
entirely on our imagery capacity: in order to memorise unrelated list of names 
of objects, we firstly visualise in our mind a familiar location; then we 
mentally associate an image of each item with a specific places in the location. 
By using imagery, we can memorise a far larger number of unrelated words. 
This Loci method in fact has been used since the Greek and Roman era 
(Bloom & Lazerson, 1988, P. 258-260). 
What images really are in a psychological sense, however, is a matter of 
controversy. There are those psychologists who argue that images are 
epiphenomenal (i.e. do not have a function in mental representation) and that 
there is only a single underlying form of mental representation such as 
proposition or equivalent mental structures (e.g. Pylyshyn, 1973; Palmer, 
1975). Image-based theorists, on the other hand, insist that images are a 
distinct sort of mental representation (e.g. Begg & Clark, 1975; Paivio, 1971, 
1986; Shepard, 1978; Tomlinson, 1996; Tomlinson, 1997). 
The image-based psychological theories seem to agree on the following 
descriptions of images and of how images are created: 
a) Images are pictorial analogues which represent real world objects and 
events. For example, an image of a dog is influenced by our past 
experience of directly and indirectly having seen various kinds of dogs; 
person A may have a specific image that comes from his/her current pet 
whereas person B may have a vague image of proto-type dog. Note that it 
is possible to imagine objects from different perspectives and view points 
(thus allowing mental three dimensional representation of an object). We 
can even rotate, move, or transform our images; an imaginary dog could 
excitedly run and jump up at us to lick our faces and its face could look 
enormous in close-up. 
b) Images are continuous and integrated wholes made up of parts in which 
elements are simultaneously available and open to a perception-like 
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process of scanning. For example, when we imagine our living rooms, the 
details of furniture and ornaments are included in the holistic vision. The 
fact that infonnation of parts is simultaneously available does not mean 
that all the information can be accessed or processed at the same time. Just 
like we cannot focus on every detail of our living rooms at one glance, we 
need to focus, zoom, or scan our images. 
c) The mental processing of images is similar to the mental processing of 
perceptual experience. 
Tomlinson (1997) reports on his extensive survey of how image-based 
psychological mental representation theories has been incorporated in 
reading research. His review revealed that imaging have been almost totally 
ignored by most of the reading theories throughout this century (p. 28-31). It 
is remarkable when we consider the fact that until the late nineteenth century 
the contribution of visualisation in reading process was taken for granted in 
books and articles on reading (Paivio, 1979). Tomlinson (1997) claims that 
visual imaging plays a vital role in the reading process and attributes the 
neglect of visualisation to the influence of behaviourism and the general 
rationalist tendencies in science in the first half of this century. Tomlinson 
also suspects that the recent emphasis on empiricism might have caused some 
negative side-effects: researchers seem to be unwilling to take up issues which 
are not amenable to empirical scrutiny. This tendency could nurture a 
subconscious assumption among researchers 'what we cannot prove 
empirically does not exist' (p. 33). Concerning the contributions of non-verbal 
imagery to the reading process, however, Sadoski & Paivio (1994) claim that 
conventional measures (e.g. verbalIQ cloze, multiple-choice comprehension 
tests, vocabulary tests) are not able to detect the use of imagery among the 
subjects because they focus on verbal decoding. 
Another factor may be that psycholinguistics and cognitive psychology in the 
1960s and the 1970s onwards have tended to pay their main attention to 
human verbal cognition. The advancement of infonnation processing seems 
to have further encouraged such a trend by emphasising the logical semantic 
conceptualisation of the mental representation. Pylyshn (1978) testifies this 
point by saying he prefers 'to speak of cognitive representations... as 
structured descriptions instead of images.... The point is not that there is no 
such object as an image, only that an adequate theory of the mental 
representation will depict it as having a distinctly non-pictorial character' (p. 
19). 
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Among the scarce collection of image-based models of mental representation 
applied to the reading research, the Dual Coding Theory (Paivio, 1971; Paivio, 
1986; Paivio, 1991; Sadoski & Paivio, 1994) may be the most comprehensive 
and also persuasive. The Dual Coding Theory (DCT) is based on the general 
assumption that there are 'two separate mental systems, one specialized for 
representing and processing language (the verbal system) and one for 
processing information about non-linguistic objects and events (the nonverbal 
system), (Sadoski & Paivio, 1994, p. 584). The nonverbal systems are often 
referred to as the imagery system because their functions include the 
generation and analysis of mental images in various modalities derived from 
the senses (visual, auditory, tactile, olfactory, etc). 
Sadoski & Paivio (1994) describe and elaborate on how dual coding 
processing of text takes place based on Paivio's theoretical framework (1971, 
1986, 1991). The verbal and nonverbal systems are separate but connected; 
therefore either system can function independently or simultaneously in a 
parallel manner, influencing each other 'through a network of 
interconnections' (Sadoski & Paivio, 1994, p. 584). Three dimensions or levels 
of processing are theorised: representational, associative and referential. An 
external stimuli, be it verbal or nonverbal, is initially processed in the sensory 
systems which activates both or one of the dual systems (i.e. verbal or non­
verbal). 
In the representational dimension I level of processing, the dual systems 
organise and process information in different ways from each other. In the 
verbal system, a theoretical basic element called 'logogen' is hypothesised 
which is assumed to have corresponding neurological structures. The 
modality and size vary so that a logogen can be a phoneme, grapheme, 
morpheme, word, familiar phrase, and so on. Similarly in the nonverbal 
system, a theoretical basic unit called 'Imagen' is assumed to have neural 
correlates and to represent a natural object, a part of an object, or a familiar 
grouping of objects. Thus the incoming external information is respectively 
represented by verbal and nonverbal unit compositions in our minds. 
Let us assume that a reader saw the word 'pool' in a text. In the verbal 
system, the data is processed in a sequential manner and discrete and 
separable units of logogen are recombined to produce new units within the 
constraints. Ifwe take the example given in Sadoski & Paivio (1994): 
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letters (for example, p,o,o, and 1) can be combined into words (pool) 
that can be further combined into phrases (swimming pool), sentences 
(The pool had a diving board), and so on. The developmental basis of this 
organizational constraint is thought to be the temporally sequential 
nature of speech (or print) that occurs in experiences with language. 
The conventional sequences of elements in language signal meaning, so 
that the letter string p-o-o-l singals a different menaing than the letter 
strings l-o-o-p or p-o-l-o. Just as only certain sequences of letters form 
meaningful, conventional words, only certain sequences of words from 
meaningful, conventional sentences, and so on. p. 584-585 
In the nonverbal system, on the other hand, the word 'pool' is processed in a 
continuous and integrated way with parts fitted into the holistic imagery; the 
images cannot easily be separated into discrete elements in the way the verbal 
systems can. Such integrated nature of imagery reflects our sensory 
experience. Continuing with the examples from Sadoski & Paivio (1994), if 
the word 'pool' happens to be part of the textual context of the Olympic 
competition, our image of pool is likely to be 50 meters long with lane 
divisions, rectangular, typically on the ground level and it might include a 
diving pool beside it. 
These verbal or/ and nonverbal representations of the word 'pool' in the form 
of logogens and imagens then interact respectively within each system. This 
within-the-system interaction is called the associative dimension/ level of 
processing in ocr. Within the verbal system, logogens are thought to 
stimulate other associative language from the long-term memory store. For 
example, the word 'pool' could evoke other language in long-term memory 
e.g. shallow and deep end of the pool, warm-up, free style, breast stroke, 
splash, diving, tum, etc. Sadoski & Paivio (1994) points out a certain 
similarity of such verbal association networks to those in the semantic 
network models (e.g. Anderson, 1983; Collins & Loftus, 1975). Note, 
however, that ocr emphasises divergent individualistic aspects of such 
association deriving from textual contexts and from life experience of 
individuals as well as universal meaning structures assumed in semantic net 
models. If the word 'pool' appears in the textual environment of 'a suburban 
pool party', the associative language will change accordingly to informal 
pools in the backyard. Such associations are influenced by individual 
variables such as age and cultural background. Likewise in the non-verbal 
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systems, the image of a swimming pool would include images of 
surroundings in respective contexts (e.g. a suburban pool party might evoke 
various pool activities, drinks and food at the poolside). Compared to the 
constraints of verbal systems, the nature of non-verbal systems allows much 
more dynamic and flexible associations in a holistic manner. For example, an 
image of 'diving into the pool' may evoke not only an image of a person 
diving into the water but also the movement of water, the sound of water 
splashing, even the tactile sensations of a diver hitting the water, and the 
image of blurred visions in the water. Note that different sensory modalities 
can be integrated holistically in an image according to DCT. 
In the referential dimension / level of processing, on the other hand, verbal 
and non-verbal systems communicate reciprocally. These between-the-two­
systems connections result from complex experiences with objects and events 
and the language associated with them. 'We can label or describe our mental 
images in language or language can stimulate mental images' (Sadoski & 
Paivio, 1994, p. 586). These relationships, according to Sadoski & Paivio 
(1994), 'are not viewed as one to one, but vary in number so that a language 
unit may evoke no imagery or much imagery, and an image may evoke no 
language or much language' (p.586). In fact, some language, which they call 
concrete language (e.g. swimming pool, barbecue), easily evoke images; 
whereas abstract language (e.g. aquatics, chlorine) may rely more heavily on 
verbal associations with less vivid images. 
The between-systems (referential) and within-system (associative) 
connections of dual coding systems allow great latitude to inferential thinking 
but also constrain thought in useful ways. Sadoski & Paivio (1994) exemplify 
this point by introducing the first half of a sentence: 'The diver did a one-and-a­
hillf...'. They argue that: 
the sentence would typically prime a network of associated language 
units that would be predictable completion of the sentence (somersault, 
flip, into the pool, for instance). The semantic connections and 
syntactic constraints of the verbal system would reduce uncertainty 
about the set of probable, conventional and allowable alternatives. The 
referential imagery evoked by the incomplete sentence could 
correspondingly constrain the sensible alternative completion. 
Imagery could also create a more elaborate episode that included 
unstated information such as the height of the diving board, the 
168 

Chapter 4 - The L1 Reading Process 
posture of the somersault (front or back), and so on. In this way, 
imagery helps constrain and specify the set of subsequent probable 
wordings by nonverbal means, and also expands the episode 
inferentially. It becomes an invaluable partner in the reduction of 
uncertainty and the construction and shaping of meaning. p.587 
Sadoski & Paivio (1994) argue that ocr interpretation offers a simpler and 
more explicit account of text processing than schema theory. For example, in 
schema-theory, text comprehension is thought to be subject to availability of 
appropriate pre-existing schemata (i.e. abstracted superordinate shells 
derived from memories). Such explanation caused problems for schematists 
in explaining how a reader can flexibly cope with a new text with complex 
composition. In OCT, the interpretation of a specific situation of the text is 
constructed on-line, allowing more moment-ta-moment flexibility to any kind 
of textual data. 
Another advantage of OCT is related to its explanatory power of inferential 
diversity. The empirical evidence shows that the associations in human 
minds seem to show dynamic, flexible and individualistic nature as well as 
convergent characteristics (Bartlett, 1932; Long, Winograd & Bridge, 1989; 
Tomlinson, 1997). OCT can explain how a range of verbal and nonverbal 
inferential associations in memory can be achieved within and between the 
verbal and nonverbal systems to an extent that schema theory fails to reach. 
This ability of the human mind to come up with flexible but appropriate 
associations is what Kintsch (1994) strives to simulate with computer 
programmes in his proposition based construction-integration model. 
Having distinct verbal and non-verbal components seems to give OCT a more 
economical and versatile source for associations. For instance, OCT should be 
able to construct different mental representations of the following set of 
sentences: 
a) He drank the coffee. 
b) He sipped the coffee. 
c) He slurped the coffee. 
d) He appreciated the coffee. 
e) He tasted the coffee. 
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In a DCT interpretation, each sentence evokes somewhat different images of 
'he' and the way 'he consumes the drink'. Depending on the context and 
cotext the 'he' in the sentences could be different people or could be the same 
person in different situations. In propositional notation, however, all the 
sentences from a) to e) may be expressed as [consume: past; he, coffee] and 
cannot explain the differences among the sentences, not to speak of the 
possibility of associative imagery. 
The empirical evidence that Sadoski and Paivio (1994) provide in support of 
OCT is extensive and persuasive. My brief review of competing theories (i.e. 
schema-based and proposition-based) of mental presentations above also 
seems to favour ocr as a more economical and empirically sound model of 
mental representation in text comprehension. 
From a neural point of view, Paivio (1986, Chapt. 12) should be given due 
credit for encompassing neuropsychological perspectives in his empirical 
verification of OCT. After examining relevant neuropsychological studies in 
the 1970s and 1980s, he concludes that, The evidence reviewed in this chapter 
provides considerable support for the major assumptions of dual coding 
theory' (p.272). For example, one of the major assumptions of OCT is the 
functional independence of dual coding systems (i.e. verbal and nonverbal) in 
human cognition. In Paivio's review, the neural studies of functional 
differences between the two cerebral hemispheres and different regions 
within each hemisphere consistently indicate that verbal functions are 
dominantly managed by the left hemisphere but that nonverbal visual 
functions are conducted by both hemispheres with some right hemispheric 
superiority in certain special tasks. Paivio (1986) interprets these results as 
indicating the distinct existence of verbal and nonverbal cognitive systems (p. 
259-264). My review of neuroscientific findings in Chapter Two (see section 
2.6 and 2.7 of this thesis) confirms such cortical specialisation, with an 
emphasis that nonverbal functions are fundamental aspects of the brain in the 
phylogenetic sense and verbal functions are later developed in human species 
in response to the demand for complex cognitive capacity. 
The hemispheric studies also seem to Paivio (1986) to confirm another 
assumption of OCT in that the verbal systems operate in sequential manner 
whereas the nonverbal systems operate in a synchronous way (p. 269-271). 
My review in this thesis (see section 2.6 in Chapter Two) and my discussion 
on how the characteristics of language influence human cognition (see 
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Chapter Three) seem to echo with Paivio's claims about the different 
processing mode belonging to verbal and non-verbal systems. 
Furthermore, Paivio (1986) finds the studies of neural pathways as supporting 
another major assumption of OCT: three dimensional/level of processing. 
According to Paivio (1986) the representational level in which logogens and 
imagens are activated corresponds with neurological phenomena of sensory 
information from the relevant receptors reaching the representational sites in 
the cortex (see section 2.5, 2.6, 2.7 in Chapter Two of this thesis for elaboration 
of such process). To argue for the existence of associative dimension/level 
(within) and referential dimension/level (between) processing of dual coding 
systems, Paivio lists several neurological studies of functional dissociation or 
disconnection syndromes (Le. functional losses that occur when brain damage 
hinders some neural connections e.g. anomia: the loss of ability to name 
objects that the patients can nonetheless recognise). My detailed discussion 
on neural paths in section 2.7 in Chapter Two does accommodate Paivio's 
speculations about the existence of interconnections between and within 
verbal and nonverbal systems explained as three dimensions of OCT 
processing. 
The fact that Paivio (1986) spends his final chapter to verify his model with 
neuroscientific findings, however, raises a question: why construct an abstract 
model without neural basis in the first place? What is meant here is that the 
framework of OCT and the theoretical constructs of logogen and imagen 
themselves seem to me to be arbitrary frameworks which limit what we can 
deduce from neuroscience about the structures and functions of the brain in 
relation to verbal and nonverbal components of human cognition. The 
concept of imagen (i.e. a unit of nonverbal multimodal deep structure), for 
example, seems to me as abstract a concept as proposition: a proposition is 
supposed to.be an amodal deep meaning structure which a reader can 
consciously experience as image or language; an imagen, on the other hand, is 
a nonverbal multimodal (i.e. visual, auditory, tactile, olfactory, etc) deep 
meaning structure which a reader can consciously experience as an image. 
Likewise, a logogen is a verbal deep meaning structure which a reader can 
consciously experience as language. In this regard, the only difference 
between proposition-based theories and OCT seems to be that in proposition­
based theories only one deep structure is hypothesised to underlie both 
images and language, whereas in OCT two separate deep structures are 
hypothesised to underlie respectively images and language. Since theoretical 
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constructs of proposition, imagen and logogen remain abstract, we have no 
idea what the machinery called proposition, imagen or logogen really is but 
can only infer from the descriptions provided by the proponents. 
Paivio (1986) rightly points out that his aim is 'primarily to review evidence 
relevant to dual coding rather than to develop a neuropsychological dual 
coding model' (p. 274) and concludes his book by saying that 'A detailed 
neuropsychological theory of cognitive representations and processes that 
incorporates all of the available brain information remains to be written'. In 
Sadoski & Paivio (1994), they mention that logogen and imagen 'are assumed 
to have corresponding neurological structures' (p. 584). The reference is not 
provided however. 
Limiting the neuroscientific contribution to the role of evaluating existing 
theoretical models could cause us to overlook significant implications from 
the main body of knowledge in the field. Take an example of the studies 
regarding emotion in neuroscience. Paivio and colleagues in their series of 
publication (Paivio, 1986; Sadoski & Goetz, 1985; Sadoski, Goetz, & Kangiser, 
1988) recognise the readers' emotional responses as being the unneglectable 
component of the reading process. Such insights are lacking in schema­
theories and proposition-based theories of text processing. Nonetheless, they 
give emotion significance only as one of the functions of mental 
representations. Paivio (1986) explains that: 
We are concerned here with learned motivational reactions to 
previously neutral stimuli and their relation to verbal and nonverbal 
representation systems. Affective and emotional reactions, being 
nonverbal by definition, must be identified theoretically with the 
nonverbal representational system and, therefore, they would be 
expected to accompany such nonverbal cognitive reactions as imagery. 
p.78 
In other words, ocr only explains emotion in terms of its strong association 
with the non-verbal systems and of its accompaniment to imagery. This is 
due to the fact that Paivio's search for neuroscientific studies is restricted to 
those in the neocortical level - the areas of the brain which are known to be 
most relevant to cognition (see sedion 2.6 in Chapter Two for the description 
of the organisation of the brain). 
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As is discussed extensively in section 2.8 in Chapter Two, however, 
neuroscience explains how emotion involves the whole of the brain, 
especially the brain stem, the old cortex and some areas in the neocortex. 
Emotion is basically a holistic expression of internal environment (e.g. blood 
pressure, heartbeat, perspiration, digestive sytem) monitored and controlled 
by the brain stem; the brain stem, especially the thalamus and the 
hypothalamus, directly links with the the memory systems in the limbic areas 
(the old cortex); the limbic system exerts critical influence to neural 
interactions at the neocortical level. Emotion is pervasive in a sense that it 
affects sensory processing, cognition, and motor activities and is affected by 
them too. 
Ultimately, emotion, interacting with memory, seems to play the vital role of 
the value system of an organism by which incoming neural information is 
evaluated with the criteira of significance to existence. Depending on such 
holistic value judgements, appropriate kinds and amount of 
neurotransmitters are released to affect the neural activities, resulting in 
encouragement or discouragement of activities in senses, thoughts, memory 
formation, storage or retrieval, and actions. Such subconscious operation 
gains strengths and longer-lasting support from conscious verbal cognition 
with or without attention. 
In reading a novel or a magazine, for instance, we might notice some complex 
feelings coming from inside, if necessary we may cognitively give it a label as 
an urge, interest, anger or aversion. Such feeling could affect how we read 
the book or whether we will read on or abandon it. For a reader, creating 
mental representations of the text is only a means and not the end; in other 
words, mental representations are constructed because there is always some 
possibility that the content may have some value. The continued efforts in 
making mental representations of the text is only worth it if the person needs 
/ wants to do so. Otherwise, human text processing would be extremely 
inefficient and would waste cognitive energy if a reader tried to create mental 
representations of every perceivable detail in an unvaried manner. I would 
argue therefore for some inbuilt value systems as an indispensable part of 
mental representational mechanisms. None of the major mental 
representation models (schema-based, proposition-based and DCT) seem to 
take this crucial point into account. 
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Rogers (1983) does tentatively propose that emotion should be elaborated to a 
'third code' which interacts with the verbal and non-verbal codes to achieve 
mental representation. Just as schema-theories seem to cast more conceptual 
limitations in interpreting the rich insights potentially available from human 
memory studies (refer back to the criticisms against the schema-based 
theories in section 4.2.1 in this chapter), the necessity and validity of 
packaging cognition into arbitrary components (be it dual coding or triple 
coding) must be questioned when neuroscience seems to offer more extensive 
and comprehensive explanations of the structures and their verbal and non­
verbal functions of human cognition. 
4.3 An alternative model 
A theoretical model is a useful tool as a succinct summary of a researcher's 
interpretation of a phenomenon in question. A theoretical model can 
illustrate the kinds of variables the researcher has identified as significant and 
the mechanisms in which the variables interact and produce the complex 
phenomenon in pursuit. My belief in model construction is that it seems 
possible and sensible to incorporate neuroscientific insights in theorising the 
process of reading. By providing an alternative model of mental 
representation of text processing, I intend to summarise our discussion in this 
chapter within the neural framework. I would also like to answer the 
questions which I posed in the introduction regarding mental representations. 
In my response I intend to demonstrate what the previous major models 
appear to have overlooked. 
4.3.1 The Multi-Dimensional Mental Representation Model 
The Multi-Dimensional Mental Representation Model of reading is an 
application of neuroscientific insights on how we integrate our incoming 
sensory information to form mental representation of outside world and how 
we make use of memory to cope with the new situations. The explanation of 
the MDMR reading model is best explained if we follow a sequence of 
examples: how we form non-verbal and verbal mental representations of the 
outside world; how such mental representations are stored in memory; how 
language functions. We will gradually build a model which will then be 
summarised as the Multi-Dimensional Mental Representation Model of 
reading. 
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4.3.2 	 .How do we form non-verbal mental representations of the 
outside world? 
Let us imagine that we are two-year old toddlers who have just been flown 
into a tropical resort for the first time in our lives. The moment we step out 
from the aeroplane (or, more plausibly, carried out of the plane by our 
parents), what strike us may include the bright sun, warm air, and local 
workers moving lethargically in their casual clothes. 
What would our mental representations of such moments be like? The bright 
sun and the scenes of local workers will be perceived by the retina in the eyes, 
to be processed by the visual processing systems for eventual integration in 
the association areas of the cerebral cortex. Warm air will be felt by the skin 
and outer tissues to be processed by somatic systems before reaching the 
cortical association areas for integration with other sensory information. The 
emotion will be reflecting the inner responses to sudden change in the 
external stimuli (see section 2.5 and 2.6 of Chapter Two). Thus Multi­
Dimensional Representation in the brain of the first moment in the tropics is 
likely to involve visual areas, somatic sensory areas, nearby association areas 
and emotional systems as illustrated in Figure 4-1 below: 
the brain somatic sensory 
cortex 
bright sunshine the association 
local scenes--. areas of the cortex 
warm air 
--. 
visual 
emotional 
systems 
Figure 4-1 The first moment in the tropics 
The constituents of each area of the brain are invariably neurons (for details 
see sections 2.4, 2.5, 2.6 in Chapter Two). The different specialised areas of 
the brain interact by communicating through numerous intermediate neurons 
in the association areas of the brain (for detailed description see section 2.6.5 
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in Chapter Two). It is known among neuroscientists (e.g. Mishkin & 
Appenzeller, 1987) that integration in the association areas is gradual and 
hierarchical. Higher networks are found to hold synthesised representations 
which have been communicated from the lower subnetworks. 
Neuroscience is now able to provide accurate and detailed accounts of how 
the specific areas of the brain would respond to external and internal stimuli 
(e.g. PET scan of a healthy brain as shown in Figure 2-16 on page 16 in the 
Appendix booklet). For example, we have such a detailed map of the somatic 
sensory areas that we can predict which particular area of the somatic cortex 
is likely to be active when we move our right index finger. 
My figures, however, are not meant to represent such elaborate illustrations 
of cortical activity. Instead, they are designed to demonstrate how different 
parts of the brain are involved in processing and interpreting the incoming 
information and how the brain integrates from moment to moment various 
kinds of information to create multi-dimensional mental representation. 
It should also be pointed out that my figures only show the left hemisphere 
of the brain because the main purpose of this section is to demonstrate how 
verbal networks, which are situated predominantly in the left hemisphere, 
interact with the (bi-hemispheric) non-verbal networks. 
When we are going through the usual airport arrival routines, what sorts of 
external stimuli are around us? Inside the airport, it may be darker and 
cooler (if there are unbroken air conditioning systems functioning at all), and 
this contrasts sharply against the tropical scenes outside: local people with 
their characteristic appearance, tropical vegetation and landscape, etc. If we 
happen to be feeling thirsty or hungry, we may spot some juice bars, fruits or 
snacks sold at the airport. What else would be registered in our senses? We 
might be aware of the combined exotic smell of tropical flowers, food and 
people perspiring. We hear all sorts of noises, people shouting, chatting, and 
luggage carts being pushed and pulled, etc. We might start to perspire 
ourselves and our bodies may start to feel sticky. Coupled with tiredness 
after a long journey, we may begin to feel uncomfortable and grumpy. Or we 
might have managed a good sleep during the long flight and feel excited and 
curious. 
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Since we are two-year old and our parents are busy coping with airport 
procedures, our mental representations so far do not feature verbal 
representations. Our senses capture external stimuli (vision, sound, smell, 
etc.). Note that internal stimuli (tiredness, hunger, thirst, etc.) are being 
sensed in the brain stem. The sensory processing takes place in a parallel 
manner as is described extensively in section 2.5 in Chapter Two. Internal 
stimuli may unconsciously manifest themselves as our grouchy whining due 
to the strong connections between the limbic system and the brain stem which 
are in charge of managing our internal condition (see section 2.8 in Chapter 
Two). Such grouchiness may be worsened if the unfamiliar external stimuli 
are perceived negatively. In this way the internal chemical balance in 
response to external stimuli enhances or dampens our perception, emotion 
and cognition. The same external stimuli may be perceived positively if the 
internal chemical balance happens to be different. As we grow up, we might 
learn to control (or conceal) our emotions with reasons (Le. one function of 
cognitive networks). Thus, the neural mental representations described 
above in the scenes at the air port may involve areas of the brain as in Figure 
4-2 below: 
somatic sensoty cortex 
heat 
perspiration 
coolness 
olfactory cortex 
primary visual cortex 
exotic smells 

local scenes inside 8£ outside 

the airport 

emotional systems 

tiredness 

uncomfortableness 
 primary auditory area 
grouchiness 
people shouting curiousity 
noises of the carts being pushed around excitement 
Figure 4-2 What has been perceived at the airport 
What is crucial is that seemingly distinct areas (indicated by different patterns 
of shading in Figure 4-2 above) communicate with one another through 
synaptic contacts in the neural paths in the association areas to create the 
multi-dimensional representations of the external and internal environment. 
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Certain internal stimuli such as thirst may attract our conscious attention if it 
is intense and may cause us to use motor facility (e.g. urging parents to buy 
juice). Note here that cognition is involved in associating thirst with a 
problem-solving behaviour and in wilfully initiating a related motor actions 
(e.g. pull a hand of a parent and urge him/her to buy a glass of juice). Such 
coordination may be illustrated as in Figure 4-3 below. 
motor cortex 
somatic sensory cortex 
pulling and UJ:£lJ12"\. thirst 
frontal lobe ;~~ 
cognition 

working memory 

associati1l$ thirst 

with actions 

willfully initiating 

actions 

the brain stem 

the association blood sugar level 

of the cortex 
 thirst 
Figure 4-3 Associating thirst with the solution (i.e. getting juice) 
4.3. 3 How do verbal mental representations get involved? 
Let us continue the simulation that we are two-year old toddlers. We are now 
at a poolside bar at a resort hotel. We have just had a nice splash in the kids' 
pool and are now treated with fresh mango juice for the first time in our lives. 
The experience of drinking the first mango JUIce would include somatic 
sensations of the cool sweet drink soothing the mouth and digestive tract 
whilst tickling the taste buds. Peripheral sensations of the cool breeze and the 
texture of the rattan chair may also be sensed. The visions would include the 
sight of the delightful drink and the environment. The experience would also 
involve motor areas of the cortex related to the hand and arm movements 
required for drinking the mango juice. The pleasant surrounding and the joy 
of the experience would be reflected in the emotional systems. Therefore, the 
non-verbal multi-dimensional mental representation of the first mango juice 
may appear as Figure 4-4a below: 
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somatic sensory cortex 
taste 
heat 
coolness of the drink the association areas 
--- of the cortex 
olfactory cortex ~ 

primary visual cortex 
sweet smell 
=J~ce 
parents
emotional systems 
happiness 

satisfaction 

pleasure 

Figure 4-4a Non-verbal experience of the first mango juice 
Observing that we are delighted with the drink, our parents are chatting 
about how we seem to like mango juice. They may actually try to teach us the 
name of the drink. Thus, our mental representations specifically regarding 
the mango juice may acquire conscious verbal aspects added to non-verbal 
representations as in Figure 4-4b: 
motor cortex 
somatic sensory cortex 
frontal lobe 
-........--:;tT Association areas 

visual cortex 
olfactory 

cortex 

language recognition 
Primary auditory area sound 
meaning
soundBroca's area 

articulation programming 

Figure4-4b 
Verbal + Non-verbal 
Multi-Dimensional Mental Representation of mango juice 
The verbal label 'mango juice' reaches firstly the primary auditory area (see 
Figure 4-4b) as sound and is then recognised as language in the Wernicke's 
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area (see Figure 4-4b). Vital connections are made between the Wernicke's 
areas and non-verbal mental representation of mango juice. If we (two-year 
toddler) imitate our parents' model, Broca's area will also be involved which 
will initiate additional muscle movements in the articulatory organs. Again 
all the non-verbal and verbal areas distinctly indicated in Figure 4-4b are 
interconnected at synaptic contacts i.n the association areas. The neural 
pathways corresponding to specific linguistic categories (e.g. nouns, verbs, 
pronouns) are known to be distributed widely in the association areas in the 
left hemisphere (see section 2.7.2 in Chapter Two). 
The Multi-Dimensional Mental Representation Model describes how the 
verbal networks of the brain connect with the non-verbal networks so as to 
create an integrated mental representation of external and internal stimuli. 
The Dual Coding Theory conceptualised two distinct but interconnected 
verbal and nonverbal mental representations. Paivio (1986) argued that 
neuroscience supported the major assumptions of DCf. I would retort that 
neuroscience did not contradict ocr because Paivio investigated only certain 
aspects of neuroscience which he selected is relevant to DCf. 
In the Multi-Dimensional Mental Representation (MDMR) Model, the 
architecture and the processes involved in each component can be explained 
in details which satisfy not only empirical studies in applied linguistics and 
cognitive psychology but also those in phylogenetics and neuroscience. 
4.3.4 How do we store memory and make use of it? 
Let us continue with MDMR model construction with an example of a two­
year old toddler. Suppose that the experience of having a mango juice at the 
poolside bar brought pleasure and we want the same thing to happen again. 
To be able to actively recreate the situation, we need to register the non-verbal 
and verbal experience in our memory. 
What often seems to happen is that we register the non-verbal experience 
more readily but fail to remember the verbal label. In neural terms, non­
verbal mental representations of mango juice may be said to have been 
registered in long-term memory. The verbal neural connections for the 
mango juice, however, could only establish short-term memory through 
metabolic connections and have not transformed into long-term memory 
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involv~ng anatomic change (see section 2.9 'Learning and memory' in Chapter 
Two). 
The reason for such phenomenon may be due to the fact that extensive and 
robust non-verbal networks often exist and the new experience can easily be 
accommodated in the existing neural networks with only a slight 
modification. Complex new operations such as language learning, on the 
other hand, may require more conscious repeated activation in the verbal . 
cortical areas to create new neural connections. Note here that, as we advance 
in our proficiency, the pace and capacity of learning are likely to improve (see 
section 2.9.2 in Chapter Two for the discussion of the accelerating and 
automatising effect of forming a learning set). 
Children, even without the linguistic label of mango juice, can appeal in many 
ways to obtain what they want. They evoke non-verbal multi-dimensional 
mental representations of the mango juice (image-based theorists would call 
this 'image' or 'picture') in their working memory until they get the target 
drink in front of them (see section 2.9.3 in Chapter Two for the details of 
working memory). Such actions may elicit the wanted verbal codes for the 
wanted drink from the grown-ups around us, eventually after some trials and 
errors. This in tum gives us (two-year toddlers) repeated chances to establish 
the connection between the verbal and the non-verbal mental representations 
of mango juice. As we grow up, what we desire may change into other kinds 
of drinks or other objects but the mechanisms of learning the connections 
between verbal and nonverbal mental representations remain basically the 
same. 
Where are the memories of having the mango juice kept in the brain? The 
results of learning are believed to be stored in the areas where the integration 
took place of the various kinds of related information in the association areas 
of the cerebral cortex (see sections 2.6.5 and 2.7 in Chapter Two). For 
example, somatic, olfactory, and visual information of mango juice must have 
interacted in the association areas to create sensory subnetworks of MDMR. 
Thus sensory memory is stored as anatomical growth in neurons in the areas 
where sensory integration took place. The motor actions (e.g. articulation) 
must have been coordinated with sensory and cognitive systems in the 
subconscious inner route (see section 2.9.1 in Chapter Two for the details of 
implicit learning) as well as cortical association areas with the help of the 
hippocampus (see section 2.9.2 in Chapter Two for explicit learning). The 
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verbal networks responsible for phonemes, morphemes and lexis must have 
been integrated in some other areas of the association areas of the cerebral 
cortex. Therefore the verbal label for mango juice is likely to be stored nearby 
in the language area. Since the verbal labels of mango juice and the sensory 
MDMR of mango juice are stored in separate association areas, the neural 
pathways connecting the two should be established between the two areas. 
In this way, the verbal and non-verbal memories of mango juice are stored in 
the cortex in distributed subnetworks. Thus the memory of mango juice in a 
toddler's memory would consist of multi-dimensional memory, which can be 
activated as a whole or partially as illustrated in Figure 4-5. 
INTEGRATED MOTOR motor cortex 
MEMORY 
somatic sensory cortex 
Broca's area 
INTEGRATED 
SENSORY MEMORY 
,_ visual cortex 
olfactory 
cortex 
---..~~ 
.jj· .... lanmi...i...r:R;:f 1'( _ 
INTEGRATED 
~~~~~Y 
INTEGRATED 
emotional systems SENSORY 
Wernicke's area MEMORY 
Primary auditory area language recognition sound 
sound meaning 
articulation programming @ Association areas 
Figure 4-5 MDMR Potentials of mango juice 
New experience offers plenty of opportunities for learning and memory. The 
two-year toddler might register some vague impression of an overall 
experience in hisl her episodic memory (i.e. the retention of information 
about the where and when of life's happenings, an autobiographical filing 
system, organised in a manner that reflects each person's uniqueness). 
As is discussed in sections 2.6.5 and 2.9.3 in Chapter Two, we seem also to 
extract significant conceptual knowledge out of our experience. For example, 
we may extract from the experience of a tropical holiday close relationships 
among heat, tropics, the sun, mirage, hot air, sweat, humidity, and colours. 
Thanks to our resort hotel environment, we might also register contrasting 
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features of the cool shade, blue water in the pool and the sea, white sand, cold 
drinks and the sea breeze. Word associations such as collocation, synonymy, 
antony my, and hyponymy may derive from the accumulation of such 
conceptual learning. 
Such generalised knowledge about facts, events, objects and relations stored 
in memory seems what schema-based theories, semantic network theories 
and proposition-based theories try to capture in their theoretical conjectures 
about the structures of knowledge in the mind. N one of these theories are 
able to explain how such generalised knowledge is formed and how they may 
be stored in memory. Bartlett (1932) speculated that a schema is extracted 
from actual experience but could not describe what such a process may 
involve. 
Semantic networks and proposition-based theories appear to describe 
convergent and static aspects of semantics. The MDMR model, however, is 
able to explain the diversity of conceptual knowledge from individual to 
individual. We actively abstract and categorise our experience according to 
its significance to the individual. We do not add new information but we 
interweave new information with what we already possess. Remembering is 
not a passive imprint but a constant reformulation and updating the 
individual's knowledge to suit the moment-to-moment contextual demand. I 
would argue that the variations observed in individual interpretations of the 
same text cannot be explained by static semantic network or proposition­
based conceptualisation. The act of reading is deeply influenced by the 
dynamic and indivisualistic nature of conceptual knowledge in memory. The 
MDMR model is able to describe how such diversity is created. 
I refer to all the various memories formed from the experience of drinking 
mango juice as 'Multi-Dimensional Mental Representation Potentials (MDMR 
Potentials) of mango juice'. I call them MDMR Potentials because I believe 
that the primary function of memory is for future use. When we encounter 
new experience every moment, we create new MDMR using the MDMR 
potentials from the past as frame of reference. The exact preservation of past 
memory is not particularly useful for a living being; perhaps this is reflected 
in the fact that our memory does not seem to be designed for exact 
reproduction. 
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The memory network connections in MDMR Potentials are not static nor 
permanent. Unless the newly established MDMR Potentials are stimulated, 
the connecting points of the networks stay dormant. In this way, neurons are 
always available for new stimuli and for forming a new network as well as 
keeping the already learned connections. If the newly formed networks or 
even parts of them are not reactivated at all, the metabolical and anatomical 
programmes of the network connections are doomed to disappear gradually, 
as constituting neurons deteriorate and become replaced by new ones in the 
brain. According to neuroscientists (e.g. Shatz, 1993), networks are formed in 
a very redundant way, allowing many networks to be discarded unless they 
prove to be useful and necessary by frequent reactivation. 
How do MDMR Potentials get reactivated? How do we make use of our 
memory? Let us go back to the example of the toddler wanting to drink the 
mango juice again. The MDMR Potentials in memory will be reactivated 
when some parts of the network get stimulated by prompts (e.g. thirst, 
activities at the poolside, a glimpse of other people drinking some kind of 
juice). Such reactivated MDMR potentials are hypothesised to retain 
similarity from the original MDMR of mango juice but are slightly different 
each time, satisfying the contextual needs in a new environment. 
The nature of neural systems which constitutes MDMR conceptualisation 
offers insights to another Bartlett's dilemma: he emphasised active 
reorganisation of schematic knowledge during recall, but could not explain 
the cause nor process of such dynamics. 
Section 2.9.3 in Chapter Two explains how the cortical memory networks 
seem to be updated and modified in correlation with frequent activation. An 
example of such modification would be the merging phenomenon of co­
occurring subnetworks. Frequent and co-occurring separate subnetworks 
may result in connections at some synaptic points to form a new and larger 
network. Such neural activities may be manifest, for example, as the 
'reminiscence' phenomenon (Chiba, 1991) recognised in psychology (Le. a 
new skill is acquired on the basis of old neural networks being transformed 
after some non-active period). Thus our conceptual knowledge and 
associations are always being updated and modified. Children seem to 
surprise their parents by exhibiting some new skills which they have 
definitely not been taught. The reformulation and modification of cortical 
networks may explain such phenomena. 
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In the case of a toddler, our memories of a tropical resort may gradually fade 
in our daily routines but various parts of MDMR Potentials are likely to be 
activated and renewed. For example, hot air blowing in the face in front of a 
fireplace or bonfire may suddenly evoke sensations of the scorchingly hot air 
above the sand in the tropics, reading about a different beach resort may 
bring back memory of cool drink by a pool. The sweet smell of a ripe fruit 
may ignite our yeam for a tropical holiday. 
4.3.5 How does MDMR model explain L1 reading processes? 
Let us continue our simulated experience. The two-year old toddler has 
grown up to be a teen ager who is now reading a book in a relaxed 
atmosphere in his! her room. 
Heat is everywhere now. I can't ignore it anymore. The 
air is like a furnace blast, so hot that my eyes under the 
goggles feel cool compared to the rest of my face. My 
hands are cool but the gloves have big black spots from 
perspiration on the back surrounded by white streaks of 
dried salt. 
... On the horizon appears an image of buildings, 
shimmering slightly. I look down at the map and figure 
it must be Bowman. I think about ice water and air 
conditioning. 
On the street and sidewalks of Bowman we see almost 
no one, even though plenty of parked cars show they're 
here. All inside. We swing the machines into an angled 
parking place .... A lone elderly person wearing a broad­
brimmed hat watches us put the cycles on their stands 
and remove helmets and goggles. 
"Hot enough for you?" he asks. His expression is 
blank. 
John shakes his head and says, "Gawd!" 
The expression, shaded by the hat, becomes almost a 
smile. 
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Robert Pirsig, Zen and the Art 
of Motorcycle Maintenance, 1974 
The MDMR reading model predicts that, in reading the text by Pirsig, the 
readers might have: 
• 	 experienced images, heat, thirst, and possibly a even a vague sense of 
movements 
• 	 remembered some personal matters directly and indirectly related to the 
text 
• 	 experienced some sort of emotions 
• 	 made use of cognition trying to work out what is happening in the story 
• 	 evaluated the text 
In short, the MDMR Model claims that reading is an extention of mental 
ability to create multi-dimensional mental representations in actual 
experience. 
There are, however, unique characteristics of reading. One of the major 
differences between real life experience and reading is that, compared to 
jumbled input in real life, the external stimulus in reading invariably consists 
of linguistic symbols (excluding non-linguistic illustrations). There is also a 
difference of how the external stimuli are perceived. In real life, the incoming 
information usually requires multi-sensory processing: we see, hear, feel, etc. 
In reading, the initial channel for incoming information is uni-sensory: visual 
processing of graphic prints. It is left to the reader to actively involve other 
senses by simulating the experience written in the text with the help of 
MDMR Potentials in our memory. 
Since there is no actual stimuli apart from the linguistic codes, reading relies 
heavily on the reader's ability to reactivate the relevant MDMR Potentials in 
creating new multi-dimensional representations of the text. In other words, 
reading demands extensive and robust connections in the MDMR potentials 
between the verbal and non-verbal mental representations. 
Let us look back on our reading process in the simulation of a teen-ager 
reading the text on a motorcycling trip. The reading process started with 
lower decoding processes which seem to involve: 
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• 	 decoding of visual stimuli (orthographical processing, phonological 
processing) (see sections from 4.1.3 to 4.1.5 in Chapter Four) 
• 	 syntactic and semantic chunking (see sections 4.1.4 and 4.1.5 in Chapter 
Four) 
The MDMR model hypothesises that such operations would involve mainly 
verbal processing areas of the brain as shown in Figure 4-6 below: 
motor cortex 
frontal lobe 
movmgeyes 
somatic sensory cortex 
';J1lRrb--nt association areas 
probJem-solving 
angular gyrus 
translating print to 
&>Und 
emotional systems 
language recognition 
soundprimary auditory area 
meaningsoundBroca's area 
articulation programming 
Figure 4-6 Lower level decoding in reading a text 
At the cortical level, the information of the graphic print on the text is firstly 
synthesised in the primary visual cortex. The information is believed to be 
recoded from print into phonological form in the angular gyrus before 
reaching Wernicke's area to be recognised as language (see section 2.7.2 in 
Chapter Two for details). 
As is emphasised in section 4.1 in Chapter Four, the ability of automatic word 
recognition and syntactic chunking is a prerequisite for the limited working 
memory to function properly. The working memory in frontal lobes seems to 
coordinate the integrations of various MDMR Potentials in parsing the 
sentences. Section 2.7.2 in Chapter Two describes the neural distributions 
and connections of specific linguistic constituents in the cortex. 
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The contribution of the right hemisphere should not be ignored. As is 
discussed in section 2.7.1 in Chapter Two, considerable blood flow is 
observed in language processing. The right hemisphere seems to play a 
major role in non-literal interpretation of the text. 
All in all, in the case of skilled readers, unless some processing problems 
attract their attention, this decoding process takes place subconsciously. Even 
when the reader is conscious, what (s)he is able to notice remains limited to 
what can be consciously retrieved e.g. conscious problem-solving strategies 
(see section 3.4 in Chapter Three for the discussion of consciousness). 
In section 4.1.4, it is noted that the words in the text are interpreted on line, 
but they are fully digested when the phrase, clause, sentence or utterance is 
completed. Figure 4-7 below presents my metaphorical expression of the on­
line processing within a syntactic boundary. It shows how linguistic codes 
are connected with the corresponding MDMR Potentials: 
everywhere 
[i~;!~:~;~J
\ 
••••••• ;o.,. .............. ".................... ... ...................... ................ 
Verbal 

MDMR 

Potentials 

Verbal 

represen­

tation 

~~.~ ~ ~ ~ .,~ ............ . 

Text Heat is everywhere now. 
Figure 4-7 On-line processing within a syntactic boundary 
The bold lines represent relevant positive connections whereas dotted lines 
represent irrelevant negative connections. 
It must be emphasised that, unlike semantic network theory, MDMR 
Potentials consist of non-verbal networks as well as verbal networks. 
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Furthermore, the connections and associations between a word and the 
corresponding MDMR Potentials are variable within and across individuals. 
Therefore when we read the text about the motor cycling trip, we may 
visualise, feel the heat, experience some movements, etc. 
According to the MDMR Model, a reader synthesises various evoked MDMR 
Potentials within a syntactic boundary in order to create a coherent account of 
what has been read. As the reader goes along, the integration continues with 
the old and new mental representations. In this way the mental 
representation of the whole text is gradually built up. In such an operation, 
spatial resolution of the visual processing systems offers flexibility and robust 
capacity (See Tomlinson, 1997 for a comprehensive study of such useful 
functions of visualisation). The integration of the MDMR potentials to create 
a coherent mental representation of the text seems to require conscious verbal 
efforts. Thus, in reading the motor cycling text, we tried to work out what is 
happening in the text. In the case of skilled readers, awareness and control of 
metacognitive reading strategies acquired from repeated reading experience 
may also be called upon. These verbal efforts we make in creating a 
synthesised mental representation often require conscious attention. This 
means that these mental operations are likely to be accessible for protocol 
studies. 
The MDMR model emphasises the important contribution of the emotional 
systems and of cognition in the reading process. The model argues that the 
brain is fundamentally designed not to waste energy for what is of no value 
for enhancing life. Therefore, in reading, another act of the brain, we activate 
our value systems: the emotional systems and the cognitive systems. A 
reader may evaluate a text according to its emotional appeal. For instance, a 
reader may stop reading because (s)he does not like what (s)he is reading. Or 
(s)he may look forward to reading a book because it gives her/him pleasure. 
A reader may read differently according to the purpose and motivational 
value judgement. The same reader would vary how (s)he reads when (s)he 
wants to find some information and when (s)he is merely killing time. A 
reader may evaluate a book from the point of appreciating the writer's skills. 
For an example, a reader may be engaged in an aesthetic appreciation of how 
a writer manages to find a vivid and succinct expression to a complicated 
phenomena, or in having an intellectual discourse over an issue which has 
been nagging her/him for some time. 
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Let us now summarise the Multi-Dimensional Mental Representation Model 
of reading using a map of the brain architecture in Figure 4-8 : 
motor cortex 
Eye movement 
frontal lobe association areas 
working memory VERBAL & 
consious attention NON-VERBAL 
evaluation MDMR 
pwpose POTENTIALS 
~c '! ~1 ~ ~.•••.•.~. sensoryIi"""'"40' <: areas 
emotional systems verbal areas 
Figure 4-8 The Multi-Dimensional Reading Model 
In sum, the MDMR model claims that the reading process is a multi­
dimensional operation in the brain in response to the stimuli of the linguistic 
codes in the text. According to the MDMR Model of reading, comprehension 
refers to a phenomenon in which a reader creates multi-dimensional 
representations of the content of the text in the mind. The MDMR model 
emphasises the role of both emotions and cognition in the reading process, 
reflecting how the brain is designed to manage life. 
4.3.6 Issues 
I would now like to attempt to respond to the issues identified regarding the 
involvement of mental representations and memory in the reading process. 
Do we fonn a mental representation ofthe text when we read? 
There is not much controversy among neuroscientists about the fact that 
humans (or most animals) constantly construct and reconstruct mental 
representations of the world. The world we see is reality manufactured in the 
brain, an integration of all the internal and external information gathered 
through sensory organs. We do this to sense what is happening in the 
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environment and to respond appropriately to secure and enhance our 
survival. 
Memory greatly enhances our chances of survival. Among the multitudes of 
neural networks we create every moment, some neural networks become 
more significant than others (e.g. frequency of similar occurrence, importance 
for survival). Rather than abandoning such salient network connections after 
use, the brain leaves a mark in the synapses of neurons, so that significant 
networks can be recreated more efficiently in future. This is the essence of 
learning and memory. 
Language is a symbol which humans use to represent mental representations. 
Language frees humans from 'here and now' restrictions with the help of 
memory. Language also releases individuals from the confinement of self: we 
can create mental representations of indirect experience (e.g. a story heard, 
read, seen in a movie). Reading depends on such an operation. 
The MDMR Model is an application of such neuroscientific insights to the 
reading process. The MDMR Model of reading claims that when we read, we 
respond to the external stimuli of linguistic codes in the text by evoking 
corresponding non-verbal mental representations of objects, events, concepts 
and relations kept in memory. The MDMR Model, therefore, argues that 
reading involves neural simulation of mental representations of direct and 
indirect experience. For example, when we read about 'heat' in the text, the 
neural networks that were involved in the experience of heat or equivalent in 
the past are stimulated and reactivated. Depending on the extensiveness and 
robustness of the connections both to and within the adjacent areas, 
associating networks may also become active from a dormant state, which 
seems to explain some verbal and nonverbal associations. 
This text-stimulated networks are based on (but not a reproduction of) the 
original assemblies of neurons of sensory, motor, affective, cognitive neural 
activities in memory. The text-induced mental representations about a coffee 
cup, for example, would not be an exact replica of the original neural 
networks created through experience. Some elements of them are used to 
construct the text-induced mental representations of coffee cup. In fact, since 
both networks are about coffee cups, the two networks (the text-induced one 
and the one in the memory) may have some physical resemblance. Memory, 
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however, is never static and the 'original networks of coffee cups' are 
constantly being updated as a result of reactivation and stimulation. 
Ifwe fonn mental representations while reading, what fonn of representation can it be 
- proposition, mental image, etc.? Is it amodill, unimodillor multi-modill ? 
In response to the question of the modality of the mental representation, two 
answers are possible: one at the deeper neural level, the other at the surface 
behavioural level as the manifestation of neural activities. From the point of 
view of the neural level, the constituent of the network is invariably neurons: 
therefore in terms of the machinery, mental representation is unimodal. In 
behavioural terms, however, we may be able to say that mental 
representation appears to be multi-modal because it involves neurons 
controlling different functions: visual, auditory, somatic, olfactory, affect, and 
language. The visual networks may be consciously felt as images as a result 
of neural firing in the brain. As for abstract concepts and relations which 
cannot be directly visualised, they may be more readily represented 
symbolically and! or coded into some form of inner language. 
Why do some strands of reading research single out images or propositions as 
possible metaphorical mental language? Neuroscientists confirm that much 
of the human brain is devoted to processing visual information, which may 
partially explain the human's heavy reliance on visual information amongst 
all the sensory sources. The images that we seem to see in our minds during 
the reading process are likely to be neural expressions, reflecting partially 
those ensembles of neurons firing simultaneously. Part or whole of such 
neural activities happens to catch our conscious attention and, as a result, 
come to be recognised. Image-based theories seem to be reflecting this 
physiobiological characteristics of perception and memory of the human 
brain. Proposition, on the other hand, seems to be reflecting the capacity of 
the brain to extract concepts and relations out of our experience. The MDMR 
Model argues that image-based theories, ocr and proposition-based theories 
all reflect some aspects of the brain functions but that the conceptualisation of 
the MDMR Model can offer more comprehensive explanations for the 
phenomenon in pursuit. 
It seems that many readers report a phenomenon in which the text induces images in 
their minds during reading. What are these images? Why do we seem to have them? 
Are they different from individual to individual? 
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Even though the MDMR Model argues that the mental representations of the 
text involve multi-sensory simulation, visual aspects of the mental 
representation seem to be noticed more readily than the others by the readers. 
It may reflect the fact that our real life experience (and consequent memory of 
it) is largely visual. It could also be to do with the fact that spatial resolution 
of images allows more economical and efficient integration of information 
than, for example, temporal resolution as in auditory processing. Spatial. 
resolution seems to enable us to hold more information in the working 
memory (e.g. visual mnemonics) and to add, change, move our images. No 
other senses seem to allow such flexibility in integration. 
These images vary each time and across individuals because processing of 
external stimuli involves analysis and synthesis by the dynamic connections 
of multitudes of neurons. Since experience in life is different from individual 
to individual, the records of neural activities (i.e. networks) filtered from past 
experience are different, which makes each mental representation unique in 
its own way. 
How is memory ofprevious experience stored? 
In explaining the mental representations of actual experience, it was noted 
that the sensory, cognitive, emotional and motor networks in the brain are 
like dynamic but ephemeral waves, constantly changing. Many of such 
mental representations are disbanded as soon as they have served their 
purposes. The repetitive incoming stimuli, however, encourage the brain to 
retain some neural activities which will otherwise be lost. The emotions and 
pleasure centres playa vital role as a value evaluative system in learning and 
forming memory by signalling whether certain neural activities are significant 
or not. 
In what form is memory stored? 
Neuroscientists would show with certain confidence the most likely areas of 
the cerebral cortex in which memory of different kinds may be kept in the 
neocortex. Take, for example, how I remembered the lyrics of 'Hotel 
California' (see my retrospection report after reading a motorcycling text in 
the Introduction). The following is a likely sketch of how I learned and 
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remembered the lyrics in accordance with neuroscientific interpretations of 
memoty studies. 
When I was ttying to learn the lyrics in my teens, the language related areas 
of the left hemisphere and associated sensoty and motor areas in my brain 
must have been firing strongly for significant periods of time; I was eagerly 
listening to and reading the lyrics many times. I also happily sang to the 
record now and then, utilising my right hemisphere as well. 
In this way, synaptic contacts in the short term memoty in these active areas 
must have become strong enough for the limbic system to start firing, which 
encourages the transfer of the mental representation networks of the lyrics 
from short-term store into long-term storage. 
As result of communication with the limbic system, the synaptic networks 
originally involved in learning the lyrics must have received chemical signals 
from the limbic system in return. 
These signals passed on from the limbic system are known to gradually 
influence the anatomical transformation of the networks. The influence may 
manifest in terms of new proteins, the growth of new connections, or even 
some genetic changes (if particular memoty is vital to the existence of the 
being). Thus the lyrics are likely to have been stored in association areas 
which were involved in integrating various sensoty I motor neural activities in 
learning the song. 
How is memory reactivated? 
How is the long-term memoty recalled? Continuing the example of my 
remembering the lyrics of the song, the neural connections which were 
anatomically registered must have been dormant except for occasional 
reactivation when I heard Hotel California played on the radio. 
When I read Robert Pirsig's text about motor cycling experience (see p. 4 in 
Introduction), the linguistic input of 'heat, dust, thirst, sense of travelling, 
approaching city, male images, etc.' seem to have made an unconscious 
accumulative mental representation in my mind. The evoked mental 
representations happened to resemble in some way the ones I had created 
long time ago during my learning experience of the lyrics. 
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The exact word 'shimmering' in the text finally sparked off my conscious 
attention which led me to intentionally trying to retrieve the lyrics from my 
memory. The particular word 'shimmering' must have achieved some 
impact when I first learned it to have its own marked position in my memory. 
Likewise, readers of this thesis may have related the 'heat' experience in the 
motorcycle text with the toddler'S experience of being in the tropics. 
Are affective responses to the text a significant or an insignificant part of the reading 
process? 
The MDMR Model argues that emotion is a vital element that controls how 
we read. Neuroscientific research seems to provide ample and persuasive 
evidence regarding the fundamental roles that emotion plays in any human 
activities including mental acts such as cognition and memory. Having the 
resource does not mean use of it. There must be a driving force. The 
sensory I motor / cognitive neural activities all seem to receive 
encouragement/ discouragement from structures involved in producing 
emotions. 
Huw much can experimental tasks designed to probe the nature of mental activity 
reveal about how we normally read? 
Many mentalistic research methods (e.g. think aloud, introspection, 
answering questionnaire) all depend on the subjects' verbalisation. 
Neuroscientists show how verbal cognition and verbal memory are powerful 
but only constitutes the tip of an ice berg. 
Underneath the surface lies non-verbal cognition, silently controlling the 
whole existence. Language helps give structures and categorical labels to 
non-verbal cognition which tends to be temporal, fluid and holistic. In this 
sense, language shapes human cognition and makes communication with 
others possible. However, since language has its own characteristics and 
limitations as codes, non-verbal cognition cannot be totally represented with 
language (see Chapter Three for detailed discussion). 
Consciousness is closely linked with verbal cognition. Consciousness may be 
defined as awareness of one's own mental and/ or physical actions. Thought 
and action are brought to our conscious awareness in the form of language. 
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Studies of split brain patients have dramatically shown that being conscious 
can only cover what can be verbalised under attention. The majority of brain 
functions are managed without attention of the consciousness. One of such 
unnoticed brain functions includes many stages of reading process. 
Ultimately, in order to tap into the silent mechanisms of the reading process, I 
believe that we need to correlate insights gained through cognitive 
psychological probes (e.g. verbal data and behavioural observations) and 
physiobiological analysis. 
Meanwhile, verbal data may best be treated as fragments of verbalisable 
aspects of non-verbal cognition and behaviours. The interpretations of verbal 
data, therefore, may benefit from cross-referencing against what we 
understand about the nature of the human brain, which includes non-verbal 
cognition. 
The most important point is that when we read in the L1 we do not only 
process the text linguistically. We represent the meaning of the text in multi­
dimensional ways. 
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Chapter Five THE L2 READING PROCESS 
This chapter firstly presents a critical review of L2 reading research. 
Secondly, this chapter reports a series of the author's experiments which 
compare how Multi-Dimensional Mental Representation functions in the 
minds of L1 readers, proficient L2 readers and L2learners. 
Thirdly, a descriptions of the L2 reading process is presented. 
Fourthly, pedagogical factors influencing the L2 reading process are 
considered. 
Finally, the factors influencing the reading difficulties of EFL advanced 
learners in reading authentic materials will be discussed. 
5.1 A review of L2 reading research 
I shall review three major areas in L2 reading research. The first area is 
how L2 language ability affects L2 reading performance. The second one 
focuses on learners' organised knowledge in memory (i.e. schemata) and 
its role in the L2 reading process. The last area investigates how readers' 
awareness and control of their meta cognitive faculty may help to achieve 
efficient and successful L2 reading process. 
5.1.1 The reading behaviours of L2 learners 
One of the remarkable phenomena in L2 reading research findings is the 
very similarity of the reported characteristics of L2 learners' reading 
behaviours. Tomlinson (1998b), based on his nineteen experiments 
involving Japanese university intermediate EFL learners, describes typical 
L2 reading behaviours as 'consisting mainly of studial decoding of words 
in order to achieve total comprehension of a text' (abstract). In one of his 
experiments, for example, forty-two students were asked to report what 
they did to help understand an extract from an English novel (A Pale 
View of Hills, Ishiguro, 1982). It was revealed that: 
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• 79% of the students translated the text into Japanese in their heads 
• 64% of the students used a bilingual dictionary 
• 52% read the difficult sentences many times 
• Nobody said anything about connecting what they were reading to 
their own lives. 
In another experiment with forty-one university EFL learners using a 
poem as an experimental text, similar word-bound processing featured 
predominantly in the protocols while only seven students reported 
visualisation. 
Auerbach and Paxton (1997) echo this in describing a similar phenomenon 
in an ESL situation: 
many ... ESL learners ... feel they have to know all the words in a text 
in order to understand it, rely heavily on the dictionary, are unable 
to transfer positive L1 reading strategies or positive feelings about 
reading, spend hours labouring over sentence-by-sentence 
translation, and attribute their difficulties to a lack of English 
proficiency. (238-239) 
Kim and Krashen's (1997) five adult Korean EFL learners and Cooper's 
(1984) Malaysian university EFL students also provide examples of 
identical reading behaviours to those reported by Tomlinson (1998b) and 
Auerbach and Paxton (1997) above. Furthermore, these studies testify as to 
how the L2learners have come to associate negative attitudes and feelings 
with L2 reading, how they hold little confidence in their L2 reading ability, 
and consequently refrain from reading in L2 outside classes. 
What is striking is the fact that all of the above reported behaviours 
resemble the think aloud and interview data of the ninth grade EFL 
learners reported in Hosenfeld (1984, p.233), which shows that 
unsuccessful readers tend to: 
• lose the meaning of sentences as soon as they decoded them 

• read word-by-word or in short phrases 

• rarely skip words 

• turn to the glossary for the meaning of new words 

• have a poor self-concept as a reader. 

It is as if the L2 reading habits of beginning unsuccessful readers are 

preserved across the ages, levels and learning contexts. 
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Another remarkable characteristic about L2 reading is that many of L2 
learners seem to 'read in one way in their L 1 and succeed; but read in a 
different way in L2 and fail' (Tomlinson, 1998). For example, the adult 
EFL learners in Kim & Krashen (1997) and in Tomlinson (1998b) are 
competent readers in their native language. Five Korean women in Kim 
and Krashen's study are described as 'all dedicated readers in their primary 
language' and the university students in Tomlinson's all manage well in 
the academic and social reading in the L1 which is required at university 
level. The MDMR L1 reading model predicts that their reading process in 
their native language is a multi-dimensional operation in the brain in 
response to the stimuli of the linguistic codes in the text (see section 4.3 in 
Chapter Four). This means that neural networks of the subjects in both 
studies must be well-developed concerning L1 reading. 
How, then, can we neurally explain this peculiar phenomenon that such 
skilled L1 readers appear to read in an unskilled way in the L2? We might 
like to remind ourselves here of the neuroscientific evidence that very 
similar language areas are used for fundamental processing of different 
languages (see section 2.7.1 in Chapter Two for the study of bilingual and 
signers). The principle of biological economy and available evidence 
discourages us from hypothesising, for example, the existence of totally 
separate sets of conceptual knowledge in memory for each language. Take 
an example of a 'tea spoon', whether we hear about it in English, Japanese 
or in French, we should be evoking a fairly identical conceptual 
knowledge about a relatively small table utensil. Furthermore, language 
differences are irrelevant for non-verbal MDMR Potentials in memory 
(e.g. sensory, motor, emotional). 
The neuroscientific evidence, however, also indicates that there are 
certain areas outside the main language areas of the cortex which seem to 
be specifically dedicated to one or the other of the two languages. For 
example, there seem to be different sets of neuropaths for processing 
ideographs (e.g. Chinese, Japanese) and alphabets. 
The reported reading behaviours of the L2 learners, therefore, are more 
likely to be caused by some problems in the verbal areas in the brain which 
represent the L2 verbal systems and also in the connections between the L2 
verbal systems and non-verbal MDMR potentials. 
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We will leave the neural account for the moment and explore the L2 
reading research which examines how language knowledge and language 
processing ability affect the L2 reading process. Among the many 
linguistic factors involved in reading, both L1 and L2 research seem to 
consider vocabulary, syntax and discourse organisation to be the most 
crucial areas for investigation (Alderson and Urquhart, 1984; Davis, 1972; 
Thorndike, 1973; Zakaluk & Samuels, 1988). 
5.1.2 Vocabulary 
'In general the research leaves us in little doubt about the importance of 
vocabulary knowledge for reading' state Nation and Coady (1988) after 
summansmg the studies investigating the relationship between 
vocabulary and reading in both L1 and L2. Note here, though, while the 
empirical research has indicated that the strong relationship between 
vocabulary knowledge and reading is unassailable, the details of the causal 
link remain to be unclear. The L2 learners' verbal protocol studies seem 
to suggest that vocabulary knowledge is of primary importance in reading 
and that the learners are unable to pay due attention to other linguistic 
aspects of textual components until they have coped with vocabulary 
(Davis & Bistodeau, 1993; Laufer & Sim, 1985). 
The review of L1 reading research in Chapter Four in this thesis reveals 
that fluent reading requires readers': 
1) ability for fast and automatic word identification 
2) extensive knowledge of the lexicon 
3) ability to attribute the most appropriate meanings to lexical items in 
relation to their cotext and context. 
1) fast and automatic word identification 
Concerning word identification, it is known that beginning L1 readers 
spend a lot of their time and energy on orthographic learning: how to 
identify letters, how to associate individual letters into clusters (i.e. 
syllables and words) and most importantly relating already existing sound­
meaning systems to newly acquired letters and spellings. Interestingly 
enough, orthographic learning seems to take even native speakers a long 
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time to acquire (see Adams, 1994 for an extensive account and reviews) 
and causes problems for poor readers at all ages (even at college level). 
The overwhelming amount of evidence regarding the importance of the 
spelling-sound-meaning relationship is reflected in the fact that most 
current versions of interactive models of reading (e.g. Adams, 1994; 
Rayner & Pollatsek, 1989) invariably stress the necessity of automaticity of 
such lower level decoding processes as a prerequisite for skilled reading. 
Lack of speedy and effortless word-recognition is known to tax working 
memory and attention; this hinders comprehension at phrasal and clausal 
level; and thus integration of the various sources of information to 
recreate the meaning of the text is impossible (see sections 4.1.3 and 4.1.4 in 
Chapter Four). 
Orthographic differences between the L2 learners' native language and 
English have been cited as a likely cause of difficulties of L2 reading. 
Punctuation, spacing, and written forms may demand varied degrees of 
learning efforts for L2 beginners with a different background, including a 
non-Roman-alphabetic L1 (e.g. Japanese, Chinese, Hebrew) and even an 
alphabetic L1 (e.g. Spanish, German, French). According to research, 
however, orthographic differences do not appear to cause much difficulty 
as far as fluent readers are concerned: fluent readers of different L1 
backgrounds are reported to show similar reading behaviours in eye­
movement studies when reading English as an L2 (Just & Carpenter, 1987; 
Rayner & Pollatsek, 1989). 
There is some interesting research which investigates how lexical access 
routes may differ according to different L1 'so Ideographic writing systems 
(e.g. Chinese and one component of Japanese) do seem to favour direct 
connection between ideographic word forms and corresponding semantic 
concepts (Just & Carpenter, 1987; Rayner & Pollatsek; see also section 2.7.1 
in Chapter Two of this thesis for neural explanation). The syllabic 
languages (e.g. Hebrew) are also reported to favour direct lexical access 
with some phonological recoding (Bentin, Bargai & Katz, 1984). Rayner & 
Pollatsek (1989), summarising the current research evidence, argue that 
orthographic differences in native languages may have some effect on the 
preferred routes for lexical access, but each language also combines both 
direct lexical access with phonological recoding, and all fluent readers, 
regardless of their mother tongue, appear to read text equally rapidly. 
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Less researched is the significant contribution of phonological processing 
to word recognition and vocabulary acquisition. As was noted in sections 
4.1.3 and 4.1.4 in Chapter Four, as far as English is concerned, phonological 
processing seems to provide a powerful support for inherent weak visual 
memory for letter sequences. It is emphasised in these sections that being 
able to sound out words and to divide long words into syllables facilitates 
vocabulary acquisition and fast word recognition at all levels of reading 
proficiency. This means that, for example, the Chinese-speaking learners 
of English having trouble in processing long words in Meara's study (1984) 
may be in fact signalling their need for establishing spelling-syllable 
relationships supported by the L2 phonological networks in the verbal 
areas of their brains. It may be interesting to explore whether the same 
phenomenon can be observed with other learners with non-Roman 
alphabetic native languages. 
2) Extensive knowledge of lexicon 
Even though research constantly indicates the importance of the extensive 
knowledge of vocabulary, it is not clear what aspects of vocabulary 
knowledge enable fluent reading. Could it be the reader's size of 
recognition vocabulary? Any vocabulary? It could be to do with the 
quality of the vocabulary knowledge (e.g. knowing the different concepts 
represented by a word in different contexts). 
Some research has investigated the amount of vocabulary which fluent 
readers seem to possess. In L1 reading, researchers have estimated 
recognition vocabularies of fluent readers to range from 10,000 to 100,000 
words (Anderson & Freebody, 1981; Chall, 1987; Nagy and Herman, 1987). 
In L2, researchers argue for far lower total numbers, ranging from 2,000 to 
7,000 words (Kyongho & Nation, 1989; Nation, 1990; Swaffar, 1988). 
The comparison of the size of recognition vocabulary between similar age 
groups in the L1 and the L2 illustrates the startling contrast. Nagy and 
Herman (1987), for example, estimated the size of the recognition 
vocabulary of the third graders of the senior high school approximately as 
40,000 words. Third year Japanese senior high school students are 
supposed to have learned about 2,900 words according to the Course of 
Study published by the Ministry of Education (Yamashita, 1994), which is 
only seven percent of the amount of native counterparts. 
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Such figures could, however, be evaluated against the core vocabulary 
studies. Nation (1990), for example, estimates that the 2,000 most frequent 
vocabulary items account for eighty per cent of all words in general texts 
and about 3,000 for academic texts. If we consider 3,000 words to be the 
minimum vocabulary required in reading for general and academic 
purposes (as in Laufer, 1992; Nation 1990; Nation 1993), the vocabulary size 
of Japanese senior high school third graders does not seem fatally small. 
Word lists based on frequency count studies seem to be widely used for 
reference in producing ESL/EFL materials such as graded readers. The 
validity and value of statistically-based frequency lists, however, have 
been questioned in terms of their pedagogic utility or relevance (Carter, 
1987a; Carter, 1987b; Richards 1974). For example, frequent words in texts 
are often function words and low in informational content. Thus, it 
would be counterproductive if reading only texts based on frequency word 
lists deprives the learners of the opportunities for necessary exposure to 
infrequent but nonetheless important content words. After all the words 
that L2 learners tend to stumble over in reading are the less frequent 
content words. 
The quantity of vocabulary knowledge, however, may make some 
contribution to fluent reading but it does not seem to be a determining 
factor in reading proficiency. An anecdote might exemplify this statement 
- a Japanese EFL learner memorised a vast number of words and won a 
vocabulary competition, yet he was an unsuccessful reader. The moral 
was an isolated vocabulary knowledge of one-word connected to one­
concept does not seem to contribute to successful reading. 
3) the ability to attribute the most appropriate meanings to lexical items in 
relation to their cotext and context 
Defining what is meant by knowing a word, Anderson and Nagy (1991) 
stated that 'Really knowing a word ... always means being able to apply it 
flexibly but accurately in a range of new contexts and situations' (p.721). 
In other words, knowing a word involves: 
• 	 the knowledge of the relationship between one word and different 
concepts 
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• 	 the ability to select flexibly but accurately, assigning an appropriate 
meaning to the word in the context. 
Bernhardt (1991) states that 'How readers acquire word meanings remains 
in large part a great mystery'. It is clear that children are not directly 
"taught" the thousands of words that they learn to know and use by the 
time they reach adolescence (Anderson and Freebody, 1981). Nation and 
Coady (1988) suggest possibilities of how good learners learn vocabulary 
through reading. Krashen (1988; 1991; 1993) argues on the ground of 
empirical studies that subconscious exposure to language in an engaged 
free reading leads eventually to language acquisition. However there 
seems to be little Ll and L2 research into how readers acquire ability to 
apply their word knowledge to text in a flexible and appropriate manner. 
To summarise the research concerning vocabulary, what L1 and L2 
researchers seem to invariably agree is the strong correlation between the 
phenomenon of being able to read fluently and the phenomenon of rapid 
and automatic word recognition and the flexible application of a large 
vocabulary. What is not clear is how the readers acquire automaticity in 
word recognition, how they build up a large vocabulary and how they 
cultivate their ability to flexibly access an appropriate knowledge of word 
meanings in relation to cotext and context. 
5.1.3 Syntax 
Compared to the impressive amount of studies on vocabulary, the 
amount of research on the influence of syntactic ability on fluent reading 
seems rather small. Alderson and Urquhart (1984) state that 'the 
experimental findings suggest that, at least for L1 readers, syntax only 
becomes a problem when it interacts with other factors in the utterance 
(Schlesinger, 1968), (p.157). Such factors could be related, for example, to 
vocabulary overload or lack of background knowledge. Davison & Green 
(1988) confirmed in their reappraisal of readability studies that sentence 
structures do not seem to cause major problems in L1 reading 
comprehension. 
In L2 reading research, however, the results are more mixed as to the 
significance of syntax to reading. Alderson and Richards (1977) conducted 
multi-componential studies investigating the relationship between 
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reading ability and various factors such as vocabulary and syntax. Syntax 
gave the lowest correlation with reading ability. Cooper's study (1984) 
indicated that as long as the readers are able to create large coherent text 
relationships, syntax does not seem to prevent successful reading 
comprehension. Similar arguments can be seen in Robbins (1983) and in 
Olshtain (1982). 
There are some studies which investigated whether syntactic 
simplification of texts could facilitate better comprehension. Blau (1982) 
and Strother and Ulijn (1987) claim that syntactic Simplification does not 
aide comprehension, thus confirming that syntax may not be a major 
influential factor on successful reading. Berman (1984) and Kudo (1992) 
gained an opposite result and argue that syntax cannot be ignored as a 
cause of unsuccessful reading. Berman (1984) stresses the importance of 
nurturing the learners' ability to translate complex 'opaque' structures 
into basic SVO structures which are more readily understood. 
What seems to be lacking in these studies, however, is the common 
understanding of what syntax means in the reading process. 'Syntax is the 
primary means by which we can specify the intended relation among 
words.... not only by disambiguating the referents of words, but also by 
defining new relations among them' (Adams, 1980, p.18). In other words, 
the kind of syntax required in reading may be specific. Many of the multi­
componential studies investigating the effect of syntactic ability on reading 
tend to measure the general syntactic ability in grammar tests and then 
correlate the scores with comprehension tests. Performing syntactic 
operations outside of a discourse context and using these same patterns 
within a discourse context in reading may be a different process. 
In sum, however, what really matters in reading is that the readers are 
able to create large coherent text relationships. Readers seem to be able to 
achieve a certain level of understanding with the help of vocabulary 
knowledge and background knowledge. Syntax is required to clarify the 
relationships among the information structures in reading. 
An interesting point is made in Adams (1980) that reading demands more 
syntactic sophistication than does listening. The syntactic structure of 
spoken utterances is largely given to the listener through prosodic cues, 
the syntactic structure of a written sentence must, in large part, be 
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discovered by the reader. 'Unless the reader can recover or construct the 
syntactic structure of the printed sentence, it doesn't matter whether she 
or he has the syntactic competence to understand it' (p.20). 
Adams' comment (1980) seems to support one of my major arguments in 
this thesis that, for reading, the kinds of syntax we need is not so much 
'syntax per se' as the ability of the reader to be able to chunk the long 
stretch of written sentence into meaningful units. The active knowledge 
of syntax enables readers to link the chunks into perspectives so that a 
reader can create multi-dimensional mental representation of a text. 
In connection to this argument, in section 4.1.4 in Chapter Four, how the 
suprasegmental nature of English interacts with syntactic and semantic 
systems has been extensively discussed. Intonational units seem to 
complement semantico-syntactic units in chunking long stretches of 
utterances, with prosodic cues marking syntactic boundaries. Prominence 
signals the new-old distinction of the information encoded in the 
utterance. And prosodic features reflect speaker's intended functional 
meaning and attitudes. 
Considering this importance of the suprasegmental nature of English, it 
seems to me that different phonological systems of L1 might influence the 
L2 reading process. For example, the syllable-timed nature of phonological 
structures such as in French and Japanese may be reflecting different 
semantico-syntactical systems in comparison with a stress-timed language 
such as English. 
L1 speakers seem to acquire response behaviours suited for the 
suprasegmental phonological systems of their native language. For 
example, in listening, English native speakers seem able to: make fairly 
reliable predictions as to when pauses are coming, selectively attend to 
salient information, and sense subtle nuances and cues in the speaker's 
utterance which convey implicit messages. In fact, according to L1 
language acquisition research, infants use prosody (e.g. intonation) to 
organise speech stream into linguistically relevant units (e.g. phrases, 
clauses) and they are also sensitive to prosodic cues (see Mandel et aI, 1994 
for an extensive review). 
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If reading is sound-based and derives from listening ability (as was 
discussed in section 2.7.2 in Chapter Two, section 4.1.4 in Chapter Four), 
then L2 readers with different suprasegmental systems may benefit from 
opportunities for meaningful listening to authentic L2 spoken discourse 
and to effective reading aloud of written texts. 
Reading research literature, be it L1 or L2, does not seem to have 
investigated the mapping between prosodic and syntactic structures. 
There are a few studies, however, of the influence of the syntactic systems 
of L1 (without including prosodic aspects) in L2 reading. Bernhardt (1987) 
studied the eye-movement of proficient German readers in reading 
German texts and found that they focused their attention on syntactic and 
morphosyntactic elements of German texts. Note that eye-movement 
studies using English speaking proficient readers report that these readers 
seem to focus more on content words. Whether or not such differences in 
eye-movements cause problems in L2 reading is not clear at present. 
Mitchell, Cuetos, & Zagar (1990) argue that syntactic parsing strategies may 
vary according to different languages. They claim that certain strategies for 
reading will be language-specific rather than universal. 
5.1.4 Discourse 
Rather than concentrating on problems of word recognition and sentential 
syntax, some research has investigated the relationship between the 
readers' knowledge and their ability to achieve macro-level textual 
organisation. 
There is considerable evidence in L1 that knowing how a text is organised 
influences the comprehension and recall of the text. For example, good 
readers are reported to make better use of text organisation than do good 
readers, write better recalls by recognising and using the same organisation 
structure as the text studied (Nist & Mealey, 1991; Richgels, McGee, Lomax, 
& Sheard, 1987). These research also found that certain types of text 
organisation such as comparison-contrast seem to produce better recall. L2 
research has replicated recall studies and confirmed the major findings in 
L1 (Carrell, 1984). Carrell (1984) has also shown that more specific logical 
patterns of organisation, such as cause-effect, comparison-contrast, and 
problem-solution improve recall compared to texts organised loosely 
around a collection of facts. 
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Other researchers in L1 text processing emphasised the effects in violation 
of canonical story structure (e.g. Mandler & Johnson, 1977; Stein & 
Nezworski, 1978; Thorndyke, 1977). These research revealed that well­
formed stories elicited better story recall than stories containing slightly 
disordered, randomly ordered, or unrelated statements. It was also found 
that unrelated statements elicited the greatest number of inferences into 
recall, reflecting the readers' attempts to make sense out of an incoherent 
text, confirming Bartlett's study (1932). 
In L2 context, Carrell (1984, 1987) also found the knowledge of textual 
organisation to be a significant contributor to reading ability and she 
advocated the importance of L2 reading pedagogy to include instruction 
on macro structure of texts. Knowledge of textual organisation seems to 
have direct relevance to writing. The high correlation between good 
writers and good readers may indicate productive knowledge of formal 
schemata may in fact help L2 readers to read better (Carson Eisterhold, 
1990). 
A note of caution, however, may be called for. We are not sure how much 
the linguistic or logical analysis of texts actually reflect psychological or 
neural reality. From the perspective of the MDMR Model, what readers 
aim at in most of the reading situation is to create the mental 
representations of the content of the text rather than the accurate 
reproduction of the textual organisation. Meyer (1975), for example, found 
that the presence of rhetorical 'signalling' in L1 texts had no apparent 
effect on recall. 
5.1.5 Schema 
Reading researchers in the past twenty years have elaborated on the 
significance of the top-down aspect of reading in which readers bring in 
their world knowledge in memory (i.e. schemata) to interpret the 
meaning of a text. (see section 4.2.1 in Chapter Four for historical 
background, schema-based explanation of the L1 reading process and my 
critique for it). 
In L2 studies, Carrell (1984, 1987) and Carrell and Eisterhold (1983 reprinted 
in Carrell et al, 1988) have investigated the significance of the notion of 
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sche~a theory for L2 reading. Constant results have confirmed that 
activating content information plays a major role in leamer's 
comprehension and recall of information from a text. Carrell (1988b) 
emphasised that the lack of schema activation is one major source of 
processing difficulty with second language leamer-readers. The 
importance of schema activation was verified not only through discipline­
specific comparisons of readers with familiar and less familiar background 
knowledge (Alderson and Urquhart, 1988; Bransford et aI, 1984) but also 
culture-specific text comparisons (Steffenson and Joag-dev, 1984). Carrell 
(1987) has also investigated the importance of formal schemata ­
structures of knowledge about language and textual organisation and 
found this to be a significant independent contributor to reading ability. 
Schema theory has provided a strong rationale for both prereading 
activities and comprehension strategy training (Carrell, 1985; Carrell et ai, 
1989). The research indicates that students need to activate their prior 
knowledge of a topic before they begin to read. Hudson (1982) argues that 
a high degree of background knowledge can overcome linguistic 
deficiencies. On the other hand, Steffenson and Joag-Dev (1984) drew 
attention to the potentially negative effects of premature commitment to 
schemata. When recalling texts, readers from different cultures (in this 
case U.S.A. and India) were vulnerable to systematic error traceable to 
their different backgrounds. If students do not have sufficient prior 
knowledge, L2 researchers seem to agree that they should be given at least 
minimal background knowledge from which to interpret the text (Barnett, 
1989; Carrell, 1988a; Dubin & Bycina, 1991). 
Regardless of the design or the intent of the study, all of the schema-based 
L2 reading research indicates that organised knowledge in memory is a 
critical variable in second language reading and the reading behaviour can 
be improved if readers are given or already process appropriate 
knowledge. This research, however, seems to take for granted that: 
• 	 the knowledge the researcher I teacher provides prior to reading is the 
critical knowledge necessary for comprehending the second language 
text 
• 	 readers use the schemata they are given (or they already possess) in 
processing the second language text. 
• 	 when interference appears, the cause of interference is lack of 
appropriate schemata 
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• 	 second language text processing is more dependent on the content and 
formal schemata than language processing ability. 
I would like to leave my criticisms and alternative interpretations till 
section 5.3 in this chapter in which I explain how MDMR potentials affect 
L2 reading comprehension and how language processing affects the 
process of constructing mental representations. 
5.1.6 Metacognitive awareness and control 
Current reading research portrays readers as active agents who direct their 
own cognitive resources in reading. Learners' cognitive resources include 
knowledge of the reading process and use of a variety of reading strategies 
i.e. procedures readers consciously or unconsciously employ in order to 
achieve their goals (e.g. scanning a text for specific information). 
Both introspective and empirical research of readers' strategy use seem to 
suggest that successful readers are those who are aware of the kinds of texts 
and the kinds of suitable strategies, and who are able to monitor and 
control their own strategy use according to the particular purpose of 
reading. In L1 reading research younger and less proficient readers are 
found to use fewer strategies in a less effective manner and are less 
effective in monitoring their strategy use (extensive reviews in Garner, 
1988, Nist & Mealey, 1991). Similarly in the L2 context, the effective 
readers are reported to be better and comparatively conscious strategy users 
(e.g. Knight, Padron & Waxman, 1985; Block, 1986). 
Inspired by these findings, a number of studies have been carried out to 
explore the usefulness of strategy instruction. The experiments typically 
involve providing direct explicit instruction of a reading strategy for a 
certain period of time and its effect is then measured. 
In L1, consistent positive results have been reported (e.g. Brown, Palincsar, 
& Armbruster, 1984; Winograd & Hare, 1988). In L2 reading, however, 
studies have revealed somewhat conflicting results. Some studies 
reported strategy instruction to have been effective (e.g. Carrell, 1985; Kern, 
1989). Kern (1989), for example, taught strategies related to word, sentence 
and discourse to college students of French. He found that the reading 
strategy instruction had a strong positive effect on readers' comprehension 
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of the test passage. Others reported strategy instruction to have fallen 
short of their expected results (e.g. Barnett, 1988a; 1988b, 1989; Carrell et aI, 
1989; Kimura et aI, 1993). As one of the subfindings, Barnett (1988a, 1988b) 
stated that teaching her college students of French to apply strategies did 
help the strategy group to outperform the control group but not at 
significant levels. Carrell et al (1989) noted different reading measures 
yielding different results: a muliple-choice test did not detect any 
significant advantage of the strategy group but an open-ended test did. 
Kimura et al (1993) conducted a critical review of the available L2 reading 
strategy training literature and found that they were not free from 
methodological shortcomings. Their careful examination of the effect of 
the longitudinal strategy training of Japanese EFL learners revealed some 
improvement in reading comprehension measure (TOEFL reading 
section) but not at significant levels in comparison to the control group. 
The studies on reading strategy seem to provide evidence for the assumed 
existence of our metacognitive faculty which influences reading 
behaviour. It is interesting to note that Garner (1988) traces one ancestory 
of reading metacognition research to educational psychology. Children, 
through experience, gradually learn to consciously control their self­
behaviour. In other words, children learn to make use of cognitive 
resources in coordinating the sensory and motor faculties. Such cognitive 
faculty seems to be manifest, for example, in children's self-regulatory talk 
(Piaget & Inhelder, 1969; Vygotsky, 1962). Adults seem to develop such 
regulatory language and behaviour as metacognitive ability. Such ability 
seems to vary from individual to individual at the level of awareness and 
the level of ability to control behaviours. Metacognition in reading is an 
extension of such ability to make use of cognitive resource. If this is true 
then we might like to question the legitimacy of L2 strategy training 
literature which innocently assumes that unsuccessful L2 readers have 
little knowledge of strategies and are poor strategy users. 
Another problem with strategy training is that reading is a complex 
operation which could involve many potential strategies. Take an 
example of the commonly recognised strategy of 'guessing the meaning of 
an unknown word'. According to Nation and Coady (1988), possible 
strategic options include: identifying parts of speech of the word, analysing 
morphological components of the word, making use of any related 
phrases or relative clauses in the nearby context, analysing the 
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relationships between the surrounding clauses and sentences, etc. The list 
is far from complete and this is only one aspect of strategies related to 
vocabulary. In addition to these decoding-related behavioural linguistic 
strategies, the L2 learners would require mental strategies vital to reading 
comprehension such as visualising, inferencing, and connecting. 
Thirdly, strategy training seems to be based on an assumption that 
conscious, explicit and direct teaching of strategies will eventually nurture 
automatic execution of reading strategies. I have not found any theoretical 
elaboration to support this assumption. As Barnett (1988b) points out, 
being aware of the strategies does not guarantee the readers' ability to use 
effective strategies at appropriate times. 
Fourthly, strategy instruction may cause L2 learners to be even more 
studial readers. In section 4.3.5 in Chapter Four, it is noted that much of 
the reading process is done subconsciously (e.g. controlling eye­
movement, phonological recoding, evoking the MDMR Potentials). 
Organisms seem to be designed to save cognitive energy and working 
memory space for relatively crucial moments. Conscious attention is 
called upon when the organism senses the need for it. Such moments in 
L1 reading seem to include when there are text processing difficulties, 
when a reader tries to integrate the various reactivated MDMR potentials 
into a coherent mental representation of the text, using cognitive resource 
for strategic reading. All these mental and physical behaviours accompany 
consciousness. 
Strategy instruction in the L2 literature seems to make rather simplistic 
assumption that drawing conscious attention is always valid and useful. 
This assumption may be in fact counter-productive for many EFL learners. 
For example, the unsuccessful L2 adult readers reported in Tomlinson 
(1998b) and Kim and Krashen (1997) are conscious users of such strategies 
as guessing the meaning of unknown words and making inferences to fill 
in the gaps in the text. The real problem seems to lie in the fact that their 
L2 reading experience has been confined to studial reading of the teaching 
materials in language classrooms. They pay conscious attention to every 
word in a studial manner, which exhausts the learners' cognitive 
resources and working memory space. 
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Masuhara et al (1994) argue that strategy training may interfere rather than 
facilitate the normal reading process for some learners by causing 
cognitive overload. They argue that an L2 learner reader has to normally 
tackle two things at a time; processing language and constructing meaning 
of the content. Strategy training requires learners not only to manage the 
task of processing the language in the texts to decode the information but 
also to attend to metacognitive behaviours. The verbal protocol data seem 
to Masuhara et al to reveal that their subjects were paying more attention 
to language processing and metacognitive processing rather than meaning 
construction which is the whole point of reading. 
5.2 Experiments 
As is explained in section 4.3.5 in Chapter Four, the Multi-Dimensional 
Mental Representation Model of reading claims that reading in the L1 is 
achieved by creating multi-dimensional mental representations of the 
text. A multi-dimensional mental representation (MDMR) of a text is 
created when the textual information is taken in and reactivates the 
multi-dimensional mental representation potentials (MDMR Potentials) 
in memory of direct and associated relevance to the textual information. 
The question is how can we verify this claim? Since the MDMR model is 
neural-based, the best answer seems to be to conduct interdisciplinary 
experiments in which subjects read an engaging text whilst researchers 
record the neural activities using PET scans and other scanning methods 
(see section 2.7.2 in Chapter Two and Figure 2-16 in Appendix A page 16). 
Leaving such experiments for the future, I have administered two 
exploratory experiments which involve elicitation of verbal protocols. 
One aim of the two experiments is to examine how much the verbal 
protocols substantiate the kinds of processes described in the MD MR 
Reading Model. Another aim is to discover what exactly are the 
differences in terms of the reading behaviours between Proficient Ll 
Readers and L2 readers at various point of interlanguage development. 
Experiment One is the main study in which four small groups of subjects 
with mixed nationalities are studied in details. Experiment Two was 
conducted to compliment Experiment One with a larger sample of two 
comparable monocultural groups. 
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How can we measure the fit in operational terms? The subjects report 
mental, verbal, physical behaviours in their protocols. H some of the 
items among these reported behaviours constantly feature across 
individual, the behaviours of high convergence are considered to be 
significant aspects of the reading pr~ess. H the MDMR reading model is 
valid, then, it should be able to predict these significant mental, verbal and 
physical behaviours. 
One of such predicted physical behaviours during reading is the readers' 
sensory experience (e.g. feeling hot and thirsty reading about intense heat, 
hearing characters' voices in the text). 
The MDMR Reading Model describes three major components in the L1 
reading process (see section 4.3.5 in Chapter Four). The first component 
mainly involves lower decoding of textual information in which 
orthographic processing and phonological recoding takes place. The 
MDMR reading model therefore predicts a high occurrence of the subjects' 
subvocalisation in L1 reading. 
The second component refers to a higher decoding process in which the 
verbal information in the text becomes connected with the MDMR 
Potentials in memory. Such decoding seems to take place on line while 
the eyes are parsing the text. Since language codes are understood in 
reference to the memory of past experience, words in a text are likely to 
spark off text-induced images from the individual's past. Thus the 
MDMR model predicts a comparatively large number of images of direct 
and associated relevance. Furthermore, at this stage some personal 
memories which are not directly relevant may be evoked in the chain 
reactions of images. 
The third component is when the coherent mental representation of the 
text is created by integrating the various text-related MDMR Potentials in 
an active state. Such integration is thought to take place at syntactic 
boundaries. The MDMR model of reading predicts that there will be 
heavy use of cognition to connect the various text-instantiated MDMR 
Potentials to produce a coherent mental representation of the text. 
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I wil1 firstly describe how the two experiments are set up in sections 5.2.1 
and 5.2.2. The result and discussion will be presented in 5.2.3. As a whole, 
convergence tendency of the two studies were surprisingly similar (see the 
summary of results of the two experiments in Appendix G and H, page 63­
72). In order to make the discussion concise and to avoid unnecessary 
repetition, I will discuss issues by mainly using the result of Experiment 
One and refer to the results of Experiment Two when necessary. 
5.2.1 Experiment One 
Hypotheses 
Hypothesis 1: 	The protocols of Proficient L1 readers would show high 
convergence of behavioural evidence of the multi­
dimensional use of the sensory, emotional, possibly motor 
facility and cogntion during the reading process. 
Hypothesis 2: The protocols of Proficient L2 readers would show a similar 
high convergence of behavioural evidence to that of the 
Proficient L1 Readers in terms of the multi-dimensional use 
of the sensory, emotional, possibly motor facility and 
cogntion during the reading process. 
Hypothesis 3: 	 The protocols of Advanced Japanese Users of English and 
Advanced Learners would show different patterns from 
the above two. 
By comparing the convergence patterns, the reasons for the difference 
among the different groups will be explored and speculated. 
Subjects 
Ten Proficient L1 Readers: 
British mature students from the MA in L2 Materials Development 
Course in the University of Luton and British teaching staff working at the 
University. Two are male and the rest are female. The ages range from 
early twenties to fifties, with the majority in their early thirties. 
Ten Proficient L2 Readers: 
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Mature students from the MA in L2 Materials Development Course in the 
University of Luton, staff working at the University and at two respective 
Japanese Universities. All of them are near-native in their command of 
English and have studied and worked in the English speaking 
environment for a considerable period of time. Their native languages 
are Chinese, Ethiopian, Greek, Italian, Japanese, and Spanish. There are 
four males and six females and the ages range in a balanced manner from 
early twenties to late forties. 
Nine Japanese Advanced EFL Users: 
They are mature MA and PhD students in a Japanese University, majoring 
in International Communication. They have learned English in Japanese 
medium secondary schools and university and some of them have a short 
experience of learning English in U.S. universities. The average of the 
total years of their learning English amounts to eleven. The ages of the 
three males and six females ranges in a balanced manner from twenties to 
forties. They are included in the study because they are potentially the 
kinds of people who are most likely to enrol in an advanced reading class 
or to buy self-study materials to improve reading skills at an advanced 
level (see my definition of 'Advanced Learners' in Section 1.2.2 in 
Introduction in this thesis). Furthermore, they are at a more advanced 
stage than the Japanese EFL learners who participated in Experiment Two. 
Ten Advanced EFL Learners: 
These subjects were on an intensive summer course at the University of 
Luton when they participated in the experiment. The average of the total 
years of their learning English amounts to seven years in their respective 
countries (i.e. China, Germany, Greece, Italy, Japan and Korea). They were 
assigned to the advanced level at the beginning of their course according 
to the scores of the standardised placement test which measures the four 
skills (see also my definition of 'Advanced Learners' in Section 1.2.2 in 
Introduction of this thesis). There were three males and seven females 
and their ages range from fifteen to thirty with the majority in their late 
teens. 
The logistic availability of the subjects prevented the use of random 
sampling procedures. 
Treatment 
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Three kinds of protocol data of varied levels of immediacy and 
explicitness were elicited from all the groups of the subjects during and 
after reading a text. 
Task 1 Think aloud: i.e. reporting orally what seems to be happening in 
one's head while (s)he is reading a text 
The researcher (the author) and each group of subjects met in a 
language laboratory for an experiment. After a brief introduction, a 
practice of the think aloud task and of using the tape-recorder, the 
subjects were given the passage to read and were asked to think 
aloud. 
Task 2 Immediate introspection on their reading behaviours (free 
composition) 
Task 3 Questionnaire (see Appendix C, pp. 19-23; see below for the 
explanation of how it was written) 
The three tasks in total took about thirty minutes to finish. 
The majority of Proficient Ll Group (PL1) and Proficient L2 Group (PL2) 
took the session together in the language laboratory at the University of 
Luton under the supervision of the present author. The session with 
Advanced Learners (AL) Group took place on a different day at the same 
venue with the author. Japanese Advanced Users of English had an 
individual session in Japan with either the author of this thesis or another 
researcher who observed the author conducting the experiment session. 
The subjects who could not come to the session (e.g. some staff) were 
asked to follow the task sheet at home using a tape recorder, 
Materials 
The reading text: 
The text for Experiment One and Two is taken from a novel called 'Zen 
and art of motorcycling maintenance', It was selected mainly because it 
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vividly describes the sensory and emotional experience of a motor cycling 
trip and because reading it requires the use of cognition to integrate the 
different scenes together. It seems suited to test the MDMR reading 
model, which claims that reading involves integration of cognitive, 
emotional, sensory, and occasionally motor systems in the brain. 
According to Fry's readability formula for short passages (Fry, 1990), the 
readability score of the text was 6.6 grade in U.S. (i.e. the level of linguistic 
difficulty of the text is suitable for twelve-year old U.S. native readers). 
The task sheet is attached in the Appendix C, pp.19-23. 
Questionnaire: 
As is described in Chapter One, I retrospected on my reading process and 
wrote down all the mental, emotional, and physical behaviours which I 
could consciously recall. Then I selected the significant items and 
sequenced all the behaviours in a likely order of occurrence during the 
reading act. 
Data Analysis 
Firstly, the three kinds of protocols were cross-referenced to check 
consistency. For example, in the think aloud tape a subject was clearly 
reading the text in a whisper (i.e. subvocalising) but did not acknowledge 
it in the questionnaire for some reason. In such a case, an inference had 
to be made that even though (s)he was not aware of it, (s)he was 
subvocalising. The likely interpretation of each subject's behaviour after 
triangulation of different data was tabulated as a summary of responses to 
form a database for quantitative analysis. 
Secondly, the reported mental, emotional, and physical behaviours in the 
think aloud and in immediate retrospection data were transcribed as a 
database for qualitative analysis. 
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5.2.3 Experiment Two 
Hypothese~ 
Hypothesis 4: The protocols of Japanese EFL learners who read a text in 
their native language would exhibit high convergence of 
behavioural evidence of the multi-dimensional use of the 
sensory, emotional, and possibly motor faculties and 
cognition during the reading process. 
Hypothesis 5: The protocols of Japanese EFL learners who read a text in 
English would exhibit different patterns from counterparts 
who read the translated text in their native language during 
the reading process. 
Subjects 
Fifty female Japanese university EFL learners from two universities 
participated in the studies. They are comparable in a sense that the 
subjects share commonality in personal attributes such as age, gender, and 
educational and social background of their upbringing. They also went 
through almost identical previous language training. 
The logistic availability of the subjects meant that it was impossible to 
conduct random sampling procedures. 
Treatment 
The two groups were given the same task sheets as in Experiment One but 
did not do the think aloud. The subjects were asked to: 
1. read the motor cycling text 
2. immediately retrospect on their reading process 
3. answer the questionnaire. 
The instructions and questionnaire items in the task sheet for both groups 
are translated into the native language (i.e. Japanese) by the present author 
and another native Japanese researcher confirmed that the translation is 
faithful to the original. 
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5.2.3 Results and discussion 
Lower Decoding Process 
The MDMR reading model hypothesises that the lower decoding aspect of 
the reading involves orthographic p~ocessing and phonological recoding. 
The think aloud recording revealed some interesting miscue instances, in 
which, for example, Japanese Advanced Users and Advanced Learners 
struggled in sounding out some unfamiliar words or misidentified 
different words with similar spelling. As a whole, however, orthographic 
processing did not seem to cause much of a problem. 
Many of the Advanced Learners commented on their evaluation of how 
they might sound in the tape. They were critical of their reading e.g. they 
did not pause at the right place, the pronouncing of some unfamiliar word 
was impossible. Even considering the expected drawback of task influence 
on the normal process, it is noteworthy that the Advanced Learners' 
attention is given to language performance in comparison to the 
Proficient Readers' whose attention is on the content of the text. 
The quantitative comparison of subvocalisation showed an interesting 
convergence across the four groups. 
Questionnaire item 1: 
'you subvocalised (i.e. read aloud quietly to oneself or in one's mind: 
Table 5-1 Subvocalisation 
Response PLI PL2 JAU AL Total 
Yes 8 9 8 
i---­
---­
10
-
35
---­
Occasionally 1( dia1Q£Ues) 1 2 
No 1 1 2 
Total 10 10 9 ! 10 39 
N.B. The numbers in the cell are raw counts. 
PLl: Proficient Ll Readers 
PL2: Proficient U Readers 
JAU: Japanese Advanced EFL Users 
AL: Advanced EFL Learners 
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It seems that regardless of the groups, the subjects predominantly 
subvocalised. 
The think aloud tape captured many subjects whispering whilst initially 
reading the text. This seems to be the manifestation of what the MDMR 
Model hypothesises as the fundamental script-sound-meaning processing 
route. For Proficient L1 and Proficient L2 readers, such recoding is . 
automatic whereas Japanese Advanced Users and Advanced Learners 
have to resort to conscious processing when a word is unfamiliar. 
Conscious efforts seem to invite actual sounding out of the part which is 
being focused on. 
There is another kind of subvocalisation in that the subjects often 
articulated only some parts of the text, as in the transcript of a Proficient L1 
reader, 'an angled parking place ... brimmed hat... mm'. This kind of 
vocalisation often accompanies rereading. Table 2 below summarises the 
subjects response to Questionnaire item 4: 'you re-read some words or 
parts of the text to strengthen your association with them (e.g. so as to 
have a clear image of the scene! object). This happened especially at the 
initial stage of reading'. 
Table 5-2 Re-reading 
, AL Total 
, 
Response PL1 ; PU JAU 
328 9 7 8Yes ~ 
---
, 
IlTInIy wnen 21 1there was a 
~~ 
--1 I 22 1 I 2No 
3910 10 9 10Total 
• I 
PL1: Proficient L1 Readers 
PL2: Proficient L2 Readers 
JAU: Japanese Advanced EFL Users 
AL: Advanced EFL Learners 
Again, re-reading behaviours seem to be predominant in all the groups. 
It seems that this repeated subvocalisation of short parts of the text is one 
of the half-conscious! conscious problem-solving strategies. Normally, 
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this kind of vocalisation is brief and at the level of word, phrases, or 
sentence. The protocols reported the following functions for this kind of 
subvocalisation: 
• 	 familiarising with a word or phrase, personalising the expression; 
• 	 summoning memory for corresponding and associating meaning of a 
word, phrases; 
• 	 creating images; 
• 	 constructing mental representations; 
• 	 cognitively sorting out a complex structure (e.g. the subject-verb 
connection is not clear). 
The MDMR Model explains that repeated vocalisation provides the 
phonological stimuli which reactivate the MDMR Potential networks and 
associated networks in memory and also prolongs the longevity of the 
working memory. Such phenomenon seems to happen during the on­
line processing within semantico-syntactic chunks. 
Protocols on rereading reported that there is rereading of a longer stretch 
of the text e.g. a paragraph. The subvocalisation in such moment is 
reported to become very cursory. Some subjects noted that rereading 
longer stretches of text facilitates: 
• 	 finding, recovering, strengthening the coherence; 
• 	 solving conflict in incoherent collections of mental representation; 
• 	 meaning reconstruction; 
• 	 recognising relevant episodic memory. 
This seems to correspond to what the MDMR Reading Model depicts as 
creating the mental representation of the whole text by integrating the 
evoked MDMR potentials. 
Other interesting comments were obtained concerning the benefits of 
vocalisation and rereading. Vocalisation seems to help readers to 
physically focus their attention on the text. Some Japanese Advanced 
Users commented that they could not see images at first because their 
mind was elsewhere, but by sounding out the text they started to focus. 
Tomlinson (personal communication) emphasises the fact that readers 
talk to themselves: asking questions, answering the questions, solving 
problems, evaluating the text, and commenting. The protocols showed 
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abundant examples of this. One Proficient L1 Reader's think aloud data 
provides typical evidence of talking to oneself during reading: 'Eh? "My 
hands are cool but the gloves have big black spots"... all right, "from 
perspiration on the back surrounded by white streaks of dried salt" I don't 
know where the salt bit comes in ... could that be from perspiration? .. 
Huh, O.K. Erm.' The vocalisation here seems to be mediating the 
cognition which is vital to constructing the coherent mental 
representation of the text. 
Concerning rereading, it was interesting to note many subjects in all the 
groups explained that they skim first and then after grasping the whole 
picture they embark on detailed reading. Furthermore, they sometimes 
read a third time for monitoring. Many subjects did not agree with the 
description in the questionnaire that rereading occurs at the initial part of 
the text. As the summary of the rereading in relation to subvocalisation 
above depicted, re-reading as well as subvocalisation seems to play a very 
important role in the reading process. 
There appears to be very little difference between groups in the use of 
subvocalisation and rereading. The influential pedagogic book on reading 
by Nuttall (1996) discourages subvocalisation (p. 58). The result of this 
small experiment as well as neuroscientific evidence seems to indicate the 
necessity of the reappraisal of our attitude toward the value of vocalisation 
and rereading in reading. 
Rereading behaviour is also associated with unsuccessful reading (e.g. 
Hosenfeld,1984). It is true that due to their smaller vocabulary size, some 
Advanced Japanese Users and Advanced Learners did stumble and reread 
the words. However, they all wondered for a moment but then went on 
to read the next part. many of them reported that skipping the parts they 
do not understand is one of their normal strategies. It seems that these 
mature readers are strategically aware and competent but they cannot 
achieve the fluent meaning construction because of their weak language 
ability. 
Reactivating MDMR Potentials within a syntactic boundary 
In section 4.3.5 in Chapter Four, the hypothesised process of meaning 
construction within a syntactic boundary was illustrated, in which the 
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textual information stimulates MDMR Potentials of direct and associated 
correspondence. The MDMR Reading Model emphasises how the evoked 
MDMR Potentials are multi-dimensional (verbal, sensory, motor, 
emotional). 
Let us inspect the four questionnaire items on imaging. The difference 
gradually emerges between the Proficient Readers and L2 Readers (i.e. 
Japanese Advanced Users and Advanced Learners) in the distribution of 
convergence patterns across the groups. 
Questionnaire item 5: 
'Certain parts of the text (e.g. content word, phrase, sentence) evoked 
various images in your mind' 
Table 5-3. Text-induced Images 
Response 
Yes 
1---::--<-­
Perhaps 
No 
PL1 I PU 
9 i 10
._-----'-....,..,.,.,~ 
1 I 
, 
a JAU 
9 
I 
AL 
7 
3 
-­
Total 
35 
1 
3 
Total 10 10 9 10 39 
PL1: Proficient L1 Readers 
PL2: Proficient L2 Readers 
JAU: Japanese Advanced EFL Users 
AL: Advanced EFL Learners 
The predominance of visualisation is acknowledged in all the groups. 
Questionnaire item 6: 
'Some of these images were not mentioned in the text but somehow you 
inferred them automatically.' 
Table 5-4. Inferred Images 
Response PL1 
,
PU ~ JAU AL Total 
Yes 9 10 8 4 31 
~ 
-­
No 
~ ~ i1 
, 
: 
1 6 
-
8 
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Total 10 10 9 10 39 
Many Advanced Learners reported that they did not have inferred images. 
There were no comments explaining why it was so. 
Questionnaire item 9: 
'you enjoyed at times having personal images or thoughts that were not 
directly relevant to the text and yet of some significance to yourself'. 
Table 5-5 Personalised Images 
Response I PL1 PU JAU AL Total 
. 0 a certain j 1 j 2m .. • ....I·.. . 3-­Yes 8 1 8 ! 2 ! 5~3 
..~N·~....··....·....····..·..···..2··....···..···..,........·..·...·1'....···......·..1................5.......··......./.........·.....·5...··..·...·.........····.....13........··..· 
Total 10 10 9 10 39 
Proficient L1 and U readers seem more or less to show a similar 
convergence pattern. It was interesting to note that one of the two 
Proficient Ll readers whose responses were negative commented that the 
text seemed too short for her to start enjoying her own images as she 
normally does. 
The Japanese Advanced Users and Advanced Learners seem very much 
focused on their attempts to understand what the writer is saying in the 
text. One Japanese Advanced User commented that 'Oh, I can't manage 
that far when I'm fully engaged in interpreting the text.' 
Questionnaire item 13: 
The integrated interpretation took the form which is similar to a film (e.g. 
movements of the characters, sound) even though it is somewhat 
fragmented'. 
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Table 5-6 Integrated Mental Resentation of the Text 
Response PL1 , PU ~ JAU I AL Total 
-
Yes 9 9 7 I 2 27 
.... 
Not with 1 1this text 
~.. 
No 111 2 I 8 
Total 10 10 9 ~ 10 39 _ ... _-_ .. _-_ ....­
Some Proficient L1 Readers commented that there were no movements 
and the picture was like slides. Some commented there was no sound, 
whilst others reported the picture did accompany sound. There seems to 
be individual variety in multi-dimensional mental representation. 
What is striking is that only two Advanced Learners reported seeing 
integrated pictures in their mind of the text. Their written protocols did 
not reveal what was happening. The interview with the Japanese 
Advanced Users might possibly explain such a situation. As far as the 
number is concerned, the convergence pattern of the Japanese subjects 
who reported seeing pictures in their mind are more or less similar to 
Proficient Readers. However, the interview uncovered that out of seven 
subjects, two had unintegrated incoherent pictures and three had 
misrepresented the text in their mind. One subject thought it was about a 
man standing at the top of the building, looking down at the old man and 
other people talking to each other. She reported having a clear movie like 
mental representations but she also communicated an insecure feeling 
that her interpretation does not seem quite right. Another subject thought 
it was a story about a traveller who ended up in a cold lonesome place. 
She thought the expression of heat was a literary metaphor. Another 
subject had an integrated picture of going skiing. The word goggles 
reminded her of past skiing trips and she committed herself prematurely 
to her skiing schema (see Tomlinson, 1997 for other instances and 
explanations of premature commitment to schema). 
The problem with an experiment with small samples of subjects as in 
Experiment One is that the result may in fact be due to the characteristics 
of the particular group. In order to test such possibility the results of 
Experiment Two were cross-referenced. Four questionnaire items on text­
induced, inferred-images, personalised images and integrated images 
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showed a gradual discrepancy between the two groups, which is very 
similar to the discrepancy observed above between Proficient Readers and 
U Readers. Concerning the integrated mental representation of the text, 
76 percent of those who read the Japanese text reported seeing vivid 
movie-like images. On the other hand, among those who read the 
English version of the story, 40 percent reported seeing movie-like images. 
What kinds of images these 40 percent of students were seeing was not 
investigated. Judging from the rate of misrepresentation among Japanese 
Advanced Users in their interpretation, the prospect of the students 
outperforming them seems slim. 
One of the main claims of the MDMR Reading Model is that textual 
information stimulates the reader to create a multi-dimensional mental 
representation of the text. The MDMR model predicts that the data would 
manifest the instances of the subjects experiencing vague sensations (e.g. 
heat, thirst, sound). Such text-induced sensational experience depends on 
the readers' past experience. The more direct and deeply ingrained the 
experience, the more vivid the reactivated mental representations are 
likely to be. The two questionnaire items are designed to elicit such 
phenomenon. 
Questionnaire item 7: 
'you experienced vague sensations of heat, thirst, perspiration, etc'. 
Table 5-7 Vague sensations 
Response PLI PU JAU I AL Total 
J-...-~~-J. ..~ t 8 5 l 6.. J 28----4 
··········..N~....···....·r...····....····i···..···..·····t···············2···············r·····....·····4···············r··············4····....··..···r······..···..ii·..··········· 
Total 10 10 9 10 39 
Proficient Readers clearly had such sensory experience. One Proficient Ll 
reader commented in the retrospection, 'I imagined get off the bike after a 
long ride - wobbly legs. The streets a bit hazy'. Another Proficient L2 
reader stated in her retrospection, 'Even though the visual images were 
predominant, 1 also experienced vague sensations of hot air, thirstiness 
and the burning sun'. 
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It is interesting to note that the engagement with the text also seems to 
influence the vividness of the mental representation. The Proficient L1 
reader who reported no sensational experience during reading 
commented, 'Not in this case'. She also noted elsewhere, 'read on a train 
but not disturbed by noise, however didn't connect closely with text'. One 
of the two Proficient L2 Readers who did not experience such sensations 
also stated that he could not identify with the text that deeply'. The other 
one also reported, 'The text is too short for me to really get into the story'. 
These comments could suggest that too short a text may fail to induce 
engagement from readers. 
For those Japanese Advanced Users and Advanced Learners who did not 
experience sensations, reading seems to be a more cognitive activity in 
which they are busy decoding and creating a coherent account of the text. 
Experiment Two involving two comparable groups of fifty Japanese EFL 
learners provides supporting evidence that those who read in a multi­
dimensional way in their native language do not seem to read in the same 
way in L2. 62% of the students who read the motorcycling text in Japanese 
said they experienced sensations whereas only 24% of those who read the 
text in English reported that they did. 
Whether readers hear voices of the characters in the text, however, seems 
slightly more varied. 
Questionnaire item 8: 
'You vaguely heard voices (e.g. voice of a lone elderly man, voice of 
John)'. 
Table 5-8 Hearing voices 
Response I PL1 PL2 JAU 1 AL Total 
··:l::···········t-··-+···-·+···-~·····-·I····-?······1·······!·····t·_··¥_········ 
~-.-. ---~---.-----+----. -. 
No 2 I 2 1 4 j 6 14 
Total 10 10 9 I 10 39 
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Many subjects across groups seemed to have heard the conversation 
between the old man and John. One Proficient L1 Reader reported hearing 
a sarcastic tone in the old man's voice. One Proficient L2 Reader reported 
hearing the voice of the narrator. 
Creating an integrated mental representation of the text 
How do readers integrate the partial interpretations achieved at the 
syntactic boundaries and create an overall interpretation of the text? Is it a 
parallel process in which various partial interpretations are held in 
temporary memory and compete for the greatest plausibility? Or is it a 
sequential process in which one plausible interpretation is created and 
then modified? Three items in the Questionnaire investigated just these 
questions. 
Questionnaire item 10: 
'All through the reading process you were trying to integrate the available 
information (in the text and in your head) so as to eventually construct a 
coherent interpretation'. 
Table 5-9 Integration Efforts 
Response PL1 PU JAU AL Total 
Yes 10 10 9 8 37 
-··--N·~-·-r-'··-'·-··-'T-·-··--"····--I-·'·'··'·"··'T······2"········]'······-2···_·· 
Total 10 10 9 i 10 39 
Not much douDt as to our efforts for integration. One Proficient L1 reader 
pointed out that the integration efforts seem not so much a matter of 
conscious effort as the questionnaire 'you were trying to integrate' 
indicates. It seems to him that the integration seems what we 
subconsciously and automatically do. 
Questionnaire item 11: 
'You had several optional interpretations until you settled for the most 
plausible one based on the clues in the text'. 
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Table 5-10 Parallel Processing 
Response PL1 PL2 JAU I AL Total 
Yes 5 8 5 i 4 22 
h 
Partially' 
.....u ••••••H ..Uu...~.H•••Uu 
No 
2 i i J 
..................................~...........................·······~·····..··..················..···..r··········..···.................. 
3 i 2 ~ 4 I 6 
... 
2 
nn••~U ••u •••••u ............ 
15 
Total 10 10 _~_ ._1_ .. 10 39 
The convergence is not so strong as to support parallel processing. One 
Proficient L1 reader said, 'I sometimes had a couple of images fleetingly in 
my head before settling on an image'. 
Sequential processing seemed to attract more convergence as in the 
Questionnaire item 12: 
'You made an initial and temporary interpretation, which was then meant 
to be modified or replaced by more suitable one'. 
Table 5-11 Sequential Processing 
Response I PL1 PL2 JA U AL Total 
Y~..... I 8 !. 9 ! 7 T 4 28 
j I 1 -i- 1 
·······..···N·~·····..·....····..··....··..·2··..···......···1....·..·......··1:·..·........·..·,··..·....···....1:..·.. ·· ....·....1..·....···....··6··..·..·....·..·....·····......10·..··..·..·.. 

Total 10 10 9 I 10 39 
Think aloud data seem to provide clues to what exactly may be happening: 
Proficient L1 Reader: 'In my image, "1" was running at first. Then I got 
confused because "I" was wearing goggles. Then "I" 
was flying over some desert in an aeroplane which 
has caught fire. Then "I" was in an armed car, and 
only when I read "put the cycles on the stands" did I 
realise that "I" was travelling on a motorcycle'. 
Proficient L1 Reader: "It's funny 'cause it says "a lone elderly person 
wearing a broad-brimmed hat" and I pictured a 
woman and it goes, "Hot enough for you?- he asks" 
so it's a man. So it's changed. My picture as well'. 
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Proficient L1 Reader: 'Bowman? Who's Bowman. I don't get this. All of 
a sudden it is talking about Bowman.... "about ice 
water and air conditioning" I suppose that's what I 
am thinking about now really. "Of the street and 
sidewalks of Bowman" Oh, Bowman's a place not a 
person'. 
It seems that Proficient Readers are connecting the old and new 
infonnation at syntactic boundaries, gradual1y adding up the whole 
picture. Initial interpretation is kept until the text signals otherwise. 
What is remarkable is that protocols of Proficient L1 Readers do provide 
evidence of frequent instances of confusion and misrepresentations of the 
text in their initial and tentative interpretation. On page 226 in this 
chapter, I noted that Japanese Advanced Users' integrated images were 
often incoherent or misrepresented. However, on closer inspection, these 
Japanese Advanced Users were having similar images evoked from the 
text. For example, one of the Proficient L1 Readers visualised "I" being in 
an aeroplane, because "I" am wearing goggles and gloves and can "look 
down at the map" and at the "buildings shimmering slightly" whilst 
moving. Similar aeroplane images were reported by another Proficient L2 
Reader. The Japanese Advanced User who imagined til" being in a high 
place said that her interpretation comes from the fact that "I" could see 
"On the horizon an image of buildings, shimmering slightly". Compared 
to Proficient Readers imagining an aeroplane or an anned car, Japanese 
Advanced Users' images do not seem as wild as they initially did. 
Another Japanese Advanced User mistook "Bowman" as a person but so 
did a Proficient L1 Reader. The expression in the text fA person with a 
broad-brimmed hat' did invite a considerable number of Proficient 
Readers, as well as some Japanese Advanced Learners, to visualise a 
woman. 
The difference between Proficient L1 Readers and Japanese Advanced 
Users is that the fonner is much more sensitive to the subtle clues in the 
incoming text and quick in revising their mental representations. 
Furthennore, they are so confident and comfortable with L1 reading that 
their initial wild guesses being 'wrong' do not even seem to attract their 
attention. If asked to recall, Proficient L1 Readers would recall their final 
version, which is a 'correct' one. Japanese Advanced Users and Advanced 
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Learners, on the other hand, if they realise how 'wrong' their final 
interpretations were, compared to those of native readers, may yet again 
confirm that their English is not good enough. 
How did emotion get involved in the reading? 
Another of major claims of the MDMR Reading Model is the importance 
of value systems functioning in the reading process. It has been argued 
that whether the affective filter is high or low affects the amount and 
quality of language acquisition through reading (Krashen, 1991; Krashen, 
1993). Fransson (1984) emphasises the importance of intrinsic motivation 
(i.e. motivation created by the relevance of the content of the text to 
his/her personal needs and interests) for deep processing of the text. 
The MDMR Reading Model hypothesises that value systems consist of 
emotional systems and cognitive systems. The MDMR Model predicts 
that emotional value systems would manifest as readers' emotional 
response to a text (e.g. likes or dislikes of the author or text, interest in the 
topic) influencing the readers' engagement. The cognitive value system 
may be manifest as a general attitude toward reading, specifically to the 
writer, or toward the book (e.g. the book happens to be the latest Booker's 
Prize Winning novel). Cognitive and emotional systems seem to 
function at the same time at varied levels. Therefore the MDMR Reading 
Model predicts that the kind of deep processing, as Fransson (1984) puts it, 
should occur when cognitive and emotional value systems signal 
significance. Such an occasion may happen, for example, when a reader 
appreciates, with sheer pleasure, the writers' aesthetic skills in articulating 
the essence of the issue that is of importance for the reader. And because 
of such joy, we continue to read. 
Questionnaire item 17: 
'Whilst you were reading, you felt disturbed, annoyed, amused by what 
was in the text or by what was surrounding yourself (e.g. noise, laboratory 
condition)', 
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Table 5-12 Emotional influence 
Response PL1 PLZ JAU AL Total 
! ~ 
Yes . J 5 6 t 7 _+__4~.J__~__ 
·······..·····...··..·............1........·......···......·........·+....·..·..·..·..·..........·..·..·t..·......·..·..·............·..·..t·....···..·......··..··......·..··r....····..·....···....·..··......· 
No 5 1 4 1 2 ! 6 17 
Total 10 10 9 r 10 39 
The quantitative spread is not so informative, apart from the fact that 
some noticed emotions and others did not notice significant arousal of 
emotion. Qualitative inspection of protocol data, however, was more 
revealing. The twelve L1 and L2 Proficient readers who reported their 
emotional responses were either commenting on their reactions to the 
text or the experimental task and environment whereas four Advanced 
Learners were commenting how insecure and frustrated they felt about 
their performance (e.g. not understanding some words, not having read 
the text well). 
A Jess investigated aspect regarding value systems in reading is what I call 
'personalisation'. Readers seem to actively make attempts to narrow the 
distance from the text. Personalisation refers to such subconscious and 
conscious behaviour to make the text accessible to the person. For 
example, trying to simulate the experience of the characters in the novel 
sparks off memories of personal experience in the past. This narrows the 
distance between the reader and the text, retrieves more MDMR Potentials 
and helps create more vivid mental representation - thus deeper 
engagement. We sometimes project ourselves on the characters in the 
text. When we identify with a main character of a novel, for example, the 
level of engagement seems deeper. By reading we can, as it were, release 
ourselves from our own environment and experience someone else's life. 
Possibly another of the reasons why we may want to read. 
Questionnaire item 3 was designed to probe such an aspect. 
Question item 3: 
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'You tried to simulate what T in the text was going through by 
remembering similar experience either from your direct experience or 
from secondary one from films, books, etc'. 
Table 5-13 Simulating the Text 
Response I PL1 PL2 JAU -rI AL Total 

Yes --L~. 10 __ I 9 ! _7 I ,5" _ 31.._ 

j l 1 I 1

·....·· .. ····N·~..······.......................................,................1:...............'1'..............·1:··....·..····..·1·....··....·....5·....·......·.. ·......··......·7......·..·....· 

Total 10 10 9 10 39 
Proficient Readers and Japanese Advanced Users do seem to personalise 
the text more than Advanced Learners do. Protocols provide ample 
evidence. One Proficient L2 Reader reported in the think aloud, 'I'm 
remembering the heat and heat haze that my family and I experienced in 
Saipan Island in our recent holiday.' 'An image of buildings shimmering 
slightly' I often see this kind of images in T.V. commercials'. A Proficient 
L1 Reader supports such instance of personalisation, noting that 'Most of 
what I saw or felt is due to personal experience and T.V. images of 
America'. 
A few Advanced Learners do seem to personalise the text. One of those 
learners wrote in her retrospective data: "Usually when I read a text (if it 
isn't a work paper!) I try to imagine everything: faces, countries, clothes, 
etc and often I try to place the main subject, thinking about her (or his) 
reactions'. These learners seem in a minority. 
5.24 Conclusion 
As far as the convergence patterns are concerned, the results seem to 
indicate that : 
1. Proficient L1 Readers read in a multi-dimensional way. 
2. Proficient L2 Readers also manage to read in a multi-dimensional way. 
3. The most crucial difference between Proficient Readers and L2 readers 
(i.e. Advanced Japanese Users and Advanced Learners) seem to include 
the ability to: 
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• 	 evoke rich MDMR Potentials instantly in response to textual 
information 
• 	 integrate the evoked MDMR Potentials into a coherent mental 
representation of the text 
• 	 monitor and modify the mental representation according to the textual 
clues. 
4. 	 Japanese Advanced Users, Advanced Learners, and Japanese EFL 
students all seem to make conscious use of their cognitive and 
metacognitive resources both in L1 and L2. 
The reasons why Advanced Users, Advanced Learners, and Japanese EFL 
students seems to read successfully in L1 but read rather poorly in their L2 
seem to come from the fact that: 
• 	 their previous training did not provide opportunities to establish 
direct links of L2 verbal labels and MDMR Potentials to achieve 
automaticity of meaning construction 
• 	 they have not achieved the automaticity of lower decoding and 
therefore try to compensate by consciously paying attention to every 
aspect of the linguistic data in the text 
• 	 many of the Japanese Advanced Users and Advanced Learners seem to 
regard reading in L2 as decoding of linguistic code and a purely 
informational transaction which does not engage their whole being, 
thus failing to engage mature non-verbal multi-dimensional resources 
they possess in their brain 
• 	 they are busy evaluating themselves concerning their weaknesses in 
the performance, thus perpetuating the negative self-image as L2 
readers 
The clear tendency in the responses from the subjects in the two 
experiments seems to promise fruitfulness of further replication of the 
studies which could enhance the validity and reliability of the results of 
the current study. For an example, an application of statistical tests on 
randomly selected larger samples would indicate the generalisability of the 
quantifiable aspects of the results. 
Meanwhile the results of the two experiments seem to be supported by 
other studies. These results are very similar to those of Sokolov (1972) 
and Tomlinson (1997, 1998) who asked proficient readers to read a text and 
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then to recollect their processes of reading it. The readers reported using 
inner speech (and visual imagery) to help them to make connections, to 
personalise the text and to develop their interpretation of it. Tomlinson 
(1997) gave the same tasks to EFL intermediate learners and found that 
they used far less inner speech and visual imagery than the proficient 
readers and that they concentrated most of their processing energy on 
decoding strategies. 
5.3 Description of the L2 reading process 
In section 4.3.5 in Chapter Four, the MDMR account of the L1 reading 
process was described using a map of the brain. I will attempt now to 
describe a neural account of the L2 reading process in a similar manner. 
5.3.1 Lower decoding process 
What sort of neural activities may be taking place when an L2 reader reads 
the text on the motorcycling trip? Just as in the L1, the reading process 
must start with lower decoding processes which seem to involve: 
• 	 decoding of visual stimuli (orthographic processing, phonological 
processing) 
• 	 syntactic and semantic chunking 
In the case of L1 it was shown that such operations would involve mainly 
verbal processing areas of the brain as shown in Figure 5-1 below: 
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Figure 5-1 Lower level decoding in reading a text 
The information of the graphic print is processed in the neural processing 
route involving the primary visual cortex, the angular gyrus and 
Wernicke's area to be recognised as language. This means that when an 
English speaking reader sees a word in an English text, the stimuli from 
the retina are processed through this route. Note here that working 
memory is vital in keeping the processed information temporarily until 
the meaning is constructed. When there is a problem, cognitive systems 
become active. 
What happens when an EFL learner sees the same English word in the 
text? The neuroscientific evidence suggests that the same areas (Le. 
primary visual areas, angular gyrus, Wernicke's area) are responsible for 
lower decoding processing, whether the graphic print is in L1 or in L2. 
The difference in L1 and L2 lower decoding process seems to be a matter of 
which specific neural paths are active when the incoming data are 
recognised. Recognition requires memory, and memory is kept where the 
learning took place. The kinds of language and of learning context are 
likely to influence where the learning took place and where the memory 
is stored. The depth and the level of learning would determine the 
extensiveness and strength of networks. 
237 
Chapter 5 - The U Reading Process 
Let us identify where the necessary memory for word recognition is stored 
in an Ll readers' brain. The word recognition process starts with 
identifying visual features of a letter, letter cluster and word. In the brain 
of an Ll reader, it is known that the integrated memory for visual features 
is kept in the association area in the way indicated in Figure 5-2 below: 
motor correx 
.:.i::tl\ primary visual cortex 
~.!.;r ~--olfactory 
. INTEGRATEDcortex ~ MEMORY FOR 
GRAPHEME 
Wernicke's area 
language recognition 
sound 
sound meaningBroca's area 

articulation programming 
 ([tty Association areas 
.. 
Figure 5-2 Integrated Memory for Grapheme-phoneme 
The graphemic component of the textual data is referenced against the 
memory for recognition in the area near the primary visual cortex (see 
Figure 5-3). Likewise graphemic-phonemic combined information seems 
to be stored in the association areas near the angular gyrus (see Figure 5-2 
above). The graphemic-phonemic information is then recognised as a 
word and is referenced against word memory and its corresponding 
meaning under the supervision of Wernicke's area. 
Where are memories for words kept? Suppose the word happens to be a 
noun, in the brain of English speakers, the noun concepts and word-forms 
are reported to be stored in occipitotemporal areas of the cerebral cortex. In 
the same noun areas are subdivisions (e.g. areas for common nouns and 
different areas for proper nouns). 
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Dama~io & Damasio (1993), based on their studies with patients with 
speech disorder, claim that form and meaning is kept in separate areas 
with mediating neural paths connecting the two. They take an example of 
colour concept to show where such separate neural areas are situated in 
the cerebral cortex. According to them the memory for linguistic forms, 
memory for colour concepts and mediating neural paths can be located as 
in Figure 5-3 below: 
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frontal lobe somatic sensory cortex 
;..r:.i·:·l·:·l·:+~ WORD &: SENTENCE i:i:~t~:l:\' FORMS 
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cortex 1::-:r.:.:!;;.!.;J.~·.... l~.:.!.J G NOUN MEDIATION 
NOUN CONCEM'S 
FOR COLOUR 
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language 
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:...:... 
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Figure 5-3 The location of the areas for noun forms, concepts (of 

colours) and mediating neural paths 

Note that the concept of colours is described as being stored in the 
association area near the visual cortex. Colour concept in this sense 
means what I call multi-dimensional representation of the colours. 
Thus in the case of an English person reading about a colour, for example, 
'red', Wernicke's area stimulates and oversees a linguistic word form (r-e­
d) and the concept to be connected with the help of mediating paths (see 
Figure 5-3 above). Such cortical operations are manifest as the English 
native person visualising the colour 'red' with associated memories 
flashing back in his I her mind. 
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The question is how is the English word (r-e-d) recognised in the brain of 
an L2 reader. Where is the memory of the grapheme-phoneme stored? 
The question is complicated by the fact that the L2 learner has already 
established form-concept networks in his/her native language. Suppose 
the L2 learner happens to be Japanese, established connections already 
exist between the graphemic and phonemiC form (a-ka) in Japanese and 
the concept connected by bundles of mediating neurons. The English 
graphemic-phonemic form of (r-e-d) must be initially learned neurally 
involving metabolical or anatomical change. Then the verbal network of 
(r-e-d) must establish connections with the existing multi-dimensional 
concept. The neural connections between non-verbal MDMR Potentials 
with Ll and with L2 may be metaphorically expressed as Figure 5-4 below: 
\ Via 
r " i! 
wlEnglish graphemicr-" 
.& h . I 
,,, 
.....~.l p onemlC l'oW val representation 1 
' 
:·········.~~:~.:.···:·:-·······~i~········T········ 
conceptual associations (ca) 
Figure 5-4 Form-concept connections in Ll and L2 
It has been noted that the ability of automatic word recognition and 
syntactic chunking is a prerequisite for the limited working memory to 
function properly. The working memory in the frontal lobes coordinates 
the integration of the various memory traces required for orthographic 
and phonological processing. The automaticity seems to be achieved by 
the number and the strength of the neural networks. In this sense, as 
Figure 5-4 illustrates, until the connections between the English form and 
concept become robust through significant and meaningful repetition, 
word recognition in L2 is predicted to be much less automatised compared 
to the automatic recognition in Ll. 
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In the native language, unless some processing problems attract the 
reader's attention, this decoding process takes place subconsciously. Even 
when the reader is conscious, what (s)he is able to notice remains limited 
to what can be consciously retrieved e.g. conscious problem-solving 
strategies. In L2, however, until the neural connections are established, 
word recognition may require a certain level of attention. 
Major characteristics of L2 reading behaviours, such as slow conscious 
word-bound reading, seem to derive mainly from the fact that neural 
networks related to L2 are underdeveloped. 
Not having as much control in L2 frustrates mature L2learners, who have 
established efficient L1 verbal systems and their connections with MDMR 
Potentials. Thus L2 learners seem to try to compensate by paying 
conscious attention at all levels of L2 reading. For example, during the 
lower decoding phase L2 learners tend to use strategies such as re-reading, 
guessing the meaning of unknown words, and using dictionaries. Note, 
that these lower decoding strategies are all valid ones in themselves but 
they are all conscious, cognitive, and verbal. If these conscious strategies 
are over used, they could use up the human's limited cognitive capacity 
and may affect the coherent meaning construction of the text. 
5.3.2 On-line processing within a syntactic boundary 
In section 4.3.5 in Chapter Four, an explanation was provided concerning 
the hypothetical on-line processing within a syntactic boundary according 
to the MDMR Model. How then does L2 on-line processing take place? 
Let us take an example from the motorcycling text: The air is like a 
furnace blast..:. Many of the Advanced Learners in the experiment did 
not know the English words 'furnace' and 'blast'. They had equivalent 
expressions in their native languages in this case and they had either 
directly or indirectly experienced 'furnace' and 'blast'. Therefore they had 
the multi-dimensional mental representation potentials corresponding to 
the 'furnace' and 'blast'. Their problem was the lack of neural networks 
representing the L2 linguistic codes for these two words and the 
connecting neural paths between the existing MDMR Potentials. Their 
situation within this syntactic boundary may be metaphorically expressed 
as Figure 5-5 below: 
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Text The air is like a furnace blast, so hot that... 
Figure 5-5 On-line processing within a syntactic boundary in L2 
Even though these two words give the Advanced Learners some 
problems, they can still vaguely achieve interpretation from the rest of the 
components if they take into account some more words in the next 
boundary 'so hot that ..:. The sentence without the descriptive expression 
still conveys the basic meaning: 'The air is like a _ so hot that ..:.---J 
However, not being able to connect the linguistic code of 'furnace' and 
'blast' with their existing MDMR Potentials does take away the amount of 
impact the text could have on readers in their creation of the multi­
dimensional mental representation of the text. Thus their mental 
representations are predicted to be weaker, less vivid and less lasting. 
The Ll readers have a further advantage at this processing stage. Attached 
to the verbal mental representation networks, Ll readers have a far more 
extensive store of associative verbal networks, which are ready to be 
reactivated. For example, the linguistic code in the text 'furnace' would 
trigger in Ll readers' mind not only the corresponding literal verbal 
representation but also stimulate collocational verbal representations. 
Since these corresponding and associative verbal networks are often 
supported by strong connections with nonverbal MDMR Potentials, Ll 
readers appear to experience more vivid and extensive fleeting images. 
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For L1 readers, these meaning retrievals (i.e. textual information 
reactivation of the MDMR Potentials) are again very much automatic and 
do not require conscious effort. The remaining cognitive capacity of L1 
readers often lets them enjoy exploring the associations sparked off by the 
text. When Proficient Readers read the part of the text The air is like a 
furnace blast, so hot ... ' many of them related it to their episodic memory 
and retrieved accompanying images of a foundry, a factory in South 
Wales, or a holiday in Saipan, etc. Such personalisation seems to help the 
readers narrow the psychological distance between themselves and the 
text, and to create clear and lasting background images in their mental 
representation of the whole text. 
L2 learners, on the other hand, may not have a strong and extensive link 
between the L2 verbal mental representations and either corresponding or 
associative MDMR Potentials. As noted in section 5.3.1 in this chapter, L2 
learners seem to use their attention and cognitive capacity during their 
still not-quite-automatised lower decoding and during evoking the 
MDMR Potentials within syntactic boundaries. Such conscious reading 
styles do seem to tax the limited amount of cognitive resources and L2 
learners do not seem to personalise the text as much as L1 readers do (see 
the results of my experiment in section 5.2.2 in this chapter). 
Lack of personal projection invites studial reading (Tomlinson, 1998) 
regardless of the writers' aesthetic intentions or the genre of the text. As a 
result, reading in L2 tends to become understanding of the literal meaning 
without personal involvement. 
5.3.3 Creating an integrated mental representation of the text 
Eye-movement studies have demonstrated that L1 readers do take a longer 
pause at the end of a sentence for 'sentence wrap-up' at which integration 
of old and new information takes place (Just & Carpenter, 1980). The 
considarable convergence of the verbal reports of Proficient Readers in my 
experiments seemed to provide evidence that such integration does take 
place. 
Proficient Readers seem to create an initial plausible mental 
representation of the text during on-line processing in the form of evoked 
MDMR Potentials. Protocols from my experiments showed readers 
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evoking both relevant and irrelevant images and episodic memories from 
the past. 
At larger syntactic boundaries (e.g. end of a sentence), Proficient Readers 
seem to integrate the various text-induced and associative MDMR 
Potentials into a coherent multi-dimensional mental representation of 
what has been read. According to the protocols in my experiment of 
Proficient Readers, the integrated multi-dimensional mental 
representation of the text seem to look like a movie or slides with or 
without sounds. Inconsistency, ambiguity or contradiction among the on­
line processed mental representations seem to be sorted out during this 
integration period in creating a coherent account. 
The integration stage is where skilled readers seem to use conscious 
cognitive resources most frequently. Strategic behaviours reported by 
Proficient Readers in their protocols in my experiments include re-reading 
the text for clarification, making use of inferences with the help of past 
experiences, source identification, reasoning whilst discussing the 
problems with oneself. 
In sum, the integration of the Ll reading process may be metaphorically 
illustrated as follows in Figure 5-6: 
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Figure 5-6 Creating an integrated mental representation of the text 
by proficient readers 
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How do L2 readers integrate their partial interpretations during the on­
line processing and create an overall mental representation of the text? In 
my experiments, the protocols of the Adavanced Learners, Japanese EFL 
University Students and Japanese Advanced Users all seem to confirm 
that L2 reading also consists of the three basic stages (i.e. lower-decOding, 
on-line processing and integration). There are some differences, 
however, which will be described using the following illustration in. 
Figure 5-7: 
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Figure 5-7 Creating an integrated mental representation of the text 
by L2 learner readers 
When compared to proficient reading, less established L2 verbal networks 
and their weak link with the existing MDMR Potentials causes many L2 
learners to distribute much of the mental energy to lower decoding and 
trying to make out the meaning of each word. As far as the attention and 
use of cognitive resources are concerned, Proficient Ll Readers and L2 
readers distribute them in a totally opposite manner. Proficient Readers 
seem to give much of their attention to meaning integration, whereas L2 
readers seem to be much more attention to lower decoding processing. 
Paying careful attention to every word or unfamiliar words often seem to 
result in understanding many of the words but not being able to connect 
them together to create an overall interpretation of the text. My 
experiments revealed that Advanced Learners did have text-induced 
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images. What was interesting was that they had less inferred images, still 
less personal images. When it came to integrated images of the whole 
text, very few of them actually managed to create a coherent account of the 
motorcycling text. Proficient Readers seem to achieve the whole-text­
coherence by connecting what they are reading to themselves. 
Personalisation of the text helps Proficient Readers fill in the gaps in the 
text which the author has left for readers to work out. 
Furthermore, this personalisation of texts seems to be what induces 
potential pleasure in reading. If readers personally relate to the text, the 
content becomes more engaging, which often leads to deeper-processing 
(Craik & Lockhart, 1972). Such engagement, according to SLA theories, 
seems to facilitate language acquisition, as well as contributing to the 
development of reading confidence and proficiency. 
5.4 Pedagogic factors influencing the L2 reading process 
So far we have examined typical L2 learners' reading behaviours from 
three different perspectives. Firstly we reviewed how L2 reading 
behaviours are depicted in reading research (section 5.1.1 in this chapter). 
Secondly mental reading processes were probed in the introspective data 
of Proficient Readers and different kinds of L2 readers (section 5.2 in this 
chapter). Thirdly, a neural interpretation of the L2 reading processes based 
on the MDMR model was presented (section 5.3 in this chapter). 
In the case of mature EFL learners, the ongm of their L2 reading 
behaviours can be mainly traced back to their L2 formal instruction. This 
is so because language classes are normally their main source of exposure 
to L2 and L2 reading in EFL contexts. If so, the efficacy of L2 reading 
instruction needs to be evaluated in relation to how L2 readers have come 
to read in the way they read. 
5.4.1 Language acquisition and reading acquisition in Ll 
Let us first consider the typical language and reading acquisition 
experiences of Ll pre-schoolers. Singer (1981) estimated that Ll learners 
have already learned approximately 5,000 to 7,000 words before they 
formally begin reading instruction in schools. Since pre-school Ll 
language acquisition is done mainly through aural-oral modes, vocabulary 
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knowledge of pre-schoolers means connections between sound and 
meaning. In other words, as was explained using the mango juice 
example in section 4.3.3 in Chapter Four, vocabulary is learned by 
associating phonological verbal labels to multi-dimensional mental 
representations in daily experience. Note here that, in Ll vocabulary 
acquisition, the signifying codes and the signified objects or phenomena 
are likely to have a direct and strong link in the minds of the Ll children. 
Furthermore, the words are learned in context, with associations of other 
verbal and non-verbal experience. 
Spending approximately the first five years of their lives associating aural­
oral verbal codes with non-verbal experience in natural communication 
enables Ll learners to acquire both the segmental and suprasegmental 
phonological systems of English. 
Parallel to cognitive learning of conceptual relationships, Ll learners are 
supplied with plenty of opportunities to learn the related grammar 
systems intuitively. An example of this is the cause and effect relationship 
(e.g. making a mess causes mother to get upset) and the linguistic system 
of cohesion. Another one is the argument-predicate relationship (e.g. a 
dog barks) and the linguistic relationship of subject and verb. 
Ll children also come to recognise pragmatic values attached to linguistic 
systems. Prosodic features mark old and new information. The children 
learn to differentiate implicit messages from the intonation, tone and 
pitch. Thus the intensity of a mother's nagging would signal to a child 
how far (s)he can continue ignoring her order. 
In sum, in U, there is a clear divide between language acquisition and 
reading acquisition. When the reading instruction begins at school, Ll 
children have more or less established in their brain the networks for: 
• flexible and extensive aural/oral vocabulary 
• mastery of segmental and suprasegmental phonological systems 
• intuitive knowledge of English syntax 
• necessity to acquire Ll for social survival 
Some pre-schoolers may have had considerable opportunities for proto­
reading experience - that is - listening to bed time stories. In such 
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moments, they are likely to be relaxed and securely focused on the content 
of their favourite stories, whilst enjoying the rhythmical language 
sparking off multi dimensional mental representations in the mind. Most 
of the vocabulary in the text is likely to be known and the unknown can 
either be inferred, explained either visually or verbally in interaction with 
a parent, or just be ignored until the pre-schoolers' needs and wants arise. 
H Ll pre-schoolers are privileged enough to have such proto-reading 
experience, it is likely that reading is associated with pleasure and positive 
emotional associations. 
When reading instruction begins in schools, L1 learners spend a lot of 
their time and energy on orthographic learning. Learning how to identify 
letters, how to associate individual letters into clusters (Le. syllables and 
words) and most importantly relating the already existing sound-meaning 
systems to newly acquired letters and spellings. It is very interesting to 
know that the orthographic learning seems to take even native speakers a 
long time to acquire and causees problems for poor readers at all ages 
(even at college level) (see section 4.1.3 in Chapter Four). The 
overwhelming amount of evidence regarding the importance of the 
spelling-sound-meaning relationship is reflected in the fact that most 
current versions of interactive models of reading (e.g. Adams, 1994; 
Rayner & Pollatsek, 1989) invariably stress the necessity of automaticity of 
such lower level decoding processes as a prerequisite for skilled reading. 
5.4.2 Learning language and reading in L2 
Let us now consider how language and reading are typically learned in L2. 
We will take the case of Japanese EFL learners as an example. 
Most Japanese EFL learners start English language learning at the age of 
twelve to thirteen when they enter public junior high school as the final 
part of compulsory education. Since society functions almost exclusively 
in Japanese, the classroom is the main, if not only, source of English 
learning. Motivated by the recent societal awareness of the importance of 
English as an international lingua franca, some students seek extra tuition 
with private tutors or at night schools. The effect of such extra learning, 
however, tends to be insignificant when analysed statistically (Masuhara et 
al,1994). 
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When L2 language learning begins in junior high school, L2 learners are 
expected to learn orthographic, phonological, and morphosyntactic 
systems of L2 verbal codes almost at the same time within a very short 
period of time. 
To illustrate how quickly L2 learners are expected to acquire the new 
language, we will make a very rough comparison of the amount of time 
spent for language acquisition in L1 and L2. L1 pre-schoolers, calculating 
on a very crude assumption that they are exposed to English for eight 
hours per day, are estimated to have 14,600 hours of exposure to their 
native language in five years. And this does not count the orthographic 
learning which takes place after schooling begins. 
Japanese EFL learners, on the other hand, spend six years learning English 
at secondary school according to the recommendation of Course of Study 
published by the Ministry of Education. The approximate total hours of 
English classes based on the curriculum specification therefore amounts to 
609 - 783 hours. Compared to L1 pre-schoolers, the physical amount of 
time given for L2 language acquiSition seems very small. 
The comparison of the quality of L1 language acquisition of pre-schoolers 
and L2 formal language learning makes us realise a far more sobering 
difference. In L1, toddlers are surrounded by the language in real contexts, 
get personal attention, have plenty of proficient users around to help 
them negotiate meaning, etc. In the L2 formal learning context, many 
non-native EFL teachers prefer to lecture in Japanese to a large class about 
vocabulary or grammar knowledge of English. In the worst cases, 
audiotapes are probably the only source of authentic one-way input. Also 
frequent testing features heavily in the L2 instruction, which could 
nurture negative associations with learning L2 language and reading. 
What is crucial here is that L2 reading instruction also begins 
simultaneously with L2 language learning. Or more accurately, no 
reading instruction per se is given but the learners are expected to read 
texts on some naive assumption that once we learn a language system (i.e. 
lexicon and syntax), we should be able to read well. In this way, L2 reading 
instruction is always accompanied by confusions between teaching 
language and teaching reading. In the former, the text is a language 
specimen that provides context for particular knowledge about the target 
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language. In the latter, L2 learners should be, for example, getting the 
wanted information or enjoying personal engagement in the interaction 
with the author. It seems that most of the reading materials try to kill two 
birds with one stone and fail to do either. 
Interestingly, the above descriptions of Japanese EFL scenes in secondary 
schools do not seem particularly unique to Japan. Cooper (1984) describes 
learners from Malay medium secondary schools new to the university, 
who, despite their cognitive competence in Ll and long years of EFL, only 
show limited achievement in English ability. At the anecdotal level, the 
descriptions of Japanese EFL scenes seem also to resonate with the 
descriptions of EFL in for example, China, Greece, Turkey, Venezuela, and 
Viet Nam. Even in countries whose dominant national language is closer 
to English (e.g. French, German, Spanish), teachers appear to share similar 
problems of ineffective TEFL in their secondary education. 
How do L2 learners cope and manage not only to acquire L2 but also learn 
to read effectively in L2? Compared to how Ll learners begin their Ll 
reading instruction, when Japanese EFL learners start their L2 reading, 
they do not have L2 neural networks in their brain for: 
• 	 flexible and extensive aural! oral vocabulary 
• 	 mastery of segmental and supra segmental phonological systems 
• 	 intuitive knowledge of English syntax 
• 	 internal necessity to acquire L2 (i.e. their Ll is sufficient for social 
survival) 
Japanese EFL learners, however, do have: 
• 	 well-developed Lllanguage systems and ability to use them 
• 	 well-developed MDMR Potentials of the world 
• 	 established cognitive control of their verbal and non-verbal facilities 
• 	 motivation for external reasons to learn the L2 (e.g. instrumental 
motivation that English is a major subjects in the exams, integrative 
moti vation based on the view of English as the international lingua 
franca) 
What seems to happen is that L2 learners soon learn to compensate for 
their weakness in L2 by making use of their existing Ll neural facility and 
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their strengths of cognitive maturity. For example, the kinds of English 
syntax required in reading is mainly marking the relationships among the 
constituents (e.g. subject-verb relationships). Such relationships can be 
worked out by intuitive understanding of their own native language 
systems with the help of reasoning. Phonological aspects of L2 can be 
substituted with phonological knowledge of Ll, thus resulting in, for 
example, a heavy accent. L2 words can be translated into their native 
language and native language connections with MDMR Potentials can be . 
used to represent the meaning of L2 words. All through the reading 
operation, L2 readers make conscious use of cognitive strategies to 
compensate for the weak and small number of L2 verbal networks and 
their direct links with the corresponding and associative MDMR 
Potentials. 
Note here that all these compensations and substitutions are, as it were, 
emergency measures (possibly enforced by the frequent and compulsory 
quizzes and tests at schools). I suspect the Advanced Learners and 
Japanese Advanced Users in my experiments are 'advanced' in a sense 
that they are competent in compensatory and substitutional L2 language 
processing. If they had had the verbal networks directly and strongly 
connected with MDMR Potentials, then the reading behaviours glimpsed 
in the introspection should have shown more similarity with the 
Proficient L2 Readers. 
The necessary neural networks, however, must be estabHshed through 
significant and meaningful neural development in order for the L2 
learners to really achieve automaticity of lower decoding processing and to 
establish strong and extensive connections between the verbal codes and 
their corresponding and associative MDMR Potentials. L2 language and 
reading pedagogy must provide such opportunities for healthy and lasting 
neural developments. The next question therefore is: are the materials in 
teaching reading designed to facilitate such neural developments? 
5.4.3 Evaluation of materials for teaching reading 
The intermediate level of two coursebooks is selected for scrutiny. The 
reason for choosing the intermediate level is because advanced learners 
are the product of their earlier training especially at intermediate level. 
One current and one best-selling recent course book have been analysed to 
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see if they provide opportunities for learners to develop L2 verbal 
networks and connect them with non-verbal MDMR Potentials in 
memory. 
We need a list of criteria for evaluation from the point of view of neural 
development. As is elaborated in section 2.9 in Chapter Two, neural 
learning requires a significant period and amount of stimulation in the 
relevant areas. A significant period of neural stimulation would relate to 
length of time in which learners spend in sustained silent reading. The 
amount of stimulation might be measured by frequency of reading. 
Neural learning is also affected by value systems: the emotional and 
cognitive area of the brain enhances or discourages neural development. 
Value systems in reading could be measured in terms of depth of learners' 
engagement. The MDMR model further emphasises the importance of 
whole brain involvement in reading. The activities should facilitate 
effective functioning during the three stages of reading (i.e. lower 
decoding, on-line processing within syntactic boundaries and integration). 
Criteria for evaluation 
Criteria for texts
• 
1. 	Are the texts long enough to provide a significant length of engaged 
reading? 
2. 	Are the texts varied in genre and style so as to prepare the learners for 
the varied experience of advanced reading? 
3. 	Does the content of the texts have the potential to attract the cognitive 
and affective attention of the learners? 
4. 	 Could some of the texts induce the deep, personal engagement which 
helps the readers to 'live through' the event of reading the text 
(Rosenblatt, 1994)? 
Criteria for activities
• 
5. Do some of the activities include learners listening to texts being read to 
them? 
6. Do the activities help readers to focus on the meaning of the text rather 
than the language? 
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7. 	 Do the activities make the text semantically accessible by offering 
opportunities for gradual meaning construction? 
8. 	Do the activities help free the readers from overusing cognitive and 
metacognitive strategies at the lower decoding stage? 
9. 	Are the tasks authentic in a sense that they reflect reading activities in 
real life? 
10. Do the activities encourage multi-dimensional reading by asking the 
learners to make use of their sensory, emotional, motor and cognitive 
faculty? 
11. 	Do the activities encourage personalisation the text? 
Sampling 
A unit was taken at random from each of the books and its reading section 
was evaluated against the above criteria. The features of the unit were 
also checked against the other units to establish typicality. 
Analysis 
Coursebook One (Lifelines, Intermediate. Hutchinson, 1997) 
There are fourteen units. In each unit there is two-page reading section 
with a text and activities. Some units also feature short texts but they are 
mainly used for teaching grammar. The Unit selected for analysis is Unit 
Four and the title of the reading text is The secret of successful small talk' 
(A copy of the reading section is provided in Appendix I, page 73-74). 
Criterion 1: Are the texts long enough to provide a significant length of 
engaged reading? 
The length of· the text in the reading section in the Unit Four is 
approximately 600 word-text. The text consists of nine paragraphs and 
occupies almost all of an A4 page. Of all the reading sections in this 
coursebook, twelve texts out of fourteen are about this length, the rest of 
the texts are slightly shorter. 
A note of caution is called for. The length of text in itself is not a direct 
indication of 'a significant length of engaged reading'. My continuous 
engagement with the text in the sampled unit was not achieved partly due 
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to careless use of illustrations. The cartoons in this section were purely 
decorative and did not relate to the activities nor facilitate my 
understanding of the text. Initially the pictures distracted my attention 
from the text in figuring out what they are signifying and, what is worse, 
when I started reading they inhibited me from using my own multi­
dimensional resources (e.g. imaging the scenes). I would argue that such 
careless use of illustrations could actually shorten the time of text-reader 
engagement and discourage multi-dimensional representation, which is 
the vital element of engaged reading. 
The length of time I spent in engaged reading was further shortened by the 
whilst reading activities. For example, Activity 2.b. lists seven paragraph 
headings and readers are asked to connect them with the paragraph. It 
appears that the intention of this activity is to encourage skimming and 
grasping the gist. My attention was shifted, however, toward completing 
the task rather than appreciating the text. 
Criterion 2: Are the texts varied in genre and style so as to prepare the 
learners for the varied experience of advanced reading? 
The texts appear to provide examples of the genre and styles of a book 
review, magazine articles, newspaper articles, and adapted novels. 
According to the blurb of Lifelines, texts are taken from a variety of 
authentic sources. It is not explicitly stated, however, whether the texts are 
modified for pedagogical purposes or not. It seemed to me that in general 
the sentences are simple and short and the use of language is fairly literal 
rather than rhetorical, as can be exemplified by two samples from the text 
in Unit Four: 
You're at a cocktail party. There are lots of people there, but there's 
nobody that you know. What do you do? 
When you talk to someone you show that you are interested in 
them. So you don't have to talk about deeply important things. 
Just talk about simple things like the weather or a television 
programme that you saw last night. 
Criterion 3: Does the content of the texts have the potential to attract the 
cognitive and affective attention of the learners? 
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The reading texts in the fourteen units offer a variety of topics such as 
cultural behaviour and intercultural misunderstanding, stories about an 
international singer, horror stories and a who-done-it story. They are 
potentially interesting topics but the way the topics are developed in these 
texts seemed somewhat bland and stereotypical. During the reading I felt 
as if I was reading dictionary descriptions. For example, in The secret of 
successful small talk' in Unit Four, the text gives advice as to how to be a 
good conversationalist at a cocktail party in British or America! culture. It 
may be a matter of personal taste but as one of the adult EFL users, I have 
found the advice in the text to be cliches. I even suspect that if learners 
followed the advice literally, they might actually appear dull and boring at 
parties. Therefore my cognitive and affective attention was more on the 
tasks rather than on the content of the text. 
Criterion 4: Could some of the texts induce the deep personal engagement 
which helps the readers to 'live through' the event of reading the text? 
The closest experience I had of such 'aesthetic response' (Rosenblatt, 1994) 
was when I read the text in the final unit by Charles Handy, a successful 
Irish businessman who attended his humble father's funeral. The text is 
about his contemplation about the meaning of choice and success in life. 
But such potential engagement was somewhat spoiled by a comprehesion 
question such as 'How old was Handy's father when he died?' 
Criterion 5: Do some of the activities include learners listening to texts 
being read to them? 
N one of the fourteen texts for the reading sections had accompanying 
tapes or an indication that the learners would have an opportunity to hear 
the story. The importance of phonological recoding in reading seems to be 
overlooked. 
Credit must be given that the combined effects of reading and listening are 
pursued in some grammar sections (e.g. Unit Fourteen) and the optional 
Reading and Listening sections. Opportunities are given in these sections 
for the learners to read an interesting text and predict what happens next. 
Then they listen to a news report or the heroine explaining what has 
happend. The text for reading and the text for listening in such cases are 
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different but related. The learners have opportunities to deepen their 
interpretation gradually through different media and integrate the 
meaning. Pity that, even then, language work such as grammar exercises 
or a collocation task must be included. 
Criterion 6: Do the activities help readers to focus on the meaning of the 
text rather than the language? 
Reading sections all start with vocabulary work related to the text. For 
example, in the sampled Unit Four, three vocabulary tasks are provided 
before reading begins. The first vocabulary activity deals with collocation, 
in which learners are asked to match verbs and nouns (e.g. achieve - eye 
contact). The list of verbs and nouns for the exercise are taken from the 
reading text. In other words, the activity seems to provide the teacher 
with the opportunities for preteaching vocabulary. The second one is 
replacing the verb 'talked' with different verbs appropriate to the sentence 
- in other words practising synonyms. The third one is completing the 
spidergram for the hyponym 'communication'. The vocabulary sections 
in other units offer more variety of activities. 
The assumptions underlying such design of the unit may possibly be that: 
• 	 asking learners to do vocabulary work would help learners acquire or 
recall the language knowledge 
• 	 doing vocabulary work before reading helps the learners comprehend 
the text better. 
I would argue that neither is likely to happen because one-off activation 
without emotional support is not enough for the neural development 
required for learning a new word. There is no guarantee that the 
preselected vocabulary items are the ones that learners will have problems 
recognising during the reading of the text. What is worse, they are 
harmful to successful reading in a sense that: 
• 	 the language work could set the readers' mind to focus on language 
when reading 
• 	 by being asked to display vocabulary knowledge, learners with a small 
vocabulary are made aware of their weaknesses rather than their 
strengths 
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• 	 preteaching of vocabulary deprives learners of opportunities to guess 
the meaning of unknown words during reading. 
Criterion 7. Do the activities make the text semantically accessible by 
offering opportunities for gradual meaning construction? 
Once the reading section begins, the pre-reading activity in all the units 
involves 'activating schema' questions. For example, in Unit Four, 
learners are asked to read the introductory paragraph and are asked how 
they would strike up conversation at a cocktail party with strangers. Then 
they are asked if they know any good conversationalists. Such a personal 
start seems to help learners narrow their distance from the text, arouse 
curiosity, reactivate their bakground knowledge and help them actively 
predict the content of the text. 
Another pre-reading activity seems also to encourage learners to activate 
their schema and to predict. A list of paragraph headings (e.g. Turn the 
spotlight on others, Keep it light) is prOvided in activity 2.b and learners 
are asked what advice they will give under each heading in activity 2.a. 
After prediction, comes the whilst reading activity: 'skimming' and 
'grasping the gist' during which the learners are asked to write the 
paragraph headings in the correct place. 
After gist reading comes more detailed reading in which learners have to 
find 'do's and don'ts' by answering the list provided of why should and 
why shouldn't questions in activity 3. 
In this way, the learners are asked to read the text at least twice: a quick gist 
reading the first time and a more detailed reading the second time. 
Together with the prereading activity, it seems to me that the activities in 
this unit do try to make the text semantically accessible by offering 
opportunities for gradual meaning construction. 
My reservation was that, be it gist reading or detailed reading, there seems 
to be an underlying assumption in this book: one and only 
comprehension (i.e. correct answer) exits and learners should achieve it. 
Furthermore, activity 3 forced me to read in a very intensive manner 
because some of the do's and don'ts were not particularly salient points. 
If I had been reading this text in a magazine, I would not have paid the 
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same amount of careful attention to every detail. Furthermore, I felt 
uncomfortable that my personal response to the text had to be suppressed. 
I thought some of the suggestions in the text are useful some not. Instead, 
I had to put my responses aside and focus on the task: 'write the paragraph 
headings in the correct place' (activity 2.b). Most important of all I was 
not given an opportunity to achieve gradual meaning construction 
through experiential, global reading. 
Even though the activities in this unit do try to make the text semantically 
accessible by offering opportunities for gradual meaning consruction, the 
implicit message of achieving perfect comprehension in this book seems 
to alienate learners' meaning construction. In other words, this book 
helps the learners construct replicas of the literal messages contained in 
the text but it does not facilitate the readers' personal mental 
representation of the text, which is a combination of the textual message 
with the readers' past experience and personality. The current view of our 
natural reading behaviour is that it is an interactive one which 
emphasises the interaction between the reader and the text. The activities 
in this book may be inhibiting such interaction rather than enhancing it. 
Criterion 8. Do the activities help free the readers from overusmg 
cognitive and metacognitive strategies at the lower decoding stage? 
According to the MDMR Reading Model, the L2 learners should shift 
attention from using conscious strategies to tackle unknown words to 
using multi-dimensional meaning construction strategies (e.g. relating the 
text to their own past experience and visualising, connecting and inferring 
the overall meaning of the whole text). 
Lifeline seems to take a different view. The book seems to assume that 
giving more language knowledge is the solution to the L2 reading 
problems. The usefulness of giving vocabulary knowledge in pre-reading 
activities was questioned in discussing Criterion 6 above because it 
encourages rather than discourages readers overuse of lower decoding 
strategies. The importance of language knowledge is emphasised not only 
in the pre-reading stage but also in other stages of reading. In fact it is 
difficult to find a page without language work. For example in Unit Four, 
a small column of Language Focus is inserted on the page where the text is 
laid out, asking learners for explicit syntactic knowledge about reduced 
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relative clauses. In this way, the readers' attention seems to be constantly 
drawn to language. 
Furthennore, as is mentioned regarding Criterion 7, even the whilst­
reading questions focusing on meaning seem to implicitly enforce readers 
to achieve 'correct comprehension' even of the details. As a result, 
readers might read even more intensively using lower decoding strategies. 
Criterion 9. Are the tasks authentic in a sense that they reflect reading 
activities in real life? 
Some pre-reading activities encourage predictions or activating relevant 
schema from past experience and they seem to simulate real life reading 
experience. Some-post reading activities encourage learners' to relate the 
content of what has been read to their own lives. 
Most of the activities, however, seem to focus on conscious learning of 
knowledge about language, which does not reflect our nonnal reading 
experience. For example, in real life, we do not activate our vocabulary 
knowledge or learn lexical items before reading a text but the pre-reading 
activities seem to suggest L2 learners should do so. In real life we do not 
read in order to learn explicit knowledge about language. But in this 
coursebook, Language Focus sections are placed in all the units near the 
reading texts as if to imply that L2 learners should use texts as an 
opportunity to learn language knowledge. Moreover, we do not 
understand or try to understand everything that the writer says in the text. 
But the activities seem to encourage readers to read thoroughly in order 
to answer the comprehension questions. 
In this coursebook the texts seem to be given a high esteem, as it were, as 
model writing in the target language to be appreciated. No readers' 
personal response or evaluation of the text is expected. The literal 
interpretation seems to be prized as 'correct comprehension' of the texts. 
No texts or activities indicate that there is such a thing as pragmatic use of 
language apart from literal use. For example, no texts display any 
instances of irony, sarcasm or any other non-obvious use of language. In 
real reading, readers consciously or subconsciously evaluate the texts from 
their personal point of view. Writers across many genres, unless perhaps 
they are writing instructions or dictionary definitions, do not always make 
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everything explicit, and use all sorts of techniques to make their writing 
effective and interesting. Readers enjoy such a variety of expressions in 
the text as well as the literal proposition of the book. Such aspects of real 
reading do not seem to feature at all in the reading activities in this book. 
Criterion 10. Do the activities encourage multi-dimensional reading by 
asking the learners to make use of their sensory, emotional, motor and 
cognitive faculty? 
In the inspected reading section of Unit Four there seem to be no activities 
which make overt use of the sensory, emotional, and motor faculties 
during reading. All the tasks are conscious, cognitive and verbal activities. 
One of the post reading activities (S.a) involves learners imagining 
themselves at a party and doing a pair activity of starting a conversation, 
using some of the techniques suggested in the text. But obviously post­
reading does not affect how the learners read the text initially. 
Pre-reading sections in other units sometimes use photos and illustrations 
to invite learners to predict the content of the text. Some post-reading 
activities involve creative writing in which learners' MDMR Potentials 
are encouraged to be reactivated in relation to the content of the text. 
Criterion 12. Do the activities encourage personalisation of the text? 
Pre-reading activities across the fourteen units seem to aim at activating 
personal schema. Post-reading activities also involve discussions, creative 
writing and other tasks which personalise what has been read. The 
language focus during the whilst reading phase and abundant 
comprehension questions which asks literal meaning of the text seem to 
stop learners from exploring their own MDMR Potentials any further. 
Since the whole book seems to prize literal comprehension of literal texts, 
there seems to be not much point for L2 learners to personalise the text 
and come up with individualistic interpretations. 
Coursebook Two (Headway. Upper-Intermediate. Soars &; Soars, 1987) 
New Headway Intermediate was published in 1996 but I have decided to 
analyse this original Headway. The reason for doing so is that the original 
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has been a phenomenal success for the last ten years. This means that this 
book must have produced a lot of advanced learners during that time. 
There are twelve units in this grammar-based coursebook. The blurb 
claims that the sub-syllabus is skills development. In each unit there is an 
approximately two-page reading section with a text and activities. Many 
units also feature short texts but they are mainly used for teaching 
vocabulary and grammar. The Unit selected for analysis is Eight and the 
title of the reading text is The lotus eater' by Somerset Maugham (A copy 
of the reading section is provided in Appendix I, page 75-97). 
Criterion 1: Are the texts long enough to provide a significant length of 
engaged reading? 
The length of reading texts in this coursebook varies from about 550 to 
1,260 words with five texts out of twelve bearing more or less 1,000 words. 
The texts appears to be longer than normal texts that we see in many of the 
coursebooks. 
In Unit Eight, the total length of the four extracts from the novel is 
approximately 850 words, laid out across two adjacent pages. The reading 
text and the activities are clearly separated. The reading text dominates the 
A4 page whilst the activities are presented in a narrow column next to the 
text. Therefore it is not impossible for the learners to achieve continuous 
engagement with the reading text if they were to ignore the activities. 
Criterion 2: Are the texts varied in genre and style so as to prepare the 
learners for the varied experience of advanced reading? 
There was no obvious text modification detected and the sources of the 
reading texts are clearly indicated. The genres of the text include three 
newspaper articles, three magazine articles, one quiz, three literature 
works, and two poems. 
The texts are laid out to simulate real experience. For example, in Unit 
Eight, the extract from Maugham's novel looks as if it was copied from a 
paperback. In other units, a similar principle is observed. The layouts of 
articles from newspapers and magazines seem real. The cover of books, 
pictures and photos of the authors raised my motivation to read the texts. 
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Criterion 3: Does the content of the texts have the potential to attract the 
cognitive and affective attention of the learners? 
The topics of the reading texts in twelve units offer a variety of topics such 
as science fiction about future cities, family issues, health, horror stories 
and people's unusual experiences. The texts seem suited to young adults 
and adults and they certainly attracted my cognitive and affective 
attention. 
Criterion 4: Could some of the texts induce the deep personal engagement 
which helps the readers to 'live through' the event of reading the text? 
The text by Maugham in Unit Eight certainly offers substance. Other texts 
seem to contain universal issues which could induce deep engagement 
from readers e.g. two opposing views about the same father-daughter 
relationship in Unit Nine, an interview with a novelist about his success 
in Unit Eleven. 
Criterion 5: Do some of the activities include learners listening to texts 
being read to them? 
None of the twelve texts for the reading sections had accompanying tape 
or indication that the learners would have an opportunity to hear the 
story. The importance of phonological recoding in reading seems to be 
overlooked. 
Criterion 6: Do the activities help readers to focus on the meaning of the 
text rather than the language? 
In sum, Headway does not make the same mistake of Lifeline in focusing 
on discrete, explicit language work that seems to confine L2 readers to 
lower decoding during their reading process. But Headway makes a 
different kind of mistake of testing readers' immediate comprehension, 
which in effect prevents L2 learners from deeply processing the text and 
constructing a global interpretation of the text. 
Headway separates the activities which directly relate to the text and the 
kind of language work which focuses on discrete and explicit knowledge of 
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vocabulary and syntax. In the text-related activities, there are pre-reading 
activities and post-reading comprehension check. Discrete vocabulary and 
syntax activities only come after text-related ones. Therefore, unlike 
Lifelines, the language work does not directly interfere with the text­
related one. 
Let us evaluate the text-related activities of Unit Eight in terms of whether 
the activities help readers to focus on the meaning of the text. 
One full page is devoted to the pre-reading section. Half the page is 
occupied by a portrait of Maugham, which has a powerful visual impact. 
Next to the picture is a narrow column with a two-sentence biography of 
the writer. Then a one-sentence explanation about his entire work 
follows, which says 'A recurring theme in his writing is the boredom of 
working life and some people's attempts to escape from it' (p. 67). A short 
explanation of the title of the novel 'The lotus eater' is given next, 
followed by the explanation leading to the Extract 1 as shown below: 
The story takes place on the island of Capri, and is about a man 
called Thomas Wilson who has 'boldly taken the course of his own 
life into his own hands'. At the beginning of the story, we do not 
quite know in what way he has done this. The writer describes his 
first impressions of Wilson. 
Though slightly disturbed by the simplicity of the description of the author 
and his work, I found the introduction enticing me to read on. Note here 
though, if an L2 reader had no background knowledge about Maugham 
and his work to relate to, whether the descriptive pre-reading activity 
reported above would stimulate his/her curiosity remains a question. 
Apart from an obvious instruction to 'Read Extract I', learners are not 
given instructions concerning the purpose of this reading or what they are 
expected to do after reading. Those who read in a word-bound way would 
read in that way. Therefore, as far as helping the learners focus on the 
content, so far Headway does not seem to have done so. 
A minor and yet potentially serious defect can be pointed out regarding 
the use of visuals in the pre-reading pages. The portrait of Maugham does 
not indicate explicitly who the man is. The description of Maugham does 
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not refer to the picture, either. I suspect that some of the less-informed 
learners may misinterpret the figure in the portrait as depicting one of the 
characters in the novel e.g. The Lotus Eater. Such confusion could easily 
interfere with imaging and with creating the mental representation of the 
text. One of the later activities in fact asks learners to draw the main 
character. 
Furthermore, next to the portrait and below the description is a photo of 
Capri, but again there is no indication of its identification. Since the 
beauty of Capri is one of the crucial keys in understanding the main 
character's decision of life, such a lapse could be detrimental to 
appreciating the text. 
There are no whilst reading activities, instead extracts are presented one by 
one followed by a comprehension check after each extract. When we 
examine what is asked in the comprehension check, it becomes clear that 
helping learners to appreciate the text, in fact, does not seem to be what 
Headway is really aiming at. Instead, Unit Eight seems to be more 
interested in teaching learners 'how to describe objects and people'- one of 
the main teaching points. The ultimate example is the comprehension 
check after Extract 2 in which two characters go for a day outing and have 
an evening meal together at an inn. As the meal proceeds, Wilson 
gradually starts to reveal how he 'boldly taken the course of his own life 
into his own hands'. Then the comprehension check asks: 
4 Describe the setting of the meal. 
What time of day is it? 
What sort of inn is it? 
What is the food and wine like? 
What is the atmosphere of the scene? 
8 Explain the comment about the light in line 46/7. 
The part in line 46-47 are the underlined part in the following extract: 
The only light in the garden was what came from an oil lamp that hung 
over our heads. It had been scanty to eat by, but it was &ood now for 
confidences. 
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One intention of these comprehension checks seems to be to draw 
learners' attention to descriptive expressions and practice recognising and 
also using them. Another intention may be to give opportunities for the 
teacher to see if the learners need some assistance (in terms of verbal 
explanation) in comprehending some literary expressions. There seems to 
be an obsessive urge lurking everywhere in these course books to teach 
language at all cost. It is a great pity that such insistence on language in 
effect obscures the potential value of some other deep questions which. 
could induce personal engagement (e.g. comprehension check 6. What is 
Wilson's attitude to work and life?). This personal engagement, I believe, 
is the one that nurtures language acquisition - the very thing which is 
supposed to be sought after in this ELT coursebook. 
Criterion 7. Do the activities make the text semantically accessible by 
offering opportunities for gradual meaning construction? 
The format of firstly reading the extract then answering comprehension 
questions reminds me of a test situation. After reading the text once, the 
learners are expected to be able to describe in detail Wilson's appearance 
(Comprehension check 1) or explain a joke which can only be implicitly 
inferred (comprehension check 7). Even proficient readers would require 
a moment to prepare a response to such an immediate task of reproducing 
the text or inferring from it. 
As was repeatedly emphasised in Chapter Two our mental representation 
systems and memory are not designed for exact reproduction of input: our 
brain is not a camera. Instead it is a far superior system which instantly 
measures and selects the important aspects of the input and retains in 
short term memory what is most necessary. If and only if the input is 
Significant, the information in short time memory is gradually transferred 
to long term memory. In real life literature reading, what is most 
important is to be able to have temporary general impressions of the 
characters which can be gradually worked on. In fact, that is exactly what 
proficient readers seem to create from an initial reading - vague images of 
characters. The skill of the writer is to give enough verbal data for the 
readers to construct images. The writer highlights, obscures and adds 
gradually the necessary details according to the plot. It is as if the writer 
uses readers' minds as a canvas and gradually paints the picture with his 
'pictorial talent' (an expression by C. James quoted in Tomlinson, 1997). 
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The reader, if (s)he likes the experience, lets the writer lead the way to the 
writer's world adding some readers' own interpretations along the way. 
Such gradual meaning construction does not seem to be allowed in an L2 
learning context. In my experiment it was shown that the weak 
connections between L2 verbal networks and MDMR Potentials seemed to 
cause L2 learners to only manage vague and incoherent total mental 
representation of the whole text after their laborious lower decoding. L2 
learners do need linguistic help which will establish and strengthen the 
weak L2 verbal networks and the connection with the existing MDMR 
Potentials. Their utmost problem is that they are not getting the kind of 
help they need. 
Most of the explicit language work in Lifelines, for example, is irrelevant if 
not harmful for the kinds of neural development that L2 learners need. 
Headway does not offer any solutions or help as to the problem of L2 
learners, instead it only tests L2 learners, demanding what even proficient 
readers would find difficult to do. Meanwhile, the L2 readers' crucial 
undertaking of the overall meaning construction and personal 
engagement is neglected. Another opportunity missed for L2 language 
acquisition. 
Criterion 8. Do the activities help free the readers from overusmg 
cognitive and metacognitive strategies at the lower decoding stage? 
Overuse of cognitive and metacognitive strategies are symptoms of L2 
learners trying very hard to compensate for the weak language networks 
and the connections with MDMR Potentials. Over-reliance on cognition 
and metacognition negatively influences the whole reading process and 
creates a vicious circle. The MDMR Reading Model argues that the best 
solution is to relieve the external pressures whilst building up and 
strengthening the weak neural networks and links. My suggestions for 
such pedagogy will be described in the Final Chapter. Meanwhile let us 
examine how Headway tackles this L21earners' dilemma. 
One of Headway's attempts seems to be to stimulate the curiosity of the 
learners. The use of visuals achieves non-verbal impact. At the beginning 
of most units a Discussion Point invites learners to discuss a relevant 
issue or do some physical activities (e.g. writing postcards in Unit Eight) 
266 

Chapter 5 - The I2 Reading Process 
which is connected to the reading text in an interesting way. 
Contributions of personal views are encouraged in such activities. 
Another one is to teach a lot of vocabulary and syntax but to keep this 
separate from text-related activities. Stin another is to encourage learners 
to predict the content before reading (e.g. Unit Four Reading Section using 
the text, Audrey Rose). Learners are also encouraged to reflect upon their 
ways of learning languages to raise awareness (Unit One). 
What is interesting is how Headway seems to introduce authentic longer 
texts but divides them into smaller chunks (about 200-300) and adds 
activities, thus describing and integrating the story. This, however, may 
have a counter-effect. Short texts allow learners to resort to the intensive 
reading style that they are used to. 
Headway holds some other inherent self-defeating conflicts. The 'Reading 
and Comprehension check' format trains the learners to prepare 
themselves for the coming inquisition. This makes readers read 
intensively using conscious verbal strategies. Headway also makes the 
same mistake as Lifelines in implicitly indicating that there is one and 
only interpretation by always checking the readers' comprehension. 
Therefore, I predict that learners will read in the same conscious uni­
dimensional way, relying heavily on their metacognitive strategies, with 
occasional relief with the 'goodies' of fun activities. 
Criterion 9. Are the tasks authentic in a sense that they reflect reading 
activities in real life? 
Some pre-reading activities encourage predictions or activating relevant 
schema from learners' past experience and they seem to simulate real life 
reading experience. Some comprehension questions encourage learners to 
relate the content of what has been read to their own lives. 
In real reading we do not understand or try to understand everything that 
is written in the text. But the activities seem to encourage readers to read 
thoroughly in order to answer the comprehension questions. 
Compared to Lifelines, the texts are much more varied and interesting, 
potentially promising simulation of real reading. Writers of the texts are 
often introduced, thus giving the texts some personal touch. The 
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treatments of the texts, however, are often from 'teaching the meaning of 
the expression'. The literal interpretation seems to be prized as 'correct 
comprehension' of the texts. No readers' personal response or evaluation 
of the text is expected. 
Criterion 10. Do the activities encourage multi-dimensional reading by 
asking the learners to make use of their sensory, emotional, motor and 
cognitive faculty? 
In Unit Eight, after reading Extract 1, which consists of a very vivid 
description of Wilson, one of the comprehension questions asks readers 
to follow the description of the text and draw a sketch of Wilson. Such an 
activity seems to help learners connect verbal code with multi­
dimensional faculty. It seems, however, this activity was more accidental 
than coming from materials writers' conscious pedagogical consideration. 
Right below the instruction for drawing is an artist's version of Wilson 
and writer having a meal together. Another negative use of illustration to 
stop learners from processing the text in a multi-dimensional way. 
Criterion 12. Do the activities encourage personalisation the text? 
As was mentioned in relation to Criterion 8 and 9, Headway does 
encourage personalisation of the text. But such personalisation is, as it 
were, only the icing of a cake. The main cake is the language work, 
comprehension checks, instant reproduction of the text, and passing the 
Cambridge First Certificate. Exploring learners' own MDMR Potentials 
only creates irrelevant personal interpretations, which will not help 
learners pass the First Certificate. 
At the beginning of this Chapter Five, a curious phenomenon was noted 
that reading behaviours of L2 learners seem to be identical regardless of 
the age, level and learning contexts: 
• 	 L2 learners read in a very conscious cognitive way regardless of the 
reading purpose or text types 
• 	 L2 learners are word-bound and require long time during the lower 
decoding process 
• 	 L2 learners rarely personalise the text and their interpretations are 
usually literal. 
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After evaluating two of the current and best-selling coursebooks, we must 
ask ourselves a question: are the L2 learners' reading behaviours innate or 
are they the very artefact of the defect of their previous training? 
Obviously we cannot jump to a conclusion based on a personal evaluation 
of two coursebooks. Many learners are often taught with supplementary 
materials. Extensive reading training should have provided the 
opportunities for the kind of neural development I have argued for. I 
would like to respond to these comments in the next section when I 
summarise the factors influencing the reading difficulties of advanced EFL 
learners. Meanwhile I would like to propose my interpretation as to why 
L2 readers seem to read in the way they are reported to do. 
I suspect the problem started from the very beginning of language 
learning. Initial L2 training did not develop the kinds of fundamental 
neural development required for basic L2 language knowledge and use. 
Due to the weak neural development in L2 language networks and their 
connections with MDMR Potentials, the learners had to resort to their 
compensatory reading styles. 
Later pedagogy did not contribute to the wanted neural development; 
instead, it consolidated learners' inefficient reading behaviours by giving 
irrelevant and possibly harmful training based on the myths of: 
• 	 the existence of one perfect comprehension 
• 	 language work leads to successful reading 
• 	 mature EFL learners do not know and cannot use effective reading 
strategies 
• 	 a direct and explicit explanation of strategies will help the learners to 
actually use the strategies 
• 	 activating learners' schemata or preteaching unfamiliar schema will 
overcome the learners' language problems. 
5.5 	 FadolS influencing the reading difficulties of advanced EFt 
learners 
'Mismatch' may be the word that best describes the reading problems of 
many advanced level EFL learners. Advanced EFL learners tend to be 
young to mature adults who have achieved certain educational and social 
status. In their native language, they are able to show what they are 
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capable of in their proficient Ll reading. They are confident and able but 
they are probably not conscious of many of the complicated skills and 
strategies they use in L1 reading. The same advanced EFL learners, 
however, are often not able to reveal what they are capable of in L2 
reading. The mismatch between what they can achieve in the native 
language and in the L2 is a source of frustration. Their age, social status, 
and years of learning L2 tell them that they should be able to read in L2 as 
effectively as they can in their native language, but a mismatch does seem 
to exist between what they should be able to do and what they can actually 
do. There is an obvious fundamental difference between how L1 was 
grad ually acquired in societal settings and how L2 was learned intensively 
in classrooms. In the case of EFL advanced learners, however, the years of 
learning amount to ten or more years. Furthermore, there are some 
exceptional L2 advanced learners who have actually achieved near-native 
fluency. Why then do many advanced EFL learners not seem to resolve 
this mismatch? 
L1 reading and L2 advanced reading make use of very similar areas of the 
brain, but there seem to be major differences in terms of conscious use of 
cognitive resources and meaning construction routes and in approaches to 
L1 and L2 advanced reading. 
5.5.1 Conscious use of cognitive resources 
By conscious use of cognitive resources, I am referring to the difference 
between L1 and L2 advanced leamer's distribution of cognitive attention. 
In L1 reading, proficient readers' cognitive attention is maily focused on 
the meaning construction. They can do this because the established verbal 
neural networks and the extensive connections with the MDMR 
Potentials make automatic lower decoding processing possible (see section 
4.3.5 in Chapter Four for the Ll MDMR Reading Model). 
EFL reading, on the other hand, requires even at an advanced stage, 
cogntive resources to be distributed to both at the lower decoding process 
and at meaning construction process (see section 5.3 in this Chapter). The 
Advanced Learners and Japanese Advanced Users in my experiment 
provided ample evidence that despite the years of learning, their process 
still resembles typical L2 learners' reading styles (see section 5.1.1 in this 
Chapter). 
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The reasons for the typical L2 reading styles are that they learned L2 
mainly in the classroom and L2 learners have not had opportunities to 
achieve the necessary neural development (see section 5.3 for the MDMR 
L2 Reading Model; section 5.4 for the pedagogical factors influencing the 
L2 process). Exceptional L2 users often are the ones who have actually 
had extensive experience of studying or working in a L2 speaking 
environment for a considerable time. Such experience seemed to have. 
provided the necessary exposure to establish the neural networks 
involved in L2 language acquisition. 
5.5.2 Meaning construction routes 
Why are advanced EFL learners classified as 'advanced'? They must have 
superior qualities compared to L2 learners at lower levels. Indeed they 
seem to have acquired a certain amount of L2 vocabulary and syntax. 
When they take placement tests, for example, these advanced learners 
score higher and prove that they are more advanced. It seems that they 
are advanced in a sense that they have explicit and discrete vocabulary and 
syntactic knowledge and can manage basic communication. They are able 
to read with a certain fluency as well but they only achieve this by relying 
heavily on cognitive compensatory and substitutional neural routes (see 
section 5.4.2 in this Chapter). This compensatory reading style is closer to 
L2 reading styles rather than L1 proficient reading styles. The advanced 
learners are 'advanced' not because they read like L1 readers but because 
they can operate compensatory L2 reading styles faster and more fluently. 
Then what is the difference between the process of L1 meaning 
construction and that of L2 meaning construction at an advanced level? 
Ultimately, it seems the strength, number and the kinds of these links are 
different in L1 and L2 reading. 
Logically, three kinds of links seem possible: direct, indirect and inferred 
links between the verbal network and the corresponding MDMR 
Potentials. For example, in L1 reading, the direct link depends on when 
the L1 user learned the verbal label through actual experience. The 
toddler who learned a term 'mango juice' during a tropical holiday is a 
typical example of direct link between MDMR Potentials. The verbal 
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networks for mango juice are directly linked with multi-dimensional 
representation as in Figure 5-8 below: 
associative verbal networks associative MDMR Potentials 
'Verbal network 
e.g. mango juice ...--~ 
-
Figure 5-8 Direct link between the verbal network and the 

corresponding MDMR Potentials 

Thanks to the robust and extensive networks, Ll readers are likely to have 
very vivid images and evoke associations. 
Even in Ll reading, we often encounter unfamiliar words. If an 
unfamiliar word happens to be very significant for constructing the 
overall meaning of the text, we ask somebody or consult a dictionary. In 
other words, we try to connect the unfamiliar verbal code with the 
corresponding MDMR Potentials via familiar L2 verbal networks. 
Suppose we came across in a text an unfamiliar word 'peccadillo' and 
consulted a dictionary. The dictionary gives a definition: 'A peccadillo is a 
small, unimportant sin or fault; a rather old-fashioned word. = 
misdemeanour'. Thus we understand the unfamiliar word 'pecadillo' 
mediated by 'misdemeanour' as in Figure 5-9: 
Unfamiliar verbal code Familiar verbal 
e.g. pecadillo networks 
e.g. misdeamenour 
Figure 5-9 Indirect link (LI-Llmediated 
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Sometimes, we come across a word for which we have no corresponding 
MDMR Potentials. For example, let us suppose we are reading about the 
Japanese ancient music instrument, 'sho', The verbal description is 
provided as fa vertical bamboo flute'. Unless illustration or audiovisual 
definition is provided, however, we have no MDMR Potentials to give us 
clues what exactly 'sho' looks like or sounds like. All we can do in such a 
case is to inferr as in Figure 5-10: 
Unfamiliar verbal cOdel IFamiliar verbal network 
e.g. 'sho' .... e.g. a vertical bamboo flute 
No MDMR 
Potentials 
Figure 5-10 Inferred link 
Note that the inferred link for the word 'sho' leaves us with an unsettling 
feeling. A verbal code described by verbal code without MDMR Potentials 
is what I call uni-dimensional processing (see Chapter Three for related 
discussion). 
When we read a text in L1, how much would we rely on direct, indirect or 
inferred links? Probably, most of the words, phrases and expressions 
involve direct links. Some words may require indirect rephrasing to 
understand. The cases in which we have to infer the meaning are rare. 
Therefore in L1 reading the ratio of direct, indirect, and inferred meaning 
construction may be metaphorically expressed in Figure 5-11 below: 
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Inferred 
Indirect 
Figure 5-11 The ratio in L 1 reading 
On the other hand, in L2 advanced reading, the ratio of the three kinds of 
meaning processing is predicted to be different. Since most of the learning 
takes place in classrooms, direct links between the L2 verbal codes and 
MDMR Potentials are much less than L1 reading. However, there are 
some classroom related words which can have direct links with MDMR 
Potentials. Many imported words can also achieve direct links. In 
Japanese, for example, ice cream, taxi, hotel are respectively 'aisu criimu', 
'takushi', and 'hoteru' (see Figure 5-12 below for a visual summary for 
direct processing in L2): 
associative verbal networks associative MDMR Potentials 
Verbal network 
e.g. chooku, ...--lilt 
takushi -
\ \ 
Figure 5-12 L2 direct link between the verbal network and 

the corresponding MDMR Potentials 

Far more L2 words, however, are processed in an indirect way. The 
mediation may be 'Unfamiliar L2 code -> familiar L2 verbal networks 
->MDMR Potentials', if the learner uses a monolingual dictionary. 
Another variety of mediation is : 'Unfamiliar L2 code -> familiar L1 
verbal networks ->MDMR Potentials', This latter version happens in 
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translation or using a bilingual dictionary. Either case is a mediated form­
meaning link as shown in Figure 5-13 below: 
Familiar L1 or L2Unfamiliar verbal code 
e.g. pecadillo verbal networks 
e.g. misdeamenour 
busaho 
, 
Figure 5-13 Indirect link (L1/L2 mediated) 
I would argue that what advanced EFL learners possess is mainly this kind 
of mediated link. Since the L2 codes and MDMR themselves are not 
directly linked, images or sensations are not as vivid as in direct 
processing. 
Lastly, L2 reading involves more inferred meaning connections than in 
L1. Inferred meaning construction is vulnerable to confusions and 
misunderstanding. 
Unfamiliar verbal codel IFamiliar verbal network 
.. e.g. headstall (U) 
Kutsuwa (L1) 
e.g. bridle 
No MDMR 
Potentials 
Figure 5-14 Inferred link 
Therefore the ratio of the three meaning constructions in L2 advanced 
reading may look like Figure 5-15 below: 
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Inferred 
Figure 5-15 The ratio in L2 reading 
In my experiment, L2 Advanced Learners experienced markedly fewer 
images. I would argue that such lack of imaging or sensations is the 
manifestation of heavy reliance on indirect form-meaning connections. 
5.5.3 Approach to Ll and L2 advanced reading 
There seem to be different characteristics in the approaches to reading in 
L1 and in advanced L2 reading. For example, in L1 reading we sense the 
pragmatic meaning of a text as well as the literal meaning. Pragmatic 
meaning is often not explicitly stated but if we manage to mentally 
recreate the settings, scenes, characters and events from the textual 
information, it becomes possible to infer from our past experience what is 
being implied. 
In L2 reading, learners seem to show a tendency to interpret texts at a 
literal level. For example, in the motorcycling text, an old man asks John, 
'Hot enough for you?' Hearing John groan in response, this old man 
smiles. Most of advanced learners and Japanese Advanced EFL Users took 
this passage literally and were confused, even though in real life they 
frequently exhibit a similar pragmatic use of language in their 
conversation (e.g. use of irony in their friendly banter). 
This seemed partly due to the fact that Advanced Learners and Japanese 
Advanced EFL Users had failed to establish a coherent overall mental 
representation of the text because of the weak language-meaning links we 
have discussed above. But mainly, the L2 initial teaching, coursebooks, 
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supplementary materials and extensive reading texts seem to have 
overprotected the learners from such authentic use of language. The texts 
are simplified and literal and the learners never really have opportunities 
to realise that L2 reading involves the written form of normal use of 
language and that it involves pragmatic interpretation. 
Another major difference between Ll reading and L2 reading seems to be 
that in Ll reading readers evaluate the text whereas in L2 reading learners. 
are busy evaluating themselves rather than the text. The protocols in my 
experiment provide a startling contrast between Proficient Readers and 
Advanced Learners and Japanese Advanced EFL Users. Proficient Readers 
comment on the clever expressions of the text, how the text induced past 
experiences, how they could feel the heat and imagine tired legs, etc. In 
sum, Proficient Readers were evaluating the values of the effects the text 
had on them. The protocols from Advanced Learners and Japanese 
Advanced EFL Users were full of self-criticism, lamenting how they did 
not know the words, how they did not read the text well, how they tried 
some strategies but they did not work, how they are confused and cannot 
understand what the writer is saying, etc. It seems as if they fear that every 
attempt at L2 reading means failure and ends up in their inadequacies 
causing them not to achieve the 'one and only perfect comprehension'. 
Advanced learners' long years of EFL training seems to have worked, 
ironically, in developing negative associations between reading and being 
tested to see if they have achieved correct comprehension. 
Ll reading and L2 advanced reading are different in that the former is 
reader-centred whereas the latter is text-centred. For skilled Ll readers it is 
themselves that matters. The reading experience is not worth continuing 
unless it offers something of personal value (e.g. aesthetic pleasure, fun or 
stirring sensations, enlightenment, opportunities for reappraisal of one's 
thought). L2 learners, on the other hand, seem to give L2 texts uncritical 
esteem regardless of their significance to themselves. Many of the bland 
and simplistic texts in coursebooks might be rejected if they were written 
in their native languages as not worth bothering with. But because they 
are EFL learners, any texts written by native speakers are treated as models 
to look up to. In other words, it may be said that Ll reading is another 
form of self-expression which is manifested in their personal responses to 
a text. L2 reading, in contrast, is a self-suppression where no personal 
response is expected. 
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Lastly, skilled L1 readers vary their way of reading according to the text­
types, purpose, and occasions. Note that the acronym of text-types, 
purpose, and occasions happen to be TPO. Skilled L1 readers aim for 
'sufficient interpretation' (Tomlinson, 1998) according to their purpose 
and internal needs and wants. L2 reading aim for 100 percent correct 
comprehension regardless of reading TPO or learners' internal needs and 
wants. 
Let us now summarise the differences mentioned so far between the 
characteristics of Proficient Readers and those of Advanced EFL Learners 
in a table. This is the summary of what I believe to be the factors 
influencing the reading difficulties of advanced EFL learners. 
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Table 5-14 Difference between proficient readers and advanced EFL 
learners 
Proficient Readers 1, Advanced EFL Learners 
use of cognitive meaning-focused Ilanguage-I meaning-focused 
resource
.................................................,....•... ".."'.............................u ......un............un............. .........u 
1 
........~..........u •••• u •• u •••••••••UH........................hu...................H ......... 
1. Direct multi-dimensionall1. Indirect mediated multi­
1 
form-meaning links 
connections (majority) dimensional connections 1 
2. Indirect mediated m u I ti-! 
; 
(majority ) 
l-the most; 
(quantitative order: 
dimensional connections! 2. Direct multi-dimensional 
3-the least> 3. Inferred uni-dimensionall connections ! 
connections 13. Inferred .uni-dimensional 
________________~-~onnechons .______r..--.---.-­
literal and pragmatic level I literal level .~~~~.~~..~~~....... 
..u.u..........,.u.....uuu.............u.n....................u.u..........u •••••,.u.u••••••u ......u ...u ..........................u ........................u.u..... 

text-evaluation i self-evaluationvalue judgement 
! 
reader-centred 1text-centred 
reading styles 
centrality 
TPO reading 1uniforrnal intensive reading 
In order for the EFL learners to become advanced readers, what we need to 
do is to encourage EFL learners to move from the right column to the left 
column in each factor. The Final Chapter lists criteria for such directions 
and examples of pedagogic activities. 
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Chapter Six FUTURE DIRECTIONS 
6.1 Implications for future research 
As I noted in the Introduction (see section 1.4.1) one of my main aims of 
this thesis is to propose a new approach to the investigation of human 
cognition. I have argued that a neuroscientific point of view offers direct 
empirical perspectives into conceptualisation of human cognition. I have 
tried to demonstrate how neural accounts provide plausible keys in 
putting together the jig saw pieces we have gained through empirical 
studies based on behaviours, computer-based studies and the introspective 
data of experts and of learners. 
It seems that nowadays researchers who are interested in cognition have 
come to pay special attention to neuropsychological perspectives. 
Baddeley (1986), in his studies of working memory, developed his 
arguments on the empirical data gained through laboratory experiments 
of psychology students; his recent collaborated work (Gathercole & 
Baddeley, 1993) includes, in each chapter, a section dedicated to 
neuropsychological evidence. Paivio (1986) updates his theory of the Dual 
Coding Theory which was originally developed in Paivio (1971). The final 
chapter in Paivio (1986) is entitled neuropsychological evidence. He closes 
his book as: 'A detailed neuropsychological theory of cognitive 
representation and processes that incorporates all of the available brain 
information remains to be written'. Rumelhart and McClelland in their 
final chapter (Rumelhart et al, 1986) declare their intention of moving 
toward making direct contact with neuroscience) for future development 
of their Parallel Distributed Processing conceptualisations. 
I welcome these moves and look forward to further advancement in the 
field. I have, however, felt slightly uneasy in reading Gathercole & 
Baddeley (1993) and Paivio (1986). In both cases, they established their 
theories prior to their neuropsychological consideration. Therefore, they 
both appear to have looked for confirmation of their theories leaving the 
original fundamental conceptualisations unaffected. Furthermore the 
insights they seek for are mainly from neurolinguistics and 
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neuropsychology as if they assume that only the verbal functions of the 
brain are relevant to human cognition. 
What I would like to advocate for future approaches is in fact the opposite 
of what they have done. I believe those researchers who are interested in 
perception, cognition, learning and memory should firstly seek 
fundamental understanding of neural anatomy and of the chemical and 
physiological processes of the brain. Just as psychology has come to be one 
of the core subjects in humanistic science, I hope the day will come when 
basic neuroscientific insights are considered as one of the fundamental 
elements of humanity studies. 
I argue for the inclusions of neural views in applied linguistic research on 
the grounds that, for example, anatomical constructs and how they have 
developed help us understand why we read in the way we read. 
Theoretical reading models which are constructed on a neural basis 
would: 
• 	 reflect the current understanding about natural human information 
processing 
• 	 provide a basic framework from which empirical studies are designed 
and interpreted 
• 	 serve as criteria for assessing the validity of models 
• 	 offer some common grounds across the different models which allow 
mutual comparisons 
• 	 lead to possible opportunities for abstract thinking (or at least 
components of it) to be tested in physiobiological terms 
The strength of applied linguistics lies in its interdisciplinary nature 
among various academic fields and also in its position between theory and 
practice. In my thesis, I have tried to start from practical questioning as 
regards the reading process and the difficulties of advanced learners. The 
hypotheses are then evaluated against neural accounts and relevant 
reading research findings for scrutiny. I hope my attempt has satisfied to a 
useful degree both the theoretical demand of the academic rigour and the 
practical demand of classroom needs. 
Many more of these attempts are needed. Possible projects for future 
research may include: 
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• 	 constant reappraisal of our understanding of neural insights. The 
neural interpretations introduced in this thesis should be evaluated 
against new developments. 
• 	 many more empirical studies, verifying hypothetical links among the 
findings obtained from highly specialised studies. Neuroscientists 
emphasise how the brain is complex and the interpretations of the 
results of experiments require educated guesses. Likewise, I have made 
a lot of hypothetical links which I believe are plausible and well­
founded. However, these hypotheses need replications and 
verifications in both large scale quantitative studies and small scale 
qualitative studies. 
6.2 Implications for future pedagogy 
6.2.1 Reading programme and neural development criteria 
How can advanced EFL learners be helped in becoming advanced EFL 
readers? Tomlinson (1997) proposes a series of reading programmes 
starting from absolute beginners to advanced level. Indeed, the true 
solutions for the reading problems of advanced EFL learners reside in the 
training that takes place beforehand. Reading programmes are called for 
which would facilitate neural development. 
One approach to setting up reading programmes which take neural 
development into account is to start from listing criteria from which we 
could design reading courses. This thesis has offered an example of 
neural based criteria for teaching materials (see section 5.4.3). In 
developing more criteria, we might like to include criteria reflecting why 
we read at all in real life. Odd as it may sound, in L2 reading pedagogy, 
this question seems to be seldom asked. 
We might read in Ll in order to: 
• get information 
• obtain pleasure by enjoying the effects the texts have on us 
• 	 achieve self expression/ catharsis by way of the writers' skills 
• 	 develop our sensitivity in the use of language 
• 	 seek for enlightenment and inspiration. 
282 
Chapter 6 - Future Directions 
The list seems to reveal that in real life reading we are after multi­
dimensional experience. Thus one more criterion for the future reading 
pedagogy would be that 'Does the teaching help fulfil the real-life reading 
purpose of the learners?' This might work as a reminder for us not to 
confuse teaching language and teaching reading. 
6.2.2 	 Alternative solutions to the biggest dilemma of pedagogy for EFL 
advanced learners 
Ultimately, the biggest challenge of designing a reading course for 
advanced EFL learners is providing solutions to the mismatch between 
their mature intellectual level and relatively weak language ability. Their 
mature intellect demands sophistication and substantial content in the 
input. Yet their relatively weak language networks and their 
underdeveloped links with MDMR Potentials cannot often cope with the 
complexity of authentic texts. Therefore reading pedagogy should provide 
opportunities for learners to establish and strengthen their weak L2 
language networks and the links with the MDMR Potentials. It also has to 
find ways of making the texts more semantically accessible to the readers 
without altering the linguistic aspects of the text. Furthermore, any 
learning requires a significant amount and duration of neural stimuli 
with internal value systems encouraging the process of learning by 
releasing the neurotransmitters. Therefore, in addition to a rich 
experience of reading, abundant and varied language work should be 
provided in meaningful contexts which would engage and involve the 
learners' whole being. 
I shall now make some suggestions for how activities may help advanced 
learners focus on the meaning rather than on language in relation to the 
three stages identified in the Multi-Dimensional Mental Representation 
reading model: lower decoding, connecting the verbal codes with the 
corresponding and associative MDMR Potentials, and integration. 
Activities which are likely to encourage development of the neural 
networks required during lower decoding 
It has been repeatedly emphasised that automatic orthographic and 
phonological word identification ability is a prerequisite for fluent reading. 
First language acquisition and how L 1 children start their reading 
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acquisition seem to reveal many useful insights. For example, how a child 
learns a new word by associating phonological verbal labels to multi­
dimensional mental representations in daily experience seems to indicate 
the potential relevance of TPR (fotal Physical Response) for cultivating 
the basic neural networks for vocabulary and syntax. TPR is excellent in a 
sense that the signifier and signified are connected in a tangible direct way. 
The more direct the form-meaning connections are, the more robust and 
extensive the neural networks are likely to be (see section 5.5.2 in this 
Chapter). Note here that the meanings of verbal expression in TPR is a 
multi-dimensional representation. 
TPR is initially establishes sound-meaning relationships. Tomlinson 
(1998b) suggests ways of using TPR to add orthographic learning onto the 
existing sound-meaning networks. Again such activities seem to recreate 
the Ll language acquisition sequence within an L2 teaching context. TPR 
can be combined with songs and games to achieve this. 
Tomlinson (1998b) further develops TPR. What he calls TPR Plus is a 
narrative TPR in which the learners all act out the 'story' of the text as the 
teacher reads it aloud. He also suggests how TPR can be used for scientific 
texts, describing experiments or processes. 
An insight can be drawn from Ll children's reading acquisition - listening 
to bed time stories. Listening to stories being read has many advantages 
in neural development. Firstly, it offers opportunities for extensive 
exposure to sound and rhythm of L2 language in a meaningful context. 
Secondly, learners have to focus on meaning rather than paying attention 
to the orthography. Thirdly, if the story is well-selected and the reading is 
done in an interactive way I the hearing experience will be highly 
enjoyable and engaging. Note that both TPR Plus and listening to a story 
being read offer meaningful contexts for language acquisition. 
Ways of encouraging readers to focus on the meaning of the content 
rather than on the language 
It is known that L2 learners tend to compensate their weakness in their 
language ability by relying heavily on conscious cognitive use of lower 
decoding strategies. 
284 
Chapter 6 - Future Directions 
One solution is to sequence the facilitating activities so that the readers are 
asked to respond to the general content first and then gradually deepen 
their interpretation. The linguistic aspects of the texts are only dealt with 
if they are relevant to text interpretation and only after the learners have 
familiarised themselves with the content of the text. What is crucial here 
is that the readers are given varied access to the same text with different 
focuses in order to gradually build their own interpretations. In such 
activities, readers should be told, before each listening! reading experience 
what is expected (e.g. to focus on the general atmosphere of the poem; 
enjoy the sound of the poem). The second listening may involve the 
learners expressing their responses in a non-verbal way by drawing in 
groups. In this way learners are constantly encouraged to focus on the 
meaning rather than language and to respond personally to the text. 
Activities which are likely to encourage development of the neural 
networlss between L2 codes and MDMR Potentials 
Activities should encourage multi-dimensional reading. Multi­
dimensional reading would involve learners using their sensory, motor, 
cognition and emotional faculties. Activities which may encourage such 
multi-dimensional use of the brain may include: 
• read, visualise and draw 
• read &do 
• read, imagine and act out 
Some activities may invite readers to use cognition in order to guess how, 
who, what happens next and why. Some activities may ask emotional 
personal responses such as 'Do you remember how you felt when..: or 
'Do you like..:. 
Activities should encourage learners to evoke associative MDMR 
Potentials. Process reading allows fun way of encouraging learners to 
evoke MDMR Potentials. For example, a teacher reads a beginning of a 
text (e.g. Once there lived a king ... ) and (s)he invites the learners to 
imagine the characters (e.g. what he looks like, what kind of person he is). 
Then the teacher continues to tell another part of the story (one day the 
king was ... ) then invite the learners to predict what happens next. 
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Activities which are likely to encoura&e development of the neural 
networks that involve inte&rated meanin& construction 
Readers seem to naturally try to integrate the evoked MDMR Potentials so 
as to create an overall interpretation of the text. Some activities, however, 
might further enhance integration. One of the useful activities is drawing 
pictures after initial reading and then after further reading adding, 
modifying, and subtracting from the original pictures. Encouraging 
learners to personalise the situations with 'What would you do if you 
were .. : type of questions seem to help learners infer the implicit meaning. 
Exposing readers to texts which require pragmatic interpretation also 
seems useful. 
All through the reading process, reading pedagogy should engage the 
learners by: 
• raising curiosity 
• achieving impact 
• inviting learners' participation in creating interpretation of the text 
• providing motivating topics and ways of developing the text and tasks 
• providing positive experience of reading. 
Finally the following is an example of my adaptation of a unit from 
Headway Advanced in which I have tried to exemplify what I have 
advocated in this thesis. 
6.2.3 An example of material for teaching reading at advanced level 
(see next page onwards) 
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Unit 1 The best days of your life? (adapted version) 
Reading 
R 1 You're going to listen to a poem. In groups, guess what the poem may 
be about by looking at a catoon and a comment made by the 
catoonist below. 
"Well, I've got your final grades ready, although I'm afraid not 
everyone here will be moving up." 
A cartoon inspired by the memory ofa classmate of 
mine in junior high-l think he's a senator now. 
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A 2 Read the first part of the poem below. While reading it, try to picture 
the person in the poem. Try also to connect the poem with the 
predictions you made about it. 
When I was a child I sat an exam. 
The test was so simple 
There was no way I could fail. 
Ql. Describe the 'taste of the moon. 
It tastes like Creation I wrote, 
it has the flavour of starlight. 
Q2. What colour is Love? 
Love is the colour of the water a man 
lost in the desert finds, I wrote. 
Q3. Why do snowflakes melt? 
I wrote, they melt because they fall 
on to the wann tongue of God. 
There were other questions. 
They were simple. 
I described the grief of Adam 
when he was expelled from Eden. 
I wrote down the exact weight of 
an elephant's dream. 
A 3 In groups, draw a picture of the person in the poem. Try to show what 
(s)he is doing and thinking. After drawing it, show your picture to 
another group. 
A 4 In groups guess what happens to this person by filling in the gaps (one 
dash for one word) in the next part of the poem. 
many years later, 
for my living I 
hotels. 
Now show your version to another group and explain the reasons for 
your guesses. 
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R 5 Read the latter part of the poem 'Minister for Exams' by Brian Patten. 
Yet today, many years later, 

for my Iiving I sweep the streets 

or clean out the toilets of the fat 

hotels. 

Why? Because constantly I failed 

my exams. 

Why? Well, let me set a test. 

Q1. How large is a child's 

imagination? 

Q2. How shallow is the soul of the 

Minister for exams? 

R 6 Brian Patten, the poet, failed his 11-plus, failed his 13-plus and 
left school at 15. In groups, list some plausible reasons why you 
think he left school. 
R 1 In groups, write down some of the characteristics of an ideal school in 
which Brian Patten might have felt happier. 
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B 1 You're going to read a text in which A. S. Neill describes Summerhill, 
his famous school in England which he founded in 1921. 
Read the following descriptions about Summerhill in order to 
understand his views. 
"My view is that a child is innately wise and realistic. If left to 
himself without adult suggestion of any kind, he will develop as 
far as he is capable of developing." 
'The function of the child is to live his own life - not the life 
that his anxious parents think he should live, nor a life 
according to the purpose of the educator who thinks he knows 
what is best." 
"I hold that the aim of life is to find happiness, which means to 
find interest. Ed ucation should be a preparation for life." 
"When my first wife and I began the school, we had one main 
idea: to make the school fit the child - instead of making the 
child fit the school." 
B 2 Look at the list below of the possible aims of education. 
Imagine that you are Mr. Neill. 
In groups, rate each aim with one of the following numbers: 5 (very 
important), 3 (important), and 0 (not important at all). 
Put your numbers in column A. 
Table of Possible Aims of Education 
A B C 

Helping you to develop your personality and 

Icharacter 
.........................................................nu.........u ......u .................uu.,...u..................un..................uu••••• 
 •••"u.n............. u .... ..............n ............... 
 ...............................,... 

}-Ielping Y0t;l to do as w~ll as possible in exams I 
Teaching you about right and wrong ! 
Showing you how to get on with other people 
Jielpinl? rou to g~t as go_~ ~jo~ ~s. Eossible ___ I 
1---­
- r­.!.~.~~~g..Y..?~..~?~..~?...:~~~..~~~...~~.!.~...~~~......................... 
 ................................. 

Helping you with things you will need to know 
·-·····-·-·r-·---­
when you leave school (e.g. about running a 
home and managing money) ! 
B 3 	Now read the text below. While you're reading, you may change the 
rating you made as Mr.Neill in the previous activity. 
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THE IDEA OF SUT\lMERHILL 
This is a story of a modern school - Summerhill. 
Summerhill began as an experimental school. It is no 
longer such; it is now a demonstration school, for it 
demonstrates that freedom works. 
5 ,rhen my first wife and I began the school, we had 
one main idea: to make the school.fit the child - instead of 
making the child fit the school. 
Obviously, a school that makes acth'e children sit at 
desks studying mostly useless subjects is a bad school. 
10 	 It is a good school only for those who believe in such a 
school, for those uncreative citizens who want docile, 
uncreative children who will fit into a civilization 
whose standard of success is money. 
I had taught in ordinary schools for many years. I 
15 	 knew the other way well. 1 knew it was all wrong. It 
was wrong because iI was based on an adult conception 
of what a child should be and of how a child should 
learn. 
'VeIl, we set out to make a school in which we 
20 	 should allow children freedom to be themselves. In 
order to do this, we had to renounce all discipline, all 
direction, all suggestion, all moral training, all religious 
instruction. We have been called brave, but it did not 
require courage. All it required was what we had - a 
:!5 	 complete belief in the child as a good, not an evil, 
being. 
~'1y \'iew is that a child is innately wise and realistic. 
If left to himself without adult suggestion of any kind, 
he will de\'elop a~ far as he is capable of developing. 
30 	 Logically, Summerhill is a place in which people who 
have the innate ability and wish to be scholars will be 
scholars; while those who are onl\' fit to sweep the 
streets will sweep the Streets. But we have not produced 
a street cleaner so far. ?\or do I write this snobbishly, 
35 for I would rather see a school produce a happy street 
cleaner than a neurotic scholar. 
What is Summerhill like? ... 
.. , "Veil, for one thing, lessons are optional. Chil­
dren can go to them or ~tay away from them - for years 
40 if they want to. There is a timetable - but only for the 
teachers. 
The children have classes usually according to their 
age, but sometimes according to their interests. We 
have no new methods of teaching, because we do not 
45 .consider that teaching in itself matters very much. 
"'hether a school has or has not a special method for 
teaching long division is of no significance, for long 
division is of no importance except to those who want to 
learn it. And the child who wants to learn long division 
50 	 u:i/llearn it no matter how it is taught. 
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Summerhill is possibly the happiest school in the 
world. "'e have no truants and seldom a case of 
homesickness. 'Ve very rarely have fights - quarrels, of 
course, but seldom have I seen a stand-up fight like the 
55 	 ones we used to have as boys. I seldom hear a child cry, 
because children when free have much less hate to 
express than children who are downtrodden. Hate 
breeds hate, and love breeds love. Love means approv­
ing of children, and that is essential in any school. You 
60 	 can't be on the side of children if you punish them and 
storm at them. Summerhill is a school in which the 
child knows that he is approved of. 
The function of the child is to live his own life - not 

the life that his -anxious parents think he should live, 

65 nor a life according to the purpose of the educator who 

thinks he knows what is best. All this interference and 

guidance on the part of adults only produces a genera­

tion of robots. 
In Summerhill, everyone has equal rights. No one is 
70 allowed to walk on my grand piano, and I am not 
allowed to borrow a boy's cycle without his permission. 
At a General School Meeting, the vote of a child of six 
counts for as much as my vote does. 
But, says the knowing one, in practice of course the 
75 voices of the grownups count. Doesn't the child of six 
wait to see how you vote before he raises his hand? I 
wish he sometimes would, for too many ofmy proposals 
are beaten. Free children are not easily influenced; the 
absence of fear accounts for this phenomenon. Indeed, 
80 the absence of fear is the finest thing that can happen to 
a child. 
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B 4 In the text, Mr. Neill describes the characteristics of a more traditional 
school. 
In pairs, go back to the text again and rate each item of the Table of 
Possible Aims of Education according to their importance at such a 
school. 
Put the numbers in column B. 
B 5 Imagine that you are Brian Patten, the poet who left school. 
In groups, rate each item of the Aims of Education. 
Put your numbers in Column C. 
Discussion - Role Play 
B 6 Form a group of five and hold a panel discussion. 
a) Decide who takes which role. 
(Situation) 

The Ministry of Education has invited Mr. Neill and organised a 

panel discussion with the theme 'Does Freedom Work?' to be 

broadcast as part of an educational programme on a local TV channel. 

On the panel are: 

• Chair (Reporter*) 
• Mr. Neill 
• A parent who is president of a big company' 
• A school principal 
• A representative of the Ministry of Education 
*The Chair will be asked to summarise the discussion at the end of 
the programme. 
b) Spend five minutes preparing for your role. 

c) Have the panel discussion. The Chair should introduce it. 

Language Awareness 
B 1 Since language is fundamentally symbols, communication requires 
degrees of adjustments and negotiations between the person who 
sends out a message and the other who receives it. 
In reading, the reader must make plausible interpretations of a 
message encoded in a text based on informed judgements. 
In groups, come to a conclusion as to how you'd interpret the 
following: 
a) Mr. Neill says, "Education should be a preparation for life". 
What does he mean? 

Can you state the reasons why your interpretation is plausible? 
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Provide evidence from the text about Summerhill to justify your 
interpretation. 
b) Imagine you are an executive in a company. Your company has 
advertised a new post. Mr. Brown is one of the applicants and 
you've received the reference from his previous employer below. 
In groups, draw a picture of Mr. Brown as he is depicted in the 
reference. 
10 'tV HOM '1" ,.,,,,, 'y COlIrtA 
-..,.(N.11R.. 81to~ I 
'AlOI\lIOVJtI. :SH'e;,.,1.. y 
l"'o COR~o~/8i1T1'AI
E./liSIJ/l.r._ ~lf. .l..fF::~ 
-.:u C'Olols"?4N,L,VA:!.ty D~~. N ~ , ~ 
SE.(F'Nonv,q-,.Sp ANn 
W1LL1Nlf7'o D£l..ct; A 
l'E. 
f HAlle "'\BSQI.c/J"etr-
No ftl:sffi\.ll (IN '''' 
Rl:eoN /I.f~Nf) ING 
K' ...... -ro Y&V. 
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c) 	 Look at the picture below. This is one interpretation of the 
reference for Mr. Brown mentioned in b) above. Do you agree 
with it? 
Writing 
B 7 Write a PfA newsletter article about one of the folJowing: 
- a teacher who had a lot of influence on me 
- my memories of school days 
- my school compared to Summerhill 
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Figure 2-1 
The central nervous system (red.) is wholly contained within the skull and 
spinal column. 
The peripheral nervous system (yellow) extends from these bony 
enclosures to the muscles and skin. The parts of the peripheral nervous 
system which control glands and internal organs are omitted in this. 
illustration to avoid overcrowding the picture. 
Bloom, F. E. & lAzerson, A. 1988. Brain. mind and behaviour. Second 
Edition. New York: W. H. Freeman and Company. p. 20. 
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Dendrites 
A typical cell in the body 
Nucleus:s: 
'II Axon 
A typical nerve cell (i.e. neuron) 
Figure 2-2 
Schematic drawing of a typical cell in the body and that of a neuron 
Arai, M. 1980. The brain and the body . Tokyo: Shakai Shisousha. p. 23. 
Temple, C. The brain. London: Penguin Books. p. 3. 
2 
A 
Small 
pyramidal cells 
Figure 2-3 
Diagrammatic representation of the columnar organisation of the cortex. 

The larger, variously shaped, overlapping columns (A) are made up of 

minicolumns, vertically connected sets of single cells. 

The details at right (B, C, and D) show the shifting locations of vertically 

connected cells at a given time. 

Bloom, F. E. & Lazerson, A. 1988. Brain, mind and behaoiour. Second 

Edition. New York: W. H. Freeman and Company. p.277. 

3 
How Neurons Communicate 

An exdted neuron (turquoise) conveys informa­
tion to other neurons (purple) by generating ac­
tion potentials. These signaIs propagate like 
waves down the length of the axon and are 
converted to chemical signals at synapses. 
When a neuron is at rest, its external membrane 
maintains an electrical potential difference of 
about -70 millivolts and the membrane is more 
permeable to potassium ions than to sodium 
ions. When the cell is stimulated, the perme­
ability to sodium increases, leading to an inrush 
of positive charges (a), which triggers an 
impu1se-a momentary reversal (b) of the 
membrane potential. The impulse is conducted 
away from the cell body (red arrows) and when 
it reaches the axon terminals of the presynaptic 
neuron, it induces the release of neurotransmit­
ter molecules (inset at bottom left). 
Figure 2-4 
A schematic view of linkage between neurons through the release of 
neurotransmitters 
Fischbach, G. D. 1993. 'Mind and brain' in Mind and brain: retUiing,sfrom 
Scientific American lll4gazine . New York: W. H. Freeman. p. 7 . 
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1"bJs patient 8111taiaed. damage from carbon IIIODOXide lcIeatlca1to • stvea ~ IS the IIIIVIcs on his daokes 
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Figure 2-5 
The world seen through a damaged cortex 
Damage to specialised regions of the cortex can cause strange types of 
blindness in which patients lose the ability to see just one attribute of the 
visual world, such as colour, form or motion. Artwork produced by some 
of the patients offers glimpses into their view of the world, as well as into 
the workings of the visual cortex itself. 
Zeki, S. 1993. 'The visual image in mind and brain'. in Mind and brain: 
readings/rom Scientific American magazine. New York: W. H. Freeman. 
p.37. 
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DicncePhalOnJThaiamusI LHypotbalamus 
Midbrain ' 
Hindbrain -------1 CerebeIluln/ 
Spinal cord ." 
1 
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..:s{ 
Figure 2-6 
The major anatomical divisions and subdivisions of the brain. 

Bloom, F. E. & lazerson, A. 1988. Brain. mind and behaviour. Second 

Edition. New York: W. H. Freeman and Company. p. 21. 
6 
Midbrain 
Cere­
bellum 
a. 30 days 
Telencephalon Diencephalon 
b.2months 
c. 4 months 
d.Newbom 
Figure 2 ..7 
Stages of development in the embryonic human brain 
Bloom, F. E. & Lazerson, A. 1988. Brain, mind and behaviour. Second 
Edition. New York: W. H. Freeman and Company. p. 58-59. 
7 
The Basal Ganglia 
Within the basal ganglia are four separate 
units: the striatum, the pallidum, the sub­
thalamic nucleus, and the substantia nigra 
Frontal 
lobe 
Thalamus 
Mammillary 
body 
Figure 2--8 
The limbic system (Hippocampi, Amygdala, Septum, Cingulate gyrus) 
Bloom, F. E. & l.Jlzerson, A. 1988. Brain, mind and behauiour. Second 
Edition. New York: W. H. Freeman and Company. p.212. 
8 

OCCIPITAL 
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Figure 2-9 Functional divisions of the neocortex 
The left hemisphere of the cerebral cortex, showing the location of the 
four lobes into which it is divided. The right hand side of the cerebral 
cortex also has four sets of lobes (i.e. frontal, parietal, temporal, occipital). 
The divide between the motor cortex and the sensory cortex, the central 
sulcus marks the boundary between the frontal and parietal lobes. 
Fischbach, G. D. 1993. 'Mind and brain' in Mind and brain: readings from 
Scientific American magazine . New York: W. H. Freeman. p. 3. 
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..~ ~ 
Monkey Cat Rat 
o Association areas 
• Sensory areas 
• Motor areas 
Figure 2-10 
A comparison of different brains in terms of the association areas in the 
cerebral cortex 
Bloom, F. E. & lazerson, A. 1988. Brain, mind and behp:uiour. Second 
Edition. New York: W. H. Freeman and Company. p. 275. 
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left hemisphere right hemisphere 
Figure 2-11 Two hemispheres in the cerebral cortex 
Temple, C. The brain. London: Penguin Books. p. 62. 
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BROCA'S AREA 
PRIMARY VISUAL AREA 
WERNICKE'S AREA 
Figure 2-12 Map of the functional specialisations of the left hemisphere 
N.B. The assignment of functions to sites is only approximate; some areas 
may have functions in addition to those indicated, and some 
functions may be carried out in more than one place. 
Geschwind, N. (1979). 'Specialisation of the human brain', In Uinds, R. 
(Ed.) The work;iniS qf the hmin-Develo.pment. memorv. and perqption. 
W.H. Freeman and company. p. 110. 
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MOTOR CORTEX 
PRIMARY VISUAL 
WERNICKE'S AREA 
Figure 2-13 Neural pathway for the reading of words 
Geschwind, N. (1979). 'Specialisation of the human brain'. In Uinds, R. 
(Ed.) The workings of the brain-Develqpment, memorv. and perception. 
W.H. Freeman and company. p. 110. 
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.''''.... a'Tlr' SENSORY CORTEX 
PRIMARY VISUAL 
Figure 2-14 Neural pathway for the speaking of words 
Geschwind, N. (1979). 'Specialisation of the human brain'. In Uinds, R. 
(Ed.) The workings of the brain-Development, memor}I, and perception. 
W.H. Freeman and company. p. 110. 
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~SENTeNCE 

Figure 2-15 Brain systems for language 
The left hemisphere include language areas for word and sentence­
implementation structures, and mediation structures for various lexical 
items and grammar. 
The collections of neural structures that represent the concepts themselves 
are distributed across both right and left hemispheres in many sensory and 
motor regions. 
Damasio, A. R. & Damasio, H. 1993. 'Brain and language' in Mind and 
brain: readings from Scientific American magnzine New York: W. H. 
Freeman. p. 13. 
15 
Figure 2-16 PET scans, showing the left hemisphere of the brain of a 
human subject performing a series of verbal tasks 
Note that many areas are being active other than well-defined areas such 
as Wernicke's and Broca's regions. 
Fischbach, G. D. 1993. 'Mind and brain' in Mind and brain: readings from 
Scientific Ameriam l1l4g(IZine . New York: W. H. Freeman. p. 13. 
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Figure 3-1 The experimental setup for tachistoscope studies 
Images are projected through the screen either to the right or to the left of 
the central black dot that the subject fixates his or her gaze on. 
Bloom, F. E. & LazeTson, A. 1988. Brain, mind and behaviour. Second 
Edition. New York: W. H. Freeman and Company. p. 280. 
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A 
"Point to 
the person you saw," 
cB 
Figure 3-2 The composite-picture study. 
The subjects becomes familiar with the faces in the photographs, then a 
composite picture is flashed by tachstoscope so that the left hemisphere 
(right visual field) sees the child's half-face and the right (left-visual field) 
sees the half-face of the young woman with sunglasses. When asked to 
say what she saw, the subject reports having seen the child. When asked 
to point to what she saw, she chooses the young woman. 
Bloom, F. E. & Lazerson, A. 1988. Brain, mind and behaviour. Second 
Edition. New York: W. H. Freeman and Company. p. 281 
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"Whom did you see?" 
-~ . ~..---: 
:paqs '1se~ 
auo tuawpadxa 
::> xwuaddv 
The three activities in this package are designed to discover what you 
do when you read a text. Since they're notfor grading, please relax and 
try to read the text as you'd normally read magazine, novel, etc. for 
pleasure. 
First could you please let me know who you are. 
1. What's your name? 
2. What's your nationality? 
3. Age: 
Gender: 
4. How many years have you learned English? 
Now please turn to the next page. 
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Please' read the following passage, while talking aloud to the tape 
anything that comes up to your mind: thought, feelings, visions, 
sensation, etc. 
Now please switch on the tape recorder and start reading and recording 
at the same time. 
Heat is everywhere now. I can't ignore it anymore. The air is like a furnace 
blast, so hot that my eyes under the goggles feel cool compared to the rest of 
my face. My hands are cool but the gloves have big black spots from 
perspiration on the back surrounded by white streaks of dried salt 
... On the horizon appears an image of buildings, shimmering slightly. 
look down at the map and figure it must be Bowman. I think about ice water 
and air conditioning. 
On the street and sidewalks of Bowman we see almost no one, even though 
plenty of parked cars show they're here. All inside. We swing the machines 
into an angled parking place.... A lone elderly person wearing a broad­
brimmed hat watches us put the cycles on their stands and remove helmets and 
goggles. 
"Hot enough for you?" he asks. His expression is blank. 

John shakes his head and says, "Gawd!" 

The expression, shaded by the hat, becomes almost a smile. 

Robert Pirsig, Zen and the Art 

ofMortorcyc1e Maintenance, 1974 

When you have recorded the think aloud, please stop the tape recorder 
and turn to the next page. 
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I 
TZ 

·a:JWJ.tall!p a'IJ umop alOU aSllald noli Plno:J 'loUII 
"lxal S,1{1 pva.l noli 0101{ umop alou noli Plno:J 'sali II 
i livm IVUUOU SSiJl .10 iJ.lOUl U11xal a'll pViJJ iJ4,noli 'IU1'11 noli oa "II 
m Please tick (I) in the OK box if you think my descriptions are close 
enough to what you actually experienced. 
If not, could you please write comments in the space so that my 
descriptions reflect what was happening when you read the text . 
Ifan item gets no tick nor comment, I assume you didn't experience it. 
. ..... ----.J ---Wb readtb~ ----ry edtha-~ -~----
! General Description jOK t,;omments 
o 	Iyou tried to guessllocate where I
Ithis text was taken from. I 

i you subvocalised (Le. read aloud I 

1 Iquietly or in your mind). I 

............" ....un........u ............,..............Uh••U ....................n ....u ............Un
·-;····tr=~!~~yo~l"·--· 
-~ou tried to simulate what I' in l 

i the text was going through by I 
j remembering similar experience I 

3 	 1either from your direct experience I 

I or from secondary one from!
Ifilms, books, etc. I 

.~r----tyoure-read some words or'parts I
Iof the text to strengthen yourI 

association with them (e.g. so as 
4 I	to have a clearer image of the 

sceneJobject). This happened I 

especially when you first started I 

, reading the text 	 I 

I 

. 1 ... .. j j 

j certain parts of the text (e.g.
Icontent word, phrase, sentence) 

5 !evoked various images in you. I 

1 	 ' _'I;~" .."'___ jSome of these imageS were not i_..­
i mentioned in the text but I 

6 Isomehow you inferred them I 

automatically. . 

I .
Iyou experienced vague sensations 

7 !of heat, thirst, perspiration, etc. i 

, 	 I 
,.....---_.... .. ­iyou vaguely heard voices' (e.g:r-­
8 voice of an lone elderly man, I
I
voice of John). 	 I 

I you enjoyed at times having I
I
personal images or thoughts that! 

9 Iwere not directly relevant to the! text and yet of some significance I 

to yourself. 
j 	 ! 
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~-..-~.-!ail' thrOugh ~e rea~g process.j
Iyou were trymg to mtegrate the I
I
1available infonnation (in the text 
10 i and in your head) so as to I 

'I: eventually construct a coherent i 

, .• 	 I 11n~tton. 	 I 

____.L....-..._.. .___.,j.__-+----___._____._...__...._...___.... 
j you had several optional ~ 
11 i interpretations until you settled for I 
j the most plausible one based on i 

1 
, 
the clues in the text ;I 

I-t-._...........1-you made an wtial and temporary'l ~-----,------------
j interpretation, which was then I 

12 j meant to be modified or replacedI 

I by more suitable one. 

1 ! 

..- • .j. 
~ 
-. .. I -f------.-----.--.-.I your integrated interpretationI took the form which is similar to a I 

13 Iftlm (e.g. movements of the!
Icharacters, sound) even though it i 

1is somewhat fragmented. I 

•____..______"..~i"'~_ ~ 	 i 
--- tyouProjected yourself' as tIt 11 

I character in the scenes in the text 

14 Ibut other times you were just an 1
Iobserver outside the scene. ! 

. 1 

I you were prediCtfug what was i 

15 I going to happen next (e.g. i
Iwhat's the old man up to ... ) I 

!you were interesteOtomowhow ! 

16 Ithe story would continue. I 

··.. ·· .. ·lWfiilsf"you··were··ieadiiig:··you··feifj.........·..·..···..·..···.......................................................................................... 

ldisturbed, annoyed. amused by! 
17 I what was in the text or by what! 
!was surrounding yourself (e.g.l 
inoise, laboratory condition). I 

; 1 

As for the influence of the Think Aloud Task on natural reading process, the response 
varied but: 
• some people didn't mind the task and thought the process was more or less normal. 
• other people thought that they were consiousl y exploring their mind, therefore read 
a lot more carefully and slowly. 
• 	 other people felt that they can't concentrate on the meaning whilst doing think 
aloud. 
Thank you very much for ltlking part. 

Please leave this package on the desk and leave this room. 
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sasuodsaJ .spa(qns JO saldwextl 
auo luawfIadxa 
OxwuaddV 
Your name: ~~ Jrt~d8f)d· 
Read the following passage, talking aloud to 
yourself anything that comes up to your mind:
• thought, feelings, visions, sensation, etc. 
Heat is everywhere now. I can't ignore it anymore. The air is 
like a furnace blast, so hot that my eyes under the goggles feel 
cool compared to the rest of my face. My hands are cool but 
the gloves have big black spots from perspiration on the back 
!!f 
surrounded by white streaks of dried salt. 
... On the horizon appears an image of buildings, 
shimmering slightly. I look down at the map and figure it 
must be Bowman. I think about ice water and air 
conditioning. 
On the street and sidewalks of Bowman we see almost no 
one, even though plenty of parked cars show they're here. All 
inside. We swing the machines into an angled parking 
place .... A lone elderly person wearing a broad-brimmed hat 
:) 
watches us put the cycles on their stands and remove helmets 
and goggles. 
tlHot enough for you?" he asks. His expression is blank. 
John shakes his head and says, tlGawd!" 
The expression, shaded by the hat, becomes almost a smile. 
Robert Pirsig, Zen and the Art 
of Mortorcycle Maintenance, 1974 
.. 
", 
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.. 
~~ n. Do you think you've read the text in more or less normal way? Y{'3· ('p-pt\Nr ~""V\ ~ 
If yes, could you note down how you read this text. t~;V\ ~\lj 011 CV\~ 
If not, could you please note down the difference. 
stcvt~,1 0\1 ~ ('Mol' ~ \ ( ". f\-Q rf~~\Ge t(\ tlt kJ~ 'hbt 
• \\I~'\I'cA\ I '""([O~~IC{~ SJ:; ~j StJ1-t'V1\O\ wU\~ o.uh'rVtteJ lxf'l-t 
l srdV/l'd) \"(",<Y1,'Yj te te.d-. (fV\~t.yV:\:t>., 1t'A"'" ~ ~ ~W\, J\f\T, 
otf\ ttL tU{f>.~ \ 
1(1. f;vsf fow "VIiS (u'l1t;fII'\d -llni.." ~I/It fl<j ~~ bfr Ol.'lltH~~
'4 
sl ~W~ 0 <; t1 MY l"Ia-'') ~'I'\a-e iU<{II - \A~ .\U. ~\'IR{1If{O\'I <f ~ [l1\-'e.S ­
1k r1diu ~\AdJ4d~6 /71 /;6 t'ltlLl (~ dItw jo. cuJ" '-o.cJvV;er do11..-es 
Tk 4uJ flu,\,H h \ G)-t <t~'\,(L~ I't~ fa tn", I~'\.""''\ tIv"", h\ ~ fi\ ;N1 
eliA - <)1'1 ( I' (I'd' ~w<illk ~ Ir ~to~, 
~# I ~ ilAl~I'H<J ~t ott 1ht blt I1\fw (}\ llllj (,'0[ e. ­
(,JO\Ib~ I.Q~' 1~ sfrte Is f\ biT l~A.;<'j. 
~o.J- at u,/h.b-\' ( ~bvW () r tuk ;5, dl,,,,.(C fo ~Ma( 
¥\''C1'\& OV\l\cA. \'V' \Vv"Ojts C\ ~"'-t.(l~U1\. 
~ 
Thank you for your help! 
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3n197 Hitomi Masuhara 
Dear KaT},
/ 
v 
Thank you for helping me on Tuesday. This note has been produced to: 

a) show you a brief initial summary of the result, which may be of some interest to you 

b) ask you whether you think the list is a sound representation of what you reported . 

.. 	 To keep the distortion of data to minimum, I'd appreciate it if you do the following task 
and return the sheet to me via Brian today (or to me directly on Tuesday next week). 
Please tick (I) in the OK box ifyou think my descriptions are close enough to what 

you actually experienced. 

Ifnot, could you please write comments in the space so that my descriptions reflect 

what was happening when you read the text . 

Ifan item gets no tick nor comment, 1assume you didn't experience it. 

When you read the text, it seemed that: 
General Description I OK I Comments 
o you tried 	 to guess/locate where I ' \.,b.I( sml9ltt .t tk, ~""uJ 
.eJ this text was taken from. ~ 4n.A ItIlN it;, • 
ryou sllbvocalised (i.e. read aloud I 

1 Iquietly or in your mind). IV'" 

········..t··yoo··ti1e<:I··tQ·..si'iiiUIaie···whai"··r···..m·j·········.....(..........-.....................................................................-................... 

l the text was going through by j

! remembering similar experience 1 

2 	 i either from your direct experience! J.­
1or from secondary one from i V I 

i films, books, etc. j

; 	 i 
: 	 j
:-	 . 
I th,n \c ( 5~;M~ 't\.4M {
,-' 

V­3 	 I ~tecI ~th re-,fINl ha'rs ~ 
I ~ "l~J kJ. 4 ,~.J 
idU\ D{ WMf ~ "'~ Gt\. 
certa.iri parts of the text (e.g. 

content word, phrase, sentence) .......... 

4 evoked various images in you. 

~ Some of these images were not j 
1 mentioned in the text but i 

5 ! somehow you inferred them 1..,....... 

!automatically. 1 

:). 
..6..···t··you·expenence<f'vague..sensatlons·\···········..·····................................................................................................... 

Iof heat, thirst, perspiration, etc. I~ I 
l 
! 
you vaguely heard voices (e.g. i 
• 

7 !voice of an lone elderly man, j

l voice of John). ! V 

~___• __• __....__m __....._._..._ •••____......_ ...____L I_ 
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"lYOU"-enjoyed "'it-'times havirig 1 

~ personal images or thoughts that! 

8 	 [were not directly relevant to the ~ 

1text and yet of some significance 1 

~ to yourself. j

! ~ 

• 
i you made an initial and temporary I 
~ interpretation, which was then I 
"f 11 	 ~ meant to be modified or replaced l~ , 
-l.~~..::.~~~~~~::~,-...---..---..-! j-'!...._____._.___._m.~_....._._........._...._....._..__., 

j your integrated interpretation! 
j took the form which is similar to a! 
121 film (e.g. movements of th.el. I (,'1M or kf-AM 
j characters, sound) even though it i fl 
j is somewhat fragmented 1 I 
: 	 ; ! 
........·t..yOu·....Pro}ecfed..···yoUiseir..·as..·..ilr!··..·..·....·t..···..·............................................................................................  

1character in the scenes in the text! j 

13 ~ but other times you were just an! ~ 
l observer outside the scene. ! ! 

; 	 ~ s 
- {~ itMI'A 1'v 1l.£ -lett),c.J 
~ Ilf la £\t.t I't" dowA te ~~ or4.,I ~~- r Mltlkt J.,_INI r1'-J;;/Pt!., 
; 	 ! ! 
14 r'y'ou-w'erepreruciliigwhat was iilit' *,4 1LL fr;t 
!goin~ to happen next (e.g.! W'A> l&td,~ /V'IfI-Iwhats the old man up to ... ) I 
15 	i you were interested!D know how! ~Ya -M not tMpcllett -J;t\S{ '(itiir,=,'
[ the story would continue. i V 'I! ~. "t 
: 	 : ,,'" I .i 	 l > .~............................................................................................... 

....··....!..Wfi]Isi"yQu..were..readmg~··you..felt r......·..·..r~· ts ~ 1b ['W'\ MeAt 1tt~F-
j disturbed, annoyed, amused by i tJo Pw __I
16 1what was in ~e text or by what I ~t" tll~ ~J t(.J.. S~ t~e.. . 
: was surrounding yourself (e.g. i 

noise, laboratory condition). 
 I 
,l 
As for the influence of the Think Aloud Task on natural reading process, the response 
varied but: 
• some people didn't mind the task and thought the process was more or less normal. 
• other people thought that they were consiously exploring their mind, therefore read 
a lot more carefully and slowly. 
• 	 other people felt that they can't concentrate on the meaning whilst doing think 
aloud. 
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The three activities in this package are designed to discover what you 
do when you read a text. Since they're not for grading, please relax and 
try to read the text as you'd normally read magazine, novel, etc. for 
pleasure. 
" First could you please let me know who you are. 
1. 'What's your name? 
CLJ\UDlA SARACENI 
2. 'What's your nationality? 
\\'ALtArJ 
-; 
3. Age: .2J+ 

Gender: FE rt f\ L£ 

4. How many years have you learned English? 
lj. S(~C£ :r: wf\S '( 
:.t 
Now please turn to the next page. 
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-----------._-----_......._._.... -~ 

Please read the following passage, while talking aloud to the tape 
anything that comes up to your mind: thought, feelings, visions, 
sensation, etc. 
• 	 Now please switch on the tape recorder and start reading and recording 
at the same time. 
Heat is everywhere now. I can't ignore it anymore. The air is like a furnace 
blast, so hot that my eyes under the goggles feel cool compared to the rest of 
my face. My hands are cool but the gloves have big black spots from 
perspiration on the back surrounded by white streaks of dried salt. 
... On the horizon appears an image of buildings, shimmering slightly. 
look down at the map and figure it must be Bowman. I think about ice water 
and air conditioning. 
On the street and sidewalks of Bowman we see almost no one, even though 
plenty of parked cars show they're here. All inside. We swing the machines 
into an angled parking place.... A lone elderly person wearing a broad· 
brimmed hat watches us put the cycles on their stands and remove helmets and 
goggles. 
"Hot enough for you?" he asks. His expression is blank. 
John shakes his head and says, "Gawd!" 
The expression, shaded by the hat, becomes almost a smile. 
Robert Pirsig, Zen and the Art 

ofMortorcycle Maintenance, 1974 
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When you have recorded the think aloud, please stop the tape recorder 
and turn to the next page. 
I 
9 
• 

., 
.~ 
~ 
II. Do you think you've read the text in more or less nonnal way? 
If yes, could you note down how you read this text. 
Ifnot, could you please note down the difference. 
:r ~,t \:.l;J( -:r ~~~ I ~ f",J 1: ~ 

k,1, tiu. ~ ~fM r f~) J 1: ~J.. . 

-:t: o~ok'G -L ~L :t NvG.~, 

1"U 'l te~'),IL 1: V~ :c Ll t ~~ 0.-~ 

~te~~:t=U~ .. ~~-
--re",k :n ~ , -:r: ~~f~ 4 J.:ft'Jt 
~~ ~~;;~~t~~e.t-~J..-;tL.'\.. I MAJ-t ~ ~..:..~ M<tAL 
~~t&~~~'~ tv~~~t& , 

'" <L,~ ~ ~'""'~ ~(.(jY) ~ ~<...~ 

~. 
l}... r.vl a.. eat MAUU-.~ ~~~~ 
J.j;;-:r W ~ t; '>j' ---r~ ~ ~ I:U... 
"-'4~4~~ ~tk~ 
\f> ,J):~')~~L J ~/ cJ>-:r 

\N~~~-
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m. Please tick (I) in the OK box if you think my descriptions are close 
enough to what you actually experienced. 
If not, could you please write comments in the space so that my 
descriptions reflect what was happening when you read the text. 
If an item gets no tick nor comment, I assume you didn't experience it. 
When you read the text. it seemed that:
• 
-General Descripti~ LOK I Comments 
o you tried to guessllocate where / 
this text was taken from. 
r'yollsllbvocalised (Le. read aloud) / i 

1 i quietly or in your mind). j V i 

! 	 : 1 
··········t··you..·transiioocf..the···texf""miO···your·/·······.. ·· .. +.......................................................................,........................  

2 	 l mother tongue to help you ~ !\Je- I U -:!I \fl ~ v...W 
1understand the text. 1! ~ P~ ...J vJ ~""VOlI') •
--'Tyou'medtO simuIate-what'I'"liiT---r-\=::--·--··-··---;-·-------..--···-­
l the text was going through by ~ r:r ~zG1 -tiu.
" j remembering similar experience l !. ,_ ~ 
3 j either from your direct experience 1 V! ~ '" te c>­
1or from secondary one from l l.....r 0 . II
. fil b ks 	 . , ....J..- "'Vvo:AJ.JL.. ~ •l 1 ms, 00', etc. l! 

! j ! 

I-- !you re-read some words or parts 1 t·-·-----.... I ~~--~ of the text to strengthen your i ! -:r: u -~ <M..W..-..... 
~ association with them (e.g. so as 1 h-..\-. I .J.-- 14- I 
4 	 Ito have. a clearer i~ge of the j 1..1-- ,~e.oL ~ ~\tn4~ 
I scene{obJect). This happened 1 I:cl-.l~~~ .,... e~t /LL, ,..A 0 
j especially when you first started 1 I j~--.Jk~~ r­
1reading the text. 1 I w~'!:. -- f{- ' . a . 
! i ! 

certain parts of the text 1e.g~ I ! 

content word, phrase, sentence) I. I 
 II 
5 evoked various images in you. 	 j V 

I I

!Some of these images were not ! 

I mentioned in the text but , / 

6 	 !somehow you inferred them V 

1automatically. 

! 

ryou expenencedvague sensations I 

7 	 Iof heat, thirst. perspiration, etc. V 
: ; 
you vaguely heard voices (e.g. !,..(' 0 'Lfl _ 1.- I • 
8 voice of an lone elderly man, IJ.. ~ u,Q. A.A,C.Nto.J..,..."'1.)-.lkUL.. 
voice of John). It'\J€.~  ~ 
you enjoyed"-if"-'iimes- having I 

personal images or thoughts that I I 

9 were not directly relevant to the V ! 

text and yet of some significance 
 I 
to yourself. I j 
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,..  
.r 
I"J 
....·.. ···.......................................................................................................... 
: you were trying to integrate the i i 
~ avail~ble information (in the text 1 J : 
10 l and In your head) so as to: i 
1 eventually construct a coherent! iIinterpretation. · . 
·....·····!··you-··-ha<r..··..···sev·eraI····..···opttonaJT·············t······......··..·························..··........................................................ 
11 : interpretations until you settled for l 1 
l the most plausible one based on l i 
~ the clues in the text :! 
······_·you made an irutial and" temI;OTarY·~··..·· .. ·..+··········....··...-·······..·..·-······..............._ ..........................._... 
: interpretation, w.hich was then i r/ ! 
12 : meant to be modIfied or replaced i 1 
~ by more suitable one. : i 
···-t-your·-- integratecC·-mierpretitIoi:i+ ..·· .. ·.....L................................................----_.......................................  
: took the form which is similar to a! J1 
13 ~ film (e.g. movements of the i 1 
. 
1characters, sound) even though it l 1 
1is somewhat fragmented. i 1 
·--rr~j:~~=~~-:!~I---h--;:;~-~-~~·~--
14: but other times you were just ani !cw1~i!l observer outSIde the scene. i !' ~~ 
~ ~ j 
you were predicting what was A""'_':G=:'=~ I"V1 DO 
15 going to happen next (e.g. ~A~,r~T"----(:j ~ 'I 
what's the old man up to ... ) y~"~":> 
161 ~:s~~e:;~~~~~~u~ow how f lli'~RL~. 
j ! !
··..····TWillISi·you..were··readllg-;..you..felfT·······..····'j····.................................................................:............................... 
Idisturbed, annoyed, amused bYl !:C ~('t .~~ I.e--&e~ 
17 !what was in ~e text or by what l 1:C -{J. 1; ~ 'J~.-r 
1was surrounding yourself (e.g. i I n I J­ 1-0. 1_ n /.J,.;Inoise, laboratory condition). I II ~ "'" ~~ .. 
, i 
·········TiU··ihro·ugh·..ihe..·readrng····procesi:T 
As for the influence of the Think Aloud Task on natural reading process, the response 
varied but 
some people didn't mind the task and thought the process was more or less normal. 
• 	 other people thought that they were consiousl y exploring their mind, therefore read 
a lot more carefully and slowly. 
other people felt that they can't concentrate on the meaning whilst doing think 
aloud. 
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Thank you very much for taking part. 

Please leave this package on the desk and leave this room. 

~ 
t 
.'
" 
':1 ab2 'J 13 01- -tQ- 9bb' 
(ft~) ~ of;' .:{ Y~q ~~1lC '~A ~ rL b) 
l?J -k- 0/ 1i;¥ ~J. f i~~ ,Ci ,q; ~ c? 
1 ~l g ·L ... i=. 

I.?j,:Q)#fJt~Mt3!-ttiJ~~, jiij~'r, ~t;tr.$~1t-C Oil',v" , ~x., -1 j. -~, ~Jt 
tt~) I=Hrt±!l,-Ciltdir l,-C1'"~ v"o 
Heat is everywhere now. I can't ignore it anymore. The air is 
like a furnace blast, so hot that my eyes under the goggles feel 
• 	 cool compared to the rest of my face. My hands are cool but 
the gloves have big black spots from perspiration on the back 
surrounded by white streaks of dried salt. 
...On the horizon appears an image of buildings, shimmering 
slightly. I look down at the map and figure it must be Bowman. 
I think about ice water and air conditiOning. 
On the street and sidewalks of Bowman we see almost no 
one, even though plenty of parked cars show that they're here. 
All inside. We swing our machines into an angled parking 
~ place.... A lone elderly person wearing a broad-brimmed hat 
watches us put the cycles on their stands and remove helmets 
and goggles. 
"Hot enough for you?" he asks. His expression is blank. 
John shakes his head and says, "Gawd!" 
The expression, shaded by the hat, becomes almost a smile. 
Robert Pirsig, Zen and the Art of 

Motorcycle Maintenance, 1974. 
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') 
The three activities in this package are designed to discover what you 
do when you read a text. Since they're notfor grading, please relax and 
try to read the text as you'd normally read magazine, novel, etc. for 
pleasure . 
First could you please let me know who you are. 
1. What's your name? 
r ,f(c. 7~C' f? /<. c~-,r
..., 
2. What's your nationality? 
f?""??t Ct. 1'"1 
3. Age: /g 
Gender: ~~ 
4. How many years have you learned English? 
';7ycr>'":) "...:1 hc.(.nc.<..:o "0-7"'2 rCt-??'Ir??-\ a;.--- 7r/~ 
39 ~ 
Now please turn to the next page. 

I _ Please read the following passage, while talking aloud to the tape 
anything that comes up to your mind: thought, feelings, visions, 
sensation, etc. 
Now please switch on the tape recorder and start reading and recording 
• at the same time. 
Heat is everywhere now. I can't ignore it anymore. The air 1S like a furnace 
blast, so hot that my eyes under the goggles feel cool compared. to the rest of 
my face. My hands are cool but the gloves have big black spots from 
~ perspiration on the back surrounded. by white streaks of dried. salt. 
.•. On the horizon appears an image of buildings, shimmering slightly_ 
look down at the map and figure it must be Bowman. I think about ice water 
and air conditioning. 
On the street and sidewalks of Bowman we see almost no one, even though 
plenty of parked. cars show they're here. All inside. We swing the machines 
into an angled parking place .... A lone elderly person wearing a broad­
brimmed. hat watches us put the cycles on their stands and remove helmets and 
goggles. 
.'<
., "Hot enough for you?" he asks. His expression is blank. 

John shakes his head and says, "Gawd!" 

The expression, shaded. by the hat, becomes almost a smile. 

Robert Pirsig, Zen and the Art 

of Mortorcycle Maintenance, 1974 

a 
When you have recorded the think aloud, please stop the tape recorder 
and turn to the next page. 
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~0'" (£.;.."0 
II. Do you think you've read the text in more or less nonnal way? 

If yes, could you note down how you read this text. 

If not, could you please note down the difference. 

~~;/ ;t,(~~ ./ rca.(;{ ...f4 ,tt,/1K.c' .i''h c,- r'h cr-7""r7"/ a: f 
1 
t. ... \.d .. 
• 	 :l3MI ~'?f:7 rreadrn~ .J:' f')-'lf AC.<cL a f-a~j ,~ha,?_ d~ d ~ ~ .;j' .~ .k <". ?ncr Q x"",!'C cy f4 
t:l.hn~y~#c c:4:J(/n~ot c'7l ,/~ fi7!lt:~.. J~ 
?'Jc-C .~7C ~ar~ C(X,4L r? .A"4<<J 
""'(~7/t~~ t.4n ~. ~~. ~~~j fo C 
o 
C'cl,??e&. ~cr4- ;fiC>c;,.t , Akc..-I- 7 ~7<?"ntk.< CAd;"r.>' 
C(1<J'e/ /~ ,&~ / Af.t.j j Zlta.--:> dtl? ee...£ /rr 
?'Cue!. ""en' do r'( cLCtn. ' . .1 zy-t(alz~ ~ 
Ct"cL jjc;x.<- 4z't:- JUFltV y dieQ-yd t4/~ . 
.%,7 ;t-~';",{ a?coci /~e 4~r d~ <z??d 
') 
.en. a· ~~-y tvetl', lJ"-t'>'tnj -n:004nj Y ~t7C~ 
7:-' r~ .,...0.0&7 /(>? ??;;r ~ arnC£ 
?1ot>ocj; .{.<; /~-n.77(j A~ ~ 
1'7'~ ara~ a.£';cr C<- CL"J/CL~ce .&,/zz~ ~ 
~ ?1 cl &. ,,,O'1!:C-i­
· y C ocd'c/>? '...( X'a/~ .<d;d~ 
a t t '"'(, It: .... 
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pvt/(7Y' (:, , --:) 
m. Please tick (I) in the OK box if you think my descriptions are close 
enough to what you actually experienced. 
If not, could you please write comments in the space so that my 
descriptions reflect what was happening when you read the text . 
Ifan item gets no tick nor comment, I assume you didn It experience it. 
Wb readtb dtha
• 	 General DescriptIon lOKI <.:omments 
0 	 !you tried to guessllocate where 1 

1 this text was taken from. i 

~ 	 i 
 v1 
i 
; 
you subvocalised (Le. read aloud 
: 
i I 

1 Iquietly or in your mind). ! / 

--tyoo-·iiaiiSiiited··iiieteii·miO-your:·---r;1;-:7d:4a-:-·<i:TJ d:;:;;;:::;;:-········ 
2 	 i mother tongue to help you 1 ~""'tn..';r!/..; ..",...aru.; r?f' ~ ru.' 

! understand the text. i fs., ·1.~ch 

! you tried to simulate what Ii' in I 

1the text was going through by I 
~ ! remembering similar experience I 

3 	 ! 
. 
either from your direct experience i!
l or from secondary one from i 

i films, books, etc. j

1 	 j 
i 
: 
you re-read some words or parts l 
. 

1of the text to strengthen your i
l association with them (e.g. so as l 

4 	 I to have . a clearer i!Dage of the IV 

l scene/object). This happened 1 

1 es~ially when you first started I 

i reading the text. I 

~ 	 ~ 
.,) ! 
: 
certain parts of the text (e.g.! 
: 

i content word, phrase, sentence) l / 

5 i evoked various images in you. I 

i I 

i Some of these images were not! 

I mentioned in the text but! 

6 l somehow you inferred them i
i"can 	 .! automati y. 1 

!l I . 

i you experienced vague sensations i / 

7 Iof heat, thirst, perspiration, etc. I 

1 	 ! 
!you vaguely heard voices (e.g. iJ 

8 !voice of an lone elderly man, j
!voice of John). i 

! 
• 	
i 
!a 

1you enjoyed at times having i 

j personal images or thoughts that I 

9 	 Iwere not directly relevant to the! 

i text and yet of some significance I 

1to yourself. I 

, I 

! I
: 	 : 
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., 

{.) 
rall throughtbe reading process:I ···-1 

1 you were trying to integrate the ~ ! 
j available information (in the text j ) 

1 0 ~ and in your head) so as to l \/ 1 

l eventually construct a coherent I ! 

I interpretation. 1 ! 

i 	 1 if---I you had several optional! 1.7 "f ;,(a. cZ ~ , 
11 1 interpretations l;1ntil you settled for [ 1\..r: ~t ..7--­/c,1.. ~?'l ( . 
1the most ,plausIble one based on l ..... ,." 1'1~~ ~,<: a.Pt'1'C<-t ~. 
i the clues m the text i!1/(:'( '/""'" - _J ~.; ?-(I'czt......",. i'() f(;l(.i ~-..-
~ ~ 1 41t 7":>!Pi"J a?r(;l{ -"# 
you made an frritial and temporary I ' 
interpretation, which was then 

12 meant to be modified or replaced ! 

by more. suitable one.. _ , I 

your mtegrated mterpretatlon . 
took the form which is similar to a 
-\l3 	 film (e.g. movements of the 

characters, sound) even though it 

is somewhat fragmented. 

you projected yourself as •I' 
character in the scenes in the text v· 
14 	 but other times you were just an , 

observer outside the scene. 

1 yoii-weieiirediCting what was 

15 i going to happen next (e.g. / 

i what's the old man up to ... ) V 

1you were interested tokriow how! /l

16 1the story would continue. I lr 1 

••••••u ....L........................................._....~_.................................................._.........1....._....... ............_....."................._ .._...__....u~•••~••••_ ....................................................._
!~hilst you were reading, you felt I p.4:- " ~ .7 ?'/4-"'~ 

I dlsturbed, . annoyed, amused by! y . .~-o ~d o,~ ~c..~U 

17 1what was In the text or by whatj :i'.<. _ , 

l was surrounding yourself (e.g.l U..: /h;e/ I 7J...·~Q r"'t'lf 

j noise, laboratory condition). ! ~C---ct'~ he.: ~ 

~ ~ 

., 

As for the influence of the Think Aloud Task on natural reading process, the response 
varied but 
• 	 some people didn't mind the task and thought the process was more or less normal. 
• 	 other people thought that they were consiously exploring their mind, therefore read 
a lot more carefully and slowly. 
other people felt that they can't concentrate on the meaning whilst doing think 
aloud. 
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Thank you very much for taking part. 

Please leave this package on the desk and leave this room. 

AppendixE 
Task sheets for Experiment Two 
Japanese version 

English version with instruction in Japanese 


I.~(J)5tfJt~M&lj.tltJ~b, I1iJIf~H;::, ~t.tc$t-~"'( UiS',lt\, ~7t, -{ j. --:}, ~jt 
t,l c') r=u;:: tiH.,., -r11d~f L -r1';:; It \0 
Heat is everywhere now. I can't ignore it anymore. The air is 
like a furnace blast, so hot that my eyes under the goggles feel 
cool compared to the rest of my face. My hands are cool but 
the gloves have big black spots from perspiration on the back 
surrounded by white streaks of dried salt. 
...On the horizon appears an image of buildings, shimmering 
slightly. I look down at the map and figure it must be Bowman. 
I think about ice water and air conditioning. 
On the street and sidewalks of Bowman we see almost no 
one, even though plenty of parked cars show that they're here. 
All inside. We swing our machines into an angled parking 
place.... A lone elderly person wearing a broad-brimmed hat 
watches us put the cycles on their stands and remove helmets 
and goggles. 
"Hot enough for you?" he asks. His expression is blank. 
John shakes his head and says, "Gawd!" 
The expression, shaded by the hat, becomes almost a smile. 
Robert Pirsig, Zen and the Art of 

Motorcycle Maintenance, 1974. 
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Experiment One Quantative Summary of Responses 
1 ProIicientjProficient f"l.apanese AavancedT 
LI ! L2 ! Advanced EFL I Total 
1 Readers I Readers I Users Leaners! ~ n=10 I n=IO n=9 n=10 1 n=39l 
I 0 	 1I tried to locate and guess I 2 9 8 
! the source of the text 1 3 3 
I .... 	 2 I 1 4 ..._1.....~.. !_8! I subvocalised (i.e. read T j 	 t 
1 	 !alo~d quietly. to oneself Yes!, 9 9 I 8 10! 36 

1or In one's mInd) , : I ! 

l No ! III i 1 0 ~ 3 

,.........."......,...................................................................................................:...........................j........................... ····•·..·················..t··············..···· 
! I Interpreted the meaning! l l I!of the passage directly Yes I 1 6 ! 4 5! 15!from ~glish without i ! II. 
I translation. When I I N.A. j 3 i I I 4 
2 	 ! wasn't sure of the i 1 I
imeaning of some w?rds! ! 1 jl 4 5 I 10 

Ior the passage didn't No I I I
l 
! seem to make sense, I! 1 I 	 II tried to solve the i j I 

II ~nfusion by translating I j j 

i Into my motbertongue. . I I 
 I 
····l~iOidm!s:::~ ·-~:l·-~~··-·-t--;--I---;·····- ·--;-·-1··_·-;;­
Iwas going through by! i I ! 
3 	 j remeI?bering similar I' 1 ! 1 ! Il expenence either from No, ! 
lone's own experience or IiI ! 1 5 i 7 
; from secondary one from II i ! 
films,books, etc. ! I 
: l 
I re-read some words or 	 II 
parts of the text to I 

strengthen one's Yes I 8 9! 7 
 8 32 

4 1association with them I 

I (e.g. so as to have a! II 1 
 1 
II clearer image of the ! 
scene/object). This No! 2 1 I 1 2 6 
Ihappen~ especially at! I 
Ireading. 	 1 1 l l' -·····Ig~-=~rtli~=~ ·~:-I··-··~······t·-···;~-···-I 
5 _ 
--····I··~~;·;;~;~i···--;-·····~;~·-f··--;-····-:···I·---;;- .. 

6 I the text but somehow I I l 'I' I 
inferred, them No IIi ,1 6 I 8Iautomatically. I I I 
..........1...............................................................................L..........................l.......................................................n ................................................ 
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Experiment One Quantative Summary of Responses 
....--p-expenenced 9 S Ivague r-yes i'" 5'-r'--;r-'~r26-' 
7 j sensations of heat, thirst, ii !Iperspiration, etc. No I 1 2 8;4 6 I 13 
n 'vaguely heard -v-o-:-ices--t--~-----+i---­ I .. i-­
I (e.g. voice of an lone Yes 6 1 8 I 5 ! 6 ! 25 
8 1elderly man, voice of 2 l 1 " ! 2 
j John). No ! 2 1 2 i 4 4! 12 
I i 1 I i I~trenjoyed at .times having J" t t "--""~i 
Ipersonal Images or Yes I 7 1 8 I 2 5! 
9 i thoughts that were not ~ 1 1 I 2 ! 3 
I directly relevant to the I 1 i ! 
l text and yet of some No I 1 1 2 ! 55! 13 
i significance to myself. ! l I !I : j !m ,  I ! 
1---'1 ~through the reading i t,' . "I i 
1process, I was trying to Yes I 10 1 8 5 4 I 27 
1integrate the available Ii! 
10 Iinformation (in the text i i 
I and in my head) so as to No I 1 2 !!eventually cons~ct a I 1 I 124 6 
I coherent mterpretation. II
! !:'I--_m_._-­ m.. .. . --:-- -.......j•.-~--~:. I -'--'r--'---'~--4 
1I had several optional illIinterpretations until I Yes 5 1 8 1 5 4 22 
11 1settled for the most 2 1 i 2Iplausible one based on No 3 I 2 ! 4 6 15i the clues in the text ! 1 !l' 
I I'
1 L i l 
Trmadean-----iiUiliiI~an -------r 
I temporary interpretation, Yes I 8 9 7 4 28 
12 1 which was then meant to 1 1Ibe modified or replaced No 2 1 1 6 10 
I by more suitable one. 
!lThe ... ·····--integJitOO ! .. , 
i interpretation took the Yes 9 9 7 2 I 27 
13 Iform which is similar to I 
I a film (e.g. movements 1 1 
I,of the characters, sound) No! 1 2 8 11 even though it is I somewhat fragmented. I 
I I 
i I projected myself a.s 'I' 
i character in the scenes in 
14 i the text but other times I iwas just an observer 
i outside the scene. 
I 
! f 
Yes ! 6 5 4 7! 22 
! 1 2 4 I 7 
No I 3 3 1 3 I 10 
L ! 
15 !~a;~o:di:ngha= -Yes r- ----.-~-- ---r----------9 -5 7 t --2? 
1next. (e.g. What is this No I 3 1 1 4 3! 11 
Iold man up to?) 1 I 
..........1.................................................................. .............1...........................1..........................1......................................................................... 
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Experiment One Quantative Summary of Responses 
--r.i was interested to know Yes! b l l' 1 6 l---I~r--T-2~r-
16 !how, the story would I 1! ! 
1continue. No I 4 j 3 'I 3 I ! 10 
, !: 	 I 
- i _.. 'i____--l ' 
IWhilst I was reading,! ' 
I you felt disturbed, Yes! 6 i 6 i 7 
17 Iannoyed, amused by I 

I what was in the text or II 

I by what was No 4 1 4 1 2
Isurrounding myself (e.g.! 1 I 
 ! 
! noise, laboratory', ! 1 !Icondition). !! I I 
, 	 ,; I : 
1--'1 I didn't mind the Think I 1 I ·........j·I"----~ 
18 iAloud task and thought Yes 3 1 4 I 2 3 I 12 
a Ithe nrocess was more or ~ 1 ! 
y' 	 ! I I
, less normal. 	 i! I 
. i: 	 ,I 1.. ! l -, -f-----t--~ 
18\ ~:ought that=:l: Yes I 4 I 5 I 6 15 
b 	 j exploring my mind, I! 1 I 

I read a lot more carefully ',' 1 • 

l and slowly. i I 
 j1 	 I 1 I! 	 : j
'181 I can'~ concen-:rate on ~e Yes I --4-- 1 - 2 I 2 .- u 14 

c ! meamng whilst dOIng 1 ! ! 

! Think Aloud iii 
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Experiement One Summary of Qualitative Data 
Native ! -- ProfiCIent L2 Japanese advanced EFt Mixed Advanced Learners 
5. Text-induced images 15. Text:induced iinages 15. Text-induced images 15. Text:illduced images 
10/10 Yes ! 10/10 Yes --------r9/9-Yes IYes 7/10 
No 3110(E, M. P)
-1furnace....:···..QUife·..·ViV1'C.-images·..·Of .'ll~_,_m:.-e-·or·-tiiTI~~·~eruig Goggi(;r Skiing? Hehas gloves'Oil" But I can image flight from whlch fi~/smoke (steel ~orks) (A. R) ~ligh~ often.see this kind of Images (Okuda'T) you can see water and buildings 
Distant heat haze In a hot sultry days. InT.V. commeroals. .... d I think . 'II b h (Alan:T) (Kimura: T) an It WI e w en you 
I can imagine the scene already on the "This is like scenes in Indiana Jones". The description about the horizon arrive in a new place. The second 
horizon. I can really imagine this (Kimura:T) . ded ft' t E rt th d th d Ii
'shimmering' irs in that hot weather. I "'Hot enough for you?' he asks. He talks remm . me 0 my np 0 urope. pa ... e secon e s.econ . nes 
suppaie I'm ~ of the im~ I had to them."His expression is blank" We (Hatton: T) of the text make me Image 10 a 
thilt fit this ~es~iption. (Kathy: T) often eXJ:lerience this. A sullen attitude. like in the sea the place in which 
l?e descrIption of the s~ts ~d (Takasnl: T) Ired by creating images in my I can spend my holiday And the SIdewalks, It puts me In mmd . a . '.. 
somewhere very very suburban.. very "Air - furnace blast""black spot from mmd. But when I cannot make last part I Image somethmg lIke 
little in the way of a community. (Alan: perspiratio~" ."s~aks of dried ,~alt': all images, the part is blank and I Mexico I don't know why ... I don't 
T) induCed .vlvid Imag~.. h~zon only have vague images of the know why but he makes me think 
appears, Image of buildIngS" nnages . • . I 
Yellow flames. Getting closer...running flickers as I read chunks of text. The whole text. (Kamakura: R) about MeXICO. (MIC, 28 ItalIan, 5 
away. (Brian: T memo) processing is automatic. The process yrs HS 3hrs I wk: T)
Goggles - swimming pool. (Brian: T receive attention when I'm struck with 
nmD) good expression ...because I'm an English 
Illusions in the desert. (Brian: T memo) teacher. (Kimura: R) 
On the streets and sidewalks of 
Bowman, I was in an open road. Now 'Witer streaks of salt..... I actually was 
sudd~ my picture has changed. imagining myself on the beach. Actually: (Kathy: T) strong sunshine. I had that kind Of 
feeling and I know what kind of 
Yes- the man with a broad-brimmed perspIration that really is. (Jerry: T). 
hat. (Leena: Q) 
"On the horizon appears an image of 

buildings, shimmenng slightly" Horizon 

app:!ar8 as background ima~e, toward 

duSk, rYe seen such scenes In holiday 

resort beaches&aintings. (Maria: T) 

1.0 
1.0 
Experiement One Summary of Qualitative Data 
....... 
1.0 
Native ~.- Proficient L2 Japanese advanced EFL I Mixed Advanced Learners 
6. inferred images !6. inferred images , 6. inferred images I~. inferred images 
iJIi~sPatked-OlfbYOiher·;~: is thatinAfricail deSert, f1~__"_"'-~"--1 f~d--;;;me.tiber myseu-;;rthi
images. (Brian:Q) where it's very very dry, a person When I am not sure I infer the heat in the city in Germany. 
with safari look taking off the meaning based on my experience. (Andreas: Q) 
Used to often pass the steel works Ihelment with doth on. (Kimura: (Hattori: R) 
in South Wales. (Alan:n T) 
Suburban... I can picture 
somewhere like suburbs of 
Bournmouth. I remember going to 
the conference there and I can 
remember lots and lots of parked 
cars but very little else happening 
and of course that fits in the lone 
and elderly person. Retired homes 
... that sort of things. (Alan :T) 
Details of a pilot compartment of 
an aeroplane (Brian: R). 
.. with the mention of gloves -the 
rider suddenly also had leather 
jacket & heavier clothes. (Kathy: 
R) 
"a broad-brimmed hat"... kind of 
get colonial idea though.. I don't 
know ... this broad-brimmed hat 
bit. (Leena: n 
"A lone elderly person wearing a 
broad-brimmed hat" ... An image 
flickers... somehow looks like a 
Mexican old man with tan and 
wrinkled skin with white coarse 
hair with a mild expression). 
(Kinoshita: T) 
Image of John, flickering. Long 
brownish blonde hair, moustache, 
muscular, tall ... In short, a stereo­
typical image of a Wild Angel 
I've seen on T.V.. A macho 
motorcyclist in his early thirties. 
(Hitomi: T) 
Whilst reading, some individual 
words, phrases, sentences or longer 
stretch of the text sparked off 
some visual images in my mind. 
Some images helped me to fill in 
the gaps in the text which the 
author left unsaid. (Claudia: R)
'-""~"-""-·-·-"""-""''''''''''''"_...",,_.............................,,,.,.,..........,.Ai.. ...._______~_ 
I vaguely infer with images. 
Sometimes such inferences are 
useful. (Kamakura: T) 
~-~-..-.--.--. 
No. I had some images but only 
these which are mentioned. 
(Zafeiria, 15.5, Greek, F, 7 yrs, 
private lesson at home) 
Experiement One Summary of Qualitative Data 
Mixed Advanced Learners Native Japanese advanced EFLProficient L2 
9. Personal images 9. Personal images 9. Personal images 9. Personal images 
YesS7 Yes Yes 8 Yes 2 
1 Not with this text. (Diana: R) 1 (Kinoshita) To a certain Occasionally 2 
NoS1 No (Nicola) degree. 
Concentrated on the text. No 1 No S 
..-.......~-~--.-.--.-.--..--.---.---...---..-....--..- ..--...--.--.---~...----..-~-------..-----.+----------.....--...-.__.....-..., 

Wiie-weaiing'goggles'(Srlan: T)_·t H~at,salrstiin:-·an(nCewat~ralTt....---.---- ----.\---...--.... 
remind me of sea and summer in 
Nice cold glass of beer on a hot IGreece. (Maria:T) 
day. (Alan) 
Suburbs of Boummouth. Nothing 
much happening. Old people. 
(Alan) 
I think I was definitely 
personalising the text. (Alan: Q) 
"I think about ice water and air 
conditioning." I suppose that's 
what I am thinking about now 
really. (Leena: n 
Yes, I was slightly annoyed that 
reading aloud seemed to interrupt 
them for me. (Sarah: Q) 
I recalled the place where my 
father was working using hear in 
his working place as a mechanic. 
(Mengiste-ab:R) 
'1 think about ice water and air 
conditioning." Hmm. The other 
day, I went to Saipan island. It 
was so hot. It was just like this 
when I was walking on the beach 
and streets, I felt like this. 
(Kimura: T) 
A little ... about my trip to Italy. 
(Hattori) 
I had images of bikers travelling 
in Japan. (Kamakura: I) 
I'm too busy trying to understand 
what the text is saying. The first 
and second paragraph were 
incomprehensible. (Kobayashi: I) 
I could remember myself of the 
heat in the city of Germany 
(Andreas: Q) 
I read the whole text just word by 
word not to miss the writer's mind 
coflow. It's always difficult to catch 1.0 
the writer's way of thinking. 
If I insist on my way of thinking, (I 
mean we Koreans have absolutely 
different way of thinking.) I could 
miss the point. (Mirha: R) 
Experiement One Summary of Qualitative Data 
Proficient Ll Proficient L2 Japanese Advanced Users 
Unknown words 
7/10 
I find it disturbing when I find 
what I thought is written in the 
text prove to be mistakes. I feel 
very insecure at such times.n 
(Yamazaki: I.) 
When I find words I don't know I 
underline them. If there are many 
words that I don't know, I get 
tense. To imagine particular 
scenes one by one is all I can do. 
(Miyamoto: R) 
Advanced EFL Learners 
Unknown words 
10/10 
There were some words I had my difficulties 
with, but I supppose it was because I didn't 
know them. (Andreas:R) 
Another P.cint is, that my p'ronounciation could 
be better, but it was difficult to read words you 
don't what they mean and you have never heard 
before. (Marcus:R) 
No, I didn't (translate), but I didn't know the 
meaning of a few words. (Marcus: Q) 
"a furnace" I don't know what this means. 
..."persp'iration"I don't know either. 
(Angeliki:T) 
I had twoor three unknown words like furnace 
blast or perspiration but I could understand the 
meaning of the sentences. I think that I sould 
have a dictionary with me. (Angeliki: R) 
I was confused with the pronounce of s:me 
words and the unknown words. (Elli: R) 
If I didn't know a word I tried to find its 
meanjng but I didn't managed to do it (Elli: Q) 
also because I haven't Known many words. 
(Michaela,: R) 
'The air is like a furnace blasf' What's the 
furnace? Huh. "so hot that my eyes under the 
goggles feel cool compared to the rest of my pace 
... face" goggle..."My hands are cool but the 
gloves ~v~ big black, sP.Ots from perspiration" 
...persprration ... don t know. (Mi-Rha, South 
KOrean, T) 
a few times I stop~d in words that I don't know 
what they mean. (pepie, 19 Greek F. 9 yrs: R) 
After the second reading I can say that I caught 
the mean!ng better despite the fact that there are 
some unkriOwn wordS like the swi~ which I 
couldn't fronounce and the shimmering.
(Zafeiria, ) 
"The air is like a furnace" furnace? 00, "so hot 
that my ..."..:'Weswi...swi!!Stshwing," How can 
I read it? (Zafeiria, 155, T) 
0'\ 
1.0 
SlInsaJ JO fuwwnS 
OM.! ~uawpadxtl 
HXJPuaddV 
Experiment Two Quantative Summary of Responses 
I 
I
!! Japanese English 
l text % text %I 
n=50 n=50 
i 0 j] triec.fiOloeateandguess Yes r13 l 3l) r~O 40l the source of the text ! l 1 2 
! No ! 35 i 70 j 27 ! 54 
l 
---rrsubv~ised (i.e. read i .- t T·--4­
1 aloud qwedy to oneself Yes! 25 1 50 1 40 II 80
!j' 
or in one's mind) ! l ! 

i No ' 25 i 50 I 10 20
-··T~f~~~· ·~j-··-·-·······l---·--r-····---t·-···· 

! from English without !
Itranslation. When II'! 

2 	 Iwasn't sure of the 

; meaning of some words i 

lor the passage didn't No I~
Iseem to make sense, I ,

! tried to solve the I 

I confusion by transJating 1
!into my mothertongue. I 1 I 

·....···"I..r··tr1ed·..te..·slmiii.a.te···wiiat ..,,···..····t··..···..··..····,········t····..··············......1'...................................................... 

j the main character 'I' Yes I 25 l 50 I 21 ! 42
lwas going through by! l ! 

3 ! remembering similar! l 1
Iexperience eith~ from No! 25 l SOl 29 
 S8 
i one's own expenence or i i ! 
1from secondary one from I 1 iIfilms,books, etc. I I I 
. J 
i I re-read some words or I
iparts of the text to 

II strengthen one's Yes 
 48 96 47 94 

4 ; association with them 

1',' (e.g. so as to have a Ii 
clearer image of the 1 

I scene/object). This No 'I 2 4 2 
 4 
happened especially at . 
the . initial stages of I i I 
reading. ! i I! : 1 
..n......~u... ~..~uu~ ....................n.u..uu•...u..................... .............t...,...............uu....."..,i...........................Ju...............u...n......Q .....u.....uu.n.....u~
H 
1Certain parts of the text! 1 I 
I(e.g. content word, Yes 1 48 i 96 42 I 84 
5 phrase, sentence) evoked! i I 
! various images in my No I' 2 1 4 ! 8 j 16 

I 	 • . Id -~!·~r~7!~ ··::·~-···~--·j··-·:-:····t·--::·-:-·::-···· 

Iautomatically. !!! 

..."....J..................................."....."..................... .............L".......................1........"..."".........1...........................1......................... .. 
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Experiment Two Quantative Summary of Responses 
1I . e~perienced v~ue Yes I 31 6 2 r12"'!-2.r-~ 
7 i sensations of heat, thrrst,. i 
jl>erspiration, etc. No I 19 38 I 38 ! 76 
; ! ' 
.......·-ri vaguely I r--1-----­heard voiCes 

! (e.g. voice of an lone Yes! 21 42 i 12 
 26 

8 l.. elderly man, voice of I I 1 

!John). No 29 58 i 37 
 74 
! j ! 
1 - ',' t t 
36 lI 
i directly relevant to the! I; 

i ~xt. and yet of some No I 32 64 1 37 
 74Islgruficance to myself. I 
.! Ail' through the ·-readin-.· -g-+---t----+----'!I­...  I""" ......J 
'Ii process, I was trying to Yes 31 62 I 40 8 0 

integrate the available 

10 Iinformation (in the text 

!and in my head) so as to No 19 38 10 
 20Ieventually construct a 
Icoherent interpretation. L 
i1--"-1-- .._--. -- j.. .-----i-m ...- .....-­i I had several optional i ' 
I interpretations until I Yes! 25 50 I 22 
 44 

11 Isettled for the most i 1 

! plausible one based on No! 25 50! 28 
 56 
! the clues in the text i. 
I 
I i 
'11 made ariiiiiiliU'and I 

I temporary interpretation, Yes! 36 72 42 
 8 4 

12 , which was then meant to !
Ibe modified or replaced No I' 14 28 8 
 16Iby more suitable one. I 
l Tlie"lIitegiited ...........T1··,..,......-·..'-..-r-----1 

I interpretation took the Yes 38 i 7 6 j 20 

I 
40 

13 Iform which is similar to i 

a film (e.g. movements I l , 

of the characters, ~oun~) No I 12 I 24 I 30 
 60 
I even though It 'IS I lisomewhat fragmented. 1 
! II i 

I I projected myself as 'I' I

'character in the scenes in Yes I 32 64 29 
 58 
14 the text but other times I 

Iwas just an observer No 
II 
18 36 21 

I 
42Ioutside the scene. I 
15T~:s~~~r;m~Iig~='·yes·r· ....'24· ....r.... ·4'g.. ·.. r.. 17 ..'1·34 
Inext (e.g. What is this No I 26 i 52 I 33 ! 66 
..........l..~~~..::..~~.~~~......................................1..........................1........................J........................."............................ 
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Experiment Two Quantative Summary of Responses 
,-m-n-waSinterestedlo know Yes i 31- 66 1'" '~r~'Om-
16 l how the story would! 1 I IIcontinue. No I 17 I 34 I 30 60 
.......-ru;-.~.-	 ..... -t-­
! Whilst I was reading" i 
j you felt disturbed, Yes I 9 1 8 I 10 
 20 
17 I annoyed, amused by! i 

1what was in the text or i 1 

1by what was No! 41 82 I 39 
 78Isurrounding myself (e.g.! 1 
! noise, laboratory! 1Icondition). ! ! 
! I 1 

j I didn't mind the Think i 

18 !Aloud task and thought Yes I 4 8 26 
 52 

a j the process was more or i 

I less normal. I 

: 	 ! 
--+,---­I--tI thought thii because I , .... 
18 Iwas consiously Yes! 46 92 32 64 
b 	 1exploring my mind, I ! 

1read a lot more carefully !
Iand slowly. .: 

i L i I 
'18-;llCan'~ concen~ on ~ Yes'! ---'-r-'---r'-7-!'-~--
c mearung whilst domg I i I 
l Think Aloud ! i J 
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Reading 
Successful smaU talk 
1 Read the first paragraph of the article. 

a Which action would you choose? 

b Do you know people who are good conversationalists? 

C 	 What is small talk? 
2 Look at the seven headings from the article. 
a What advice do you think will be under each heading? 
b Look quickly at the article and write the paragraph headings 
in the correct place. 
• 	 Pay compliments 
• 	 Turn the spotlight on others 
• 	 Keep it light 
• 	 Silence your inner critic 
• 	 Use friendly body language 
• 	 Start with the obvious 
• 	 Pay attention 
3 	 Read the article again. Why should or shouldn't you 
• try to impress people? 

• only talk about important things? 

• 	 pay compliments? 
• 	 stand with your arms folded? 
• 	 ask questions? 
• 	 think about what you're going to say next? 
• 	 ask people about their personal problems? 
• 	 express your opinions forcefully? 
4 Imagine you are strangers at a party. 

a Find a partner. Talk to him/her for five minutes. Try ideas from 

the article. 
b Move on and talk to another partner. 
C Were you able to apply some of the rules? 
5 The article is written for a British or American audience. 

a How appropriate is the advice to your culture? 

b Discuss these questions with regard to your culture. 

1 Who should start conversations? 

1 Is it acceptable to talk to strangers? 

3 What things should or shouldn't you talk about? 

4 Is it acceptable to maintain eye contact with someone you are 

talking to? 

5 Is it polite to disagree with someone publicly? 

6 Write some advice for conducting polite conversations in 
your culture. 
a Include details about 
• 	 topics that strangers usually talk about. 
• 	 topics to avoid. 
• 	 any conventions for who normally speaks first. 
• 	 any rules about body language, e.g. touching, shaking hands, 
eye contact. 

b Give your advice to other students to read. 

2 	 Complete the sentences with 
these verbs. Which verb can you 
replace with talked? 
thought introduced said asked 
heard told agreed spoke listened 
1 John about his new job. 
1 Marya joke. 
3 to Mr Saul about the 
report. 
4 I hello to the neighbours. 
5 I with Carla on the 
matter. 
6 I Sasha to Walter. 
7 to Pierre's story. 
S of something to say. 
9 a funny story on the 
radio. 
3 	 How many different forms of 
communication can you name? 
Complete the spidergram. 
" \ / /body language 
.. 	
~+'U'IUi~. 
technological I 
language media 
/1" 
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4 Relationships 
..~~ 
Vocabulary 
Communicating 
1 	Match the verbs and nouns. 
express
• pay 
hold 
impress 
make 
fold 
achieve 
send 
nod 
ask 
follow 
give 
.j 
eye contact 
a message 
your head 
a question 
an opinion 
a rule 
your arms 
a compliment 
an answer 
a conversation 
other people 
a result 
The secret ( 

of successful 

.. small talk 
You're at a cocktail party. There are lots of people 
there, but there's nobody that you know. What do 
you do? 
a Turn around and leave. 
b Walk up to someone and introduce yourself. 
c Wait patiently until somebody comes to talk 
to you. 
d Try to think of something interesting to say to 
someone. 
) 
The good conversationalist would choose b. We 
all know people like that - people who can talk 
to anyone about anything. How do they do it? 
Well, the good news is that there is no great 
secret to small talk. There are just some simple 
techniques that anyone can use to start a 
conversation and keep it going. 
In the film Annie Halt, Diane Keaton and 

Woody Allen have just met and they want to 

impress each other. While they are talking their 

inner thoughts appear in sub-tides on the 

screen. 'Listen to me - what a jerk.' 'He probably 

thinks I'm stupid.' Thoughts like these kill a 

conversation. So don't try to impress other 

people. Just relax and be yourself. 

2 _______ 

When you talk to someone you sholl' that you 

are interested in them. So you don't have to talk 

about deeply important things. Just talk about 

simple things like the weather or a television 

programme that you saw last night. If the other 

person wants to talk, these obviol1s things will 

soon lead into other more interesting topics. 

3 ________ 

TV journalist Barbara Walters rec'llls that when 
she was younger she met the author, Truman 
Capote. She wanted to tell him that she liked 
his book. However, she thought that he must be 
tired of hearing that, so she just mumbled 'How 
c- do you do?' and turned away. She forgot that 

everybody likes to receive a compliment and it's 

an easy way into a conversation, especially if you 

follow it up with a question: 'I really liked your 

book. How long did it take you to write it?' 

That's a nice jacket. Where did you buy it!' 

Relationships 4 
I'\!L .~ 
Language focus: Reduced relative clauses 
a Look at these sentences. 
He was the first person that I saw. 

He was the first person that spoke to me at the 

party. 

b In which sentence is that 
• the subject of the relative clause? 
• the object of the relative clause? 
C In which sentence can you omit that? 
d Make a rule for when you can omit the relative 
pronoun in a relative clause. 
e Find sentences in the article where the relative 
pronoun can be omitted. 
,.. Check your ideas in Grammar Reference 4.2.. 
f .... . .-.l 
4 _______ 
Your face and your body can communicate much 
more than your words. If you stand with your 
arms folded or if you keep looking around the 
room, the conversation will qUickly end, 
because you will look uninterested. Instead. you 
should make eye contact, keep an open posture 
and smile. If you send out friendly messages, you 
will get friendly messages back. 
5 _______ 
A Victorian lady once compared the two British 
prime ministers. Gladstone and Disraeli. 'When 
you speak to Mr Gladstone: she said. 'you think 
he is the most interesting man in the world. But 
when you speak to Mr Disraeli, you feel that you 
are the most interesting woman in the world: 
People like to talk about themselves and they 
will think you are fascinating if you ask 
questions that allow them to do so. 
6 ________ 
But people often don't listen properly. They are 
too busy thinking about the next thing that they 
themselves want to say. Good conversationalists 
listen carefully and they show that they are 
listening, too. They ask questions. nod their 
head in agreement or say things like 'Oh. that 
sounds exciting'. 
7 ________ ~ There are some topics that you should avoid. 
Don't ask people about personal problems, 
~ 
money or religion. It's also a good idea to avoid 
the kind of statements that say 'I'm right. You're 
wrong.' It's all right to express your opinions, but 
soften your comments with expressions such as 
'I'm afraid I have to dis.lgree with you there.' 
So, there is nu secret tn successful small talk. Just 
follow these simple rules and you']) soon find 
that you can hold a pleasant conversation with 
anybody about anything. 
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35 
Reading 
Somerset Maugham (pronounced 

Im:J:m/) was an English writer 

famous for his plays and short 

stories. He travelled widely, and 

much of his work is set in exotic 

locations. A recurring theme in his 

writing is the boredom of working 

life and some people's attempts to 

escape from it. 

The following extracts come from 

The Lotus Ealer. 
In Greek mythology. a lotus eater 
was a person who lived a life of 
pleasure and indulgence, drugged by 
the fruit of the lotus plant. 
The Lotus Ealer 
The story takes place on the island of 
Capri, and is about a man called 
Thomas Wilson who has 'boldly 
taken the course of his own life into 
his own hands'. At the beginning of 
the story, we do not quite know in 
what way he has done this. The 
writer describes his first impressions 
of Wilson. 
Read Extract 1 
75 67 
• 
Though his teeth were not very good his smile was amactive. It 
was gentle and kindly. He was dressed in a blue conon shirr and a 
pair of grey trousers. much creased and none tOO dean. of a thin 
canvas. and on his feet he wore a pair of ver~' old espadrilles. The get­
up was picturesque. and very suitable to the place and the weather. 
but it did not at all go with his face. It \vas a lined. long face. deepl~' 
sunburned. thin-lipped. with small grey eyes rather close together 
and tight. neat features. The grey hair was carefully brushed. It was 
not a plain face. indeed in his youth W'i1son might have been good­
10 	 looking. He wore the blue shirr. open at the neck, and the grey 
cam'as [fousers. not as though they belonged to him, but as though. 
shipwrecked in his pyjamas. he had been fitted OUt with odd 
garments bv compassionate strangers. Notwithstanding this careless 
attire he looked like the manager of a branch office in an insurance 
15 	 company, who should by rights be wearing a black coat with pepper­
and-salt trousers. a white collar and an unobjectionable tie. 
Extract 1 
We climbed the mountain. admired the spacious view. and got 
back to the inn as night was falling. hot, hungry and thirsw We had 
ordered our dinner beforehand. The food was good, for Antonio 'was 
20 	 an excellent cook. and the wine came from his own vineyard. It \vas 
so light that you felt you could drink it like water and we finished the 
first botde with our macaroni. By the time we had finished the 
second we felt that there was nothing much wrong with life. We sat 
in a little garden under a great vine laden with grapes. The air was 
25 	 exquisitely soft. The night was stilI and we were alone. The maid 
brought us belpaese cheese and a plate of figs. I ordered coffee and 
mega. which is the best liqueur they make in Italy. Wilson would not 
have a cigar. but lit his pipe. 
'We've got plenty of time before we need start: he said, 'the moon 
30 won't be over the hill for another hour: 
'Moon or no moon: I said briskly, 'of course we've gOt plenty of 
time. That's one of the delights of Capri, that there's never any hurry: 
'Leisure: he said. 'If people only knew! It's the most priceless 
thing a man can have and they're such fools the~' don't even know it's 
,~ 	 something to aim at. Work? They work for work's sake. They haven't 
got the brains to realize that the only object of work is to obtain 
leisure: . 
Wine has the effe<;t on some people of making them indulge in 
general reflections. These remarks were true, but no one could have 
40 claimed that they were original. I did not say anything, but struck a 
match to light my cigar. 
'It was full moon the.: first time.: I came to Capri: he went on 
,J reflectively. 'It might be the same moon as tonight: 
'It was. you know: I smiled. 
45 He grinned. The only light in the garden was what came.: from an 
oil lamp that hung over our heads. It had been scanty to eat by, but it 
was good now for confidences. 
Extract 2 
68 
76 
The writer gets to know Wilson 
better. Wilson tells him how he fell 
in love with Capri when he first saw 
it. He has been there for fifteen 
years, and will stay for another ten. 
But what is he going to do after that? 
The writer does not tell us yet. 
They have planned to have an 
evening meal together and then go 
for a walk in the moonlight. 
Read extract 2 
Comprehension check 
4 Describe the setting of the meal. 
What time of day is it? 
What sort of inn is it? 
What is the food and wine like? 
What is the atmosphere of the 
scene? 
5 Why do they feel that 'there was 
nothing much wrong with life'? 
6 What is Wilson's attitude to work 
and life? 
7 'It might be the same moon as 
tonight', says Wilson. 
What does he mean? 
Explain the writer's joke in reply. 
8 Explain the comment about the 
light in line 4617. 
What do you expect to happen next' 
Wilson goes on to tell his story. 

He had been a bank manager in 

London; his wife and daughter had 

died. He decided he wanted to spend 

the rest of his life on Capri. He 

didn't have a lot of money, but he 

had enough to buy an annuity (a sort 

of pension) which would give him a 

small income for twenty-five years. 

•That was fifteen years ago. When his 
pension runs out in ten years' time, 
he's going to commit suicide. The 
writer couldn't stop a little shiver 
running down his spine at the thought. 
He describes Wilson's life style. 
Read extract 3 
Comprehension check 

9 In what ways is Wilson special, 

and in what ways is he 

'commonplace'? 

10 Why do you think the writer is 

interested in this character? 

The writer had been on Capri on 
holiday, and had to leave at the end 
of his stay. It was thirteen years later 
that he went back. What had 
happened to Wilson? Had he 
committed suicide? When the time 
came, 'after twenty-five years of 
complete happiness', he had lacked 
the strength to leave the life he loved 
so much. He had no money. He half­
heartedly tried to kill himself, but his 
mental powers were disturbed. He 
was reduced to living in a hut, 
working as a slave for scraps of food. 
He was like a 'hunted animal'. 
Read extract 4 
What do you think? 
1 'He brought it on himself', says 
the writer'S friend just before the 
end of the story. 'After all, he's 
only got what he deserved.' 
Do you agree? 
2 The writer replies 'I think on the 
whole we all get what we deserve.' 
Do you agree? 
:3 What do you think is Somerset 
Maugham's attitude to Wilson and 
the life he chose for himself? 
4 If you could escape from the 
pressures of your life, where 
would you escape to? 
What would you be escaping from? 
His only passion was for the beauty of nature and he sought 
felicity in the simple and natural things that life offers to everyone. 
50 	 You may say that it was a grossly selfish existence. It was. He was of no 
use to anybody, but on the other hand he did nobody any harm. His 
only object was his own happiness, and it looked as though he had 
attained it. Very few people know where to look for happiness; fewer 
still find it. I don't know whether he was a fool or a wise man. He ""'as 
55 	 certainly a man who knew his own mind. The odd thing about him 
to me was that he was so immensely commonplace. I should never 
have given him a second thought but for what I knew. that on a 
certain day, ten years from then. unless a chance illness cut the thread 
before, he must deliberately take leave of the world he loved so well. 
Extract 3 
60 He died last year. He had endured that life for six years. He ""'as 
found one morning on the mountainside lying quite peacefully as 
though he had died in his sleep. From where he lay he had been able 
to see those two great rocks called the Faraglioni which stand OUt of 
the sea. It was full moon and he must have gone to see them by 
65 	 moonlight. Perhaps he died of the beaUty of that sight. 
Extract 4 
.... Language focus 
Read the Language review on 2 Compound adjectives 
relative clauses and participles on Put the following compound 
page 73. adjectives into the right group, 
Do the Controlled practice exercises according to what they describe. 
1-4. good-looking blue-eyed 
well-dressed self-centred 
• Vocabulary 1 	 left-handed bad-tempered 
clean-shaven narrow-minded 
Describing people straight-haired easy-going 
1 Find a word or expression in the well-behaved broad-shouldered 
extracts from The Lotus Eater that Character _________ 
means the same as the following. 
Clothes 
not ironed 
not buttoned up Clothes _________
attractive and colourful 

Face 

a soft smile 

wrinkled 

Face ___________brown 
ordinary 
Hair 
neat 
Character Body __________ 
thinking of oneself 

having experience and knowledge 

ordinary 
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Reading 
In the following text. A. S. Neill describes his famous 
school, Summerhill. which he founded in 1921. 
Before you read, look at the pictures. In what ways do you 
think life at Summerhill is different from life at a more 
traditional school? 
~ow read the first part of the text. 
THE IDEA OF St:NtMERHILL 
This is a story of a modern school - Summerhill. 
Summerhill began as an experimental school. It is no 
longer such; it is now a demonstration school, for it 
demonstrates that freedom works. 
5 "'.hen my first wife and I began the school, we had 
one main idea: to make the school fit the child -- instead of 
making the child fit the school. 
Obviously, a school that makes'active children sit at 
desks studying mostly useless subjects is a bad school. 
10 	 I t is a good school only for those who believe in such a 
school, for those uncreative citizens who want docile, 
uncreative children who will fit into a civilization 
whose standard of success is money. 
I had taught in ordinary schools for many years. I 
IS 	 knew the other way well. I knew it was all wrong. It 
was wrong because it was based on an adult conception 
of what a child should be and of how a child should 
learn. 
Well, we set out to make a school in which we 
20 	 should allow children freedom to be themselves. In 
order to do this, we had to renounce all discipline, all 
direction, all suggestion, all moral training, all religious 
instruction. We have been called brave, but it did not 
require courage. All it required was what we had -- a 
25 	 complete belief in the child as a good, not an evil, 
being. 
Nty view is that a child is innately wise and realistic. 
If left to himself without adult suggestion of any kind, 
he will develop as far as he is capable of developing. 
30 	 Logically, Summerhill is a place in which people who 
have the innate ability and wish to be scholars will be 
scholars; while those who are only fit to sweep the 
streets will sweep the streets. But we have not produced 
a street cleaner so far. :Kor do I write this snobbishly, 
35 for I would rather see a school produce a happy street 
cleaner than a neurotic scholar. 
What is Summerhill like? ... 
Questions for prediction 
'The text goes on to describe Summerhill. Before you read, 
d.iscuss what you think the answers are to these questions. 
1 	Can the children choose whether to go to lessons or not? 
!.l Is there a timetable for lessons? 
a Do children have classes according to their ages or 
according to their interests? 
4 Does Summerhill have special teaching methods? 
5 Are the children happy? 
6 Is every single decision about everything made 
democratically by both teachers and children? 
7 Does Neill find it easy to influence the children at 
Summerhill? 
Now read the second part of the text. 
. .. Well, for one thing, lessons are optional. Chil­
dren can go to them or Slay away from them - for years 
40 if they want to. There is a timetable -- but only for t;he 
teachers. 
The children have classes usually according to their 
age, but sometimes according to their interests. We 
have no new methods of teaching, because we do not 
45 _consider that teaching in itself matters very much. 
Whether a school has or has not a special method for 
teaching long division is of no significance, for long 
division is ofno importance except to those who wallt to 
learn it. And the child who wallu to learn long division 
50 	 will learn it no matter how it is taught. 
Summerhill is possibly the happiest school in the 
world, We have no truants and seldom a case of 
homesickness. We very rarely have fights - quarrels, of 
course, but seldom have I seen a stand-up fight like the 
SS 	 ones we used to have as boys. I seldom hear a child cry, 
is 

because children when fr-ee have much less hate to 
express than children who are downtrodden. Hate 
breeds hate, and love breeds love. Love means approv­
ing of children, and that is essential in any school. You 
60 	 can't be on the side of children if you punish them and 
storm at them. Summerhill is a school in which the 
child knows that he is approved of. 
The function of the child is to live his own life - not 
the life that his -anxious parents think he should live, 
65 	 nor a life according to the purpose of the educator who 
thinks he knows what is best. All this interference and 
guidance on the part of adults only produces a genera­
tion of robots. 
In Summerhill, everyone has equal rights. No one is 
70 	 allowed to walk on my grand piano, and I am not 
allowed to borrow a boy's cycle without his permission. 
At a General School Meeting, the vote of a child of six 
counts for as much as my vote does. 
But, says the knowing one, in practice of course the 
7S 	 voices of the grownups count. Doesn't the child of six 
wait to see how you vote before he raises his hand? I 
wish he sometimes would, for too many ormy proposals 
are beaten. Free children are not easily influenced; the 
absence of fear accounts for this phenomenon. Indeed, 
80 	 the absence of rear is the finest thing that can happen to 
a child. 
Questions for discussion 
1 Were your answers to the 'Questions for prediction' 
right? 
Were you surprised by any of the answers? 
2 In what ways does a child usually have to fit a school? 
To what extent do you think Summerhill fits a child? 
3 What are the freedoms that children at Summerhill 
enjoy? 
4 Neill holds quite strong views on education, the innate 
qualities of children, and the way adults interfere with 
learning. Which of these views do you agree with? 
5 What do you understand by the last sentence of the 
extract? 
What were you afraid of when you were young? 
6 	Here are some more of A. S. Neill's ideas. What is your 
reaction to them? 
'I hold that the aim of life is to find happiness, which 
means to find interest. Education should be a preparation 
for life.' 
'Most of the school work that adolescents do is simply a 
waste of time, of energy, of patience. It robs youth of its 
right to play and play and play; it puts old heads on young 
shoulders. ' 
'[Traditional education produces children] for a society 
that needs obedient sitters at dreary desks, standers in 
shops, mechanical catchers of the 8.30 suburban train ... ' 
J"oh.r'\. !o- 1-;4:, SOct.('s Iq~q 
t> Language focus 
Read the Language study on avoiding repetition (page 21) 

and do the practice exercise. 

Writing 
Write about one of the following subjects: 

- a teacher who had a lot of influence on me 

- my memories of school days 

- my school compared to Summerhill. 

Discussion 
Groupwork 
Work in groups of four. 

Look at the list below of the possible aims of education. 

In column A, put a number 0-5 according to the 

importance attached to these aims at Summerhill school. 

o=not important at all 

5 =vital 

A B C 
Helping you to develop your personality DOD 

and character 

Helping you to do as well as possible in DOD 

exams 

Teaching you about right and wrong DOD 
Showing you how to get on with other DOD 

people 

Teaching you about what is going on in DOD 

the world today 

Keeping you occupied 	 DOD 
Teaching you how to read and write well DOD 
Helping you to get as good a job as DOD 

possible 

Helping with things you will need to know DOD 

when you leave school (for example about 

running a home and managing money) 

Making school a pleasant place to be in DOD 
Work alone 
In column B, put a number 0-5 according to the importance 

attached to these aims at the school you went to. 

Pairwork 
In column C, put a number 0-5 according..to what you think 

the ideal school's priorities should be. 

When you have finished. compare your conclusions as a 

class. 
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