Abstract: Consider one observes n i.i.d. copies of a random variable with a probability distribution that is known to be an element of a particular statistical model. In order to define our statistical target we partition the sample in V equal size sub-samples, and use this partitioning to define V splits in an estimation sample (one of the V subsamples) and corresponding complementary parameter-generating sample. For each of the V parameter-generating samples, we apply an algorithm that maps the sample to a statistical target parameter. We define our sample-split data adaptive statistical target parameter as the average of these V-sample specific target parameters. We present an estimator (and corresponding central limit theorem) of this type of data adaptive target parameter. This general methodology for generating data adaptive target parameters is demonstrated with a number of practical examples that highlight new opportunities for statistical learning from data. This new framework provides a rigorous statistical methodology for both exploratory and confirmatory analysis within the same data. Given that more research is becoming "datadriven", the theory developed within this paper provides a new impetus for a greater involvement of statistical inference into problems that are being increasingly addressed by clever, yet ad hoc pattern finding methods. To suggest such potential, and to verify the predictions of the theory, extensive simulation studies, along with a data analysis based on adaptively determined intervention rules are shown and give insight into how to structure such an approach. The results show that the data adaptive target parameter approach provides a general framework and resulting methodology for data-driven science.
Introduction
A proliferation of statistical/data science methods have accompanied a growing systematic collection of data across many scientific fields. Progress has been made developing quantitative statistical methods wellsuited to exploratory analysis, however, much remains much to be done for deriving estimators and robust inference of relevant parameters in such a context. The growth of fields such as precision medicine and high dimensional (high throughput) biology try to capitalize on the resulting "big data" by inspired patternfinding procedures [1] ; less emphasis has been given to formally defining the parameters such procedures "discover". Thus, an obvious first step necessary for driving theoretical results is to explicitly define such data adaptive parameters. The goal of previous work [2] and this paper is address the issue of rigorous inference when the target parameter is not pre-specified.
We note that there is a literature on the dangers of deriving parameters data-adaptively. The common wisdom for deriving consistent inference for a data-adaptively defined parameter is to use sample-splitting, where one of the splits is a training set used to define the parameter, and the left out then estimates this parameter on the independent "estimation" sample. Quoting Dwork et al. [3] :
The "textbook" advice for avoiding problems of this type is to collect fresh samples from the same data distribution whenever one ends up with a procedure that depends on the existing data. Getting fresh data is usually costly and often impractical so this requires partitioning the available dataset randomly into two or more disjoint sets of data (such as a
Motivating example
The general methodology for estimation and inference for data adaptive parameters is presented below, however, we illustrate the method by a particularly challenging causal inference estimation problem. Consider data from the (W)estern (C)collaborative (G)roup (S)tudy [4] , a prospective study of risk factors of coronary heart disease (CHD). The study consisted of 3,524 males (3,142 of which had complete data) aged 39-59, working in certain California corporations, who were enrolled at the outset of the study and followed for 8.5 years. Our goal is to estimate the impact on CHD from applying a treatment rule regarding cholesterol that is learned from the data. Define the data of interest to be O = ðW, A, YÞ, where W are a vector of confounders, A the treatment of interest (say cholesterol level) which is dichotomized, so that A = IðChol > γÞ, where γ is a target intervention level; Y is the indicator of a CHD event within the study period. Let Q 0 ðA, WÞ ≡ E 0 ðYjA, WÞ. We start with the ambitious goal of estimating a treatment rule for intervening on cholesterol that targets only those people that would be helped by such an intervention. To do so, we start by defining so-called counterfactuals [5] , Y a , which represents the outcome for a subject if, possibly contrary to fact, the subject had level A = a. This leads to a notion of potentially "full" data that includes counterfactuals, or in this case, X = ðW, A, Y 1 , Y 0 Þ. Our goal is to estimate the impact of an intervention rule that lowers a subjects cholesterol (from A = 1 to A = 0) only if such a change improves the CHD outcome (that is, lowers cholesterol if Y 1 = 1 and Y 0 = 0 and A = 1), or:
with rule d X ðY, Y 0 Þ = IðY < Y 0 Þ. Beyond the assumptions of randomization, positivity, consistency [6] , this parameter would be identifiable only under strong assumptions on the joint distribution of counterfactuals. Thus, we consider a less ambitious parameter, based on average impacts of intervention, conditional on W.
In this case, the parameter measures the impact of only targeting those individuals that "significantly" benefit from intervening on those with high cholesterol ðA = 1Þ, or:
where Q 0 ðA, WÞ ≡ E 0 ðYjA, WÞ and ðA, WÞ ! d 0, τ,
ðA, WÞ = Ið Q 0 ðA, WÞ − Q 0 ð0, WÞ < τÞ. In comparing the same individuals in a population before and after this rule is imposed, their A will stay as it was unless the original A = 1 and Q 0 ð1, WÞ − Q 0 ð0, WÞ > τ. Though this parameter is identifiable without the stronger assumptions necessary to identify (1), it still requires the strong assumption of estimating Q 0 at a particular rate. Thus, we finally consider examining the impact of an empirically derived rule:
where the rule, ðA, WÞ ! d n, τ, Qn ðA, WÞ is as above, but with the true mean function being replace by some empirically derived estimate, Q n ðA, WÞ; it is a data adaptive parameter, as the data is used to define the parameter.
We will discuss several specific examples below, but note that the sequence of analyses often used in large scale omic studies (genomics, proteomics, metabolomics, etc.; Zhang and Chen [7] , Berger et al. [8] ) can be the result of a series of suggested patterns that lead to further analyses not previously considered, e. g., multiple testing, to clustering, to exploration of pathways, to more targeted analyses all with the data from the same experiment. In these cases, inference that ignores that the parameters were derived data adaptively will typically be biased. Others have noted the particular dangers of high dimensional data combined with flexible methodologies to generate excessive false positive findings (Ioannidis [9] , Broadhurst and Kell [10] ). In many cases, even when the best intentions are to stick to a pre-specified data analysis plan, there can be feedback from the data and models chosen (e. g., covariates dropped, different basis functions tried, unplanned sub-group analyses conducted, etc.; Barraclough and Govindan [11] , Marler [12] ). Thus, it is important to have methods that allow such exploration and also transparent interpretation of the resulting estimates. Though there are advantages for pre-specifying the algorithm used to generate the parameter(s), the general methodology does not even require one to -that is, one can derive inference for methods of deriving patterns, even when the precise methods used to generate the parameters are not known. Thus, it can be applied in circumstances where there is little constraint on how the data is explored to generate potential parameters of interest for estimation and inference.
Methodology
The following is also presented in Hubbard and van der Laan [2] . Consider observed data O 1 , . . . , O n , i.i.d. with probability distribution P 0 , within statistical model M. Let B n 2 f0, 1g
n be a random vector of binaries, independent of ðO 1 , . . . , O n Þ, that defines a random split into an estimation-sample fO i :B n ðiÞ = 1g and parameter-generating sample fO i :B n ðiÞ = 0g. For simplicity, assume that B n corresponds with V-fold crossvalidation scheme, i. e., 1) f1, . . . , ng are divided in V equal size subgroups, 2) an estimation-sample is defined by one of the subgroups, 3) the parameter-generating sample is its complement resulting in V such splits of the sample. Thus, in this case B n has only V possible values. Given random split B n , P 0 n, B n is the empirical distribution of the parameter-generating sample, and P 1 n, B n the empirical distribution of the estimation-sample. For a given B n , Ψ B n , P 0 n, Bn
: M ! R is the target parameter mapping indexed by the parameter-generating sample P 0 n, B n , andΨ Bn, P n 0 , Bn : M NP ! R the corresponding estimator of this target parameter. Here M NP is the nonparametric model and an estimator is defined as a mapping/algorithm from a nonparametric model, including the empirical distributions, to the parameter space. For simplicity, assume that the parameter is real-valued. Thus, the target parameter mapping and estimator can depend not only on parameter-generating-sample P 0 n, Bn , but also on the particular split B n . The choice of target parameter mapping and corresponding estimator can be informed by the data P 0 n, B n and split B n , but not by the estimation-sample P 1 n, Bn . One does not need to assume the mapping from the parameter-generating sample to the space of target parameter mappings and estimators is known, but one need only to know its realization ðΨ B n , P 0 n, Bn ,Ψ B n , P 0 n, Bn Þ. Define the sample-split data adaptive statistical target parameter as Ψ n :M ! R with Ψ n ðPÞ = E B n Ψ Bn, P 0 n, Bn ðPÞ and the statistical estimand of interest is thus
This parameter mapping depends on the data and thus it is called a data adaptive target parameter. A corresponding estimator of the estimand ψ n , 0 is:
The goal is to prove that ffiffiffi n p ðψ n − ψ n, 0 Þ converges in distribution to mean zero normal distribution with variance σ 2 that can be consistently estimated, allowing the construction of confidence intervals for ψ n, 0
and also allow testing a null-hypothesis such as H 0 : ψ n, 0 ≤ 0. This holds if ψ n =ΨðP n Þ is an asymptotically linear estimator of ψ n, 0 with influence curve IC(P 0 ):
the notation Pf ≡ R f ðoÞdPðoÞ is used for the expectation of f (O) w.r.t. P. Since ðP n − P 0 Þ ICðP 0 Þ = 1=n P i ICðP 0 ÞðO i Þ is the sum of mean zero independent random variables, the asymptotic linearity implies that ffiffiffi n p ðψ n − ψ n, 0 Þ converges to a mean zero normal distribution with variance σ 2 = P 0 ICðP 0 Þ 2 .
Theorem 1 Suppose that, given ðB n , P 0 n, B n Þ,Ψ B n , P 0 n, Bn is an asymptotically linear estimator of Ψ B n , P 0 n, Bn ðP 0 Þ at P 0 with influence curve IC Bn, P 0 n, Bn ðP 0 Þ indexed byðB n , P 0 n, Bn Þ :
where (unconditional) R n, B n = o P ð1= ffiffiffi n p Þ. Assuming V-fold cross-validation, and for a given split B n = υ, assume that P 0 IC 2 υ, P 0 n, υ ðP 0 Þ − P 0 IC υ ðP 0 ÞÞ 2 ! 0 in probability, where IC υ ðP 0 Þ is a limit influence curve that can still be indexed by the split υ.
ffiffiffi n p Þ converges to a mean zero normal distribution with variance
where
where IC υ, n is an L 2 ðP 0 Þ-consistent estimator of IC υ ðP 0 Þ. Alternatively, one can use,
where IC υ, P 0
The latter variance estimator avoids finite sample bias by using sample splitting and might therefore be preferable in finite samples. The proofs of theorems are provided in the Supplemental Material.
Asymptotic equivalence of standardized estimator and standardized oracle estimator Suppose that the algorithm ðB n , P
Þ that maps the data and choice of sample split into an estimator and target-parameter mapping does not depend on the particular split B n . This would be true if, for instance, a fixed algorithm was used to generate target parameters. In that case, the influence curve IC B n , P 0 n, Bn ðP 0 Þ, conditional on the parameter-generating sample P 0 n, Bn and split B n , will converge to a fixed IC (P 0 ), which does not depend on the split. In this important case, the estimator ψ n of ψ n, 0 is asymptotically linear with influence curve IC(P 0 ), which is the influence curve of the estimatorΨ P 0 : M NP ! IR of the target parameter Ψ P0 : M ! IR, treating P 0 as known, leading to the limit-variance:
In addition, the standardized estimator ffiffiffi n p ðψ n − ψ 0, n Þ has the same asymptotic variance as the standardized "oracle" estimator ffiffiffi n p ðΨ P0 ðP n Þ −Ψ P0 ðP 0 ÞÞ (that is an estimator of an a priori specified parameter, as opposed to a data adaptive one) one would have used for the parameter Ψ P 0 ðP 0 Þ if the parameter mapping Ψ P0 is treated as known. Even though there was no loss in efficiency relative to this oracle procedurê Ψ P 0 ðP n Þ, we should note that this asymptotic variance is measured relative to a different target E B n Ψ P 0 n, Bn ðP 0 Þ instead ofΨ P0 ðP 0 Þ. Finally, we provide heuristics for choosing the number of splits in Supplemental Material.
2.1 Splitting the sample, but using the whole sample to fit the data adaptively generated target parameter
In the above Theorem 1, one need not assume Donsker class conditions, so that the target-parameter choices Ψ Bn, P 0 n, Bn could be arbitrarily dependent on the data P 0 n, Bn . However, now consider an estimator ψ 1 n ≡ E BnΨB n , P 0 n, Bn ðP n Þ of the same "estimand" ψ 0, n but which uses the entire sample as the estimation sample for each of the V parameter-generating samples. The asymptotics will now rely on stronger assumptions, but if the algorithm generating the target parameter and estimator is different across splits, and the stronger assumptions are satisfied, then the estimator is generally more efficient than the algorithm based on theorem 1.
Theorem 2
As above assume that conditional on ðB n , P 
where (unconditionally) R n, B n = o P ð1= ffiffiffi n p Þ. Also, as in Theorem 1, for a given split B n = υ, assume that
2 ! n!∞ 0 in probability, where IC υ ðP 0 Þ is a limit that can still be indexed by the split υ.
We also assume that IC υ, P 0 n, υ ðP 0 Þ falls in a P 0 -Donsker class with probability tending to 1. Then,
is an average of the B n -specific influence curves. Thus, ffiffiffi n p ðψ 1 n − ψ n, 0 Þ converges to a mean zero normal distribution with variance
The relative efficiency of the two estimators ψ n and ψ 1 n is of course based on the two corresponding asymptotic variances
In the special case that IC υ = IC does not depend on the split υ (i. e., the algorithm generating a target parameter and estimator is the same for each split), then σ 2 = σ 2 1 . In the other extreme case that
Thus, in the latter case σ 2 = Vσ 2 1 and one can conclude that if the selected target parameters across the V parameter-generating samples are highly correlated, then the estimator ψ n is almost as efficient as ψ 1 n , but if the selected target parameters across different sample splits are highly independent/orthogonal, then a very significant loss in efficiency up till a factor V can occur. This efficiency comparison does not take into account that ψ n is asymptotically normally distributed under significantly weaker conditions than the conditions needed for asymptotic linearity of ψ 1 n , so that there will be cases under which the model required for asymptotic normality of ψ n holds, but the analogue model for ψ 1 n fails to hold. This comparison also does not take into account that ψ 1 n should have better second order term behavior than ψ n for non-linear estimators, since ψ 1 n involves using the full sample for each of the data adaptively generated target parameters.
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Consider a mapping P n ! ðΨ P n ,Ψ P n Þ from a sample to a target parameter mapping Ψ P n : M ! R and corresponding estimatorΨ P n : M NP ! IR. The estimand of interest is now Ψ P n ðP 0 Þ and it is estimated with ψ 2 n =Ψ Pn ðP n Þ. The possible advantage of this approach is that the estimand is a single parameter instead of an average over splits of sample-split-specific estimands, and the latter might be harder to interpret. However, as in the previous subsection, stronger conditions are needed to establish the desired asymptotic consistency and normality. In contrast to the method of the previous subsection, in which we only changed the estimator, we now actually changed the estimand as well.
Theorem 3 AssumeΨ P ðP n Þ is an asymptotically linear estimator of Ψ P ðP 0 Þ at P 0 with influence curve IC P (P 0 ) uniformly in the choice of parameter P in the following sense:
In addition, assume P 0 ðIC P n ðP 0 Þ − IC P 0 ðP 0 ÞÞ 2 ! 0 in probability and IC P n ðP 0 Þ is an element of a P 0 -Donsker class with probability tending to 1. Then,
and thus ffiffiffi n p ðψ 2 n −Ψ P n ðP 0 ÞÞ is asymptotically normally distributed with mean zero and variance
Again, this estimator ψ 2 n is as efficient as the oracle estimatorΨ P0 ðP n Þ as an estimator of Ψ P0 ðP 0 Þ, discussed above, but one should note again that its efficiency is measured relative to a different target Ψ P n ðP 0 Þ instead of Ψ P0 ðP 0 Þ. Since the parameter Ψ P0 is unknown while Ψ Pn is a known target parameter mapping, one might often find the parameter Ψ P n ðP 0 Þ more tangible than Ψ P 0 ðP 0 Þ, and thus perhaps easier to interpret. In essence, theorem 3 provides the conditions necessary for consistent inference of a "data-dredging" algorithm; using the same data for generating the parameter of interest, and deriving its inference.
Note, that others have examined the asymptotic of such a procedure (no sample splitting) using different theoretical approaches. For instance, Dwork et al. [3] presents asymptotic consistency for estimating a number (m) of data-adaptively derived functions of the data-generating distribution as a function of m and sample size, n.
Examples
In this section we showcase a few examples to demonstrate the proposed procedures for generating statistical target parameters and corresponding estimators and confidence intervals. For longer list of examples, see Supplemental Material.
Inference for the sample-split conditional risk of a data adaptive regression estimator
The set-up is identical to Dell et al. [13] , Dudoit and van der Laan [14] . Let O = ðW, YÞ⁓P 0 , where W is a vector of input-variables and Y is an outcome one wants to predict; P 0 is composed of the distribution of YjW, Q 0 ðWÞ and the distribution of W, Q 0,W . Let Q be an estimator of the true regression function Q 0 = E 0 ðYjWÞ; let Q P 0 n, Bn be the corresponding estimate of Q 0 = E 0 ðYjWÞ based on the parameter-generating sample P 0 n, Bn . The target parameter generated by P 0 n, Bn is defined as the mean squared error 
Þ with no remainder. The average across sample-split data adaptive target parameters is thus defined as ψ n, 0 = E B n P 0 Lð Q P 0 n, Bn Þ and its corresponding estimators are
Þ, and ψ 2 n = P n Lð Q P n Þ. Theorem 1 implies that if the loss function chosen is uniformly bounded and the estimator QðP n Þ is consistent for a limit Q (not necessarily Q 0 ), then ψ n − ψ n, 0 is asymptotically linear with influence curve Lð QÞ − P 0 Lð QÞ, the same influence curve as the estimator P n Lð QÞ of P 0 Lð QÞ treating Q as known. This allows us to construct a confidence interval for the true conditional risk ψ n, 0 , under these very weak conditions. In particular, the estimator Q can be a highly data adaptive super learner van der Laan et al. [15] . Similarly, Theorem 2 implies a formal result for ψ 1 n , but now Lð Q P n Þ has to be an element of a P 0 -Donsker class with probability tending to 1, putting some constraints on how adaptive Q Pn can be. Under the same conditions, we will have that ψ 2 n = P n Lð Q P n Þ is an asymptotically linear estimator of P 0 Lð QÞ with the same influence curve ψ n Even though these conditions might be satisfied for Q n , the estimator ψ 2 n is known to be wrong for the sake of using P n Lð Q P n Þ to select among a collection of candidate estimators of Q 0 since this estimator of risk will favor over-fitted estimators. Nonetheless, if the goal is to obtain confidence intervals for the asymptotic risk P 0 Lð Q P n Þ of an estimator Q P n , then this method could be considered.
3.2 Inference for sample-split subgroup-specific causal effect, where the subgroups are data adaptively determined
Consider "discovering" sub-groups within the target population that have unique relationships with explanatory variable of interest (e. g., drug treatment, environmental exposure, etc.). In the case that these sub-groups are not defined apart from the data, post-hoc sub-group analysis is typically treated as purely explanatory and thus the statistical inference inherently awed, typically anti-conservatively. However, the approach we have outlined provides explicit framework for aggressively searching for interesting sub-groups, but still allows for consistent statistical inference for the resulting estimators of association parameters. Suppose that we observe on each subject O = ðW, A, YÞ, where W are baseline covariates, A is a binary treatment, and Y a final outcome. Thus we observe n i.i.d. copies O 1 , . . . , O n , and consider an algorithm that maps a data set O 1 , . . . , O n into a subgroup W ! CðWÞ 2 f0, 1g, where CðWÞ = 1 indicates membership in the subgroup. Denote this subgroup-estimator withĈ :M NP ! C, where C is the space of functions that map a W into a binary indicator. Given a realized subgroup C, let Ψ C :M ! IR be a desired parameter of interest such as the W-controlled effect of treatment A on Y for subgroup C, defined as Ψ C ðP 0 Þ = E 0 fE 0 ðYjA = 1, W, CðWÞ = 1Þ − E 0 ðYjA = 0, W, CðWÞ = 1ÞjCðWÞ = 1g.
LetΨ C : M NP ! IR be an estimator of Ψ C ðP 0 Þ, again where one could choose among several different estimators (including the IPTW; Robins et al. [16] ), but we focus on TMLE [17, 18] : note that this is just the targeted maximum likelihood estimator for the W-controlled effect of treatment but applied to the subsample fi :CðW i Þ = 1g. Assume that the regularity conditions hold so that this TMLE Ψ C ðP n Þ is asymptotically linear with influence curve IC C (P 0 ):
where R C, n = o P ð1 ffiffiffi n p Þ.
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Define
Þ , i. e., the W-controlled effect of treatment on the outcome for the data adaptively determined subgroupĈðP 0 n , Bn Þ. Similarly, we defineΨ P 0 n , Bn : M NP ! IR aŝ
n , B n Þ , i. e. the TMLE of the W-controlled effect of treatment on the outcome for this data adaptively determined subgroup, treating the latter as given. The estimand of interest is thus defined as 
Simulations
Simulations for different algorithms producing the data adaptive target parameters were examined for performance among the three different algorithms based on theorems 1, 2 and 3 (referred to as algorithms 1, 2 and 3). The following step provides the structure of the algorithm, but also provides some basis of understanding the data adaptive parameter. 1. Generate a random sample from the data generating distribution of size n and break into V equal size estimation samples of size n V = n=V with corresponding parameter generating samples of size n − n=V.ð 2. For each parameter-generating sample, apply the data-adaptive algorithm to define the parameter to be estimated on the corresponding estimation sample, which defines Ψ P 0 n, Bn . For instance, fit a dataadaptive regression procedure estimating the mean of outcome Y based on predictors W, say Q P 0 n, Bn ðWÞ, and define the target parameter as the risk based on squared error loss defined as ðÁÞ of this estimator for each of the sample-splits. 4. To derive the value of the true parameter corresponding to each parameter-generating sample, we draw a very large sample using the same distribution, representing a target population (P 0 ). This is used to evaluate Ψ P 0 n, Bn
, where P 0 is approximated by this empirical probability distribution of this very large sample (100,000). 5. Estimate the asymptotic variance (4) of ψ n based on the sample variance within estimation samples of IC B n , P 0 n, Bn ðÁÞ (see Theorem 1 above), and construct a corresponding Wald-type confidence interval. 6. Repeat 1-5 for 1,000 simulations, examine the distribution of standardized differences, ffiffiffi n p ðψ n − ψ n, 0 Þ, and determine the coverage probabilities for the confidence intervals.
The modifications for algorithms 2 and 3 follow from the respective theorems.
Risk estimation of a data adaptive prediction algorithm
More background on the conditional risk parameter is in Section 3.1, and in this case the goal is estimation and inference regarding the "fit" of a machine learning algorithm. The data is O = ðY, WÞ, for outcome Y, predictor W, where W⁓Nð0, σ 2 W = 4Þ, Q 0 ðWÞ ≡ E 0 ðYjWÞ is shown in Figure 1 , based on a piecewise constant model, and YjW⁓Nð Q 0 ðWÞ, σ 2 Y = 0.25Þ. For the υ − th parameter-generating sample, we fit the regression with an ensemble stacking algorithm, called the SuperLearner (SL; van der Laan et al. [15] ), resulting in a convex combination of a variety of algorithms ranging from very smooth to highly data adaptive: linear model, stepwise regression based on AIC (stepAIC; Venables and Ripley [19] ), Bayesian glm (linear) model (bayesglm; Gelman et al. [20] ), generalized additive model with smooth term for covariate Hastie and Tibshirani [21] ; neural nets (nnet; Venables and Ripley [19] ); and a simple null model (sample average of outcome). For the υ − th parameter-generating sample the data adaptive parameter of interest was defined as the conditional risk (mean squared error; MSE), conditional on the fitted prediction function: (4) above, where the estimated influence curve for the v-th estimation sample is given by
This is repeated for sample sizes of n = 100, 500, 1000, using algorithm 1, 2 and 3.
Results
We examined the empirical distribution of the standardized differences, ðψ n − ψ n, 0 Þ seðψ n Þ for the risk. We observe minimal departure from normality (Figure 2) , and nearly perfect coverage probability of the confidence intervals, for all sample sizes for algorithms 1 and 2 (see Table 1 ).However, one can see that Distribution of ðψ n − ψ n, 0 Þ seðψ n Þ (for n = 100, 500, 1000 with N(0, 1) distribution for three algorithms (1, 2 and 3, corresponding to the 3 rows). Dark line represents the mean of these standardized values, so the difference between it and 0 is the standardized bias. algorithm 3, though resulting in a lower "average" risk, results in biased inference (and non-normal sampling distribution for the relatively modest sample sizes. This implies the Donsker conditions are not met. by a sample size of n = 1000, though there is still some standardized bias, the coverage probability is nearly perfect. Thus, even for a highly adaptive algorithm, where overfitting (underestimation of risk) seems particularly troublesome, at modest sample sizes, one begins achieving the conditions of theorem 3. We also examined the same procedure for estimating the risk difference using algorithm 2. In this case, we observe slower convergence, but still relatively good coverage for an estimate that is particularly sensitive to over-fitting.
Average treatment effect for given prediction model
Average Treatment Effect, or ATE, is commonly the parameter of interest in applications of causal inference methods (Rubin [5] ). We use the same set-up as we did for the example in the introduction, but for the ATE: 
Let
Q 0 ða, WÞ ≡ E 0 ðYjA = a, WÞ, and assume that Q 0 is known. Then, the estimate of the ATE would be:
Given an estimator of Q 0 on each of the training samples, we calculate the resulting data-adaptive ATE on the corresponding validation samples, and take the average, to derive our parameter of interest:
The data generating distribution for this simulation is defined by W⁓Nf0, var 0 ðWÞ = 4g, AjW is binomial with logitfPðA = 1jWÞg = − 4 + 2 *W and YjðW, AÞ⁓Nf Q 0 ðA, WÞ, var 0 ðYjA, WÞ = 0.25g, where Q 0 ða, WÞ is shown in Figure 3 .
To derive
, we use the SuperLearner (SL) based upon the following learners: linear model, stepwise regression based on AIC (stepAIC; Venables and Ripley [19] ), Bayesian glm (linear) model (bayesglm; Gelman et al. [20] ), generalized additive model with smooth term for covariate Hastie and Tibshirani [21] ; neural nets Venables and Ripley [19] ; and a null model (intercept only).
We applied both algorithms 1-3 for sample size of n = 500.
Results
Examining the empirical distribution of the standardized differences, ðψ n − ψ n, 0 Þ seðψ n Þ for the ATE parameter looked close to standard normal sampling distributions for both all algorithms 1-3 (not shown). Table 2 shows the results of the simulations based on both algorithms 1 and 3, and as one can see, the estimation is unbiased, and the coverage of confidence intervals based IC-based estimates of the standard errors is close to perfect. Though algorithms 1 and 3 produced different data adaptive target parameters and corresponding estimators, due to the linearity of the estimator Ψ P 0 n, Bn (i. e., it is just a difference in sample means), ψ n and ψ 2 n have the same MSE. This implies that even in this case, where very adaptive estimators are used, the Donsker class assumptions hold, as the confidence intervals have the nominal coverage.
Variable reduction
We consider a situation that has an analogue in high dimensional 'omic data, where multiple testing is often done to target a relatively small subset of (for instance) genes among the tens of thousands of candidates. The method evaluated in this simulation uses the parameter-generating sample to selects a small subset of the original genes, and subsequently it uses the estimation sample to estimate the effect of these genes on some phenotype. In this manner, it avoids the need to apply multiple testing procedures that control a type-I error rate among very large number of tests.
Let
. . , Y p ÞÞ where A is binary vector of zeros and ones (indicating, for instance, phenotype), and Y is a multivariate outcome. Consider an algorithm that maps a data set O 1 , . . . , O n into a subset C & f1, . . . , pg of genes, where we denote this subset-estimator asĈ :M N P ! C, where C is the set of p-dim vectors with components in {0, 1}, so that C = f0, 1g
p . We define our data adaptive parameter as:
is an average of the gene-expression across a subset (cluster) of genes, where this subset is determined by a procedure on the parameter-generating sample. The estimator of (6) based on the estimation sample is simplŷ 
To investigate this estimator, we simulate based on a design where there are equal numbers of A = 0 and A = 1; for each (gene) j, the distribution of Y j , given A, is defined by the following regression equation
The coefficients (the B 0j ,B 1j were generated by a multivariate normal distribution with EðB 0 Þ = EðB 1 Þ = 0 and a variance covariance matrix with CovðB 0 , B 1 Þ = 1 i = j and CovðB 0 , B 1 Þ = .2 i ≠ j. Note, that these coefficients are fixed in the simulation, not random, so this is just a convenient mechanism to generate a distribution of effect sizes, B 1j for which there is a true ranking based on the resulting P 0 . The errors e j were independent draws from a random Nð0, σ 2 e Þ distribution, and we repeated the simulation both for different magnitudes of the residual error, (different σ 2 e ) but also for increasing sample sizes. The function that defines the subset of genes is simply based on ranking the genes byB 1j = E P 0 n , Bn ðY j jA = 1Þ − E P 0 n , Bn ðY j jA = 0Þ, and thenĈðP 0 n, B n ÞÞ is the indicator that a genes is in the top 15. Thus, this is a large variable-reduction exercise, where we examine the association of the average gene expression and phenotype of a dataadaptively selected subset of genes. The same procedure for deriving the data adaptive target parameter and estimator is repeated for all 3 algorithms, with the corresponding methods for deriving the inference via the influence curve carried out as described above.
Results
The results of the simulation are shown in Table 3 for the set with σ 2 e = 2. In this case, we observe very good performance with regards to coverage probability for algorithm 1, even at relatively modest sample sizes. On Table 3 : Simulation results for Variable Reduction for the algorithms based on theorems 1-3 (ψ n , ψ 1 n , ψ 2 n , respectively). Coverage probability is for a nominal 95 % CI.
N
Methods Average true parameter Average estimated Cov. Prob. the other hand, for algorithms two and three, which have an overlap in their parameter-generating and estimation samples, the confidence intervals have nominal at larger sample sizes ðn = 10, 000Þ, so the apparent violation of the conditions at smaller samples sizesðn ≤ 2, 000Þ for this very adaptive procedure, is not a violation at still relatively modest sample sizes. However, algorithm 1 shows very good performance at all by the smallest sample size, with regards to statistical inference, while not having greater sampling variability; thus, algorithm 1, all things being equal, is the safer choice.
Data analysis: Data adaptive estimation of the impact of interventions on cholesterol in WCGS study
We re-visit the original example discussed in the introduction: estimating the impact of the targeted treatment of cholesterol on rates of coronary heart disease (CHD) (3) . Again, data is O = ðW, A, YÞ with outcome Y (CHD), variable of interest A (total cholesterol; A is indicator of total cholesterol > 180 mg=DL) and covariates W (age, weight, height, smoking, behavior type, etc.). We estimate a parameter akin to (3), using algorithm 1. Like the ATE example in Section 4.2, our parameter and corresponding estimator (on the validation sample) is defined via an estimate of the estimated regression of Y on A, W using the training sample to define the rule, d τ,
where, as above,
is the regression estimator on training sample. The estimator for (9) is the sample average minus the targeted maximum likelihood estimator (TMLE; van der Laan and Rose [17] ) of the rulespecific mean. For the estimate of regression Q P 0 n, Bn used to define the treatment rule, we used the ensemble machine learning method, SuperLearner [22, 23] . The learners included both very simple and more potentially complex, adaptive models: 1) fixed mean model, 2) main-terms logistic regression, 3)
Stepwise logistic Regression with 2-way interactions, 4) Generalized Additive Model [21] with smooths for all non-factor covariates, 5) neural nets [24] , 6) penalized regression using glmnet [25] , and 7) nearest neighbor [24] . SL is itself based 10-fold cross-validation within the parameter-generating sample. On the corresponding estimation sample, the TMLE estimator also requires a regression of Y on (A, W) and we also used the SuperLearner with a similar set of learners; an estimate of the so-called treatment mechanism ðg 0 ðWÞ ≡ PðA = 1jWÞÞ is also required and main terms logistic regression was used. To derive inference, we need the plug-in influence curve (IC) for the estimation-sample-specific estimator. In this case: , g P 1 n , Bn Þ represent the estimators of ð Q 0 , g 0 Þ on the validation sample. For our specific implementation, we used an arbitrary cut-off for "significant" improvement from lowering cholesterol from the current level as an reduction in risk of CHD of greater than 2.5 % ðτ = 0.025Þ. Besides the estimate of each of the training-sample specific parameters, we also estimate the average of these across the V = 10 folds as: Ψ n ðP 0 Þ = E B n Ψ P 0 n, Bn ðP 0 Þ, where the standard error of the estimate was calculated as (4) . In addition, an equivalent estimate of the change in CHD rate if cholesterol was lowered in all subjects was done for comparison. The goal of the estimation is to determine whether one can target fewer people, but still not sacrifice much increase in the overall CHD rate.
Results
The results (Figure 4 ) suggest one would reduce the risk of CHD by 3.1 % (95 % CI = 2.3 − 3.9%), by using the derived rule (which targets about 44 % of the population to reduce cholesterol from the observed value). However, estimating the impact of targeting all those with cholesterol > 180mg=dL (based on equivalent data-adaptive estimator) results in intervention in nearly double the population (A = 1 in 86 % of sample), and in reduction of CHD rate of 4.6 %, 95 % CI = ð3.7 − 5.5%Þ. We then followed-up by estimating (9) using algorithms based on theorem 2 and 3, resulting in the estimates of 3.9 %, (95 % CI = ð2.2 − 5.5%Þ) and 3.0 %, (95 % CI = ð1.1 − 4.5%Þ), respectively, both which result in similar estimates and inference. This shows the potential of using the data-adaptive parameter approach when one has parameters that are complicated functions of unknown parts of the data-generating distribution. The fact that one also gets trustworthy inference for such an adaptive parameter makes this general approach a very compelling option to consider for circumstances where a non-adaptive parameter is impractical to estimate or requires large parametric assumptions to identify.
Conclusion
Significant scientific progress can be made by generating target parameters based on past studies, and evaluating them on future, independent data. We discussed above, however, how such costly splitting of data is potentially unnecessary; the proposed data adaptive target parameter and corresponding statistical procedure studied in this article allows for general sample splits, and averaging the results across such (9), estimated using the WCGS data, with the intervention on cholesterol, and targeted group being those with an estimated average benefit due to lower cholesterol of a > 2.5% reduction ðτ = 0.025Þ in estimated CHD. "Summary" is the estimate of the average across the validation-specific estimates, or E Bn Ψ P 0 n, Bn ðP 0 n, Bn Þ.
splits. The theoretical and simulation results demonstrate that statistical inference is preserved under minimal conditions, even though the estimators are now based on all the data. To obtain valid finite sample inference it is important to utilize our corresponding variance estimator (4) , and that the sample size for the estimation sample is chosen large enough so that the second order terms of a possible non-linear estimator are controlled. We also showed that if the algorithm that generates the target parameter is not too adaptive to small changes in the data, then no sample splitting is necessary. Specifically, if the set of influence curves generated by this parameter-generating algorithm when applied to an empirical distribution is a P 0 -Donsker class, then statistical inference based on the method ψ 2 n hat uses all the data to both generate the parameter and the estimate it is asymptotically valid. Thus, it provides a theorem for estimation and inference for socalled data-dredging. There are a large variety of data-mining applications where consistent estimation and inference are possible, including using the data to fit a finite dimension vector of coefficients that deterministically identifies a target parameter of interest. If the sample size is large and/or the parameter generating algorithm is well understood so that our Theorem 3 can be formally applied, then algorithm 3 should be considered as an important method.
We have demonstrate that data adaptive target parameter framework provides a formalized approach for estimating target parameters that are either very hard or impossible to pre-specify. There are many examples of interest that have not been highlighted in this article, where the motivation can come from dimension reduction, or complex causal parameters. There are few constraints on how one uses the data to define interesting parameters and we expect their are many applications in Big Data situations for which this approach is particularly well-suited.
