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Abstract
Modern society has developed an ever increasing demand for energy to fuel population
growth, increases in quality of life, and the advancement of third world countries. Cur-
rently, we feed our power needs with mostly carbon-based energy sources, which have an
appreciable effect on the global climate. To continue advancing, society must develop alter-
native, low-carbon methods for energy production with both nuclear and renewable sources
being complementary contributors. The possible shift to the increased use of alternative and
nuclear technology brings with it an ever more pressing need to extrapolate future energy
and emission scenarios. The objective of this thesis was to further develop an econo-energy
model, the LOGICAL-1 model, and to outline a functional carbon and climate model for
prototyping the economic and environmental impact of potential political scenarios. Pro-
jections of future population growth, carbon intensity, carbon usage, and energy usage were
developed, and the results predicted a quadrupling of energy use and carbon use by the end
of the twenty-first century. To determine the potential environmental ramifications, a basic
climate and carbon model was developed and initially benchmarked against historical atmo-
spheric carbon-dioxide concentration and temperature data. The results from the climate
model predicted a 1◦C warming over the globally averaged surface temperature relative to
1990 AD and a doubling of the atmospheric carbon dioxide concentration by the end of the
twenty-first century. The first targeted use of the LOGICAL-1 and climate-carbon model
is to help determine the amount of future spent nuclear fuel that could potentially be ac-
cumulated during the twenty-first century based on arbitrary political and environmental
scenarios. The basic outline for a spent nuclear fuel analysis is included.
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Chapter 1
Introduction
Consuming energy for productive activities is intrinsic to the basic processes of life. However,
man stepped outside the confines of biological energy production and discovered the ability
to rapidly produce vast amounts of energy using fire. Fire allowed man to make numerous
advances such as heating domiciles, cooking, pottery, blacksmithing, and lighting. Around
3000 BC, the early Egyptians reasoned that if they attached cloth sheets to their boats they
could harness the power of the wind for transportation [1]. Around 10 BC, Antipater of
Thessalonica wrote of a waterwheel that helped grind corn by focusing the flow of water to
move “cogs” allowing machinery to ease the labor of man [2]. The Romans perfected the use
of water power and used the technology to propel saw mills, granaries, and quarries. During
the end of the Renaissance, Giovanni Branca decided to merge two of these primal sources
of energy into a new concept that would have vast ramifications tor the world as he knew it,
steam [3].
In the industrial revolution, the invention of steam power brought about an efficient way
to capture mechanical energy from heat. People fueled the necessary heat requirements with
the most economical material they could find, coal. Quickly, they noticed that directly burn-
ing coal and fossil fuels created a new problem that never before needed much attention,
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pollution. The United States addressed this problem in 1963 with the Clean Air Act, which
restricted emissions of particulates and brought environmental regulation to the energy in-
dustry [4]. Today, the burning of coal and fossil fuels is cleaner than ever, however they
still produce vast quantities of Green House Gases (GHG) that can not be captured in an
economical way.
The connection between global climate change and the atmosphere’s composition is a rel-
atively new discovery. In the 1820’s, Joseph Fourier published a paper detailing his analysis
of terrestrial temperatures [5, 6, 7]. He came to the conclusion that Earth received energy
from radiative heat produced by the sun, internal heat from the Earth, and the combination
of the innumerable stars throughout the universe. Fourier made several climate calculations
using blackbody models that did not take into consideration atmospheric heat capture—the
greenhouse effect—and had to “pad” the results with what proved to be erroneous assump-
tions. This was, however, one of the first detailed studies of the Earth’s thermodynamic
energy balance and sparked further research into the subject [5].
In the late 1800’s, scientists began to realize that the properties of the Earth’s atmo-
sphere were responsible for the Earth’s climatic condition, but those properties were not
well understood [5]. Swedish chemist Svante Arrhenius studied how CO2 levels might affect
the atmosphere’s ability to capture radiation from the sun [8]. The main reason for his study
was to explain the ice ages. Arrhenius considered the Earth to have feedback systems. One
such hypothesis was if the Arctic region received abnormally large snowfall (hence less of
the darker tundra was exposed), the albedo (reflectivity) of the region would increase and
cause a further drop in temperature that could cause self-sustaining tendencies toward cooler
weather world wide. One reason was because the cooler temperature could cause snowfall in
other areas of the world, which would perpetuate the effect [8].
This led many scientists to consider that small effects in one region could cause large
changes to the dynamics of the entire system. Furthermore, Arrhenius considered the effect
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of H2O concentrations on global temperature. Water has significant effects on radiant heat
capture. The more the Earth warms, the more H2O leaves the oceans and is turned into
vapor, which captures more heat. The “snowballing” effect could happen both ways. Later,
it would be discovered that H2O is a very fast reactor to changes in temperature (dry air
in winter, humid in the summer.) Depending sensitively on the temperature, H2O could be
a vapor, liquid, ice, or absorbed in the soil. It was concluded that H2O could not be the
controlling factor, because it acts too quickly to be stable for long periods of time. GHG’s,
however, have atmospheric lifetimes of hundreds of years, and are now known to be one of
the major stabilizing factors that keeps our climate relatively constant for centuries.
The Earth has GHG balancing systems. A large amount of CO2 is held in the oceans
because of the pressure and temperature of the atmosphere. Just like a can of soda, if the
top is popped (pressure drops) the carbon dioxide can escape; or if the temperature rises
(warm summer day) the soda could evacuate carbon as well. As the temperature of the
atmosphere begins to rise, surface layers of the oceans also warm and can no longer store as
much CO2. Currently, the oceans are the largest sink of human-produced carbon emissions,
but as the temperature warms, their mitigation will be lessened until after centuries excess
carbon dioxide reaches a new equilibrium with the overall oceanic environment [9, 10].
Theoretical models have long been debated, but recent observational data tend to agree
with the notion than human carbon production has an appreciable effect on the global average
temperature [11, 12]. The Intergovernmental Panel on Climate Change (IPCC) reports that
the current CO2 concentrations are thirty six percent greater (an increase of one hundred
ppm) today than before the industrial revolution.1 The IPCC also reports that the average
global temperature has risen by 0.74◦C [11].
Globally, governments and organizations are beginning to acknowledge the greenhouse
gas problem and are starting to pass legislation that will begin to reduce the usage of
1Here ppm means parts per million by volume.
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carbon-based resources. The Kyoto Protocol was the first major global agreement aimed
at reducing and stabilizing the production and concentration of green house gases released
into the atmosphere by humans [13]. The Protocol legitimized the claim that humans may
be affecting the atmosphere and helped educate people on the need to reduce energy usage.
Although many countries did not stand by their commitment to the Kyoto Protocol, it was
the first step in drawing international attention to the carbon problem. The Protocol will
expire at the end of 2012, but negotiations are underway concerning the Protocol’s successor.
Increased funding is being diverted into newer battery technologies, sustainable energy
production, and more efficient transportation, such as electric cars. However, the large global
economy will still have significant power demands that can only be met with large scale power
production. Wind and solar energies are very beneficial on a small scale, but are not mature
enough for large scale systems. Most countries have tapped into all available hydraulic
energy, and everyone, with the principle exception of France for electricity production, relies
heavily on carbon-based sources for the majority of their power needs. The only currently
mature and feasible replacement for carbon-based power production is nuclear technology.2
However, nuclear technology is not the golden child that will lead humanity out of our
current energy quagmire without hurdles. Nuclear energy brings with it the problems of
nuclear proliferation, long-lived radioactive materials, and a relatively large initial cost to
developers. Currently, the United States has been operating commercial nuclear power plants
for over sixty years with a relatively safe operating history. The promise of cleaner energy
production has prompted new interest in nuclear energy with increased public optimism
toward the use of nuclear technology. For this reason, it is imperative that current problems
with our management of the technology be solved before the production of further nuclear
power facilities.
2Most notably, nuclear power is the only option from the list of alternatives that is sufficient for base load
power production.
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A principle problem limiting nuclear power is the storage of spent nuclear fuel (SNF.)
Spent nuclear fuel is the material that is extracted from a nuclear reactor after the usable fuel
has been exhausted. SNF is highly radioactive and contains many nuclear fission products.3
These fission products are usually highly radioactive and have to be carefully managed for
centuries after the SNF has been extracted from a nuclear reactor.
The United States currently does not have a comprehensive plan as to how to deal with
SNF. Furthermore, the increased demand of low-carbon energies, such as nuclear power, will
create even more SNF to manage in the future.
This thesis aims to:
• Extrapolate and analyze future global energy use using population growth, a gross
domestic product (GDP) model, and historical energy and carbon emission data.
• Develop a general global climate model to provide insight into the effect of various
energy scenarios.
• Discuss future plans to extrapolate nuclear power needs to be used in a spent nuclear
fuel analysis project (appendix.)
Extrapolated energy use is based on GDP and population growth models coupled with
historical energy usage, census, carbon, and economic data to calibrate the model. The
projections were created using a model named LOGICAL-1, which is an extension of the
econometric-based analysis model outlined in T .S. G. Rethinaraj’s PhD thesis under the
oversight of Clifford Singer [14]. The name is an acronym for a log istic function of time
as an independent variable and the results are cal ibrated against a historical database.
LOGICAL-1 works by calibrating a welfare maximization model of GDP purchasing power
parity against historical time-series data [14, 15].
3Isotopes of elements born from the fission of an element such as uranium-235.
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LOGICAL-1 maximizes the total time-integrated discounted utility of per capita con-
sumption with all energy sources considered as a single factor of production. Annual data
from 1820 to the latest obtainable data describing GDP growth and energy consumption
was compiled for multiple regions. The boundary condition for the logistic function was
considered to be an eventual carbon-energy-free economy at infinite time. Thus the carbon
intensity of energy production asymptotically approaches zero at the infinite time limit.4
The background needed to develop the LOGICAL-1 model is presented in Chapter 2. The
model is conceptually developed in Chapter 3 with a full derivation of key elements presented
in the appendix. The results of the LOGICAL-1 model were analyzed and are presented in
Chapter 4. A regional analysis of the LOGICAL-1 results was developed, and an analy-
sis of the future extensions and possible sources of error was performed. A climate model
that could be used to analyze the climatic impact of various political, economic, and energy
scenarios was developed, and the model is presented along with the its results in Chapter 5.
The motivation for this study was to create an energy dataset to be used in a SNF actinide
analysis program. While the SNF program is not developed in this study, the underlying
motivation for the development of the two models within this study should be expressed to
the reader. The primer for the possible SNF analysis is included in the appendix.
4Carbon intensity is defined as the ratio of the amount of unit carbon produced per unit energy produced.
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Chapter 2
Economic Growth and Energy
In this chapter, the purpose and theory behind general economic and energy models will be
developed. The history of economic theory is quite extensive, but the science of economics
is relatively new. Examining some of the basic development of modern economic thought is
useful background for understanding the mechanics behind the LOGICAL-1 model.
2.1 Economic Thought
2.1.1 Early Economic Theory
At the very basic level, an economy is simply a system for interaction and exchange. Our an-
cestors actively traded with each other for thousands of years before enlightened individuals
began to consider the mechanisms driving human trading and economic interaction. Many
philosophers of the ancient world understood the basics of economic thought. The Greek
philosopher Aristotle spoke and wrote about the process of acquiring wealth and debated
on topics such as private ownership of property and the beginnings of market theory [16].
During Aristotle’s era most of the businesses were only owned by the most wealthy of society
and were closely monitored by the monarchy. It wasn’t until the middle ages that the idea
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of “mercantilism” was established. While mercantilism developed many modern ideas such
as tariffs, protected trade, and a balance of trade, it brought with it hostility between the
trading countries [17]. Mercantilism was based on the “riches” of the world being a finite
resource that must be highly guarded from other countries. The theory called for a “posi-
tive balance of trade,” and countries practicing mercantilism often used force [17]. Shipping
routes were heavily fortified, the military was used to leverage business negotiations, and
undeveloped societies were frequently ravaged by developed countries.
Early economists often only looked at how a government could increase their nation’s
wealth without considering their nation’s health. An English businessman by the name of
Thomas Mun concluded that the only way to increase national wealth was through trad-
ing [17]. He proposed a rationing system so that more goods could be exported. Mun also
advocated using the maximum amount of land for a greater rate of production. He con-
cluded that the nation should reduce export duties and increase tariffs to drive an inequality
in trade, which would benefit the host nation.
It wasn’t until The Age of Enlightenment (1700’s) that the developed countries began to
think more in terms of natural trading models that did not require stiff military or political
controls to function successfully [18]. The first major development was the theory that wealth
was not found in trade, but in labor. This concept drove economists to think more in terms
of the people within the economy as the primary motivator instead of the goods themselves.
John Locke (1632-1704) considered the private ownership and management of businesses to
be the most stable and long lasting trade system [19]. He cultivated the idea of property
rights, and was one of the first to note the concept of supply and demand affecting the price
of a commodity. He argued that the government should not interfere with commerce and
enterprise, but work to ensure its protection [19].
Physiocracy was developed in France during the 1700’s [18]. Physiocrats proposed the
idea that high level trade and industry were not the life-blood of an economic system, but the
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wages and expenditures of the common man were. They thought of the economy in terms of a
circular flow system, much like the circulatory system of the human body. Money and wealth
did not appear from nothing, but came from the large base of commoners through micro-
transactions much like the capillaries feeding back into veins before flowing to the heart.
Understanding and changing or diverting this flow was the real way to accumulate wealth.
The only way to do this was for the government to play a lesser role in the system [18].
The true beginning of modern economic theory is typically attributed to Adam Smith
and his publication titled “An Inquiry into the Nature and Causes of the Wealth of Nations”
also called, simply, “The Wealth of Nations.” Smith’s book coincided with the start of the
industrial revolution and provided the foundation for classical economic theory. His ideas
were largely influenced by physiocracy and previous works by other thinkers of the time, but
Smith brought the ideas together into a masterwork that is still studied today [20]. The work
argues that a free market is the best solution for long-term production and stability. Adam
Smith proposed the idea of an “invisible hand” that intrinsically stabilizes a free economy by
means of consumer demand. His example was that the butchers, the brewers, and the bakers
would all price their goods according to what the consumers would purchase their goods at.
Consumers are intelligent individuals that will choose the best price based on value, and
the merchants would have to adjust their prices lest they be driven from the market by
competing businesses. His entire concept is based firmly in the protection of property rights,
which is the driving force for consumerism. He also considered government policy to be
important in maintaining just business practices [21, 20].
After The Industrial Revolution, many side effects of free market trade began to arise
and were heavily studied by economists at the time. Increased population of urban areas,
the development of slums, and the condition of the working class were debated. In the 1860s,
a new fundamental shift in economics took place. The idea was that the cost to produce a
good was not the only factor determining the price of a good, but the marginal utility of the
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consumer’s last purchase influenced the price the consumer would pay for the good [22].1
This means the buyer will compare the utility they received from the last item or service they
purchased to make a value statement on a future purchase regardless of what the object in
question cost to produce. Carl Menger (1840-1921) proposed the concept of marginal utility,
or the ability of consumers to maximize their satisfaction by the rational allocation of their
spending [22]. In other words, a person will purchase their most desirable items per unit of
currency. From this, one may extend the idea to consider purchases “on the margin.” The
last good or service a person purchases provides the least amount of satisfaction. For this
reason, Menger developed the concept of diminishing returns. The more a person spends on
a particular good, the less they will want another. This relation was used to explain shifts
in preference and, hence, shifts in economic markets.
2.1.2 Mathematical Economic Analysis
In the late 1800’s, economists began to levy mathematics to better understand and, hopefully,
predict future economic growth and development. Vilfredo Pareto (1848-1923) was one of
the first economists to represent economic thought in terms of mathematic equations. He
found mathematics to be a necessary tool for analyzing more complicated economic concepts.
He used his techniques to illustrate these concepts, such as supply and demand, with plots
and graphs that the layman could easily comprehend. Pareto was considered the first to use
mathematics to analyze income distributions, now known as Pareto optimization [23].2
During the early 1900’s, the world saw a massive change in both lifestyle and the way
businesses worked. World War I was a major turning point as the production, supply, and
1A good is anything that satisfies a need or want of a consumer, and utility is the amount of satisfaction
the consumer received from the good.
2A Pareto optimization problem is one in which the distribution of goods is analyzed to most efficiently
allocate them between individuals. Reallocating goods between individuals without making one individual
worse off is improving the optimization. When no further change in good allocation can be performed
without someone suffering, then the system is considered to be Pareto optimized.
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logistics of war were highly researched and developed to provide strategic advantage. The
western world saw a large increase in industry that the war brought with it and a monu-
mental change in how labor and wages were distributed and administered. John Maynard
Keynes (1883-1946) advocated for help with reconstruction and managed aid for the defeated
Germans after World War I [24]. He argued that if left without an adequate economy the
Germans would be prone to instability, which could potentially lead to another uprising.
Keynes also warned that if progressive economic policy was not established, the world could
enter a widespread economic depression. This proved to be the case, in 1929, with the Great
Depression, which catalyzed to another far larger war in 1939, World War II.
Keynes shaped western policy in a number of ways. Keynes focused not only on capital,
labor, and production, but also on the propensity to invest or to save one’s money [25].
He argued that businesses consider both the cost of investing and the rate of return before
investing in the market. If the government could reduce the interest rate, then businesses
would invest more money into the economy thereby infusing the consumer base with more
money through increased labor [25]. Keynesian economics promotes widespread availability
of credit and an active economic policy by the government to control interest rates and
redistribute money to be reinvested or spent by the consumer base through unearned income
credits. Keynes also pushed for deficit spending during recessions to kick-start the economy
and save it from another depression.
During this same period of time, mathematical interpretations were being developed
to better understand the underlying mechanics of the economy. The idea of gross domestic
product was developed during the beginning of the 1900’s to better illustrate macroeconomic
ideas. GDP is the market value of the combined services and goods produced by a country
during a period of time. GDP per capita is considered to be a tool to help quantify a country’s
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standard of living. The GDP of a country is determined using the following relation:3
GDP = C + I +G+ (X − I) (2.1)
Here C is private consumption, I is gross investment, G is government spending, and (X−I)
is exports subtracted from imports. The GDP metric gave economists a tool to analyze eco-
nomic growth. The magnum opus of Keynes’ legacy was his development of macroeconomic
ideals into fundamental concepts that could be used to create policy that would shape future
economic growth.
2.1.3 Development of Growth Models
Keynes’ development of many fundamental ideas into a general theory led economists to
create mathematical representations of his concepts. The first major development came in
1946 with the publication of the Harrod-Domar model, which was developed by Sir Roy
F. Harrod in 1939 and Evsey Domar in 1946 [26]. The model was instrumental in furthering
the development of growth theory, but it did have several limitations. The model can be
formulated as follows:
Production is a function of capital
Y = f(K) (2.2)
Production is considered to strictly be a factor of capital investment. For our
analysis, we would consider Y to be equal to GDP, while GDP is a function of
the capital in the economic system.
3The GDP equation is sometimes referred to as the Keynesian formula, which replaces GDP with Y
meaning production.
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Constant return to scale
dY
dK
=
Y
K
(2.3)
The production equation has constant returns to scale because the production
scales linearly with capital as the only factor of production.
Investment
I = sY (2.4)
The savings rate multiplied by production equals the gross savings, which is
assumed to be fully invested back into the economy.
Change in capital
∆K = I − δK (2.5)
The change in capital is based on the investments minus the depreciation rate,
δ, of the current capital.
One of the key criticisms of the model is how unstable the system is. The model re-
quires capital to be under utilized at steady state. The model predicts that underdeveloped
countries with a lot of underutilized labor should heavily borrow to employ labor toward
production and therefore increase capital to pay back the loans. However, this has been
demonstrated to fail in the real world.
To combat this problem, Robert Solow and T.W. Swan developed an extension to the
growth model that would take into account labor as a factor of production, include tech-
nological advancements, and allow diminishing returns of labor and capital to be free from
each other yet still couple them with constant returns to scale [27]. With these extensions,
the model can better represent economic growth. However, it still has its limitations such as
not describing the mechanics behind technological growth and not taking into account the
effects of entrepreneurship. The changes to the Harrod-Domar model are highlighted below:
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Production is a function of capital
Y = AKαLω (2.6)
Y represents the total production or GDP. A represents the effect of technology
on production, K is capital, and L is labor.4. α and ω are the elasticities of
capital and labor. Their relation to each other is defined as: ω = 1 − α. This
relation means production has a constant return to scale, or, for example, a
ten percent increase in both capital and labor would increase production by ten
percent. Although, the magnitude of the individual contribution of capital and
labor may be different depending on the assignment of ω and α. This is a more
compact form than the relations in the Harrod-Domar model.
Change in labor
Lt+1 = Lt(1 + θ) (2.7)
Labor is a new addition, a change that motivates the form of the production
function. θ represents population growth. t is considered at discrete time steps.
Investment
I = sY (2.8)
The savings rate multiplied by production equals the gross savings. This equation
is unmodified from the previous model.
Change in capital
∆K = I − δK (2.9)
4Here the word technology is used as a shorthand for all exogenous changes in production efficiency, which
may include improvements in business practices that occur irrespective of advances in engineering or science.
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The change in capital is based on the investments minus the depreciation rate of
the current capital.
GDP
Y = C +G+ I (2.10)
C represents private consumption, G represents government or public consump-
tion, and I represents investments or savings.
The Solow model allows for progressively advancing technological improvements. Pro-
duction is highly sensitive to technology advancements, more so than other factors. Labor
and technology are both exogenous to the model, i.e. must be determined externally. The
model has diminishing returns on current capital. Current capital is produced by the ap-
plication of current technology. Newer technologies are more productive, leading to newer
capital being more productive than older capital [28, 15].
Contemporary economists have tried to further understand the fundamentals of technol-
ogy and other exogenous variables by using microeconomic analysis while studying macroe-
conomic systems. A shortfall of an exogenous growth model, such as the Solow model, is that
it does not attempt to explain technological growth; it simply happens. Newer theories using
endogenous growth models link capital investment and government subsidies as a variable of
the technology function, or the “incentive to innovate” function. The mechanics of research
and development are very complicated with job migration between companies, espionage,
varying returns on research depending on the field, and many other factors, which require
the model to be very large. In the end, endogenous growth models have not necessarily
proven to be more accurate, and they are more complicated than required for the purposes
of this thesis.
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2.2 Economic Growth and Energy
2.2.1 Energy and GDP
Energy has been a point of contention among economists since the study of macroeconomics
began. Early neoclassical models simply ignored the energy sector all together and instead
focused on only labor and overall capital as the factors of production. The original Solow
model added technological advancement as an exogenous factor of production, but com-
mented little on the effect of energy on an economy. Economists eventually decided to roll
energy into labor and, in the process, ignored the specific effects that it has on an economy.
Economists eventually realized that unlike labor, energy acts as an intermediate factor of
production, which is consumed in the process of making a product. However, energy is
counted toward the value of a country’s GDP, so inherently it can not be considered an
intermediate input.5 This led to a gray area in neoclassical theory where the model does
not single out the contribution of energy and energy production on the economy. The early
neoclassical model (Solow and Swan model) uses the Cobb-Douglas production function [29],
Y (t) = F [K(t), L(t), t] = AKαL1−α (2.11)
Y is production, K is capital, L is labor, A is the technology factor, and α represents
the elasticity of capital and labor.67 The neoclassical model typically considers labor as an
exogenous factor, which is assumed to behave in a predictable way. Labor is commonly
linked to population growth and human productivity, but is decoupled from the model. A
5Intermediate inputs are, by definition, not counted toward GDP to avoid double counting the actual
value of the end product.
6Typically Y is considered the GDP if the production of a country is being analyzed. It is assumed that
Y is GDP in the entirety of this research report.
7The most basic model represented here exhibits constant returns to scale since the exponents in the
equation add up to one.
16
is an exogenous function to be prescribed. K can be dependent on various properties such
as the savings rate, depreciation, change in capital, inflation, and production.
The Douglas-Cobb function is presented to illustrate the simplicity of the previous model
and its inherent shortcomings, such as the numerous exogenous factors and the absence of
a contribution from the energy sector. Revisions to the model, such as the LOGICAL-0
and LOGICAL-1 model used in this research report, add energy, among other factors, into
the production function and provide a somewhat more nuanced representation of economic
behavior, especially when extrapolating future energy use. Empirical evidence shows a cor-
relation of energy to production, more specifically, GDP. Other than an anomaly in the
1970’s, GDP growth has traditionally correlated with growth of the rate of energy use. It
is better to think of an economy needing a certain level of energy production and once that
optimal level is met, any more is surplus and prone to be wasted. Developed countries were
born from energy expenditures in the making of infrastructure, consumer markets, housing,
advanced medical care, and other modern technological advancements. A useful way to look
at energy production and, in turn, appreciate the technology factor in the Cobb-Douglas
model is to look at yearly energy production compared to GDP as can be seen in Figure 2.1
for the United States.
As a country becomes more developed, it becomes more efficient at producing GDP
per unit energy. Looking at Figure 2.1, the amount of energy, starting in the 1970’s, used
by the United States per year has stopped growing at the previous rate. To capture this
behavior in a quantitative model requires separating out the energy sector in the analysis as
an appropriate choice of production functions, as discussed below.
Energy will not, however, always have a positive effect on an economy. Just like anything
else, there are diminishing returns to energy production and even negative consequences to
over-production. Looking at Figure 2.1, many policy makers in the early 1900’s thought
energy was directly connected to productivity. Energy production spiked, but GDP growth
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Figure 2.1: Historical US GDP data compared to historical cumulative US energy produc-
tion. Data from Angus Maddison GDP database and a database compiled by Singer and
Rethinaraj [30, 14]
was hardly affected. The labor sector was saturated with energy and could use no more.
This case illustrates the complicated interactions of energy and the economy. The economy
needs a certain amount of energy to grow and, typically, over-producing will simply lead to
waste.
2.2.2 Energy’s Ties to GDP per capita
Normally, when discussing energy efficiency, it is more common to speak in terms of GDP
per capita. GDP per capita usually increases more than energy use per capita as a country
becomes more developed. Therefore, GDP produced per unit energy increases with devel-
opment. This can be the result of a variety of factors, but it is most predominantly related
to developed countries having access to higher levels of technology, which provides more
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efficient means of converting capital and labor into production output. A good way to look
at economic energy efficiency per capita is to view it as the efficiency of a single person in
the country converting energy into GDP, or how good the people of a country are at making
a product from energy. A country with more skilled labor will be more productive than a
country mainly based on manual labor. It must be noted that developed countries have neg-
ative contributions to energy use as well, such as more luxuries. However, the net efficiency
resulting from technology and education is positive. How the amount of capital and labor
used per unit of energy changes with depletion of readily extractable fossil fuel resources can
also be important. If the more readily extractable resources are depleted, then increasing
energy costs can stimulate more efficient energy use.
Figure 2.2: GDP per capita versus energy per capita for various countries. Data from [31].
In Figure 2.2, various countries, both developed and undeveloped, are graphed according
to their GDP per capita and energy use per capita. Countries such as Japan, France and
the United Kingdom are developed and exhibit relatively large economic energy efficiency.
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The United States and Canada are large energy users, but are among the most productive
per capita. Taking the slope from the origin and intersecting through a country’s location
on the graph gives the numerical value of that country’s economic energy efficiency, which
is defined as,
ηe =
GDP/capita
E/capita
=
GDP
E
(2.12)
An important observation to make is that this is not a stern indicator of a country’s
development index, it is only a general tool. The reasons are numerous, but an obvious
problem is with geography. Peru has a high economic energy efficiency, in fact, it is the
most efficient out of all the countries displayed in Figure 2.2. For Peru, this may reflect the
tropical climate and a stage of development that causes the country to use relatively little
residential energy compared to the other countries on the graph. Russia has a relatively low
energy efficiency compared to the other countries, in part, because it is in a cooler region of
the world, as is Canada. Both of which have substantial energy use per capita.
2.2.3 Types of Energy and Their Role in the Economy
Not all forms of energy are equal in the eyes of an economy. Some forms are primarily used
for transportation, some for electrical energy production, some for direct heating, and others
for various other purposes. Figure 2.3 shows the general classes of energy forms and which
sectors of the economy are the primary consumers of each type. Transportation sectors rely
heavily on fluid fossil. Electrical power production is handled primarily via coal, nuclear,
renewable forms, and some natural gas. The majority of natural gas is used for heating and
powering residential and industrial activities.
Understanding how the various sectors interact with each other can give greater insight
into the effect energy has on an economy. Extrapolating GDP based on discrete energy
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sectors instead of grouping them all together into total energy can be done, but is outside
the scope of the LOGICAL-1 model. Future revisions are planned to include more than one
energy sector.
Each energy sector has unique characteristics that will have an effect on the future of that
specific technology. As governments become more aware and proactive in terms of reducing
green house gases, traditional forms of energy production such as coal, natural gas, and oil
may become costlier to use and, in some cases, legally limited. Government regulations and
taxes on carbon producing energies may drive the price up and create room in the market
for other, alternative technologies such as nuclear, water-based, and biofuels.8
Figure 2.3: Hierarchical chart of energy forms and the sectors of the economy that primarily
use each type [15].
8Some forms of biofuels fix carbon in the production of the fuel, thereby making the process carbon
neutral.
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For the reasons stated above, it is helpful to view the energy market in terms of two
sectors: carbon emitting and non-carbon-emitting. The global economy will move toward a
carbonless—or at least a sustainable—energy market with a long-term limit of the carbon
intensity of energy approaching zero. Breaking the energy sectors into carbon emitting
and non-carbon emitting technologies provides data helpful for extrapolating future carbon
emissions as well as the maximum atmospheric carbon concentration that the world is likely
to experience before the regional markets adjust to sustainable sources. This information is
vital for supporting policy decisions that will have consequences decades in the future.
Figure 2.4 displays the historical energy usage for the United States by energy sector
from 1900 to 2009. Carbon-based energy growth started to taper off around 1970 after
the so-called energy crisis. In recent years, there has been a decrease in carbon-based fuels
while biofuels, nuclear, and alternative energies (mainly wind and solar) have increased or
remained steady. Water-based energy forms have not changed in the past three decades.
This is mainly because all economically viable water-based energy production sources have
been exploited. Newer developments in tidal power may cause this sector to expand in the
future, but economically useful tidal energy resources are quite limited.
In Figure 2.5, the increase in non-carbon based fuels can clearly be seen. The growth has
been stable, but increasing while carbon based sources have been volatile. As before, the
political and societal pressure has already started to have an effect on the carbon based energy
sector. Future environmental carbon limiting policies and awareness may provide continual
downward pressure on the carbon based markets while propping up the non-carbon based
energy sector. This is consistent with the decrease of the carbon intensity of energy toward
zero in the long term limit.
22
1900 1920 1940 1960 1980 2000
0
1´107
2´107
3´107
4´107
Year
En
er
gy
U
se
by
Se
ct
or
HT
Jy
rL
gas
oil
biofuel
water
nuclear
coal Oil
Natural Gas
Coal
Nuclear
Water
Biofuel
Figure 2.4: Historical US energy use data divided into the major energy forms [14, 15].
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2.3 The LOGICAL-1 Model
The LOGICAL-1 model uses the carbon-free, long-term limit along with neoclassical eco-
nomic growth theory to estimate GDP and energy production. In this thesis, this was done
for eight global geographic regions. The model’s various exogenous factors such as labor
and technology were calibrated against a historical database. Using the extrapolated values
of energy production and the carbon intensity of energy, the total carbon output for each
region was established. Using the regional carbon output data, a global climate model can be
used to provide the globally averaged temperature impact that various econo-energy policies
would have on the world. The next two chapters develop this methodology.
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Chapter 3
GDP and Energy Modeling
The scope of this chapter involves developing a set of Euler-Lagrange equations that were
solved to yield a time-series analysis of extrapolated GDP growth for eight “self-sustainable”
regions.1 During the process, extrapolations for energy usage and carbon emissions were
obtained, which was the primary motivation for the GDP calculations. The equations are
inherently non-linear because the solutions to the GDP growth extrapolations are, in part,
dependent on the energy sector, which is constrained by carbon emissions. Therefore, the
entire model is a coupled problem for which the econo-energy portion, as calculated, interacts
with the carbon model—the coupling of the LOGICAL-1 model and the climate model is not
shown here. The carbon model uses the carbon emissions data to inform policy decisions,
which are then run through the system again and the outcome is checked via the carbon
and climate model. Because of the multiple dependencies and non-linearity of the problem,
the full derivation will not be presented in the body of this report, but can be found in the
appendix.
1The regions were grouped into regions that are potentially self sufficient in total energy because the
LOGICAL-1 model does not account for how energy trade between regions has a net differential effect on
GDP.
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3.1 LOGICAL Model
3.1.1 Development
The LOGICAL model was created to serve as an intermediate level welfare maximization
model of GDP that is calibrated against a historical time-series database. The motivation
behind the LOGICAL model’s development was to provide a lightweight computational tool
that can be used to quickly analyze multiple economic, energy-based, and carbon-based
scenarios without having to use large-scale computational techniques that are both costly
and time consuming. The principle use of the model was for climate modeling, but it has
also been adapted for use in energy extrapolations.2.
The model maximizes the following welfare function using Euler-Lagrangian maximiza-
tion methods,
W =
∫ t2
t1
L
(C/L)1−ϑ − 1
1− ϑ e
−ρtdt (3.1)
The welfare function W is dependent on consumption, C, labor, L, social discount rate,
ρ, and the inverse of inter-temporal substitutability of consumption, ϑ.3 Consumption, pro-
duction, and the energy use rate, w, are defined as follows,
Consumption
The consumption function is based on the Solow model’s interpretation [27],
Y
α
= C + I (3.2)
I = rK + K˙ (3.3)
2Descriptions of the development of the LOGICAL model can be found at the following references, [15, 14].
3ϑ is the measure of the likeliness to forgo consumption now in order to consume more in the future or,
more simply, to save.
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substituting Equation 3.3 into Equation 3.2 and rearranging for C,
C =
Y
α
− rK − K˙ (3.4)
K is capital, r is the depreciation rate, and α is the scaling factor for capital.
Production
The production function is a modified form of the Cobb-Douglas function:
Y = D[((1− βk)K)α((1− βl)L)ω]φwβ(1− βγd) (3.5)
D is the “development index.” β is the fraction of total capital that is in the commercial
energy production sector. βk, βl, and βγ are the fraction of capital, labor, and damage
applied to the energy sector, respectively.4 α and ω are the “constant return to scale”
factors. For example, an increase in labor and capital in each sector by twenty percent will
increase production by twenty percent, or the model exhibits a constant return to scale.
This is because we chose parameters such that α + ω = 1 and φ + β = 1. The final term is
the damage function. Increases in energy production in certain sectors increases the green
house gas (GHG) levels, which causes capital and labor to be shifted into the adaptation of
a changing climate. This factor can be estimated with the aid of a global carbon and heat
balance model. In this thesis, a global carbon and heat balance model was developed but
was not applied to estimating damage from climate change.
Energy Use Rate
The energy use rate function w is based on the values of capital, labor, and a penalty
4Therefore, (1− βk)K would be the amount of capital left after the energy sector’s portion is extracted.
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function to compel the solution toward the optimal path:
w = BX(kK)α(lL)ω (3.6)
X = 1 + (h/)(U˙/w)−Mqm (3.7)
q = p− U˙
w
(3.8)
B is another “development index” much like D, but was calculated separately for the
energy sector. h is the relation between energy productivity and the carbon intensity of
energy production. X contains the carbon use penalty function, q. q is defined as the
difference between the optimal carbon use path, p, and the actual path. The larger the
difference, the more the penalty function compels the solution back toward the optimal
result. p is the carbon intensity of energy production and is constrained by the following
relation,
U˙ = pw (3.9)
The increase in cumulative carbon use (U˙) is proportional to the rate at which energy is used
(w) and the carbon intensity of energy (p). The value of p is dependent on future political
and environmental factors that will govern the rate of carbon emissions. In the long term
limit, carbon fuel based energy sources will become increasingly depleted and as t → ∞,
p → 0.  is a proportionality constant that is assumed to be small for the results shown
in this thesis, which is thus limited to the time scale for reductions in carbon intensity are
longer than other relevant time scales.
Market Separation
An important aspect of the LOGICAL model is the separation of the energy and the gen-
eral goods sectors. This discrete bundling of the sectors is essential for extracting energy
extrapolations. The original Cobb-Douglas function is,
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Y = DK α¯t L
ω¯
t (3.10)
where α¯ and ω¯ are generalized scaling variables and t denotes total. If capital and labor are
split into the energy and general goods sectors and the damage function is added into the
equation then we get,
Y = D(Kαg L
ω
g )
φ(µKαe L
ω
e )
βdtotal (3.11)
where g and e denote the general and energy sectors, respectively. µ is a general energy
relation. With this expression, it is easier to understand the contribution of both the energy
and general goods sectors on the production function. The equation can be seen as,
Y = DGφEβdtotal (3.12)
When written in a simplified form, it is easy to understand how the capital and labor
markets are broken into the energy sector (E) and the goods sector (G). The function is
balanced with the general production function by requiring φ + β = 1. All four of the
elasticities of capital (α), labor (ω), general production (φ), and energy production (β) are
calibrated against a historical database. The full relation of production (Equation 2 and ??)
works in the same way.
The development index, energy index, and labor functions are all based on logistic func-
tions.
Labor and Development Indices
Labor (L) is a function of population and is modeled with a parameterized logistic function.
The technological development index (D) and the energy development index (B) also follow
a parameterized logistic function, but are calibrated separately,
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D = aν/s (3.13)
B = aµ (3.14)
L = bξ/σ (3.15)
where,
a = 1/(1 + se−νt) (3.16)
b = 1/(1 + σe−λt) (3.17)
The development indices are functions outside of capital and labor that account for the
change in productivity as an economy becomes more efficient in using resources by means
of technological advancement, educational progress, and other beneficial factors that are
exogenous to the system. Labor is calculated exogenously to the GDP calculations as well.
These relations are fitted with logistic functions and calibrated with historical data.
The exponent parameters ν, µ, ξ, s, λ, and σ are inserted for calibration purposes. s
is taken to be one and is inserted for the purpose of recovering previous versions of the
RICE model detailed in von Below and Persson by requiring s→ 0 and σ → 0 [32]. σ may
be adjusted to account for temporal lag between the development indices and population
growth, which is illustrated in Figure 3.1. Countries such as the US are further developed in
terms of technological development, but are still increasing in population at an appreciable
rate. Other countries such as India are growing quickly in terms of both population and
technology. s is defined as one to g since time is measured from the inflection point of a.
Damage Function
Environmental changes can affect economies on a large scale. An example is the flooding of
Thailand that began in July 2011. The floods covered over sixty percent of the country’s
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Figure 3.1: s is set to one, so σ adjusts for the temporal lag between labor and technological
development.
provinces and destroyed numerous computer production facilities. Within a month, twenty-
five percent of the world’s hard disk drive production capacity was eliminated. This natural
disaster in one relatively small region affected the entire world by driving the price of hard
disk drives up by over one-hundred percent and, in turn, increased the price of data storage,
computers, and internet hosting. This example illustrates the real effect environmental
changes can have on a global economy.
The damage model in LOGICAL-1 is based on temperature changes, which are calculated
exogenously by a separate carbon cycle model. The outside data is implemented in the
present model by the inclusion of,
(1− γβd) (3.18)
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in the production function where,
d = d1∆˙
2 + d2∆
2 (3.19)
where ∆ is the difference between actual global average temperature and the constant global
average temperature that minimizes d, and ∆˙ is the time rate of change of ∆. For our pur-
poses, the expansion parameter, γ, is considered to be small. For the first order expansion in
γ, d can be set to zero—or rather, no damage correction in the model—and the energy and
carbon use rates can then be computed. Using the obtained values from the first iteration,
the damage function can then be computed using global carbon and heat balance equations
outside of this model and then be fed back into the system for further analysis. To include γ
without iteration would require the global carbon and heat balance equations to be included
in the Lagrangian derivation, which would increase the complexity of the problem outside
the scope of this report.
Boundary Conditions
Before developing the Euler-Lagrange equations, it was necessary to consider the appropriate
boundary conditions for the GDP extrapolations. If the model is acceptably accurate for
all past time, a boundary conditions for initially balanced growth is regularity as t → −∞
and Y → 0. If the model is acceptably accurate for indefinitely far into the future, then
a sustainability boundary condition is regularity as t → ∞. Sustainability as a terminal
boundary condition satisfies social, environmental, and economic equity.
LOGICAL-1 uses a sustainability terminal boundary condition, but many regions have
undergone large perturbations throughout the previous century due to World War II, political
regime change, and political policy (such as China’s one-child policy.) For this reason, it
is not always sufficiently accurate to impose an early initial condition of regularity in the
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limit t → −∞. Instead, we applied the sustainability terminal boundary condition and
adjusted the initial condition with a least squares fit calibrated by a historical database of
per capital GDP growth rate. The growth rate was used rather than GDP per capita to
remove temporal serial correlations between the data set and fit when calibrating with least
squares. Using growth rate also reduced the number of free parameters because the initial
growth rate was known (ν), the initial time value (t0) was known, and the initial condition
could be found. Because simultaneous calibration of a large number of parameters could be
problematic, using a parsimonious number of adjustable parameters was helpful.
3.1.2 Lagrangian Equations
A set of Lagrangian differential equations were found that maximizes the welfare function.
It was necessary to introduce new terms for the integrand in the welfare function, Eqn 3.1,
Γ = LϑC−ϑe−ρt (3.20)
ΓC = L
ϑC1−ϑe−ρt (3.21)
The Lagrangian is defined by,
L = CΓ
1− θ (3.22)
A penalty function was used to compel the solution along an optimal path. The forcing
for this penalty function was based on the difference between the optimal carbon emission
path and the actual path. The penalty equation is expressed in the energy use function, w,
by Eqns 3.7 and 3.8. The integrand in Eqn 3.1 is differentiable and, therefore the optimal
solution must obey,
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δL
δk
=
δL
δl
= 0 (3.23)
The Euler-Lagrange equations must be satisfied,
δL
δK
=
d
dt
δL
δK˙
(3.24)
δL
δU
=
d
dt
δL
δU˙
(3.25)
It must be noted that the notation used here is not standard. The δ is viewed as a partial
derivative performed on a set of variables that are treated as an independent set, but the
resulting partial derivatives are then treated as functions of time after the computation of L
is performed. The basic structure is now complete. The full derivation of the Euler-Lagrange
equations is developed in the appendix.
3.1.3 Energy Equations
The Euler-Lagrange energy equations were found explicitly and are shown in the appendix.
3.2 Calibration
A key feature of the LOGICAL model is its inherent requisite to be calibrated against a
historical database. The LOGICAL-0 model was previously calibrated against an eight region
dataset in earlier works, and was used to determine global energy usage.5 The LOGICAL-1
model keeps this capability, with the main area of interest being the United States although
other regions will be reported as well. A database of energy usage, population, GDP, and
energy production is used in the calibration of the model detailed in this report. Energy
5The previous, LOGICAL-0, model was successfully calibrated for an eight region economic energy study
[15].
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usage and energy production are broken down into groups outlined in Figure 2.3. The energy
data sets include water (geothermal, hydroelectric, and tidal power), new renewables (solar
and wind), coal, biofuels, fluid fossil fuels, and nuclear. The dataset reaches as far back as the
1700’s, however numerous changes in the United State’s growth path disrupt the calibration
of our current growth projections. Two methods can be used to combat this issue: 1.) Only
use data from the last discontinuity or 2.) weigh newer data heavier than older data. The
method used in this report only used data from the last discontinuity.
The database is adjusted for inflation. Inflation causes the value of currency to change
over time. To properly compare and understand GDP values over long periods of time it is
necessary to adjust for this temporal change in value. GDP is in terms of purchase power
parity (PPP) currency. Traditionally, the type of PPP currency used in most economic
databases is in the form of Geary-Khamis (GK) dollars or the purchasing power equivalent
of a benchmark currency at a certain time period. Most commonly, GK dollars are in terms
of the purchasing power of US dollars in the year 1990 (1990 US$).
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Chapter 4
LOGICAL-1 Calibration and Results
Using the mathematical model detailed conceptually in Chapter 3 along with the full deriva-
tion of important equations outlined in Appendix A, a numerical analysis was developed
using Mathematica as the programming environment. The following chapter outlines a brief
overview of the programming methodology. After which, the calibration method and results
are discussed.
4.1 Program Outline
4.1.1 Mathematica 8
The choice to use the Mathematica programming environment was based on several criteria
such as scalability, relatively easy learning curve, previous experience, well documented
syntax, numerous built-in features, and the size of the project. Mathematica let us easily
import large Excel files, manipulate the data, and use them within the program without any
intermediate filtering. The built-in graphing and plotting features were also used to create
the graphics through out this report.
36
4.1.2 LOGICAL-1 Work Flow
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Figure 4.1: The LOGICAL-1 program flow. The rounded boxes represent modules that take
either database information or output from another module as their input. The sharp-edged
boxes represent the output of the modules in the form of .xls documents. The output files
without arrows are used in the energy computation modules.
The LOGICAL-1 program inputs and outputs many modules and databases. Figure 4.1
shows the general work flow of the model. The upper half of the chart consists of aggregating
and computing information from databases that were used in the energy and GDP extrapo-
lations. The intermediate calculations consist of population, GDP, and carbon intensity fits
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and calibration. These were input into an energy module (not represented here) to create
energy usage extrapolations.
The historical GDP and population data were derived from the Angus Maddison database
with certain areas filled in and extended from the United States Census Bureau’s database [30,
33]. The energy usage data were compiled from energy statistics collected by the United Na-
tions Statistics Division (UNSD) from 1950 to 2010 [34]. The UNSD provides an annual
report of all officially reported energy statistics from over 220 countries accounting for us-
age, production, trades, and more. T. S. Gopi Rethinaraj and Clifford Singer created the
database in 2005, and it was updated by Singer for the work reported upon here [14]. The
raw data from these sources were manually divided into eighteen separate databases. Ta-
ble 4.1 provides a comprehensive outline of the database structure, module work flow, and
the output of the LOGICAL-1 model.
Because of the large amount of data that was processed, it was important to organize and
automate the process. The final computer document includes a master run file that centrally
executed each individual module and organized the output databases. Each subsection could
be run separately if desired. The computer code structure was programmed with modularity
in mind during the design phase, which made for an adaptable model. The initial goal of
the project was to create a socio-economic energy model that is easily executed on a typical
personal computer. The run time of the master file was between thirty seconds to several
minutes depending on the exact computer hardware configuration used. This was in line
with the design specifications the project was aimed at.
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Logical-1 Modules
Ref. Purpose Inputs Outputs
A Aggregates energy, pop, and GDP through 2009 1-15 b
B Aggregates pop through 2050 15,16 a
C Aggregates GDP through 2016 15, 17, 18 e
D Fits regions’ pop evolution a, b c, d
E Collects per capita GDP data to fit b, c, e f
F Fits per capita GDP analytically d, f g, h
G Fits historical carbon intensity of energy use b i
Logical-1 Inputs
Ref. Database Source
1-12 biodiesel, coal, ethanol, gas, geothermal, nuclear,
oil, photovoltaic, solar, tidal, wind, hydro
[14]
13-14 Angus Maddison population and GDP statistics [30]
15 ISO numeric codes [35]
16 USCB 1950-2050 population data [33]
17 IMF World Economic Outlook data [31]
18 ISO alpha codes [35]
Logical-1 Outputs
Ref. Description
a Aggregated USCB population data
b Aggregated energy usage, GDP, and GDP per capita data by country
c Population data complete by country
d Population fit by country
e Aggregated IMF WEO GDP data
f Aggregated GDP data complete by country
g GDP fit by country
h GDP calculation constants
i Carbon intensity fits
Table 4.1: Logical-1 work flow table. The capital letters correspond to modules, the numbers
to database inputs, and the lower case letters to outputs that may be fed into modules.
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4.2 LOGICAL-1 Calibration and Results
The calibration of the LOGICAL-1 model uses a multi-step approach. To extrapolate energy
projections, the model was first calibrated to correctly fit historical population data. The
population fits and the aggregated GDP data were then used to create GDP per capita data
that was used to calibrate the GDP per capita fit, which was handled analytically by the
model for the examples shown here. Once the GDP per capita fit was calibrated, the GDP
constants and the GDP fit to be used in the energy extrapolations were created.1 Finally, the
energy extrapolations were calibrated with both the GDP fit and historical energy statistics.
Because of incomplete data with regard to the Pacifica and LatinPlus regions, the afore-
mentioned regions were excluded from the model for the analysis herein. The LOGICAL-1
model did not need all the regions to properly compute the remaining regions because of the
bundling of countries into separate “self-sufficient” regions as described below. The results
include world extrapolations that used data on-hand to best-fit the excluded regions.
4.2.1 Regional Grouping
The LOGICAL-1 model is not designed to simulate a world economy with significant overall
energy trade imbalances between all regions. Instead, the model bundles countries into
“self-sufficient” regions that are capable of being energy and trade independent of the other
regions. This allows for a much less complicated model while still retaining the extrapolation
accuracy desired for the project.
The original binning of countries into regions was performed in previous works, however
slight changes have been made to the distribution of countries for this report [15, 14]. The
full country composition for each region is given in the appendix. The eight regions include,2
1These constants are explained in detail in Chapter 3. They include: α, ω, θ, and others.
2Images were constructed by Hermann von Brevern during previous work on the project [15].
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ChinaPlus 1
Figure 4.2: ChinaPlus includes all of mainland China in addition to North Korea, Mongolia,
and Taiwan. [15]
SAFTAPlus 2
Figure 4.3: SAFTAPlus includes all nations in the South Asian Free Trade Association. [15]
SubSahara 3
Figure 4.4: The SubSahara region includes countries on the African continent below a line
drawn from Kenya to Senegal. [15]
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LatinPlus 4
Figure 4.5: LatinPlus includes all countries from Mexico through all of South America. The
Caribbean is also included. [15]
MidEastPlus 5
Figure 4.6: MidEastPlus includes those countries that are above the line drawn through
Africa and not included in other groups. Iran is also included. [15]
Pacifica 6
Figure 4.7: Pacifica includes all countries belonging to the Association of Southeast Asian
Nations. The region also includes Australia, Japan, New Zealand, Polynesia, and South
Korea, which not shown here to keep maps compact. [15]
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EUPlus 7
Figure 4.8: EUPlus is made up of all the countries comprising the European Union plus
Russia, the Ukraine, countries of the former Yugoslavia, Switzerland, Armenia, Belarus,
Azerbaijan, Georgia, Moldova, Kazakhstan, Kyrgyzstan, Turkmenistan, Uzbekistan, and
Tajikistan. [15]
USAPlus 8
Figure 4.9: The USAPlus region is comprised of North America and its territories, Puerto
Rico, Hawaii, Guam, and the US Virgin Islands. [15]
4.2.2 Databases
Population Data
Several regions in the databases have areas of shifted paths, meaning an event occurred that
had a major effect on the data set. One such example is the “Great Leap” that took place
in China between 1958 and 1961 [36]. Poor social planning, bad weather, and the large-scale
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overworking of laborers caused a large discontinuity in the population growth trend. Using
data prior to this incident caused the model to make poor extrapolations. Figures 4.10, 4.11,
and 4.12 show some examples of the population data included in the database.
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Figure 4.10: The “Great Leap Forward” can be seen during 1958-1963. Gpersons equals one
billion people.
GDP, Energy, and Carbon Data
GDP data collected from the Angus Maddison and United States Census Bureau databases
were combined with the population statistics to create a GDP per capita database [30, 33].
The GDP data are in the form of Purchasing Power Parity, more specifically, the data are
in the form of Geary-Khamis dollars using 1990 as the baseline year.
The energy databases can be searched by energy type, year, and region. They include
historical statistics such as carbon intensity, carbon use, energy use, and energy production.
Some notable examples from the database can be seen in Figures 4.13, 4.14, and 4.15.
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Figure 4.11: The effect of World War I and World War II can be seen in the population dips
for the European Union. Gpersons equals one billion people.
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Figure 4.12: The United States exhibits steady population growth. Gpersons equals one
billion people.
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Figure 4.13: China exhibits strong economic expansion and development.
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Figure 4.14: The Iran-Iraq war and the 1979 oil crisis followed by the Gulf War had a long
term effect on the region.
46
1950 1960 1970 1980 1990 2000 2010
0
2.0´107
4.0´107
6.0´107
8.0´107
1.0´108
1.2´108
year
TJ
th
y
r
US Energy Use
Figure 4.15: Energy use in the United States is beginning to taper off. Note the pause during
the “energy crisis” of the late 1970s, which lasted throughout the 1980s.
4.2.3 Population Fit
The population data—increment over the base year of 1820—was fit using a parameterized
logistic function, Equation 3.17. The logistic function’s parameters were calibrated using a
least squares fit to the data, which minimizes the sum of the squares of the residuals between
the data and fit. Mathematica was used to find the fitting coefficients required to fit the data
to a logistic curve. The base year population was added back into the logistic function, so
the result shown here represent total population. Figures 4.16 and 4.17 represent an example
of the result of the fitting process.
After the coefficients of the logistic function were determined, the data were then exported
to be used in later modules. The eight-region, population-extrapolation plot shows growth
in currently underdeveloped countries. Countries that are toward the beginning of their
developmental growth path have yet to approach zero population growth rates.
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Figure 4.16: The dotted line represents the database data while the straight line is the fit.
The United States shows steady population growth. Gpersons equals one billion people.
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Figure 4.17: The dotted line represents the database data while the straight line is the fit.
The Middle East Plus region shows strong growth. Gpersons equals one billion people.
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The effect of an increased development index will cause a substantial increase in popu-
lation. This can be seen in the SAFTAPlus, MidEastPlus, and SubSaharaPlus regions in
Figure 4.18.
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Figure 4.18: Population fits were plotted. Explosive population growth was seen in regions
that were currently toward the bottom of their technological and development growth path.
Gpersons equals one billion people.
The eight regions can be added together to give the extrapolated world population as
seen in Figure 4.19. The fit fell directly in-line with current world population numbers and
relaxed to slow growth at around eleven billion people.
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Figure 4.19: The world population fit is the summation of all the regions. Gpersons equals
one billion people.
4.2.4 Carbon Intensity, Carbon Use, and Energy Fit
All the data manipulation before was done to set up the necessary input for the carbon
intensity, carbon use fits, and energy fits.
Carbon Intensity Data and Fit
Carbon intensity is the amount of carbon units burned per unit of total energy use. Carbon
intensity measures the efficiency in which a country can convert resources into energy relative
to carbon output. Carbon output may be reduced in a number of ways such as carbon
sequestration, increased use of alternative energy sources like solar and wind, and also the use
of non-burnable energy sources such as nuclear and water. The carbon intensity measurement
used in the LOGICAL-1 model was divided by the carbon intensity of pure coal. Carbon
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intensity (p¯) as shown on the plots and used by the LOGICAL-1 model is defined as: p¯ = p/pc,
where p is carbon intensity and pc is the carbon intensity of coal. Countries begin with a
carbon intensity, relative to coal, of one. Of all the commercial energy sources included in
the database, coal was used exclusively during the beginning of the industrial revolution.
As countries become more technologically and environmentally progressive, the amount of
carbon produced per unit energy, relative to pure coal, decreases due to the adaptation of
energy sources that emit less carbon than coal.
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Figure 4.20: Early energy needs were met almost exclusively with coal. As the twentieth
century progressed, countries began to adopt alternative sources. p/pc is carbon intensity
divided by the carbon intensity of pure coal.
Figure 4.20, shows the historical carbon intensity data created from the energy use and
carbon emissions results. Some regions, such as ChinaPlus, either only have reliable energy
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statistics from around 1940 or did not significantly deviate from nearly complete coal power
dominance until much later than other countries.
The carbon intensity was fit using cumulative carbon emissions as the independent vari-
able instead of time. This is done to make the data easier to fit due to not having to follow
the underlying energy usage fluctuations as a function of time. Figures 4.21, 4.22, and 4.23
show the data versus fit for the eight regions.
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Figure 4.21: The EUPlus and USAPlus regions show a steady decline in carbon intensity
as cumulative carbon increases. p/pc is carbon intensity divided by the carbon intensity of
pure coal.
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Figure 4.22: ChinaPlus, SAFTAPlus, and LatinPlus show a quick relaxation to their steady
state carbon intensity value. p/pc is carbon intensity divided by the carbon intensity of pure
coal.
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Figure 4.23: SubSahara, MidEastPlus, and Pacifica show a very quick relaxation to their
steady state carbon intensity value. p/pc is carbon intensity divided by the carbon intensity
of pure coal.
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Energy Use Fit
The energy use fits were calculated using carbon intensity, temporal change in energy per
GDP, population data, time derivative of carbon intensity, and exogenous production ef-
ficiency coefficients. These calculations were all based on fits and databases created from
previous data. Sinusoidal corrections were applied to the fit to more closely follow the
historical data. Figures 4.24, 4.25, and 4.26 show the energy fits for all eight regions.
The regions of ChinaPlus, Pacifica, and SAFTAPlus were calibrated to more recent data
because of instabilities in the database. This can easily be seen with ChinaPlus, because the
region has recently undergone very rapid growth in all areas. Using earlier data gave results
that were not in-line with predicted behavior.
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Figure 4.24: ChinaPlus, Pacifica, and SAFTAPlus use more recent data because of the
instability of previous years. Years are taken from the base year of 2000.
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Figure 4.25: The USAPlus and EUPlus regions exhibit steady energy growth. Years are
taken from the base year of 2000.
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Figure 4.26: Quick energy growth can be seen in these developing regions of the world. Years
are taken from the base year of 2000.
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Using the previously calibrated fits, future energy extrapolations were created for each
region as well as carbon usage by using the energy fits and carbon intensity fits. Figure
4.27 shows extrapolated energy use by region using the energy fits. Summing all the regions
together, extrapolated world results were found and are shown in Figures 4.28 and 4.29 for
both energy use rate and carbon use rate. World energy use rates and carbon use rates were
predicted to quadruple before relaxation to steady state takes place. Note in Figures 4.28
and 4.29 that the line turns thicker once the extrapolation was outside the realm of usable
results. The information past this point should be used only to see how the model relaxes at
long time scales and should not be used to derive usable information because of uncertainty.
The further the information is away from the fitted data, the more unlikely future data will
follow the extrapolation.
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Figure 4.27: The extrapolated energy use to 2060 shows a rapid doubling of energy use
in ChinaPlus and other developing regions. The USPlus and EUPlus regions show steady
energy growth.
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Figure 4.28: The extrapolated world energy use rate was predicted to climb into the Terajoule
range with a relaxation to around 2 TJ per year.
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Figure 4.29: The extrapolated world carbon use rate was predicted to exhibit strong growth
over the next century with slow relaxation.
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4.3 Conclusions and Critique of the LOGICAL-1 Re-
sults
The LOGICAL-1 model was designed to model overall trends within the world economy and,
as such, it omits key factors of more complicated models such as MERGE [37]. The purpose
of this project was to provide an easily deployable and modular computer program that
will rapidly produce socio-economic energy extrapolations based on any number of political,
environmental, and societal scenarios. The LOGICAL-1 model could be thought of as a
rapid prototyping tool for policy makers to submit a large range of regulatory scenarios to
narrow down key conditions for further study on more computer intensive models. This
not only allows fast feedback for policy makers, but also saves computer time that would
otherwise be spent developing scenarios that LOGICAL-1 could identify as being worth little
consideration.
Potential users of the LOGICAL-1 model should be well aware of the limitations and
possible sources of error. Because the model was and can continually be calibrated directly
from historical data, the data needs to smoothed and, sometimes, used over restricted periods
of time for the fitting functions to work properly. This is most easily noticeable with the
fitting of the ChinaPlus region. The energy extrapolations could only use historical data
from the 1980’s forward because of the numerous disturbances in China’s economy that took
place during the Mao dynasty [36]. Other areas of incomplete or inaccurate data needed
to be mended throughout the database. There was also the issue of reporting errors for
many undeveloped countries. While reporting is presently much more accurate, data for less
developed countries earlier in the century are not totally reliable.
The model extrapolates trends and can not predict volatility that is inherent in any
natural system such as wars, natural disturbances, or anything that could perturb the system
in a way that the formulas used do not account for. Periodic corrections were introduced
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in the fits to search for general cycles within the data. However if the dataset is not large
enough to exhibit a full cycle then a determination of the amplitude and wavelength of the
oscillation is difficult to find. This was especially true for ChinaPlus where only twenty years
of data was sampled.
One of the main limitations of the LOGICAL-1 model was defining “self-sufficient” re-
gions. Population migration between the regions was taken care of in the population fits—
hence steady USAPlus population growth—but trade between the regions was not as accurate
as a fully featured economic model such as MERGE that includes international trade.
The results from the analysis show a quadrupling of energy usage and carbon usage
throughout the twenty first century. The current model assumes no political intervention or
carbon limitation and is based on the “business as usual” scenario.
The LOGICAL-1 model needs outside environmental and political assumptions to be
made to properly define the optimal carbon use path discussed in Chapter 3 that compels
the Lagrange equations via the penalty function. The results herein assumed no political
action and did not include the damage function. The source of uncertainty pertains to when
the growing carbon emissions rate is likely to stimulate effective global action to control
further growth there of. To gain insight into this question, results of a global carbon and
heat balance model are developed and shown in the next chapter.
4.4 Further Additions and Extensions
The LOGICAL-1 model is the second phase of the LOGICAL system. LOGICAL-0 was
developed many years ago, but always applied an initial balance growth boundary condition
[15, 14]. LOGICAL-0 also tightly coupled rates of growth of population and productivity.
The next step in the process is the development of a fuel fractions model that will take the
energy use extrapolations and break them into individual fuel streams for each region. This
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will separate the natural gas, coal, oil, bio-fuel, alternative sources, nuclear, and hydraulic
energy streams from the overall energy use data by region. This will allow the user to examine
extrapolations for individual fuel streams, which will be needed for the nuclear energy use
data to compute the potential amount of SNF that will need to be managed in the future.
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Chapter 5
Carbon-Climate Model
5.1 Why Consider Carbon?
Along with water vapor, carbon dioxide makes up the largest fraction of greenhouse gas
(GHG) concentrations in the atmosphere. Carbon dioxide also makes up the largest emission
source created by humans. Greenhouse gases having a large effect on the climate is not a
new development in the scientific field. Svante Arrhenius studied how CO2 levels might
affect the atmosphere’s ability to capture heat in the late 1800’s and came to some startling
conclusions. Arrhenius discovered that the Earth has numerous systems that affect the
atmosphere, with long-lived greenhouse gases (such as CO2) giving stability to what would
be a chaotic climate [8]. GHGs absorb both incoming and outgoing infrared radiation. This
capture acts as a buffer that traps heat, which causes a net increase in the energy retention
of a planet and therefore raises the global temperature as can be seen in Figure 5.1.
The greenhouse phenomenon is one of the very reasons that there is life on Earth at
all. Joseph Fourier calculated that the Earth would be entirely covered by ice if direct solar
radiation was the only factor governing Earth’s temperature [5]. However, what gave us a
relatively safe and calm climate could be pushed outside of our comfort zone if the carbon
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Sun’s Ray
Figure 5.1: The Sun’s rays can be captured and re-emitted by the GHG molecules. This
capture and release cycle slows down the dissipation of heat from the Earth’s atmosphere.
The more GHG molecules that are in the air, the greater the effect.
cycle is too far perturbed. For this reason, people are becoming increasingly aware of the
need to reconsider our current use of carbon-based energy sources as to preserve the current
climate for future generations.
The push to create international standards and agreements on carbon usage has a poten-
tially extraordinary effect on future energy usage and production extrapolations, and differ-
entially so for various energy sources. More weight will be given to alternative, hydraulic, and
nuclear power while public and administrative demand for traditional carbon-based sources
may begin to wane. For this reason, it is very beneficial to include the possible effects that
carbon policy limitations, such as cap and trade, would have on future energy usage and pro-
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duction.1 The LOGICAL-1 model can be calibrated to include the effect of carbon emissions
and temperature increases on energy extrapolations via the damage function.
In this section, a simple carbon balance model will be introduced, which is accurate
enough to help examine the effects of various political scenarios such as international car-
bon limitations, carbon penalties, or carbon trading. The LOGICAL model can take into
account discontinuities based on dates where carbon policies are likely to be initiated based
on the carbon cycle data and certain political assumptions. These critical dates can cause a
shift away from the market-driven energy usage and production trends and create a new path
that is compelled by the aforementioned political scenario. Further carbon reduction may be
necessary depending on if the first policy was enough to adequately stifle climate change. Po-
litically motivated carbon-emission reduction will continue until the energy industry follows
a resource-limited, production path.
The time line and exact date of these treaties can not be fully known, but using a carbon
model can provide insight into where these cusp decisions are likely to be made and various
scenarios can be developed to provide insight into the policy making decision process.
There are numerous climate and carbon cycle models available, but many are too com-
puter intensive to allow convenient synergy between the carbon/climate model and the PC
deployable LOGICAL-1 model. For this reason, a model that focuses on both accuracy and
computer time reduction was developed specifically for use with the LOGICAL-1 model.
1Cap and trade is a form of emissions regulation where a corporation, company, or nation is given an
allowance of pollution, carbon in the scope of this report, in the form of a trade-able permit. The permit
may be used toward the pollution emissions of the group or traded for profit to another organization that
exceeded their alloted allowance. In this way, a pollution market is established with a financial incentive to
reduce emissions.
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5.2 Carbon Cycle Model
There are numerous carbon models available in the scientific literature, but most are either
too simple to provide enough resolution or far too complex to be usable on a relatively
low-cost workstation. The carbon model chosen for use in conjunction with the LOGICAL-
1 model uses a simple zero-dimensional method based on a six-box, carbon cycle, which
includes human output, atmospheric concentrations, dead plant mass, living plant mass, soil
retention, and a single layer ocean as a large sink.2 The model was developed based on
work from A.V. Eliseev and I.I. Mokhov [9]. A numerical climate model originally developed
by Klaus Fraedrich was modified and coupled to the carbon model to calculate the global
average temperature. [38]
Figure 5.2 displays the basic work-flow of the model. The atmosphere receives carbon
from human emissions and the respiration of decomposing plant life.3 Living plant life
absorbs carbon from the air and stores the carbon within its cells. When plants die, the
carbon is both released into the atmosphere and into the soil. Over time, the soil respires
the carbon back into the atmosphere. At any one time, the biomass of the Earth holds a
significant amount of carbon. The ocean provides the largest amount of carbon storage and,
because of the mixing of the ocean layers, provides an almost endless carbon sink at the long
term limit [10, 9]. In the model, significant changes in the carbon concentration in the deep
ocean were not considered because the large volume of the deep oceans allows them to act
as an unsaturable sink on the time scales of interest. The mixed layer interacts with the
atmosphere and is most susceptible to quick temperature changes. The model consists of
numerically solving a set of coupled differential equations.
2Only the first 100 meters of the ocean, known as the thermocline, is largely affected at the time scales
in question
3This term could be broadened to include all decomposing biomass, but the inclusion of non-plant organ-
isms has a negligible effect on the calculation.
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Figure 5.2: The Mokhov and Eliseev model uses a six-box, carbon cycle with multiple carbon
paths [9]. Notice that the deep ocean needs to be considered at longer time scales. Vegetation
was broken into living and dead plant matter.
Atmospheric CO2 concentration
The time series CO2 concentration is represented by the following differential equation,
dpCO2(atm)
dt
= Ef +D − Fl − Foc (5.1)
where Ef represents the CO2 emissions from industrial fossil fuel burning, D is CO2 from land
use, pCO2 is the atmospheric CO2 concentration (in ppmv), Fl is CO2 uptake by land-based
soil and plant life, and Foc is the CO2 uptake by the ocean.
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Vegetation
Warming of the Earth’s surface creates more habitable zones for plant life, more CO2 in the
atmosphere facilitates increased photosynthesis rates, deforestation decreases the land based
carbon reservoirs, and changes in temperature affect the various respiration rates for plant,
soil, and oceanic systems.
The carbon uptake by the vegetative system is,
dCv
dt
= NPP − L−D (5.2)
where Cv is the amount of carbon in the vegetative system, NPP is the net primary pro-
ductivity of the vegetative system, L is litterfall, and D is the CO2 stock from land use.
Litterfall is the amount of carbon escaping the vegetative system through avenues such as
deciduous shedding of leafy growth and composting of dead vegetation. Litterfall escapes
the vegetative system and is added to the soil system. Litterfall is represented by,
L = AlCv (5.3)
where Al represents the temporal period of vegetation turnover.
NPP is dependent on the globally averaged surface air temperature, ∆Ts,g, by,
NPP = P −Rp (5.4)
P = (Ap)(gf [pCO2])(Cv,s)Q
∆Ts,g/∆T0
10,p (5.5)
Rp = (Ar)(Cv)Q
∆Ts,g/∆T0
10,r (5.6)
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where P is the photosynthetic carbon production rate, Rp is the plant-to-air respiration
rate, Ap is the photosynthetic period, gf is the fertility factor, Q10,p and Q10,r represent the
temperature dependence of photosynthesis and plant respiration rates, respectively, and Ar
is the plant respiration period. NPP should be viewed as the net rate of carbon used by
the process of photosynthesis. NPP is stored in the plant until the plant expires. After
death, the carbon is then considered to be litterfall within the model. NPP is the gross
rate of carbon used in photosynthesis minus the amount of carbon respired back into the
atmosphere by living plants. Photosynthesis, P , is affected by changes in temperature where
by increases in temperature increase the productivity of photosynthesis up to an optimal
level of ∼30◦C where it is then overtaken by soil respiration [10].4 Cv,s represents the steady
state amount of biomass, or the amount of carbon stored in living plant life taking into
account agricultural growth,
Cv,s = Cv,0 − kD
∫ tf
t0
D(t)dt (5.7)
Eqn 5.7 is the change of the natural biomass resulting from deforestation for agricultural
means where kD is the fraction of deforestation that remains permanent and D(t) is the total
amount of used land mass as a function of time. Cv,0 is the preindustrial quantity of biomass,
or the amount at an arbitrary time in which the model begins. Cv,s did not go to zero in our
simulation and land use was never great enough to require an alternate approach—when the
model is run for a thousand years in the past, deviations between observations and model
results suggest that changes in land use may have had a small effect and could be included
in a more detailed treatment [10].
The fertility rate takes into account propagation and depopulation of plant life with
respect to pCO2(atm),
4See “Soil-Vegetation System” subsection for additional explanation of this effect.
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gf [pCO2(atm)] =
pCO2(atm) − kc
kM + pCO2(atm) − kc (5.8)
where kc is the minimum concentration of atmospheric CO2 needed for photosynthesis and
kM represents the mid-point to full saturation of atmospheric CO2 where no further increase
in atmospheric CO2 will increase the photosynthesis rate. In no scenario that we ran did
the CO2 concentrations decrease below the kc threshold, so the fertility rate could not be
negative during our analysis [9].
Soil
Soil acts as a reservoir for a large amount of carbon. Soil receives carbon from vegetation
through litterfall, L, which is turnover from dead plant matter. The soil stores and respires
carbon back into the atmosphere through uptake by heterotrophs and bacteria located in
and around plant roots or, to a lesser extent, in the general mass of soil [10]. The carbon
balance for soil is given by,
dCs
dt
= L−Rs (5.9)
where Rs is the respiration of the soil system. Soil respiration is temperature dependent and
given by,
Rs = AsCsQ
∆Ts,g/∆T0
10,s (5.10)
where As is the soil respiration period and Q10,s is the power function specific to soil res-
piration, which satisfies its temperature dependence [9]. As the globally averaged surface
temperature, ∆Ts,g, rises, more carbon is respired by the soil acting as positive feedback to
the greenhouse effect [39].
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Soil-Vegetation System
The total soil-vegetation system uptake, Fl, expressed in the general global carbon balance
is given by,
Fl = NPP −Rs (5.11)
Fl represents the net ecosystem carbon balance change and is termed “net ecosystem pro-
ductivity”, NEP [40]. This term is important to understand because Rs increases faster
than NPP based on temperature. NEP is considered to peak at ∼30◦C because Rs begins
to dominate the Fl equation above that temperature [10, 40]. The overtake of photosynthesis
production by soil respiration due to warm temperatures could potentially provide positive
feedback to the greenhouse effect [40].
According to Cao and Woodword, Figure 5.3, temperature is not the only factor affecting
NEP and NPP . Carbon concentrations heavily influence their relationship as well [40].
NEP levels for 2010 (at 400 ppmv) have already begun to saturate with full saturation and
an eventual decline at ∼600 ppmv, which is predicted to take place by the year 2060. At
that point, additional CO2 would not be captured by the soil system and would be released
back into the atmosphere. As CO2 levels stabilize, NEP would settle to zero because of the
eventual balance between NPP and soil respiration [40].
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Figure 5.3: NPP, the top top most curve, is predicted to grow continually until full saturation
at 1,200 ppmv. NEP, the bottom most curve, saturates much sooner at 600 ppmv. VGC
and SOC, the middle curves, are not important to the current discussion and can be ignored.
Source: Figure from Cao and Woodword [40].
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Surface Ocean
CO2 is soluble in an amount based on the partial pressure of CO2 and the temperature
of the system. Cooler areas of the ocean, such as the arctic circle, absorb CO2. Currents
carry the water to warmer regions where the CO2 is released back into the atmosphere [10].
The average global rate of carbon uptake by the oceans is determined by the global average
atmospheric temperature, the temperature of the oceans, and the partial pressure difference
between the CO2 in the atmosphere and the CO2 in the ocean [10].
However, some simplification was justified. The contact point of CO2 ocean-air interac-
tion is between the thin layer of water above the oceanic thermocline and the troposphere.
Because of the extremely slow rate of mixing between surface ocean water and the regions
below the thermocline, only the surface ocean water plays a primary role in atmospheric
CO2 interaction over the time scales of interest here. For this reason, we considered the
sea surface layer’s partial pressure and temperature to be the only oceanic factors deter-
mining the exchange of CO2 between the ocean and the atmosphere. The ocean’s role was
simplified further by noting that the partial pressure of CO2 in the ocean is mainly driven
by the ocean’s temperature. Therefore, in a global, not regional, model we needed only to
consider the sea surface temperature to determine the ocean’s role. Using this simplification
and noting the fact that the global average atmospheric temperature and the global average
surface sea temperature, Toc,g, are the same, we constructed a general CO2 balance needing
only the atmospheric CO2 concentrations and the globally averaged surface sea temperature,
Fas = uc
dpCO2,a
dt
− uT dToc,g
dt
(5.12)
where Fas is the air-sea carbon uptake rate and uT and uc are constants to be calibrated
using historical oceanic carbon observations. When the rate of carbon uptake in the ocean
matches the rate of carbon uptake by the atmosphere from the ocean, Fas goes to zero as
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expected. When oceanic uptake dominates, Fas is a sink term in the atmospheric carbon
balance, Eqn 5.1.
Deep Ocean Mixing
The surface ocean carbon concentration constantly adjusts in response to changes in atmo-
spheric CO2 concentrations and globally averaged surface temperature. The aphotic layer of
the ocean, under the thermocline, does not interact quickly with the surface sea level. Car-
bon will migrate to the lower levels through gradual downward partial pressure and sinking
biological material. What does migrate from the surface to the aphotic layer stays in the
aphotic layer. Therefore it is considered to be a permanent sink. However, this interaction
is a very slow process. Thus, deep ocean mixing was not considered in the model.
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Table of Constants
Constant Description Value Unit Source
Q10,p Photosynthesis Q power 1.1-2.66 nondimensional [9]
Q10,r Rp Q power 1.4-3.0 nondimensional [9]
Q10,s Rs Q power 1.3-3.8 nondimensional [9]
Ap Photosynthesis temporal scale factor 1/3.4 yr
−1 [9]
Ar Rp temporal scale factor 1/11 yr
−1 [9]
As Rs temporal scale factor 1/30 yr
−1 [9]
Al Litter fall temporal scale factor 1/11 yr
−1 [9]
∆T0 Q power time scale 10 yr [9]
D Land usage [10]
uT Oceanic temperature factor 0.33*10
14 kg/K [9]
uc Atmospheric pCO2 factor 1.31*10
12 kg/ppmv [9]
kM Mid-saturation point of CO2 fertilization 150 ppmv [10]
kc Photosynthesis CO2 initiation 29 ppmv [10]
kD Permanent deforestation factor 0.27 nondimensional [10]
Cv,0 Initial biomass amount 0.55*10
15 kgC [9]
Table 5.1: Table of constants used in the model.
5.3 Climate Model
The carbon cycle model relies heavily on the global average temperature to create temporal
extrapolations of carbon concentrations in all four reservoir regions. The motivation for
determining carbon concentrations is the greenhouse effect, which increases the global aver-
age temperature. The carbon cycle model does not intrinsically update the global average
temperature based on the carbon concentrations at each point, so it was necessary to couple
an outside climate model to the carbon cycle model.
The Mokhov and Eliseev study used an intermediate complexity climate circulation model
that simulates cloud formation, weather patterns, radiative loss, heat migration between
regions, oceanic currents, and more [9, 41]. This type of model could only be used on
74
large-scale computing mainframes and was not compatible with the objective of creating a
light-weight model that could be run on a personal computer. Instead, a less computationally
intensive zero-dimensional, general climate model was developed based on the work by Klaus
Fraedrich [38].
Global Energy Balance
The simplest climate balance has only five terms,
c
dT
dt
= Ein − Eout (5.13)
where Ein,out is the rate of solar radiation entering and leaving the global system, respectively.
c is the heat capacity of the Earth, mostly comprised of the contribution from the ocean. T
is the globally averaged surface temperature and t is time. The equation balances energy in
the form,
c =
Q
∆T
(5.14)
where c is heat capacity, Q is heat, and T is temperature. Substituting Eqn 5.14 into Eqn
5.13, ∆T cancels leaving both sides equal to energy per unit time, or power. Determining
the mechanisms that drive Ein and Eout is the crux of the problem.
Inward Solar Radiation, Ein
Incoming solar radiation is given by the incident sunlight received over an area of Earth per
unit time,
Ein = 4piR
2
eµIo (5.15)
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where Re is the radius of the Earth, µ is a parameter that allows fluctuations in the magnitude
of solar radiation, and Io is the solar constant [38]. This equation, however, does not take into
account the albedo, or reflectivity, of Earth, but only the total amount that geometrically
collides with Earth.
Outward Solar Radiation, Eout
Incoming solar radiation experiences many obstacles before it makes it to the Earth’s surface,
Figure 5.1. These interactions include being absorbed and potentially reflected back into
space by molecules in the atmosphere, such as sulfates. The temperature of the Earth
affects the amount of water vapor present in the air, which affects its emissivity. Once the
radiation finally reaches Earth, it may be reflected back by reflective surfaces such as snowy
regions, water, and plant life. There is also simple black body radiation to be taken into
account. All these mechanisms combine into the outward solar radiation group. Correcting
for Earth’s albedo using Eqn 5.15,
Ein = 4piR
2
eµIo(1− αg) (5.16)
where αg is Earth’s general albedo without a further correction for ice reflectivity, which is
a function of temperature. To correct for the temperature dependence of ice reflectivity, we
use,
Ein = 4piR
2
eµIo(1− αg + αi) (5.17)
αi = b1T
2 (5.18)
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where αi is the ice albedo correction and b1 is a constant to be calibrated. It is more insightful
to begin arranging the terms by their power of T in the global energy balance equation. We
have so far,
c
dT
dt
= a3T
2 + a4 +O (5.19)
where a3 represents the ice albedo correction, a4 represents the insolation with the general
albedo correction, and O represents the remaining terms to be determined.
The Earth, just like any other celestial body, emits radiation because of heat. This heat
loss is determined using the Stefan-Boltzmann Law [38], namely,
Eout,r = eσT
4 (5.20)
where e is the effective emissivity and σ is the Boltzmann constant. Packaging e and σ
into a2 and adding this term to the general energy balance,
c
dT
dt
= a2T
4 + a3T
2 + a4 +O (5.21)
This leaves one more correction, which is needed in the Stefan-Boltzmann law. The
effective emissivity is actually comprised of,
e = s − a (5.22)
where s is the emissivity of the surface while a is the emissivity of the atmosphere. The
surface emissivity is assumed to stay constant during moderate temperature shifts, but the
atmospheric emissivity undergoes changes closely related to temperature [38]. The atmo-
spheric emissivity can be broken down further into,
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a = c + κT
2 (5.23)
where c is the emissivity related to atmospheric CO2 levels and can be represented by
a simple logarithmic function, c = ν ln(CO2(ppm)), where ν is an adjustable parameter
[38]. κT 2 represents the contribution of water vapor to the emissivity of the atmosphere.
Water vapor has a large dependence on temperature and is one of the largest contributors to
emissivity. Noting that the contribution of water vapor has a T 2 that will be multiplied by
the T 4 term in the Stephan-Boltzmann equation, the final term can be added to the energy
balance equation,
c
dT
dt
= a1T
6 + a2T
4 + a3T
2 + a4 (5.24)
To recap, a1 represents the contribution of atmospheric water vapor levels to the emis-
sivity of the Earth, a2 takes into account the radiative properties of the Earth, a3 is surface
ice’s contribution to Earth’s albedo, and a4 is the amount of insolation received by Earth.
All of these terms comprise the general energy balance.
5.4 Climate and Carbon Coupling
The global carbon balance model developed by A. V. Eliseev and I. I. Mokhov in 2007
used an intermediate complexity global circulation model to couple climatic temperature to
the carbon balance [9]. The model they used was far too complex for our study. For our
purposes, the temperature model only needed a temporal resolution matching the smallest
solar cycle used, which is eleven years. The temperature model needed to include long-term
variational albedo and emissivity shifts such as carbon modulation and ice growth and decay.
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The general global energy balance created by Klaus Fraedrich provided the accuracy needed
while being able to be deployed on a personal computer [38].
The general outline of the model was converted to computer code separately for each
model and compared to the historical carbon and temperature databases to insure the models
were working as intended. Exogenous, historical temperature data were fed to the carbon
model and, similarly, carbon data were fed to the temperature model. Each model was
separately calibrated to the historical data and, only after, were they coupled together. The
purpose of separately calibrating each model was to insure each model stood on its own
without adding further complexity.
The carbon model uses temperature input in the process of determining plant respiration,
soil respiration, atmospheric and oceanic carbon absorption, and photosynthesis production.
The temperature model inputs carbon to determine the emissivity of the atmosphere. The
relation c = ν ln[CO2/(CO2)0] was used to determine the additional contribution to overall
atmospheric emissivity as outlined by Fraedrich [38], where (CO2)0 is preindustrial carbon
levels5.
Final adjustments were made to adjustable parameters to fit historical data. Lastly, the
extrapolated results were compared to IPCC scenarios.
5.5 Climate and Carbon Results
Climate and carbon data varies depending on the region, method of determination, and
the period of time sampled. Carbon data has typically been taken from ice core samples
and, more recently, tree ring analysis among other methods [42, 12]. Collecting, comparing,
and calibrating historical carbon data was relatively straightforward as the comparison data
could be directly determined via the aforementioned methods. Historical temperature data,
5Preindustrial CO2 levels for the previous millenia were taken to be 280 ppm [11].
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on the other hand, was harder to determine and is highly debated with numerous models
showing a large variation between each other.
For the sake of homogeneity and ease of access to the reader, the temperature model was
compared to approved data used by the National Oceanic and Atmospheric Administration
(NOAA), which are also commonly used by the IPCC for their historical temperature com-
parisons, and IPCC/SRES scenarios were used for future temperature and carbon projections
[43, 44].
The results are broken into four sections. Carbon data was analyzed for the time period
of 1000–2011 AD and postindustrial times out to 2300 AD. The temperature model was
analyzed for the time period of 1000–1999 AD and two different regions for postindustrial
times out to 2300 AD. The 1000–2011 AD and 1000–1999 AD time period was used to
calibrate the carbon and temperature model, respectively. The modern time periods show the
temperature and CO2 extrapolations based on a potential CO2 emission scenario. Because
of the arbitrary nature of the CO2 emission scenario chosen for this report, the extrapolated
results should not be directly compared to the IPCC scenarios and were only plotted along
with the IPCC scenarios to provide contrast. The model detailed in this report is referred
to as the “Singer–Milligan–Fraedrich–Mokhov” model (SMFM.)
Carbon Model Results: 1000–2011 AD
The database used for calibration and comparison consisted of ice core samples taken from
Law Dome, which resides south of Cape Poinsett in Antarctica [42]. The ice core derived
CO2 database was retrieved from the National Oceanic and Atmospheric Administration’s
website. The full database is easily downloaded from their servers.6 The Law Dome ice
core samples run from 1000 AD to 1975 AD in five year steps. The Earth System Research
Laboratory, which is a part of the NOAA, started taking monthly atmospheric CO2 mea-
6See the following citation for a link to the smoothed data results: [42].
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surements at the Mauna Loa Observatory in Hawaii in the 1950s [12]. These data were used
to fill in the rest of the data to calibrate.
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Figure 5.4: The red, smooth line represents the SMFM model while the blue dashed line
represents Law Dome ice core sample data from 1000 AD to 1975 AD [42]. The green dashed
line is Mauna Loa atmospheric sampling from 1959-2011 [12].
Looking at Figure 5.4, the model agreed with the general trend of the Law Dome and
Mauna Loa data, especially for the postindustrial increase phase, which was what the model
was designed to capture. The model captures the slight CO2 decrease during the Maunder
Minimum driven, in this simulation, by less than normal sun spot activity.
After calibrating the carbon and temperature model, the ocean, soil, and vegetative
reservoirs were determined within the model.
In Figure: 5.5, the simulated mixed ocean layer took CO2 out of the atmosphere, but
could not keep up with the postindustrial increase. It mitigated atmospheric CO2 concentra-
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Figure 5.5: The mixed ocean layer closely followed atmospheric CO2 levels.
tions by taking gigatonnes of CO2 out of the atmosphere every year. The mixed layer stored
this increased carbon thereby increasing the carbon content of the ocean. The turnover rate
to the deep oceans is on the order of hundreds of years and not taken into account in the
present analysis.
Looking at Figure 5.6, the amount of simulated plant mass grew quickly because of the
rate of change in the atmospheric carbon content and globally averaged surface temperature.
Photosynthesis has an optimal temperature of around 30◦C [39]. If the temperatures warm
above the optimal temperature, then the mitigation from plant life would taper. Even with
global warming, the worst case scenario is an increase in temperature to 16-18◦C. Therefore,
plant mass was only positively influenced by temperature for the present model.
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Figure 5.6: Vegetative carbon content rises as temperature and CO2 levels rise, up to a
terminal limit. Photosynthesis becomes more efficient at higher global temperatures than
the Earth is currently at.
In Figure 5.7, during the period of 1200 AD to 1500 AD, plants increased in population
because of the increase in temperature (Figure 5.8.) However, soil carbon content decreased.
The reduction in soil carbon content was because of the temperature increase associated with
a maximum in the 700 year solar cycle, which over came the effect of the additional litterfall
associated with a large plant population. During the minimum of the 700 year solar cycle
(1600 AD to 1800 AD), plants died off and the temperature decreased. In the short term, the
soil gained carbon from the dying plants and cooler atmosphere. From 1900 AD to 2011 AD,
temperature increased, which would normally drive off carbon in the soil, but the effect of
“run-away” plant growth far out weighed temperature’s effect unlike the earlier period. This
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Figure 5.7: The simulated soil carbon content is tied to litterfall and temperature. Soil lost
carbon when the temperature increased and gained (in the short term) carbon when plants
died.
was an entirely opposite behavior compared to the previous periods. The magnitude of the
temperature and carbon change gave vastly different effects.
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Temperature Results: 1000-1999AD
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Figure 5.8: The SMFM model was compared to three intermediate complexity models used
and approved by the IPCC and NOAA. The main trend was captured with a strong corre-
lation with the present warming.
The temperature data used to compare with the SMFM model was used in the IPCC
Working Group I climate report [11] and was obtained from the NOAA’s web server [44].
The three models were intermediate complexity models with strong changes to solar irra-
diance. The solar irradiance data used in the three models were obtained from the same
database, Bard25 [45]. The intermediate climate models chosen for comparison were Climber
2, Climber 3, and Bern2.5CC [46, 47, 48].
The comparison models were far more complex than the model presented herein with
a much stronger small-time scale resolution. They take into account aerosol concentration,
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volcanic activity, detailed solar irradiance models, circulation models, ocean currents, and
more. The purpose of the SMFM model was to capture the basic trend and magnitudes.
Figure 5.8 shows the SMFM model compared to the three intermediate complexity models.
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Figure 5.9: An eighth-order polynomial fit (blue dashed line) was applied to the averaged
climate model data to compare the major trend of the models to the SMFM model (red
line.)
Taking an eighth-order polynomial fit to the averaged comparison models, Figure 5.9,
showed a mismatch between the temperature peaks.7 The SMFM model agrees with the
advanced models after the Industrial Revolution when atmospheric CO2 concentrations rise.
Preindustrial temperature anomalies vary dramatically depending on the model and
method used as well as the data used to calibrate the model. Figure 5.10, includes a vari-
ational comparison between the three models. There is a lot of variation even when the
7The three intermediate complexity models were averaged and an eighth order polynomial was fit to the
resulting data.
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models use the same input database. Volcanic forcing acts like an aerosol, which increases
the emissivity of the atmosphere causing downward pressure on temperature.
Figure 5.10: The IPCC figure shows the three climate models using four different input
methods with a variational map. Source: IPCC AR4 WP1 Figure 6.14, 2007
Carbon Model Results: Modern Times
For easy comparison, “modern times” will be defined as the period of 1970–2100AD to fall in
line with socio-economic emission studies published through the IPCC [49]. The individual
scenarios were not the focus of this report; they were shown herein only for the purpose
of overall comparison. A detailed comparison to the Special Report on Emissions Scenarios
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(SRES) emissions scenarios used in conjunction with the AR4 carbon cycle model was outside
the scope of this report. The SRES scenarios are well documented in other easily obtainable
sources [43, 11, 49, 50].8
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Figure 5.11: The SMFM model (dashed line) was compared with the full range of
IPCC/SRES emission scenarios and was in line with the long-term CO2 growth scenarios.
The SMFM model agreed with the more aggressive carbon emission scenarios, most no-
tably the A1b scenario.9 The underlying carbon emission source for the SMFM model in the
current calibration assumed explosive growth in carbon emissions until the end of 2100 when
environmental impacts become very apparent and carbon emissions were reduced because of
8The full SRES report with a detailed description of each scenario can be found in the 2001 IPCC
Synthesis Report [43].
9The A1b scenario assumed low-population growth, high-technology development, and delayed political
involvement in carbon policy. This agreed with the assumed CO2 emission curve used in the SMFM model
for the analysis herein[43]
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regulation and carbon limiting to a steady state emission value reached at the beginning of
2300. Figure: 5.12 shows the assumed emission curve for the “modern” calibration.
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Figure 5.12: The assumed CO2 emission rate for the presented SMFM calibration increases
until policy decisions at the end of the 2000’s drive the carbon output down to a steady state
value.
While the assumed carbon emissions curve was chosen to be compatible with historical
data, it deviates markedly from the data-calibrated extrapolation shown in the previous
chapter. Thus, to obtain the temperature and carbon dioxide results shown by the SMFM
would require global action to slow carbon emissions rates more than the LOGICAL-1 model
predicts before the middle of the twenty-first century.
The important question was at what CO2 concentration and at what year would the
atmospheric CO2 concentration reach a new steady state once the assumed CO2 emission
curve decreases. The main reason for this report was to analyze the potential climate change
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after the Earth has been subjected to the postindustrial increase in GHGs. The assumed
CO2 emission rate can be adjusted via political decisions and carbon limitations.
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Figure 5.13: The aggressive CO2 emission rate increased the long-term absolute atmospheric
CO2 concentrations to 900 ppm, which is triple the preindustrial concentrations (280 ppm.)
In Figure 5.13, the long-term atmospheric carbon concentration reached a new steady
state at around 900 ppm. This was a large increase over the preindustrial value of 280 ppm
and brought with it a noticeable increase in global average temperature, which will be de-
tailed in the next section. Lastly, the oceanic, soil, and vegetative carbon reservoirs were
examined. The reservoirs were plotted over the entirety of the postindustrial era of 1880–
2300 AD to see the overall effect that the assumed CO2 emission profile had on the systems.
Figure 5.14 shows that simulated postindustrial vegetation carbon content increased sub-
stantially with the increase in temperature and CO2 concentrations.
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Figure 5.14: The CO2 emission rate caused a large increase in the amount of carbon stored
in the plant reservoir.
The simulated oceanic carbon content, Figure 5.15, exhibited a response to the increased
atmospheric carbon concentrations. The surface ocean was tied to the atmospheric carbon
concentration, as expected. The ocean was the largest sink of excess carbon. Note that the
ocean did not have enough buffer strength to bring carbon levels back down to preindustrial
levels.
Simulated soil carbon content increased with the increase in plant life. Once plant life
reached a steady-state, soil began to fluctuate with temperature variations. The soil released
more carbon than it did in preindustrial times because of the increase in temperature; this
caused the buffering effect of the soil to be lessened.
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Figure 5.15: The CO2 emission rate caused a large increase in the amount of carbon stored
in the oceanic reservoir.
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Figure 5.16: The CO2 emission rate caused a large increase in the amount of carbon stored in
the soil reservoir. Fluctuations in the temperature were noticed once CO2 emissions stabilize.
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Temperature Results: Modern Times
Capturing the postindustrial temperature increase was the primary motivation for developing
the SMFM model. The SMFM model was compared to numerous SRES scenarios published
by the IPCC [43]. They ranged from low carbon emission scenarios to no regulation at all.
The focus of the comparison was not to take a detailed analysis of the SMFM model compared
to the IPCC scenarios. It was to give a general, overall depiction of the functionality of the
model compared to established models. Individual comparison to each SRES scenario was
beyond the scope of this study.
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Figure 5.17: The SMFM model did not respond as quickly to increases in CO2 concentrations
when compared to most of the IPCC scenarios and behaved like the more conservative models
initially.
It is necessary to discuss the shift in data that was required for the modern tempera-
ture results. The temperature anomaly used in the SRES scenario was relative to the mean
94
temperature between 1980–1999 AD, with 0◦C at 1990 AD [11]. The SMFM model’s tem-
perature anomaly was relative to the temperature during preindustrial times, namely 0◦C
at 1820 AD. The temperature data had to be shifted to create a new base temperature at
1990 AD to coincide with the SRES data, which was a major reason why the models were
chosen to not be directly compared.
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Figure 5.18: The SMFM model came to steady-state around where the A1b scenario rests.
This is in line with the carbon model results compared to the A1b scenario’s.
Looking at long-term temperature during the time period of 1900–2300 AD in Figure
5.18, it was determined that all of the models began to settle into a steady-state position
between 2100 AD and 2200 AD. The only two IPCC/SRES scenarios that had data out to
2300 were the B1 and A1b scenarios. In the carbon section, it was noted that the SMFM
model’s terminal carbon concentrations were close to that of the A1b scenario, and the
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steady-state temperature closely resembles that of the A1b curve. Note the gradual down
turn of the SMFM model because of the 700-year cycle’s minimum during 2200–2300 AD.
5.6 Results Discussion
The historical atmospheric carbon concentrations predicted by the SMFM model correlated
with historical ice core and recent Mauna Loa databases [12, 42]. The extrapolated future
carbon concentrations correlated most closely with aggressive IPCC scenarios, specifically
the A1b scenario. However, the models should not be formally compared because of the
large difference in initial assumptions that would require a lengthy report to detail in full
[43]. Oceanic, soil, and vegetative carbon content worked as intended.
The historical temperature evolution created by the SMFM model deviated from the
leading temperature projections detailed in the 2007 IPCC Climate Report. The phase of
the 700-year cycle could use additional attention to be sure it was correctly phased with
the true temporal cycle of the sun. Further adjustment to the phase and magnitude of
the solar cycle periodic correction could be justified by the insufficient data available to
adequately capture the 700-year solar cycle during the development of the SMFM model.
An analytical period correction for solar irradiance to capture the solar cycles was used in
the SMFM model while the intermediate models used more sophisticated numerical solar
irradiance data. Another potential cause could be due to the increased volcanic aerosol
activity between 1100–1300 AD that forced total irradiance downward during that period
[51]. The volcanic forcing can be seen at the top of Figure 5.10.
The SMFM model’s atmospheric CO2 and temperature results were between the most
conservative SRES scenario (B1) and the more aggressive SRES scenarios (A1, A1b, A2).
The SMFM model predicted an absolute atmospheric CO2 concentration of 700 ppm by
the end of the twenty-first century that quantitatively agreed with the A1b scenario. An
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eventual absolute atmospheric CO2 concentration of 900 ppm was shown at the long-term
limit of 2300 AD. These results were based on heavy carbon emissions reductions by the end
of the twenty-first century.
The extrapolated future temperature anomalies most closely related to those of the A1b
scenario. The “modern” globally averaged surface temperature warmed to around 1.8◦C
relative to the globally averaged surface temperature in 1990 AD. This increase predicted
by the SMFM model quantitatively agreed with the A1b scenario. However, the SMFM
model’s temperature prediction exhibited a slower reaction to atmospheric CO2 concentra-
tions changes than the long-term IPCC scenarios. At the long term limit, the SMFM model
again followed the A1b scenario the closest. Changing the assumed CO2 emission curve to
exactly match the A1b scenario may increase the agreement between the models, but was
outside the scope of this study. Further refinement and further calibration of the SMFM
model could improve agreement between the SMFM model and the current leading projec-
tions.
Overall, the main goal of this project was to calibrate the model sufficiently to match
preindustrial CO2 and temperature levels. The CO2 model quantitatively agreed with the
historical data. The temperature model could use further refinement.
5.7 Future Revisions to the Carbon/Climate Model
The carbon results quantitatively matched the historical data, but the mechanisms behind
the migration between reservoirs could be further refined. A comparison to other leading
historical models and future projections could be useful as well. Refinement to the vegetative
system could be performed to take into account the effect of population on agriculture and
deforestation. Warming of the ocean may provide additional surface area for algae to grow
and prosper.
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The magnitude at which the soil reservoir changes relative to temperature could be
adjusted to include a lag effect. Models and studies are available that simulate oceanic
carbon concentrations, and could be used to calibrate the oceanic reservoir. Long term deep
ocean mixing is not included in the present model either, but could have an effect over several
hundred years.
The temperature model correlated with the A1b scenario, but the long term solar cycles
could be recalibrated with attention paid to a shift in the phase of the currently used solar
irradiance period. Additional sources of radiative forcing could be added with the most
important of these being methane, volcanic, aerosol, and halogen forcing.
A possibly way to model aerosol forcing is to assume aerosol output to be proportional to
carbon output, but would be mitigated by countries that are more developed. The following
relation could be used,
Cu1Cie
−Pi/Cu2 (5.25)
where Cu1 and Cu2 are parameters to be calibrated, Pi is GDP per capita for each country,
Ci is carbon emissions by each country, and i is the region. The equation is summed over all
regions to give the global aerosol distribution in units of radiative forcing. The parameters
would be adjusted to match temperature data.
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Chapter 6
Conclusions
The purpose of this study was to further develop the LOGICAL-1 model and introduce
a lightweight climate-carbon model to be used as a foundation for a spent nuclear fuel
extrapolation project. The necessary groundwork was laid down in Chapter 2 with the
history of economic thought and was developed throughout the chapter to familiarize the
reader with the information needed to construct the LOGICAL-1 model in Chapter 3. The
LOGICAL-1 model’s completion is a major step forward for the project since the last update
in Hermann von Bervonn’s report [15]. Further development of the model includes finishing
the fuel fractions model and coupling the results with the climate and carbon-balance model.
The climate and carbon balance models presented herein are the first versions of both.
The initial results were promising, but the model has yet to be used in conjunction with
the LOGICAL-1 model. The SMFM model could use further refinement to the insolation
variation based on a periodic correction for the solar cycles. The large solar cycle could be
skewing the results slightly out of phase with the leading temperature projections. A possible
solution could be to use the same historical insolation database that the leading models use
and calibrate the SMFM model to fit. This would eliminate the need for a periodic correction
and instead use data from a more robust insolation model.
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The results from the LOGICAL-1 model show a large expansion of energy use in all
areas in the near future. China’s extrapolated growth was shown to not decrease until
several decades with fast growth in all areas. The SAFTA region was rapidly growing in the
model with its population reaching into the billions by the end of the twenty-first century.
The LOGICAL-1 model predicted that the world energy use rate could double by 2060 with
global carbon emissions closely following, which makes it more imperative than ever to begin
working toward an international carbon policy.
The SMFM model showed enormous increases in atmospheric carbon levels with an in-
crease of up to three times the preindustrial value. If the world continues on the course of
“business as usual” then the results extrapolated within this report could be a reality. The
accompanying change in global average temperature was over 1◦C warmer than the temper-
ature in 1990 AD over a time span of only sixty years. This temperature increase brings
with it the need to take a serious look at carbon limitations. The introduction of emission
quotas to countries based on the output from models such as the SMFM model will need to
be considered in the near future so that the worst case scenarios in the IPCC temperature
extrapolations can be avoided.
The only way to reduce carbon emissions while still providing adequate power to an
increasing world population is to reduce the rate of use of high carbon intensity energy
sources such as coal, oil, and natural gas. Coal is particularly problematic for long-term
use because, unlike the other carbon-based sources, coal has a much larger resource base.
Carbon sequestration could be a possibility. Alternative sources such as wind and solar
power have proven to be too unstable to provide base load power, so the only current
carbon-free replacement includes nuclear power. However, further study into the amount
of spent nuclear fuel that various countries will need to manage during the possible change
from carbon-based energy production to nuclear energy production will become increasingly
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important in the upcoming decades. A primer for a possible SNF analysis that can be used
with the LOGICAL-1 and SMFM model was developed and is presented in the appendix.
This study aimed to develop the foundational models needed for advanced econo-energy
modeling and for environmentally motivated political scenario prototyping. The study agrees
with the leading projections in the sense that if economic and energy policies continue without
carbon reduction agreements, there is a very real possibility of long-term climate change.
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Appendix A: Spent Nuclear Fuel
Analysis
The management of spent nuclear fuel (SNF) is a significant issue limiting expansion of
nuclear power production in the United States. Many states have banned any further nuclear
plant development until the federal government agrees on and starts to implement a disposal
policy for SNF. In this chapter, a brief history of spent nuclear fuel management in the
United States will be discussed, and a brief discussion of a possible use of the LOGICAL-1
model to extrapolate SNF volume will be presented.
Spent Nuclear Waste Management in the United States
Disposing of radioactive waste has been a hot button issue since the public became aware of
nuclear technology in the 1940’s. Earlier programs disposed of radioactive waste, in part, by
dilution, or mixing the radioactive material with non-radioactive material in enough quantity
to be relatively safe to handle and dispose of using traditional methods. This sometimes
meant dumping radioactive wastes in the ocean1 [52]. Although certainly not ideal, this was
adequate for small laboratory samples, but the advent of large-scale production of radioactive
materials brought with it the need to safely dispose of large quantities of radioactive waste.
1This has been internationally outlawed by amendments made to The London Convention of 1972 in
1993.
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Nuclear material developed for military purposes was disposed of under the oversight of
the US Atomic Energy Commission, and later the Department of Energy (DOE). The DOE
developed techniques such as trough and trench storage. This involved digging trenches
in the ground and lining them with cement. The waste was then placed into the trench,
covered with soil, topped with layers of water resistant material, and, finally, a mound was
created to direct water away from the waste chamber. This technique worked well for very
low level radioactive waste (LLRW), which includes clothes from exposed workers, material
that experienced secondary exposure, and other items of low radioactivity [53].
High level radioactive waste (HLRW), such as enriched uranium, plutonium, reprocessing
waste, and other highly radioactive material, was much harder to dispose. The DOE simply
placed these materials in large vats and storage containers. The DOE amassed a large
amount of HLRW, but the issue was largely out of the public eye [54].
In the 1970’s, commercial nuclear power plants were developed. The media and the
public turned their attention to the issue of safely disposing of the large amount of SNF that
a power plant produces. Policy makers and scientists proposed five plans for dealing with
SNF [55]:
• Plan A, Breeding: The fuel from PWR/BWR reactors would be reprocessed after
leaving wet storage. The reprocessed fuel would be used in breeder reactors.
• Plan B, Deep Burial: After the fuel leaves wet storage it would be immediately
buried in deep geologic repositories.
• Plan C, Waste Conversion: The fuel would be burned in fast reactors to reduce
the amount of radioactive waste that needs to be disposed. The resulting waste would
then be buried in a deep geologic repository.
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• Plan D, Dry Cask Storage: After wet storage, the fuel would be put in dry cask
storage to wait for a permanent decision.
• Plan E, Elimination: The last possibility would be to stop nuclear power production
in the United States so that no further waste would have to be dealt with.
Both Plan A and Plan C were not feasible at the time, and are still not economically
feasible today. It was premature to consider Plan E, and Plan E does nothing to deal with
the issue of waste that has already accumulated. Eventually, in 1982 with passing of the
Nuclear Waste Policy Act (NWPA), Plan B was agreed upon [56]. Congress assigned the
DOE the task of finding, studying, siting, and operating a geologic repository to house both
legacy nuclear waste and SNF. The NRC was put in charge of making sure the DOE’s plan
conformed with all environmental and self-imposed standards. In 1984, the DOE settled
on ten different sites and gave their recommendations back to Congress. Among those
ten, three were chosen for further consideration. These locations were Deaf Smith, Texas;
Yucca Mountain, Nevada; and Hanford, Washington [57]. In 1987, after further discussion
and public concern, Congress amended their previous decision and forced the DOE to only
consider Yucca Mountain. This left the DOE in a quandary, if Yucca Mountain did not
conform to the strict siting guidelines, then the entire project could be canceled and the
issue of nuclear storage would have to begin anew.
During the next fifteen years, the DOE performed studies and pilot construction of the
site. Yucca Mountain was originally scheduled to start accepting SNF in 1998, but because
of delays and transportation problems, the site was nowhere close to being ready [57]. In
2002, George W. Bush signed legislation that permitted the continuation of the project and
fully backed the continued development. After further analysis, the DOE reported that the
site should be ready to receive shipments by 2017. In 2006, Senator Harry Reid became the
Majority Leader of the Senate. Sen. Harry Reid was against the project and worked to stop
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development. When Barrack Obama became president, he cut off funding to the project
and called for a complete reevaluation of the nuclear waste plan. He had the DOE Secretary
appoint the Blue Ribbon Commission to analyze other options [58].
Ramifications Created By an Unresolved Disposal Pol-
icy
Not only does an unresolved disposal policy have an affect on public perception of the nuclear
energy industry, it also raises many financial and security concerns that are currently being
experienced by the industry. As stated before, the uncertain future of SNF disposal has
thrown the nuclear industry into limbo in numerous states. Other concerns affect the nuclear
industry as well such as the high initial capital costs associated with developing a nuclear
power plant. However, an unresolved waste policy only adds to the uncertainty of future
nuclear power plant construction in the US.
The NWPA brought with it hard guidelines and dates that require the government to take
full custody of SNF [56]. When, in 1998, the date passed, the industry had to find alternative
ways of storing the waste until the government could take title to it. Shortly after, utility
companies filed lawsuits aimed at the Nuclear Waste Fund (NWF.) The NWF stores the
fees paid by electricity consumers for using nuclear derived energy. The fees were instated
to pay for the disposal of SNF. The utility companies argue that because the government
did not abide by their initial agreement, both the consumer and the utility company should
be paid restitution for funds previously rendered. The utility companies filed suits for both
repayment to handle the SNF kept on site and to stop future fee collection until the policy
has been finalized.
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Currently, the NWF has had to pay back about $980 million to utility companies from
the result of law suits. The government could be liable for several billion dollars by the time
any decision is made. However, the fund still collects the fee regardless of the lawsuits filed
against it. These fees total $770 million annually, and a total of close to $30 billion still
sits in the fund. In the end, the government’s continued lack of progress on the issue only
weakens the amount of capital that could be used to develop a unified storage facility or
some other means of waste disposal.
State No. of sites Plant shut down Type MTHM
Illinois 6 Zion 1 and 2 Pool 1019
Maine 0 Maine Yankee Dry 545
Connecticut 1 Haddam Neck Dry 412
Oregon 0 Trojan Dry 359
California 2 Rancho Seco Dry 228
California Humboldt Bay Dry 29
Massachusetts 1 Yankee Row Dry 127
Michigan 3 Big Rock Point Dry 58
Wisconsin 2 La Crosse Pool 38
Total 2,813
Table A.1: Stranded SNF. Source: US Department of Energy, ”Report to Congress on the
Demonstration of the Interim Storage of Spent Nuclear Fuel from Decommissioned Nuclear
Power Reactor Sites,” DOE/RW-0596, 2008.
With no place to go and the wet pool storage tanks being filled to capacity, the utility
companies do not have a choice, but to transfer older fuel assemblies into dry casks for
on-site storage. The industry does not have standardized storage casks, so transferring
fuel assemblies into these storage casks may not be permanent. Transferring fuel assemblies
between storage containers not only provides an avenue for problems related to the movement
of the fuel assemblies but also subjects workers to unneeded radiation doses. Having to move
the assemblies once into dry cask storage and then again to government approved containers
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when the time comes for deep burial only adds to the potential for accidents and increases
worker dosage.
In addition, there are many sites through out the US that house SNF without an operating
reactor (Table A.1.) These are referred to as “stranded” SNF sites. Because of the hazards
that are associated with SNF, these sites must be monitored. This increases the cost of both
decommissioning the site and also subjects the firm to increased future monitoring costs.
There is also the potential for the casks being tampered with by outside individuals. There
are many problems that the nuclear industry faces today that must be dealt with by the
government through a unified waste policy before the industry can continue to grow.
Method for Extrapolating Cumulative SNF Stores
Determining the amount of SNF that will need to be disposed of in the future is very
important for making policy decisions today. Extrapolating future SNF amounts is more
complicated than simply looking at current energy production and drawing a straight line
to a future point. Environmental policies, fluid fuel markets, economic growth, reactor
enrichment, reactor burn profiles, and future plant construction all have a significant affect
on future SNF quantities. A possible method uses two projects to analyze potential SNF
quantities using various political and environmental scenarios.
The first part of the proposed method is the use of the economic energy equations found
in Chapter 3 and the results derived from them in Chapter 4. Using these equations, mul-
tiple energy scenarios can be examined such as carbon taxes, cap and trade policies, and
other forms of energy adjustment. These scenarios could be combined with the economic
energy model to produce extrapolated energy usage paths for each scenario. Using future re-
actor shut down schedules and potential build plans, the energy output from nuclear energy
production could be determined.
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The data obtained from the LOGICAL-1 model could be passed to an actinide distribu-
tion model. The actinide program could take the amount of energy produced by a nuclear
reactor as an input and it could output the distribution of actinides and the quantity of SNF
created from the energy production. Using the amount of energy that was extrapolated to be
produced in the future and inputing that value into the actinide model, a general figure for
the amount of future SNF could be determined. This technique could be performed on any
of the eight regions defined in the LOGICAL-1 model. As of this thesis, the fuel fractions
model and the actinide model are still in development.
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Appendix B: LOGICAL-1 Region
Table
The full region composition of the LOGICAL-1 model is given in the multi-page table below.
Names are listed exactly as they appeared in the database.
Table B.1
Group ISO Code Short Name Geography
1 156 China ChinaPlus
1 344 ChinaHongKong ChinaPlus
1 446 ChinaMacao ChinaPlus
1 408 KoreaNorth ChinaPlus
1 496 Mongolia ChinaPlus
1 158 Taiwan ChinaPlus
2 4 Afghanistan SAFTAPlus
2 50 Bangladesh SAFTAPlus
2 64 Bhutan SAFTAPlus
2 356 India SAFTAPlus
2 462 Maldives SAFTAPlus
2 524 Nepal SAFTAPlus
2 586 Pakistan SAFTAPlus
2 144 SriLanka SAFTAPlus
2 364 Iran SAFTAPlus
3 72 Botswana SubSahara
3 426 Lesotho SubSahara
3 516 Namibia SubSahara
3 710 SouthAfrica SubSahara
Continued on next page
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Table B.1 – continued from previous page
Group ISO Code Short Name Geography
3 748 Swaziland SubSahara
3 24 Angola SubSahara
3 204 Benin SubSahara
3 854 BurkinaFaso SubSahara
3 108 Burundi SubSahara
3 120 Cameroon SubSahara
3 132 CapeVerde SubSahara
3 140 CentralAfricanRepublic SubSahara
3 174 Comoros SubSahara
3 178 Congo SubSahara
3 384 CotedIvoire SubSahara
3 180 DemocraticRepublicOfTheCongo SubSahara
3 226 EquatorialGuinea SubSahara
3 266 Gabon SubSahara
3 270 Gambia SubSahara
3 288 Ghana SubSahara
3 324 Guinea SubSahara
3 624 GuineaBissau SubSahara
3 404 Kenya SubSahara
3 430 Liberia SubSahara
3 450 Madagascar SubSahara
3 454 Malawi SubSahara
3 480 Mauritius SubSahara
3 508 Mozambique SubSahara
3 566 Nigeria SubSahara
3 646 Rwanda SubSahara
3 678 SaoTomeAndPrincipe SubSahara
3 686 Senegal SubSahara
3 690 Seychelles SubSahara
3 694 SierraLeone SubSahara
3 768 Togo SubSahara
3 800 Uganda SubSahara
3 834 UnitedRepublicOfTanzania SubSahara
3 894 Zambia SubSahara
3 716 Zimbabwe SubSahara
4 32 Argentina LatinPlus
4 68 Bolivia LatinPlus
4 76 Brazil LatinPlus
4 152 Chile LatinPlus
Continued on next page
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Table B.1 – continued from previous page
Group ISO Code Short Name Geography
4 170 Colombia LatinPlus
4 218 Ecuador LatinPlus
4 254 FrenchGuyana LatinPlus
4 328 Guyana LatinPlus
4 600 Paraguay LatinPlus
4 604 Peru LatinPlus
4 740 Suriname LatinPlus
4 858 Uruguay LatinPlus
4 862 Venezuela LatinPlus
4 660 Anguilla LatinPlus
4 28 AntiguaAndBarbuda LatinPlus
4 533 Aruba LatinPlus
4 44 Bahamas LatinPlus
4 52 Barbados LatinPlus
4 84 Belize LatinPlus
4 92 BritishVirginIslands LatinPlus
4 136 CaymanIslands LatinPlus
4 192 Cuba LatinPlus
4 212 Dominica LatinPlus
4 214 DominicanRepublic LatinPlus
4 308 Grenada LatinPlus
4 312 Guadeloupe LatinPlus
4 332 Haiti LatinPlus
4 388 Jamaica LatinPlus
4 474 Martinique LatinPlus
4 500 Montserrat LatinPlus
4 530 NetherlandsAntilles LatinPlus
4 659 SaintKittsAndNevis LatinPlus
4 662 SaintLucia LatinPlus
4 670 StVincentAndTheGrenadines LatinPlus
4 780 TrinidadAndTobago LatinPlus
4 796 TurksAndCaicos LatinPlus
4 188 CostaRica LatinPlus
4 222 ElSalvador LatinPlus
4 320 Guatemala LatinPlus
4 340 Honduras LatinPlus
4 484 Mexico LatinPlus
4 558 Nicaragua LatinPlus
4 591 Panama LatinPlus
Continued on next page
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Table B.1 – continued from previous page
Group ISO Code Short Name Geography
5 792 Turkey MidEastPlus
5 148 Chad MidEastPlus
5 262 Djibouti MidEastPlus
5 232 Eritrea MidEastPlus
5 231 Ethiopia MidEastPlus
5 466 Mali MidEastPlus
5 478 Mauritania MidEastPlus
5 562 Niger MidEastPlus
5 706 Somalia MidEastPlus
5 736 Sudan MidEastPlus
5 48 Bahrain MidEastPlus
5 368 Iraq MidEastPlus
5 376 Israel MidEastPlus
5 401 Jordan MidEastPlus
5 414 Kuwait MidEastPlus
5 422 Lebanon MidEastPlus
5 275 OccupiedPalestinianTerritory MidEastPlus
5 512 Oman MidEastPlus
5 634 Qatar MidEastPlus
5 684 SaudiArabia MidEastPlus
5 760 Syria MidEastPlus
5 784 UnitedArabEmirates MidEastPlus
5 887 Yemen MidEastPlus
5 12 Algeria MidEastPlus
5 818 Egypt MidEastPlus
5 434 Libya MidEastPlus
5 504 Morocco MidEastPlus
5 788 Tunisia MidEastPlus
5 732 WesternSahara MidEastPlus
6 392 Japan Pacifica
6 410 KoreaSouth Pacifica
6 16 AmericanSamoa Pacifica
6 81 Antarctica Pacifica
6 36 Australia Pacifica
6 162 ChristmasIsland Pacifica
6 184 CookIslands Pacifica
6 242 Fiji Pacifica
6 258 FrenchPolynesia Pacifica
6 296 Kiribati Pacifica
Continued on next page
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Table B.1 – continued from previous page
Group ISO Code Short Name Geography
6 583 Micronesia Pacifica
6 520 Nauru Pacifica
6 540 NewCaledonia Pacifica
6 554 NewZealand Pacifica
6 570 Niue Pacifica
6 580 NorthernMarianaIslands Pacifica
6 585 Palau Pacifica
6 598 PapuaNewGuinea Pacifica
6 882 Samoa Pacifica
6 90 SolomonIslands Pacifica
6 776 Tonga Pacifica
6 798 Tuvalu Pacifica
6 548 Vanuatu Pacifica
6 876 WallisAndFutuna Pacifica
6 584 MarshallIslands Pacifica
6 96 Brunei Pacifica
6 116 Cambodia Pacifica
6 360 Indonesia Pacifica
6 418 Laos Pacifica
6 458 Malaysia Pacifica
6 104 Myanmar Pacifica
6 608 Philippines Pacifica
6 702 Singapore Pacifica
6 764 Thailand Pacifica
6 626 TimorLeste Pacifica
6 704 VietNam Pacifica
7 638 Reunion EUPlus
7 654 SaintHelena EUPlus
7 238 FalklandIslands EUPlus
7 60 Bermuda EUPlus
7 51 Armenia EUPlus
7 31 Azerbaijan EUPlus
7 112 Belarus EUPlus
7 233 Estonia EUPlus
7 268 Georgia EUPlus
7 398 Kazakhstan EUPlus
7 417 Kyrgyzstan EUPlus
7 428 Latvia EUPlus
7 440 Lithuania EUPlus
Continued on next page
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Table B.1 – continued from previous page
Group ISO Code Short Name Geography
7 498 Moldova EUPlus
7 643 RussianFederation EUPlus
7 762 Tajikistan EUPlus
7 795 Turkmenistan EUPlus
7 804 Ukraine EUPlus
7 860 Uzbekistan EUPlus
7 8 Albania EUPlus
7 20 Andorra EUPlus
7 40 Austria EUPlus
7 56 Belgium EUPlus
7 100 Bulgaria EUPlus
7 196 Cyprus EUPlus
7 203 CzechRepublic EUPlus
7 208 Denmark EUPlus
7 234 FaroeIslands EUPlus
7 246 Finland EUPlus
7 250 France EUPlus
7 276 Germany EUPlus
7 292 Gibraltar EUPlus
7 300 Greece EUPlus
7 304 Greenland EUPlus
7 348 Hungary EUPlus
7 352 Iceland EUPlus
7 372 Ireland EUPlus
7 833 IsleOfMan EUPlus
7 380 Italy EUPlus
7 438 Liechtenstein EUPlus
7 442 Luxembourg EUPlus
7 470 Malta EUPlus
7 492 Monaco EUPlus
7 528 Netherlands EUPlus
7 579 Norway EUPlus
7 616 Poland EUPlus
7 620 Portugal EUPlus
7 642 Romania EUPlus
7 666 SaintPierreAndMiquelon EUPlus
7 674 SanMarino EUPlus
7 703 Slovakia EUPlus
7 724 Spain EUPlus
Continued on next page
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Table B.1 – continued from previous page
Group ISO Code Short Name Geography
7 752 Sweden EUPlus
7 756 Switzerland EUPlus
7 826 UnitedKingdom EUPlus
7 70 BosniaAndHerzegovina EUPlus
7 191 Croatia EUPlus
7 999 Kosovo EUPlus
7 807 Macedonia EUPlus
7 499 Montenegro EUPlus
7 688 Serbia EUPlus
7 705 Slovenia EUPlus
8 124 Canada USAPlus
8 840 UnitedStates USAPlus
8 850 UnitedStatesVirginIslands USAPlus
8 630 PuertoRico USAPlus
8 316 Guam USAPlus
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Appendix C: Euler-Lagrange
LOGICAL-1 Derivation
Introduction
The following are compiled notes on the derivation of the Euler-Lagrange equations, an
asymptotic analysis of the limits, and the derivation of key parameters of the LOGICAL-1
econo-energy model. The purpose of this appendix is to provide mathematical derivations
of the equations involved in the LOGICAL-1 model. As such, there will be little to no
explanation of concepts.
Relations
Integral to be maximized:
W =
∫ ∞
t1
L
(C/L)1−ϑ − 1
1− ϑ e
−ρtdt (1)
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Established Relations2:
Y = A[((1− βk)K)α((1− βl)L)ω]φwβ (2)
w = A3X(kK)
α(lL)ω (3)
C =
Y
α
− rK − K˙ (4)
U˙ = pw (5)
X = 1 + (h/)(U˙/w)−Mqm (6)
q = p− U˙
w
(7)
h = h1 + (h2 − h1)A5 (8)
p = [P2 + A6(P3 − p2)][1−Θ(t− τ3)] + P4Θ(t− τ3) (9)
The important term to note is q. p is the optimal pathway while U˙/(w) is the actual
path. q is the difference, which is later used as a penalty function in the derivation. The
larger the difference, the more the penalty function compels the solution back toward the
optimal result.
Controlling parameters to correct for carbon policy:
P2 = p2 + (p1 − p2)e−(u−U1)/γ1 (10)
P23 = p2 + (p1 − p2)e−(U3−U1)/γ1 (11)
P3 = p3 + (p2 − p3)e−(u−U2)/γ2 (12)
P33 = p3 + (p2 − p3)e−(U3−U2)/γ2 (13)
Π3 = P23 + A63(P33 − P23) (14)
2In Eqn 6, the m consists of only positive integers
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Note: Θ(τ) = 0 for τ < 0 and Θ(τ) = 1 for τ > 0.
Exogenous Functions:
A = Y1A1(1−Θ(t− τ)) + Y2A2Θ(t− τ1) (15)
AJ = a
ηJ
J (16)
L = A4 (17)
aJ = 1/(1 + σJe
−νJ t) (18)
Parameters:
General and Adjustable Parameters
σJ Temporal lag adjustment
νJ Exponential growth rate
m Penalty parameter
ηJ Logistic weight
α Constant return to scale factor a in labor versus capital
ω Constant return to scale factor b in labor versus capital
β Constant return to scale factor a in classical production versus energy
φ Constant return to scale factor b in classical production versus energy
p0 carbon intensity for coal
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Derived Equations3:
Q = mMqm−1 (19)
S = − δp
δu
(20)
V = X(1 +
U˙
Xw
(h+Q)) (21)
Continuity Requirements:
Y1 = (Y2A2/A1) |t=τ1= (A2/A1) |t=τ1=
(1 + σ2e
−ν2τ1)η2
(1 + σ1e−ν1τ1)η1
(22)
3The δ symbol used within this derivation acts like a normal partial derivative, but reminds the reader
that the time derivative has not yet been applied, but is carried through the derivation until the end.
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Dimensional Units
C˜ = Y˜ /α− r˜κ˜− dκ˜/dt˜ (23)
t˜ = t¯t (24)
t¯ = 1/(r¯ + p¯) (25)
r = r¯t¯ (26)
ρ = ρ¯t¯ (27)
κ = κ˜/κ¯ (28)
C = C˜t¯/κ¯ (29)
u = u˜/u¯ (30)
γJ = γ¯J/u¯ (31)
pJ = p¯J/p¯0 (32)
w = w˜/w¯ (33)
Pick u¯ = γ¯1 and  so that p¯0 = (u¯/t¯)/(w¯), then  = (u¯/t¯)/(p¯0w¯). Finally, taking the
limit of κ to the lowest order in β,
κ¯ = lim
t→∞
κ˜ (34)
w¯ = lim
t→∞
w˜/[A3X(kK)
α(lL)ω] (35)
Then, Y2 = 1 and using Eqn 35 and Eqn 33,
lim
t→∞
w = lim
t→∞
A3X(kK)
α(lL)ω] (36)
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Euler-Lagrange Equations
Lagrange Terms:
Γ = LθC−θe−ρt (37)
L = CΓ
1− θ (38)
Lagrange Relations:
δL
δk
=
δL
δl
= 0 (39)
δL
δK
=
d
dt
δL
δK˙
(40)
δL
δU
=
d
dt
δL
δU˙
(41)
Euler-Lagrange Equation Derivation
Use:
δL
δK
=
d
dt
δL
δK˙
(42)
Find RHS:
Γ−1
δL
δK
= Γ−1
δ(CΓ/(1− θ))
δK
= Γ−1
δL
δC
δC
δK
δL
δC
= LθC−θe−ρt = Γ (43)
δC
δK
=
δ(Y/α)
δK
=
1
α
δY
δK
Y
Y
=
Y
α
δ lnY
δU
− r = Y
K
− r (44)
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Γ−1
δL
δK
=
Y
K
− r (45)
Find LHS:
Γ−1
d
dt
δL
δK˙
=
d ln Γ
dt
= −θ L˙
L
+ θ
C˙
C
+ ρ (46)
Noting that r + ρ = 1 and Y˙ /Y = A˙/A+ αK˙/K + ωL˙/L,
δL
δK
=
d
dt
δL
δK˙
⇒ Y
K
− 1 + θ L˙
L
− θ C˙
C
= 0 (47)
The first Euler-Lagrange equation is then found. Now the equation’s parts must be defined
and found.
Defining and Solving the First E-L Equation
Let,
F0 = Y/K (48)
G0 =
C/K
α−1 − r (49)
Then,
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Y˙Y
=
K˙
K
+
F˙0
F0
(50)
C˙
C
=
K˙
K
+
G˙0
G0
(51)
K˙
K
= −ω−1 F˙0
F0
+ ω−1
A˙
A
+
L˙
L
(52)
where,
A˙
A
= (
A˙1
A1
)[1−Θ(t− τ1)] + (A˙2
A2
)Θ(t− τ1) (53)
L˙
L
=
A˙4
A4
(54)
Let,
a˙J = a
2
JσJνJe
−νJ t = νJaJzJ (55)
z0 =
δ1
δ2
z1[1−Θ(t− τ1)]− z2Θ(t− τ1) (56)
δJ = YJηJνJ
θ
ω
(57)
where zJ = 1− aJ , then,
A˙J
AJ
= ηJ
a˙J
aJ
= ηJνJzJ (58)
Using Eqn 53, 56, 57, 58 and letting δ2 = δ,
δz0 =
θ
ω
A˙
A
(59)
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Using the Euler Lagrange equation, Eqn 47, and Eqn 48, 49, 51, and 52, the Euler Lagrange
equation can be written as,
Y
K
− 1 + θ L˙
L
− θ C˙
C
= 0
=⇒
F0 − 1 + θ
ω
F˙0
F0
− θ G˙0
G0
− θ
ω
A˙
A
= 0 (60)
From Eqn 4 divided through by K,
C
K
− α−1 Y
K
+ r +
K˙
K
= 0 (61)
Using definitions found above to substitute in,
G0(α
−1 − r)− α−1F0 + r − ω−1 F˙0
F0
+ ω−1
A˙
A
+
L˙
L
= 0 (62)
Using d/dz2 = d/dz, ν = ν2, z˙ = −νJaJzJ , and d/dt = z˙ d/dz = −νza d/dz, Eqn 60
becomes,
F0 − 1− azν θ
ω
F˙0
F0
+ azνθ
G˙0
G0
− δz0 = 0 (63)
and Eqn 61 becomes,
(α−1 − 1)G0 − α−1F0 + r + azνω−1 F˙0
F0
+ (δ/θ)z0 + η4ν4z4 = 0 (64)
Then, with νθ/ω = δ/η, ν/ω = δ/(ηθ), and νθ = δω/η, Eqn 63 and 64 become, respectively,
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F0 − 1− az δ
η
F˙0
F0
+ az
δω
η
G˙0
G0
− δz0 = 0 (65)
(α−1 − 1)G0 − α−1F0 + r + az δ
ηθ
F˙0
F0
+ (δ/θ)z0 + η4ν4z4 = 0 (66)
Asymptotic Expansion
Set up asymptotic expansion by letting,
γ = α−1 − r (67)
F0 = 1 + δzo + δ
2f (68)
G0 = 1 + δx0 + δ
2g (69)
x0 = cz0 + Ψy (70)
y = z4 (71)
c = α−1 − θ−1/γ (72)
Ψ = −η4ν4/(δγ) (73)
Begin asymptotic expansion by inserting Eqn 68 and 69 into Eqn 65 and 66 and dividing
through by δ2,
f − az
F0η
(z′0 + δf
′) +
azω
ηG0
(x′0 + δg
′) = 0 (74)
γg − α−1f + az (z
′
0 + δf
′)
ηθF0
= 0 (75)
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Rearrange Eqn 75,
as
η
(z′0 + δf
′) = θγg − f θ
α
(76)
Insert into Eqn 74 and multiply Eqn by F0,
ζfG0 + θγgG0 +
azω
η
(x′0 + δg
′ = 0 (77)
F0γg − F0α−1f + az (z
′
0 + δf
′)
ηθ
= 0 (78)
where ζ = 1− θ/α and c = −ζ/(γθ). Let,
fp = (δ/η)azf
′ (79)
gp = (δ/η)azg
′ (80)
xp = (δ/η)azx
′
0 (81)
Then,
ζfG0 + θγgG0 +
xpω
δ
+ ωgp = 0 (82)
F0γg − F0α−1f + az z
′
0
θη
+
fp
θ
= 0 (83)
Define the expansion of f and g,
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f =
∑
ijk
aijk(a0ν)
izjyk (84)
g =
∑
ijk
bijk(a0ν)
izjyk (85)
where,
∑
ijk
=
∑
i=0
∑
j=0
∑
k=Mij
(86)
Mij = ∆0i∆0j (87)
∆κλ = 1− δκλ = 0 for κ = λ (88)
∆κλ = 1− δκλ = 1 for κ 6= λ (89)
y = z4 (90)
ν = zγnt/δ (91)
nt =
−ρ+√ρ2 + 4γω/θ
2ω/θ
(92)
Rearranging Eqn 18,
a−14 − 1
σ4
= e−ν4t (93)
a−12 − 1
σ2
= e−ν2t (94)
Recall zJ + aJ = 1,
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z4
a4σ4
= e−ν4t (95)
z2
a2σ2
= e−ν2t (96)
Let R = ν4/ν2 = ν4/ν,
(
z2
a2σ2
)R
= e−ν4t =
a−14 − 1
σ4
(97)
Solving for a4,
a4 =
1
1 + (σ4/σR2 )(z2/a2)
R
(98)
Then, the needed variables are defined for the expansion,
σ = σ4/σ
R
2 (99)
b = a4 =
1
1 + σ(z/a)R
(100)
y = 1− b = σ
σ + (a/z)R
(101)
Computing the expansions for f and g with t > τ1, z0 → z, and x0 → cz + Ψy = x
Energy/Fuel Equations
Start by finding,
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δ lnw
δk
= α/k +X−1
δX
δk
= α/k +X−1[−(h+Q)(δ lnw
δk
)
U˙
w
] (102)
δ lnw
δk
[X + (h+Q)
U˙
w
] =
Xα
k
(103)
Then,
k
α
δ lnw
δk
=
X
V
(104)
Similarly,
l
α
δ lnw
δl
=
X
V
(105)
To the lowest order in β, k = l = X/V . Then solve for the next Euler-Lagrange equation,
δL
δU
=
d
dt
δL
δU˙
(106)
Find RHS:
δL
δU
=
δ(CΓ/(1− θ))
δU
=
δL
δC
δC
δU
δL
δC
= LθC−θe−ρt = Γ (107)
δC
δU
=
δ(Y/α)
δU
=
1
α
δY
δU
Y
Y
=
Y
α
δ lnY
δU
136
Expand natural log and operate with the derivative to find:
δ lnY
δU
= β
δ lnw
δU
With these relations we can now write the RHS as:
δL
δU
=
ΓY β
α
δ lnw
δU
(108)
Find:
δ lnw
δU
=
δ
δU
ln[BX(kK)α(lL)ω]
Expanding the natural log and operating with the derivative:
δ lnw
δU
=
δ lnX
δU
(109)
Find:
δ lnX
δU
=
1
X
δ
δU
[1 + (h/)(U˙/w)−Mqm] = 1
X
(− hU˙
w2
δw
δU
−mMqm−1︸ ︷︷ ︸
Q
δq
δU
) (110)
Compute δq
δU
:
δq
δU
=
δ
δU
[p− U˙/(w)] = δp
δU︸︷︷︸
−S
+
U˙
w
δ lnw
δU
(111)
Insert Eqn 111 into Eqn 110:
δ lnX
δU
=
1
X
(− hU˙
w2
δw
δU
−Q(−S + U˙
w
δ lnw
δU
)) (112)
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Note relation 109 and simplify:
δ lnw
δU
=
QS
X
− hU˙
Xw2
δw
δU
− QU˙
Xw
δ lnw
δU
⇒ δ lnw
δU
(1 +
1
X
U˙(h+Q)
w
) =
QS
X
⇒ δ lnw
δU
=
QS
X(1 +
U˙
Xw
(h+Q))︸ ︷︷ ︸
V
(113)
Finally, insert Eqn 113 into Eqn 108:
δL
δU
=
ΓY β
α
QS
V
(114)
Now solve the LHS of Eqn 106, noting the relation found before in Eqn 107:
δL
δU˙
=
δL
δC
δC
δU˙
= Γ
δC
δU˙
δC
δU˙
=
Y
α
δ lnY
δU˙
δ lnY
δU˙
= β
δ lnw
δU˙
δL
δU˙
=
ΓβY
α
δ lnw
δU˙
(115)
Again, the following relation is found:
δ lnw
δU˙
=
δ lnX
δU˙
(116)
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Find:
1
X
δX
δU˙
=
1
X
δ
δU˙
[1 +
hU˙
w
−Mqm] = h

(
1
w
− U˙
w2
δw
δU˙
)−mMqm−1︸ ︷︷ ︸
Q
δq
δU˙
(117)
Solve for δq
δU˙
:
δq
δU˙
=
δ
δU˙
[p− U˙/(w)] = −1

(
1
w
− U˙
w2
δw
δU˙
) (118)
Insert Eqn 118 into Eqn 117 and note relation 116:
δ lnw
δU˙
=
h
Xw
− hU˙
Xw
δ lnw
δU˙
+
Q
Xw
− QU˙
Xw
δ lnw
δU˙
⇒ δ lnw
δU˙
(1 +
U˙
Xw
(h+Q)) =
h+Q
Xw
⇒ δ lnw
δU˙
=
(h+Q)/(w)
X(1 +
U˙
Xw
(h+Q)︸ ︷︷ ︸
V
⇒ δ lnw
δU˙
=
(h+Q)/(w)
V
(119)
The LHS of the Euler-Lagrange relation is now found using Eqn 115 and 119, note that β
and α are not time dependent:
d
dt
δL
δU˙
=
β
α
d
dt
[ΓY
δ lnw
δU˙
]
α
ΓY β
d
dt
δL
δU˙
=
1
ΓY
d
dt
[ΓY
δ lnw
δU˙
]
(120)
Finally, the following relation is found:
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αΓY β
d
dt
δL
δU˙
=
1
ΓY
d
dt
[ΓY
(h+Q)
wV
] (121)
Using Eqn 114 and Eqn 121, the first Euler-Lagrange equation can be found:
δL
δU
=
d
dt
δL
δU˙
α
ΓY β
δL
δU
=
QS
V
α
ΓY β
d
dt
δL
δU˙
=
d
dt
1
ΓY
[ΓY
(h+Q)
wV
]
SQ
V
=
d
dt
1
ΓY
[ΓY
(h+Q)
wV
] (122)
Simplifying Eqn 122 by multiplying through by V w
h+Q
the first Euler Lagrange equation is
found,
SQw
(h+Q)
=
d
dt
[ln(ΓY
(h+Q)
wV
] (123)
Since k = l = X/V to the lowest order in β,
w = A3XK
αLωk = A3
X2
V
KαLω (124)
Y =' AKαLω (125)
⇒ Y
wV
=
A
A3
X−2 (126)
Then,
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SwQ = h˙+ Q˙+ (h+Q)
(
Γ˙
Γ
− 2X˙
X
+
A˙
A
− A˙3
A3
)
(127)
where,
Γ˙
Γ
= −ρ+ θ
(
L˙
L
− C˙
C
)
(128)
θ
(
L˙
L
− C˙
C
)
= θ
(
ω−1
F˙0
F0
− G˙0
G0
)
− θ
ω
A˙
A
(129)
Define H and recall,
H = θ
(
ω−1
F˙0
F0
− G˙0
G0
)
+ U − θ
ω
A˙
A
− A˙3
A3
(130)
G0 =
C/K
γ
(131)
F0 = A(L/K)
ω (132)
Use the above relations and insert into Eqn 127,
SwQ = h˙+ Q˙+ (h+Q)
(
−ρ− 2X˙
X
+H
)
(133)
Then note,
141
F˙0 = δz˙0 + δ
2f˙ (134)
G˙0 = δx˙0 + δ
2g˙ (135)
x˙0 = cz˙0 −Ψν4by (136)
Then,
z˙0 = −δ1
δ
[1−Θ(t− τ1)]ν1a1z1 −Θ(t− τ1)νaz (137)
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