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THE SPACE OF MARGINALLY TRAPPED SURFACES IN
PERTURBED SCHWARZSCHILD SPACETIMES
PENGYU LE
Abstract. Marginally trapped surfaces are an important concept in Lorentzian ge-
ometry. They play a similar role like minimal surfaces do in the Riemannian setting.
Penrose used closed trapped surfaces to prove his famous incompleteness theorem in
general relativity; stating that under physical assumptions the existence of such a sur-
face implies future geodesic incompleteness of the spacetime. In the Schwarzschild
black hole spacetime, the event horizon is foliated by marginally trapped surfaces. In
this paper, we study the moduli space of marginally trapped surfaces in a perturbed
Schwarzschild spacetime. More generally, we develop a method to study the geome-
try of spacelike surfaces and apply it to characterise the moduli space of marginally
trapped surfaces in such a spacetime.
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1. Introduction
The concept of a closed trapped surface was introduced by Penrose in [P], which is a
closed spacelike surface whose future null expansions are both negative. Based on this
concept, Penrose proved his famous incompleteness theorem which says that a globally
hyperbolic vacuum spacetime cannot be future null geodesically complete if it contains
a closed trapped surface. This implies that a vacuum spacetime with a complete future
null infinity and a closed trapped surface must exhibit a black hole region containing the
closed trapped surface. In general, a black hole region is defined as the complement of
the past of future null infinity.
The concept of a closed marginally trapped surface is closely related to the one of a
closed trapped surface. A closed spacelike surface is called marginally trapped, if one of
its future null expansions is negative and the other one is constantly zero. Like closed
trapped surfaces, closed marginally trapped surfaces are also related to black holes in the
following way: the event horizon in any Schwarzschild or Kerr black hole spacetime is
foliated by closed marginally trapped surfaces. In particular, a closed spacelike surface
embedded into the event horizon of a Schwarzschild or Kerr black hole spacetime is
marginally trapped. Hence the moduli space of closed marginally trapped surfaces is the
space of closed embedded spacelike surfaces inside the event horizon.
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In this paper, we consider the moduli space of marginally trapped surfaces in per-
turbed Schwarzschild black hole spacetimes (M,g). The nice symmetry of the Schwarzschild
case breaks down by perturbations, making the moduli space much more complicated.
Within spacetimes close to Schwarzschild, we consider a neighborhood of a closed marginally
trapped surface and study the moduli space of marginally trapped surfaces nearby.
In order to investigate this moduli space, we develop a general method to study the
geometry of spacelike surfaces. We suppose that a double null coordinate system is given
on the perturbed Schwarzschild spacetime. With the help of this coordinate system, we
can parametrize any spacelike surface by two functions on the sphere. Then we can
calculate all the geometric quantities of the spacelike surface by these two functions
parametrizing the surface and the background geometric quantities of the spacetime. In
particular, we can calculate the future null expansions in this way.
A closed spacelike surface being marginally trapped is equivalent to its outgoing future
null expansion being zero. We apply the above mentioned method to a marginally
trapped surface to derive an equation for the two functions parametrizing it, requiring
that the outgoing future null expansion is zero. In the following, we will call this equation
the zero null expansion equation. From the point of view of analysis, the moduli space
of marginally trapped surfaces is identified with the space of solutions of the zero null
expansion equation.
Assuming that we are given a marginally trapped surface in (M,g), we have a trivial
solution of the zero null expansion equation. We will use a perturbation method to find
all the solutions near the trivial solution. By the equivalence of marginally trapped sur-
faces and solutions of the zero null expansion equation, we actually find all the marginally
trapped surfaces near the a priori given marginally trapped surface. One of the main
results obtained in this paper is that there exists a unique marginally trapped surface
in any incoming null hypersurface in the perturbed Schwarzschild spacetime.
This paper is organised as follows.
Section 2 gives a short review of the Schwarzschild spacetime and introduces the
perturbed Schwarzschild spacetime.
In section 3, we introduce two methods to parametrize spacelike surfaces by two
functions. These will be crucial geometric-analytic tools to investigate the geometry of
spacelike surfaces. We denote the two functions in the first method of parametrization
by
(
˜˜
f,
˜˜
f
)
, and the two functions in the second method by
(
s=0˜f,
˜˜
f
)
. We will use both
parametrizations throughout this paper. Moreover, we calculate the geometric quantities
on spacelike surfaces by the first parametrization
(
˜˜
f,
˜˜
f
)
. In the later sections, we will
always assume the second parametrization
(
s=0˜f, ˜˜f
)
is given a priori. In this section,
we also present the method to obtain the first parametrization from the second one.
In section 4, we estimate the first parametrization
(
˜˜f , ˜˜f
)
by the a priori given second
parametrization
(
s=0˜f,
˜˜
f
)
. From the point of view of analysis, we study the mapping
from the second parametrization to the first parametrization:
(
s=0˜f,
˜˜
f
)
7→
(
˜˜
f,
˜˜
f
)
.
In section 5, we estimate the geometric quantities of spacelike surfaces, combining the
results obtained in section 3 and the estimates of
(
˜˜f, ˜˜f
)
in section 4.
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In sections 6 and 7, we study the perturbations of spacelike surfaces.
In section 8, we construct the linearization of the mapping
(
s=0˜f , ˜˜f
)
7→
(
˜˜f , ˜˜f
)
.
In section 9, we construct the linearized perturbations of the geometric quantities of
spacelike surfaces.
In section 10, we construct the moduli space of marginally trapped surfaces near the a
priori given one in (M,g) by solving the zero null expansion equation ˜˜tr˜˜χ
(
s=0˜f,
˜˜
f
)
= 0.
We solve the zero null expansion equation by constructing iteration sequences using the
linearized perturbation of ˜˜tr˜˜χ constructed in section 9. We prove that for any s=0˜f close
to zero, there exists a unique solution
˜˜
f solving the zero null expansion equation. This
implies that there exists a unique closed marginally trapped surface embedded in any
incoming null hypersurface near the a priori given closed marginally trapped surface in
(M,g).
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2. Schwarzschild spacetime and its perturbation
The Schwarzschild spacetime is the spherically symmetric vacuum spacetime. In the
polar coordinate system {t, r, θ, φ}, the Schwarzschild metric gSch can be expressed as
(1) gSch = −
(
1−
2m
r
)
dt2 +
(
1−
2m
r
)−1
dr2 + r2
(
dθ2 + sin2 θdφ2
)
,
where m is a positive constant which is the total mass of the Schwarzschild spacetime.
The metric is singular at r = 2m and r = 0. The singularity of the metric at r = 2m is
due to the choice of coordinate system, but the singularity at r = 0 is a real singularity,
i.e. it cannot be resolved by any change of coordinate systems.
In another coordinate system {ν, υ, θ, φ}, the Schwarzschild metric takes the form
(2) gSch = −
8m2
r
exp
−r
2m
(dν ⊗ dυ + dυ ⊗ dν) + r2
(
dθ2 + sin2 θdφ2
)
,
where r is given by
(3) νυ = −(r − 2m) exp
r
2m
.
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The region {0 < νυ < 2m, ν > 0} is called the black hole, since it is the set of points
which cannot send signals to future null infinity. The event horizon is defined to be the
past boundary of the black hole. It consists of two null hypersurfaces {ν = 0, υ ≥ 0}
and {ν ≥ 0, υ = 0} which intersect at the surface Σν=0,υ=0. The event horizon is foliated
by future marginally trapped surfaces. The past lightcone {ν = ν0, υ ≤ 0} issuing from
the future marginally trapped surface Σν=ν0,υ=0 in the event horizon intersects past null
infinity.
The coordinate system {ν, υ, θ, φ} is called a double coordinate system and the level
sets {Cν} ∪ {Cυ} of ν, υ is a double null foliation.
In the double null coordinate {ν, υ, θ, φ}, we define
(4) Lν = −
∂
∂ν
, Lυ =
∂
∂υ
,
and
(5) 2Ω2νυ = gSch(L
ν , Lυ) =
8m2
r
exp
−r
2m
.
Then the null geodesic vector fields L′ν , L′υ tangential to Cυ and Cυ respectively are
(6)


L′ν = Ω−2νυL
ν = −
r
4m2
exp
r
2m
∂
∂ν
,
L′υ = Ω−2νυL
υ =
r
4m2
exp
r
2m
∂
∂υ
.
From equation (3) of r, we can calculate its differential in {ν, υ} coordinates,
(7) dr = −
2m
r
exp
−r
2m
(νdυ + υdν) =
2m(r − 2m)
r
(d log ν + d log υ) ,
so
(8)


∂r
∂ν
= −
2mυ
r
exp
−r
2m
,
∂r
∂υ
= −
2mν
r
exp
−r
2m
.
On the null hypersurface Cν=0,
(9)
∂r
∂υ
= 0
which means that r ≡ 2m along Cν=0 and Σν=0,υ is marginally trapped for all values of
υ. We define
(10) r0 = 2m.
We choose the sphere Σν=0,υ=υ0 and the null hypersurface Cυ=υ0 , and introduce a func-
tion s = s(ν) such that
(11) s(ν) = r(ν, υ0)− 2m = r(ν, υ0)− r0,
and since
(12)
ds
dν
=
∂r
∂ν
(ν, υ0) = −
2mυ0
r(ν, υ0)
exp
−r(ν, υ0)
2m
= −
r0υ0
r(ν, υ0)
exp
−r(ν, υ0)
r0
6= 0,
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s is a foliation on Cυ=υ0 . We set Σ0,0 = Σν=0,υ=υ0 and C0 = Cυ=υ0 . In following we
will construct a double null foliation {Cs} ∪ {Cs} and the corresponding double null
coordinate system {s, s, θ, φ} We will find the transformation between {ν, υ} and {s, s}
to define {s, s}.
The associated outgoing null vector field Ls on C0 is
(13) Ls =
∂
∂s
=
dν
ds
∂
∂ν
=
(
∂r
∂ν
(ν, υ0)
)−1 ∂
∂ν
=
r(ν, υ0)
r0υ0
exp
r(ν, υ0)
r0
Lν ,
then we define its conjugate null vector field as L′s on Σ0,0, which is given by
(14) g(Ls, L′s) = 2⇒ L′s =
υ0
e
L′υ =
υ0
r0
Lυ.
We extend L′s to a null geodesic vector field on C0 = Cν=0 and notice that L
′υ is
geodesic, hence the extension of L′s on C0 is
(15) L′s =
υ0
e
L′υ =
υ0
r0
Lυ.
Then by the equation L′ss = 1 on C0, we get
(16)
υ0
r0
∂s
∂υ
= 1,
hence
(17) s(υ) =
r0
υ0
(υ − υ0),
and
(18) Ls =
∂
∂s
=
dν
ds
∂
∂ν
=
υ0
r0
Lυ.
We obtained the transformation from {ν, υ} coordinates to {s, s} coordinates
(19)


s(ν) = r(ν, υ0)− r0,
s(υ) =
r0
υ0
(υ − υ0),
we can reverse the transformation to get
(20)


ν(s) = −
s
υ0
exp
s+ r0
r0
,
υ(s) =
υ0
r0
(s+ r0).
Substituting to equation (3) of r, we get
(21) (r − r0) exp
r
r0
= (s+ r0)
s
r0
exp
s+ r0
r0
.
We calculate the metric component Ω in {s, s} coordinates,
(22)
2Ω2 = gSch (L
s, Ls) =
r(ν, υ0)
r20
exp
r(ν, υ0)
r0
gSch (L
ν , Lυ) =
2(s+ r0)
r
exp
s+ r0
r0
exp
−r
r0
,
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then we substitute equation (21) to get
(23) Ω2 =
s+ r0
r
exp
s+ r0
r0
exp
−r
r0
=
r0(r − r0)(s+ r0)
rs(s+ r0)
So in the double null coordinate system {s, s, θ, φ}, the Schwarzschild metric takes the
form
(24) gSch =
2(s + r0)
r
exp
s+ r0
r0
exp
−r
r0
(ds⊗ ds+ ds⊗ ds) + r2
(
dθ2 + sin2 θdφ2
)
and r is determined by equation (21). In the following, we use
◦
g to denote the round
metric dθ2 + sin2 θdφ2 on the sphere.
In the following, we calculate the structure coefficients and curvature components
of the double null foliation {s, s}. First, we calculate the differential of r in {s, s}
coordinates by taking the differential of equation (21)
(25) r exp
r
r0
dr = s exp
s+ r0
r0
ds+ (s + r0)
s+ r0
r0
exp
s+ r0
r0
ds,
which implies
(26)


Dr =
∂r
∂s
=
s+ r0
r0
s+ r0
r
exp
s+ r0
r0
exp
−r
r0
,
Dr =
∂r
∂s
=
s
r
exp
s+ r0
r0
exp
−r
r0
.
The null second fundamental forms χ, χ are
χ =
1
2
D
(
r2
◦
g
)
= rDr
◦
g = s exp
s+ r0
r0
exp
−r
r0
◦
g,(27)
χ =
1
2
D
(
r2
◦
g
)
= rDr
◦
g =
s+ r0
r0
(s+ r0) exp
s+ r0
r0
exp
−r
r0
◦
g.(28)
The shears χˆ, χˆ, which are the trace free parts of χ, χ, and the null expansions trχ, trχ
are
χˆ = 0, trχ =
2s
r2
exp
s+ r0
r0
exp
−r
r0
=
r0
s+ r0
2(r − r0)
r2
,(29)
χˆ = 0, trχ =
2(s + r0)
r0
s+ r0
r2
exp
s+ r0
r0
exp
−r
r0
=
2(r − r0)
s
s+ r0
r2
.(30)
Since the spacetime is spherically symmetric, the torsions η, η vanishes, i.e.
(31) η =
1
2
g(∇Ls, L′s) = 0, η =
1
2
g(∇Ls, L′s) = 0.
The accelerations ω, ω are
ω = D log Ω = D
1
2
{
log(s+ r0)− log r +
s+ r0
r0
−
r
r0
}
= −
(
1
2r
+
1
2r0
)
Dr
(32)
ω = D log Ω = D
1
2
{
log(s+ r0)− log r +
s+ r0
r0
−
r
r0
}
=
1
2(s+ r0)
+
1
2r0
−
(
1
2r
+
1
2r0
)
Dr,
(33)
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then substituting (26), we have
ω = −
(
1
2r
+
1
2r0
)
s
r
exp
s+ r0
r0
exp
−r
r0
,(34)
ω =
1
2(s+ r0)
+
1
2r0
−
(
1
2r
+
1
2r0
)
s+ r0
r0
s+ r0
r
exp
s+ r0
r0
exp
−r
r0
(35)
From the above structure coefficients of the double null foliation {s, s}, then we can
calculate the curvature components by the Gauss equations, the Codazzi equations and
the propagation equations in [C], which takes the following forms in {s, s} coordinate
system.
ρ = −K +
1
4Ω2
trχtrχ−
1
2Ω2
= −
r0
r3
, σ = 0, β = β = 0, α = α = 0,(36)
where K is the Gauss curvature of the surface Σs,s.
{s, s} is a double null foliation with nice properties on Cs=0, since
(37) Ω = 1, ω = 0
on Cs=0, however the shortcoming of this double null foliation is that the structure
coefficients have no good decay approaching the past null infinity I−, for example ω. So
we consider the following renormalised null function
(38) sr = r0 log
s+ r0
r0
, s+ r0 = r0 exp
sr
r0
,
dsr
ds
=
r0
s+ r0
,
which implies
(39) Ls
r
=
(
dsr
ds
)−1
Ls =
s+ r0
r0
Ls.
Now for the double null foliation {s, sr}, we calculate the metric components and the
structure coefficients.
(Ωr)2 =
s+ r0
r0
Ω2 =
s+ r0
r0
s+ r0
r
exp
s+ r0
r0
exp
−r
r0
=
s+ r0
s
r − r0
r
(40)
trχr =
s+ r0
r0
trχ =
s+ r0
r0
2s
r2
exp
s+ r0
r0
exp
−r
r0
=
2(r − r0)
r2
(41)
For the acceleration ωr, we have
(42) ∇LsrL
sr = 2ωrLs
r
⇒ 2ωr =
1
r0
+ 2ω
s+ r0
r0
,
then substituting ω from (34),
(43) ωr =
r0
2r2
.
Notice that at the event horizon r = r0, ω
r(r = r0) =
1
2r0
=
1
4m
which is the surface
gravity at the event horizon.
From now on we replace the double null foliation {s, s} by {s, sr}. In the above, we
construct a double null coordinate system in the Schwarzschild spacetime and study the
geometry of the spacetime using this coordinate system. In the following, we introduces
a class of spacetimes which are close to the Schwarzschild spacetime.
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Definition 2.1 ((κ, τ)-neighbourhood Mκ,τ of Σ0,0). Let (S, gSch) be the Schwarzschild
spacetime of mass m. Let {s, s} be the double null foliation constructed as above. We
define the κ-neighbourhood Mκ,τ of Σ0,0 to be the portion of S such that for any point
p ∈Mκ,
(44) |s(p)| ≤ κr0, |s(p)| < τr0,
i.e.
(45) Mκ = {p ∈ S : |s(p)| ≤ κr0, |s(p)| < τr0} .
The (κ, τ)-neighbourhood Mκ,τ is simply a differential manifold. In the coordinate
system {s, s, θ1, θ2}, the Schwarzschild metric takes the form
(46) gSch =
2(s + r0)
r
r − r0
s
(ds⊗ ds+ ds⊗ ds) + r2
◦
gabdθ
a ⊗ dθb,
where r is given by
(47) (r − r0) exp
r
r0
= s exp
s+ s+ r0
r0
.
In the following we consider more general metrics onMκ,τ which have the following form:
Let Ω be a positive function onMκ,τ , g/ be a positive definite symmetric
{
Σs,s
}
tangential
covariant 2-tensor field and ~b be a
{
Σs,s
}
-tangential vector field on. In the coordinate
system,
(48) g/ = g/abdθ
a ⊗ dθb, ~b = b1
∂
∂θ1
+ b2
∂
∂θ2
,
then we can construct a Lorentzian metric g as follows
(49) g = 2Ω2 (ds⊗ ds+ ds⊗ ds) + g/ab
(
dθa − bads
)
⊗
(
dθb − bbds
)
.
It is easy to see that {s, s, θ1, θ2} is also a double null coordinate system of the Lorentzian
manifold (Mκ,τ , g), and the associated null vector fields L
s, Ls satisfy
(50) Ls =
∂
∂s
, Ls =
∂
∂s
+~b.
Definition 2.2 (Lorentzian metric gǫ on (κ, τ)-neighbourhood Mκ,τ ). Let gǫ be a Ricci-
flat Lorentzian metric on the (κ, τ)-neighbourhood Mκ,τ and assume that in coordinates
(51) gǫ = 2Ω
2
ǫ (ds⊗ ds+ ds⊗ ds) + (g/ǫ)ab
(
dθa − baǫds
)
⊗
(
dθb − bbǫds
)
.
Define the area radius function rǫ(s, s) by
(52) 4πr2ǫ (s, s) =
∫
Σs,s
1 · dvolg/ǫ .
Then we have the structure coefficients and curvature components of (Mκ,τ , gǫ) associated
to the double null foliation {s, s}. We call gǫ ǫ-close to the Schwarzschild metric on Mκ,τ
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if the following assumptions are true: Σ0,0 is marginally outer trapped and
1− ǫ <
∣∣∣∣ rǫrSch
∣∣∣∣ < 1 + ǫ,
(53)
|log Ωǫ − log ΩSch| <
ǫr0
rǫ
,
∣∣∣∣ ◦∇k (log Ωǫ − log ΩSch)
∣∣∣∣ < ǫr0rǫ ,
(54)
∣∣∣∣ ◦∇k ∂ns (log Ωǫ − log ΩSch)
∣∣∣∣ < ǫr0r1+nǫ ,∣∣∣∣ ◦∇k ∂s (log Ωǫ − log ΩSch)
∣∣∣∣ < ǫr0r2ǫ ,
∣∣∣∣ ◦∇k ∂ms (log Ωǫ − log ΩSch)
∣∣∣∣ <m≥2 ǫr0r3ǫ rm−20 ,∣∣∣∣ ◦∇k ∂ns ∂s (log Ωǫ − log ΩSch)
∣∣∣∣ < ǫr0r2+nǫ ,
∣∣∣∣ ◦∇k ∂ms (log Ωǫ − log ΩSch)
∣∣∣∣ <m≥2 ǫr0r3+nǫ rm−20 ,
|bǫ|◦g <
ǫr0s
r3
,
∣∣∣∣ ◦∇k bǫ
∣∣∣∣
◦
g
<
ǫr0s
r3ǫ
,
(55)
∣∣∣∣ ◦∇k ∂ns bǫ
∣∣∣∣
◦
g
≤
ǫr0s
r3+nǫ
,
∣∣∣∣ ◦∇k ∂ms bǫ
∣∣∣∣
◦
g
<
ǫ
r3ǫ r
m−2
0
,
∣∣∣∣ ◦∇k ∂ns ∂ms bǫ
∣∣∣∣
◦
g
<
ǫ
r3+nǫ r
m−2
0
,
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|g/ǫ − g/Sch|◦g < ǫr
2
ǫ ,
∣∣∣∣ ◦∇k (g/ǫ − g/Sch)
∣∣∣∣ ≤ ǫr2ǫ ,
(56)
∣∣∣∣ ◦∇k ∂ns (g/ǫ − g/Sch)
∣∣∣∣
◦
g
< ǫr0r
1−n
ǫ ,
∣∣∣∣ ◦∇k ∂ms (g/ǫ − g/Sch)
∣∣∣∣
◦
g
< ǫr1−m0 rǫ,∣∣∣∣ ◦∇k ∂ns ∂ms (g/ǫ − g/Sch)
∣∣∣∣
◦
g
< ǫr1−m0 r
1−n
ǫ ,
|ωǫ − ωSch|◦g <
ǫr0
r2ǫ
,
∣∣∣∣ ◦∇k (ωǫ − ωSch)
∣∣∣∣
◦
g
<
ǫr0
r2ǫ
,
(57)
∣∣∣∣ ◦∇k ∂ns (ωǫ − ωSch)
∣∣∣∣
◦
g
<
ǫr0
r2+nǫ
,
∣∣∣∣ ◦∇k ∂ms (ωǫ − ωSch)
∣∣∣∣
◦
g
<
ǫr0
r3ǫ r
m−1
0
,
∣∣∣∣ ◦∇k ∂ns ∂ms (ωǫ − ωSch)
∣∣∣∣
◦
g
<
ǫr0
r3+nǫ r
m−1
0
,
|ωǫ − ωSch|◦g <
ǫr0
r2ǫ
,
∣∣∣∣ ◦∇k (ωǫ − ωSch)
∣∣∣∣
◦
g
<
ǫr
3
2
0
r
5
2
ǫ
,
(58)
∣∣∣∣ ◦∇k ∂ns (ωǫ − ωSch)
∣∣∣∣
◦
g
<
ǫr0
r2+nǫ
,
∣∣∣∣ ◦∇k ∂ms (ωǫ − ωSch)
∣∣∣∣
◦
g
<
ǫr0
r3ǫ r
m−1
0
,
∣∣∣∣ ◦∇k ∂ns ∂ms (ωǫ − ωSch)
∣∣∣∣
◦
g
<
ǫr0
r3+nǫ r
m−1
0
,
|ηǫ|◦g <
ǫr0
rǫ
,
∣∣∣∣ ◦∇k ηǫ
∣∣∣∣
◦
g
<
ǫr0
rǫ
,
(59)
∣∣∣∣ ◦∇k ∂ns ηǫ
∣∣∣∣
◦
g
<
ǫr0
r1+nǫ
,
∣∣∣∣ ◦∇k ∂ms ηǫ
∣∣∣∣
◦
g
<
ǫ
rǫr
m−1
0
,
∣∣∣∣ ◦∇k ∂ns ∂ms ηǫ
∣∣∣∣
◦
g
<
ǫ
r1+nǫ r
m−1
0
,
∣∣∣η
ǫ
∣∣∣
◦
g
<
ǫr0
rǫ
,
∣∣∣∣ ◦∇k ηǫ
∣∣∣∣
◦
g
<
ǫr0
rǫ
,
(60)
∣∣∣∣ ◦∇k ∂ns ηǫ
∣∣∣∣
◦
g
<
ǫr0
r1+nǫ
,
∣∣∣∣ ◦∇k ∂ms ηǫ
∣∣∣∣
◦
g
<
ǫ
rǫr
m−1
0
,
∣∣∣∣ ◦∇k ∂ns ∂ms ηǫ
∣∣∣∣
◦
g
<
ǫ
r1+nǫ r
m−1
0
,
|trχǫ − trχSch|◦g <
ǫs
r2ǫ
+
ǫs
r2ǫ
(
ǫ+
r0
rǫ
)
,
∣∣∣∣ ◦∇k (trχǫ − trχSch)
∣∣∣∣
◦
g
<
ǫs
r2ǫ
+
ǫs
r2ǫ
(
ǫ+
r0
rǫ
)
,
(61)
12 PENGYU LE∣∣∣∣ ◦∇k ∂ns (trχǫ − trχSch)
∣∣∣∣
◦
g
<
ǫ
r1+nǫ
,
∣∣∣∣ ◦∇k ∂ms (trχǫ − trχSch)
∣∣∣∣
◦
g
<
ǫ2rǫ + ǫr0
r3ǫ r
m−1
0
,
∣∣∣∣ ◦∇k ∂ns ∂ms (trχǫ − trχSch)
∣∣∣∣
◦
g
<
ǫ2rǫ + ǫr0
r3+nǫ r
m−1
0
,
∣∣∣trχ
ǫ
− trχ
Sch
∣∣∣
◦
g
<
ǫr0
r2ǫ
,
∣∣∣∣ ◦∇k (trχǫ − trχSch
)∣∣∣∣
◦
g
<
ǫr0
r2ǫ
,
(62)
∣∣∣∣ ◦∇k ∂ns (trχǫ − trχSch
)∣∣∣∣
◦
g
<
ǫr0
r2+nǫ
,
∣∣∣∣ ◦∇k ∂ms (trχǫ − trχSch
)∣∣∣∣
◦
g
<
ǫ
r3ǫ r
m−2
0
,
∣∣∣∣ ◦∇k ∂ns ∂ms (trχǫ − trχSch
)∣∣∣∣
◦
g
<
ǫ
r3+nǫ r
m−2
0
,
|χˆǫ|◦g < ǫrǫ,
∣∣∣∇/ kχˆǫ∣∣∣◦
g
< ǫrǫ,
(63)
∣∣∣∇/ k∂ns χˆǫ∣∣∣◦
g
< ǫr1−nǫ ,
∣∣∣∣ ◦∇k ∂ms χˆǫ
∣∣∣∣
◦
g
< ǫrǫr
−m
0 ,∣∣∣∣ ◦∇k ∂ns ∂ms χˆǫ
∣∣∣∣
◦
g
< ǫr1−nǫ r
−m
0 ,
∣∣∣χˆ
ǫ
∣∣∣
◦
g
< ǫr0,
∣∣∣∇/ kχˆ
ǫ
∣∣∣
◦
g
< ǫr0,
(64)
∣∣∣∣ ◦∇k ∂ns χˆǫ
∣∣∣∣
◦
g
< ǫr
3
2
0 r
− 1
2
−n
ǫ ,
∣∣∣∣ ◦∇k ∂ms χˆǫ
∣∣∣∣
◦
g
< ǫr1−m0 ,∣∣∣∣ ◦∇k ∂ns ∂sχˆǫ
∣∣∣∣
◦
g
< ǫr
3
2
0 r
− 3
2
−n
ǫ ,
∣∣∣∣ ◦∇k ∂ns ∂ms χˆǫ
∣∣∣∣
◦
g
<
m≥2
ǫr3−m0 r
−2−n
ǫ .
From now on, we will work in the Lorentzian manifold (Mκ,τ , gǫ) for some κ, τ and ǫ.
To simplify the notations, we use (M,g) to denote (Mκ,τ , gǫ).
Remark 2.3. In the definitions of κ, τ -neighbourhood Mκ,τ and the metric gǫ, κ, τ and
ǫ are both dimensionless quantities.
3. Parametrization of spacelike surfaces and incoming null hypersurfaces
In this section, we study two methods to parametrize spacelike surfaces in (M,g). The
first method consists of representing a spacelike surface as the graph of two functions
f, f on S2 in the double null coordinate system {s, s, ϑ} as in formula (65). We use these
two functions to parametrize the spacelike surface. The second method is more indirect
compared to the first method. We will characterise a spacelike surface by two functions.
The first function is given by the parametrization of the incoming null hypersurface con-
taining the spacelike surface. The second one is given by the embedding of the spacelike
surface into the null hypersurface. Then these two functions together parametrize the
spacelike surface. In our setting, by construction, the second parametrization of the
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spacelike surface is given. Then the first parametrization of the spacelike surface is
obtained from the given (i.e. the second) parametrization by transformation.
In section 3.1, we introduce the first method to parametrize spacelike surfaces and
give its application to the geometry of spacelike surfaces. In section 3.2, we introduce
the method to parametrize incoming null hypersurfaces. In section 3.3, we introduce
the second method to parametrize spacelike surfaces and in section 3.4, we study how
to obtain the first parametrization of spacelike surfaces from the second parametriztion.
3.1. First method to parametrize spacelike surfaces. Let Σ be a spacelike surface
in (M,g) and we assume that Σ is the graph of two functions f, f on S2 in the double
null coordinate system {s, s, θ}, i.e.
(65) Σ =
{
(s, s, ϑ) = (f(ϑ), f(ϑ), ϑ), ϑ ∈ S2
}
.
We can also parametrize an open domain of Σ in the double null coordinate system
{s, s, θ1, θ2}
(66)
{
(s, s, θ1, θ2) = (f(θ1, θ2), f(θ1, θ2), θ1, θ2)
}
⊂ Σ.
We call the pair of functions
(
f, f
)
the first parametrization of Σ.
Let TΣ be the tangent space of Σ, we have the coordinate frame
{
∂˜1, ∂˜2
}
where
(67) ∂˜i = ∂i + fi∂s + f i∂s,
and by L = ∂s, L = ∂s + b
i∂i, the above is equivalent to
(68) ∂˜i =
(
δji − fib
j
)
∂j + fiL+ f iL = B
j
i ∂j + fiL+ f iL,
where
(69) Bji = δ
j
i − fib
j.
The intrinsic metric g˜/ = g|Σ is
(70) g˜/ij = g˜/
(
∂˜i, ∂˜j
)
= g
(
∂˜i, ∂˜j
)
= Bki B
l
jg/kl + 2Ω
2
(
fif j + fjf i
)
.
Let NΣ be the normal bundle of Σ in (M,g). We can find a null frame
{
L˜
Σ
, L˜Σ
}
of
NΣ, where
(71)
{
L˜
Σ
= L+ εL+ εi∂i,
L˜Σ = L+ εL+ εi∂i.
ε, εi, ε, εi are given by
(72)
ε =
−|e|2
(2Ω2 + e · e) +
√
(2Ω2 + e · e)2 − |e|2|e|2
,
ε =
−|e|2
(2Ω2 + e · e) +
√
(2Ω2 + e · e)2 − |e|2|e|2
,
and
(73) εk = ek + εek, εk = ek + εek,
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where ek, ek are given by
(74) ek = −2Ω2fi
(
B−1
)i
j
(
g/−1
)jk
, ek = −2Ω2f
i
(
B−1
)i
j
(
g/−1
)jk
,
and
(75) |e|2 = g/ije
iej, |e|2 = g/ije
iej, e · e = g/ije
iej.
To simplify the notation, we will omit the script Σ in L˜
Σ
, L˜Σ. We have the function
Ω˜ given by
(76) 2Ω˜2 = g
(
L˜, L˜
)
= 2Ω2(1 + ε · ε) + ~ε ·~ε
where
(77) ~ε ·~ε = g/ijε
iεj.
then we define another null frame
{
L˜
′
, L˜′
}
by
(78) L˜
′
= Ω˜−2L˜, L˜′ = Ω˜−2L˜.
We can also define the conjugate null frames
{
L˜, L˜′
}
and
{
L˜
′
, L˜
}
, i.e.
g(L˜, L˜′) = 2, g(L˜
′
, L˜) = 2(79)
We recall the structure coefficients associated with the null frame {L˜, L˜} on Σ,
χ˜
ij
= g
(
∇∂˜iL˜, ∂˜j
)
, χ˜ij = g
(
∇∂˜iL˜, ∂˜j
)
,(80)
η˜i =
1
2
g
(
∇∂˜iL˜, L˜
′
)
, η˜
i
=
1
2
g
(
∇∂˜iL˜, L˜
′
)
.
We have the following formulas for these structure coefficients.
Proposition 3.1. Let Σ be a given spacelike surface in (M,g). Assume that Σ is
represented by the first parametrization
(
f, f
)
. Then we have
χ˜
ij
=χ
ij
+ εχij + (~ε · b− 2Ω
2ε) p∇/ 2ijf − 2Ω
2 p∇/ 2ijf − 2sym
{[
χ(~ε) + 2Ω2η
]
⊗ d˜/ f
}
ij
(81)
+ 2sym
{[
∇/ b ·~ε− χ(ε)− εχ(b)− 2Ω2εη
]
⊗ d˜/ f
}
ij
+
[
2χ(b,~ε) + χ(b, b) + εχ(b, b) + 4Ω2εb · η −∇/ bb ·~ε+
∂b
∂s
·~ε+ 4Ω2εω
]
·
(
d˜/ f ⊗ d˜/ f
)
ij
+ 2sym(d˜/ f ⊗ d˜/ f)ij
[
2Ω2η ·~ε+ χ(b,~ε) + 2Ω2b · η
]
− 4ωΩ2(d˜/ f ⊗ d˜/ f)ij
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χ˜ij =χij + εχij + (~ε · b− 2Ω
2) p∇/ 2ijf − 2Ω
2ε p∇/ 2ijf − 2sym
{[
χ(~ε) + 2Ω2εη
]
⊗ d˜/ f
}
ij
(82)
+ 2sym
{[
∇/ b · ~ε− χ(~ε)− εχ(b)− χ(b)− 2Ω2η
]
⊗ d˜/ f
}
ij
+
[
2χ(b, ~ε) + χ(b, b) + εχ(b, b) + 4Ω2b · η −∇/ bb · ~ε+
∂b
∂s
· ~ε+ 4Ω2ω
]
·
(
d˜/ f ⊗ d˜/ f
)
ij
+ 2sym(d˜/ f ⊗ d˜/ f)ij
[
2Ω2η · ~ε+ χ(b, ~ε) + 2Ω2εb · η
]
− 4εωΩ2(d˜/ f ⊗ d˜/ f)ij ,
η˜i =
[
2Ω2(1 + εε) + ~ε ·~ε
]−1
·(83) {
2Ω2ηi + 2Ω
2εεη
i
− χ(~ε)i + εχ(~ε)i + χ(~ε)i − εχ(~ε)i
+ fi
[
4Ω2ω − 2Ω2b · η − 2Ω2εεb · η + 2Ω2~ε · η − 2Ω2εη · ~ε
+χ(b,~ε)− εχ(b, ~ε) + χ(~ε, ~ε)− χ(b, ~ε) + εχ(b,~ε)− (∇/~εb) · ~ε
]
+f
i
[
−2Ω2η · ~ε+ 2Ω2η ·~ε+ 4Ω2εεω + χ(~ε,~ε)
]
+ 2Ω2ε(d˜/ ε)i + (∇/ i~ε) · ~ε
}
,
where d˜/ is the differential operator on Σ, p∇/ on Σ is the pull back of ∇/ on (M,g) via
the embedding of Σ, i.e. for any tensor field T on Σ,
(84) p∇/ iT
j1···jl
i1···ik
= ∂˜iT
j1···jl
i1···ik
− T j1···jl
i1···
ˆim
r ···ik
Γ/ riim + T
j1···
jˆn
s ···jl
i1···ik
Γ/ jnis ,
and the product · are taken with respect to the metric g/.
Remark 3.2. Proposition 3.1 holds for general Lorentzian manifolds, not only Ricci flat
Lorentzian manifolds. So are propositions 3.3, 3.4.
There are two important special case of proposition 3.1: f ≡ s0 and f ≡ s0.
Proposition 3.3. Let Σ be a given spacelike surface in (M,g). Assume that Σ is
represented by the first parametrization
(
f, f
)
. Moreover, we assume that Σ is embedded
in the outgoing null hypersurface Cs=s0. Then f ≡ s0 in the first parametrization of Σ
and we have
χ˜
ij
=χ
ij
− Ω2
∣∣∣d˜/ f ∣∣∣2
g/
χij − 2Ω
2 p∇/ 2ijf − 4Ω
2sym
{
η ⊗ d˜/ f
}
ij
− 4ωΩ2(d˜/ f ⊗ d˜/ f)ij
(85)
+ 4Ω2sym
{
d˜/ f ⊗ χ( p∇/ f)
}
ij
,
t˜rχ˜ =trχ− 2Ω2 p∆/ f − Ω2
∣∣∣d˜/ f ∣∣∣2
g/
trχ− 4Ω2η · d˜/ f − 4Ω2ω
∣∣∣d˜/ f ∣∣∣2
g/
+ 4Ω2χ( p∇/ f , p∇/ f),
(86)
(87) χ˜ij = χij , t˜rχ˜ = trχ, η˜i = ηi + χ(
p∇/ f)i.
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where p∇/ if =
(
g/−1
)ij
f
j
, p∆/ f =
(
g/−1
)ij p∇/ 2ijf , the inner product · is taken with
respect to g/ and t˜r is the trace operator with respect to g˜/.
Proposition 3.4. Let Σ be a given spacelike surface in (M,g). Assume that Σ is
represented by the first parametrization
(
f, f
)
. Moreover, we assume that Σ is embedded
in the incoming null hypersurface Cs=s
0
. Then f ≡ s0 in the first parametrization of Σ
and we have
χ˜
ij
=χ
ij
+ 2sym
{
(−χ(b))⊗ d˜/ f
}
ij
+ χ(b, b)fifj,(88)
χ˜′ij =χ
′
ij + ε
′χ
ij
+ (b · ~ε′ − 2) p∇/ 2ijf(89)
+ 2sym
{
d˜/ f ⊗
[
∇/ b · ~ε′ − χ(~ε′)− ε′χ(b)− χ′(b)− 2η
]}
ij
+
[
2χ(b, ~ε′) + ε′χ(b, b) + χ′(b, b) + 4b · η −∇/ bb · ~ε′ − ∂sb · ~ε′ − 4ω
]
fifj,
η˜i =ηi +
1
2
χ(~ε′)i + fi
[
2ω − b · η −
1
2
χ(b, ~ε′)
]
.(90)
Remark 3.5. In propositions 3.1-3.4, p∇/ (the pull back of ∇/ via the embedding of Σ into
(M,g)) only applies to the function f, f of the first parametrization of Σ. To simplify
the notation, we will drop the script p in p∇/ when it applies to f, f . For example, ∇/ f
means p∇/ f , and ∇/ 2ijf means
p∇/ 2ijf . Similarly we drop the script p in the operator
p∆/
when it applies to f, f .
3.2. Parametrization of incoming null hypersurfaces. Let C˜ be an incoming null
hypersurface embedded in (M,g) which is regular and extends to past null infinity I−.
We define Σ˜s as the intersection of C˜ with Cs, i.e.
(91) Σ˜s = C˜ ∩ Cs,
then the family of spacelike surfaces
{
Σ˜s
}
is a foliation of C˜. In particular, Σ˜0 is the
intersection of C˜ with Cs=0. Geometrically, we can see that C˜ is determined by Σ˜0,
so we can use Σ˜0 to characterize C˜. We assume that the first parametrization of Σ˜0 is(
0, s=0˜f
)
, then we will use the function s=0˜f to parametrize the null hypersurface C˜.
Associated with the foliation {Σ˜s}, we can define the tangential null vector fields L˜
on C˜ by the condition
(92) L˜s = 1,
and define the null vector field L˜′ by the condition that {L˜, L˜′} is a conjugate null frame
of the normal space N Σ˜s for each Σ˜s. We can restrict coordinate functions {s, ϑ} or
{s, θ1, θ2} to C˜ to get a coordinate system of C˜.
{
∂˜s =
∂˜
∂s
, ∂˜1 =
∂˜
∂θ1
, ∂˜2 =
∂˜
∂θ2
}
is the
coordinate frames obtained from the coordinate system {s, θ1, θ2} on C˜. Note that ∂˜s
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may not be null, which implies that L˜ and ∂˜s may not coincide, so we can assume that
there exists a Σ˜s-tangential vector field
~˜
b such that
(93) L˜ = ∂˜s +
~˜b, ~˜b = b˜1∂˜1 + b˜
2∂˜2.
We can apply section 3.1 to
{
Σ˜s
}
. We assume that the first parametrization of Σ˜s is(
sf˜ , s˜f
)
, and since Σ˜s is contained in Cs, we have
sf˜ ≡ s, then the coordinate frames are
(94) ∂˜s = ∂s + ∂˜s
s˜f∂s, ∂˜i = ∂i + ∂˜i
s˜f∂s,
and the associated null vector field L˜ is
(95) L˜ = L+ εL+ εi∂i = ∂s + ε∂s + (b
i + εi)∂i,
where ε and εi are given by
(96) ε = −Ω2
(
g/−1
)ij
f
i
f
j
= −Ω2
∣∣∣d˜/ f ∣∣∣2
g/
, εk = −2Ω2f
i
(
g/−1
)ik
.
We can substitute (94) in (93)
(97) L˜ = ∂˜s + b˜
i∂˜i = ∂s +
(
∂˜s
s˜f + b˜i∂˜i
s˜f
)
∂s + b˜
i∂i,
so from equations (95),(97), we obtain
b˜i = bi + εi,(98)
∂˜s
s˜f + (bi + εi)∂˜i
s˜f = ε,(99)
and substituting from equation (96), we get
(100) ∂˜s
s˜f = −bi∂˜i
s˜f +Ω2
(
g/−1
)ij
∂˜i
s˜f∂˜j
s˜f.
The above equation is a first order nonlinear equation of s˜f . If s=0˜f is known, then
we can solve s˜f for any s via this equation. Thus (cccc So, Thus, Therefore)the above
equation confirms again that C˜ is uniquely determined by Σ˜0 or
s=0˜f . Therefore we use
C˜Σ˜0 or C˜s=0f˜ to denote the incoming null hypersurface C˜ when we need to emphasize.
Sometimes in order to simplify the notations, we will use the following conventions,
(101) s˜f
s
= ∂˜s
s˜f, s˜f
i
= ∂˜i
s˜f .
The structure coefficients and curvature components on Σ˜ associated with the foliation{
Σ˜s
}
can be calculated by propositions 3.3. The acceleration ω˜ is defined by
(102) ∇L˜L˜ = 2
sω˜L˜.
It is not covered in proposition 3.3, so we give the formula here.
Proposition 3.6. The acceleration ω˜ can be written as
(103) sω˜ = ω − 2Ω2
(
g/−1
)ij
ηis˜f
j
− Ω2χij s˜f
i
s˜f
j
,
where
(104) χij =
(
g/−1
)ik (
g/−1
)jl
χkl.
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Remark 3.7. We put the upper script s to the structure coefficients and curvature
components on their left, to emphasis they are coefficients on the surface Σ˜s. Whenever
it is clear from the context which surface we are working on, we omit this script s.
3.3. Second method to parametrize spacelike surfaces. Let ˜˜Σ be a spacelike sur-
face embedded in C˜, we can parametrize it as the graph of a function
˜˜
f on S2 using the
coordinate system {s, ϑ} on C˜, i.e.
(105) ˜˜Σ =
{
(s, ϑ) = (
˜˜
f(ϑ), ϑ), ϑ ∈ S2
}
⊂ C˜.
The same applies to the coordinate system
{
s, θ1, θ2
}
on C˜. We denote by
{
˜˜∂1,
˜˜∂2
}
the
frame on T ˜˜Σ with
(106)
˜˜
∂i = ∂˜i +
˜˜
∂i
˜˜
f ∂˜s = B˜
j
i ∂˜j +
˜˜
∂iL˜, B˜
j
i = δ
j
i −
˜˜
fib˜
j .
The intrinsic metric
˜˜
g/ on T ˜˜Σ is
(107)
˜˜
g/ij = B˜
k
i B˜
l
j g˜/kl = g˜/ij −
(
g˜/ilb˜
l ˜˜fj + g˜/jlb˜
l ˜˜fi
)
+
˜˜
fi
˜˜
fj
∣∣∣~˜b∣∣∣2
g˜/
.
The set of null vector fields
{
˜˜L, ˜˜L′
}
form a conjugate null frame of N ˜˜Σ, where
(108)


˜˜L
˜˜Σ = L˜,
˜˜L′
˜˜Σ = L˜′ + ε˜′L˜+ ε˜′i∂˜i,
and here
(109) ε˜′ = −
(
g˜/
−1
)kl
(B˜−1)
i
k(B˜
−1)
j
l
˜˜
fi
˜˜
fj, ε˜
′k = −2
(
g˜/
−1
)kl
(B˜−1)
i
l
˜˜
fi.
Then we can calculate the structure coefficients
(110) ˜˜χ
˜˜Σ, ˜˜χ′
˜˜Σ, ˜˜η
˜˜Σ
on ˜˜Σ associated with the null frame
{
˜˜L
˜˜Σ, ˜˜L′
˜˜Σ
}
, by proposition 3.4 from the structure
coefficients on C˜ associated with the foliation
{
Σ˜s
}
.
The above construction actually provides another method to parametrize a spacelike
surface in (M,g), i.e. a spacelike surface ˜˜Σ can be determined by two sets of data:
(1) the incoming null hypersurface C˜ which ˜˜Σ is embedded in,
(2) the function
˜˜
f whose graph in the coordinate system {s, ϑ} on C˜ is ˜˜Σ.
Since C˜ can be parametrized by the initial surface Σ˜0 or the function
s=0˜f , we get
another method to parametrize ˜˜Σ by two functions s=0˜f and
˜˜
f . We call the pair of
functions
(
˜˜
f, s=0˜f
)
the second parametrization of ˜˜Σ.
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3.4. Transformation from the second to the first parametrization. Let ˜˜Σ be a
spacelike surface with the second parametrization
(
s=0˜f, ˜˜f
)
. We want to obtain the
first parametrization of ˜˜Σ from the second parametrization. Assume that the first
parametrization of ˜˜Σ is
(
˜˜f, ˜˜f
)
. Note that the first and second parametrizations share
the function
˜˜
f . This is due to the coordinate function s being part of the double null
system {s, s, ϑ} and the system {s, ϑ} on C˜.
We present three ways to obtain the first parametrization of ˜˜Σ from the second one.
In (I), we see the most simple situation. However it is not practical for calculation, since
the function s˜f in (I) is not known a priori. Therefore we introduce (II) and (III), which
yield an important partial differential equation ((121), (128)) each, that will be crucial
for our further investigations.
(I): since we can calculate the embedding of C˜ into M , which is given by
(111) C˜ →֒M : (s, ϑ) 7→ (s, s = s˜f(ϑ), ϑ),
and we know the embedding of ˜˜Σ into C˜
(112) ˜˜Σ →֒ C˜ : ϑ 7→ (s = ˜˜f(ϑ), ϑ),
then we just compose these two embeddings to get the embedding of ˜˜Σ into M , which is
(113) ˜˜Σ →֒M : ϑ 7→ (s, s, ϑ) = (
˜˜
f(ϑ), s=
˜˜f(ϑ)˜f , ϑ),
hence
(114)
˜˜
f(ϑ) = s=
˜˜f(ϑ)˜f(ϑ).
(II): we define t
˜˜
f by
(115) t
˜˜
f = t
˜˜
f
and ˜˜Σt is the spacelike surface embedded into C˜ by
(116) ˜˜Σt →֒ C˜ : ϑ 7→ (s, ϑ) = (
t˜˜f(ϑ), ϑ),
then we assume the first parametrization of ˜˜Σt
t˜˜f is
(
t˜˜f, t˜˜f
)
. We derive an equation for
t˜˜f . On one hand, from the first solution we know
(117) t˜˜f = s=
t˜˜ff˜ ,
and s˜f satisfies equation (100), on the other hand we have the following lemma.
Lemma 3.8. Let {su} be a family of functions on
{
Σ˜s
}
and su satisfies the equation
(118) ∂˜s
su = F (s, su, ∂˜i
su).
We define {tu˜}, a family of functions on
{
˜˜Σt
}
by
(119) tu˜(ϑ) = s=t
˜˜f(ϑ)u(ϑ),
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then tu˜ satisfies the equation
(120)
˜˜
∂t
tu˜ =
˜˜
fF (t
˜˜
f, tu˜,−t
˜˜
fi
˜˜
f−1
˜˜
∂t
tu˜+
˜˜
∂i
tu˜).
We can apply lemma 3.8 to s˜f and obtain
(121)
˜˜
∂t
t˜˜f = −
˜˜
fbi
(
−t
˜˜
fi
˜˜
f−1
˜˜
∂t
t˜˜f +
˜˜
∂i
t˜˜f
)
+
˜˜
fΩ2
(
g/−1
)ij (
−t
˜˜
fi
˜˜
f−1
˜˜
∂t
t˜˜f +
˜˜
∂i
t˜˜f
)(
−t
˜˜
fj
˜˜
f−1
˜˜
∂t
t˜˜f +
˜˜
∂j
t˜˜f
)
,
through which in principle, we can solve t˜˜f with the initial condition t=0˜˜f = s=0˜f and in
the end we set t = 1 to get
˜˜
f , which is equal to t=1˜˜f by definition.
(III): we derive another equation for t˜˜f in (II). We have that the first parametrization
of ˜˜Σt is
(
t˜˜f, t˜˜f
)
, then by equation (71) we have
(122) ˜˜L
˜˜Σ = L+ ˜˜εL+ ˜˜εi∂i = ∂s + ˜˜ε∂s + (b
i + ˜˜εi)∂i
and the tangential frame
{
˜˜
∂1,
˜˜
∂2
}
is given by
(123) ˜˜∂i = ∂i +
t˜˜f
i
∂s +
t˜˜fi∂s,
hence substituting equation (123) in (122), we obtain
(124)
˜˜L
˜˜Σ = ∂s+˜˜ε∂s+(b
i+˜˜εi)( ˜˜∂i−
t˜˜f
i
∂s−
t˜˜fi∂s) = (b
i+˜˜εi) ˜˜∂i+
[
˜˜ε− (bi + ˜˜εi)t˜˜f
i
]
∂s+
[
1− (bi + ˜˜εi)t˜˜fi
]
∂s.
Thus on C˜ we have
∂˜s = ∂s +
[
1− (bi + ˜˜εi)t˜˜fi
]−1 [
˜˜ε− (bi + ˜˜εi)t˜˜f
i
]
∂s,(125)
˜˜∂t =
(
˜˜∂t
t˜˜f
)
∂˜s =
˜˜f∂s +
˜˜f
[
1− (bi + ˜˜εi)t˜˜fi
]−1 [
˜˜ε− (bi + ˜˜εi)t˜˜f
i
]
∂s.(126)
On the other hand, we can write
(127)
˜˜
∂t =
(
˜˜
∂t
t˜˜f
)
∂s +
(
˜˜
∂t
t˜˜f
)
∂s.
Then we get the equation for t˜˜f
(128)
˜˜
∂t
t˜˜f =
˜˜
f ·
[
1− (bi + ˜˜εi)t
˜˜
fi
]−1
·
[
˜˜ε− (bi + ˜˜εi)
˜˜
∂i
t˜˜f
]
,
which is a nonlinear first order equation, and the initial condition of this equation is
t=0˜˜f = s=0˜f .
Remark 3.9 (Comparison of the two parametrizations of spacelike surfaces). The first
parametrization is convenient when studying the geometry of spacelike surfaces, because
of proposition 3.1. The second parametrization has the advantage that it tells which null
hypersurface the spacelike surface lies in.
When we study the geometry of a null hypersurface via a foliation of spacelike surfaces,
we can easily parametrize these spacelike surfaces via the second method, then find the
first parametrization by the solutions given above, and eventually calculate the structure
coefficients of these spacelike surfaces through proposition 3.1.
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Remark 3.10 (Regularity of the transformation between two parametrizations). Given(
s=0˜f , ˜˜f
)
, we can solve equation (128). If we examine the regularity of the solution t˜˜f ,
its differentiability will be one order less than
˜˜
f , since on the right hand side, the differ-
ential of ˜˜f shows up. Thus by (III), the transformation from the second parametrization(
s=0˜f , ˜˜f
)
to the first parametrization
(
˜˜f , ˜˜f
)
will loss one derivative. For example, if
s=0˜f, ˜˜f ∈W5,p, then by solving equation (128), we can only show that ˜˜f ∈W4,p. Then if
we calculate the structure coefficients of the surface, they are only in the Sobolev space
W2,p by proposition 3.1. However, in section 4, we can actually show that the structure
coefficients will be in the Sobolev space W3,p if s=0˜f, ˜˜f ∈W3,p.
4. Estimating ˜˜f of the first parametrization of spacelike surfaces
We estimate the function
˜˜
f of the first parametrization of spacelike surfaces when given
the second parametrization. Assume that ˜˜Σ is given with the second parametrization
(s=0˜f , ˜˜f), where s=0˜f parametrizes the null hypersurface C˜ containing ˜˜Σ. In the previous
section, we give three ways to find the first parametrization of ˜˜Σ. From the point of
view of analysis, we are interested in the map: (s=0˜f, ˜˜f)→ (˜˜f, ˜˜f).
We show that the size of the first parametrisation (
˜˜
f ,
˜˜
f) can be bounded by the size
of the second parametrisation (s=0˜f,
˜˜
f). We state the main theorems of this section.
Theorem 4.1. Assume that for the second parametrization of ˜˜Σ we have
(129)
∥∥∥d/ s=0˜f∥∥∥n+1,p ≤ δor0,
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣ ≤ δmr0, ˜˜f ≡ s0,
where n ≥ 1, p > 2 or n ≥ 2, p > 1.
Then for ǫ, δo, δm sufficiently small depending on n, p, where ǫ is the one in the
definition of ǫ-close Schwarzschild metric gǫ, there exist constants co(n, p), cm,m(n, p),
cm,o(n, p), such that for the first parametrization of
˜˜Σ we obtain∥∥∥d˜/ ˜˜f∥∥∥n+1,p ≤ co(n, p)∥∥∥d˜/ s=0˜f∥∥∥n+1,p ,(130) ∣∣∣∣∣ ˜˜f
◦
g
∣∣∣∣∣ ≤ cm,m(n, p)
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣+ cm,o(n, p) 1r0
(∥∥∥d˜/ s=0˜f∥∥∥n+1,p)2 .
Theorem 4.2. Assume that in the second parametrization of ˜˜Σ,
(131)
∥∥∥d/ s=0˜f∥∥∥n+1,p ≤ δor0,
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣ ≤ δmr0, ˜˜f
◦
g
= s0,
∥∥∥d/ ˜˜f∥∥∥n+1,p ≤ δo(r0 + s0),
where n ≥ 1, p > 2 or n ≥ 2, p > 1.
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Then for ǫ, δo, δm, δo sufficiently small depending on n, p, where ǫ is the one in the
definition of ǫ-close Schwarzschild metric gǫ, there exist constants co(n, p), cm,m(n, p),
cm,o(n, p), such that in the first parametrization of
˜˜Σ,
∥∥∥ ˜˜d/ ˜˜f∥∥∥n,p ≤ co(n, p)∥∥∥d˜/ s=0˜f∥∥∥n,p ,(132) ∣∣∣∣∣˜˜f
◦
g
∣∣∣∣∣ ≤ cm,m(n, p)
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣+ cm,o(n, p) 1r0
(∥∥∥d˜/ s=0˜f∥∥∥n+1,p)2 ,
Remark 4.3. Notice that in theorem 4.2, we do not have the highest order estimate of
˜˜
f which is the estimate of the (n + 1)-order derivatives, therefore theorem 4.2 does not
imply theorem 4.1.
Remark 4.4. Both theorems will be proven using bootstrap arguments. Let us consider
the case in theorem 4.1 to explain the idea of the bootstrap arguments. Let {Σ˜s} be
a family of surfaces with the second parametrization (s=0˜f, s). We will assume that the
theorem holds for Σ˜s where s ∈ [0, sa], which is called the bootstrap assumption. Then we
will use this bootstrap assumption to show that at the end point s = sa, we can actually
get strict inequalities for
∥∥∥d˜/ s˜f∥∥∥n+1,p,
∣∣∣∣∣s˜f
◦
g
∣∣∣∣∣. Hence we can actually extend the bootstrap
assumption beyond the end point s = sa, so eventually the bootstrap assumption holds
for all s, which proves theorem 4.1.
4.1. Proof of theorem 4.1. We have that ˜˜Σ = Σ˜s=s0 which is a leaf of the foliation{
Σ˜s = Cs ∩ C˜
}
and
˜˜
f = s=s0f˜ . s˜f satisfies equation (100) which we cite here again
∂˜s
s˜f = −bi∂˜i
s˜f +Ω2
(
g/−1
)ij
∂˜i
s˜f∂˜j
s˜f .
This equation is nonlinear in the first as well as the highest derivatives. In order to
estimate the solution, we need to differentiate the equation. In our case, we take the
Laplacian of the equation.
∂˜s
◦˜
∆
s˜f =− bi(
◦˜
∆
s˜f)i + 2Ω
2g/−1
ij s˜f
j
(
◦˜
∆
s˜f)i − b
i s˜f
i
− (
◦
∆ b)
i s˜f
i
− 2(
◦
∇
k
bi)
˜˜◦
∇
2
ki
s˜f
(133)
− ∂s(
◦
∇
k
bi) s˜f
k
s˜f
i
− ∂sb
i s˜f
i
◦˜
∆
s˜f − 2∂sb
i s˜f
k
◦˜
∇
k
◦˜
∇i
s˜f − ∂2s b
i s˜f
k
s˜f
ks˜f
i
+ 2Ω2g/−1
ij s˜f
i
s˜f
j
+
◦
∆ (Ω
2g/−1)ij s˜f
i
s˜f
j
+ 4
◦
∇
k
(Ω2g/−1)ij s˜f
i
◦˜
∇k
s˜f
j
+ 2Ω2g/−1
ij ◦˜
∇k
s˜f
i
◦˜
∇
k
s˜f
j
+ 2s˜f
k
∂s
◦
∇
k
(Ω2g/−1)ij s˜f
i
s˜f
j
+ 4∂s(Ω
2g/−1)ij s˜f
ks˜f
i
◦˜
∇k
s˜f
j
+
◦˜
∆
s˜f∂s(Ω
2g/−1)ij s˜f
i
s˜f
j
+ ∂2s (Ω
2g/−1)ij s˜f
ks˜f
k
s˜f
i
s˜f
j
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=− bi(
◦˜
∆
s˜f)i + 2Ω
2g/−1
ij s˜f
j
(
◦˜
∆
s˜f)i +
∑
m+n≤3,m′+n≥1
Pm,m′+1(
◦˜
∇,
s˜f)∗
◦
∇
n
∂m
′
s b(134)
+
∑
m+n≤4,m′+n≥1
Pm,m′+2(
◦˜
∇,
s˜f)∗
◦
∇
n
∂m
′
s (Ω
2g/−1)
+
∑
m1+m2≤4,m1≤2,m2≤2
Pm1,1(
◦˜
∇,
s˜f) ∗ Pm2,1(
◦˜
∇,
s˜f) ∗ (Ω2g/−1).
In the above equation,
◦
∇ is the covariant derivative on (Σs,s,
◦
g), i.e. for any tensor field
of any type T on (M,g) for example ~b, g/, g/−1,
(135)
◦
∇i T
j1···jl
i1···ik
= ∂iT
j1···jl
i1···ik
− T j1···jl
i1···
ˆim
r ···ik
◦
Γ
r
iim +T
j1···
jˆn
s ···jl
i1···ik
◦
Γ
jn
is .
◦˜
∇ is the covariant derivative on (Σ˜s,
◦
g), i.e. for any tensor field on Σ˜s for example
s˜f,d/ s˜f
(136)
◦˜
∇iT
j1···jl
i1···ik
= ∂˜iT
j1···jl
i1···ik
− T j1···jl
i1···
ˆim
r ···ik
◦
Γ
r
iim +T
j1···
jˆn
s ···jl
i1···ik
◦
Γ
jn
is .
Pm,m′(
◦˜
∇,
s˜f) represent polynomials of
◦˜
∇
k
s˜f where m is the sum of the order of covariant
derivatives and m′ is the degree of the polynomial, i.e.
(137) Pm,m′(
◦˜
∇,
s˜f) =
∑
k1+···+km′=m
k1,··· ,km′>1
ck1···km′
(
◦˜
∇
k1
s˜f
)
· · ·
(
◦˜
∇
km′
s˜f
)
.
For example s˜f
i
◦˜
∇jk
s˜f is a polynomial of type P3,2(
◦˜
∇, s˜f). ∗ means the contraction of
tensor fields with respect to the metric
◦
g. For example we write −2∂sb
i s˜f
k
◦˜
∇
k
◦˜
∇i
s˜f as
∂sb ∗
◦˜
∇s˜f ∗
◦˜
∇
2
s˜f , whenever things do not depend on the specific contraction.
In equation (134), for the first and second terms on the right hand side, we define the
vector field sX˜
(138) sX˜ = bi∂˜i − 2Ω
2
(
g/−1
)ij s˜f
j
∂˜i.
Then we write these two terms as follows:
−sX˜i(
◦˜
∆s˜f)i.(139)
We prove theorem 4.1 using the bootstrap argument with the help of equation (133).
We state the bootstrap assumption in the following.
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Assumption 4.5 (Bootstrap assumption of s˜f in theorem 4.1). Assume that for all
s ∈ [0, sa] where sa ∈ (0,∞) or s ∈ [sa, 0] where sa ∈ (−κr0, 0), we have∥∥∥d˜/ s˜f∥∥∥n+1,p ≤ co(n, p)∥∥∥d˜/ s=0˜f∥∥∥n+1,p ,(140) ∣∣∣∣∣s˜f
◦
g
∣∣∣∣∣ ≤ cm,m(n, p)
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣+ cm,o(n, p) 1r0
(∥∥∥d˜/ s=0˜f∥∥∥n+1,p)2 .
The goal is to prove that at s = sa, we can actually get strict inequalities in the
estimate (140) of s=saf˜ . Then by continuity, we can find a slightly larger s′a such that
the bootstrap assumption is also valid for all s ∈ [0, s′a], hence we can conclude that the
bootstrap assumption is valid for all s ≥ 0. We carry out these steps in the following.
We use the bootstrap assumption of s˜f to estimate the vector fields sX˜ ,
∑
m+n≤3
Pm,m′+1(
◦
∇
, s˜f)∗
◦
∇
n
∂m
′
s b and
∑
m+n≤4
Pm,m′+2(
◦
∇, s˜f)∗
◦
∇
n
∂m
′
s (Ω
2g/−1), which are the results of lem-
mas 4.6 and 4.7, then we integrate equation (133) to get the estimates on
∥∥∥d˜/ s˜f∥∥∥n+1,p
and
∣∣∣∣∣s˜f
◦
g
∣∣∣∣∣, which are contained in lemmas 4.8 and 4.9. Finally, by choosing the suitable
constants co, cm,m, cm,o, we can strengthen the inequalities in the bootstrap assumption
to strict inequalities.
Lemma 4.6 (Estimate of the vector field sX˜ on Σ˜s). Let the vector field
sX˜ be given by
equation (138). Then under the bootstrap assumption 4.5 for s˜f , we have the following
estimate of the vector field sX˜
∥∥∥sX˜∥∥∥n+1,p
Σ˜s,
◦
g
≤
c(n, p)
(
cm,mδm + cm,oδ
2
o + coδo
)
ǫr20
(r0 + s)3
+
c(n, p)coδor0
(r0 + s)2
.(141)
Proof. By the bootstrap assumption and proposition B.3. 
Lemma 4.7. Under the bootstrap assumption 4.5 for s˜f , we have the following estimates.
∥∥∥∥∥∥∥∥
∑
m+n≤3
n+m′≥1
Pm,m′+1(
◦
∇,
s˜f)∗
◦
∇
n
∂m
′
s b
∥∥∥∥∥∥∥∥
n,p
Σ˜s,
◦
g
≤
c(n, p)
(
cm,oδm + cm,oδ
2
o + coδo
)
ǫr20
(r0 + s)3
coδor0,
(142)
∥∥∥∥∥∥∥∥
∑
m+n≤4
m′+n≥1
Pm,m′+2(
◦
∇,
s˜f)∗
◦
∇
n
∂m
′
s (Ω
2g/−1)
∥∥∥∥∥∥∥∥
n,p
Σ˜s,
◦
g
≤
c(n, p)
(r0 + s)2
c2oδ
2
or
2
0,
(143)
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∑
m1+m2
m1≤2,m2≤2
Pm1,1(
◦˜
∇, s˜f) ∗ Pm2,1(
◦˜
∇, s˜f) ∗ (Ω2g/−1)
∥∥∥∥∥∥∥∥
n,p
Σ˜s,
◦
g
≤
c(n, p)
(r0 + s)2
c2oδ
2
or
2
0.(144)
Proof. By the bootstrap assumption and proposition B.3. 
Then by the above lemmas, we conclude the following lemma for the propagation
equation for
◦˜
∆
s˜f .
In order to state the lemma, we introduce the following simplified notation. In equa-
tion (134), we denote by sr˜e the low order terms from the point of view of the derivatives
of s˜f . Then equation (134) takes the following form
(
∂˜s +
sX˜i∂˜i
) ◦˜
∆
s˜f = sr˜e.(145)
Lemma 4.8. Under the bootstrap assumptions 4.5 for s˜f , the Laplacian
◦˜
∆s˜f satisfies
the propagation equation
(146)
(
∂˜s +
sX˜i∂˜i
) ◦˜
∆s˜f = sr˜e,
where ∥∥∥sX˜∥∥∥n+1,p
Σ˜s,
◦
g
≤
c(n, p)coδor0
(r0 + s)2
+
c(n, p)cm,mδmǫr
2
0
(r0 + s)3
,(147)
‖sr˜e‖n,p
Σ˜s,
◦
g
≤
c(n, p)c2oδ
2
or
2
0
(r0 + s)2
+
c(n, p)cm,ocoǫδoδmr
3
0
(r0 + s)3
.(148)
Then for δo and δm chosen suitably small, we have∥∥∥∥ ◦˜∆s˜f
∥∥∥∥
n,p
Σ˜s,
◦
g
≤ c(n, p)
{∥∥∥∥ ◦˜∆s=0˜f
∥∥∥∥
n,p
Σ˜0,
◦
g
+
∫ s
0
∥∥∥s=s′r˜e∥∥∥n,p
Σ˜s′ ,
◦
g
ds′
}
.
≤ c(n, p)δor0 + c(n, p) (coδo + cm,oǫδm) coδor0.(149)
By the elliptic theory on the sphere, we get that
(150)
∥∥∥d/ s˜f∥∥∥n+1,p
Σ˜s,
◦
g
≤ c(n, p)δor0 + c(n, p) (coδo + cm,oǫδm) coδor0.
Proof. The lemma follows from propositions 4.6, 4.7 and lemma A.14. 
The above lemma enables us to extend the bootstrap assumption 4.5 for d/ s˜f to a lager
interval for s. We still need to consider extending the bootstrap assumption 4.5 for s˜f
◦
g
.
We have the following lemma.
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Lemma 4.9. Under the bootstrap assumption 4.5 of s˜f , we have∣∣∣−bi∂˜is˜f ∣∣∣ ≤ c(n, p)ǫ(cm,mδm + cm,oδ2o + coδo)coδor20
(r0 + s)3
,(151)
∣∣∣Ω2 (g/−1)ij ∂˜is˜f∂˜j s˜f ∣∣∣ ≤ c(n, p)c2oδ2or20
(r0 + s)2
,(152)
∣∣∣∂˜ss˜f ∣∣∣ ≤ c(n, p)ǫ(cm,mδm + cm,oδ2o + coδo)coδor20
(r0 + s)3
+
c(n, p)c2oδ
2
or
2
0
(r0 + s)2
.(153)
Then we have the following estimate of s˜f and s˜f
◦
g
∣∣∣∣∣s˜f
◦
g
∣∣∣∣∣ ≤
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣+
∫ s
0
∣∣∣∣∣∂˜ss=s′f˜
◦
g
∣∣∣∣∣ds′(154)
≤δmr0 + c(n, p)
(
cm,mcoǫδmδo + cm,ocoǫδ
3
o + (1 + ǫ)c
2
oδ
2
o
)
r0.
Now we can extend the bootstrap assumption 4.5 for s˜f using lemmas 4.8, 4.9 for
suitable co, cm,mcm,o and sufficiently small ǫ, δo, δm. We assume that co, cm,mcm,o satisfy
the following inequlities
c(n, p) + c(n, p) (coδo + cm,oǫδm) co < co,(155)
1 + c(n, p)ǫδococm,m < cm,m,(156)
c(n, p)ǫδocm,oco + c(n, p)(1 + ǫ)c
2
o < cm,o.(157)
There exist co, cm,mcm,o such that this system of inequalities holds if ǫ, δm, δo sufficiently
small. For example,
(co, cm,m, cm,o) = (2c(n, p), 2, 8c(n, p)
3)(158)
is a solution of the system sufficiently small ǫ, δm, δo. We conclude the proof of theorem
4.1.
4.2. Proof of theorem 4.2. Now we turn to theorem 4.2. In order to estimate
∥∥∥ ˜˜d/ ˜˜f∥∥∥n,p
and ˜˜f
◦
g
, we recall the third solution to transform the second parametrization
{
s=0˜f, ˜˜f
}
of ˜˜Σ to the first parametrization
{
˜˜
f ,
˜˜
f
}
. We cite equation (128) here.
˜˜
∂t
t˜˜f =
˜˜
f ·
[
1− (bi + ˜˜εi)t
˜˜
fi
]−1
·
[
˜˜ε− (bi + ˜˜εi)t˜˜f
i
]
,
=
˜˜
f ·
[
1− tbi
˜˜
fi − t˜˜e
i ˜˜fi − t˜˜ε˜˜e
i ˜˜fi
]−1
·
[
˜˜ε− bit˜˜f
i
− ˜˜ei t˜˜f
i
− ˜˜ε˜˜ei t˜˜f
i
]
where we recall that ˜˜ei, ˜˜ei, ˜˜ε are given by equations (74), (72), which we cite here,
˜˜ek = −2Ω2t˜˜fi
(
B−1
)i
j
(
g/−1
)jk
, ˜˜ek = −2Ω2 t˜˜f
i
(
B−1
)i
j
(
g/−1
)jk
, Bji = δ
j
i −
t˜˜fib
j
and
˜˜ε =
−|e|2
(2Ω2 + e · e) +
√
(2Ω2 + e · e)2 − |e|2|e|2
.
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The equation for t˜˜f is a first order nonlinear equation and we take derivatives of the
equation to estimate its solution. We write equation (128) as follows
˜˜
∂t
t˜˜f = F
(
˜˜
f, t˜˜ei
˜˜
fi, t˜˜e
i ˜˜fi, tb
i ˜˜fi, ˜˜ε, ˜˜e
i t˜˜f
i
, ˜˜eit˜˜f
i
, bit˜˜f
i
)
,(159)
F =
˜˜
f ·
[
1− tbi
˜˜
fi − t˜˜e
i ˜˜fi − t˜˜ε˜˜e
i ˜˜fi
]−1
·
[
˜˜ε− bit˜˜f
i
− ˜˜eit˜˜f
i
− ˜˜ε˜˜ei t˜˜f
i
]
,(160)
then we take the Laplacian of the equation
(161)
˜˜
∂t
˜˜◦
∆
t˜˜f = t ˜˜Xi
(
˜˜◦
∆
t˜˜f
)
i
+ t ˜˜re,
where
t ˜˜Xi =∂
t˜˜ei ˜˜fi
F · t ˜˜fk
[
−2Ω2
(
B−1
)i
j
(
g/−1
)jk]
+ ∂˜˜eit˜˜f
i
F ·
{
˜˜ei − 2Ω2
(
B−1
)i
j
(
g/−1
)jk t˜˜f
k
}(162)
+ ∂
bit˜˜f
i
F · bi + ∂˜˜εF · ∂|˜˜e|
2
˜˜ε ·
[
8Ω4 t˜˜f
l
(
B−1
)l
k
(
g/−1
)jk (
B−1
)i
j
]
+ ∂˜˜εF · ∂˜˜e·˜˜e
˜˜ε ·
[
4Ω4 t
˜˜
fl
(
B−1
)l
k
(
g/−1
)jk (
B−1
)i
j
]
,
and
t˜˜re =∂ ˜˜
f
F ·
˜˜◦
∆
˜˜f + ∂
t ˜˜fi˜˜ei
F ·
{
˜˜◦
∆
(
t ˜˜fi˜˜e
i
)
− t ˜˜fk
[
−2Ω2
(
B−1
)i
j
(
g/−1
)jk]( ˜˜◦
∆ t˜˜f
)
i
}
+ ∂
t˜˜ei
˜˜
fi
F ·
˜˜◦
∆
(
t˜˜ei ˜˜fi
)
+ ∂
tbi
˜˜
fi
F ·
˜˜◦
∆
(
tbi ˜˜fi
)
+ ∂˜˜εF · ∂|˜˜e|
2
˜˜ε ·
{
˜˜◦
∆
∣∣˜˜e∣∣2 − 8Ω4 t˜˜f
l
(
B−1
)l
k
(
g/−1
)jk (
B−1
)i
j
(
˜˜◦
∆ t˜˜f
)
i
}
+ ∂˜˜εF · ∂˜˜e·˜˜e
˜˜ε ·
{
˜˜◦
∆
(
˜˜e · ˜˜e
)
− 4Ω4 t ˜˜fl
(
B−1
)l
k
(
g/−1
)jk (
B−1
)i
j
(
˜˜◦
∆ t˜˜f
)
i
}
+ ∂˜˜eit˜˜f
i
F ·
{
˜˜◦
∆
(
˜˜eit˜˜f
i
)
−
[
˜˜ei − 2Ω2
(
B−1
)i
j
(
g/−1
)jk t˜˜f
k
]( ˜˜◦
∆ t˜˜f
)
i
}
+ ∂˜˜eit˜˜f
i
F ·
{
˜˜◦
∆
(
˜˜eit˜˜f
i
)
− ˜˜ei
(
˜˜◦
∆
t˜˜f
)
i
}
+ ∂
bi t˜˜f
i
F ·
{
˜˜◦
∆
(
bit˜˜f
i
)
− bi
(
˜˜◦
∆
t˜˜f
)
i
}
+ ∂2abF ·
˜˜◦
∇i a
˜˜◦
∇
i
b,
where a, b denote the terms ˜˜f, t˜˜ei ˜˜fi, t˜˜e
i ˜˜fi, tb
i ˜˜fi, ˜˜ε, ˜˜e
it˜˜f
i
, ˜˜eit˜˜f
i
, bit˜˜f
i
.
The strategy to prove theorem 4.2 is via bootstrap arguments. We introduce the
following bootstrap assumption of t˜˜f .
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Assumption 4.10 (Bootstrap assumption of t˜˜f for theorem 4.2). Assume that for all
t ∈ [0, ta] where ta ∈ (0, 1], we have
(163)
∥∥∥ ˜˜d/ t˜˜f∥∥∥n,p˜˜Σt,◦g ≤ co
∥∥∥d˜/ s=0˜f∥∥∥n,p ,
∣∣∣∣∣t˜˜f
◦
g
∣∣∣∣∣ ≤ cm,m
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣+ cm,o 1r0
(∥∥∥d˜/ s=0˜f∥∥∥n,p)2 .
The idea of the bootstrap argument is similar to the one in the proof of theorem 4.1.
The goal is to prove that at t = ta, we can actually get strict inequalities in the estimates
of t=ta˜˜f . Then by continuity, we can find a slightly larger t′a such that the bootstrap
assumption is also valid for all t ∈ [0, t′a], hence we can conclude that the bootstrap
assumption is valid for all t ∈ [0, 1].
We use the bootstrap assumption of t˜˜f to estimate the vector field t ˜˜X and t ˜˜re, then we
integrate equation (161) to get the estimates on
∥∥∥ ˜˜d/ t˜˜f∥∥∥n,p and
∣∣∣∣∣t˜˜f
◦
g
∣∣∣∣∣, which are contained
in lemmas 4.11 and 4.12. Finally, by choosing the suitable constants co, cm,m, cm,o, we
can strengthen the inequalities in the bootstrap assumption to strict inequalities.
Lemma 4.11. Under the bootstrap assumption of t˜˜f , for δo, δm, δo chosen suitably small,
˜˜◦
∆ t˜˜f satisfies the propagation equation
(164)
˜˜
∂t
˜˜◦
∆
t˜˜f = t ˜˜Xi
˜˜
∂i
˜˜◦
∆
t˜˜f + t˜˜re,
where
∣∣∣∣∣
˜˜◦
div t ˜˜X
∣∣∣∣∣ ,
∥∥∥t ˜˜X∥∥∥n,p˜˜Σ,◦g ≤ (s0 + r0δo) ·
{
c(n, p)cor0
(r0 + ts0)2
δo +
c(n, p)r20
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o)
}
,
(165)
∥∥∥t ˜˜re∥∥∥n−1,g˜˜Σt,◦g ≤ (s0 + r0δo) ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o)δo
}
.
(166)
Then we have∥∥∥∥∥
˜˜◦
∆
t˜˜f
∥∥∥∥∥
n−1,p
˜˜Σta ,
◦
g
≤ c(n, p)
∥∥∥∥∥
˜˜◦
∆
t=0˜˜f
∥∥∥∥∥
n−1,p
˜˜Σta ,
◦
g
+ c(n, p)
∫ ta
0
∥∥∥t ˜˜re∥∥∥n−1,p˜˜Σt,◦g dt(167)
≤ c(n, p)δor0 + c(n, p)
{
c2oδ
2
o + coǫ(cm,mδm + cm,oδ
2
o)δo
}
r0ta.(168)
By the elliptic theory on the sphere, we get that
(169)
∥∥∥ ˜˜d/ t˜˜f∥∥∥n,p˜˜Σta ,◦g ≤ c(n, p)δor0 + c(n, p)
{
c2oδ
2
o + coǫ(cm,mδm + cm,oδ
2
o)δo
}
r0ta.
Proof. The proof follows from the estimates of t ˜˜X, t ˜˜re and lemma A.14. 
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Lemma 4.12. Under the bootstrap assumption of t˜˜f , we have∣∣∣t ˜˜Xit˜˜f
i
∣∣∣ ≤ (s0 + r0δo) ·
{
c(n, p)cor0
(r0 + ts0)2
δo +
c(n, p)r20
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o)
}
coδor0,(170)
∣∣∣t ˜˜re∣∣∣ ≤ (s0 + r0δo) ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o)δo
}
.(171)
By the propagation equation of t˜˜f , we have
∣∣∣ ˜˜∂tt˜˜f ∣∣∣ ,
∣∣∣∣∣ ˜˜∂tt˜˜f
◦
g
∣∣∣∣∣ ≤ (s0 + r0δo) ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o)δo
}
,
(172)
∣∣∣∣∣t˜˜f
◦
g
∣∣∣∣∣ ≤ δmr0 + c(n, p)c2oδ2or0 + c(n, p)coǫ(cm,mδm + cm,oδ2o)δor0.
(173)
Combining lemmas 4.11, 4.12, we can extend the bootstrap assumption of t˜˜f to a
larger interval of t for suitable co, cm,m, cm,o and sufficient small ǫ, δo, δm. We require
that the following inequalities hold.
c(n, p) + c(n, p)c2oδo + c(n, p)coǫ(cm,mδm + cm,oδ
2
o) < co,(174)
1 + c(n, p)ǫδocm,mco < cm,m,(175)
c(n, p)c2o + c(n, p)ǫδocm,oco < cm,o.(176)
The above system of inequalities has solution for sufficient small ǫ, δo, δm, for example,
(177) (co, cm,m, cm,o) = (2c(n, p), 2, 8c(n, p)
3)
is a solution of the system for sufficient small ǫ, δo, δm. We conclude the proof of theorem
4.2.
5. Estimate for the structure coefficients of spacelike surfaces
In this section, we estimate the structure coefficients on a spacelike surface ˜˜Σ in (M,g).
Recall that in section 3.1, we give the formulas to express the structure coefficients in
terms of the background quantities and the first parametrization
(
˜˜
f ,
˜˜
f
)
of the surface
˜˜Σ. In order to explain the strategy, we consider equation (82),
˜˜χ
˜˜Σ
ij
=χ
ij
+ εχij + (~ε · b− 2Ω
2ε)∇/ 2ij
˜˜
f − 2Ω2∇/ 2ij
˜˜
f
+ 2sym
{[
∇/ b ·~ε− χ(ε)− εχ(b)− 2Ω2εη
]
⊗
˜˜
d/ ˜˜f
}
ij
− 2sym
{[
χ(~ε) + 2Ω2η
]
⊗
˜˜
d/ ˜˜f
}
ij
+
[
2χ(b,~ε) + χ(b, b) + εχ(b, b) + 4Ω2εb · η −∇/ bb ·~ε+
∂b
∂s
·~ε+ 4Ω2εω
](
˜˜
d/
˜˜
f ⊗
˜˜
d/
˜˜
f
)
ij
+ 2sym(
˜˜
d/ f ⊗
˜˜
d/ f)ij
[
2Ω2η ·~ε+ χ(b,~ε) + 2Ω2b · η
]
− 4ωΩ2(
˜˜
d/
˜˜
f ⊗
˜˜
d/
˜˜
f)ij .
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We want to estimate the above quantity under the assumption that
(178) f , d˜/ f
are small, for example of magnitude δ. Note that the quadratic terms like ωΩ2(d˜/ f⊗d˜/ f)ij
are of magnitude δ2 and higher degree terms like sym(d˜/ f⊗ d˜/ f)ijΩ
2η ·~ε are of magnitude
δn, n ≥ 3 . Thus it is a natural idea to divide the terms in ˜˜χ
˜˜Σ
ij
into low and high degree
terms w.r.t. the powers of f , d˜/ f .
When we try to estimate the structure coefficient ˜˜χ
˜˜Σ
ij
using equation (82), we will
encounter the issue of regularity as we described in remark 3.10. That is, if
(
s=0˜f, ˜˜f
)
,
the second parametrization of ˜˜Σ, are both (n + 2) times differentiable, then ˜˜f in the
first parametrization of ˜˜Σ is (n+ 1) times differentiable. Hence the structure coefficient
is (n − 1) times differentiable. Our wish is that the structure coefficient ˜˜χ
˜˜Σ
ij
is two
orders less differentiable than the parametrization. However it seems that the second
parametrization does not fulfil this, which indicates that the second parametrization
might not be a good method to parametrize the spacelike surface.
Fortunately, we can fill this gap by choosing another method to estimate the structure
coefficients which is more coherent with the second parametrization. Recall that the
idea of the second parametrization is to use two sets of data to parametrize the spacelike
surface ˜˜Σ:
(1) the incoming null hypersurface C˜ into which ˜˜Σ is embedded.
(2) the function ˜˜f whose graph is ˜˜Σ in the coordinate system {s, ϑ} on C˜.
So when we estimate the structure coefficients, we proceed as follows:
(1) Study the structure coefficients associated with the foliation {Σ˜s = C˜ ∩ Cs} on
the null hypersurface C˜, which can be calculated by proposition 3.3.
(2) Use the structure coefficients of the foliation s on C˜ and the function ˜˜f to study
the structure coefficients of ˜˜Σ by proposition 3.4.
By proposition 3.4, we have
˜˜χ
ij
=sχ˜
ij
+ 2sym
{
(−sχ˜(s˜b))⊗
˜˜
d/ ˜˜f
}
ij
+ sχ˜(s˜b, s˜b) ˜˜fi
˜˜fj,(179)
where sχ˜ is the structure coefficient of Σ˜s in C˜, which is calculated from the first
parametrization
(
s˜f, s
)
of Σ˜s by proposition 3.3, and
s˜b is the difference of L˜
s
and
∂˜s on C˜, which is given by formula (98). Adapting equation (85),
sχ˜ takes the form
sχ˜
ij
=χ
ij
− Ω2
∣∣∣d˜/ s˜f ∣∣∣2
g/
χij − 2Ω
2∇/ 2ij
s˜f − 4Ω2sym
{
η ⊗ d˜/ s˜f
}
ij
(180)
− 4ωΩ2(d˜/ s˜f ⊗ d˜/ s˜f)ij + 4Ω
2sym
{
d˜/ s˜f ⊗ χ(∇/ s˜f)
}
ij
.
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So in order to estimate ˜˜χ
˜˜Σ
ij
, we need to estimate sχ˜
ij
on ˜˜Σ, hence we need to estimate
∇/ 2ij
s˜f on ˜˜Σ. Notice that on ˜˜Σ, ˜˜f is equal to s˜f , however we can show that
(
∇/ 2ij
s˜f
)
| ˜˜Σ
is nth order differentiable, which is one order higher than ∇/ 2
˜˜
f in equation (82). The
distinction between
(
∇/ 2ij
s˜f
)
| ˜˜Σ
and ∇/ 2 ˜˜f is that the covariant derivatives in
(
∇/ 2ij
s˜f
)
| ˜˜Σ
are Σ˜s tangential, but the covariant derivatives in ∇/
2 ˜˜f is ˜˜Σ tangential. This is the
crucial point why we can actually show that the structure coefficients are two orders
less differentiable than the second parametrization. The more detailed discussion on the
differentiabilities of
(
∇/ 2ij
s˜f
)
| ˜˜Σ
and
(
d˜/ s˜f
)
| ˜˜Σ
are contained in section 5.2.
5.1. Decomposition of structure coefficients. Throughout this section, we will use
the Sobolev norms defined in appendix A.1. Assume that the second parametrization
of ˜˜Σ is
(
s=0˜f, ˜˜f
)
and the first parametrization of ˜˜Σ is
(
˜˜f, ˜˜f
)
. Σ˜s is the surface having
the second parametrization
(
s=0˜f, s
)
and the first parametrization
(
s˜f, s
)
. C˜ is the
incoming null hypersurface foliated by
{
Σ˜s
}
. We assume that
(181)
∥∥∥d˜/ s=0˜f∥∥∥n+1,p
Σ˜0,
◦
g
≤ δor0,
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣ ≤ δmr0,
∥∥∥ ˜˜d/ ˜˜f∥∥∥n+1,p˜˜Σ,◦g ≤ δo(r0 + s0),
∣∣∣∣∣ ˜˜f
◦
g
∣∣∣∣∣ = s0,
then by theorem 4.1, we have∥∥∥d˜/ s˜f∥∥∥n+1,p
Σ˜0,
◦
g
≤ sδor0,
sδo ≤ coδo,
∣∣∣∣∣s˜f
◦
g
∣∣∣∣∣ ≤ sδmr0, sδm ≤ cm,mδm + cm,oδ2o,(182)
∥∥∥ ˜˜d/ ˜˜f∥∥∥n,p
Σ˜0,
◦
g
≤ sδor0,
sδo ≤ coδo,
∣∣∣∣∣ ˜˜f
◦
g
∣∣∣∣∣ ≤ sδmr0, sδm ≤ cm,mδm + cm,oδ2o,(183)
Definition 5.1. We decompose the structure coefficients on Σ˜s into low and high degree
terms.
l.{sχ˜
ij
} := χ
ij
− 2Ω2∇/ 2ij
s˜f − 4Ω2sym
{
η ⊗ d˜/ s˜f
}
ij
,(184)
h.{sχ˜
ij
} := −Ω2
∣∣∣d˜/ s˜f ∣∣∣2
g/
χij − 4ωΩ
2(d˜/ s˜f ⊗ d˜/ s˜f)ij + 4Ω
2sym
{
d˜/ s˜f ⊗ χ(∇/ s˜f)
}
ij
,(185)
l.{st˜rsχ˜} := trχ− 2Ω2∆/ s˜f − 4Ω2η · d˜/ s˜f ,(186)
h.{st˜rsχ˜} := −Ω2
∣∣∣d˜/ s˜f ∣∣∣2
g/
trχ− 4Ω2ω
∣∣∣d˜/ s˜f ∣∣∣2
g/
+ 4Ω2χ(∇/ s˜f ,∇/ s˜f),(187)
l.{sχ˜ij} := χij, h.{
sχ˜ij} := 0,(188)
l.{st˜rsχ˜} := trχ, h.{st˜rsχ˜} := 0,(189)
l.{sη˜i} := ηi + χ(∇/ f)i, h.{
sη˜i} := 0,(190)
l.{sω˜} := ω − 2Ω2η · d˜/ s˜f , h.{sω˜} := −2Ω2χ(∇/ s˜f ,∇/ s˜f).(191)
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The above decomposition is based on the power of s˜f whose Sobolev norm we assume to
be small. On the other hand, we have another smallness requirement which is contained
in the assumption for the metric gǫ. Therefore we introduce another decomposition of
the structure coefficients of Σ˜s. Heuristically, we may think of 4Ω
2sym
{
η ⊗ d˜/ s˜f
}
ij
as
being order ǫ · δ. This is a second order term. Recall that η = O(ǫ) and d˜/ s˜f = O(δ).
Definition 5.2. We decompose the structure coefficients on Σ˜s into low and high degree
terms. The decomposition is according to the powers of s˜f and the orders in ǫ in definition
2.2.
ǫl.{sχ˜
ij
} := χ
ij
− 2Ω2∇/ 2ij
s˜f,(192)
ǫh.{sχ˜
ij
} := −Ω2
∣∣∣d˜/ s˜f ∣∣∣2
g/
χij − 4Ω
2sym
{
η ⊗ d˜/ s˜f
}
ij
− 4ωΩ2(d˜/ s˜f ⊗ d˜/ s˜f)ij(193)
+ 4Ω2sym
{
d˜/ s˜f ⊗ χ(∇/ s˜f)
}
ij
,
ǫl.{st˜rsχ˜} := trχ− 2Ω2∆/ s˜f,(194)
ǫh.{st˜rsχ˜} := −Ω2
∣∣∣d˜/ s˜f ∣∣∣2
g/
trχ− 4Ω2η · d˜/ s˜f − 4Ω2ω
∣∣∣d˜/ s˜f ∣∣∣2
g/
+ 4Ω2χ(∇/ s˜f,∇/ s˜f),(195)
ǫl.{sχ˜ij} := χij,
ǫh.{sχ˜ij} := 0,(196)
ǫl.{st˜rsχ˜} := trχ, ǫh.{st˜rsχ˜} := 0,(197)
ǫl.{sη˜i} := ηi + χ(∇/ f)i,
ǫh.{sη˜i} := 0(198)
ǫl.{sω˜} := ω, ǫh.{sω˜} := −2Ω2η · d˜/ s˜f − 2Ω2χ(∇/ s˜f,∇/ s˜f).(199)
Before proceeding to the decomposition of the structure coefficients on ˜˜Σ, we compare
the covariant derivative s∇˜/ of (Σ˜s,
s˜g/) with the covariant derivative ∇/ restricted on Σ˜s.
Proposition 5.3. Let sΓ˜/
k
ij be the Christoffel symbol of
s∇˜/ and Γ/ be the Christoffel
symbol of ∇/ , then we define
(200) s△˜kij :=
sΓ˜/
k
ij − Γ/
k
ij.
We have
(201)
s△˜kij =
1
2
(
g/−1
)kl (s˜f
i
L∂sg/jl +
s˜f
j
L∂sg/il −
s˜f
l
L∂sg/ij
)
=
(
g/−1
)kl (s˜f
i
χjl +
s˜f
j
χil −
s˜f
l
χij
)
.
For any tensor field T on ˜˜Σ, we have(
s∇˜/ −∇/
)
i
T j1···jli1···ik =
s△˜jnis T
j1···
jˆn
s ···jl
i1···ik
− s△˜riimT
j1···jl
i1···
ˆim
r ···ik
.(202)
Now we turn to the decomposition of the structure coefficients on ˜˜Σ, which has the
second parametrization
(
s=0˜f,
˜˜
f
)
. We have the foliation
{
Σ˜s
}
on C˜ and the metric on
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C˜ is
(203) g|C˜ =
s˜g/ij(dθ
i − s˜bids)⊗ (dθj − s˜bjds),
where
(204) s˜g/ = g/, s˜bi = bi − 2Ω2
(
g/−1
)ik s˜f
k
.
The structure coefficients on ˜˜Σ can be calculated by proposition 3.4 in terms of
˜˜
f and
the structure coefficients of Σ˜s on C˜. Then we can decompose the structure coefficients
on ˜˜Σ into low and high degree terms.
Definition 5.4. We decompose the metric
˜˜
g/ on ˜˜Σ into low and high degree terms.
l.{
˜˜
g/ij} := g/ij ,(205)
h.{
˜˜
g/ij} := −(g/il b˜
l ˜˜fj + g/jl b˜
l ˜˜fi) +
˜˜fi
˜˜fj
∣∣∣b˜∣∣∣2
g/
,(206)
l.{
(
˜˜
g/−1
)ij
} :=
(
g/−1
)ij
,(207)
h.{
(
˜˜
g/−1
)ij
} :=
(
g/−1
)ik
h.{
˜˜
g/kl}
(
˜˜
g/−1
)jl
.(208)
34 PENGYU LE
We decompose the structure coefficients on ˜˜Σ into low and high degree terms according
to the degrees of ˜˜f, d˜/ s˜f ,
˜˜
d/ ˜˜f and the orders in ǫ in definition 2.2.
ǫl.{˜˜χ
ij
} := ǫl.{sχ˜
ij
},(209)
ǫh.{˜˜χ
ij
} := ǫh.{sχ˜
ij
}+ 2sym
{
(−sχ˜(s˜b))⊗
˜˜
d/
˜˜
f
}
ij
+ sχ˜(s˜b, s˜b)
˜˜
fi
˜˜
fj,(210)
ǫl.{ ˜˜tr˜˜χ} := l.{
(
˜˜
g/−1
)ij
}ǫl.{˜˜χ
ij
} =
(
g/−1
)ij ǫl.{sχ˜
ij
},(211)
ǫh.{ ˜˜tr˜˜χ} := h.{
(
g/−1
)ij
}ǫl.{˜˜χ
ij
}+
(
˜˜
g/−1
)ij
ǫh.{˜˜χ
ij
},(212)
ǫl.{ ˜˜χ′ij} := χ
′
ij − 2∇/
2
ij
˜˜f,(213)
ǫh.{ ˜˜χ′ij} := ε˜
′sχ˜
ij
+ s˜b · ~˜ε′s∇˜/
2
ij
˜˜f + 2s△˜kij
˜˜fk(214)
+ 2sym
{
˜˜
d/
˜˜
f ⊗
[
s∇˜/ s˜b · ~˜ε′ − sχ˜(~˜ε′)− ε˜′sχ˜(s˜b)
−sχ˜′(s˜b)− 2η − 2χ(∇/ s˜f)
]}
ij
+
[
2sχ˜(s˜b, ~˜ε′) + ε˜′sχ˜(s˜b, s˜b) + sχ˜′(s˜b, s˜b) + 4s˜b · sη˜
−s∇˜/ s˜b
s˜b · ~˜ε′ − ∂˜s
s˜b · ~˜ε′ − 4sω˜
]
˜˜
fi
˜˜
fj,
ǫl.{ ˜˜tr ˜˜χ′} := l.{
(
˜˜
g/−1
)ij
}ǫl.{ ˜˜χ′ij} =
(
g/−1
)ij ǫl.{ ˜˜χ′ij} = trχ′ − 2∆/ ˜˜f,(215)
ǫh.{ ˜˜tr ˜˜χ′} := h.{
(
g/−1
)ij
}ǫl.{ ˜˜χ′ij}+
(
˜˜
g/−1
)ij
ǫh.{ ˜˜χ′ij},(216)
ǫl.{˜˜ηi} :=
sη˜i +
1
2
χ(~˜ε′)i,(217)
ǫh.{˜˜ηi} :=
1
2
{
−2Ω2∇/ 2ij
s˜f − 4Ω2sym
[
η ⊗ d˜/ s˜f
]
ij
+ h.{sχ˜
ij
}
}
~˜ε′j(218)
+
˜˜
fi
[
2sω˜ − s˜b · sη˜ −
1
2
sχ˜(s˜b, ~˜ε′)
]
.
5.2. Estimate the differential d˜/s˜f . In order to obtain the estimate of the low and
high degree terms of the structure coefficients on ˜˜Σ, we need to know the estimate of
d˜/ s˜f on ˜˜Σ. We state the result of this section on the estimate of d˜/ s˜f on ˜˜Σ.
Theorem 5.5. Assume that in the second parametrization of ˜˜Σ,
(219)
∥∥∥d/ s=0˜f∥∥∥n+1,p ≤ δor0,
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣ ≤ δmr0, ˜˜f
◦
g
= s0,
∥∥∥d/ ˜˜f∥∥∥n+1,p ≤ δo(r0 + s0),
where n ≥ 1, p > 2 or n ≥ 2, p > 1.
Then for ǫ, δo, δm, δo sufficiently small depending on n, p, where ǫ is given in definition
2.2 of gǫ, there exist constants
sco, such that for the restriction of the differential d˜/
s˜f on
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˜˜Σ, we have the following estimate,
∥∥∥d˜/ s˜f∥∥∥n+1,p ≤ sco ∥∥∥d˜/ s=0˜f∥∥∥n+1,p .(220)
Remark 5.6. Notice that the above theorem is optimal according to the differentiability,
i.e. no loss of derivative appears here, which is not the case for
˜˜
d/ t˜˜f in theorem 4.2. This
theorem is not a corollary of theorem 4.1, since the spacelike surface in theorem 4.1 is
Σ˜s, which is different from here.
The proof of the above theorem follows the similar pattern as in the proofs of the-
orems 4.1 and 4.2. We consider a family of surfaces ˜˜Σt whose second parametrization
is
(
s=0˜f , t ˜˜f
)
, and the differential d˜/ s˜f restricted on ˜˜Σt. Then we derive a propagation
equation for
(
d˜/ s˜f
)
| ˜˜Σt
. In the end, we prove theorem 5.5 by bootstrap arguments.
Estimating d˜/ s˜f on ˜˜Σ is equivalent to estimating R˜a
s˜f, a = 1, 2, 3 on ˜˜Σ. Here {Ra}a=1,2,3
are the rotational vector fields as defined in appendix A.1. So in the following, we will
consider the estimate of R˜a
s˜f . We derive the propagation equation of R˜a
s˜f from the
propagation equation (100) of s˜f in the following,
∂˜s
s˜f = −bi∂˜i
s˜f +Ω2
(
g/−1
)ij
∂˜i
s˜f∂˜j
s˜f,
then take the derivative of the above equation in the direction of R˜a to obtain
∂˜sR˜a
s˜f =− bi
(
R˜a
s˜f
)
i
+ 2Ω2
(
g/−1
)ij s˜f
j
(
R˜a
s˜f
)
i
− [Ra, b]
i s˜f
i
−
(
R˜a
s˜f
)
∂sb
is˜f
i
(221)
+
[
Ra,Ω
2g/−1
]ij s˜f
i
s˜f
j
+
(
R˜a
s˜f
)
L∂s
(
Ω2g/−1
)ij s˜f
i
s˜f
j
.
From the above equation, we can derive the propagation equation of R˜a
s˜f on ˜˜Σt. First,
we introduce the following abbreviation: let T be any tensor field on S2, then
(222) T b1···bla1···ak :=
◦
g (T (Ra1 , · · · , Rak ), Rb1 ⊗ · · · ⊗Rbl) .
By lemma A.3, we have that for the contraction of tensors, for example, for a (1, 1)-type
tensor field T on S2,
(223) trT = T ii =
∑
a=1,2,3
T aa =
∑
a=1,2,3
◦
g (T (Ra), Ra) ,
where the first equality is the normal notation of tensor calculus, and the second equality
follows from equation (222) and lemma A.3. Because of the above property of equation
(222), we can use it as if doing tensor calculus. We also use the Einstein summation
convention when taking contractions. We can write R˜a
s˜f as s˜f
a
. And we will use t,s˜f
a
to
denote R˜a
s˜f on ˜˜Σt.
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Now we apply lemma 3.8 to equation (221) to get the propagation equation of t,s˜f
a
.
˜˜
∂t
t,s˜f
a
=−
˜˜
fbi
(
−t
˜˜
fi
˜˜
f−1
˜˜
∂t
t,s˜f
a
+
˜˜
∂i
t,s˜f
a
)
+ 2
˜˜
fΩ2
(
g/−1
)ij t,s˜f
j
(
−t
˜˜
fi
˜˜
f−1
˜˜
∂t
t,s˜f
a
+
˜˜
∂i
t,s˜f
a
)(224)
− [Ra, b]
i t,s˜f
i
− t,s˜f
a
∂sb
it,s˜f
i
+
[
Ra,Ω
2g/−1
]ij t,s˜f
i
t,s˜f
j
+ t,s˜f
a
L∂s
(
Ω2g/−1
)ij t,s˜f
i
t,s˜f
j
,
where
(225) t,s˜f
a
= s=t
˜˜
ff˜
a
= Ra
(
s=t
˜˜
ff˜
)
.
We rewrite the propagation equation of t,s˜f
a
as follows:
˜˜
∂t
t,s˜f
a
= t,s ˜˜Xi
˜˜
∂i
t,s˜f
a
+ t,s ˜˜re,
(226)
t,s ˜˜Xi =
˜˜
f ·
[
1− tbi
˜˜
fi + 2Ω
2
(
g/−1
)ij
t
˜˜
fi
t,s˜f
j
]−1
·
[
−bi + 2Ω2
(
g/−1
)ij t,s˜f
j
]
˜˜
∂i,
(227)
t,s ˜˜re =
˜˜
f ·
[
1− tbi
˜˜
fi + 2Ω
2
(
g/−1
)ij
t
˜˜
fi
t,s˜f
j
]−1
·
(228)
{
− [Ra, b]
i t,s˜f
i
− t,s˜f
a
∂sb
it,s˜f
i
+
[
Ra,Ω
2g/−1
]ij t,s˜f
i
t,s˜f
j
+ t,s˜f
a
L∂s
(
Ω2g/−1
)ij t,s˜f
i
t,s˜f
j
}
.
The initial condition of the propagation equation is
t=0,sf˜
a
= s=0˜f
a
.(229)
The equations for {t,s˜f
a
}a=1,2,3 are nonlinear first order partial differential equations
without quadratics in first derivatives. We estimate t,s˜f
a
by bootstrap arguments. We
introduce the following bootstrap assumption.
Assumption 5.7 (Bootstrap assumption of t,s˜f
a
, a = 1, 2, 3). Assume that for t ∈ [0, ta],
we have
(230)
∥∥∥t,s˜f
a
∥∥∥n+1,p˜˜Σt,◦g ≤ sco
∥∥∥d˜/ s=0˜f∥∥∥n+1,p , a = 1, 2, 3.
The goal is to prove that at t = ta, we can actually get strict inequalities in the
estimate of t=ta,sf˜ . Then by continuity, we can find a slightly larger t′a such that the
bootstrap assumption is also valid for all t ∈ [0, t′a], hence we can conclude that the
bootstrap assumption is valid for all t ∈ [0, 1], which proves theorem 5.5.
We use the bootstrap assumption of s˜˜˜f to estimate the vector field t,s ˜˜X and t,s ˜˜re, then
we integrate equation (226) to get the estimates on
∥∥∥ ˜˜d/ s˜˜˜f∥∥∥n+1,p, which are lemmas 5.8,
5.9 and 5.10. Finally, by choosing the suitable constants sco, we can strengthen the
inequality in the bootstrap assumption to the strict inequality.
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Lemma 5.8 (Estimate of the vector field t,s ˜˜X). Under the assumption of theorem 5.5
and the bootstrap assumption of t,s˜f
a
for t ∈ [0, ta], we have∥∥∥tbi ˜˜fi∥∥∥n+1,p˜˜Σt,◦g ≤ c(n, p)r
2
0
(r0 + ts0)2
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo(231) ∥∥∥2Ω2 (g/−1)ij t ˜˜fit,s˜f j
∥∥∥n+1,p˜˜Σt,◦g ≤ c(n, p)r0r0 + ts0 scoδoδo,(232) ∥∥−bi∥∥n+1,p˜˜Σt,◦g ≤ c(n, p)r
2
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo),(233) ∥∥∥2Ω2 (g/−1)ij t,s˜f
j
∥∥∥n+1,p˜˜Σt,◦g ≤ c(n, p)r0(r0 + ts0)2 scoδo,(234)
and
∥∥∥t,s ˜˜X∥∥∥n+1,p˜˜Σt,◦g ≤ (s0 + r0δo) ·
{
c(n, p)r20
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo) +
c(n, p)r0
(r0 + ts0)2
scoδo
}
,
(235)
∫ ta
0
∣∣∣∣∣
˜˜◦
div t,s ˜˜X
∣∣∣∣∣ dt ≤ c(n, p)ǫ(cm,mδm + cm,oδ2o + coδo) + c(n, p)scoδo.
(236)
Lemma 5.9 (Estimate of the term t,s ˜˜re). Under the assumption of theorem 5.5 and the
bootstrap assumption of t,s˜f
a
for t ∈ [0, ta], we have∥∥∥−[Ra, b]i t,s˜f i
∥∥∥n+1,p˜˜Σt,◦g ≤ c(n, p)r
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)
scoδo,(237) ∥∥∥−t,s˜f
a
∂sb
i t,s˜f
i
∥∥∥n+1,g˜˜Σt,◦g ≤ c(n, p)r
3
0
(r0 + ts0)3
ǫsc2oδ
2
o,(238)
∥∥∥[Ra,Ω2g/−1]ij t,s˜f it,s˜f j
∥∥∥n+1,g˜˜Σt,◦g ≤ c(n, p)r
2
0
(r0 + ts0)2
ǫsc2oδ
2
o,(239) ∥∥∥t,s˜f
a
L∂s
(
Ω2g/−1
)ij t,s˜f
i
t,s˜f
j
∥∥∥n+1,g˜˜Σt,◦g ≤ c(n, p)r
3
0
(r0 + ts0)3
sc3oδ
3
o,(240)
and ∥∥∥t,s ˜˜re∥∥∥n+1,p˜˜Σt,◦g ≤ (s0 + r0δo)·
{
c(n, p)r30
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)
scoδo(241)
+
c(n, p)r30
(r0 + ts0)3
ǫsc2oδ
2
o +
c(n, p)r30
(r0 + ts0)3
sc3oδ
3
o
}
,
which implies∫ ta
0
∥∥∥t,s ˜˜re∥∥∥n+1,p˜˜Σt,◦g dt ≤c(n, p)ǫ(cm,mδm + cm,oδ2o + coδo)scoδor0ta(242)
+ c(n, p)ǫsc2oδ
2
or0ta + c(n, p)
sc3oδ
3
or0ta.
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Proof. The above two lemmas follow from proposition C.3, theorem 4.2, and the boot-
strap assumption of t,s˜f
a
. 
Lemma 5.10 (Integrating the propagation equation of t,s˜f
a
). Under the bootstrap as-
sumption of t,s˜f
a
, we have
∥∥∥t,s˜f
a
∥∥∥n+1,p˜˜Σta ,◦g ≤ c(n, p)
∥∥∥s=0˜f
a
∥∥∥n+1,p
Σ˜0,
◦
g
+ c(n, p)
∫ ta
0
∥∥∥t,s ˜˜re∥∥∥n+1,g˜˜Σt,◦g dt(243)
≤ c(n, p)δor0 + c(n, p)ǫ(cm,mδm + cm,oδ
2
o + coδo)
scoδor0ta
+ c(n, p)ǫsc2oδ
2
or0ta + c(n, p)
sc3oδ
3
or0ta.
Then we can extend the bootstrap assumption of t,s˜f
a
to a larger interval of t by the
above lemma. We assume that the following inequality holds
c(n, p) + c(n, p)ǫ(cm,mδm + cm,oδ
2
o + coδo)
sco + c(n, p)ǫ
sc2oδo + c(n, p)
sc3oδ
2
o <
sco.(244)
The inequality has solutions for sufficient small ǫ, δm, δo, δo, for example,
(245) sco = 2c(n, p)
is a solution for the inequality for sufficient small ǫ, δm, δo, δo. We conclude the estimate
of t,s˜f
a
, a = 1, 2, 3.
From now on, we will not specify the constant co, cm,m, cm,o,
sco, but denote them by
the simplified notation c(n, p).
5.3. Estimate the structure coefficients. Now we can estimate the structure coeffi-
cients on ˜˜Σ.
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Proposition 5.11. For ǫ, δm, δo, δo sufficient small, we have
∥∥∥s△˜kij∥∥∥n+1,p˜˜Σ,◦g ≤ c(n, p)r0r0 + s0 δo,(246) ∥∥∥s˜bi∥∥∥n+1,p˜˜Σ,◦g ≤ c(n, p)r
2
0
(r0 + s0)3
ǫδm,+
c(n, p)r0
(r0 + s0)2
δo,(247) ∥∥∥l.{˜˜g/ij}∥∥∥n+1,p˜˜Σ,◦g ≤ c(n, p)(r0 + s0)2,(248) ∥∥∥h.{˜˜g/ij}∥∥∥n+1,p˜˜Σ,◦g ≤ c(n, p)r20ǫδmδo + c(n, p)r0(r0 + s0)δoδo,(249) ∥∥∥∥l.{(˜˜g/−1)ij}
∥∥∥∥
n+1,p
˜˜Σ,
◦
g
≤
c(n, p)
(r0 + s0)2
,(250)
∥∥∥∥h.{(˜˜g/−1)ij}
∥∥∥∥
n+1,p
˜˜Σ,
◦
g
≤
c(n, p)r20
(r0 + s0)4
ǫδmδo +
c(n, p)r0
(r0 + s0)3
δoδo,(251) ∥∥∥B˜ji ∥∥∥n+1,p˜˜Σt,◦g ≤ c(n, p),(252) ∥∥∥ε˜′k∥∥∥n+1,p˜˜Σt,◦g ≤ c(n, p)r0 + s0 δo,(253) ∥∥ε˜′∥∥n+1,p˜˜Σt,◦g ≤ c(n, p)(r0 + s0)2 δ2o .(254)
Proof. The proposition follows from proposition C.3, theorem 4.2 and theorem 5.5. 
Proposition 5.12 (Estimate of the low degree terms ǫl.{·} and high degree terms ǫh.{·}
of the structure coefficients on ˜˜Σ). Assume that ǫ, δm, δo, δo sufficiently small, we have
the following estimates for the low degree terms ǫl.{·} on ˜˜Σ,
∥∥∥ǫl.{˜˜χ
ij
}
∥∥∥n,p˜˜Σ,◦g ≤ c(n, p)(r0 + s0),(255) ∥∥∥ǫl.{ ˜˜tr˜˜χ}∥∥∥n,p˜˜Σ,◦g ≤ c(n, p)r0 + s0 ,(256) ∥∥ǫl.{ ˜˜χ′ij}∥∥n,p˜˜Σ,◦g ≤ c(n, p)s0 + c(n, p)(r0 + s0)(ǫ+ δo),(257) ∥∥∥ǫl.{ ˜˜tr ˜˜χ′}∥∥∥n,p˜˜Σ,◦g ≤ c(n, p)s0(r0 + s0)2 +
c(n, p)
r0 + s0
δo +
c(n, p)r0
(r0 + s0)2
ǫδo +
c(n, p)r0
(r0 + s0)2
ǫδm,(258)
∥∥ǫl.{˜˜ηi}∥∥n+1,p˜˜Σ,◦g ≤ c(n, p)r0r0 + s0 ǫ+
c(n, p)r0s0
(r0 + s0)2
δo + c(n, p)δo.(259)
For the high degree terms ǫh.{·} on ˜˜Σ, we have the following estimates
∥∥∥ǫh.{˜˜χ
ij
}
∥∥∥n,p˜˜Σ,◦g ≤ c(n, p)r
2
0
r0 + s0
(δ2o + ǫδo + ǫδ
2
o + ǫδoδm) + c(n, p)r0δoδo,(260)
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∥∥∥ǫh.{ ˜˜tr˜˜χ}∥∥∥n,p˜˜Σ,◦g ≤ c(n, p)r
2
0
(r0 + s0)3
(δ2o + ǫδo + ǫδ
2
o + ǫδoδm) +
c(n, p)r0
(r0 + s0)2
δoδo,
(261)
∥∥ǫh.{ ˜˜χ′ij}∥∥n,p˜˜Σ,◦g ≤ c(n, p)(r0 + s0)δ2o + c(n, p)r0δoδo + c(n, p)r0ǫδo + c(n, p)r
2
0
r0 + s0
ǫδmδo,
(262)
∥∥∥ǫh.{ ˜˜tr ˜˜χ′}∥∥∥n,p˜˜Σ,◦g ≤ c(n, p)r0 + s0 δ2o +
c(n, p)r0
(r0 + s0)2
δoδo +
c(n, p)r0
(r0 + s0)2
ǫδo +
c(n, p)r20
(r0 + s0)3
ǫδmδo,
(263)
∥∥ǫh.{˜˜ηi}∥∥n,p˜˜Σ,◦g ≤ c(n, p)r0r0 + s0 δoδo +
c(n, p)r20
(r0 + s0)2
δmδo +
c(n, p)r0
r0 + s0
ǫδo.
(264)
Proof. The proposition follows from the definition of the quantities, proposition C.3,
theorem 4.2 and theorem 5.5. 
6. Perturbation of the parametrization of spacelike surfaces
In section 4, we study the transformation from the second parametrization of spacelike
surfaces to the first parametrization, i.e. the map
(
s=0˜f,
˜˜
f
)
→
(
˜˜
f,
˜˜
f
)
. In this section,
we study the perturbation of this map.
Let ˜˜Σ1 and
˜˜Σ2 be two spacelike surfaces and (
s=0,a˜f , a˜˜f) be the second parametrization
of the surface ˜˜Σa, a = 1, 2. Assume that the first parametrization of the surface
˜˜Σa is(
a˜˜f, a
˜˜
f
)
. We are interested in the perturbation of the first parametrization 2
˜˜
f − 1
˜˜
f .
Following the construction in section 4, let ˜˜Σa,t be the spacelike surface with the second
parametrization of spacelike surfaces (s=0,a˜f, ta
˜˜
f). We assume that the first parametriza-
tion of ˜˜Σa,t is (
t,a˜˜f , t,a˜˜f = ta˜˜f).
Recall in section 4, we use the propagation equations (??) (161) of t,a˜˜f and
˜˜◦
∆
t,a˜˜f to
establish the estimate of t,a˜˜f . In this section, we will derive the propagation equations
of 2˜˜f − 1˜˜f and
˜˜◦
∆
(
2˜˜f − 1˜˜f
)
and establish the estimates of 2˜˜f − 1˜˜f by these equations.
We define
d
{
t˜˜f
}
:= t,2˜˜f − t,1˜˜f ,(265)
d
{
s=0˜f
}
:= s=0,2˜f − s=0,1˜f ,(266)
d
{ ˜˜
f
}
:= 2
˜˜
f − 1
˜˜
f(267)
d
{
t˜˜f
}
:= t,2
˜˜
f − t,1
˜˜
f = t
(
2˜˜f − 1
˜˜
f
)
= td
{ ˜˜
f
}
,(268)
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We show that the size of (d
{˜˜f}, d{ ˜˜f}), the perturbation of the first parametrisa-
tion, can be bounded by the size of (d
{
s=0˜f
}
, d
{ ˜˜
f
}
), the perturbation of the second
parametrisation. We state the main theorems of this section.
Theorem 6.1. Let (s=0,a˜f, a
˜˜
f) be the second parametrization of the surface ˜˜Σa, a = 1, 2
respectively. We assume that
∥∥∥d˜/ s=0,a˜f∥∥∥n+1,p ≤ δor0,
∣∣∣∣∣s=0,a˜f
◦
g
∣∣∣∣∣ ≤ δmr0,(269)
∥∥∥ ˜˜d/ a˜˜f∥∥∥n+1,p ≤ δo(r0 + s0,a), a˜˜f
◦
g
= s0,a,(270) ∥∥∥d˜/ d{s=0˜f}∥∥∥n+1,p ≤ dor0,
∣∣∣∣∣d{s=0˜f}
◦
g
∣∣∣∣∣ ≤ dmr0,(271)
∥∥∥ ˜˜d/ d{ ˜˜f}∥∥∥n+1,p ≤ dor0,
∣∣∣∣∣d{ ˜˜f}
◦
g
∣∣∣∣∣ ≤ dm(r0 + s0,1).(272)
Then for ǫ, δo, δm, δo, do, dm, do, dm sufficiently small, there exist constants c
d
o, c
d
o,m, c
d
m, c
d
m,o, c
d,
such that∥∥∥ ˜˜d/ d{t˜˜f}∥∥∥n−1,p˜˜Σ1,t,◦g ≤ cdodor0 + cdo,m(δ2o + ǫδo)dmr0 + cd(δ2o + ǫδmδo)(dm + do)r0,(273) ∣∣∣∣∣d{t˜˜f}
◦
g
∣∣∣∣∣ ≤ cdmdmr0 + cdm,o(δo + ǫδm)dor0 + cd(δ2o + ǫδmδo)(dm + do)r0.(274)
Theorem 6.2. Under the assumptions of theorem 6.1, and in addition we assume that
(275)
˜˜◦
∆
t,2˜˜f = 0.
Then for ǫ, δo, δm, δo, do, dm, do, dm sufficiently small, there exist constants c
d
o, c
d
o,m, c
d
m, c
d
m,o, c
d,
such that∥∥∥ ˜˜d/ d{t˜˜f}∥∥∥n,p˜˜Σ1,t,◦g ≤ cdodor0 + cdo,m(δ2o + ǫδo)dmr0 + cd(δ2o + ǫδmδo)(dm + do)r0,(276) ∣∣∣∣∣d{t˜˜f}
◦
g
∣∣∣∣∣ ≤ cdmdmr0 + cdm,o(δo + ǫδm)dor0 + cd(δ2o + ǫδmδo)(dm + do)r0.(277)
Remark 6.3. Notice that in the estimate of t˜˜f in theorem 6.1, we cannot obtain the
estimate of the highest order which is
∥∥∥ ˜˜d/ d{t˜˜f}∥∥∥n,p˜˜Σ1,t,◦g as in theorem 4.2. The loss of
the regularity in the estimate is due to the term d
{
t ˜˜Xi
}( ˜˜◦
∆
t,2˜˜f
)
i
in the propogation
equation (280) of
˜˜◦
∆ d
{
t˜˜f
}
. If we have a higher order derivative estimate of t,2˜˜f , for
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example as we assume that
˜˜◦
∆ t,2˜˜f = 0 in theorem 6.2, it will also improve the estimate
of d
{
t˜˜f
}
.
6.1. Propagation equation of perturbation of the first parametrization. In this
section, we derive the equations for the perturbation of the first parametrization d
{
t˜˜f
}
and its Laplacian
˜˜◦
∆ d
{
t˜˜f
}
.
The first parametrization t,a˜˜f of the surface ˜˜Σa,t, a = 1, 2 satisfies the propagation
equations (128), (161), which we cite here
˜˜
∂tt,a˜˜f
◦
g
= t,aF
◦
g
,
˜˜
∂t
˜˜◦
∆
t,a˜˜f = t,a ˜˜Xi
(
˜˜◦
∆
t,a˜˜f
)
i
+ t,a ˜˜re,
where
t,aF =F
(
a˜˜f, t,a˜˜f, t,a˜˜f, t,a˜˜fi,
t,a˜˜f
i
)
(278)
=a
˜˜
f ·
[
1− bi t,a
˜˜
fi − ˜˜e
i t,a˜˜fi − ˜˜ε˜˜e
it,a˜˜fi
]−1
·
[
˜˜ε− bi t,a˜˜f
i
− ˜˜ei t,a˜˜f
i
− ˜˜ε˜˜ei t,a˜˜f
i
]
,
then the perturbation d
{
t˜˜f
}
satisfies the propagation equations
˜˜
∂td
{
t˜˜f
}◦g
= d
{
tF
}◦g
(279)
˜˜
∂t
˜˜◦
∆ d
{
t˜˜f
}
= t,1 ˜˜X
(
˜˜◦
∆ d
{
t˜˜f
})
i
+ d
{
t ˜˜Xi
}( ˜˜◦
∆
t,2˜˜f
)
i
+ d
{
t ˜˜re
}
,(280)
where
d
{
tF
}
= t,2F − t,1F,(281)
d
{
t ˜˜Xi
}
= t,2 ˜˜Xi − t,1 ˜˜Xi,(282)
d
{
t ˜˜re
}
= t,2˜˜re− t,1 ˜˜re,(283)
and the initial condition of the propagation equations is
d
{
t=0˜˜f
}
= d
{
s=0˜f
}
= s=0,2˜f − s=0,1˜f .(284)
6.2. Estimate the perturbation of the first parametrization. In this section, we
prove the main theorems 6.1 and 6.2 on the perturbations of the first parametrization
d
{
t˜˜f
}
. The idea is to estimate the solution of the propagation equations of d
{
t˜˜f
}
derived
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in the above section. We introduce the following bounds on the perturbations
∥∥∥d{s=0˜f
i
}∥∥∥n+1,p
Σ˜0,
◦
g
≤ dor0,
∣∣∣∣∣d{s=0˜f
◦
g}∣∣∣∣∣ ≤ dmr0,(285)
∥∥∥d{ ˜˜fi}∥∥∥n+1,p˜˜Σ1,◦g ≤ do(r0 + s0,1),
∣∣∣∣∣d{ ˜˜f
◦
g}∣∣∣∣∣ = dm(r0 + s0,1),
∥∥∥d{t˜˜f
i
}∥∥∥n−1,p
Σ˜0,
◦
g
≤ tdor0,
∣∣∣∣∣d{t˜˜f
◦
g}∣∣∣∣∣ ≤ tdmr0,∥∥∥d{t˜˜fi}∥∥∥n+1,p˜˜Σ1,◦g ≤ tdo(r0 + ts0,1) = tdo(r0 + s0,1),∣∣∣∣∣d{t˜˜f
◦
g}∣∣∣∣∣ = tdm(r0 + ts0,1) = tdm(r0 + s0,1).
Notice in the above bounds (285), d
{
t˜˜f
i
}
is one order less differentiable than in theorem
4.1. These bounds will be used in the proof in theorem 6.1. For theorem 6.2, we introduce
the following stronger bounds on the perturbation,
∥∥∥d{s=0˜f
i
}∥∥∥n+1,p
Σ˜0,
◦
g
≤ dor0,
∣∣∣∣∣d{s=0˜f
◦
g}∣∣∣∣∣ ≤ dmr0,(286)
∥∥∥d{ ˜˜fi}∥∥∥n+1,p˜˜Σ1,◦g ≤ do(r0 + s0,1),
∣∣∣∣∣d{ ˜˜f
◦
g}∣∣∣∣∣ = dm(r0 + s0,1),
∥∥∥d{t˜˜f
i
}∥∥∥n,p
Σ˜0,
◦
g
≤ tdor0,
∣∣∣∣∣d{t˜˜f
◦
g}∣∣∣∣∣ ≤ tdmr0,∥∥∥d{t˜˜fi}∥∥∥n+1,p˜˜Σ1,◦g ≤ tdo(r0 + ts0,1) = tdo(r0 + s0,1),∣∣∣∣∣d{t˜˜f
◦
g}∣∣∣∣∣ = tdm(r0 + ts0,1) = tdm(r0 + s0,1).
The only difference between the bounds 286 with the previous bounds 285 is that we
strengthen the differentiability of d
{
t˜˜f
i
}
from n− 1th-order to nth-order.
The question is how to estimate tdo and
tdm. We will first estimate the terms showing
up in the propagation equations by tdo and
tdm, including
t,1 ˜˜X and d
{
tF
}
, d
{
t ˜˜Xi
}
, d
{
t ˜˜re
}
,
then derive integral inequalities of tdo and
tdm, and finally obtain their estimates from
the integral inequalities.
The estimate of the vector t,1 ˜˜X is given by lemma 4.11. The estimates of d
{
tF
}
,
d
{
t ˜˜Xi
}
and d
{
t ˜˜re
}
are the main difficulties. Their estimates will follow from the key
lemma 6.4 in the following.
44 PENGYU LE
First, let us take a closer look at the terms d
{
tF
}
, d
{
t ˜˜Xi
}
and d
{
t˜˜re
}
. We can view
tF, t ˜˜X, t ˜˜re as maps from the tensor fields on S2 to the tensor fields on S2, i.e. we can
understand tF, t ˜˜X, t ˜˜re as following,
tF :
(
˜˜
f, t
˜˜
f, t˜˜f, t
˜˜
fi,
t˜˜f
i
)
7→ F
(
˜˜
f, t
˜˜
f, t˜˜f , t
˜˜
fi,
t˜˜f
i
)
,(287)
t ˜˜X :
(
˜˜f, t˜˜f, t˜˜f, t˜˜fi,
t˜˜f
i
)
7→ t ˜˜X
(
˜˜f, t˜˜f, t˜˜f , t˜˜fi,
t˜˜f
i
)
,(288)
t ˜˜re :
(
˜˜
f, t
˜˜
f, t˜˜f, t
˜˜
fi,
t˜˜f
i
)
7→ t ˜˜re
(
˜˜
f, t
˜˜
f, t˜˜f , t
˜˜
fi,
t˜˜f
i
)
.(289)
On the other hand, pointwisely we can also think tF, t ˜˜X, t ˜˜re as functions composed by
tensor calculations, for example, we can understand tF as follows:
tF :
(
˜˜
f, t
˜˜
f, t˜˜f, t
˜˜
fi,
t˜˜f
i
)(290)
7→ F
(
˜˜
f, t
˜˜
f, t˜˜f, t
˜˜
fi,
t˜˜f
i
)
=
˜˜
f ·
[
1− bi t
˜˜
fi − ˜˜e
i t˜˜fi − ˜˜ε˜˜e
it˜˜fi
]−1
·
[
˜˜ε− bi t˜˜f
i
− ˜˜ei t˜˜f
i
− ˜˜ε˜˜ei t˜˜f
i
]
,
For such maps like tF , t ˜˜X, t˜˜re, we have the following lemma to estimate their perturba-
tions.
Lemma 6.4. Let A be a map between tensor fields on ˜˜Σt, which pointwisely is defined by
the background quantities of the double null foliation on ˜˜Σt,
˜˜
f, t˜˜f , t
˜˜
f and their derivatives
through tensor calculations such as contraction and inversion. For example, A could be
tF
A :
(
˜˜
f, t˜˜f , t
˜˜
f, t˜˜f
i
=
˜˜◦
∇i
t˜˜f , t
˜˜
fi =
˜˜◦
∇i
t˜˜f
)
7→
(291)
tF =
˜˜
f ·
[
1− bit
˜˜
fi − ˜˜e
it˜˜fi − ˜˜ε˜˜e
it˜˜fi
]−1
·
[
˜˜ε− bit˜˜f
i
− ˜˜ei t˜˜f
i
− ˜˜ε˜˜ei t˜˜f
i
]
,
or more general, A could be
(292)
A :
(
˜˜
f, t˜˜f , t
˜˜
f, t˜˜f
i
=
˜˜◦
∇i
t˜˜f, t
˜˜
fi =
˜˜◦
∇i
t˜˜f
)
7→ QA
(
id,Ω, g/, g/−1, b, · · · , η,
˜˜
f, t˜˜f, t
˜˜
f,
˜˜◦
∇
t˜˜f,
˜˜◦
∇
t˜˜f
)
where QA could be any rational functions and when substituting values, the products
should be understood as tensor products and the inversion should be understood as the
inversion of linear operators, for example,
QA
(
id,Ω2, g/−1, b, ˜˜f,
˜˜◦
∇ t˜˜f,
˜˜◦
∇ t
˜˜f
)
= ˜˜f
(
B˜−1
)j
i
Ω2
(
g/−1
)ik t˜˜fkt˜˜f j,(293)
B˜ji = δ
j
i − b
j t˜˜fi + 2Ω
2 t˜˜f
k
(
g/−1
)jk t˜˜fi,(294)
QA(q1, q2, q3, q4, q5, q6, q7) = q5 (q1 − q4q7 + 2q2q3q7)
−1 q2q3q6q7.(295)
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We assume that ˜˜f, t˜˜f, t˜˜f satisfy the following estimates
∥∥∥ ˜˜d/ ˜˜f∥∥∥n+1,p ≤ δo(ro + s0), ˜˜f
◦
g
= s0(296)
∥∥∥ ˜˜d/ t˜˜f∥∥∥n,p ≤ tδor0 ≤ coδor0, t˜˜f
◦
g
≤ tδmr0 ≤ (cm,mδm + cm,oδ
2
o)r0,(297)
∥∥∥ ˜˜d/ t˜˜f∥∥∥n+1,p ≤ tδo(r0 + ts0) ≤ tδo(r0 + s0), t˜˜f
◦
g
= ts0,
t˜˜f = t ˜˜f,(298)
then in principle that we can estimate the Sobolev norms of A by the above bounds and
the estimate of the background quantities on ˜˜Σt.
Assume A satisfies the following estimate
(299) ‖A‖m,p˜˜Σt,
◦
g
≤ P (ǫ, δo, δm, δo, r0, rt = r0 + ts0, s0)
where m ≤ n − 1 and P (ǫ, δo, δm, δo, r0, rt = r0 + ts0, s0) is a rational function, whose
denominator only involves r0, rt. then if the bounds (285) are satisfied, the perturbation
of A with respect to the perturbation of spacelike surfaces ˜˜Σa,t, a = 1, 2, satisfies the
estimate
∥∥d{A}∥∥m,p˜˜Σ1,t,◦g(300)
≤c(n, p)P (ǫ, δo, δm, δo, r0, rt, s0)·(
(r0 + s0)
−1d
{ ˜˜
f
}
+ (r0 + ts0)
−1
∥∥∥d{t˜˜f}∥∥∥n,p + r−10 ∥∥∥d{t˜˜f}∥∥∥n,p)
+ c(n, p)Pδm(ǫ, δo, δm, δo, r0, rt, s0)δm
−1r−10
∥∥∥d{t˜˜f}∥∥∥n,p
+ c(n, p)∂s0P (ǫ, δo, δm, δo, r0, rt, s0)
∥∥∥d{ ˜˜f}∥∥∥n,p
+ c(n, p)∂δoP (ǫ, δo, δm, δo, r0, rt, s0)(r0 + ts0)
−1
∥∥∥d{t˜˜fi}∥∥∥n−1,p
+ c(n, p)∂δoP (ǫ, δo, δm, δo, r0, rt)r
−1
0
∥∥∥d{t˜˜f
i
}∥∥∥n−1,p
≤c(n, p)P (ǫ, δo, δm, δo, r0, rt, s0)
(
dm + do +
tdm +
tdo
)
+ c(n, p)Pδm(ǫ, δo, δm, δo, r0, rt, s0)δm
−1
(
tdm +
tdo
)
+ c(n, p)∂s0P (ǫ, δo, δm, δo, r0, rt, s0)(r0 + s0) (dm + do)
+ c(n, p)∂δoP (ǫ, δo, δm, δo, r0, rt, s0)do
+ c(n, p)∂δoP (ǫ, δo, δm, δo, r0, rt)
tdo
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where Pδm(ǫ, δo, δm, δo, r0, rt, s0) is the terms in P (ǫ, δo, δm, δo, r0, rt, s0) which involves
δm, for example,
P (ǫ, δo, δm, δo, t, r0, rt, s0) =
c(n, p)r0
r0 + ts0
(ǫ+ δo + δo) +
c(n, p)r20
(r0 + ts0)2
ǫ(ǫδm + ǫδ
2
o + ǫδo)δo,
(301)
Pδm(ǫ, δo, δm, δo, t, r0, rt, s0) =
c(n, p)r20
(r0 + ts0)2
ǫ2δmδo,
(302)
Furthermore if we assume that the bounds (286) are satisfied, we can improve m, the
order of differentiability of A, to n, and get the similar estimate of
∥∥d{A}∥∥n,p˜˜Σ1,t,◦g.
The proof of the above lemma follows from the next lemma.
Lemma 6.5. Let B be any structure coefficient of the background double null coordinate
system. The perturbation of B on ˜˜Σ1,t is
d
{
B
}
= B ˜˜Σ2,t
−B ˜˜Σ1,t
(303)
=
∫ t,2˜˜f
t,1˜˜f
L∂sB(
t,1˜˜f, s)ds+
∫ t˜˜f2
t˜˜f1
L∂sB(s,
t,2˜˜f)ds,(304)
satisfies the following estimate∥∥d{B}∥∥m,p˜˜Σ1,t,◦g ≤ sups,s ‖L∂sB‖m,∞Σs,s,◦g
∥∥∥d{t˜˜f}∥∥∥m,p + sup
s,s
∥∥L∂sB∥∥m,∞Σs,s,◦g
∥∥∥d{t˜˜f}∥∥∥m,p(305)
where the supremum is taken in the range
(s, s) ∈ [t˜˜f1, t,2˜˜f ]× [t
˜˜
f1, t,2
˜˜
f ]
⊂ [−δm − c(n, p)δo, δm + c(n, p)δo]
× [s0,min − c(n, p)(r0 + ts0,min)δo, s0,max + c(n, p)(r0 + ts0,max)δo](306)
where
(307) s0,min = min
{
t,1˜˜f
◦
g
, t,2
˜˜
f
◦
g
}
, s0,max = max
{
t,1˜˜f
◦
g
, t,2
˜˜
f
◦
g
}
.
lemma 6.5 together with proposition C.3 prove lemma 6.4 for the case of structure
coefficients of the background double null coordinate system. The general case follows
from induction arguments.
Remark 6.6. In the inequality (300), the term
c(n, p)P (ǫ, δo, δm, δo, r0, rt, s0)·(308) (
(r0 + s0)
−1
∥∥∥d{ ˜˜f}∥∥∥n,p + (r0 + ts0)−1 ∥∥∥d{t˜˜f}∥∥∥n,p + r−10 ∥∥∥d{t˜˜f}∥∥∥n,p)
comes from the perturbations of structure coefficients and metric components, the term
c(n, p)Pδm(ǫ, δo, δm, δo, r0, rt, s0)δm
−1r−10
∥∥∥d{t˜˜f}∥∥∥n,p(309)
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comes from the perturbation of bi, ω and trχ− trχSch, the term
c(n, p)∂s0P (ǫ, δo, δm, δo, r0, rt, s0)
∥∥∥d{ ˜˜f}∥∥∥n,p(310)
comes from the perturbation of
˜˜
f , the term
c(n, p)∂δoP (ǫ, δo, δm, δo, r0, rt, s0)(r0 + ts0)
−1
∥∥∥d{t˜˜fi}∥∥∥n−1,p(311)
comes from the perturbation of t
˜˜
fi and trχ− trχSch, the term
c(n, p)∂δoP (ǫ, δo, δm, δo, r0, rt)r
−1
0
∥∥∥d{t˜˜f
i
}∥∥∥n−1,p(312)
comes from the perturbation of t˜˜f
i
, bi, ω and trχ− trχSch. The above cases cover all the
possibilities of terms in the perturbation of A.
Remark 6.7. The estimate from lemma 6.4 sometimes is not optimal, for example, for
trχ, from proposition C.3 we have the estimate
(313)
∥∥trχ∥∥n+1,p˜˜Σ1,t,◦g ≤ c(n, p)r0 + ts0,1 ,
then by lemma 6.4,
∥∥d{trχ}∥∥n−1,p˜˜Σ1,t,◦g
(314)
≤
c(n, p)
(r0 + ts0,1)
(
(r0 + s0,1)
−1
∥∥∥d{ ˜˜f}∥∥∥n,p + (r0 + ts0,1)−1 ∥∥∥d{t˜˜f}∥∥∥n,p + r−10 ∥∥∥d{t˜˜f}∥∥∥n,p) ,
however by lemma 6.5 and proposition C.3
∥∥d{trχ}∥∥n,p˜˜Σ1,t,◦g ≤ c(n, p)(r0 + ts0,1)2
(∥∥∥d{t˜˜f}∥∥∥n,p + ∥∥∥d{t˜˜f}∥∥∥n,p) .(315)
The more precise estimate gives the estimate of higher order Sobolev norms and finer
estimate concerning the order of r0 + ts0,1. The reason is that
∥∥∂strχ∥∥n,∞
Σs,s,
◦
g
has better
estimate than
∥∥trχ∥∥n,∞
Σs,s,
◦
g
concerning the degree of rt = r0 + ts0, but which is not always
true for other background quantities, for example ω, ω, η. The above shows that we may
strength our estimate if the ∂s derivatives of the background quantities involved in A
have better estimates, or A does not involve t˜˜f
i
.
Applying lemma 6.4 to tF , t ˜˜X and t ˜˜re, we get the estimates of their perturbations.
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Lemma 6.8 (Estimate of d
{
t ˜˜X
}
). Assuming the bounds 285, we have the following
estimate for d
{
t ˜˜X
}
,
∥∥∥d{t ˜˜X}∥∥∥n−1,p˜˜Σ1,t,◦g ≤(s0 + r0δo) · c(n, p)r0(r0 + ts0)2
{
δo +
r0
r0 + ts0
ǫδm
}(
dm + do +
tdm +
tdo
)(316)
+ (s0 + r0δo) ·
c(n, p)r20
(r0 + ts0)3
ǫ
(
tdm +
tdo
)
+ (s0 + r0δo)
c(n, p)r0
(r0 + ts0)2
· tdo
+
c(n, p)r0(r0 + s0)
(r0 + ts0)2
{
δo +
c(n, p)r0
r0 + ts0
ǫδm
}
(dm + do)
≤
c(n, p)r0(r0 + s0)
(r0 + ts0)2
{
δo +
c(n, p)r0
r0 + ts0
ǫδm
}
(dm + do)
+ (s0 + r0δo) ·
c(n, p)r0
(r0 + ts0)2
{
δo +
r0
r0 + ts0
ǫ
}
tdm
+ (s0 + r0δo)
c(n, p)r0
(r0 + ts0)2
tdo.
Then for d
{
t ˜˜Xi
}( ˜˜◦
∆ t,2˜˜f
)
i
, we have
∥∥∥∥∥d{t ˜˜Xi}
(
˜˜◦
∆ t,2˜˜f
)
i
∥∥∥∥∥
n−2,p
˜˜Σ1,t,
◦
g
≤
c(n, p)r20(r0 + s0)
(r0 + ts0)2
{
δ2o +
c(n, p)r0
r0 + ts0
ǫδmδo
}
(dm + do)(317)
+ (s0 + r0δo) ·
c(n, p)r20
(r0 + ts0)2
{
δ2o +
r0
r0 + ts0
ǫδo
}
tdm
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
δo
tdo.
If we assume further that
˜˜◦
∆
t,2˜˜f = 0, which is the assumption of theorem 6.2, then the
term d
{
t ˜˜Xi
}( ˜˜◦
∆ t,2˜˜f
)
i
vanish in the propagation equation (280) for d
{ ˜˜◦
∆ t˜˜f
}
.
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Lemma 6.9 (Estimate of the perturbation d
{
t˜˜re
}
). Assuming the bounds (285), we have
the following estimate for d
{
t ˜˜re
}
,
∥∥∥d{t ˜˜re}∥∥∥n−2,p˜˜Σ1,t,◦g ≤(s0 + r0δo) c(n, p)r
2
0
(r0 + ts0)2
·
{
δ2o +
c(n, p)r0
r0 + ts0
ǫδmδo
}
· (dm + do +
tdm +
tdo)
(318)
+ (s0 + r0δo) ·
c(n, p)r30
(r0 + ts0)3
ǫδo(
tdm +
tdo)
+
c(n, p)r20(r0 + s0)
(r0 + ts0)2
{
δ2o +
r0
r0 + ts0
ǫδmδo
}
(dm + do)
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
·
{
δo +
c(n, p)r0
r0 + ts0
ǫδm
}
tdo
≤
c(n, p)r20(r0 + s0)
(r0 + ts0)2
{
δ2o +
r0
r0 + ts0
ǫδmδo
}
(dm + do)
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
·
{
δ2o +
c(n, p)r0
r0 + ts0
ǫδo
}
tdm
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
·
{
δo +
c(n, p)r0
r0 + ts0
ǫδm
}
tdo.
Moreover if we assume the stronger bounds (286), we get the same estimate for the
stronger norm of d
{
t ˜˜re
}
,
∥∥∥d{t ˜˜re}∥∥∥n−1,p˜˜Σ1,t,◦g .
Lemma 6.10 (Estimate of d
{
tF
}◦g
). Assuming the bounds (285), we have the following
estimates for d
{
tF
}
,
∣∣d{tF}∣∣ , ∣∣∣∣d{tF}
◦
g
∣∣∣∣ ≤c(n, p)r20(r0 + s0)(r0 + ts0)2
{
δ2o +
r0
r0 + ts0
ǫδmδo
}
(dm + do)(319)
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
·
{
δ2o +
c(n, p)r0
r0 + ts0
ǫδo
}
tdm
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
·
{
δo +
c(n, p)r0
r0 + ts0
ǫδm
}
tdo.
Combining the above three lemmas 6.8, 6.9, 6.10, we can integral the propagation
equations (279), (280).
Lemma 6.11 (Integrating the propagation equations of
˜˜◦
∆ d
{
t˜˜f
}
and d
{
t˜˜f
}◦g
). As-
suming the bounds (285), we integrate equations (279) and (280) and have the following
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estimates on
˜˜◦
∆ d
{
t˜˜f
}
and d
{
t˜˜f
}◦g
.
∥∥∥d{t=ta˜˜f
i
}∥∥∥n−1,p˜˜Σ1,ta ,◦g ≤c(n, p)
∥∥∥∥∥
˜˜◦
∆ d
{
t=ta˜˜f
}∥∥∥∥∥
n−2,p
˜˜Σ1,ta ,
◦
g
(320)
≤c(n, p)
∥∥∥∥∥
˜˜◦
∆ d
{
s=0˜f
}∥∥∥∥∥
n−2,p
˜˜Σ1,0,
◦
g
+ c(n, p)
∫ ta
0


∥∥∥∥∥d{t ˜˜Xi}
(
˜˜◦
∆ t,2˜˜f
)
i
∥∥∥∥∥
n−2,p
˜˜Σ1,t,
◦
g
+
∥∥∥d{t˜˜re}∥∥∥n−2,p˜˜Σ1,t,◦g

 dt
≤c(n, p)dor0 + c(n, p)r0(δ
2
o + ǫδmδo)(dm + do)
+
∫ ta
0
(s0 + r0δo)
c(n, p)c2or
2
0
(r0 + ts0)2
·
{
δ2o +
r0
r0 + ts0
ǫδo
}
· tdmdt
+
∫ ta
0
(s0 + r0δo)
c(n, p)c2or
2
0
(r0 + ts0)2
·
{
δo +
r0
r0 + ts0
ǫδm
}
· tdodt.
∣∣∣∣∣d{t=ta˜˜f}
◦
g
∣∣∣∣∣ ≤
∣∣∣∣∣d{s=0˜f}
◦
g
∣∣∣∣∣+ c(n, p)
∫ ta
0
d
{
tF
}◦g
dt(321)
≤dmr0 + c(n, p)r0(δ
2
o + ǫδmδo)(dm + do)
+
∫ ta
0
(s0 + r0δo)
c(n, p)c2or
2
0
(r0 + ts0)2
·
{
δ2o +
r0
r0 + ts0
ǫδo
}
· tdmdt
+
∫ ta
0
(s0 + r0δo)
c(n, p)c2or
2
0
(r0 + ts0)2
·
{
δo +
r0
r0 + ts0
ǫδm
}
· tdodt.
Moreover, if we assume the stronger bound (286), then we can get the same bound for
the estimate of the stronger norm of d
{
t=ta˜˜f
i
}
,
∥∥∥d{t=ta˜˜f
i
}∥∥∥n,p˜˜Σ1,ta ,◦g.
Now we can prove the main theorems 6.1 and 6.2 of this section.
Proof. We prove theorem 6.1 by bootstrap argument. Assume that the estimates of
d
{
t˜˜f
}
is valid for t ∈ [0, ta], then apply lemma 6.11 and the bootstrap assumption to
obtain
tdo ≤c(n, p)do + c(n, p)[1 + (δ
2
o + ǫδo + δo + ǫδm)c
d](δ2o + ǫδmδo)(dm + do)(322)
+ c(n, p)(δ2o + ǫδo)c
d
mdm + c(n, p)(δ
2
o + ǫδo)(δo + ǫδm)c
d
m,odo
+ c(n, p)(δo + ǫδm)c
d
odo + c(n, p)(δo + ǫδm)(δ
2
o + ǫδo)c
d
o,mdm,
tdm ≤dm + c(n, p)[1 + (δ
2
o + ǫδo + δo + ǫδm)c
d](δ2o + ǫδmδo)(dm + do)(323)
+ c(n, p)(δ2o + ǫδo)c
d
mdm + c(n, p)(δ
2
o + ǫδo)(δo + ǫδm)c
d
m,odo
+ c(n, p)(δo + ǫδm)c
d
odo + c(n, p)(δo + ǫδm)(δ
2
o + ǫδo)c
d
o,mdm.
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We require that cdo, c
d
o,m, c
d
m, c
d
m,o, c
d satisfy the following inequalities,
c(n, p) + c(n, p)(δ2o + ǫδo)(δo + ǫδm)c
d
m,o + c(n, p)(δo + ǫδm)c
d
o < c
d
o,(324)
c(n, p)cdm + c(n, p)(δo + ǫδm)c
d
o,m < c
d
o,m,(325)
c(n, p)[1 + (δ2o + ǫδo + δo + ǫδm)c
d] < cd,(326)
1 + c(n, p)(δ2o + ǫδo)c
d
m + c(n, p)(δo + ǫδm)(δ
2
o + ǫδo)c
d
o,m < c
d
m,(327)
c(n, p)(δ2o + ǫδo)c
d
m,o + c(n, p)c
d
o < c
d
m,o,(328)
of which
(329) (cdo, c
d
o,m, c
d
m, c
d
m,o, c
d) = (2c(n, p), 4c(n, p)2 , 2c(n, p), 4c(n, p)2 , 2c(n, p))
is a solution for ǫ, δo, δm, δo sufficiently small. Then we can extend the bootstrap as-
sumption beyond [0, ta], hence the theorem follows.
The proof of theorem 6.2 follows the similar pattern. 
Remark 6.12. Notice that in the proof of theorem 6.1, we only need the estimate of∥∥∥d{t ˜˜Xi}∥∥∥n−2,p˜˜Σ
1,t,
◦
g
, which is one order less than the estimates we get in lemma 6.8 . Hence
we can release the condition of d
{ ˜˜f} and d{s=0˜f} in theorem 6.1.
Theorem 6.13. Let (s=0,a˜f, a˜˜f) be the second parametrization of the surface ˜˜Σa, a = 1, 2
respectively. We assume that∥∥∥d˜/ s=0,a˜f∥∥∥n+1,p ≤ δor0,
∣∣∣∣∣s=0,a˜f
◦
g
∣∣∣∣∣ ≤ δmr0,(330)
∥∥∥ ˜˜d/ a˜˜f∥∥∥n+1,p ≤ δo(r0 + s0,a), a˜˜f
◦
g
= s0,a,(331) ∥∥∥d˜/ d{s=0˜f}∥∥∥n−1,p ≤ dor0,
∣∣∣∣∣d{s=0˜f}
◦
g
∣∣∣∣∣ ≤ dmr0,(332)
∥∥∥ ˜˜d/ d{ ˜˜f}∥∥∥n,p ≤ dor0,
∣∣∣∣∣d{ ˜˜f}
◦
g
∣∣∣∣∣ ≤ dm(r0 + s0,1)(333)
Then for ǫ, δo, δm, δo, dm, do, do, dm sufficiently small, we have∥∥∥ ˜˜d/ d{t˜˜f}∥∥∥n−1,p˜˜Σ1,t,◦g ≤ cdodor0 + cdo,m(δ2o + ǫδo)dmr0 + cd(δ2o + ǫδmδo)(dm + do)r0,(334) ∣∣∣∣∣d{t˜˜f}
◦
g
∣∣∣∣∣ ≤ cdmdmr0 + cdm,o(δo + ǫδm)dor0 + cd(δ2o + ǫδmδo)(dm + do)r0.(335)
7. Perturbation of structure coefficients of spacelike surfaces
In section 5, we estimate the structure coefficients on a spacelike surface ˜˜Σ with the
second parametrization (s=0˜f,
˜˜
f). In this section, we consider the perturbation of the
structure coefficients with respect to the perturbations of spacelike surfaces.
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More precisely, like in section 6, let ˜˜Σ1 and
˜˜Σ2 be two spacelike surfaces and (
s=0,a˜f, a˜˜f)
be the second parametrization of the surface ˜˜Σa, a = 1, 2. Assume that the first
parametrization of the surface ˜˜Σa is
(
a˜˜f , a
˜˜
f
)
. We are interested in the difference of
the structure coefficients on ˜˜Σ1 and
˜˜Σ2.
Recall that in section 5, we see that the structure coefficients on ˜˜Σ can be calculated
by the background structure coefficients on ˜˜Σ, the differentials of
˜˜
f , the differentials of
s˜f restricted on ˜˜Σ, for example for ˜˜χ
ij
,
˜˜χ
ij
=sχ˜
ij
+ 2sym
{
(−sχ˜(s˜b))⊗
˜˜
d/ ˜˜f
}
ij
+ sχ˜(s˜b, s˜b) ˜˜fi
˜˜fj,(336)
where
sχ˜
ij
=χ
ij
− Ω2
∣∣∣d˜/ s˜f ∣∣∣2
g/
χij − 2Ω
2∇/ 2ij
s˜f − 4Ω2sym
{
η ⊗ d˜/ s˜f
}
ij
(337)
− 4ωΩ2(d˜/ s˜f ⊗ d˜/ s˜f)ij + 4Ω
2sym
{
d˜/ s˜f ⊗ χ(∇/ s˜f)
}
ij
.
s˜bi =bi − 2Ω2
(
g/−1
)ik s˜f
k
.(338)
Recall that s˜f is the function in the second parametrization
(
s˜f, s
)
of the surface Σ˜s, the
intersection of the outgoing null hypersurface Cs with the incoming null hypersurface C˜ ˜˜Σ
containing ˜˜Σ. s˜f
i
is the differential of s˜f on Σ˜s and ∇/
2
ij
s˜f is the second order covariant
derivative of s˜f on Σ˜s.
So in order to estimate the perturbations of the structure coefficients, we need to
estimate the perturbation of the background structure coefficients, the perturbation of
˜˜f and the perturbations of s˜f
i
, ∇/ 2ij
s˜f , with respect to the perturbation of the spacelike
surfaces.
The perturbations of the background structure coefficients can be estimated by propo-
sition C.3, lemma 6.4, and the estimates of the perturbations of the first parametrizations(
d
{˜˜
f
}
, d
{ ˜˜
f
})
. The perturbation of
˜˜
f , d
{ ˜˜
f
}
, is given by the perturbation of the spacelike
surfaces.
The perturbations of s˜f
i
, ∇/ 2ij
s˜f are estimated in the following section 7.1. Recall how
we estimate s˜f
i
in section 5.2: for the spacelike surface ˜˜Σ, we construct a family of
spacelike surfaces { ˜˜Σt}, and get the propagation equation of
s˜f
i
along { ˜˜Σt}, then we
estimate s˜f
i
by integrating the propagation equation.
In section 7.1, we will first construct a family of spacelike surfaces { ˜˜Σa,t} for each
spacelike surface ˜˜Σa respectively, like the construction in section 6. Then we obtain the
propagation equation (347) of d
{
t,s˜f
i
}
, the perturbation of s˜f
i
restricted on ˜˜Σa,t. We will
estimate d
{
t,s˜f
i
}
by integrating the propagation equation. The estimate of d
{
∇/ 2ij
t,s˜f
}
is
obtained similarily.
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We show that the size of d
{
t,s˜f
i
}
, d
{
∇/ 2ij
t,s˜f
}
can be bounded by the size of the
(d
{
s=0˜f
}
, d
{ ˜˜f}), the perturbation of the second parametrisation. We state the main
theorems of section 7.1.
Theorem 7.1. Let (s=0,a˜f, a
˜˜
f) be the second parametrization of the surface ˜˜Σa, a = 1, 2
respectively. We assume that
∥∥∥d˜/ s=0,a˜f∥∥∥n+1,p ≤ δor0,
∣∣∣∣∣s=0,a˜f
◦
g
∣∣∣∣∣ ≤ δmr0,(339)
∥∥∥ ˜˜d/ a˜˜f∥∥∥n+1,p ≤ δo(r0 + s0,a), a˜˜f
◦
g
= s0,a,(340) ∥∥∥d˜/ d{s=0˜f}∥∥∥n+1,p ≤ dor0,
∣∣∣∣∣d{s=0˜f}
◦
g
∣∣∣∣∣ ≤ dmr0,(341)
∥∥∥ ˜˜d/ d{ ˜˜f}∥∥∥n+1,p ≤ dor0,
∣∣∣∣∣d{ ˜˜f}
◦
g
∣∣∣∣∣ ≤ dm(r0 + s0,1).(342)
Then for ǫ, δo, δm, δo, dm, do, dm, do sufficiently small, there exists co, such that∥∥∥d{t=ta,sf˜
i
}∥∥∥n,p˜˜Σ1,ta ,◦g ≤ codor0 + co
(
ǫδmδo + δ
2
o
)
(dm + do) + co
(
ǫδo + δ
2
o
)
dm.(343)
Theorem 7.2. Under the assumption of theorem 7.1, and in addition we assume that
˜˜◦
∆
s=0,2˜f = 0.(344)
Then for ǫ, δo, δm, δo, do, dm, do, dm sufficiently small, there exists co such that∥∥∥d{t=ta,sf˜
i
}∥∥∥n+1,p˜˜Σ1,ta ,◦g ≤ codor0 + co
(
ǫδmδo + δ
2
o
)
(dm + do) + co
(
ǫδo + δ
2
o
)
dm.(345)
In section 7.2, we obtain the estimates of the perturbations of the structure coefficients.
7.1. Estimate the perturbation of the differential d˜/s˜f . As mentioned above, like
in section 6, we construct a family of spacelike surfaces { ˜˜Σa,t} for each
˜˜Σa, that the
second parametrization of ˜˜Σa,t is
(
s=0,a˜f , t ˜˜fa
)
. Let t,s,af˜
i
be the restriction of s,a˜f on
˜˜Σa,t. They satisfy the propagation equations (226), which we cite here
˜˜
∂t
t,s,af˜
i
= t,s,a ˜˜Xk
˜˜
∂k
t,s,af˜
i
+ t,s,a ˜˜re,
where t,s,a ˜˜Xk, t,s,a ˜˜re are given by equations (227), (228).
The perturbation d
{
t,s˜f
i
}
is the difference between t,s,af˜
i
,
(346) d
{
t,s˜f
i
}
= t,s,2f˜
i
− t,s,1f˜
i
,
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which satisfies the propagation equations, derived from taking the difference of the prop-
agation equations of t,s,af˜
i
,
˜˜
∂td
{
t,s˜f
i
}
= t,s,1 ˜˜Xk
˜˜
∂kd
{
t,s˜f
i
}
+ d
{
t,s ˜˜Xk
} ˜˜
∂k
t,s,2f˜
i
+ d
{
t,s ˜˜re
}
,(347)
d
{
t,s ˜˜Xk
}
= t,s,2 ˜˜Xk − t,s,1 ˜˜Xk,(348)
d
{
t,s ˜˜re
}
= t,s,2 ˜˜re− t,s,1 ˜˜re,(349)
and the initial condition is
d
{
t=0,sf˜
}
= s=0,2˜f − s=0,1˜f.(350)
We integrate the above propagation equation to obtain the estimate of d
{
t,s˜f
}
. We
need to estimate t,s,1 ˜˜Xk, d
{
t,s ˜˜Xk
} ˜˜∂kt,s,2f˜ i and d{t,s ˜˜re}. The estimate of t,s,1 ˜˜Xk is given
by lemma 5.8. For the estimates of d
{
t,s ˜˜Xk
} ˜˜
∂k
t,s,2f˜
i
and d
{
t,s ˜˜re
}
, we prove a lemma
which is analogous to lemma 6.4.
We assume the following two different bounds of d
{
t,s˜f
i
}
that
∥∥∥d{t,s˜f
i
}∥∥∥n,p˜˜Σ1,t,◦g ≤ t,sdor0,(351)
and
∥∥∥d{t,s˜f
i
}∥∥∥n+1,p˜˜Σ1,t,◦g ≤ t,sdor0,(352)
The first bound (351) is used in the proof of theorem 7.1 and the second bound (352) is
used in the proof of theorem 7.2.
Lemma 7.3. Let A be a map between tensor fields on ˜˜Σt, which pointwisely is defined
by the background quantities of the double null foliation on ˜˜Σt,
˜˜
f ,
˜˜
fi, and
s˜f
i
through
tensor calculations such as contraction and inversion, like t,s ˜˜Xk and t,s ˜˜re. Assume that
A satisfies the following estimate
‖A‖m,p˜˜Σt,
◦
g
≤ P (ǫ, δo, δm, δo, r0, rt, s0),(353)
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where m ≤ n and P (ǫ, δo, δm, δo, r0, rt, s0) is a rational function, whose denominator
only involves r0, rt, then the perturbation of A satisfies the estimate
∥∥d{A}∥∥m,p˜˜Σ1,t,◦g
(354)
≤c(n, p)P (ǫ, δo, δm, δo, r0, rt, s0)·{
(r0 + s0)
−1
∥∥∥d{ ˜˜f}∥∥∥m,p + (r0 + ts0)−1 ∥∥∥d{t˜˜f}∥∥∥m,p + r−10 ∥∥∥d{t˜˜f}∥∥∥m,p + r−10 ∥∥∥d{s˜˜˜fi}∥∥∥m,p}
+ c(n, p)Pδm(ǫ, δo, δm, δo, r0, rt, s0)δm
−1r−10
∥∥∥d{t˜˜f}∥∥∥m,p
+ c(n, p)∂s0P (ǫ, δo, δm, δo, r0, rt, s0)
∥∥∥d{ ˜˜f}∥∥∥m,p
+ c(n, p)∂δoP (ǫ, δo, δm, δo, r0, rt, s0)(r0 + ts0)
−1
∥∥∥d{t˜˜fi}∥∥∥m,p
+ c(n, p)∂δoP (ǫ, δo, δm, δo, r0, rt, s0)r
−1
0
∥∥∥d{t,s˜f
i
}∥∥∥m,p
≤c(n, p)P (ǫ, δo, δm, δo, r0, rt, s0)(dm + do + dm + do)
+ c(n, p)Pδm(ǫ, δo, δm, δo, r0, rt, s0)δm
−1 (dm + do)
+ c(n, p)∂s0P (ǫ, δo, δm, δo, r0, rt, s0) (dm + do)
+ c(n, p)∂δoP (ǫ, δo, δm, δo, r0, rt, s0)do
+ c(n, p)∂δoP (ǫ, δo, δm, δo, r0, rt, s0)
t,sdo.
Remark 7.4. The proof of lemma 7.3 follows the same pattern of lemma 6.4.
Remark 7.5. Like the example in remark 6.7, the estimate of d
{
A
}
in the above lemma
can be improved if the ∂s derivatives of the background quantities involved in A have
better estimates.
Remark 7.6. If we have better regularity for d
{
t,s˜f
i
}
and d
{
t˜˜f
}
, then there is an im-
proved version of lemma 7.3. For example we assume the assumptions in theorem 7.2,
we have the esitmate of
∥∥∥d{t˜˜f}∥∥∥n+1,p˜˜Σ1,t,◦g by theorem 6.2, and if we assume further the bound
(352),
∥∥∥d{t,s˜f
i
}∥∥∥n+1,p˜˜Σ1,t,◦g ≤ t,sdor0,(355)
then m, the regularity of A, can be improved to n+ 1.
We apply the lemma, together with lemmas 5.8, 5.9, to d
{
t,s ˜˜Xi
}
, d
{
t,s ˜˜re
}
, then we get
their estimates.
Lemma 7.7 (Estimates of the vector field d
{
t,s ˜˜Xi
}
and d
{
t,s ˜˜re
}
). Under the assumption
of theorem 7.1, and moreover we assume the bound (351), then we have the following
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estimates of d
{
t,s ˜˜Xi
}
and d
{
t,s˜˜re
}
,∥∥∥d{t,s ˜˜Xi}∥∥∥n,p˜˜Σ1,t,◦g(356)
≤
c(n, p)(s0 + r0δ0)r0
(r0 + ts0)2
{
r0
r0 + ts0
ǫδm + δo
}(
dm + do + dm + do +
t,sdo
)
+
c(n, p)(s0 + r0δ0)r
2
0
(r0 + ts0)3
ǫ (dm + do) +
c(n, p)(s0 + r0δ0)r0
(r0 + ts0)2
t,sdo
+
c(n, p)(r0 + s0)r0
(r0 + ts0)2
{
r0
r0 + ts0
ǫδm + δo
}
(dm + do)
≤
c(n, p)(r0 + s0)r0
(r0 + ts0)2
{
r0
r0 + ts0
ǫδm + δo
}
(dm + do)
+
c(n, p)(r0 + s0)r0
(r0 + ts0)2
{
r0
r0 + ts0
ǫ+ δo
}
(dm + do)
+
c(n, p)(s0 + r0δ0)r0
(r0 + ts0)2
t,sdo.
∥∥∥d{t,s ˜˜re}∥∥∥n,p˜˜Σ1,t,◦g(357)
≤
c(n, p)(s0 + r0δo)r
3
0
(r0 + ts0)3
(
ǫδmδo + ǫδ
2
o + δ
3
o
) (
dm + do + dm + do +
t,sdo
)
+
c(n, p)(s0 + r0δo)r
3
0
(r0 + ts0)3
ǫδo (dm + do) +
c(n, p)(s0 + r0δo)r
3
0
(r0 + ts0)3
(
ǫδm + ǫδo + δ
2
o
)
t,sdo
+
c(n, p)(r0 + s0)r
3
0
(r0 + ts0)3
(
ǫδmδo + ǫδ
2
o + δ
3
o
)
(dm + do)
≤
c(n, p)(r0 + s0)r
3
0
(r0 + ts0)3
(dm + do) +
c(n, p)(s0 + r0δo)r
3
0
(r0 + ts0)3
(ǫδo + δ
3
o) (dm + do)
+
c(n, p)(s0 + r0δo)r
3
0
(r0 + ts0)3
(
ǫδm + ǫδo + δ
2
o
)
t,sdo.
Furthermore if we assume that
˜˜◦
∆ s=0,2˜f = 0, which is the assumption of theorem 7.2,
and we assume the bound (352), then we have the same bounds as above for the stronger
Sobolev norms
∥∥∥d{t,s ˜˜Xi}∥∥∥n+1,p˜˜Σ1,t,◦g ,
∥∥∥d{t,s ˜˜re}∥∥∥n+1,p˜˜Σ1,t,◦g .
Proof. Under the assumption of theorem 7.1, we can get the estimate of
∥∥∥t˜˜f∥∥∥n,p˜˜Σ1,t,◦g by
theorem 6.1, then the estimates of
∥∥∥d{t,s ˜˜Xi}∥∥∥n,p˜˜Σ1,t,◦g and
∥∥∥d{t,s ˜˜re}∥∥∥n,p˜˜Σ1,t,◦g follow from lemma
7.3. The estimates of
∥∥∥d{t,s ˜˜Xi}∥∥∥n+1,p˜˜Σ1,t,◦g and
∥∥∥d{t,s ˜˜re}∥∥∥n+1,p˜˜Σ1,t,◦g follow from theorem 6.2 and
lemma 7.3. 
Then we can integrate the propagation equation (347) using lemma 7.7.
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Lemma 7.8 (Integrate the propagation equation of d
{
t,s˜f
i
}
). Under the assumption of
theorem 7.1, and we assume the bound (351), then we have∥∥∥d{t=ta,sf˜
i
}∥∥∥n,p˜˜Σ1,ta ,◦g(358)
≤c(n, p)dor0 + c(n, p)
(
ǫδmδo + δ
2
o
)
(dm + do)r0 + c(n, p)
(
ǫδo + δ
2
o
)
(dm + do)r0
+
∫ ta
0
c(n, p)(s0 + r0δ0)r0
(r0 + ts0)2
(ǫδm + δo)
t,sdor0dt.
Furthermore if we assume that
˜˜◦
∆
s=0,2˜f = 0, which is the assumption of theorem 7.2,
and the bound (352), then we have the same bound as above for the stronger Sobolev
norms
∥∥∥d{t=ta,sf˜
i
}∥∥∥n+1,p˜˜Σ1,t,◦g .
Now we can prove the main theorems 7.1, 7.2 in this section.
Proofs of theorems 7.1, 7.2. The proofs of these two theorem follow the similar pattern
of the proofs of theorems 6.1 and 6.2. For theorem 7.1, we assume the bound (351). We
introduce the bootstrap assumption that for t ∈ [0, ta],
t,sdo ≤ codo + co
(
ǫδmδo + δ
2
o
)
(dm + do) + co
(
ǫδo + δ
2
o
)
dm.(359)
We show that at t = ta, the inequality of
t,sdo can be improved to the strict inequality.
Then by lemma 7.8, we have that
∥∥∥d{t=ta,sf˜
i
}∥∥∥n,p˜˜Σ1,ta ,◦g
(360)
≤{c(n, p) + co(ǫδm + δo)} dor0 + {c(n, p) + co(ǫδm + δo)}
(
ǫδmδo + δ
2
o
)
(dm + do)r0
+ {c(n, p) + co(ǫδm + δo)}
(
ǫδo + δ
2
o
)
(dm + do)r0.
We choose co such that
c(n, p) + co(ǫδm + δo) < co,(361)
for example, for sufficient small ǫ, δm, δo such that ǫδm + δo <
1
2
, we can choose co =
2c(n, p). Then
∥∥∥d{t=ta,sf˜
i
}∥∥∥n,p˜˜Σ1,ta ,◦g < codor0 + co
(
ǫδmδo + δ
2
o
)
(dm + do)r0 + co
(
ǫδo + δ
2
o
)
(dm + do)r0,
(362)
so we can extend the bootstrap assumption to a slightly larger interval. Hence the
bootstrap assumption can be extended to the whole interval t ∈ [0, 1].
theorem 7.2 can be proved similarly as theorem 7.1. 
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7.2. Estimate the perturbation of the structure coefficients. We can estimate
the perturbation of the structure coefficients on ˜˜Σ by proposition C.3, lemma 7.3 and
theorem 7.1, 7.2.
Proposition 7.9 (Estimate of the perturbation of the structure coefficients). Under the
assumption of theorem 7.1, we have
∥∥∥d{ǫl.{˜˜χ
ij
}
}∥∥∥n−1,p˜˜Σ,◦g ≤ c(n, p)(r0 + s0)(dm + do + dm + do),
(363)
∥∥∥d{ǫl.{ ˜˜tr˜˜χ}}∥∥∥n−1,p˜˜Σ,◦g ≤ c(n, p)r0 + s0 (dm + do + dm + do),
(364)
∥∥d{ǫl.{ ˜˜χ′ij}}∥∥n−1,p˜˜Σ,◦g ≤ c(n, p)(s0 + r0(ǫ+ δo))(dm + do) + c(n, p)(r0 + s0)(dm + do),
(365)
∥∥∥d{ǫl.{ ˜˜tr ˜˜χ′}}∥∥∥n−1,p˜˜Σ,◦g ≤ c(n, p)(s0 + r0(ǫ+ δo))(r0 + s0)2 (dm + do) +
c(n, p)
r0 + s0
(dm + do),
(366)
∥∥d{ǫl.{˜˜ηi}}∥∥n−1,p˜˜Σ,◦g ≤ c(n, p)do + c(n, p)
{
r0
r0 + s0
ǫ+
r0
r0 + s0
δo + δo
}
dm
(367)
+ c(n, p)
{
r0
r0 + s0
ǫ+
r0s0
(r0 + s0)2
δo + δo
}
dm
+ c(n, p)
{
r0
r0 + s0
ǫ+
r0s0
(r0 + s0)2
+ δo
}
do,
∥∥∥d{ǫh.{˜˜χ
ij
}
}∥∥∥n−1,p˜˜Σ,◦g ≤ c(n, p)q2(ǫ, δo, ǫδm, δo)(dm + dm) + c(n, p)q1(ǫ, δo, ǫδm, δo)(do + do),
(368)
∥∥∥d{ǫh.{ ˜˜tr˜˜χ}}∥∥∥n−1,p˜˜Σ,◦g ≤ c(n, p)r0(r0 + s0)2 q2(ǫ, δo, ǫδm, δo)(dm + dm)
(369)
+
c(n, p)r0
(r0 + s0)2
q1(ǫ, δo, ǫδm, δo)(do + do),
∥∥d{ǫh.{ ˜˜χ′ij}}∥∥n−1,p˜˜Σ,◦g ≤ c(n, p)(r0 + s0)q2(ǫ, δo, ǫδm, δo)(dm + dm)
(370)
+ c(n, p)(r0 + s0)q1(ǫ, δo, ǫδm, δo)(do + do),
∥∥∥d{ǫh.{ ˜˜tr ˜˜χ′}}∥∥∥n−1,p˜˜Σ,◦g ≤ c(n, p)r0 + s0 q2(ǫ, δo, ǫδm, δo)(dm + dm) +
c(n, p)
r0 + s0
q1(ǫ, δo, ǫδm, δo)(do + do),
(371)
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∥∥d{ ˜˜ηi}∥∥n−1,p˜˜Σ,◦g ≤ c(n, p)r0r0 + s0 q1(δoδo, δmδo, ǫδo)dm +
c(n, p)r0
r0 + s0
q1(δo, ǫδo)dm(372)
+
c(n, p)r0
r0 + s0
q1(ǫ, δo, δo)(do + do),
where qn(ǫ, δo, ǫδm, δo) is a polynomial of degree n.
Furthermore, if we assume that
˜˜◦
∆
s=0,2˜f = 0, which is the assumption of theorem
7.2, we can improve the above estimates to the higher order Sobolev norm Wn,p.
8. Linearization of the perturbation of the parametrization of spacelike
surfaces
In this section, we construct the linearization of the perturbation of the first parametriza-
tion of spacelike surfaces. Analytically, we construct the linearization of the map(
s=0˜f , ˜˜f
)
→
(
˜˜f, ˜˜f
)
, the map from the second parametrization to the first parametriza-
tion. We introduce the surfaces ˜˜Σa, a = 1, 2 as in section 6, and assume that they have
the first parametrization
(
a˜˜f, a˜˜f
)
and the second parametrization
(
s=0,a˜f, a˜˜f
)
. In section
6, we study the perturbation of the second parametrization d
{
s=0˜f
}
, which is the map
d
{
s=0˜f
}
7→ d
{˜˜
f
}
. In this section, we construct a linear map d
{
s=0˜f
}
7→ δ
{˜˜
f
}
which
approximates the map d
{
s=0˜f
}
7→ d
{˜˜f}.
8.1. Linearized perturbation of the first parametrization. As in section 6, we con-
struct a family of spacelike surfaces
{
˜˜Σa,t
}
for each spacelike surface ˜˜Σa, a = 1, 2. The
first parametrization of ˜˜Σa,t is
(
t,a˜˜f, ta˜˜f
)
, and the second parametrization is
(
s=0,a˜f, ta˜˜f
)
.
In section 6.1, we derive the propagation equations (279), (280) for d
{
t˜˜f
}
, the perturba-
tion of the first parametrization, which we cite here,
˜˜∂td
{
t˜˜f
}◦g
= d
{
tF
}◦g
˜˜∂t
˜˜◦
∆ d
{
t˜˜f
}
= t,1 ˜˜X
(
˜˜◦
∆ d
{
t˜˜f
})
i
+ d
{
t ˜˜Xi
}( ˜˜◦
∆ t,2˜˜f
)
i
+ d
{
t ˜˜re
}
,
where
d
{
tF
}
= t,2F − t,1F,
d
{
t ˜˜Xi
}
= t,2 ˜˜Xi − t,1 ˜˜Xi,
d
{
t ˜˜re
}
= t,2 ˜˜re− t,1 ˜˜re.
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We construct the linearized perturbation of the second parametrization, which is denoted
by δ
{
t˜˜f
}
, as the solution of the following linear equations,
δ
{
t˜˜f
}◦g
= δ
{
s=0˜f
}◦g
,(373)
˜˜∂t
˜˜◦
∆ δ
{
t˜˜f
}
= t,1 ˜˜Xi
(
˜˜◦
∆ δ
{
t˜˜f
})
i
,(374)
with the initial condition
(375) δ
{
t=0˜˜f
}
= d
{
s=0˜f
}
.
8.2. Estimate the error of linearized perturbation of the parametrization. We
denote by e
{
t˜˜f
}
the error of linearized perturbation of t˜˜f , which is the difference of d
{
t˜˜f
}
and δ
{
t˜˜f
}
. We can get the propagation equations of e
{
t˜˜f
}
,
˜˜∂te
{
t˜˜f
}◦g
= d
{
tF
}◦g
(376)
˜˜∂t
˜˜◦
∆ e
{
t˜˜f
}
= t,1 ˜˜Xi
(
˜˜◦
∆ e
{
t˜˜f
})
i
+ d
{
t ˜˜Xi
}( ˜˜◦
∆ t,2˜˜f
)
i
+ d
{
t˜˜re
}
,(377)
with the initial condition
e
{
t=0˜˜f
}
= 0.(378)
We integrate the propagation equations (376), (377) to estimate e
{
t˜˜f
}
. We state the
main theorems of this section.
Theorem 8.1. Under the assumption of theorem 6.1,we have the following estimates of
e
{
t˜˜f
}
, ∥∥∥ ˜˜d/ e{t˜˜f}∥∥∥n−1,p˜˜Σ1,t,◦g ≤ (δ2o + ǫδo)dmr0 + (δo + ǫδm)dor0 + (δ2o + ǫδmδo)(dm + do)r0,(379) ∣∣∣∣∣e{t˜˜f}
◦
g
∣∣∣∣∣ ≤ (δ2o + ǫδo)dmr0 + (δo + ǫδm)dor0 + (δ2o + ǫδmδo)(dm + do)r0.(380)
Theorem 8.2. Under the assumption of theorem 6.1, and moreover we assume that
˜˜◦
∆ t,2˜˜f = 0, which is the additional assumption in theorem 6.2, we have the following
estimate of e
{
t˜˜f
}
,∥∥∥ ˜˜d/ e{t˜˜f}∥∥∥n,p˜˜Σ1,t,◦g ≤ (δ2o + ǫδo)dmr0 + (δo + ǫδm)dor0 + (δ2o + ǫδmδo)(dm + do)r0.(381)
To integrate the propagation equations (376), (377), we need to estimate the terms
d
{
tF
}◦g
, d
{
t ˜˜Xi
}( ˜˜◦
∆
t,2˜˜f
)
i
and d
{
t ˜˜re
}
. The estimates of these terms are given in the
following lemma 8.3, which is proved by lemmas 6.8, 6.9, 6.10 and theorems 6.1, 6.2.
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Lemma 8.3 (Estimates of d
{
tF
}◦g
, d
{
t ˜˜Xi
}( ˜˜◦
∆
t,2˜˜f
)
i
and d
{
t ˜˜re
}
). Under the assump-
tion of theorem 8.1, we have
∣∣d{tF}∣∣ , ∣∣∣∣d{tF}
◦
g
∣∣∣∣(382)
≤
c(n, p)r20(r0 + s0)
(r0 + ts0)2
{
δ2o +
r0
r0 + ts0
ǫδmδo
}
(dm + do)
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
·
{
δ2o +
c(n, p)r0
r0 + ts0
ǫδo
}
dm
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
·
{
δo +
c(n, p)r0
r0 + ts0
ǫδm
}
do,
∥∥∥∥∥d{t ˜˜Xi}
(
˜˜◦
∆
t,2˜˜f
)
i
∥∥∥∥∥
n−2,p
˜˜Σ1,t,
◦
g
(383)
≤
c(n, p)r20(r0 + s0)
(r0 + ts0)2
{
δ2o +
r0
r0 + ts0
ǫδmδo
}
(dm + do)
+ (s0 + r0δo) ·
c(n, p)r20
(r0 + ts0)2
{
δ2o +
r0
r0 + ts0
ǫδo
}
dm
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
δodo,
∥∥∥d{t ˜˜re}∥∥∥n−2,p˜˜Σ1,t,◦g(384)
≤
c(n, p)r20(r0 + s0)
(r0 + ts0)2
{
δ2o +
r0
r0 + ts0
ǫδmδo
}
(dm + do)
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
·
{
δ2o +
c(n, p)r0
r0 + ts0
ǫδo
}
dm
+ (s0 + r0δo)
c(n, p)r20
(r0 + ts0)2
·
{
δo +
c(n, p)r0
r0 + ts0
ǫδm
}
do.
Furthermore, under the assumption of theorem 8.2, we can improve the above estimates
to the stronger Sobolev norm
∥∥∥∥∥d{t ˜˜Xi}
(
˜˜◦
∆
t,2˜˜f
)
i
∥∥∥∥∥
n−1,p
˜˜Σ1,t,
◦
g
,
∥∥∥d{t˜˜re}∥∥∥n−1,p˜˜Σ1,t,◦g .
We can prove theorems 8.1, 8.2 now.
Proofs of theorems 8.1, 8.2. The theorems follow immediately from integrating the prop-
agation equations (376), (377) by substituting the estimates in lemma 8.3. 
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9. Linearization of the perturbation of the structure coefficients of
spacelike surfaces
In this section, we construct the linearization of the perturbation of the structure coef-
ficients of spacelike surfaces. As in section 7, we introduce spacelike surfaces ˜˜Σa, a = 1, 2,
with the first parametrization
(
a˜˜f, a˜˜f
)
and the second parametrization
(
s=0,a˜f , a˜˜f
)
.
In section 7, we study the perturbation of the structure coefficients of spacelike sur-
faces. We take the structure coefficients ˜˜tr ˜˜χ′ as example. We may think of ˜˜tr ˜˜χ′ as
a map:
(
s=0˜f, ˜˜f
)
7→
(
˜˜tr ˜˜χ′
)
˜˜Σ
. In section 7, we study the perturbation of the above
map:
(
d
{
s=0˜f
}
, d
{ ˜˜
f
})
7→ d
{ ˜˜tr ˜˜χ′}. In this section, we construct two linear maps(
d
{
s=0˜f
}
, d
{ ˜˜
f
})
7→ δ
{ ˜˜tr ˜˜χ′} and (d{s=0˜f}, d{ ˜˜f}) 7→ δl,Sch{ ˜˜tr ˜˜χ′} to approximate the
perturbation of ˜˜tr ˜˜χ′. In principle, we can construct the linearization of the perturbation
of all the structure coefficients. However, for the purpose of constructing marginally
trapped surfaces, we need to consider only the structure coefficient ˜˜tr ˜˜χ′.
Recall that in section 7, we view the structure coefficients as functions of the back-
ground quantities of the double null foliation, ˜˜fi, ∇/
2
ij
˜˜f , s˜f
i
and s˜f
i
∇/ 2ij
s˜f on spacelike
surfaces. In order to construct the linearization, we need first to construct the lineariza-
tion of these quantities.
The linearization of the background quantities of the double null foliation can be
constructed by the following: taking trχ′ as an example, we can construct its linearization
by Lstrχ
′ · δ
{ ˜˜
f
}
+ Lstrχ
′ · δ
{˜˜
f
}
.
The linearization of ˜˜fi can be constructed in a straightforward manner as δ
{ ˜˜f}
i
.
∇/ 2ij
˜˜f can be decomposed into
◦
∇
2
ij
˜˜f +
(
∇/ 2ij−
◦
∇
2
ij
)
˜˜f . The linearization of
◦
∇
2
ij
˜˜f can
be constructed as
◦
∇
2
ij δ
{ ˜˜
f
}
. The term
(
∇/ 2ij−
◦
∇
2
ij
)
˜˜
f involves the difference of the
background covariant derivative with the covariant derivative on the standard sphere. So
formally, the linearization of
(
∇/ 2ij−
◦
∇
2
ij
)
˜˜f can be constructed as δ
{(
∇/ 2ij−
◦
∇
2
ij
)} ˜˜f +(
∇/ 2ij−
◦
∇
2
ij
)
δ
{ ˜˜
f
}
.
The linearizations of s˜f
i
and s˜f
i
∇/ 2ij
s˜f on spacelike surfaces are more complicated to
construct. For s˜f
i
, we consider the linearization (385) of the propagation equation (347)
of d
{
s˜f
i
}
, and take the solution of the linearized propagation equation as the linearization
of s˜f
i
. For ∇/ 2ij
s˜f , we can also decompose it as
◦
∇
2
ij
s˜f +
(
∇/ i−
◦
∇i
)
s˜f
j
like ∇/ 2ij
˜˜f . The
linearization of
◦
∇
2
ij
s˜f can be constructed similarly as the case of s˜f
i
, and the linearization
of
(
∇/ i−
◦
∇i
)
s˜f
j
can be constructed similarly as in the case of
(
∇/ 2ij−
◦
∇
2
ij
)
˜˜
f .
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Combine the above, we can construct the linearization δ
{ ˜˜tr ˜˜χ′} of the perturbation of
˜˜tr ˜˜χ′.
In section 9.1, we construct the linearization of s˜f
i
, and estimate its error with the
perturbation of s˜f
i
in section 9.2. In section 9.3, we construct two linearizations of the
outgoing null expansion ˜˜tr ˜˜χ′ and estimate their errors with the perturbations of ˜˜tr ˜˜χ′ in
section 9.4.
9.1. Linearized perturbation of the differential d˜/s˜f . In section 7.1, we derive the
propagation equations (347) for d
{
t,s˜f
i
}
, the perturbation of the differential d˜/ t,s˜f , which
we cite here
˜˜
∂td
{
t,s˜f
i
}
= t,s,1 ˜˜Xk
˜˜
∂kd
{
t,s˜f
i
}
+ d
{
t,s ˜˜Xk
} ˜˜
∂k
t,s,2f˜
i
+ d
{
t,s ˜˜re
}
,
d
{
t,s ˜˜Xk
}
= t,s,2 ˜˜Xk − t,s,1 ˜˜Xk,
d
{
t,s ˜˜re
}
= t,s,2 ˜˜re− t,s,1 ˜˜re.
We construct the linearized perturbation of the differential, which is denoted by δ
{
t,s˜f
i
}
,
as the solution of the following linear equations. Note that the last two terms in equation
(347) are dropped.
˜˜∂tδ
{
t,s˜f
i
}
= t,s,1 ˜˜Xk ˜˜∂kδ
{
t,s˜f
i
}
,(385)
with the initial condition
δ
{
t=0,sf˜
i
}
= d
{
s=0˜f
}
i
.(386)
9.2. Estimate the error of the linearized perturbation of the differential d˜/s˜f .
We denote by e
{
t,s˜f
a
}
the error of the linearized perturbation of d˜/ t,s˜f , which is the
difference of d
{
t,s˜f
a
}
and δ
{
t,s˜f
a
}
. We can get the propagation equations of e
{
t,s˜f
a
}
,
˜˜∂te
{
t,s˜f
i
}
= t,s,1 ˜˜Xk ˜˜∂ke
{
t,s˜f
i
}
+ d
{
t,s ˜˜Xk
} ˜˜∂kt,s,2f˜ i + d{t,s ˜˜re},(387)
with the initial condition
e
{
t=0,sf˜
i
}
= 0.(388)
We integrate the propagation equation (387) to obtain the estimates of e
{
t,s˜f
a
}
.
Theorem 9.1. Under the assumption of theorem 7.1, we have the following estimate of
e
{
t,s˜f
i
}
,
∥∥∥e{t,s˜f
i
}∥∥∥n,p˜˜Σ1,t,◦g ≤ c(n, p)(ǫδmδo + δ2o)(dm + do)r0 + c(n, p)(ǫδo + δ2o)dmr0 + c(n, p)δodor0.
(389)
Theorem 9.2. Under the assumption of theorem 7.1 and the additional condition
˜˜◦
∆
t,2˜˜f = 0, we have the following estimate of e
{
t,s˜f
i
}
∥∥∥e{t,s˜f
i
}∥∥∥n+1,p˜˜Σ1,t,◦g ≤ c(n, p)(ǫδmδo + δ2o)(dm + do)r0 + c(n, p)(ǫδo + δ2o)dmr0 + c(n, p)δodor0.
(390)
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In order to integrate equation (387), we need to obtain the estimates of d
{
t,s ˜˜Xk
} ˜˜∂kt,s,2f˜ i
and d
{
t,s ˜˜re
}
, which are given in the following lemma 9.3, which follows from lemma 7.7
and theorems 7.1, 7.2.
Lemma 9.3 (Estimates of d
{
t,s ˜˜Xk
} ˜˜∂kt,s,2f˜ i and d{t,s ˜˜re}). Under the assumption of
theorem 7.1, then we have the following estimates of d
{
t,s ˜˜Xk
} ˜˜
∂k
t,s,2f˜
i
and d
{
t,s˜˜re
}
,∥∥∥d{t,s ˜˜Xk} ˜˜∂kt,s,2f˜ i
∥∥∥n,p˜˜Σ1,t,◦g(391)
≤
c(n, p)(r0 + s0)r0
(r0 + ts0)2
{
r0
r0 + ts0
ǫδmδo + δ
2
o
}
(dm + do)
+
c(n, p)(r0 + s0)r0
(r0 + ts0)2
{
r0
r0 + ts0
ǫδo + δ
2
o
}
dm +
c(n, p)(s0 + r0δo)r
2
0
(r0 + ts0)2
δodo.
∥∥∥d{t,s ˜˜re}∥∥∥n,p˜˜Σ1,t,◦g(392)
≤
c(n, p)(r0 + s0)r
3
0
(r0 + ts0)3
(
ǫδmδo + ǫδ
2
o + δ
3
o
)
(dm + do)
+
c(n, p)(s0 + r0δo)r
3
0
(r0 + ts0)3
(ǫδo + δ
3
o)dm +
c(n, p)(s0 + r0δo)r
3
0
(r0 + ts0)3
(
ǫδm + ǫδo + δ
2
o
)
do.
Furthermore if we assume that
˜˜◦
∆
s=0,2˜f = 0, which is the assumption of theorem 7.2,
then the term d
{
t,s ˜˜Xk
} ˜˜∂kt,s,2f˜ i vanishes in the propagation equation (387), and we have
the same bounds as above for the stronger Sobolev norm
∥∥∥d{t,s ˜˜re}∥∥∥n+1,p˜˜Σ1,t,◦g of d
{
t,s ˜˜re
}
.
Now we can prove theorems 9.1, 9.2.
Proofs of theorems 9.1, 9.2. The proofs of these two theorems are straightforward, just
integrating the propagation equation (387) and substituting from lemma 9.3 the esti-
mates of d
{
t,s ˜˜Xk
} ˜˜
∂k
t,s,2f˜
i
and d
{
t,s ˜˜re
}
. 
9.3. Linearized perturbation of the structure coefficients. To construct the lin-
earized perturbation of the structure coefficients, we need to construct first a linearized
perturbation of background quantities, including metric components and structure coef-
ficient, of the double null coordinate system, which is introduced in the next definition.
Definition 9.4. Let A be a background quantity of the double null coordinate system,
which could be a function like trχ or a tenor field like χˆij . We define A’s linearized
perturbation with respect to the perturbation of spacelike surfaces ˜˜Σa, a = 1, 2 as
δ
{
A
}
= (LsA) ˜˜Σ1
· δ
{ ˜˜
f
}
+
(
LsA
)
˜˜Σ1
· δ
{˜˜
f
}
,(393)
where
δ
{ ˜˜f} = d{ ˜˜f} = 2˜˜f − 1˜˜f,(394)
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and δ
{˜˜f} is given by the linearized perturbation constructed in section 8.1.
Let A be a function or a tensor field on ˜˜Σ, which is constructed from the background
quantities of the double null coordinate system and ˜˜fa,
˜˜◦
∇
2
ab
˜˜f , s˜f
a
,
◦
∇
2
ab
s˜f on ˜˜Σ, by
tensor calculus such as tensor product and contraction. Suppose that
A = A1 ∗A2 ∗ · · · ∗ An,(395)
where ∗ represents either tensor product or contraction, then we define A’s linearized
perturbation with respect to the perturbation of spacelike surfaces ˜˜Σa, a = 1, 2 as
δ
{
A
}
=
∑
i=1,2,··· ,n
(A1) ˜˜Σ1
∗ (A2) ˜˜Σ1
∗ · · · ∗ δ
{
Ai
}
∗ · · · ∗ (An) ˜˜Σ1
(396)
where
δ
{ ˜˜fa} = δ{ ˜˜f}a, δ{ ˜˜◦∇2ab ˜˜f} = ˜˜◦∇2ab δ{ ˜˜f},(397)
and δ
{
s˜f
a
}
and δ
{ ◦˜
∇
2
ab
s˜f
}
are constructed as in section 9.1.
In the following, we construct the linearized perturbation of the structure coefficients.
One obvious linearization would be to adapt the above defintion. However, at this
point we can simplify the process significantly by introducing another linearization as
follows. In section 4.1, we decompose structure coefficients into low degree and high
degree terms. The high degree terms do not interfere with the main structure of the
linearization. Thus we omit the linearization of high degree terms. For the purpose of
constructing marginally trapped surfaces, we only define the linearized perturbation of
the outgoing null expansion ˜˜tr ˜˜χ′.
Definition 9.5. We define the following linearized perturbation of ˜˜tr ˜˜χ′:
δl,Sch
{ ˜˜tr ˜˜χ′}(398)
:=
(
∂strχ
′
Sch
)
˜˜Σ1
δ
{ ˜˜f}+ (∂strχ′Sch) ˜˜Σ1 δ{˜˜f}− 2r−2Sch(s = 1˜˜f
◦
g
, s = 1˜˜f
◦
g) ◦
∆
2
δ
{ ˜˜f},
where rSch(s, s) is the area radius of the surface Σs,s of the double null foliation in the
Schwarzschild spacetime.
9.4. Estimate the error of the linearized perturbation of structure coefficients.
We have the following lemma to estimate the error of the linearized perturbation con-
structed in definition 9.4.
Lemma 9.6. Let A be as in definition 9.4. Assume that its perturbation with respect to
the perturbation of spacelike surfaces ˜˜Σa, a = 1, 2, satisfies the following estimate∥∥d{A}∥∥m,p˜˜Σ,◦g ≤pdm(ǫ, δo, δm, δo, r0, s0)dm + pdo(ǫ, δo, δm, δo, r0, s0)do(399)
+ pdm(ǫ, δo, δm, δo, r0, s0)dm + pdo(ǫ, δo, δm, δo, r0, s0)do,
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where m ≤ n − 1, then for ǫ, δm, δo, δo, dm, do, dm, do sufficiently small depending on
n, p and A, there exists a constant c(n, p,A) such that the difference e
{
A
}
between the
perturbation d
{
A
}
and the linearization δ
{
A
}
in definition 9.4 satisfies the estimate
∥∥e{A}∥∥m,p˜˜Σ,◦g
(400)
≤c(n, p,A)pdm(ǫ, δo, δm, δo, r0, s0)(r0 + s0)
−1
∥∥∥e{ ˜˜f}∥∥∥m,p˜˜Σ1,◦g
+ c(n, p,A)pdo(ǫ, δo, δm, δo, r0, s0)(r0 + s0)
−1

∥∥∥e{ ˜˜fi}∥∥∥m,p˜˜Σ1,◦g +
∥∥∥∥∥e{
˜˜◦
∇
2
ij
˜˜f
}∥∥∥∥∥
m,p
˜˜Σ1,
◦
g


+ c(n, p,A)pdm(ǫ, δo, δm, δo, r0, s0)r
−1
0
∥∥∥e{˜˜f}∥∥∥m,p˜˜Σ1,◦g
+ c(n, p,A)pdo(ǫ, δo, δm, δo, r0, s0)r
−1
0
(∥∥∥e{s˜f
i
}∥∥∥m,p˜˜Σ1,◦g +
∥∥∥∥e{ ◦∇2ij s˜f}
∥∥∥∥
m,p
˜˜Σ1,
◦
g
)
+ c(n, p,A)
(
pdmdm + pdodo + pdmdm + pdodo
)
(dm + do + dm + do)
+ c(n, p,A)
(
pdm,δmdm + pdo,δmdo + pdm,δmdm + pdo,δmdo
)
δ−1m (dm + do)
+ c(n, p,A)
(
∂δopdmdm + ∂δopdodo + ∂δopdmdm + ∂δopdodo
)
do
+ c(n, p,A)
(
∂δopdmdm + ∂δopdodo + ∂δopdmdm + ∂δopdodo
)
do
+ c(n, p,A)
(
∂sopdmdm + ∂sopdodo + ∂sopdmdm + ∂sopdodo
)
(r0 + s0,1)(dm + do).
Furthermore if we assume that
˜˜◦
∆ t,2˜˜f = 0, then by theorem 9.2, we have the estimate
of
∥∥∥∥e{ ◦∇2ij s˜f}
∥∥∥∥
n,p
˜˜Σ1,
◦
g
, so we can improve m, the order of differentiability of A, to n, and
get the similar estimate of
∥∥d{A}∥∥n,p˜˜Σ1,t,◦g.
Applying the above lemma and proposition 7.9, together with theorems 8.1, 8.2 on
the estimates of e
{˜˜f}, and theorems 9.1, 9.2 on the estimates of e{s˜f
i
}
, we can estimate
the error of the linearized perturbation of the structure coefficients. Here we consider
the structure coefficient ˜˜tr ˜˜χ′.
Lemma 9.7. From section 5.1: we decompose ˜˜tr ˜˜χ′ into ǫl.{ ˜˜tr ˜˜χ′} and ǫh.{ ˜˜tr ˜˜χ′} where
ǫl.{ ˜˜tr ˜˜χ′} = trχ′ − 2∆/ ˜˜f = trχ′ − 2
(
g/−1
)ij ( ◦
∇
2
ij
˜˜f −△kij
˜˜fk
)
,(401)
with
△kij = Γ/
k
ij−
◦
Γ
k
ij=
1
2
(
g/−1
)kl ( ◦
∇i g/jl+
◦
∇j g/il−
◦
∇l g/ij
)
.(402)
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The linearized perturbation of ǫl.{ ˜˜tr ˜˜χ′} defined in definition 9.4 is
δ
{
ǫl.{ ˜˜tr ˜˜χ′}
}
=
(
∂strχ
′
)
˜˜Σ1
δ
{ ˜˜
f
}
+
(
∂strχ
′
)
˜˜Σ1
δ
{˜˜
f
}
− 2
(
g/−1
)ij ◦
∇
2
ij δ
{ ˜˜
f
}
(403)
− 2δ
{ (
g/−1
)ij } ◦
∇
2
ij
˜˜f + 2δ
{ (
g/−1
)ij
△kij
˜˜fk
}
Under the assumption of theorem 7.1,
∥∥∥e{ǫl.{ ˜˜tr ˜˜χ′}}∥∥∥n−1,p˜˜Σ1,◦g(404)
≤
c(n, p)(s0 + r0(ǫ+ δo))
(r0 + s0)2
{
(δ2o + ǫδo)dm + (δo + ǫδm)do + (δ
2
o + ǫδmδo)(dm + do)
}
+
{
c(n, p)(s0 + r0(ǫ+ δo))
(r0 + s0)2
(dm + do) +
c(n, p)
r0 + s0
(dm + do)
}
(dm + do + dm + do).
Moreover, if we assume that
˜˜◦
∆ s=0,2˜f = 0, the above estimate of e
{
ǫl.{ ˜˜tr ˜˜χ′}
}
is satisfied
for the Wn,p norm
∥∥∥e{ǫl.{ ˜˜tr ˜˜χ′}}∥∥∥n,p˜˜Σ1,◦g .
We are interested in the error of the linearized perturbation δl,Sch
{ ˜˜tr ˜˜χ′}. We denote
by el,Sch
{ ˜˜tr ˜˜χ′} the difference of d{ ˜˜tr ˜˜χ′} with δl,Sch{ ˜˜tr ˜˜χ′}. We estimate el,Sch{ ˜˜tr ˜˜χ′} in
the following.
el,Sch
{ ˜˜tr ˜˜χ′} = e{ǫl.{ ˜˜tr ˜˜χ′}}+ δ{ǫl.{ ˜˜tr ˜˜χ′}}− δl,Sch{ ˜˜tr ˜˜χ′}+ d{ǫh.{ ˜˜tr ˜˜χ′}}.(405)
So we estimate e
{
ǫl.{ ˜˜tr ˜˜χ′}
}
, δ
{
ǫl.{ ˜˜tr ˜˜χ′}
}
−δl,Sch
{ ˜˜tr ˜˜χ′}, d{ǫh.{ ˜˜tr ˜˜χ′}} separately to obtain
the estimate of el,Sch
{ ˜˜tr ˜˜χ′} in lemma 9.8.
The estimate of e
{
ǫl.{ ˜˜tr ˜˜χ′}
}
is given by lemma 9.7, and the estimate of d
{
ǫh.{ ˜˜tr ˜˜χ′}
}
is given by proposition 7.9. We need to estimate δ
{
ǫl.{ ˜˜tr ˜˜χ′}
}
− δl,Sch
{ ˜˜tr ˜˜χ′} which is the
following
δ
{
ǫl.{ ˜˜tr ˜˜χ′}
}
− δl,Sch
{ ˜˜tr ˜˜χ′}(406)
=
(
∂strχ
′ − ∂strχ
′
Sch
)
˜˜Σ1
δ
{ ˜˜
f
}
+
(
∂strχ
′ − ∂strχ
′
Sch
)
˜˜Σ1
δ
{˜˜
f
}
− 2
{(
g/−1
)ij
− r−2Sch
(
s = 1
˜˜
f
◦
g
, s = 1
˜˜
f
◦
g) (◦
g
−1)ij} ◦
∇
2
ij δ
{ ˜˜
f
}
− 2δ
{ (
g/−1
)ij } ◦
∇
2
ij
˜˜f + 2δ
{ (
g/−1
)ij
△kij
˜˜fk
}
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By lemma C.3, we have
∥∥∥(∂strχ′ − ∂strχ′Sch) ˜˜Σ1 δ{ ˜˜f}
∥∥∥n+2,p˜˜Σ1,◦g ≤ c(n, p)r0 + s0 ǫ(dm + do),
(407)
∥∥∥(∂strχ′ − ∂strχ′Sch) ˜˜Σ1 δ{˜˜f}
∥∥∥n+1,p˜˜Σ1,◦g ≤ c(n, p)r0(r0 + s0)2 ǫ(dm + do + (δ2o + ǫδmδo)(dm + do)),
(408)
∥∥∥∥(g/−1)ij − r−2Sch (◦g−1)ij
∥∥∥∥
n,p
˜˜Σ1,
◦
g
≤
c(n, p)
(r0 + s0)2
ǫ,
(409)
∥∥∥∥∥
{
r−2Sch − r
−2
Sch
(
s = 1
˜˜
f
◦
g
, s = 1
˜˜
f
◦
g)}(◦
g
−1)ij∥∥∥∥∥
n,p
˜˜Σ1,
◦
g
(410)
≤
c(n, p)
(r0 + s0)2
δo +
c(n, p)(s0 + (r0 + s0)δo)r0
(r0 + s0)4
δo,
∥∥∥∥δ{ (g/−1)ij } ◦∇2ij ˜˜f
∥∥∥∥
n,p
˜˜Σ1,
◦
g
(411)
≤
c(n, p)r0
(r0 + s0)2
(
ǫ+
s0 + (r0 + s0)δo
r0 + s0
)
δo(dm + do) +
c(n, p)
r0 + s0
δo(dm + do).
For
(
g/−1
)ij
△kij
˜˜
fk, it is a high order term,
∥∥∥(g/−1)ij△kij ˜˜fk∥∥∥n+1,p ≤ c(n, p)r0 + s0 ǫδo,(412) ∥∥∥δ{ (g/−1)ij△kij ˜˜fk}∥∥∥n+1,p ≤ c(n, p)r0 + s0 ǫδo(dm + do + dm) +
c(n, p)
r0 + s0
ǫdo.(413)
Combining the above estimates, we get the estimate for δ
{
ǫl.{ ˜˜tr ˜˜χ′}
}
− δl,Sch
{ ˜˜tr ˜˜χ′},
∥∥∥δ{ǫl.{ ˜˜tr ˜˜χ′}}− δl,Sch{ ˜˜tr ˜˜χ′}∥∥∥n,p˜˜Σ1,◦g(414)
≤
c(n, p)r0
(r0 + s0)2
(
ǫ+
s0 + (r0 + s0)δo
r0 + s0
δo
)
(dm + do)
+
c(n, p)
r0 + s0
(ǫ+ δo)dm +
c(n, p)
r0 + s0
(
ǫ+ δo +
s0r0
(r0 + s0)2
δo
)
do.
Hence we have the following estimate for the error el,Sch
{ ˜˜tr ˜˜χ′}.
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Lemma 9.8. Under the assumption of theorem 7.1,
∥∥∥el,Sch{ ˜˜tr ˜˜χ′}∥∥∥n−1,p˜˜Σ1,◦g(415)
≤
c(n, p)
(r0 + s0)2
{
(ǫ+ δoδo)r0 + δ
2
o(r0 + s0) +
(
δ2o + ǫδo +
r0
r0 + s0
δo
)
s0
}
dm
+
c(n, p)
(r0 + s0)2
{
(ǫ+ δo)r0 + δ
2
o(r0 + s0) +
(
δo + ǫδm +
r0
r0 + s0
δo
)
s0
}
do
+
c(n, p)
r0 + s0
{
ǫ+ δo +
s0
r0 + s0
δ2o
}
dm
+
c(n, p)
r0 + s0
{
ǫ+ δo +
r0
r0 + s0
δo
}
do
+
{
c(n, p)(s0 + r0(ǫ+ δo))
(r0 + s0)2
(dm + do) +
c(n, p)
r0 + s0
(dm + do)
}
(dm + do + dm + do).
Moreover, if we assume that
˜˜◦
∆
s=0,2˜f = 0, the above estimate of el,Sch
{ ˜˜tr ˜˜χ′} is satisfied
for the Wn,p norm
∥∥∥el,Sch{ ˜˜tr ˜˜χ′}∥∥∥n,p˜˜Σ1,◦g.
10. Construct marginally trapped surfaces near Σ0,0
Recall that in the double null foliation of (M,g), the surface Σ0,0 is marginally trapped.
In this section, we want to find all the marginally trapped surfaces near Σ0,0. Suppose
that ˜˜Σ is a spacelike surface near Σ0,0. By definition,
˜˜Σ being marginally trapped
is equivalent to ˜˜tr ˜˜χ′˜˜Σ
= 0. We assume that ˜˜Σ is parametrized by
(
s=0˜f, ˜˜f
)
. Then
the outgoing null expansion ˜˜tr ˜˜χ′˜˜Σ
can be viewed as a functional which is denoted by
˜˜tr ˜˜χ′
(
s=0˜f,
˜˜
f
)
. Finding the marginally trapped surfaces near Σ0,0 is equivalent to finding
the spacelike surface ˜˜Σ which solves the equation ˜˜tr ˜˜χ′
(
s=0˜f , ˜˜f
)
= 0.
The second parametrization of the surface Σ0,0 is (0, 0) and
˜˜tr ˜˜χ′(0, 0) = 0. We will use
the linearization of ˜˜tr ˜˜χ′ constructed in section 9.3 to solve the equation ˜˜tr ˜˜χ′
(
s=0˜f ,
˜˜
f
)
=
0. We prove that for any s=0˜f sufficiently small, there exists a unique ˜˜f which is also
small and solves ˜˜tr ˜˜χ′
(
s=0˜f,
˜˜
f
)
= 0. The idea is that given s=0˜f , we use the linearization
of ˜˜tr ˜˜χ′ to construct a Picard iteration to approximate the solution
˜˜
f of the equation
˜˜tr ˜˜χ′
(
s=0˜f,
˜˜
f
)
= 0.
Geometrically speaking, in this section we prove that in any incoming null hyper-
surface C˜ near the incoming null hypersurface Cs=0, there exists a unique marginally
trapped surface ˜˜Σ embedded in C˜ and close to Σ0,0.
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We use the solution of ˜˜tr ˜˜χ′
(
s=0˜f , ˜˜f
)
= 0 to construct a map f such that for any
s=0˜f sufficiently small, f
(
s=0˜f
)
is the function
˜˜
f solving ˜˜tr ˜˜χ′
(
s=0˜f,
˜˜
f
)
= 0. With the
help of this map, we can identify the space of marginally trapped surfaces near Σ0,0
with the space of functions s=0˜f , where the identification is given by the following: a
marginally trapped surface ˜˜Σ near Σ0,0 corresponds to the function
s=0˜f in the second
parametrization of ˜˜Σ, and vice versa a function s=0˜f corresponds to the spacelike surface
˜˜Σ parametrized by
(
s=0˜f, f
(
s=0˜f
))
. The construction of f relies on the existence and
uniqueness of the solution of ˜˜tr ˜˜χ′
(
s=0˜f,
˜˜
f
)
= 0 for
˜˜
f , thus f is constructed in the end of
this section.
In section 10.1, we introduce the map t from the pair of functions
(
s=0˜f,
˜˜
f
)
to the
incoming null expansion ˜˜tr ˜˜χ′ of the spacelike surface ˜˜Σ parametrized by
(
s=0˜f,
˜˜
f
)
. We
introduce the appropriate Sobolev norms of the functions s=0˜f, ˜˜f and ˜˜tr ˜˜χ′. Therefore
we view the map t as an nonlinear map between the Sobolev spaces. We construct the
linearization of t using the results of section 9. In section 10.2, we construct the iteration
scheme aiming to solve the equation t
(
s=0˜f , ˜˜f
)
= 0 with given s=0˜f . In section 10.3, we
prove boundedness of the iteration scheme. In section 10.4, we prove the convergence
of the iteration scheme. In section 10.5, we show that the limit of the iteration scheme
solves the equation t
(
s=0˜f , ˜˜f
)
= 0. In section 10.6, we prove the uniqueness of the
solution
˜˜
f of t
(
s=0˜f ,
˜˜
f
)
= 0 with given s=0˜f . In section 10.7, we define the map f ,
construct its linearization and estimate the error of its linearization.
10.1. Analytic description of the outgoing null expansion ˜˜tr ˜˜χ′. We view ˜˜tr ˜˜χ′ as
a map from the space of spacelike surfaces to a function over the surfaces. Since we
know that the space of spacelike surfaces can be parametrized by two functions (s=0˜f,
˜˜
f)
over S, then we can view ˜˜tr ˜˜χ′ as a map from the space of pairs of functions on S2 to the
space of functions on S2, which we denote by t,
t : Wn+2,pδm,δo
×Wn+2,pδm,δo →W
n,p, (s=0˜f,
˜˜
f) 7→ t(s=0˜f ,
˜˜
f) = ˜˜tr˜˜χ′˜˜Σs=0f˜ , ˜˜f
,(416)
where
Wm,pbm,bo =
{
f ∈Wm,p :
∣∣∣∣f ◦g
∣∣∣∣ ≤ bmr0, ‖df‖m−1,p ≤ bor0
}
.(417)
In section 9.3, we construct the linearized perturbation of the outgoing null expansion
˜˜tr˜˜χ′, which we cite here: for the following perturbation of spacelike surfaces,
δ
{
s=0˜f
}
= s=0,2˜f − s=0,1˜f, δ
{ ˜˜f} = 2˜˜f − 1˜˜f(418)
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the linearized perturbation of ˜˜tr˜˜χ′ is given by
δl,Sch
{ ˜˜tr ˜˜χ′} = (∂strχ′Sch) ˜˜Σ1 δ{ ˜˜f}+ (∂strχ′Sch) ˜˜Σ1 δ{˜˜f}− 2r−2Sch(s = 1˜˜f
◦
g
, s = 1
˜˜
f
◦
g) ◦
∆
2
δ
{
s˜f
}
,
(419)
hence we construct the following linearization of the map t,
δl,Sch
{
t
} [
s=0˜f , ˜˜f
] (
δ
{
s=0˜f
}
, δ
{ ˜˜f})(420)
= ∂strχ
′
Sch · δ
{˜˜
f
}
+ ∂strχ
′
Sch · δ
{ ˜˜
f
}
− 2r−2Sch
(
1˜˜f
◦
g
, 1
˜˜
f
◦
g) ◦
∆ δ
{ ˜˜
f
}
,
and the partial linearizations of the map t
∂s=0f˜
{
t
} [
s=0˜f,
˜˜
f
] (
δ
{
s=0˜f
})
(421)
:= δl,Sch
{
t
} [
s=0˜f ,
˜˜
f
](
δ
{
s=0˜f
}
, 0
)
= ∂strχ
′
Sch · δ
{˜˜
f
}
,
∂ ˜˜
f
{
t
}[
s=0˜f, ˜˜f
] (
δ
{ ˜˜f})(422)
:= δl,Sch
{
t
} [
s=0˜f , ˜˜f
](
0, δ
{ ˜˜f}) = ∂strχ′Sch · δ{ ˜˜f}− 2r−2Sch(1˜˜f
◦
g
, 1˜˜f
◦
g) ◦
∆ δ
{ ˜˜f},
The error of the linearization of t, which we denoted by el,Sch
{
t
}
, is
el,Sch
{
t
}[
s=0,1˜f, 1
˜˜
f
](
δ
{
s=0˜f
}
, δ
{ ˜˜
f
})
(423)
= d
{
t
}
[s=0,1˜f, 1
˜˜
f ]
(
δ
{
s=0˜f
}
, δ
{ ˜˜
f
})
− δl,Sch
{
t
} [
s=0,1˜f , 1
˜˜
f
] (
δ
{
s=0˜f
}
, δ
{ ˜˜
f
})
,
= t(s=0,2˜f , 2˜˜f)− t(s=0,1˜f, 1˜˜f)− δl,Sch
{
t
}[
s=0,1˜f, 1˜˜f
](
δ
{
s=0˜f
}
, δ
{ ˜˜f}) ,
By lemma 9.8, the error satisfies the estimate∥∥∥el,Sch{t}[s=0,1˜f, 1˜˜f](δ{s=0˜f}, δ{ ˜˜f})∥∥∥n−1,p(424)
≤
c(n, p)
(r0 + s0)2
{
(ǫ+ δoδo)r0 + δ
2
o(r0 + s0) +
(
δ2o + ǫδo +
r0
r0 + s0
δo
)
s0
}
dm
+
c(n, p)
(r0 + s0)2
{
(ǫ+ δo)r0 + δ
2
o(r0 + s0) +
(
δo + ǫδm +
r0
r0 + s0
δo
)
s0
}
do
+
c(n, p)
r0 + s0
{
ǫ+ δo +
s0
r0 + s0
δ2o
}
dm
+
c(n, p)
r0 + s0
{
ǫ+ δo +
r0
r0 + s0
δo
}
do
+
{
c(n, p)(s0 + r0(ǫ+ δo))
(r0 + s0)2
(dm + do) +
c(n, p)
r0 + s0
(dm + do)
}
(dm + do + dm + do).
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To simplify the calculation in the later sections, we introduce edm , edo , edm , edo in equation
(426) and rewrite the above estimate as follows:∥∥∥el,Sch{t} [s=0,1˜f, 1˜˜f](δ{s=0˜f}, δ{ ˜˜f})∥∥∥n−1,p(425)
≤
c(n, p)
r0 + s0
(
edmdm + edodo + edmdm + edodo
)
+
c(n, p)
r0 + s0
{
s0 + r0(ǫ+ δo)
r0 + s0
(dm + do) + (dm + do)
}
(dm + do + dm + do).
We have
edm =
1
r0 + s0
{
(ǫ+ δoδo)r0 + δ
2
o(r0 + s0) +
(
δ2o + ǫδo +
r0
r0 + s0
δo
)
s0
}
,(426)
edo =
1
r0 + s0
{
(ǫ+ δo)r0 + δ
2
o(r0 + s0) +
(
δo + ǫδm +
r0
r0 + s0
δo
)
s0
}
,(427)
edm =ǫ+ δo +
s0
r0 + s0
δ2o,(428)
edo =ǫ+ δo +
r0
r0 + s0
δo.(429)
Finding a marginally trapped surface is equivalent to solving the equation
(430) t(s=0˜f, ˜˜f) = 0
In the Schwarzschild spacetime, for any s=0˜f , the above equation has a unique solution
for ˜˜f ,
t(s=0˜f, ˜˜f = 0) = 0.(431)
In theorem 10.2 we prove that for any s=0˜f , there exists a unique
˜˜
f such that (s=0˜f,
˜˜
f)
is a solution of the equation. Given this to be true, we can construct a map from the
space of the function s=0˜f to the space of the function ˜˜f , which we denote by f ,
f : Wn+2,pδm,δo
→Wn+2,p, s=0˜f 7→ f(s=0˜f), t(s=0˜f , f(s=0˜f)) = 0.(432)
We construct the following linearization of the map f
δl,Sch
{
f
} [
s=0˜f
] (
δ
{
s=0˜f
})
(433)
=
{
∂ ˜˜
f
{
t
}
[s=0˜f, f(s=0˜f)]
}−1 (
−∂s=0˜f
{
t
}
[s=0˜f , f(s=0˜f)](δ
{
s=0˜f
}
)
)
.
10.2. The iteration scheme to solve t(s=0˜f,
˜˜
f) = 0. Assume that (s=0˜f,
˜˜
f) is a so-
lution of the equation t(s=0˜f,
˜˜
f) = 0. Consider a new function s=0,p˜f which is a per-
turbation of s=0˜f . We want to solve the equation t(s=0,p˜f, p˜˜f) = 0 for p˜˜f . We solve the
equation by constructing the following iteration sequence {k
˜˜
f} using the linearization of
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t,
0˜˜f =
˜˜
f(434)
k+1˜˜f − k˜˜f =
{
∂ ˜˜
f
{
t
}
[s=0,p˜f , k˜˜f ]
}−1 (
0− t(s=0,p˜f, k˜˜f)
)
.(435)
To show the above iteration scheme is well defined, we need to show that the operator
is invertible, which is given by the following lemma.
Lemma 10.1. Assume that
∥∥∥d/ s=0˜f∥∥∥n+1,p ≤ δor0,
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣ ≤ δmr0, ˜˜f
◦
g
= s0,
∥∥∥d/ ˜˜f∥∥∥n+1,p ≤ δo(r0 + s0),(436)
then for sufficiently small δm, δo, s0r
−1
0 , δo,
∂ ˜˜f
{
t
}
[s=0,p˜f , k
˜˜
f ] : Wn+2,p →Wn,p(437)
is invertible.
Proof. By definition
∂ ˜˜f
{
t
} [
s=0˜f,
˜˜
f
] (
δ
{ ˜˜
f
})
= ∂strχ
′
Sch(
˜˜
f,
˜˜
f) · δ
{ ˜˜
f
}
− 2r−2Sch
( ˜˜
f
◦
g
,
˜˜
f
◦
g) ◦
∆ δ
{ ˜˜
f
}
(438)
∂ ˜˜
f
{
t
}
[0, 0]
(
δ
{ ˜˜
f
})
= 2r−20 · δ
{ ˜˜
f
}
− 2r−20
◦
∆ δ
{ ˜˜
f
}
(439)
∂ ˜˜
f
{
t
}
[0, 0] is clearly invertible, and to show that ∂ ˜˜
f
{
t
} [
s=0˜f,
˜˜
f
]
is invertible, we esti-
mate its difference with ∂ ˜˜
f
{
t
}
[0, 0].
∥∥∥∂strχ′Sch(˜˜f, ˜˜f)− ∂strχ′Sch(0, 0)∥∥∥n+1,p◦
g
≤ c(n, p)r−20 (|s0|r
−1
0 + δo),(440) ∣∣r−2Sch − r−20 ∣∣ ≤ c(n, p)r−30 |s0|(441)
Hence ∣∣∣∣∣∣∣∣∣∂ ˜˜
f
{
t
} [
s=0˜f, ˜˜f
]
− ∂ ˜˜
f
{
t
}
[0, 0]
∣∣∣∣∣∣∣∣∣n+2→n,p ≤ c(n, p)r−20 (|s0|r−10 + δo)(442)
Hence for sufficiently small δm, δo, s0r
−1
0 , δo, ∂ ˜˜f
{
t
} [
s=0˜f , ˜˜f
]
is invertible, and
∣∣∣∣
∣∣∣∣
∣∣∣∣(∂ ˜˜f{t}
[
s=0˜f, ˜˜f
])−1
−
(
∂ ˜˜
f
{
t
}
[0, 0]
)−1∣∣∣∣
∣∣∣∣
∣∣∣∣
n→n+2,p
≤ c(n, p)r20(|s0|r
−1
0 + δo).(443)

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10.3. Boundedness of the iteration sequence in Wn+2,p. In this section, we will
show that the iteration sequence
{
k˜˜f
}
k=0,1,···
is bounded in Wn+2,p. We assume that
∥∥∥d/ s=0,p˜f∥∥∥n+1,p ≤ pδor0,
∣∣∣∣∣s=0,p˜f
◦
g
∣∣∣∣∣ ≤ pδmr0,(444)
k˜˜f
◦
g
= s0,k,
kδm = |s0,k|r
−1
0
∥∥∥d/ k˜˜f∥∥∥n+1,p ≤ kδo(r0 + s0,k),(445)
and moreover we make one additional assumption that
kδm ≤
1
2
,(446)
which will be justified after we get the estimate for
{
k˜˜f
}
k=0,1,···
. With this additional
assumption, r0 and r0 + s0,k are comparable. In the following, we obtain the recurrence
inequality (452) of kδm,
kδo, k = 1, 2, 3 · · · . Then we can prove the boundedness of
kδm,
kδo
from (452).
k+1˜˜f =k˜˜f −
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k˜˜f ]
}−1 (
t(s=0,p˜f, k˜˜f)
)
=−
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k
˜˜
f ]
}−1
(
t(s=0,p˜f, k˜˜f)− ∂ ˜˜
f
{
t
}
[s=0,p˜f, k˜˜f ](k˜˜f)− ∂s=0f˜
{
t
}
[s=0,p˜f, k˜˜f ](s=0,p˜f)
)
+
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k
˜˜
f ]
}−1 (
∂s=0f˜
{
t
}
[s=0,p˜f, k
˜˜
f ](s=0,p˜f)
)
=−
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k˜˜f ]
}−1 (
el,Sch
{
t
}
[s=0,p˜f, k˜˜f ](s=0,p˜f, k˜˜f)
)
+
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k˜˜f ]
}−1 (
∂s=0f˜
{
t
}
[s=0,p˜f, k˜˜f ](s=0,p˜f)
)
,
By lemma 9.8, the following holds
∥∥∥el,Sch{t}[s=0,p˜f, k˜˜f ](s=0,p˜f, k˜˜f)∥∥∥n,p
(447)
≤c(n, p)r−10
(
edm
pδm + edo
pδo + edm
kδm + edo
kδo
)
+ c(n, p)r−10
{(
kδm + ǫ+
kδo
)
(pδm +
pδo) +
kδm +
kδo)
}(
pδm +
pδo +
kδm +
kδo
)
.
and
∂s=0˜f
{
t
}
[s=0,p˜f, k˜˜f ](s=0,p˜f) = ∂strχ
′
Sch(
k˜˜f , k˜˜f) · s=0,p˜f,(448) ∥∥∥∂strχ′Sch(k˜˜f , k˜˜f)∥∥∥n+1,p ≤ c(n, p)r−20 (kδm + kδo)(pδm + pδo + kδm + kδo) .(449)
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We obtain the estimate of k+1˜˜f
∥∥∥k+1˜˜f∥∥∥n+2,p(450)
≤c(n, p)r0
(
edm
pδm + edo
pδo + edm
kδm + edo
kδo
)
+ c(n, p)r0
{(
kδm + ǫ+
kδo
)
(pδm +
pδo) +
kδm +
kδo)
}(
pδm +
pδo +
kδm +
kδo
)
+ c(n, p)r0
(
kδm +
kδo
)(
pδm +
pδo +
kδm +
kδo
)
(pδm +
pδo) .
Substituting edm , edo , edm , edo ,
∥∥∥k+1˜˜f∥∥∥n+2,p(451)
≤c(n, p)r0
{
ǫ+ pδo
kδo +
kδ2o +
(
pδ2o + ǫ
pδo +
kδo
)
kδm
}
pδm
+ c(n, p)r0
{
ǫ+ kδo + (
pδo + ǫ
pδm)
kδm
}
pδo
+ c(n, p)r0
{
ǫ+ kδo +
kδm
pδ2o
}
kδm
+ c(n, p)r0
{
ǫ+ kδo +
pδo
}
kδo
+ c(n, p)r0
{(
kδm + ǫ+
kδo
)
(pδm +
pδo) +
kδm +
kδo)
}(
pδm +
pδo +
kδm +
kδo
)
+ c(n, p)r0
(
kδm +
kδo
)(
pδm +
pδo +
kδm +
kδo
)
(pδm +
pδo)
≤c(n, p)r0ǫ (
pδm +
pδo)
+ c(n, p)r0
{(
pδ2o + ǫ
pδo
)
pδm + (
pδo + ǫ
pδm)
pδo + ǫ+ (
pδm +
pδo)
2
}
kδm
+ c(n, p)r0 {
pδo +
pδm}
kδo + c(n, p)r0
(
kδm +
kδo
)2
.
By the above estimate, we have that for sufficiently small 0δm,
0δo,
pδm,
pδo, and k ≥ 0,
2k+1δm +
2k+1δo,
2k+2δm +
2k+2δo(452)
≤c(n, p)ǫ (pδm +
pδo) + c(n, p)
{
ǫ+ pδo +
pδm +
0δm +
0δo
}k (0δm + 0δo)
The above estimate can be shown by induction. Moreover, if s=0˜f = 0, 0˜˜f = 0, then we
can choose 0δm =
0δo = 0, hence we get the better bound
2k+1δm +
2k+1δo,
2k+2δm +
2k+2δo ≤ c(n, p)ǫ (
pδm +
pδo) .(453)
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So we prove the boundedness of
{
k˜˜f
}
k=0,1,···
in Wn+2,p under the assumption kδm ≤
1
2
.
This assumption is justified by the estimate (452), provided that
(
0δm +
0δo
)
≤ c(n, p)
(
0δm +
0δo
)
≤
1
4
,(454)
{
ǫ+ pδo +
pδm +
0δm +
0δo
}k
≤
{
ǫ+ pδo +
pδm +
1
4
}k
≤ 1(455)
c(n, p)ǫ (pδm +
pδo) ≤
1
4
.(456)
In section 10.6, we will show that for sufficiently small ǫ, pδm,
pδo, the above bounds
are satisfied, hence the assumption kδm ≤
1
2
is justified for sufficiently small ǫ, pδm,
pδo.
10.4. Strong convergence of the iteration sequence in Wn+1,p. In this section, we
will show that the iteration sequence
{
k˜˜f
}
k=0,1,···
converges in Wn+1,p. It is crucial that
we need the boundedness in Wn+2,p to prove the strong convergence in Wn+1,p. We do
not have the strong convergence of the sequence in Wn+2,p. Assume that
∥∥∥s=0,p˜f
i
− s=0˜f
i
∥∥∥n,p ≤ pdor0,
∣∣∣∣∣s=0,p˜f
◦
g
− s=0˜f
◦
g
∣∣∣∣∣ = pdmr0.(457)
∥∥∥k+1˜˜fi − k˜˜fi∥∥∥n,p ≤ kdo(r0 + s0,k),
∣∣∣∣∣k+1˜˜f
◦
g
− k
˜˜
f
◦
g
∣∣∣∣∣ = kdm(r0 + s0,k).(458)
Recall that
k+2˜˜f − k+1˜˜f =
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1˜˜f ]
}−1 (
0− t(s=0,p˜f, k+1˜˜f)
)
,(459)
k+1˜˜f − k˜˜f =
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k˜˜f ]
}−1 (
0− t(s=0,p˜f , k˜˜f)
)
,(460)
then by taking the difference of the above and following the general idea proving the
convergence of the Picard iteration in the implicit function theorem, we get
k+2˜˜f − k+1
˜˜
f(461)
=
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1˜˜f ]
}−1
·(
t(s=0,p˜f, k
˜˜
f)− t(s=0,p˜f , k+1
˜˜
f)− ∂ ˜˜f
{
t
}
[s=0,p˜f, k+1
˜˜
f ](k
˜˜
f − k+1
˜˜
f)
)
+
{(
∂ ˜˜
f
{
t
}
[s=0,p˜f, k˜˜f ]
)−1
−
(
∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1˜˜f ]
)−1}(
t(s=0,p˜f, k˜˜f)
)
=
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1
˜˜
f ]
}−1 (
el,Sch
{
t
}
[s=0,p˜f, k+1
˜˜
f ](0, k
˜˜
f − k+1
˜˜
f)
)
+
{(
∂ ˜˜f
{
t
}
[s=0,p˜f, k
˜˜
f ]
)−1
−
(
∂ ˜˜f
{
t
}
[s=0,p˜f, k+1
˜˜
f ]
)−1}(
t(s=0,p˜f, k
˜˜
f)
)
,
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In order to obtain the estimate of k+2˜˜f − k+1˜˜f by the above equation, we need to es-
timate the two terms
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1
˜˜
f ]
}−1 (
el,Sch
{
t
}
[s=0,p˜f, k+1
˜˜
f ](0, k
˜˜
f − k+1
˜˜
f)
)
and{(
∂ ˜˜f
{
t
}
[s=0,p˜f, k
˜˜
f ]
)−1
−
(
∂ ˜˜f
{
t
}
[s=0,p˜f, k+1
˜˜
f ]
)−1}(
t(s=0,p˜f, k
˜˜
f)
)
.
The first term is estimated by the bound of the operator of
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1˜˜f ]
}−1
and lemma 9.8 on the estimate of el,Sch
{
t
}
[s=0,p˜f , k+1˜˜f ](0, k˜˜f−k+1˜˜f). In order to estimate
the second term, we need to estimate the difference of the operators(
∂ ˜˜
f
{
t
}
[s=0,p˜f , k
˜˜
f ]
)−1
−
(
∂ ˜˜
f
{
t
}
[s=0,p˜f , k+1
˜˜
f ]
)−1
,(462)
which is obtained in the estimate (468) by the following deductions. We can write the
difference as the following,(
∂ ˜˜f
{
t
}
[s=0,p˜f , k
˜˜
f ]
)−1
−
(
∂ ˜˜f
{
t
}
[s=0,p˜f , k+1
˜˜
f ]
)−1
(463)
=−
(
∂ ˜˜
f
{
t
}
[s=0,p˜f , k˜˜f ]
)−1
·
{
∂ ˜˜
f
{
t
}
[s=0,p˜f, k˜˜f ]− ∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1˜˜f ]
}
·(
∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1
˜˜
f ]
)−1
.
By definition,
∂ ˜˜
f
{
t
}
[s=0,p˜f, k
˜˜
f ]− ∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1
˜˜
f ]
(464)
=
(
∂strχ
′
Sch(
k˜˜f, k
˜˜
f)− ∂strχ
′
Sch(
k+1˜˜f, k+1
˜˜
f)
)
− 2
(
r−2
(
k˜˜f
◦
g
, k
˜˜
f
◦
g)
− r−2
(
k+1˜˜f
◦
g
, k+1
˜˜
f
◦
g)) ◦
∆ .
Since ∥∥∥∂strχ′Sch(k˜˜f, k˜˜f)− ∂strχ′Sch(k+1˜˜f, k+1˜˜f)∥∥∥n+1,p(465)
≤
c(n, p)
r30
∥∥∥k+1˜˜f − k˜˜f∥∥∥n+1,p + c(n, p)
(
k,k+1δm +
k,k+1δo
)
r30
∥∥∥k+1˜˜f − k˜˜f∥∥∥n+1,p
≤
c(n, p)
r20
(
kdm +
kdo
)
,
∣∣∣∣∣r−2(k˜˜f
◦
g
, k˜˜f
◦
g)
− r−2
(
k+1˜˜f
◦
g
, k+1˜˜f
◦
g)∣∣∣∣∣(466)
≤
c(n, p)
r30
∣∣∣∣∣k+1˜˜f
◦
g
− k˜˜f
◦
g
∣∣∣∣∣+ c(n, p)
k,k+1δm
r30
∣∣∣∣∣k+1˜˜f
◦
g
− k˜˜f
◦
g
∣∣∣∣∣
≤
c(n, p)
r20
kdm +
c(n, p)k,k+1δm
r20
(
pδ2o + ǫ
pδm
pδo
)
kdo
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where k,k+1δm = max
{
kδm,
k+1δm
}
. Hence
∣∣∣∣∣∣∣∣∣∂ ˜˜
f
{
t
}
[s=0,p˜f, k˜˜f ]− ∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1˜˜f ]
∣∣∣∣∣∣∣∣∣n+1→n−1,p ≤ c(n, p)
r20
(
kdm +
kdo
)
,(467)
∣∣∣∣
∣∣∣∣
∣∣∣∣(∂ ˜˜f{t}[s=0,p˜f , k˜˜f ]
)−1
−
(
∂ ˜˜
f
{
t
}
[s=0,p˜f , k+1
˜˜
f ]
)−1∣∣∣∣
∣∣∣∣
∣∣∣∣
n−1→n+1,p
(468)
≤ c(n, p)r20
(
kdm +
kdo
)
.
We can estimate
∥∥∥k+2˜˜f − k+1˜˜f∥∥∥n+1,p now.∥∥∥∥
{(
∂ ˜˜
f
{
t
}
[s=0,p˜f , k˜˜f ]
)−1
−
(
∂ ˜˜
f
{
t
}
[s=0,p˜f, k+1˜˜f ]
)−1}(
t(s=0,p˜f , k˜˜f)
)∥∥∥∥
n+1,p
(469)
≤c(n, p)r20
(
kdm +
kdo
)∥∥∥t(s=0,p˜f, k˜˜f)∥∥∥n−1,p ≤ c(n, p)r0 (kδm + kδo)(kdm + kdo) ,∥∥∥∥{∂ ˜˜f{t}[s=0,p˜f , k+1˜˜f ]
}−1 (
el,Sch
{
t
}
[s=0,p˜f, k+1
˜˜
f ](0, k
˜˜
f − k+1
˜˜
f)
)∥∥∥∥
n+1,p
(470)
≤c(n, p)r20
∥∥∥el,Sch{t}[s=0,p˜f , k+1˜˜f ](0, k˜˜f − k+1˜˜f)∥∥∥n−1,p
≤c(n, p)r0
{
ǫ+ k,k+1δo +
k,k+1δm
pδ2o
}
kdm + c(n, p)r0
{
ǫ+ k,k+1δo +
pδo
}
kdo
+ c(n, p)r0
(
kdm +
kdo
)2
,
hence for k ≥ 0,∥∥∥k+2˜˜f − k+1˜˜f∥∥∥n+1,p(471)
≤c(n, p)r0
(
ǫ+ k,k+1δm +
k,k+1δo +
pδo
)(
kdm +
kdo
)
+ c(n, p)r0
(
kdm +
kdo
)2
.
To estimate
∥∥∥k+2˜˜f − k+1˜˜f∥∥∥n+1,p by the above inductive estimate, we still need to know∥∥∥1˜˜f − 0˜˜f∥∥∥n+1,p, which is estimated as follows,
∥∥∥1˜˜f − 0˜˜f∥∥∥n+1,p = ∥∥∥∥{∂ ˜˜f{t}[s=0,p˜f, 0˜˜f ]
}−1 (
t(s=0˜f, 0
˜˜
f)− t(s=0,p˜f , 0
˜˜
f)
)∥∥∥∥
n+1,p
(472)
≤c(n, p)r0
(
ǫ2 + 0δm +
0δo
)
(pdm +
pdo) .
Now we can use the inductive estimate (471) and estimate (472) to get the estimate of∥∥∥k+2˜˜f − k+1˜˜f∥∥∥n+1,p. Here we make an assumption on kδm, kδo, which will be justified in
section 10.6,
kδm +
kδo ≤ coǫ
(
0,pδm +
0,pδo
)
≤ ǫ,(473)
where 0,pδ = max
{
0δ, pδ
}
. Notice if s=0˜f = 0
˜˜
f = 0, then the above assumption is valid
by estimate (453). Under the above assumption, from estimates (471) and (472), we
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have
2k+1dm +
2k+1do,
2k+2dm +
2k+2do ≤c(n, p)ǫ
(
ǫ+ co(
0,pδm +
0,pδo)
)
(ǫ+ pδo)
k (pdm +
pdo)
(474)
≤c(n, p)ǫ (ǫ+ pδo)
k (pdm +
pdo)
Then for small ǫ, pδo,
{
k˜˜f
}
k=0,1,···
converges in Wn+1,p. Then we denote the limit of{
k˜˜f
}
k=0,1,···
by p
˜˜
f . For p
˜˜
f − 0
˜˜
f , we have
∥∥∥p˜˜f − 0˜˜f∥∥∥n+1,p ≤ ∑
k=0,1,···
∥∥∥k+1˜˜f − k˜˜f∥∥∥n+1,p ≤ c(n, p)ǫ (ǫ+ co (0,pδm + 0,pδo)) (pdm + pdo) .
(475)
Since
{
k˜˜f
}
k=0,1,···
is bounded in Wn+2,p, the sequence converges to p
˜˜
f weakly, and
∥∥∥p˜˜f∥∥∥n+2,p ≤ lim sup
k→∞
∥∥∥k˜˜f∥∥∥n+2,p ≤ c(n, p)ǫ (pδm + pδo) .(476)
Moreover, if s=0˜f = 0
˜˜
f = 0, the assumption (473) is satisfied automatically by estimate
(453).
10.5. Solving t(s=0˜f,
˜˜
f) = 0: the limit p
˜˜
f of
{
k˜˜f
}
k=0,1,···
. In this section, we show
that p
˜˜
f , the limit of
{
k˜˜f
}
k=0,1,···
, solves the equation
t(s=0,p˜f, p˜˜f) = 0.(477)
We have
t(s=0,p˜f , p
˜˜
f) =t(s=0,p˜f, p
˜˜
f)− t(s=0,p˜f, k
˜˜
f) + t(s=0,p˜f, k
˜˜
f)(478)
=
[
t(s=0,p˜f, p
˜˜
f)− t(s=0,p˜f, k
˜˜
f)
]
+ ∂ ˜˜
f
{
t
}
[s=0,p˜f, k
˜˜
f ]
(
k˜˜f − k+1
˜˜
f
)
.
The first term on the right hand side converges to zero since k
˜˜
f converges to p
˜˜
f and the
second one also converges to zero since k+1˜˜f−k˜˜f converges to zero. We have the following
arguments: ∥∥∥t(s=0,p˜f , p˜˜f)− t(s=0,p˜f , k˜˜f)∥∥∥n+1,p ≤ c(n, p)r−20 ∥∥∥p˜˜f − k˜˜f∥∥∥n+1,p(479) ∥∥∥∂ ˜˜
f
{
t
}
[s=0,p˜f, k˜˜f ]
(
k˜˜f − k+1˜˜f
)∥∥∥n−1,p ≤ c(n, p)r−20 ∥∥∥k˜˜f − k+1˜˜f∥∥∥n+1,p ,(480)
by taking limits in Wn−1,p, we get
t(s=0,p˜f, p
˜˜
f) = 0.(481)
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10.6. Uniqueness of the solution of t(s=0˜f , ˜˜f) = 0. Assume that
t(s=0˜f,
˜˜
f) = t(s=0˜f,
˜˜
f ′) = 0,(482)
and s=0˜f ,
˜˜
f,
˜˜
f ′ satisfy the following bound
∥∥∥d˜/ s=0˜f∥∥∥n+1,p ≤ δor0,
∣∣∣∣∣s=0˜f
◦
g
∣∣∣∣∣ ≤ δmr0,(483)
∥∥∥ ˜˜d/ ˜˜f∥∥∥n+1,p ,∥∥∥ ˜˜d/ ˜˜f ′∥∥∥n+1,p ≤ δo(r0 + s0),
∣∣∣∣∣ ˜˜f
◦
g
∣∣∣∣∣ ,
∣∣∣∣∣ ˜˜f ′
◦
g
∣∣∣∣∣ ≤ s0,(484)
Then
˜˜
f −
˜˜
f ′ =
{
∂ ˜˜f
{
t
}
[s=0˜f,
˜˜
f ]
}−1 (
t(s=0˜f,
˜˜
f ′)− t(s=0˜f,
˜˜
f)− ∂ ˜˜f
{
t
}
[s=0˜f,
˜˜
f ]
(
˜˜
f ′ −
˜˜
f
))(485)
=
{
∂ ˜˜
f
{
t
}
[s=0˜f, ˜˜f ]
}−1 (
el,Sch
{
t
}
[s=0˜f, ˜˜f ]( ˜˜f ′ − ˜˜f)
)
,
hence
∥∥∥ ˜˜f − ˜˜f ′∥∥∥n+1,p ≤c(n, p)r20 ∥∥∥el,Sch{t}[s=0˜f, ˜˜f ](0, ˜˜f ′ − ˜˜f)∥∥∥n−1,p
(486)
≤c(n, p)r0 {ǫ+ δo + δo}
∥∥∥ ˜˜f − ˜˜f ′∥∥∥n+1,p + c(n, p)r0
(∥∥∥ ˜˜f − ˜˜f ′∥∥∥n+1,p)2
Then for ǫ, δo, δo sufficiently small, we can derive that
˜˜f − ˜˜f ′ = 0.(487)
Now we can justify the assumption (473). Suppose that t(s=0˜f, ˜˜f) = 0, then by the
uniqueness of the solution,
˜˜
f can be obtained as the limit of the iteration sequence
starting from s=0˜f = 0
˜˜
f = 0. Hence by the bound (476) obtained in the last section, we
get the estimate for ˜˜f , ∥∥∥ ˜˜f∥∥∥n+2,p ≤ c(n, p)ǫ (δm + δo) .(488)
Then the assumption (473) is justified for k = 0. For k ≥ 1, the assumption can be
justified by the estimate (452).
10.7. Analytic properties of the function f. Recall the definition of the map f ,
f : Wn+2,pδm,δo
→Wn+2,p, s=0˜f 7→ f(s=0˜f), t(s=0˜f , f(s=0˜f)) = 0.(489)
We have proven the existence of f , which we formulate as the following theorem.
Theorem 10.2. There exist ǫ∗, δ∗m, δ
∗
o depending on n ≥ 3, p > 1 such that for any
ǫ ≤ ǫ∗, δm ≤ δ
∗
m, δo ≤ δ
∗
o, there exists a map f such that
f : Wn+2,pδm,δo
→Wn+2,p, s=0˜f 7→ f(s=0˜f), t(s=0˜f, f(s=0˜f)) = 0.(490)
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and the map f satisfies the following estimate∥∥∥f(s=0˜f)∥∥∥n+2,p ≤ c(n, p)ǫ ∥∥∥s=0˜f∥∥∥n+2,p .(491)
Assume s=0,p˜f = s=0˜f + δ
{
s=0˜f
}
. Recall the linearization of the map f ,
δl,Sch
{
f
} [
s=0˜f
] (
δ
{
s=0˜f
})
(492)
=
{
∂ ˜˜f
{
t
}
[s=0˜f , f(s=0˜f)]
}−1 (
−∂s=0˜f
{
t
}
[s=0˜f, f(s=0˜f)](δ
{
s=0˜f
}
)
)
.
The error of the above linearization of f is
el,Sch
{
f
} [
s=0˜f
] (
δ
{
s=0˜f
})
= f(s=0,p˜f)− f(s=0˜f)− δl,Sch
{
f
} [
s=0˜f
] (
δ
{
s=0˜f
})
.(493)
A special case is that s=0˜f = 0. In this case,
δl,Sch
{
f
}
[0]
(
δ
{
s=0˜f
})
(494)
=
{
∂ ˜˜
f
{
t
}
[0, 0]
}−1 (
−∂s=0˜f
{
t
}
[0, 0](δ
{
s=0˜f
}
)
)
= 0.
We have the following theorem on the error of the above constructed linearization of f .
Theorem 10.3. Under the assumption of theorem 10.2,∥∥∥el,Sch{f} [0](δ{s=0˜f})∥∥∥n+2,p ≤ c(n, p)ǫ ∥∥∥δ{s=0˜f}∥∥∥n+2,p ,(495) ∥∥∥el,Sch{f} [s=0˜f] (δ{s=0˜f})∥∥∥n+1,p ≤ c(n, p)ǫ ∥∥∥δ{s=0˜f}∥∥∥n+1,p ,(496) ∥∥∥el,Sch{f} [s=0˜f] (−s=0˜f)∥∥∥n+2,p ≤ c(n, p)ǫ ∥∥∥s=0˜f∥∥∥n+2,p .(497)
Proof. The error of the linearization of f at s=0˜f = 0 satisfies
∥∥∥el,Sch{f} [0](δ{s=0˜f})∥∥∥n+2,p = ∥∥∥f (δ{s=0˜f})∥∥∥n+2,p ≤ c(n, p)ǫ ∥∥∥δ{s=0˜f}∥∥∥n+2,p .
(498)
For the general case,
el,Sch
{
f
} [
s=0˜f
] (
δ
{
s=0˜f
})(499)
=
{
∂ ˜˜
f
{
t
}
[s=0˜f , f(s=0˜f)]
}−1
·{
∂ ˜˜
f
{
t
}
[s=0˜f, f(s=0˜f)]
(
f(s=0,p˜f)− f(s=0˜f)
)
+ ∂s=0˜f
{
t
}
[s=0˜f, f(s=0˜f)](δ
{
s=0˜f
}
)
}
=
{
∂ ˜˜
f
{
t
}
[s=0˜f , f(s=0˜f)]
}−1 (
δl,Sch
{
t
}
[s=0˜f, f(s=0˜f)]
(
f(s=0,p˜f)− f(s=0˜f), δ
{
s=0˜f
}
)
))
=
{
∂ ˜˜
f
{
t
}
[s=0˜f , f(s=0˜f)]
}−1 (
el,Sch
{
t
}
[s=0˜f, f(s=0˜f)]
(
f(s=0,p˜f)− f(s=0˜f), δ
{
s=0˜f
}
)
))
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Then by estimate (425), we have
∥∥∥el,Sch{f} [s=0˜f] (δ{s=0˜f})∥∥∥n+1,p
(500)
≤c(n, p)r0 {ǫ+ δo + (δo + ǫδm) δm}
∥∥∥δ{s=0˜f}∥∥∥n+1,p
+ c(n, p)r0 {ǫ+ δo + δo}
∥∥∥f(s=0,p˜f)− f(s=0˜f)∥∥∥n+1,p
+ c(n, p)r0
{
(δm + ǫ)
∥∥∥δ{s=0˜f}∥∥∥n+1,p + ∥∥∥f(s=0,p˜f)− f(s=0˜f)∥∥∥n+1,p} ·(∥∥∥δ{s=0˜f}∥∥∥n+1,p + ∥∥∥f(s=0,p˜f)− f(s=0˜f)∥∥∥n+1,p) .
By estimates (491) and (475),
δm + δo ≤ c(n, p)ǫ(δm + δo),(501) ∥∥∥f(s=0,p˜f)− f(s=0˜f)∥∥∥n+1,p ≤ c(n, p)ǫ (ǫ+ δm + δo)∥∥∥δ{s=0˜f}∥∥∥n+1,p ,(502)
we get
∥∥∥el,Sch{f} [s=0˜f] (δ{s=0˜f})∥∥∥n+1,p ≤ c(n, p)ǫ ∥∥∥δ{s=0˜f}∥∥∥n+1,p .(503)
If s=0,p˜f = 0, i.e. δ
{
s=0˜f
}
= −s=0˜f , then we can improve all the estimates above to the
stronger Sobolev space Wn+2,p, therefore we obtain the estimate of the error in Wn+2,p,
i.e.
∥∥∥el,Sch{f} [s=0˜f] (−s=0˜f)∥∥∥n+2,p ≤ c(n, p)ǫ ∥∥∥s=0˜f∥∥∥n+2,p ,(504)
We conclude the estimates for the error of the linearization of the map f in the theorem.

Appendix A. Analytic tools
A.1. Function spaces on spheres. Let (S2,
◦
g) be the unit sphere embedded in the
Euclidean space E3 and {R1, R2, R3} be the rotation vector fields tangential to S
2 which
are
(505) Ri = ǫijkx
j∂k.
We define the Sobolev norms ‖f‖n,p and ‖·‖n,pR on S
2
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Definition A.1. Let f be a function on S2, for any n ∈ N, p > 1 we define ‖f‖n,pR as
‖f‖n,p =
n∑
k=0
{∫
S2
∣∣∣∣ ◦∇k f
∣∣∣∣
p
◦
g
dvol◦
g
} 1
p
,(506)
‖f‖n,pR =
n∑
k=0


∫
S2
∑
i1,··· ,ik=1,2,3
|Ri1 · · ·Rikf |
p dvol◦
g


1
p
,(507)
‖f‖n,+∞ =
n∑
k=0
sup
S2
∣∣∣∣ ◦∇k f
∣∣∣∣
◦
g
,(508)
‖f‖n,∞R =
n∑
k=0
∑
i1,··· ,ik=1,2,3
sup
S2
|Ri1 · · ·Rikf | .(509)
Let ξ be a (l, s) tensor field on S2, we define ‖ξ‖n,p and ‖ξ‖n,pR as
‖ξ‖n,p =
n∑
k=0
{∣∣∣∣ ◦∇k ξ
∣∣∣∣
p
◦
g
dvol◦
g
} 1
p
,(510)
‖ξ‖n,pR =
n∑
k=0


∫
S2
∑
i1,··· ,ik=1,2,3
∣∣∣LRi1 · · · LRik ξ
∣∣∣p
◦
g
dvol◦
g


1
p
,(511)
‖ξ‖n,∞ =
n∑
k=0
sup
S2
∣∣∣∣ ◦∇k ξ
∣∣∣∣
◦
g
,(512)
‖ξ‖n,∞R =
n∑
k=0
∑
i1,··· ,ik=1,2,3
sup
S2
∣∣∣LRi1 · · · LRik ξ
∣∣∣
◦
g
.(513)
The two Sobolev norms ‖·‖n,p and ‖·‖n,pR are actually equivalent.
Proposition A.2. There exist contants c(n, p) for any n ∈ N, p > 1 such that for any
function f on S2
(514) c(n, p)−1 ‖f‖n,p ≤ ‖f‖n,pR ≤ c(n, p) ‖f‖
n,p .
There also exist constants c(n, p, l, s) for any n, l, s ∈ N, p > 1 such that for any (l, s)
tensor field ξ on S2
(515) c(n, p, l, s)−1 ‖ξ‖n,p ≤ ‖ξ‖n,pR ≤ c(n, p, l, s) ‖ξ‖
n,p .
The above proposition follows from the lemma 11.2 in [C], of which we cite the simplest
cases in the following.
Lemma A.3. Let f be a function on S2. Then we have
(516)
∑
i=1,2,3
(Rif)
2 = |d/ f |2◦
g
.
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Let ξ be a 1-form on S2. Then we have
(517)
∑
i=1,2,3
|LRiξ|
2
◦
g
=
∣∣∣ ◦∇ ξ∣∣∣2◦
g
+ |ξ|2◦
g
.
We can also define Sobolev norms on S2 with respect to a different metric g/.
Definition A.4. Let f be a function on S2, for any n ∈ N, p > 1 we define ‖f‖n,pg/ and
‖f‖n,pR,g/ as
‖f‖n,p
g/
=
n∑
k=0
{∫
S2
∣∣∣∇/ kf ∣∣∣p
g/
dvolg/
} 1
p
,(518)
‖f‖n,p
R,g/
=
n∑
k=0


∫
S2
∑
i1,··· ,ik=1,2,3
|Ri1 · · ·Rikf |
p dvolg/


1
p
,(519)
‖f‖n,+∞ =
n∑
k=0
sup
S2
∣∣∣∣ ◦∇k f
∣∣∣∣
g/
,(520)
‖f‖n,∞R =
n∑
k=0
∑
i1,··· ,ik=1,2,3
sup
S2
|Ri1 · · ·Rikf | .(521)
Let ξ be a (l, s) tensor field on S2, we define ‖ξ‖n,pg/ and ‖ξ‖
n,p
R,g/ as
‖ξ‖n,pg/ =
n∑
k=0
{∣∣∣∇/ kξ∣∣∣p
g/
dvolg/
} 1
p
,(522)
‖ξ‖n,pR,g/ =
n∑
k=0


∫
S2
∑
i1,··· ,ik=1,2,3
∣∣∣LRi1 · · · LRik ξ
∣∣∣p
g/
dvolg/


1
p
,(523)
‖ξ‖n,∞ =
n∑
k=0
sup
S2
∣∣∣∣ ◦∇k ξ
∣∣∣∣
g/
,(524)
‖ξ‖n,∞R =
n∑
k=0
∑
i1,··· ,ik=1,2,3
sup
S2
∣∣∣LRi1 · · · LRik ξ
∣∣∣
◦
g
.(525)
Comparing the Sobolev norms with respect to different metrics, we have proposition
Proposition A.5. Assume that for given n ≥ 1, p > 1,
(526)
∥∥∥ ◦∇ g/∥∥∥n,p ≤ δ,
∣∣∣∣∣log det g/det ◦g
∣∣∣∣∣ ≤ δ,
then there exist c(n, p, δ) and c(n, p, l, s, δ) such that for any m ≤ n
(1 + c(n, p)δ)−1 ‖f‖m+2,p ≤ ‖f‖m+2,pg/ ≤ (1 + c(n, p)δ) ‖f‖
m+2,p ,(527)
(1 + c(n, p)δ)−1 ‖f‖m+2,pR ≤ ‖f‖
m+2,p
R,g/ ≤ (1 + c(n, p)δ) ‖f‖
m+2,p
R ,(528)
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and
(1 + c(n, p, l, s)δ)−1 ‖ξ‖m+1,p ≤ ‖ξ‖m+1,pg/ ≤ (1 + c(n, p, l, s)δ) ‖ξ‖
m+1,p ,(529)
(1 + c(n, p, l, s)δ)−1 ‖ξ‖m+1,pR ≤ ‖ξ‖
m+1,p
R,g/ ≤ (1 + c(n, p, l, s)δ) ‖ξ‖
m+1,p
R ,(530)
The above proposition follows from the following lemma.
Lemma A.6. Let
{
θ1, θ2
}
be any coordinate chart of S2, and denote the Christoffel
symbols of
◦
g and g/ by
◦
Γ
k
ij and Γ/
k
ij respectively. Then the difference of Christoffel symbols
Γ/ kij−
◦
Γ
k
ij is a (2,0) tensor field and
(531) Γ/ kij−
◦
Γ
k
ij=
1
2
(
g/−1
)kl ( ◦
∇i g/jl+
◦
∇j g/il−
◦
∇l g/ij
)
.
Under the assumptions of proposition A.5, in addition we require n ≥ 2, p > 2, there
exists c(n, p, δ) such that
(1 + c(n, p)δ)−1
◦
g ≤ g/ ≤ (1 + c(n, p)δ)
◦
g,(532) ∥∥∥∥Γ/ kij− ◦Γkij
∥∥∥∥
n−1,p
≤ c(n, p)δ,(533)
and
(1 + c(n, p)δ)−1 ≤ Kg/ ≤ 1 + c(n, p)δ,(534)
‖d/K‖n−2,p ≤ c(n, p)δ.(535)
A.2. Elliptic theory on spheres. In this section, we discuss the estimates for elliptic
equations on S2. All the theories in this section are well known and we refer to [CK][S]
for detailed expositions. We consider the following equations on (S2, g/),
◦
∆ φ = f,(H0) 

◦
div ζ = f,
◦
curl ζ = f∗,
(H1)
◦
div ξ = F,(H2)
where φ, f, f∗ are scalar functions, ζ, F are vector fields and ξ is a 2-covariant symmetric
tracefree tensor fields.
Theorem A.7 (Solvability). Assume that the right hand sides of the above equations
(H0)-(H2) are in L
2(S2, g/). Then
(H0) is solvable if and only if f
g/
= 0. The solution φ is unique up to a constant.
(H1) is solvable if and only if f
g/
= f∗
g/
= 0. The solution is unique.
(H2) is solvable if and only if F is L
2-orthogonal to the set of conformal Killing fields
of (S2, g/). The solution ξ is unique.
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Theorem A.8 (L2 estimates). Assume that we are given solutions to equations (H0)-
(H2) with the right hand sides in L
2(S2, g/). Then the following L2-estimates hold.∫
S2
(∣∣∇/ 2φ∣∣
g/
+Kg/ |∇/φ|
2
g/
)
dvolg/ =
∫
S2
|f |2 dvolg/,(536) ∫
S2
(
|∇/ ζ|g/ +Kg/ |ζ|
2
g/
)
dvolg/ =
∫
S2
(
|f |2 + |f∗|
2
)
dvolg/,(537) ∫
S2
(
|∇/ ξ|g/ + 2Kg/ |ξ|
2
g/
)
dvolg/ = 2
∫
S2
|F |2g/ dvolg/.(538)
Theorem A.9 (Uniformization theorem). Assume that
(539) (1 + δ)−1 ≤ K ≤ 1 + δ, ‖d/K‖n,pg/ ≤ δ.
Then there exist a conformal factor Ω > 0 and a constant c(n, p, δ) such that
(540) g/ = Ω2
◦
γ
and
(541) |log Ω| ≤ c(n, p, δ), ‖d/Ω‖n+2,pg/ ≤ c(n, p, δ),
where
◦
γ is a metric on S2 with constant curvature 1. Moreover for δ sufficiently small,
there exists a constant c(n, p) such that we can choose the conformal factor satisfying
(542) |log Ω| ≤ c(n, p)δ, ‖d/Ω‖n+2,pg/ ≤ c(n, p)δ.
Theorem A.10 (Lp-estimates). Assume that g/ satisfies the assumptions in proposition
A.5, in addition we require that n ≥ 2, q > 2 or n ≥ 3, q > 1. Then there exist universal
constants c(n, p, δ) such that the follwoing Lp-estimate holds for the solutions to equations
(H0)-(H2) with the right hand sides in the Sobolev spaces W
m,p
g/ ,m ≤ n,∥∥∥φ− φg/∥∥∥m+2,p
g/
≤ c(n, p, δ) ‖f‖m,pg/ ,(543)
‖ζ‖m+1,pg/ ≤ c(n, p, δ)
(
‖f‖m,pg/ + ‖f∗‖
m,p
g/
)
,(544)
‖ξ‖m+1,pg/ ≤ c(n, p, δ) ‖F‖
m,p
g/ .(545)
A.3. Propagation equations and the Gronwall’s inequality. Consider the product
space with a degenerate metric (S2 × R,
◦
g) and let
{
tX
}
be a family of vector fields
tangential to
{
S
2 × {t}
}
, and
{
tf
}
,
{
ta
}
be families of functions on
{
S
2 × {t}
}
. We
consider the following equation
(546) ∂t
tf + tXi∂i
tf = ta.
Lemma A.11. Define the one parameter family of diffeomorphisms
{
tϕ
}
generated by
tX, i.e.
(547) tϕ : S2 → S2, ∂t
tϕ(ϑ) = tX(ϑ), t=0ϕ = Id
We define the push forward metric tg of
◦
g via tϕ
(548) tg = tϕ∗
◦
g, dvoltg =
tϕ∗dvol◦g.
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Then there exists a family of functions
{
tφ
}
such that
(549) dvoltg =
tφdvol◦
g
,
and tφ satisfies the equation
(550) ∂t
tφ+ tXi∂i
tφ = −tφ
◦
div tX,
(
∂t +
tXi∂i
)
log tφ = −
◦
div tX.
Assume that
(551) sup
S2
∣∣∣∣ ◦div tX
∣∣∣∣ ≤ δr0(r0 + t)2 ,
then
(552)
∣∣log tφ∣∣ ≤ δ.
Remark A.12. (552) is obtained by a simple integration
(553)
∣∣log tφ∣∣ ≤ ∫ t
0
sup
S2
∣∣∣∣ ◦div (t=t′X)
∣∣∣∣ dt′ ≤
∫ t
0
δr0
(r0 + t′)2
dt′ =
δr0
r0
−
δr0
r0 + t
≤ δ.
Lemma A.13. Let {Ri, i = 1, 2, 3} be the rotation fields introduced in section A.1. Then
(554) ∂tRi
tf + tX(Ri
tf) +
[
Ri,
tX
]
tf = Ri
ta.
Moreover for a sequence of rotation vector fields {Ri1 , · · · , Rin}, we have
∂t
(
Ri1 · · ·Rin
tf
)
+ tX
(
Ri1 · · ·Rin
tf
)(555)
=−
∑
{l1,··· ,ls}∪{k1,··· ,kn−s}={1,··· ,n}
l1<···<ls,k1<···<kn−s
s≤n−1
[Rik1 , · · · , Rikn−s ,
tX]
(
Ril1 · · ·Rils
tf
)
+Ri1 · · ·Rin
ta,
where
(556) [Rik1 , · · · , Rikn−s ,
tX] = LRik1
· · · LRikn−s
tX.
Lemma A.14. Consider equation (546) and assume that ta ∈ W n,p
◦
g
and tX ∈ W n,p
◦
g
where n ≥ 1, p > 2 or n ≥ 2, p > 1. Moreover we assume that
(557)
∥∥tX∥∥n,p ≤ δr0
(r0 + t)2
, 0 < δ <
1
2
.
Then there exists a constant c(n, p) such that
(558)
∣∣∣∣ ddt
∥∥tf∥∥n,p
R,tϕ∗
◦
g
∣∣∣∣ ≤ c(n, p) δr0(r0 + t)2
∥∥tf∥∥n,p
R,tϕ∗
◦
g
+ c(n, p)
∥∥ta∥∥n,p
R,tϕ∗
◦
g
,
By the Gronwall’s inequality
(559)
∥∥tf∥∥n,p
R,tϕ∗
◦
g
≤ exp(c(n, p)δ)
{∥∥t=0f∥∥n,p◦
g
+
∫ t
0
∥∥∥t=t′a∥∥∥n,p
R,tϕ∗
◦
g
dt′
}
,
and by lemma A.11, there exists a new constant, still denoted by c(n, p), such that
(560)
∥∥tf∥∥n,p ≤ c(n, p){∥∥t=0f∥∥n,p + ∫ t
0
∥∥∥t=t′a∥∥∥n,p dt′} .
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Remark A.15. The following equality is used in proving the above lemma
d
dt
∫
S2
∣∣tf ∣∣p dvol
tϕ∗
◦
g
=
d
dt
∫
S2
∣∣tf ◦ tϕ∣∣p dvol◦
g
=
∫
S2
p
∣∣tf ∣∣p−1 ∂t (tf ◦ tϕ) dvol◦g
=
∫
S2
p
∣∣tf ◦ tϕ∣∣p−1 (∂ttf + tXtf) ◦ tϕ dvol◦g
=
∫
S2
p
∣∣tf ∣∣p−1 (∂ttf + tXtf)dvoltϕ∗◦g
=
∫
S2
p
∣∣tf ∣∣p−1 ta dvol
tϕ∗
◦
g
.(561)
Similar equations holds for higher order derivatives of tf .
Now recall definition 2.2 and consider a given null hypersurface Cs in (M,g). We
assume that the parameter s on Cs is a parameter by area radius, i.e.
(562) r(s, s = 0) = r(s = 0, s = 0) + s.
Let {s, ϑ} be a coordinate system on Cs
0
hence this coordinate system introduce a dif-
feomorphism between Cs
0
and S2× [−ǫ,+∞). In another coordinate system
{
s, θ1, θ2
}
,
the intrinsic metric of Cs
0
which is degenerated takes the form
(563) g|Cs0
= (sg/)ab
(
dθa − sbads
)
⊗
(
dθb − sbbds
)
.
and the tangential null vector field Ls is
(564) Ls = ∂s + ~sb.
Notice we change our notation a bit by adding the index s to emphasis quantities on
Σs,s
0
. Assume that {sf} , {sa} is a family of functions on
{
Σs,s
0
}
and satisfies the equation
(565) Ls sf = ∂s
sf + sbi∂i
sf = −λ0tr
sχ sf + sa.
Then we have, Apply lemma A.11 to the vector field ~sb, then we have
LLs (|
sf |p dvolsg) = p |
sf |p−2 sfLs (sf) dvolsg(566)
= |sf |p−2 sf
{
−pλ0tr
sχ sf + psa
}
dvolsg
=
{
−pλ0tr
sχ |sf |p + p sa |sf |p−2 sf
}
dvolsg,
hence
d
ds
{∫
Σs,s0
|sf |p dvolsg
}
=
∫
Σs,s0
LLs (|
sf |p dvolsg)(567)
=
∫
Σs,s0
{
−pλ0tr
sχ |sf |p + p sa |sf |p−2 sf
}
dvolsg,
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which implies
d
ds
{∫
Σs,s0
|sf |p dvolsg
}
+ pλ0
∫
Σs,s0
trsχ |sf |p dvolsg ≤
∫
Σs,s0
∣∣∣p sa |sf |p−2 sf ∣∣∣dvolsg(568)
d
dt
‖sf‖psg + λ0tr
sχ
sg/
‖sf‖psg ≤ c(p) ‖
sa‖psg +
λ0
∥∥∥(trsχ− trsχsg/) |sf |p∥∥∥1
sg(
‖sf‖psg
)p−1 ,(569)
then by the Gronwall’s inequality we have the following lemma
Lemma A.16. Assume sf satisfies equation 565, then for any p > 1, there exists a
constant c(p) such that
(570)
d
dt
‖sf‖psg + λ0tr
sχ
sg/
‖sf‖psg ≤ c(p) ‖
sa‖psg +
λ0
∥∥∥(trsχ− trsχsg/) |sf |p∥∥∥1
sg(
‖sf‖psg
)p−1
Moreover if trsχ satisfies
(571)
∣∣∣trsχ− trsχsg/∣∣∣ ≤ δr0
r2s
,
then
(572)
d
dt
(
r2λ0s ‖
sf‖psg
)
≤ c(p)r2λ0s ‖
sa‖psg +
δr0
r2s
(
r2λ0s ‖
sf‖psg
)
,
and by the Gronwall’s inequality, there exists a constant c(p, δ) such that
(573) r2λ0s ‖
sf‖psg ≤ c(p, δ)
{
r2λ00
∥∥s=0f∥∥psg +
∫ s
0
r2λ0s′
∥∥∥s=s′a∥∥∥p
sg
ds′
}
For the Sobolev norms of {sf}, we have the corresponding lemma.
Lemma A.17. Let {Ri, i = 1, 2, 3} be the rotation fields introduced in section A.1. Then
(574) ∂tRi
sf + tX(Ri
tf) +
[
Ri,
tX
]
sf = −λ0tr
sχRi
sf − λ0Ritr
sχ sf +Ri
ta.
Moreover for a sequence of rotation vector fields {Ri1 , · · · , Rin}, we have
∂t (Ri1 · · ·Rin
sf) + sb (Ri1 · · ·Rin
sf)
(575)
=− λ0tr
sχ (Ri1 · · ·Rin
sf)−
∑
{l1,··· ,ls}∪{k1,··· ,kn−s}={1,··· ,n}
l1<···<ls,k1<···<kn−s
s≤n−1
[Rik1 , · · · , Rikn−s ,
sb]
(
Ril1 · · ·Rils
sf
)
−
∑
{l1,··· ,ls}∪{k1,··· ,kn−s}={1,··· ,n}
l1<···<ls,k1<···<kn−s
s≤n−1
λ0
(
Rik1 · · ·Rikn−s tr
sχ
)(
Ril1 · · ·Rils
sf
)
+Ri1 · · ·Rin
ta.
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Lemma A.18. Consider equation 565 and assume that sa, trsχ ∈ W n,p
◦
g
and sb ∈ W n,p
◦
g
where n ≥ 1, p > 2 or n ≥ 2, p > 1. Moreover we assume that
(576)
∥∥d/ trsχ∥∥n−1,p ≤ δr0
r2s
, ‖sb‖n,p ≤
δr0
r2s
, 0 < δ <
1
2
.
Then there exists a constant c(n, p) such that
(577)
d
dt
‖sf‖n,pR,sg + λ0tr
sχ
sg/
‖sf‖n,pR,sg ≤ c(n, p)
δr0
r2s
‖sf‖n,pR,sg + c(n, p) ‖
sa‖n,pR,sg ,
which implies
(578)
d
dt
(
r2λ0s ‖
sf‖n,pR,sg
)
≤ c(n, p)
δr0
r2s
(
r2λ0s ‖
sf‖n,pR,sg
)
+ c(n, p)
(
r2λ0s ‖
sa‖n,pR,sg
)
,
and by the Gronwall’s inequality, there exists a constant c(n, p) such that
(579) r2λ0s ‖
sf‖n,pR,sg ≤ c(n, p)
{
r2λ00
∥∥s=0f∥∥n,p
R,sg
+
∫ s
0
r2λ0s′
∥∥∥s=s′a∥∥∥n,p
R,sg
ds′
}
.
Appendix B. Proof of lemmas 4.6 and 4.7
We introduce the rotation fields R˜i, i = 1, 2, 3 on Σ˜s.
Lemma B.1. Let T be any tensor field on (M,g) and T |Σ˜s is the restriction of T on
Σ˜s. Then the Lie derivatives of T |Σ˜s with respect to the rotation fields R˜ is
(580) LR˜iT
j1···jl
i1···ik
= LRiT
j1···jl
i1···ik
+ R˜i
s˜fL∂sT
j1···jl
i1···ik
and the covariant derivative of T restricted on Σ˜s is
(581)
◦˜
∇iT
j1···jl
i1···ik
=
◦
∇ T
j1···jl
i1···ik
+ s˜f
i
L∂sT
j1···jl
i1···ik
.
Moreover, for higher order Lie derivatives , we have
LR˜n1
· · · LR˜nm
T j1···jli1···ik(582)
=
(
LRn1 + R˜n1
s˜fL∂s
)
· · ·
(
LRnm + R˜nm
s˜fL∂s
)
T j1···jli1···ik
=
∑(
R˜np1,1 · · · R˜npq1,1
s˜f
)
· · ·
(
R˜np1,h · · · R˜npqh,h
s˜f
)
LRnr1 · · · LRnrtL
h
∂sT
j1···jl
i1···ik
where the summation is taken over the set of the following disjoint partition of {1, · · · ,m},
{p1,1, · · · , pq1,1} ∪ · · · ∪ {p1,h, · · · , pqh,h} ∪ {r1, · · · rt} = {1, · · · ,m} ,(583)
p1,1 < · · · < pq1,1, · · · · · · , p1,h < · · · < pqh,h, r1 < · · · < rt.
and for higher order of covariant derivatives
◦˜
∇n1 · · ·
◦˜
∇nmT
j1···jl
i1···ik
(584)
=
(
◦
∇n1 +
◦˜
∇n1
s˜fL∂s
)
· · ·
(
◦
∇nm +
◦˜
∇nm
s˜fL∂s
)
T j1···jli1···ik
=
∑( ◦˜
∇np1,1 · · ·
◦˜
∇npq1,1
s˜f
)
· · ·
(
◦˜
∇np1,h · · ·
◦˜
∇npqh,h
s˜f
)
◦
∇r1 · · ·
◦
∇rt L
h
∂sT
j1···jl
i1···ik
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where the summation is taken over the same set of the disjoint partition of {1, · · · ,m}
as for the Lie derivatives.
Lemma B.2. Let T be any tensor field on (M,g). Then the Sobolev norm ‖T‖m,p
Σ˜s,
◦
g
of
T |Σ˜s which is T restricted on Σ˜s satisfies the following inequality
‖T‖m,p
Σ˜s,
◦
g
≤

 sup
s∈[inf s˜f,sup s˜f ]
‖T‖m,∞Σs,s

(585)
+ c(m, p)
∑
h≥1
(∥∥∥d˜/ s˜f∥∥∥m−1,p)h


∑
t+h≤m
sup
s∈[inf s˜f ,sup s˜f ]
∥∥∥∥ ◦∇t Lh∂sT
∥∥∥∥
∞
Σs,s

 .
Assume that
(586)
∥∥∥d˜/ s˜f∥∥∥n+1,p
Σ˜s,
◦
g
≤ sδor0 ≤ r0,
∣∣∣∣∣s˜f
◦
g
∣∣∣∣∣ ≤ sδmr0 ≤ r0,
then there exists a constant c(n, p) such that for any 0 ≤ k ≤ m ≤ n+ 2,
[
inf s˜f , sup s˜f
]
⊂ [−r0 (
sδm + c(n, p)
sδo) , r0 (
sδm + c(n, p)
sδo)]
(587)
‖T‖m,p
Σ˜s,
◦
g
≤
{
sup
s
‖T‖m,∞Σs,s
}
+ c(n, p)sδor0


∑
t+h≤m,h≥1
sup
s
∥∥∥∥ ◦∇t Lh∂sT
∥∥∥∥
∞
Σs,s

 .
(588)
∥∥∥∥∥ ◦˜∇
k
T
∥∥∥∥∥
m−k,p
Σ˜s,
◦
g
≤
{
sup
s
∥∥∥ ◦∇ T∥∥∥m−1,∞
Σs,s
}
+ c(n, p)sδor0


∑
t+h≤m,h≥1
sup
s
∥∥∥∥ ◦∇t Lh∂sT
∥∥∥∥
∞
Σs,s

 .
(589)
where the supremum is taken in the range s ∈ [−r0 (
sδm + c(n, p)
sδo) , r0 (
sδm + c(n, p)
sδo)].
Hence by the above lemma and the assumptions of the ǫ-close Schwarzschild metric, we
have the following estimates of the background quantities of the double null coordinate
system {s, s, θ} when restricted on Σ˜s.
Proposition B.3 (Estimates of the background quantities of the double null coordinate
system {s, s, θ} when restricted on Σ˜s). Assume that
(590)
∥∥∥d˜/ s˜f∥∥∥n+1,p
Σ˜s,
◦
g
≤ sδor0 ≤ r0,
∣∣∣∣∣s˜f
◦
g
∣∣∣∣∣ ≤ sδmr0 ≤ r0,
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we have the following estimates. For any 0 ≤ m ≤ n+2, odifaohfoasndoifhosaidfhoiashd-
goiahsodihoasidgjoiashdgoasbdgoasdo[ighaos[idhgio[asdhgaios[hdg
‖log Ω− log ΩSch‖
m,p
Σ˜s,
◦
g
≤
c(n, p)r0
r0 + s
ǫ,
∥∥∂s(log Ω− log ΩSch)∥∥m,p
Σ˜s,
◦
g
≤
c(n, p)r0
(r0 + s)
2 ǫ,∥∥∥∂ks (log Ω− log ΩSch)∥∥∥m,p
Σ˜s,
◦
g
≤
k≥2
c(n, p, k)ǫ
(r0 + s)
3 rk−30
,
∥∥∥∂ls (log Ω− log ΩSch)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
1+l
ǫ,
∥∥∥∂s∂ls (log Ω− log ΩSch)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)r0
(r0 + s)
2+l
ǫ,
∥∥∥∂ks ∂ls (log Ω− log ΩSch)∥∥∥m,p
Σ˜s,
◦
g
≤
k≥2
c(n, p, k, l)ǫ
(r0 + s)
3+l rk−30
,
∥∥∥∥ ◦˜∇ (log Ω− log ΩSch)
∥∥∥∥
m,p
Σ˜,
◦
g
≤
c(n, p)r0
r0 + s
ǫ,
∥∥∥∥ ◦˜∇∂s (log Ω− log ΩSch)
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p)r0
(r0 + s)
2 ǫ,∥∥∥∥ ◦˜∇∂ks (log Ω− log ΩSch)
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
k≥2
c(n, p, k)ǫ
(r0 + s)
3 rk−30
,
∥∥∥∥ ◦˜∇∂ls (log Ω− log ΩSch)
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
1+l
ǫ,
∥∥∥∥ ◦˜∇∂s∂ls (log Ω− log ΩSch)
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
2+l
ǫ,
∥∥∥∥ ◦˜∇∂ks ∂ls (log Ω− log ΩSch)
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
k≥2
c(n, p, k, l)ǫ
(r0 + s)
3+l rk−30
,
‖log ΩSch‖
m,p
Σ˜s,
◦
g
≤
c(n, p)r0
r0 + s
·
(sδm +
sδo)r0
r0 + s
,
∥∥∥∂ks log ΩSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)r0
(r0 + s)
1+k
,
∥∥∥∂ls log ΩSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
1+l
(sδm +
sδo)r0
r0 + s
,
∥∥∥∂ks ∂ls log ΩSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)r0
(r0 + s)
1+k+l
,
∥∥∥∥ ◦˜∇ log ΩSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p)sδor0
(r0 + s)2
,
∥∥∥∥ ◦˜∇∂ks log ΩSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k)sδor
2
0
(r0 + s)
2+k
,
∥∥∥∥ ◦˜∇∂ls log ΩSch
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p, l)sδor
2
0
(r0 + s)
2+l
,
∥∥∥∥ ◦˜∇∂ks ∂ls log ΩSch
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)sδor
2
0
(r0 + s)
2+k+l
,
‖b‖m,p
Σ˜s,
◦
g
≤
c(n, p)ǫ(sδm +
sδo)r
2
0
(r0 + s)3
,
∥∥∥∂ks b∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)
3 rk−20
,(591)
∥∥∥∂lsb∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p)ǫ(sδm +
sδo)r
2
0
(r0 + s)3+l
,
∥∥∥∂ks ∂lsb∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)
3+l rk−20
,
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∥∥∥g/ − r2Sch◦g∥∥∥m,p
Σ˜s,
◦
g
≤ c(n, p)(r0 + s)
2ǫ,
∥∥∥∂ks (g/− r2Sch◦g)∥∥∥m,p
Σ˜s,
◦
g
≤ c(n, p, k)(r0 + s)r
1−k
0 ǫ,
(592)
∥∥∥∂ls (g/− r2Sch◦g)∥∥∥m,p
Σ˜s,
◦
g
≤ c(n, p, l)(r0 + s)
1−lr0ǫ,∥∥∥∂ks ∂ls (g/− r2Sch◦g)∥∥∥m,p
Σ˜s,
◦
g
≤ c(n, p, l)(r0 + s)
1−lr1−k0 ǫ,∥∥∥r2Sch◦g∥∥∥m,p
Σ˜s,
◦
g
≤ c(n, p)(r0 + s)
2,
∥∥∥∂ks r2Sch◦g∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)s
(r0 + s)k−1
,
∥∥∥∂lsr2Sch◦g∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)
(r0 + s)l−2
,
∥∥∥∂ks ∂lsr2Sch◦g∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)
(r0 + s)k+l−2
,∥∥∥∥ ◦˜∇(g/ − r2Sch◦g)
∥∥∥∥
m,p
Σ˜s,
◦
g
≤ c(n, p)(r0 + s)
2ǫ,
∥∥∥∥ ◦˜∇∂ks (g/ − r2Sch◦g)
∥∥∥∥
m,p
Σ˜s,
◦
g
≤ c(n, p, k)(r0 + s)r
1−k
0 ǫ,∥∥∥∥ ◦˜∇∂ls (g/− r2Sch◦g)
∥∥∥∥
m,p
Σ˜s,
◦
g
≤ c(n, p, l)(r0 + s)
1−lr0ǫ,∥∥∥∥ ◦˜∇∂ks ∂ls (g/− r2Sch◦g)
∥∥∥∥
m,p
Σ˜s,
◦
g
≤ c(n, p, l)(r0 + s)
1−lr1−k0 ǫ,∥∥∥∥ ◦˜∇r2Sch◦g
∥∥∥∥
m,p
Σ˜s,
◦
g
≤ c(n, p)sδor0s,
∥∥∥∥ ◦˜∇∂ks r2Sch◦g
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p, k)sδor0s
(r0 + s)k
,
∥∥∥∥ ◦˜∇∂lsr2Sch◦g
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p, l)sδor0
(r0 + s)l−1
,
∥∥∥∥ ◦˜∇∂ks ∂lsr2Sch◦g
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)sδor0
(r0 + s)k+l−1
,
‖ω − ωSch‖
m,p
Σ˜s,
◦
g
≤
c(n, p)r0
(r0 + s)
2 ǫ,
∥∥∥∂ks (ω − ωSch)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)
3 rk−20
,
∥∥∥∂ls (ω − ωSch)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
2+l
ǫ,
∥∥∥∂ks ∂ls (ω − ωSch)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)
3+l rk−20
,
‖ωSch‖
m,p
Σ˜s,
◦
g
≤
c(n, p)r0
(r0 + s)
2 ,
∥∥∥∂ksωSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)r0
(r0 + s)
2+k
,
∥∥∥∂lsωSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
2+l
,
∥∥∥∂ks ∂lsωSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)r0
(r0 + s)
2+k+l
,
∥∥∥∥ ◦˜∇ (ω − ωSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k)r0
(r0 + s)
2 ǫ,
∥∥∥∥ ◦˜∇∂ks (ω − ωSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)
3 rk−20
,
∥∥∥∥ ◦˜∇∂ls (ω − ωSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
2+l
ǫ,
∥∥∥∥ ◦˜∇∂ks ∂ls (ω − ωSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)
3+l rk−20
,
94 PENGYU LE∥∥∥∥ ◦˜∇ωSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p)r0
(r0 + s)
2
sδor0
r0 + s
,
∥∥∥∥ ◦˜∇∂ksωSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k)r0
(r0 + s)
2+k
sδor0
r0 + s
,
∥∥∥∥ ◦˜∇∂lsωSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
2+l
sδor0
r0 + s
,
∥∥∥∥ ◦˜∇∂ks ∂lsωSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k, l)r0
(r0 + s)
2+k+l
sδor0
r0 + s
,
‖ω − ωSch‖
m,p
Σ˜s,
◦
g
≤
c(n, p)r0
(r0 + s)
2 ǫ,
∥∥∥∂ks (ω − ωSch)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)
3 rk−20
,
(593)
∥∥∥∂ls (ω − ωSch)∥∥∥m,p,l
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
2+l
ǫ,
∥∥∥∂ks ∂ls (ω − ωSch)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)
3+l rk−20
,
‖ωSch‖
m,p
Σ˜s,
◦
g
≤
c(n, p)r0
(r0 + s)2
(sδm +
sδo)r0
r0 + s
,
∥∥∥∂ksωSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)r0
(r0 + s)
2+k
,
∥∥∥∂lsωSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
2+l
(sδm +
sδo)r0
r0 + s
,
∥∥∥∂ks ∂lsωSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)r0
(r0 + s)
2+k+l
,
∥∥∥∥ ◦˜∇ (ω − ωSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p)r0
(r0 + s)2
ǫ,
∥∥∥∥ ◦˜∇∂ks (ω − ωSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)
3 rk−20
,
∥∥∥∥ ◦˜∇∂ls (ω − ωSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)
2+l
ǫ,
∥∥∥∥ ◦˜∇∂ks ∂ls (ω − ωSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)
3+l rk−20
,
∥∥∥∥ ◦˜∇ωSch
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p)sδor
2
0
(r0 + s)3
,
∥∥∥∥ ◦˜∇∂ksωSch
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p, k)sδor
2
0
(r0 + s)
3+k
,
∥∥∥∥ ◦˜∇∂lsωSch
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p, l)sδor
2
0
(r0 + s)
3+l
,
∥∥∥∥ ◦˜∇∂ks ∂lsωSch
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)sδor
2
0
(r0 + s)
3+k+l
,
‖η‖m,p
Σ˜s,
◦
g
≤
c(n, p)ǫr0
r0 + s
,
∥∥∥∂ks η∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)r
k−1
0
,(594)
∥∥∥∂lsη∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)ǫr0
(r0 + s)1+l
,
∥∥∥∂ks ∂lsη∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)1+lr
k−1
0
,
∥∥η∥∥m,p
Σ˜s,
◦
g
≤
c(n, p)ǫr0
r0 + s
,
∥∥∥∂ks η∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)r
k−1
0
,(595)
∥∥∥∂lsη∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)ǫr0
(r0 + s)1+l
,
∥∥∥∂ks ∂lsη∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)1+lr
k−1
0
,
‖trχ− trχSch‖
m,p
Σ˜s,
◦
g
≤
c(n, p)
r0 + s
(
ǫs
r0 + s
+
ǫ(sδm +
sδo)r0
r0 + s
)
,(596)
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∥∥∥∂ks (trχ− trχSch)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)2r
k−1
0
,
∥∥∥∂ls (trχ− trχSch)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)
(r0 + s)1+l
ǫ,
∥∥∥∂ks ∂ls (trχ− trχSch)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)2+lr
k−1
0
,
‖trχSch‖
m,p
Σ˜s,
◦
g
≤
c(n, p)s
(r0 + s)2
,
∥∥∥∂ks trχSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)s
(r0 + s)2+k
,
∥∥∥∂lstrχSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)
(r0 + s)1+l
,
∥∥∥∂ks ∂lstrχSch∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)
(r0 + s)1+k+l
,
∥∥∥∥ ◦˜∇ (trχ− trχSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p)
r0 + s
(
ǫs
r0 + s
+
ǫ(sδm +
sδo)r0
r0 + s
)
,
∥∥∥∥ ◦˜∇∂ks (trχ− trχSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)2r
k−1
0
,
∥∥∥∥ ◦˜∇∂ls (trχ− trχSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, l)
(r0 + s)1+l
ǫ,
∥∥∥∥ ◦˜∇∂ks ∂ls (trχ− trχSch)
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)2+lr
k−1
0
,
∥∥∥∥ ◦˜∇trχSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p)s
(r0 + s)2
sδor0
r0 + s
,
∥∥∥∥ ◦˜∇∂ks trχSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k)s
(r0 + s)2+k
sδor0
r0 + s
,
∥∥∥∥ ◦˜∇∂lstrχSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, l)
(r0 + s)1+l
sδor0
r0 + s
,
∥∥∥∥ ◦˜∇∂ks ∂lstrχSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k, l)
(r0 + s)1+k+l
sδor0
r0 + s
,
∥∥∥trχ− trχ
Sch
∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p)r0
(r0 + ǫ)2
ǫ,
∥∥∥∂ks (trχ− trχSch
)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)3r
k−2
0
,(597)
∥∥∥∂ls (trχ− trχSch
)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)2+l
ǫ,
∥∥∥∂ks ∂ls (trχ− trχSch
)∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)3+lr
k−2
0
,
∥∥∥trχ
Sch
∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p)
r0 + s
,
∥∥∥∂ks trχSch
∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)
(r0 + s)1+k
,
∥∥∥∂lstrχSch
∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)
(r0 + ǫ)1+l
,
∥∥∥∂ks ∂lstrχSch
∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)
(r0 + s)1+k+l
,∥∥∥∥ ◦˜∇(trχ− trχSch
)∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n− 1, p)r0
(r0 + ǫ)2
ǫ,
∥∥∥∥ ◦˜∇∂ks (trχ− trχSch
)∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ
(r0 + s)3r
k−2
0
,
∥∥∥∥ ◦˜∇∂ls (trχ− trχSch
)∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, l)r0
(r0 + s)2+l
ǫ,
96 PENGYU LE∥∥∥∥ ◦˜∇∂ks ∂ls (trχ− trχSch
)∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)3+lr
k−2
0
,
∥∥∥∥ ◦˜∇trχSch
∥∥∥∥
m,p
Σ˜s,
◦
g
≤
c(n− 1, p)sδor0
(r0 + s)2
,
∥∥∥∥ ◦˜∇∂ks trχSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k)sδor0
(r0 + s)2+k
,
∥∥∥∥ ◦˜∇∂lstrχSch
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, l)sδor0
(r0 + ǫ)2+l
,
∥∥∥∂ks ∂lstrχSch
∥∥∥m−1,p
Σ˜s,
◦
g
≤
c(n, p, k, l)sδor0
(r0 + s)2+k+l
,
‖χˆ‖m,p
Σ˜s,
◦
g
≤ c(n, p)ǫ(r0 + s),
∥∥∥∂ks χˆ∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ(r0 + s)
rm0
,(598)
∥∥∥∂lsχˆ∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)ǫ
(r0 + s)l−1
,
∥∥∥∂ks ∂lsχˆ∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)l−1rm0
,
∥∥∥∥ ◦˜∇χˆ
∥∥∥∥
m,p
Σ˜s,
◦
g
≤ c(n − 1, p)ǫ(r0 + s),
∥∥∥∥ ◦˜∇∂ks χˆ
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k)ǫ(r0 + s)
rm0
,
∥∥∥∥ ◦˜∇∂lsχˆ
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, l)ǫ
(r0 + s)l−1
,
∥∥∥∥ ◦˜∇∂ks ∂lsχˆ
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫ
(r0 + s)l−1rm0
,
∥∥χˆ∥∥m,p
Σ˜s,
◦
g
≤ c(n, p)ǫr0,
∥∥∥∂ks χˆ∥∥∥m,p
Σ˜s,
◦
g
≤ c(n, p, k)ǫr1−k0 ,(599)
∥∥∥∂lsχˆ∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, l)r
3
2
0
(r0 + s)
1
2
+l
ǫ,
∥∥∥∂s∂lsχˆ∥∥∥m,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫr
3
2
0
(r0 + s)
3
2
+l
,
∥∥∥∂ks ∂lsχˆ∥∥∥m,p
Σ˜s,
◦
g
≤
k≥2
c(n, p, k, l)ǫ
(r0 + s)2+lr
k−3
0
,
∥∥∥∥ ◦˜∇χˆ
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤ c(n, p)ǫr0,
∥∥∥∥ ◦˜∇∂ks χˆ
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤ c(n, p, k)ǫr1−k0 ,
∥∥∥∥ ◦˜∇∂lsχˆ
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, l)r
3
2
0
(r0 + s)
1
2
+l
ǫ,
∥∥∥∥ ◦˜∇∂s∂lsχˆ
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
c(n, p, k, l)ǫr
3
2
0
(r0 + s)
3
2
+l
,
∥∥∥∥ ◦˜∇∂ks ∂lsχˆ
∥∥∥∥
m−1,p
Σ˜s,
◦
g
≤
k≥2
c(n, p, k, l)ǫ
(r0 + s)2+lr
k−3
0
.
Proof. The proof is simply applying lemma B.2 to those background quantities and using
the assumptions on the metric ǫ-close to Schwarzschild. For example
‖log Ω− log ΩSch‖
m,p
Σ˜s,
◦
g
≤
{
sup
s
‖log Ω− log ΩSch‖
m,∞
Σs,s
}(600)
+ c(n, p)sδor0


∑
1≤h≤n
sup
s
∥∥∥∂hs (log Ω− log ΩSch)∥∥∥m−h,∞
Σs,s


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≤ c(n, p)
ǫr0
r0 + s
+ c(n, p)sδor0
ǫr0
(r0 + s)2
≤
c(n, p)ǫr0
r0 + s
,
where s ∈ [−r0(
sδm + c(n, p)
sδo), r0(
sδm + c(n, p)
sδo)]. 
Now we can apply proposition B.3 to estimate the vector field bi∂˜i− 2Ω
2
(
g/−1
)ij s˜f
j
∂˜i
and the terms
∑
m+n≤3
Pm,m′+1(
◦
∇,
s˜f)∗
◦
∇
n
∂m
′
s b,
∑
m+n≤4
Pm,m′+2(
◦
∇,
s˜f)∗
◦
∇
n
∂m
′
s (Ω
2g/−1),
which show up in the propagation equation (133) of
◦˜
∆
s˜f .
Appendix C. Proof of lemma 4.11
In order to estimate t˜˜f , we need to obtain the estimates of t ˜˜X and t ˜˜re, hence we need
first to get the estimate of the background quantities of the background double null
coordinate system restricted on ˜˜Σt.
Lemma C.1. Let T be any tensor field on (M,g). Then the Lie derivatives of T | ˜˜Σt
which is T restricted on ˜˜Σt with respect to the rotation fields
˜˜R is
(601) L ˜˜Ri
T j1···jli1···ik = LRiT
j1···jl
i1···ik
+ ˜˜Ri
t˜˜fL∂sT
j1···jl
i1···ik
+ ˜˜Rt˜˜fL∂sT
j1···jl
i1···ik
and the covariant derivative of T restricted on ˜˜Σt is
(602)
˜˜◦
∇i T
j1···jl
i1···ik
=
◦
∇ T
j1···jl
i1···ik
+ t˜˜f
i
L∂sT
j1···jl
i1···ik
+ t
˜˜
fiL∂sT
j1···jl
i1···ik
.
Moreover, for higher order Lie derivatives , we have
L ˜˜Rn1
· · · L ˜˜Rnm
T j1···jli1···ik
(603)
=
(
LRn1 +
˜˜Rn1
t˜˜fL∂s +
˜˜Rn1
t˜˜fL∂s
)
· · ·
(
LRnm +
˜˜Rnm
t˜˜fL∂s +
˜˜Rnm
t˜˜fL∂s
)
T j1···jli1···ik
=
∑( ˜˜Rnp
1,1
· · · ˜˜Rnp
q
1
,1
t˜˜f
)
· · ·
(
˜˜Rnp
1,h
· · · ˜˜Rnp
q
h
,h
t˜˜f
)
·
(
˜˜Rnp1,1 · · ·
˜˜Rnpq1,1
t˜˜f
)
· · ·
(
˜˜Rnp
1,h
· · · ˜˜Rnpqh,h
t˜˜f
)
·
LRr1 · · · LRrtL
h
∂s
Lh∂sT
j1···jl
i1···ik
where the summation is taken over the set of the following disjoint partition of {1, · · · ,m},
{
np
1,1
, · · · , np
q
1
,1
}
∪ · · · ∪
{
np
1,h
, · · · , np
q
h,h
}
∪
{
np1,1 , · · · , npq1,1
}
∪ · · · ∪
{
np1,h , · · · , npqh,h
}(604)
∪ {r1, · · · rt} = {1, · · · ,m} ,
np
1,1
< · · · < np
q
1
,1
, · · · , np
1,h
< · · · < np
q
h,h
, np1,1 < · · · < npq1,1 , · · · , np1,h < · · · < npqh,h ,
r1 < · · · < rt.
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and for higher order of covariant derivatives
˜˜◦
∇n1 · · ·
˜˜◦
∇nm T
j1···jl
i1···ik
(605)
=
(
◦
∇n1 +
˜˜◦
∇n1
t˜˜fL∂s +
˜˜◦
∇n1
t˜˜fL∂s
)
· · ·
(
◦
∇nm +
˜˜◦
∇nm
s˜fL∂s +
˜˜◦
∇nm
t˜˜fL∂s
)
T j1···jli1···ik
=
∑( ˜˜◦
∇np
1,1
· · ·
˜˜◦
∇np
q
1
,1
t˜˜f
)
· · ·
(
˜˜◦
∇np
1,h
· · ·
˜˜◦
∇np
q
h,h
t˜˜f
)
·
(
˜˜◦
∇np1,1 · · ·
˜˜◦
∇npq1,1
t˜˜f
)
· · ·
(
˜˜◦
∇np1,h · · ·
˜˜◦
∇npqh,h
t˜˜f
)
·
◦
∇r1 · · ·
◦
∇rt L
h
∂s
Lh∂sT
j1···jl
i1···ik
where the summation is taken over the same set of the disjoint partition of {1, · · · ,m}
as for the Lie derivatives.
Lemma C.2. Let T be any tensor field on (M,g). Then the Sobolev norm ‖T‖m,p˜˜Σt,
◦
g
of
T | ˜˜Σt
which is T restricted on ˜˜Σt satisfies the following inequality
‖T‖m,p˜˜Σt,
◦
g
≤
{
sup
s,s
‖T‖m,∞Σs,s
}(606)
+ c(m, p)
∑
h+h≥1
(∥∥∥ ˜˜d/ t˜˜f∥∥∥m−1,p)h ·(∥∥∥ ˜˜d/ t˜˜f∥∥∥m−1,p)h


∑
t+h+h≤m
sup
s,s
∥∥∥∥ ◦∇t Lh∂sLh∂sT
∥∥∥∥
∞
Σs,s

 .
where the supremum is taken in the range s ∈ [inf t˜˜f, sup t˜˜f ], s ∈ [inf t
˜˜
f, sup t
˜˜
f ]. Assume
that
(607)∥∥∥ ˜˜d/ t˜˜f∥∥∥n,p˜˜Σt,◦g ≤ tδor0 ≤ r0,
∣∣∣∣∣t˜˜f
◦
g
∣∣∣∣∣ ≤ tδmr0 ≤ r0,
∥∥∥ ˜˜d/ t˜˜f∥∥∥n,p˜˜Σt,◦g ≤ tδo(r0+s0) ≤ t(r0+s0), t˜˜f
◦
g
= ts0,
then there exists a constant c(n, p) such that for any 0 ≤ k ≤ m ≤ n+ 1,
[
inf t˜˜f , sup t˜˜f
]
⊂
[
−r0
(
tδm + c(n, p)
tδo
)
, r0
(
tδm + c(n, p)
tδo
)]
(608) [
inf t
˜˜
f, sup t
˜˜
f
]
⊂ [ts0 − c(n, p)tδo, ts0 + c(n, p)tδo](609)
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‖T‖m,p˜˜Σt,
◦
g
≤
{
sup
s,s
‖T‖m,∞Σs,s
}
+ c(n, p)tδor0


∑
t+h≤m,h≥1
sup
s,s
∥∥∥∥ ◦∇t Lh∂sT
∥∥∥∥
∞
Σs,s


(610)
+ c(n, p)tδo(r0 + s0)


∑
t+h≤m,h≥1
sup
s,s
∥∥∥∥ ◦∇t Lh∂sT
∥∥∥∥
∞
Σs,s


+ c(n, p)tδo
tδor0(r0 + s0)


∑
t+h+h≤m,h≥1,h≥1
sup
s,s
∥∥∥∥ ◦∇t Lh∂sLh∂sT
∥∥∥∥
∞
Σs,s


∥∥∥∥∥ ◦˜∇
k
T
∥∥∥∥∥
m−k,p
Σ˜s,
◦
g
≤
{
sup
s,s
∥∥∥ ◦∇ T∥∥∥m−1,∞
Σs,s
}
+ c(n, p)tδor0


∑
t+h≤m,h≥1
sup
s,s
∥∥∥∥ ◦∇t Lh∂sT
∥∥∥∥
∞
Σs,s


(611)
+ c(n, p)tδo(r0 + s0)


∑
t+h≤m,h≥1
sup
s,s
∥∥∥∥ ◦∇t Lh∂sT
∥∥∥∥
∞
Σs,s


+ c(n, p)tδo
tδor0(r0 + s0)


∑
t+h+h≤m,h≥1,h≥1
sup
s,s
∥∥∥∥ ◦∇t Lh∂sLh∂sT
∥∥∥∥
∞
Σs,s


where the supremum is taken in the range s ∈
[
−r0
(
tδm + c(n, p)
tδo
)
, r0
(
tδm + c(n, p)
tδo
)]
, s ∈
[ts0 − c(n, p)tδo, ts0 + c(n, p)tδo].
Then by the above lemma and the assumptions of the metric ǫ-close to Schwarzschild,
we have the following estimates of the background quantities restricted to ˜˜Σt.
Proposition C.3 (Estimates of the background quantities restricted to ˜˜Σt). Assume
that
(612)∥∥∥ ˜˜d/ t˜˜f∥∥∥n,p˜˜Σt,◦g ≤ tδor0 ≤ r0,
∣∣∣∣∣t˜˜f
◦
g
∣∣∣∣∣ ≤ tδmr0 ≤ r0,
∥∥∥ ˜˜d/ t˜˜f∥∥∥n,p˜˜Σt,◦g ≤ tδo(r0+ts0) ≤ r0+ts0, t˜˜f
◦
g
= ts0,
we have the following estimates of the background quantities of the background double
null coordinate system restricted on ˜˜Σt. For any 0 ≤ m ≤ n+ 1,
‖log Ω− log ΩSch‖
m,p
˜˜Σt,
◦
g
≤
c(n, p)r0
r0 + ts0
ǫ,
∥∥∂s log Ω− ωSch∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)r0(r0 + ts0)2 ǫ,(613) ∥∥∥∂ks log Ω− ∂k−1s ωSch∥∥∥m,p˜˜Σt,◦g ≤k≥2 c(n, p, k)(r0 + ts0)3 rk−30 ǫ,∥∥∥∂ls (log Ω− log ΩSch)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)1+l ǫ,
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∥∥∥∂s∂ls (log Ω− log ΩSch)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)2+l ǫ,∥∥∥∂ks ∂ls (log Ω− log ΩSch)∥∥∥m,p˜˜Σt,◦g ≤k≥2 c(n, p, k, l)(r0 + ts0)3+l rk−30 ǫ,∥∥∥∥∥
˜˜◦
∇ (log Ω− log ΩSch)
∥∥∥∥∥
m,p
Σ˜,
◦
g
≤
c(n, p)r0
r0 + ts0
ǫ,
∥∥∥∥∥
˜˜◦
∇
(
∂s log Ω− ωSch
)∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, k)r0
(r0 + ts0)
2 ǫ,∥∥∥∥∥
˜˜◦
∇ (∂ks log Ω− ∂
k−1
s )ωSch
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
k≥2
c(n, p, k)
(r0 + ts0)
3 rk−30
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
l
s (log Ω− log ΩSch)
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, l)r0
(r0 + ts0)
1+l
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂s∂
l
s (log Ω− log ΩSch)
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, l)r0
(r0 + ts0)
2+l
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s ∂
l
s (log Ω− log ΩSch)
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
k≥2
c(n, p, k, l)
(r0 + ts0)
3+l rk−30
ǫ,
‖log ΩSch‖
m,p
˜˜Σt,
◦
g
≤
c(n, p)r0
r0 + tδm
(tδm +
tδo)r0
r0 + ts0
,
∥∥∥∂ks log ΩSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)r0(r0 + ts0)1+k ,∥∥∥∂ls log ΩSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)1+l
(tδm +
tδo)r0
r0 + ts0
,
∥∥∥∂ks ∂ls log ΩSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)r0(r0 + ts0)1+k+l ,∥∥∥∥∥
˜˜◦
∇ log ΩSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p)
r0 + ts0
(
tδor0
r0 + ts0
+
tδm
tδor0
r0 + ts0
)
,
∥∥∥∥∥
˜˜◦
∇ ∂ks log ΩSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k)
(r0 + ts0)1+k
(
tδor0
r0 + ts0
+
tδm
tδor0
r0 + ts0
)
,
∥∥∥∥∥
˜˜◦
∇ ∂
l
s log ΩSch
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, l)
(r0 + ts0)1+l
(
tδor0
r0 + ts0
+
tδm
tδor0
r0 + ts0
)
,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s ∂
l
s log ΩSch
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, k, l)
(r0 + tδm)1+k+l
( tδor0
r0 + ts0
+
tδm
tδor0
r0 + ts0
)
,
‖b‖m,p˜˜Σt,
◦
g
≤
c(n, p)r0
(r0 + ts0)3
ǫ(tδm +
tδo)r0,
∥∥∥∂ks b∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + s)3 rk−20 ǫ,(614) ∥∥∥∂lsb∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)3+l ǫ(tδm + tδo)r0,
∥∥∥∂ks ∂lsb∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + s)3+l rk−20 ǫ,
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∥∥∥g/− r2Sch◦g∥∥∥m,p˜˜Σt,◦g ≤ c(n, p)(r0 + ts0)2ǫ,
∥∥∥∂ks (g/ − r2Sch◦g)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)r1−k0 ǫ,
(615)
∥∥∥∂ls (g/ − r2Sch◦g)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)(r0 + ts0)1−lr0ǫ,∥∥∥∂ks ∂ls (g/ − r2Sch◦g)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)1−lr1−k0 ǫ,∥∥∥r2Sch◦g∥∥∥m,p˜˜Σt,◦g ≤ c(n, p)(r0 + ts0)2,∥∥∥∂ks r2Sch◦g∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)k−2
ts0 +
tδor0
r0 + ts0∥∥∥∂lsr2Sch◦g∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)(r0 + ts0)l−2 ,
∥∥∥∂ks ∂lsr2Sch◦g∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)k+l−2 ,∥∥∥∥∥
˜˜◦
∇
(
g/− r2Sch
◦
g
)∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤ c(n, p)(r0 + ts0)
2ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s
(
g/− r2Sch
◦
g
)∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤ c(n, p, k)(r0 + ts0)r
1−k
0 ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂ls
(
g/ − r2Sch
◦
g
)∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤ c(n, p, l)(r0 + ts0)
1−lr0ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂ks ∂
l
s
(
g/ − r2Sch
◦
g
)∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤ c(n, p, k, l)(r0 + ts0)
1−lr1−k0 ǫ,
∥∥∥∥∥
˜˜◦
∇ r2Sch
◦
g
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤ c(n, p)(r0 + ts0)
2
(
(ts0 + δor0)
tδor0
(r0 + ts0)2
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s r
2
Sch
◦
g
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, k)
(r0 + ts0)k−2
(
(ts0 + δor0)
tδor0
(r0 + ts0)2
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂lsr
2
Sch
◦
g
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, l)
(r0 + ts0)l−2
(
tδor0
r0 + ts0
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s ∂
l
sr
2
Sch
◦
g
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, k, l)
(r0 + ts0)k+l−2
(
tδor0
r0 + ts0
+ tδo
)
,
‖ω − ωSch‖
m,p
˜˜Σt,
◦
g
≤
c(n, p)r0
(r0 + ts0)
2 ǫ,
∥∥∥∂ks (ω − ωSch)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)3 rk−20 ǫ,(616) ∥∥∥∂ls (ω − ωSch)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)2+l ǫ,
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∥∥∥∂ks ∂ls (ω − ωSch)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)3+l rk−20 ǫ,
‖ωSch‖
m,p
˜˜Σt,
◦
g
≤
c(n, p)r0
(r0 + ts0)
2 ,
∥∥∥∂ksωSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)r0(r0 + ts0)2+k ,∥∥∥∂lsωSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)2+l ,
∥∥∥∂ks ∂lsωSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)r0(r0 + ts0)2+k+l ,∥∥∥∥∥
˜˜◦
∇ (ω − ωSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p)r0
(r0 + ts0)
2 ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s (ω − ωSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k)
(r0 + ts0)
3 rk−20
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
l
s (ω − ωSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, l)r0
(r0 + ts0)
2+l
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂ks ∂
l
s (ω − ωSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k, l)
(r0 + ts0)
3+l rk−20
ǫ,
∥∥∥∥∥
˜˜◦
∇ ωSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p)r0
(r0 + ts0)
2
( tδor0
r0 + ts0
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂ksωSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k)r0
(r0 + ts0)
2+k
(
tδor0
r0 + ts0
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂
l
sωSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, l)r0
(r0 + ts0)
2+l
( tδor0
r0 + ts0
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂ks ∂
l
sωSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k, l)r0
(r0 + ts0)
2+k+l
(
tδor0
r0 + ts0
+ tδo
)
,
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‖ω − ωSch‖
m,p
˜˜Σt,
◦
g
≤
c(n, p)r0
(r0 + ts0)
2 ǫ,
∥∥∥∂ks (ω − ωSch)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)3 rk−20 ǫ,∥∥∥∂ls (ω − ωSch)∥∥∥m,p,l˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)2+l ǫ,∥∥∥∂ks ∂ls (ω − ωSch)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)3+l rk−20 ǫ,
‖ωSch‖
m,p
˜˜Σt,
◦
g
≤
c(n, p)r0
(r0 + ts0)2
(tδm +
tδo)r0
r0 + ts0
,
∥∥∥∂ksωSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)r0(r0 + ts0)2+k ,∥∥∥∂lsωSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)2+l
(tδm +
tδo)r0
r0 + ts0
,
∥∥∥∂ks ∂lsωSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)r0(r0 + ts0)2+k+l ,∥∥∥∥∥
˜˜◦
∇ (ω − ωSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p)r0
(r0 + ts0)
2 ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂ks (ω − ωSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k)
(r0 + ts0)
3 rk−20
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
l
s (ω − ωSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, l)r0
(r0 + ts0)
2+l
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s ∂
l
s (ω − ωSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k, l)
(r0 + ts0)
3+l rk−20
ǫ,
∥∥∥∥∥
˜˜◦
∇ ωSch
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p)r0
(r0 + ts0)2
(tδo +
tδm
tδo)r0
r0 + ts0
,
∥∥∥∥∥
˜˜◦
∇ ∂ksωSch
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, k)r0
(r0 + ts0)
2+k
(
tδor0
r0 + ts0
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂
l
sωSch
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, l)r0
(r0 + ts0)2+l
(tδo +
tδm
tδo)r0
r0 + ts0
,
∥∥∥∥∥
˜˜◦
∇ ∂ks ∂
l
sωSch
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p, k, l)r0
(r0 + ts0)
2+k+l
(
tδor0
r0 + ts0
+ tδo
)
,
‖η‖m,p˜˜Σt,
◦
g
≤
c(n, p)r0
r0 + ts0
ǫ,
∥∥∥∂ks η∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)rk−10 ǫ,(617) ∥∥∥∂lsη∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)1+l ǫ,
∥∥∥∂ks ∂lsη∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)1+lrk−10 ǫ,
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∥∥η∥∥m,p˜˜Σt,◦g ≤ c(n, p)r0r0 + ts0 ǫ,
∥∥∥∂ks η∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)rk−10 ǫ,(618) ∥∥∥∂lsη∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)1+l ǫ,
∥∥∥∂ks ∂lsη∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)1+lrk−10 ǫ,
‖trχ− trχSch‖
m,p
˜˜Σt,
◦
g
≤
c(n, p)
r0 + ts0
(
ǫts0 + ǫ(
tδm +
tδo)r0
r0 + ts0
+ ǫtδo
)
,
(619)
∥∥∥∂ks (trχ− trχSch)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)2rk−10 ǫ,
∥∥∥∂ls (trχ− trχSch)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)(r0 + ts0)1+l ǫ,∥∥∥∂ks ∂ls (trχ− trχSch)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)2+lrk−10 ǫ,
‖trχSch‖
m,p
˜˜Σt,
◦
g
≤
c(n, p)
r0 + ts0
(
ts0
r0 + ts0
+ tδo
)
,
∥∥∥∂ks trχSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)1+k
(
ts0
r0 + ts0
+ tδo
)
,
∥∥∥∂lstrχSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)(r0 + ts0)1+l ,
∥∥∥∂ks ∂lstrχSch∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)1+k+l ,∥∥∥∥∥
˜˜◦
∇ (trχ− trχSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p)
r0 + ts0
(
ǫts0 + ǫ(
tδm +
tδo)r0
r0 + ts0
+ ǫtδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂ks (trχ− trχSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k)
(r0 + ts0)2r
k−1
0
ǫ
∥∥∥∥∥
˜˜◦
∇ ∂
l
s (trχ− trχSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, l)
(r0 + ts0)1+l
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂ks ∂
l
s (trχ− trχSch)
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k, l)
(r0 + ts0)2+lr
k−1
0
ǫ,
∥∥∥∥∥
˜˜◦
∇ trχSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p)
r0 + ts0
(
ts0
tδor0
(r0 + ts0)2
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s trχSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k)
(r0 + ts0)1+k
(
ts0
sδor0
(r0 + ts0)2
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂lstrχSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, l)
(r0 + ts0)1+l
(
tδor0
r0 + ts0
+ tδo
)
,
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˜˜◦
∇ ∂
k
s ∂
l
strχSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k, l)
(r0 + ts0)1+k+l
(
tδor0
r0 + ts0
+ tδo
)
,
∥∥∥trχ− trχ
Sch
∥∥∥m,p˜˜Σt,◦g ≤ c(n, p)r0(r0 + ts0)2 ǫ,
∥∥∥∂ks (trχ− trχSch
)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)3rk−20 ǫ,
(620)
∥∥∥∂ls (trχ− trχSch
)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r0(r0 + ts0)2+l ǫ,∥∥∥∂ks ∂ls (trχ− trχSch
)∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)3+lrk−20 ǫ,∥∥∥trχ
Sch
∥∥∥m,p˜˜Σt,◦g ≤ c(n, p)r0 + ts0 ,
∥∥∥∂ks trχSch
∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)1+k ,∥∥∥∂lstrχSch
∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)(r0 + ts0)1+l ,
∥∥∥∂ks ∂lstrχSch
∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)1+k+l ,∥∥∥∥∥
˜˜◦
∇
(
trχ− trχ
Sch
)∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p)r0
(r0 + ts0)2
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂ks
(
trχ− trχ
Sch
)∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k)
(r0 + ts0)3r
k−2
0
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂ls
(
trχ− trχ
Sch
)∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, l)r0
(r0 + ts0)2+l
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s ∂
l
s
(
trχ− trχ
Sch
)∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k, l)
(r0 + ts0)3+lr
k−2
0
ǫ,
∥∥∥∥∥
˜˜◦
∇ trχSch
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤
c(n, p)
r0 + ts0
(
tδor0
r0 + ts0
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s trχSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k)
(r0 + ts0)1+k
(
tδor0
r0 + ts0
+ tδo
)
,
∥∥∥∥∥
˜˜◦
∇ ∂lstrχSch
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, l)
(r0 + ts0)1+l
(
tδor0
r0 + ts0
+ tδo
)
,
∥∥∥∂ks ∂lstrχSch
∥∥∥m−1,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)1+k+l
(
tδor0
r0 + ts0
+ tδo
)
,
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‖χˆ‖m,p˜˜Σt,
◦
g
≤ c(n, p)(r0 + ts0)ǫ,
∥∥∥∂ks χˆ∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k)(r0 + ts0)rk0 ǫ,(621) ∥∥∥∂lsχˆ∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)(r0 + ts0)l−1 ǫ,
∥∥∥∂ks ∂lsχˆ∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, k, l)(r0 + ts0)l−1rk0 ǫ,∥∥∥∥∥
˜˜◦
∇ χˆ
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤ c(n− 1, p)(r0 + ts0)ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂ks χˆ
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k)(r0 + ts0)
rk0
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
l
sχˆ
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, l)
(r0 + ts0)l−1
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s ∂
l
sχˆ
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, k, l)
(r0 + ts0)l−1rk0
ǫ,
∥∥χˆ∥∥m,p˜˜Σt,◦g ≤ c(n, p)r0ǫ
∥∥∂sχˆ∥∥m,p˜˜Σt,◦g ≤ c(n, p)ǫ,(622) ∥∥∥∂ks χˆ∥∥∥m,p˜˜Σt,◦g ≤k≥2 c(n, p, k)r1−k0 ǫ,
∥∥∥∂lsχˆ∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r
3
2
0
(r0 + ts0)
1
2
+l
ǫ,
∥∥∥∂s∂lsχˆ∥∥∥m,p˜˜Σt,◦g ≤ c(n, p, l)r
3
2
0
(r0 + ts0)
3
2
+l
ǫ,
∥∥∥∂ks ∂lsχˆ∥∥∥m,p˜˜Σt,◦g ≤k≥2 c(n, p, k, l)(r0 + ts0)2+lrk−30 ǫ,∥∥∥∥∥
˜˜◦
∇ χˆ
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤ c(n, p)r0ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂sχˆ
∥∥∥∥∥
m,p
˜˜Σt,
◦
g
≤ c(n, p)ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s χˆ
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
k≥2
c(n, p, k)r1−k0 ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
l
sχˆ
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, l)r
3
2
0
(r0 + ts0)
1
2
+l
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂s∂
l
sχˆ
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
c(n, p, l)r
3
2
0
(r0 + ts0)
3
2
+l
ǫ,
∥∥∥∥∥
˜˜◦
∇ ∂
k
s ∂
l
sχˆ
∥∥∥∥∥
m−1,p
˜˜Σt,
◦
g
≤
k≥2
c(n, p, k, l)
(r0 + ts0)2+lr
k−3
0
ǫ.
Proof. By the Sobolev embedding theorem, we have
∣∣∣∣∣t˜˜f − t˜˜f
◦
g
∣∣∣∣∣ ≤ c(n, p)
∥∥∥ ˜˜d/ t˜˜f∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)tδor0,(623) ∣∣∣∣∣t˜˜f − t˜˜f
◦
g
∣∣∣∣∣ ≤ c(n, p)
∥∥∥ ˜˜d/ t˜˜f∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)tδo(r0 + ts0),(624)
which implies that on ˜˜Σt ∣∣∣t˜˜f ∣∣∣ ≤ tδmr0 + c(n, p)tδor0,(625) ∣∣∣t˜˜f ∣∣∣ ≤ ts0 + c(n, p)tδo(r0 + ts0).(626)
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Then we get the estimates of the background quantities by lemma C.2 and the assump-
tions on the metric ǫ-close to Schwarzschild. For example,
‖log Ω− log ΩSch‖
m,p
˜˜Σt,
◦
g
(627)
≤ sup
s,s
‖log Ω− log ΩSch‖
m,∞
Σs,s
+ c(n, p)tδor0


∑
t+h≤m,h≥1
sup
s,s
∥∥∥∥ ◦∇t Lh∂s (log Ω− log ΩSch)
∥∥∥∥
∞
Σs,s


+ c(n, p)tδo(r0 + ts0)


∑
t+h≤m,h≥1
sup
s,s
∥∥∥∥ ◦∇t Lh∂s (log Ω− log ΩSch)
∥∥∥∥
∞
Σs,s


+ c(n, p)tδo(r0 + ts0)
tδor0


∑
t+h+h≤m,
h≥1,h≥1
sup
s,s
∥∥∥∥ ◦∇t Lh∂sLh∂s (log Ω− log ΩSch)
∥∥∥∥
∞
Σs,s


≤
c(n, p)ǫ
r0 + ts0
+ c(n, p)tδor0
ǫr0
(r0 + ts0)2
+ c(n, p)tδo(r0 + ts0)
ǫr0
(r0 + ts0)2
+ c(n, p)tδo(r0 + ts0)
tδor0
ǫr20
(r0 + ts0)3
≤
c(n, p)
r0 + ts0
(
ǫ+
ǫtδor0
r0 + ts0
+
ǫtδo(r0 + ts0)
r0 + ts0
)
≤
c(n, p)
r0 + ts0
ǫ
All the other estimates are similar. 
Now we can estimate the vector fields t ˜˜X and the term t ˜˜re in the propagation equation
(161) of
˜˜◦
∆ t˜˜f .
Lemma C.4. t˜˜f satisfies the following estimates on ˜˜Σt,
(628)
∥∥∥ ˜˜d/ t˜˜f∥∥∥n+1,p˜˜Σt,◦g ≤ tδo(r0 + ts0) ≤ r0 + ts0,
∣∣∣∣∣t˜˜f
◦
g
∣∣∣∣∣ = ts0 = ts0
where
(629) tδo ≤
t(r0 + s0)
r0 + ts0
δo ≤ 2δo.
Lemma C.5 (Estimates of the terms
˜˜
f, t˜˜ei
˜˜
fi, t˜˜e
i ˜˜fi, tb
i ˜˜fi, ˜˜ε, ˜˜e
it˜˜f
i
, ˜˜eit˜˜f
i
, bit˜˜f
i
,
∣∣˜˜e∣∣2 , ˜˜e·˜˜e, ∣∣˜˜e∣∣2).
Under the bootstrap assumption 4.10 of t˜˜f , we have the following estimates of the terms
˜˜f, t˜˜ei ˜˜fi, t˜˜e
i ˜˜fi, tb
i ˜˜fi, ˜˜ε, ˜˜e
it˜˜f
i
, ˜˜eit˜˜f
i
, bit˜˜f
i
,
∣∣˜˜e∣∣2 , ˜˜e · ˜˜e, ∣∣˜˜e∣∣2
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on ˜˜Σt,
∥∥∥ ˜˜f∥∥∥n+2,p˜˜Σt,◦g ≤ s0 + r0δo,(630) ∥∥∥t˜˜ei ˜˜fi∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)(r0 + ts0)2 t(r0 + s0)δotδor0 ≤
c(n, p)co
r0 + ts0
δoδo,(631) ∥∥∥t˜˜ei ˜˜fi∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)δ2o ,(632) ∥∥∥tbi ˜˜fi∥∥∥n+1,p˜˜Σt,◦g ≤ c(n, p)r0(r0 + ts0)3 ǫ(tδm + tδo)r0t(r0 + s0)δo,(633)
≤
c(n, p)r20
(r0 + ts0)2
ǫδo(cm,mδm + cm,oδ
2
o + coδo)∥∥∥˜˜ei t˜˜f
i
∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)(r0 + ts0)2 δot(r0 + s0)tδor0 ≤
c(n, p)cor0
r0 + ts0
δoδo,(634) ∥∥∥˜˜eit˜˜f
i
∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)(r0 + ts0)2 tδ2or20 ≤
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o,(635) ∥∥∥bi t˜˜f
i
∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)r0(r0 + ts0)3 ǫ(tδm + tδo)r0tδor0(636)
≤
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo∥∥∥∣∣˜˜e∣∣2∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)δ2o ,(637) ∥∥˜˜e · ˜˜e∥∥n,p˜˜Σt,◦g ≤ c(n, p)(r0 + ts0)2 t(r0 + s0)δotδor0 ≤
c(n, p)cor0
r0 + ts0
δoδo,(638) ∥∥∥∣∣˜˜e∣∣2∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)(r0 + ts0)2 tδ2or20 ≤
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o,(639)
∥∥˜˜ε∥∥n,p˜˜Σt,◦g ≤ c(n, p)(r0 + ts0)2 tδ2or20 ≤
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o.(640)
Lemma C.6 (Estimates of the partial differentials of F and ˜˜ε). Under the bootstrap
assumption 4.10 of t˜˜f , we have the following estimates of the partial differentials of F
and ˜˜ε
∂ ˜˜
f
F, ∂
t˜˜ei
˜˜
fi
F, ∂
t˜˜ei
˜˜
fi
F, ∂
tbi
˜˜
fi
F, ∂˜˜εF, ∂˜˜eit˜˜f
i
F, ∂˜˜eit˜˜f
i
F, ∂
bi t˜˜f
i
F, ∂
|˜˜e|
2
˜˜ε, ∂˜˜e·˜˜e
˜˜ε, ∂
|˜˜e|
2
˜˜ε
on ˜˜Σt,
∥∥∥∂ ˜˜
f
F
∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)c
2
or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo,(641)
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∥∥∥∂
t˜˜ei
˜˜
fi
F
∥∥∥n,p˜˜Σt,◦g ≤ (s0 + r0δo) ·
(642)
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
,
∥∥∥∂
t˜˜ei ˜˜fi
F
∥∥∥n,p˜˜Σt,◦g ≤ (s0 + r0δo) · c(n, p)c
2
or
2
0
(r0 + ts0)2
δ2o·
(643)
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
,
∥∥∥∂
tbi ˜˜fi
F
∥∥∥n,p˜˜Σt,◦g ≤ (s0 + r0δo) ·
(644)
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
,
∥∥∥∂˜˜εF∥∥∥n,p˜˜Σt,◦g ≤ c(n, p) (s0 + r0δo) ,(645) ∥∥∥∥∂˜˜eit˜˜f
i
F
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ (s0 + r0δo) ·
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o,(646) ∥∥∥∥∂˜˜eit˜˜f
i
F
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ c(n, p) (s0 + r0δo) ,(647) ∥∥∥∥∂bit˜˜f
i
F
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ c(n, p) (s0 + r0δo) ,(648)
∥∥∥∥∂|˜˜e|2˜˜ε
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o
}2
,(649)
∥∥∥∂˜˜e·˜˜e˜˜ε∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)c
2
or
2
0
(r0 + ts0)2
δ2o,(650) ∥∥∥∥∂|˜˜e|2˜˜ε
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ c(n, p),(651)
∥∥∥∥∂˜˜εF · ∂|˜˜e|2˜˜ε
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ (s0 + r0δo) ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o
}2
,(652)
∥∥∥∂˜˜εF · ∂˜˜e·˜˜e˜˜ε∥∥∥n,p˜˜Σt,◦g ≤ (s0 + r0δo) · c(n, p)c
2
or
2
0
(r0 + ts0)2
δ2o,(653) ∥∥∥∥∂˜˜εF · ∂|˜˜e|2˜˜ε
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ c(n, p) (s0 + r0δo) .(654)
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We have the following estimates of the second order partial differentials of F and ˜˜ε on
˜˜Σt,
∥∥∥∂2˜˜f,tbit˜˜fiF
∥∥∥n,p
˜˜Σt,
◦
g
,
∥∥∥∥∂2˜˜f,t˜˜eit˜˜fiF
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo,
(655)
∥∥∥∂2˜˜f,t˜˜eit˜˜fiF
∥∥∥n,p
˜˜Σt,
◦
g
≤
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
,
(656)
∥∥∥∥∂2˜˜f,˜˜eit˜˜f
i
F
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o
(657)
∥∥∥∥∂2˜˜f,˜˜ei t˜˜f
i
F
∥∥∥∥
n,p
˜˜Σt,
◦
g
,
∥∥∥∥∂2˜˜f,bit˜˜f
i
F
∥∥∥∥
n,p
˜˜Σt,
◦
g
,
∥∥∥∥∂2˜˜f,˜˜εF
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ c(n, p)
(658)
∥∥∂2a,bF∥∥n,p˜˜Σt,◦g ≤ (s0 + r0δo) ·
(659)
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
, a, b = tbit
˜˜
fi, t˜˜e
it˜˜fi
∥∥∥∥∂2a,˜˜eit˜˜f
i
F
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ (s0 + r0δo) ·
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o, a = tb
it˜˜fi, t˜˜e
it˜˜fi
(660)
∥∥∥∂2
a,t˜˜eit
˜˜
fi
F
∥∥∥n,p
˜˜Σt,
◦
g
≤ (s0 + r0δo) ·
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o·
(661)
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
, a = tbit˜˜fi, t˜˜e
it˜˜fi
∥∥∂2a,bF∥∥n,p˜˜Σt,◦g ≤ c(n, p) (s0 + c(n, p)(r0 + s0)δo) , a = tbit˜˜fi, t˜˜eit˜˜fi, b = ˜˜ε, bit˜˜f i, ˜˜eit˜˜f i,
(662)
∥∥∥∥∂2˜˜eit˜˜f
i
,˜˜ε
F
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ c(n, p) (s0 + c(n, p)(r0 + s0)δo) ,
(663)
∥∥∥∥∂2˜˜eit˜˜f
i
,t˜˜eit˜˜fi
F
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ c(n, p) (s0 + c(n, p)(r0 + s0)δo)
(
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o
)2
,
(664)
∥∥∥∥∂2t˜˜eit˜˜fi,˜˜εF
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ (s0 + r0δo) ·
(665)
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
,
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(666) ∥∥∥∂2
t˜˜eit˜˜fi,a
F
∥∥∥n,p
˜˜Σt,
◦
g
≤ (s0 + r0δo) ·
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o,(667) ∥∥∥∂2˜˜ε,aF
∥∥∥n,p˜˜Σt,◦g ≤ (r0 + c(n, p)δo(r0 + s0)) · c(n, p)δ2o , a = ˜˜ε, bit˜˜f i, ˜˜ei t˜˜f i,(668) ∥∥∥∥∂2|˜˜e|2,|˜˜e|2˜˜ε
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤
c(n, p)(r0 + s0)
2t2
(r0 + ts0)2
δ2o(669) ∥∥∥∥∂2|˜˜e|2,˜˜e·˜˜e˜˜ε
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ c(n, p),
∥∥∥∥∂2|˜˜e|2,|˜˜e|2˜˜ε
∥∥∥∥
n,p
˜˜Σt,
◦
g
,
∥∥∥∂2˜˜e·˜˜e,˜˜e·˜˜e˜˜ε
∥∥∥n,p˜˜Σt,◦g ≤ c(n, p)c
2
or
2
0
(r0 + ts0)2
δ2o,(670) ∥∥∥∥∂2˜˜e·˜˜e,|˜˜e|2˜˜ε
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤
c(n, p)c4or
4
0
(r0 + ts0)4
δ4o,
∥∥∥∥∂2|˜˜e|2,|˜˜e|2˜˜ε
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤
c(n, p)c6or
6
0
(r0 + ts0)6
δ6o,(671)
Lemma C.7 (Estimate of the vector field t ˜˜X on ˜˜Σt). Under the bootstrap assumption
4.10 of t˜˜f , we have the following estimates on ˜˜Σt,
∥∥∥∂
t˜˜ei ˜˜fi
F · t
˜˜
fk
[
−2Ω2
(
B−1
)i
j
(
g/−1
)jk]∥∥∥n,p˜˜Σt,◦g
(672)
≤ (s0 + r0δo) ·{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
·
c(n, p)
r0 + ts0
δo,
∥∥∥∥∂bit˜˜f
i
F · bi
∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ (s0 + r0δo) ·
c(n, p)r0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)r0
(673)
∥∥∥∥∂˜˜eit˜˜f
i
F ·
{
˜˜ei − 2Ω2
(
B−1
)i
j
(
g/−1
)jk t˜˜f
k
}∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ (s0 + r0δo) ·
c(n, p)cor0
(r0 + ts0)2
δo,
(674)
∥∥∥∥∂˜˜εF · ∂|˜˜e|2˜˜ε ·
[
8Ω4 t˜˜f
l
(
B−1
)l
k
(
g/−1
)jk (
B−1
)i
j
]∥∥∥∥
n,p
˜˜Σt,
◦
g
≤ (s0 + r0δo) ·
c(n, p)cor0
(r0 + ts0)2
δo,
(675)
∥∥∥∂˜˜εF · ∂˜˜e·˜˜e˜˜ε · [4Ω4 t ˜˜fl (B−1)lk (g/−1)jk (B−1)ij
]∥∥∥n,p˜˜Σt,◦g
(676)
≤ (s0 + r0δo) ·
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o ·
c(n, p)
r0 + ts0
δo.
We have the following estimate of t ˜˜X on ˜˜Σt,∣∣∣∣∣
˜˜◦
div t ˜˜X
∣∣∣∣∣ ,
∥∥∥t ˜˜X∥∥∥n,p˜˜Σt,◦g(677)
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≤ (s0 + r0δo) ·{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
·
c(n, p)
r0 + ts0
δo
+ (s0 + r0δo) ·
c(n, p)r0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)r0
+ (s0 + r0δo) ·
c(n, p)cor0
(r0 + ts0)2
δo,
and
∫ ta
0
∣∣∣∣∣
˜˜◦
div t ˜˜X
∣∣∣∣∣ dt ≤c(n, p){c2oδ2o + coǫ(cm,mδm + cm,oδ2o + coδo)δo} δota
(678)
+ c(n, p)
{
ǫ(cm,mδm + cm,oδ
2
o + coδo) + ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
ta
+ c(n, p)δota.
Proof. All the estimates follows from the bootstrap assumption and the previous lemmas.
The last estimate of the integration is proved in two cases s0 ≤ r0 and s0 > r0 by direct
calculations. 
Lemma C.8 (Estimate of the term t ˜˜re). Under the bootstrap assumption 4.10 of t˜˜f , we
have the following estimates
∥∥∥∥∥∂ ˜˜fF ·
˜˜◦
∆
˜˜f
∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
≤
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
· (r0 + s0)δo,
(679)
∥∥∥∥∥∂t ˜˜fi˜˜eiF ·
{
˜˜◦
∆
(
t ˜˜fi˜˜e
i
)
− t ˜˜fk
[
−2Ω2
(
B−1
)i
j
(
g/−1
)jk]( ˜˜◦
∆ t˜˜f
)
i
}∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(680)
≤ (s0 + r0δo) ·{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
·
c(n, p)co
r0 + ts0
δoδo,
∥∥∥∥∥∂t˜˜ei ˜˜fiF ·
˜˜◦
∆
(
t˜˜ei
˜˜
fi
)∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(681)
≤ (s0 + r0δo) ·
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o·{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
· c(n, p)δ2o ,
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∥∥∥∥∥∂tbi ˜˜fiF ·
˜˜◦
∆
(
tbi
˜˜
fi
)∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(682)
≤ (s0 + r0δo) ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
·
c(n, p)r20
(r0 + ts0)2
ǫδo(cm,mδm + cm,oδ
2
o + coδo),
∥∥∥∥∥∂˜˜εF · ∂|˜˜e|2˜˜ε ·
{
˜˜◦
∆
∣∣˜˜e∣∣2 − 8Ω4 t˜˜f
l
(
B−1
)l
k
(
g/−1
)jk (
B−1
)i
j
(
˜˜◦
∆
t˜˜f
)
i
}∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(683)
≤ c(n, p) (s0 + r0δo) ·
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o,
∥∥∥∥∥∂˜˜εF · ∂˜˜e·˜˜e˜˜ε ·
{
˜˜◦
∆
(
˜˜e · ˜˜e
)
− 4Ω4 t ˜˜fl
(
B−1
)l
k
(
g/−1
)jk (
B−1
)i
j
(
˜˜◦
∆ t˜˜f
)
i
}∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(684)
≤ (s0 + r0δo) ·
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o ·
c(n, p)cor0
r0 + ts0
δoδo,
∥∥∥∥∥∂˜˜ei t˜˜f iF ·
{
˜˜◦
∆
(
˜˜eit˜˜f
i
)
−
[
˜˜ei − 2Ω2
(
B−1
)i
j
(
g/−1
)jk t˜˜f
k
]( ˜˜◦
∆
t˜˜f
)
i
}∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(685)
≤ c(n, p) (s0 + r0δo) ·
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o,
∥∥∥∥∥∂˜˜ei t˜˜f iF ·
{
˜˜◦
∆
(
˜˜eit˜˜f
i
)
− ˜˜ei
(
˜˜◦
∆
t˜˜f
)
i
}∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(686)
≤ (s0 + r0δo) ·
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o ·
c(n, p)cor0
r0 + ts0
δoδo,
∥∥∥∥∥∂bi t˜˜f iF ·
{
˜˜◦
∆
(
bit˜˜f
i
)
− bi
(
˜˜◦
∆ t˜˜f
)
i
}∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(687)
≤ (s0 + r0δo) ·
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo,
∥∥∥∥∥∂2a,fF ·
˜˜◦
∇i a
˜˜◦
∇
i
f
∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(688)
≤ c(n, p)(r0 + s0)δo ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
,
a = t˜˜ei
˜˜
fi, t˜˜e
i ˜˜fi, tb
i ˜˜fi, ˜˜ε, ˜˜e
i t˜˜f
i
, ˜˜eit˜˜f
i
, bit˜˜f
i
,
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∥∥∥∥∥∂2a,bF ·
˜˜◦
∇i a
˜˜◦
∇
i
b
∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(689)
≤ (s0 + r0δo) ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
·
{
c(n, p)co(r0 + s0)t
(r0 + ts0)2
δoδo +
c(n, p)r20(r0 + s0)t
(r0 + ts0)3
ǫδo(cm,mδm + cm,oδ
2
o + coδo)
}2
,
a, b = t˜˜ei ˜˜fi, tb
i ˜˜fi, ˜˜e
i t˜˜f
i
, t˜˜eit˜˜f
i
,
∥∥∥∥∥∂2a,bF ·
˜˜◦
∇i a
˜˜◦
∇
i
b
∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(690)
≤ c(n, p)(s0 + r0δo) ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
·{
c(n, p)co
r0 + ts0
δoδo +
c(n, p)r20(r0 + s0)t
(r0 + ts0)3
ǫδo(cm,mδm + cm,oδ
2
o + coδo)
}
,
a = ˜˜ε, ˜˜eit˜˜f
i
, bit˜˜f
i
, b = t˜˜ei ˜˜fi, tb
i ˜˜fi, ˜˜e
i t˜˜f
i
,
∥∥∥∥∥∂2a,t˜˜ei ˜˜fiF ·
˜˜◦
∇i a
˜˜◦
∇
i (
t˜˜ei ˜˜fi
)∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(691)
≤ c(n, p)(s0 + r0δo) ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}2
δ2o ,
a = ˜˜ε, ˜˜eit˜˜f
i
, bit˜˜f
i
,
∥∥∥∥∥∂2a,˜˜εF ·
˜˜◦
∇i a
˜˜◦
∇
i
˜˜ε
∥∥∥∥∥
n−1,p
˜˜Σt,
◦
g
(692)
≤ c(n, p)(s0 + r0δo) · c(n, p)δ
2
o ·{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}2
, a = ˜˜ε, ˜˜eit˜˜f
i
, bit˜˜f
i
.
We have the following estimate of t ˜˜re on ˜˜Σt,
∥∥∥t ˜˜re∥∥∥n−1,g˜˜Σt,◦g ≤ (s0 + r0δo) ·
{
c(n, p)c2or
2
0
(r0 + ts0)2
δ2o +
c(n, p)cor
3
0
(r0 + ts0)3
ǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
,
(693)
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0
∥∥∥t ˜˜re∥∥∥n−1,p˜˜Σt,◦g dt ≤ c(n, p)
{
c2oδ
2
o + coǫ(cm,mδm + cm,oδ
2
o + coδo)δo
}
r0ta.(694)
Then by the above lemmas of t ˜˜X and t ˜˜re, we conclude the following lemma for the
propagation equation for
˜˜◦
∆
t˜˜f .
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