Abstract-We proposed an augmented reality (AR) robotic system equipped with intraoperative visual guidance and gesture based control interface. The proposed feature is an enhancement of our AR robotic system. AR robotic system was introduced to the field of interventional medicine to assist surgeons in implementing medical operations under the augmented reality environment. The technique combining dextrous robot and AR guidance provides a new operational mode for surgeons. The introduction of robotic modules is to compliment surgeon's dexterity and to perform specific tasks defined during the surgery. Augmented reality provides additional visualization and interaction absence in a typical clinical environment. The interfacing system includes intraoperative tracking of surgical tools and virtual reconstruction of the visually occluded tool segment, and an intuitive gesture-based human-computer interaction centered on the projected organ. Preliminary experiments show that this novel human-machine interface is effective for surgical intervention.
I. INTRODUCTION
onstant development in surgical techniques has elevated the level of sophistication in interventional therapy. This attempt to minimize invasiveness and perfect treatment outcome made surgical procedures more demanding and complex. Fortunately, accurate diagnosis and precise pre-operative plans are available with the advancement in computer-based medicine. Driven by the need for accuracy and consistency, surgeries are increasingly equipped with technologies which are computer-based [1] . However, effective and consistent intraoperative execution remains a challenge. Surgeons are constantly faced with operation conditions that put them to extreme visual and dexterous constraints as in the case of minimally invasive surgery. The introduction of augmented reality creates a virtual medium between preoperative plan and intraoperative environment. Coupled with robot assisted surgical system, operation can be executed with more consistency in compliance with surgical plans.
In this paper, we introduce an intraoperative needle guidance mechanism and augmented reality control interface with intuitive human-machine interface (HMI) for large tumor ablation. This feature will be built onto the AR robotic system developed by us previously [2] . The aim of this study focuses on demonstrating the feasibility of an integrated robotic surgical workstation equipped with intuitive AR module for navigational needle guidance in overlapping ablation. Overlapping ablation is an interventional technique for large tumor treatment which requires multiple insertions and re-insertions of needle electrode to generate sufficient ablation coverage for the necrosis of the entire tumor [3, 4] . This clinical application will be discussed in more details in a later section. In addition to the visual augmentation provided, we propose a novel gesture-based human-computer interaction (HCI) approach for machine control and virtual object manipulation.
II. SYSTEM ARCHITECTURE Fig. 1 . System architecture of the AR robotic system Fig 1 shows the system architecture of the proposed AR robotic system. In addition to the rectangular projection robot and serial manipulator needle insertion robot introduced in our earlier work, a secondary projector and stereo-camera system were introduced into the system to realize the intraoperation visualization and augmented reality control interface. Hence, the current system consists of a rectangular robotic projection system with two projectors together with a stereoscopic camera system and a serial manipulator needle insertion robot. In a typical treatment, patient-specific information obtained from preoperative diagnostic phase will be processed to derive the surgical task plan. Subsequently, this will be made available to the computer system responsible for controlling the interface unit for various intraoperative tasks like image projection, object tracking, robotic path planning, command execution etc. The primary projector is responsible for the projection of the patient specific anatomical images including the relevant organ Fig. 2 is an illustration of the enhanced AR robotic workstation. 
III. MATERIALS AND METHODS
A. Calibration of camera-projector system Stereo calibration involves the computation of the rotation matrix, R and translation vector, T between the two cameras. These components represent the geometrical relationship between the two cameras in space. Stereo rectification is the process of "correcting" the individual images so that they appear as if they had been taken by two cameras with row-aligned image planes. With such a rectification, the optical axes (or principal rays) of the two cameras are parallel. Stereo correspondence-matching a 3D point in the two different camera views-can be computed only over the visual areas in which the views of the two cameras overlap. We refer to [5] for our calibration method.
Given this calibration information, the system can compute the location of the 3-D locations of all stereo measurements. For optimal results in the localization and tracking process, we choose to place the cameras high on the support frame with respect to the horizon.
B. Image projection
The implementation of direct projected AR has to overcome several image projection problems including geometric and radiometric distortion. As such, image processing technique such as geometric restoration and radiometric compensation is required for direct AR implementation.
We can obtain the relation from projector to camera with respect to the projected medium [6] :
where the projective points (p, q, 1) T and (u, v, 1) T are the projector image and camera image coordinates respectively. H 1 and H 2 are homographies between projector image coordinates and world coordinates, camera image coordinates and world coordinates respectively.
For an irregular surface, the method of piece-wise projection is then applied to correct the geometric distortion of the projected image. We can approximate the entire contour with a number of planes. Firstly we divide the pattern image containing assigned feature points, such as chessboard with the identifiable edge points, into piece-wise sub-images. In order to avoid the problems of feature point recognition on the projected image we project these pieces in sequence and the homography and the inverse of the homography. Then we project the processed image by applying the respective inverse homographies to restore the geometric distortion in the piecewise manner.
Suppose every block image derived from the original image is , 1,2,3, ,
" n is the number of the blocks. We assign whole image that will be projected with the n block is:
For every block we projected, its homography and the inverse are calculated using:
where the projective points (p mi ˈ q mi ˈ1) T , ( u mi ˈv mi ˈ1 ) T and homographies H 1mi , H -1 2mi represent the same meaning as equation (1) . Every block will be projected sequentially and undistorted.
ThC3.5 C. Intraoperative Tracking
Intraoperative motion tracking is to establish the temporal and spatial awareness necessary for the visual guidance during needle navigation and hand gesture control interface. We adopted a vision-based approach for intraoperative tracking. This approach basically consist of two main tasks namely motion capture of the ablation needle and gesture recognition of the surgeon's hand.
We combined the method of mean-shift and color histogram for tracking implementation in which mean-shift is used to locate region with the most similar distribution of colors. This is the preferred method considering the color of the ablation needle against the typical surgical field background.
A color histogram can provide the target object's color distribution that forms the "example" for next tracking. This involves the conversion of the RGB to HIS (Hue Saturation Value) and the discretization of the image into a number of bins. The color histogram is constructed by counting the number of image pixels in each bin. Fig. 3 illustrates the flow process of constructing the color histogram when tracking [7] .
Fig. 3. Obtaining color histogram
The HSV color space is adopted in our system. We represent the needle in a 1D histogram using only the hue channel in HSV space. We divide the hue channel into 32 bin, which in practice makes the tracker robustly stick to the needle's motion. Additionally the variation of illumination which has a large influence on the color display should also be considered for the division of the color bins.
In order to focus on the targeted region during tracking, the mean shift algorithm is adopted. Mean Shift is applied for a sequence of images (video frame sequence). Assuming all the frames of the video are involved by Mean shift, regarding the former one as the initialization for the search window of next one. The process reiterates itself to execute continuous tracking [8, 9] . Mean shift algorithm does not require prior knowledge of the number of clusters, and does not constrain the shape of the clusters. This approach is particularly robust for tracking application involving robotic needle motion control.
Together with the color histogram, the intraoperative tracking is realized as follows:
A search window with its initial location, shape and size and center of mass is determined. Given n data points 1, 2, 3 , , i n x i = " the multivariate kernel density estimate [10] obtained with kernel K(x) and window radius h is: The density function of color distribution model reaches its stable state at the zeros of the gradient function:
The mean shift vector always points toward the direction of the maximum increase in the density. Based on the center hunting process, targeted model (the needle model) and targeted candidate (next scene with needle model and other objects around) with mean-shift kernel can be constructed by every bin box of the color histogram as followings [11] 
D. Registration and Coordinate Systems Transformation
For effective linkage between virtual models and the real world spatially, spatial registration is essential to support interaction in AR [13] . A forward approach for the computation of the coordinate transformation is formulated as discussed in our previous work [2] . As illustrated in Fig. 2 , the surgical system includes components like the projector, camera, manipulator and Radiofrequency (RF) needles. Hence, kinematic models are derived to represent these components spatially.
The kinematics of the projector manipulation robot is described in [2] . It has four degree of freedom in a Cartesian configuration with two axles of control to position the projector in a plane at a given height and the remaining two to orientate the projector in pitch and yaw fashion. The homogenous transformation matrix is represented as follows: A secondary projector is mounted on to the housing of the primary projector with a five degree of freedom articulating manipulator arm. This passive manipulator can be installed with Intersense TM wireless orientation tracker similar to the serial manipulator. The forward kinematics with respect to the primary projector can therefore be computed. The homogenous matrix relating the secondary projector to the primary projector can be represented as: 0  0   2  2  23  3  234  5  234  5  234  5  234   2  1  2  23  1  3  234  1  5  234  1  5  1  5  234  1  5  1  5 
IV. AUGMENTED REALITY ROBOTIC WORKSTATION

A. Intraoperative Visual Guidance
While sophisticated medical imaging modules are available for comprehensive diagnostic and preoperative plans, the effectiveness of surgical treatment lies in the ability to execute the plan with consistency. As such, intraoperative guidance plays an important role in the success of image guided therapies such as ablation of large tumor. Apart from the patient-specific anatomical models facilitated by the primary projector, navigational guidance will be provided by the implementation of the secondary projector. Having a secondary projector to perform intraoperative AR guidance can solve the problem of projection occlusions more effectively without burdening the rest of the system resources. Fig 6. illustrate the implementation of the two projectors approach for intraoperative visual guidance. ThC3.5
B. Interactive Control Interface
For more intuitive HMI, we proposed a gesture-based control interface. Direct use of operators' hand as input means is popular in interaction technologies. However current technology is limited to glove-based sensing which requires contact and is less spontaneous [14] . Real-time hand gesture and motion capture appears to be a good approach for a interactive control interface for AR robotic surgery. In the operation field where workspace is constrained and limited, an interactive and responsive augmented reality control interface facilitates a smoother workflow. With vision-based tracking and gesture recognition capability surgeons can do away with physically bulky control interface hardware and relay their command by intuitive gesture manipulation. Fig 7 illustrates our proposed hand gesture user interaction system. There are three hand gesture namely for object rotation, object translation and point selection as shown in Fig. 8 . We have conducted various tests on intraoperative projection and tracking. The prototype system consists of a multi-core processor unit, the active components of the robotic modules for projection, image acquisition and needle insertion manipulation as well as various phantom models with different contour and surface texture. Fig. 9 is a view of the prototype system.
Based on preliminary test conducted, the tracking accuracy results of our approach look promising. The intraoperative tracking mechanism is put to test for a specific predefined motion trajectory of our developed robotic end effector needle insertion device [2] . Fig. 9 Prototype system with phantom human model for experimentation. Fig. 10 shows the differences between the track position coordinates and the actual path taken. The mean error of our current system is 0.8 pixel by 1.7 pixel. Depending on the specification of the camera and the operating distance of the image plane and object plane the error in the world coordinate system can be different. In a typical operation range, the planar tracking error approximately translated to an error of 0.8mm by 1.7mm a camera system with resolution of 640 by 480 pixels.
VI. DISCUSSION AND CONCLUSIONS
Large tumor treatment with RF ablation is hard to perform manually. Tumor larger than 3cm will require multiple placements of needle which often compromise on the effect and predictability of the treatment [15] . The complete ablation of large tumor can be achieved by a systematic multiple needle deployment that plot out the required volume of ablation coverage. Dodd et al [4] derived various overlapping ablation models based on computer analysis of RF ablation thermal injury. One of them is the cylindrical model. Though it was found to be less efficient, the model offers ease of control. Most importantly, the systematic nature of the model enables intuitive and flexible execution planning. Further development was carried out by Chen et al [3] in a clinical study of 110 patients to establish the protocol for RF ablation treatment in large liver tumor. The protocol was 
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developed based on a regular prism and polyhedron model. While there has been enormous research effort on the study of overlapping multiple ablations including trajectory planning [16] [17] [18] , the lack of consistency between intraoperative execution and preoperative surgical plan remains a serious bottleneck. Hence, robotic execution is advantageous for the reason of consistency and accuracy. A serial robotic manipulator is capable of executing a trajectory for the cylindrical model described by Dodd et al [4] . The model consists of spherical ablation volumes with uniform lateral intervals between centers of ablation spheres. This systematic row of ablation zone can eventually be extended to an array of larger ablation coverage. Our proposed operation mechanism applied the concept of sub-manipulator system at the distal end of the main manipulator system to execute precise deployment of needle under intra-operative AR guidance so as to cover accurately the entire volume of tumor.
Preliminary results discussed in this paper, suggested feasibility and great potential in the proposed gesture-based user interface. The proposed needle guidance capability is promising as it offers realistic and intuitive intraoperative feedback to surgeon operating based on a preoperative plan. This study can also be further extended to robotic manipulation of other surgical tools. Current needle was modeled as a multi-segmented rigid body. However, our team is also working on the construction of patient-specific anatomical models and tool-tissue interaction models. With the availability of more realistic physic based virtual models, the augmented reality approach in robotic surgery promises more effective treatment and improved outcome.
