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We solve two long standing problems for stochastic descriptions of open quantum system dy-
namics. First, we find the classical stochastic processes corresponding to non-Markovian quantum
state diffusion and non-Markovian quantum jumps in projective Hilbert space. Second, we show
that the diffusive limit of non-Markovian quantum jumps can be taken on the projective Hilbert
space in such a way that it coincides with non-Markovian quantum state diffusion. However, the
very same limit taken on the Hilbert space leads to a completely new diffusive unraveling, which
we call non-Markovian quantum diffusion. Further, we expand the applicability of non-Markovian
quantum jumps and non-Markovian quantum diffusion by using a kernel smoothing technique allow-
ing a significant simplification in their use. Lastly, we demonstrate the applicability of our results
by studying a driven dissipative two level atom in a non-Markovian regime using all of the three
methods.
Introduction.— Deriving and solving the equations of
motion for driven dissipative quantum systems is a noto-
riously hard task, especially in the presence of quantum
memory effects. In this Letter, we open new avenues to
tackle these problems of broad on-going interest. Cur-
rently, state-of-the-art experiments explore driven dissi-
pative open quantum systems [1], non-equilibrium phase
transitions in a Rydberg gas has been observed [2], simu-
lation of general open system dynamics with trapped ions
has been reported [3, 4] – and even the statistical likeli-
hood of a physical process (a statistical arrow of time) has
been experimentally characterized using superconducting
qubit systems [5]. Similar type of open quantum systems
appear also in the context of photosynthesis [6, 7] and in
general in molecular aggregates [8].
One of the main difficulties in analyzing driven open
quantum systems has its origin in the lack of a typical
time scale, such as an energy gap of the system Hamil-
tonian. One possible solution is to try to model the
open system and environment dynamics exactly, as in
non-Markovian quantum state diffusion [9, 10], where a
stochastic Schro¨dinger equation describes the dynamics
of the open system and the effects of the environment
are contained in the statistical properties of the driving
noise. Typically approximation methods are required to
solve the resulting equations of motion [11–13]. This type
of approach has been successfully used to describe en-
ergy [14–16] and charge transport [17, 18] in molecular
aggregates.
Alternatively, starting from a microscopic model an
effective time local master equation can be derived [19]
and unravelled, for example, with non-Markovian quan-
tum jumps [20–22]. Quantum jump methods have been
used earlier, e.g., to study excitonic energy transport
with [23, 24] and without driving [25, 26] and even to
understand singlet fission in molecular crystals, which
may help to design more efficient solar panels [27].
On the theoretical side, our motivation is to look for
the missing connection between the quantum jump [20]
and quantum state diffusion [10] approaches in the non-
Markovian regime – and with the help of these results
expand significantly their applicability of the former for
complex practical problems. First, we formulate both
approaches in the projective Hilbert space, thus extend-
ing the well known results from the Markov [28] to the
non-Markovian regime. Then a diffusive limit of the
quantum jumps is taken in such a way that it coincides
with quantum state diffusion in the projective Hilbert
space and in the non-Markovian regime. Interestingly,
the same limit in Hilbert space results in a completely
new unraveling, which we call non-Markovian quantum
diffusion (see Fig. 1). We enhance the quantum jumps
and quantum diffusion approaches with kernel smoothing
techniques [29], which allows us to handle driven dissipa-
tive systems with quantum memory effects easily. Lastly,
we apply all of the methods to the driven dissipative two
level atom.
Open systems and projective Hilbert space.— A typi-
cal model for open systems in the interaction picture with
respect to environment Hamiltonian HB =
∑
λ ωλa
†
λaλ
is
H(t) =HS(t) +
∑
λ
gλLa
†
λe
iωλt + g∗λL
†aλe−iωλt, (1)
where the creation- and annihilation operators a†λ and
aλ of a bath mode labeled by λ satisfy the bosonic com-
mutation relations [aλ, a
†
µ] = δλµ. We assume that the
coupling operator L is traceless, i.e. tr {L} = 0. In
a projective Hilbert space P(H), each point is associ-
ated with a projector |ψ〉〈ψ| [19, 30]. Given a separable
Hilbert space, coordinates ψi ∈ C on a P(H) can be eas-
ily constructed with respect to a fixed orthonormal basis
as |ψ〉 = ∑i ψi|i〉. For more information on P(H), see
the Supplementary Material [31].
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FIG. 1. Relation between non-Markovian quantum jumps
(NMQJ), non-Markovian quantum diffusion (NMQD) and
non-Markovian quantum state diffusion (NMQSD). In P(H),
NMQJ corresponds to a Liouville master equation (LME),
whereas NMQSD is associated with a 2nd order Kramers-
Moyal expansion (KME2) of the LME. In other words, the
diffusive limit can be taken in such a way that the LME as-
sociated with NMQJ transforms to a KME2 associated with
NMQSD. However, when the very same limit is taken in H,
it results to a completely new unraveling, which we call non-
Markovian Quantum Diffusion (NMQD).
Non-Markovian quantum state diffusion.— Reduced
system dynamics can be represented exactly for a large
class of models, even beyond Eq. (1) [32], with the
following linear non-Markovian quantum state diffusion
(NMQSD) equation
∂t|ψ(t, z∗)〉 = [−iHS(t) + z∗tL] |ψ(t, z∗)〉
− L†
t∫
0
ds α(t− s)δ|ψ(t, z
∗)〉
δz∗s
. (2)
Here, L is the coupling operator between the system and
the bath and HS(t) is an arbitrary Hamiltonian acting on
the open system [9, 10]. NMQSD is driven by a complex
valued colored Gaussian noise z∗t , completely character-
ized by the correlations
M [ztz
∗
s ] = α(t− s), M [z∗t ] = M [ztzs] = 0, (3)
where M [·] is the average over the noise process z∗t . Solu-
tions |ψ(t, z∗)〉 are analytic functionals of the whole noise
process z∗t up to time t.
In the remainder of this Letter, we will make the follow-
ing restriction. We assume that the functional derivative
satisfies, at least approximately [11]
δ
δz∗s
|ψ(z∗, t)〉 = f(t, s)L|ψ(z∗, t)〉. (4)
Eq. (4) guarantees that the mean state will evolve ac-
cording to a closed form master equation. However, the
NMQSD method itself works perfectly well even if no
such master equation exist for the reduced state.
The above stochastic Schro¨dinger equation (2) satisfies
the ordinary rules of calculus since the noise process has
a finite correlation time. The dynamics of the average
state ρ(t) = M [|ψ(z∗, t)〉〈ψ(z∗, t)|] described by Eq. (2)
with assumption (4) reads
ρ˙(t) = −i[HS(t) + S(t)L†L, ρ(t)] + 2γ(t)Lρ(t)L†
− γ(t){L†L, ρ(t)} , (5)
where F (t) = γ(t)+iS(t) and F (t) =
∫ t
0
ds α(t−s)f(t, s).
To look for a connection between NMQSD and non-
Markovian quantum jumps, we first have to derive a rep-
resentation of the former in the projective Hilbert space.
The probability density functional can be expressed as
PQ[ψ, t] = M [δ(ψ − ψ(z∗, t))] . (6)
We show in Sec. S.III of [31], that the probability den-
sity functional satisfies the following second order partial
differential equation
∂tPQ[ψ, t] =
d∑
k=1
∂ψkck(ψ)PQ[ψ, t] + ∂ψ∗kc
∗
k(ψ)PQ[ψ, t]
+
d∑
k,l=1
∂2ψkψ∗l dkl(ψ)PQ[ψ, t], (7)
where the drift and diffusion coefficients are
ck(ψ) = 〈k|
(−iH − F (t)L†L) |ψ〉 and dkl(ψ) =
(F (t) + F ∗(t)) 〈k|L|ψ〉〈ψ|L†|l〉, respectively. NMQSD
thus corresponds to a 2nd order Kramers - Moyal
expansion in P(H) [33]. If the diffusion coefficient
F (t) + F ∗(t) = 2γ(t) is not negative for any time t
the KME2 equation is, in fact, a proper Fokker-Planck
equation [34].
Non-Markovian Quantum Jumps.— Master equa-
tions of the form
ρ˙(t) =− i[HS(t) +
∑
k
sk(t)L
†
kLk, ρ] +
∑
k
2γk(t)LkρL
†
k
− γk(t)
{
L†kLk, ρ(t)
}
, (8)
can be unravelled with non-Markovian quantum jumps
(NMQJ) [20–22], [35]. It is a piecewise deterministic pro-
cess in the Hilbert space of the open system. Here we
present a linear version of the process (LNMQJ) given
by the following Ito stochastic differential equation
|dψ〉 =− iG(t)|ψ〉dt+
∑
k
(Lk − 1)|ψ〉dNk+(t)
+
∫
dψ′ (|ψ′〉 − |ψ〉) dNk−,ψ′(t), (9)
where G(t) = HS(t) +
∑
k sk(t)L
†
kLk − iγk(t)[L†kLk −
1]. Increments of the Poisson processes, dNk+(t) and
dN l−,ψ′(t), are mutually independent dN
k
+(t)dN
l
+(t) =
δkldN
k
+(t), dN
k
−,ψ′(t)dN
l
−,ψ′′(t) = δklδ(ψ
′−ψ′′)dN−,ψ′(t)
and dNk+(t)dN
l
−,ψ′(t) = 0. The mean values of the incre-
ments are E
[
dNk+(t)
]
= 2γk+(t)dt and E
[
dN l−,ψ′(t)
]
=
2γl−(t)
P [ψ′,t]
P [ψ,t] δ(ψ−Llψ′)dt, where γk(t) = γ+k (t)− γ−k (t).
It is easy to see that the average evolution reproduces
Eq. (8).
In NMQJ, the memory effects reside in the jump prob-
ability from a source state ψ to a target state ψ′ via chan-
nel k when γk(t) < 0. In particular, a “reverse jump” can
3occur from ψ to ψ′ iff Lk|ψ′〉 = |ψ〉. The probability of
such jumps depends on the ratio P [ψ′, t]/P [ψ, t]. In or-
der to compute the jump probability, the knowledge of
the whole ensemble is required [20]. This poses a serious
challenge since a state |ψ〉〈ψ| has measure zero in P(H).
We describe later a method to overcome this.
Now, Eq. (5) is equivalent to Eq. (8) with 2m (1 ≤ k ≤
2m) time dependent rates and time independent jump
operators defined as
sk(t) =
s(t)
2m|ξk|2ε2 , γk(t) =
γ(t)
2m|ξk|2ε2 ,
Lk =1 + εξkL, s.t. ξk + ξk+m = 0, (10)
where ξk ∈ C, |ξk| = |ξ| and ε > 0. The deterministic
part G(t) of the quantum jump process in Eq. (9) trans-
forms under (10) to G′(t) = HS(t)+s(t)L†L−iγ(t)L†L+
Θ(t)1. The last term Θ(t) =
∑2m
k=1
s(t)
2m|ξk|2ε2 is a global
phase factor, which can be neglected. If ||εL|| < 1, then
operators Ll are invertible [36]. In this case, the trans-
formed statistics of the Poisson increments eventually be-
come
E
[
dNk+(t)
]
=
γ+(t)
mε2|ξk|2 dt,
E
[
dN l−,ψ′(t)
]
=
γ−(t)
mε2|ξk|2
P [ψ′, t]
P [ψ, t]
δ(L−1l ψ − ψ′)
|detLl||detL†l |
dt.
(11)
Remarkably, after the transformation the increment
dN l−,ψ′(t) does not depend on the target state of the
jump,|ψ′〉, anymore. This arises because a reverse jump
corresponds to a mapping |ψ〉 7→ L−1l |ψ〉 = |ψ′〉, i.e. the
target state of the jump is given by the action of the
inverse operator on the source state |ψ〉.
Therefore, we can write the transformed process as
|dψt〉 =− iG′(t)|ψ〉dt+
∑
k
[
(Lk − 1)|ψt〉dMk+(t)
+
(
Lk
−1 − 1) |ψt〉dMk−(t)
]
, (12)
with mutually independent Poisson increments
dMk± with statistics E
[
dMk+(t)
]
= γ+(t)mε2|ξk|2 dt and
E
[
dMk−(t)
]
= P [Lk
−1ψ,t]
P [ψ,t]| detLk|| detL†k|
γ−(t)
mε2|ξk|2 dt, which are
just relabeled increments of Eq. (11). To assert that this
equation is still valid, we compute the average evolution
of |ψ〉〈ψ| which coincides with the master equation (5)
(see Sec. S.IV of the [31]).
It is worth stressing that when γk(t) < 0, the quan-
tum jumps are given by the inverse jump operator L−1k .
Contrary to the original approach in [20], the quantum
jumps and reverse quantum jumps are exactly inverses of
each other. The quantum memory effects are contained
in the probability for these jumps which still depends on
the ratio P [L−1k ψ, t]/P [ψ, t].
LNMQJ in projective Hilbert space.— In the projec-
tive Hilbert space LNMQJ corresponds to the following
Liouville master equation [22]
∂tP [ψ, t] = i
∑
k
∂ψk (〈k|G′(t)|ψ〉P [ψ, t])
− ∂ψ∗k
(〈ψ|G′†(t)|k〉P [ψ, t])
+
∫
dφ (R[ψ|φ]P [φ, t]−R[φ|ψ]P [ψ, t]) , (13)
where the jump rates R[φ|ψ] are
R[φ|ψ] =
2m∑
k=1
γ+(t)
mε2|ξk|2 δ(φ− Lkψ)
+
γ−(t)
mε2|εk|2
P [φ, t]
P [ψ, t]
δ(ψ − Lkφ). (14)
When comparing the drift terms in Fokker-Planck equa-
tion (7) and in the Liouville master equation (13),
we see that they are equal. The jump part
takes the form
∫
dφ (R[ψ|φ]P [φ, t]−R[φ|ψ]P [ψ, t]) =∑2m
k=1
γ(t)
mε2|ξk|2Fk[ψ]−
2γ(t)
ε2|ξ|2P [ψ, t], where
Fk[ψ] =
P [L−1k ψ, t]
|detLk||detL†k|
. (15)
After expanding Fk[ψ] to second order in ε and assuming
m > 2 we find
∫
dφ (R[ψ|φ]P [φ, t]−R[φ|ψ]P [ψ, t])→∑d
k,l=0 ∂
2
ψkψ∗l
(
2γ(t)〈k|L|ψ〉〈ψ|L†|l〉P [ψ, t]), while  → 0
[37]. We thus have proven the validity of the part
LME
ε→0−−−→ FPE of the diagram in Fig. 1.
Non-Markovian quantum diffusion.— Next we take
the above diffusion limit directly on the piecewise deter-
ministic LNMQJ process in the Hilbert space. Full de-
tails can be found in the Supplement [31]. First, Eq. (12)
is expanded to first order in ε, resulting in
|dψt〉 =− iG′(t)|ψ〉dt+
∑
k
[
ξkL|ψt〉εdMk+(t)
− ξkL|ψt〉εdMk−(t)
]
+O(ε2). (16)
We define new processes dV k± = εdM
k
± − εE
[
dMk±
]
[38] and by using the Ito rules, we have E
[
dV k±
]
=
0, E
[
dV k−dV
l
+
]
= 0 and E
[
dV k+dV
l
+
]
= δkl(εdV
k
+ +
γ+(t)
m|ξk|2 dt). We then define limε→0 dV
k
± = dW
k
±, where
the increments dW k± satisfy the following Ito rules
E
[
dW k±
]
= 0, E
[
dW k−dW
l
+
]
= 0,
E
[
dW k+dW
l
+
]
= δkl
γ+(t)
m|ξk|2 dt, (17)
E
[
dW k−dW
l
−
]
= δkl
γ−(t)
m|ξk|2 dt.
4The goal is now to express the stochastic Schro¨dinger
equation (16) in terms of Wiener increments dW k±. Af-
ter some simplification steps (detailed in the Supple-
ment [31]), we find in the limit ε→ 0
|dψ〉 =
(
− iG′(t) + 2γ−(t)
d∑
n=0
〈ψ|L†|n〉∂ lnP [ψ, t]
∂ψ∗n
L
)
|ψ〉dt
+ L|ψ〉dZ+ − L|ψ〉dZ−, (18)
where dZ± =
∑
k ξkdW
k
±. The complex noise dZ± satis-
fies
E [dZ±] = 0, E [dZ±dZ±] = 0,
E
[
dZ±dZ∗±
]
= 2γ±(t)dt. (19)
The average evolution of NMQD equation (18) corre-
sponds to Eq. (8) as we show in the Supplement [31].
Interestingly, both noises dZ± couple to the system
via L but with a different phase. Nevertheless, both
noise terms produce “sandwich” terms 2γ±(t)LρL†dt on
the average evolution. The drift term with logarithmic
derivative compensates the term 2γ−(t)LρL†dt on av-
erage such that the correct sandwich term 2(γ+(t) −
γ−(t))LρL†dt emerges. The term proportional to the
logarithmic derivative can be seen as the change in the
stochastic entropy of the system which contributes to the
deterministic evolution [39].
Kernel smoothing.— A Gaussian kernel K is defined
K[ψ] =
1
pid+1
e−||ψ||
2
, |ψ〉 ∈ Cd+1. (20)
Given an ensemble of stochastic states {|ψν〉}Mν=1, we
estimate the probability density P [ψ] in the projective
Hilbert space with
Pσ[ψ] =
1
M(σ2pid+1)
M∑
ν=1
K[(ψ − ψν)/σ], (21)
where σ > 0 is a free parameter. A rule of thumb for
choosing the variance is that σ = M
−1
d+5 [29], where d is
the real dimension of the underlying Hilbert space. Using
the estimated density, we can compute the logarithmic
derivative of the density appearing in Eq. (18) as
∂ lnPσ[ψ]
∂ψ∗n
= −
∑M
ν=1 e
−||ψn−ψνn||2 ψn−ψ
ν
n
σ2∑M
ν=1 e
−||ψn−ψνn||2
= −ψn − 〈〈ψn〉〉
σ2
,
(22)
where average 〈〈·〉〉 is taken with respect to distribution
pσ =
1
Z e
− ||ψ−ψν ||2
σ2 , with Z = ∑Mν=1 e−||ψn−ψνn||2 . Ker-
nel estimation can be also used to evaluate the ratios
Pσ[ψ
′]
Pσ [ψ]
=
∑M
ν′=1K[(ψ
′−ψν′ )/σ]∑M
ν=1K[(ψ−ψν)/σ]
. Therefore, after perform-
ing the transformation (10) on the NMQJ and using the
smoothed estimate for P [ψ, t] we can compute the reverse
jump probabilities easily. The reason for this simplifica-
tion is that the target state of the jump is directly given
by the inverse jump operator and the ratio of probabil-
ities for the target and the source state to occur can be
efficiently evaluated from the estimate.
Example: Driven dissipative two level atom.— An
open system with HS =
ω
2 σz +
Ω
2 σx and L = σ− cor-
responds to an amplitude damped two level atom with
driving and is not solvable in closed form. We assume
that the bath correlation function takes the following ex-
ponential form
α(t, s) = g
Γ
2
e−iωc(t−s)−Γ|t−s|, (23)
where Γ is the inverse of the bath correlation time τc =
Γ−1, ωc is the bath resonance frequency and g > 0 is
a dimensionless parameter describing the overall system
bath coupling strength. The limit Γ → ∞ leads to a
singular bath correlation function α(t, s) → gδ(t − s)
and to a Gorini-Kossakowski-Sudarshan-Lindblad mas-
ter equation with time independent decay rate g [40, 41].
The chosen correlation function can emerge from a micro-
scopic model where the driven two level system is placed
inside a leaky cavity near absolute zero temperature such
that thermal excitations can be neglected. When the
bath correlation time is short, Eq. (4) is approximately
true [11]. Within this approximation the NMQSD equa-
tion takes the following form
∂t|ψt(z∗)〉 =− iHS |ψt(z∗)〉+ z∗t σ−|ψt(z∗)〉
− F (t)σ+σ−|ψt(z∗)〉, (24)
with α(t, s) = 〈ztz∗s 〉 being the only non-zero correlation
of the complex noise. Then the average state obeys the
following master equation
∂tρ =− i[ω
2
σz +
Ω
2
σx + s(t)σ+σ,ρ] + 2γ(t)σ+ρσ−
− γ(t){σ+σ−, ρ}, (25)
where γ(t) + is(t) = F (t). The LNMQJ unraveling (25),
in turn, is
d|ψ〉 =− iG(t)|ψ〉dt+
4∑
k=1
εξkσ−|ψ〉dMk+(t)
−
4∑
k=1
εξkσ−|ψ〉dMk−(t), (26)
where ξ1 = 1, ξ2 = −1, ξ3 = i, ξ4 = −i and
G(t) = (HS − iF (t))σ+σ−. The statistics of the Pois-
son increments are E
[
dMk+
]
= γ+(t)2ε2 dt and E
[
dMk−
]
=
P [(1−εξkσ−)ψ,t]
P [ψ,t]
γ−(t)
2ε2 dt. Subsequently, the diffusive limit
of LNMQJ process corresponding to the NMQD process
for this system can be written as
d|ψ〉 =
(
− iG(t) + 2γ−(t)〈ψ|σ+|0〉∂ lnP [ψ, t]
∂ψ∗0
σ−
)
|ψ〉dt
+ σ−|ψ〉(dZ+ − dZ−), (27)
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FIG. 2. Top: Ensemble average over 3000 stochastic tra-
jectories of 〈σx〉 computed with LNMQJ (dotted), NMQD
(dashed) with ε = 1
2
and HOPS (dash dotted) with compar-
ison to the master equation solution (ME). HOPS is a nu-
merically exact method and the reasonable agreement shows
that the approximations leading to the master equation being
unraveled are fairly consistent with the chosen parameters.
Bottom: Normalized expectation value for σz along a single
stochastic trajectory for different values of ε using LNMQJ.
The initial state is |+〉 =
√
1
2
(|0〉+ |1〉).
where zero mean complex noises satisfy the Ito rules
dZ±dZ∗± = γ±(t)dt and dZ±dZ± = dZ∓dZ
∗
± = 0. We
consider the following parameters in all of the numerical
examples ω/Γ = 2, ωc/Γ = 5.5, Ω/Γ = 0.5, g = 0.8 and
we plot all dynamical quantities as a function of the di-
mensionless time Γt. The decay rate γ(t) is temporarily
negative when 12 < Γt < 3/2 for these parameter values.
Figure 2 shows a good agreement between the master
equation solution and its unravelings. However, we also
solved the dynamics exactly using the HOPS approach to
NMQSD [12, 13]. The small disagreement shows that the
approximations leading to the master equation (25) are
not fully consistent with the chosen parameters. There-
fore, a word of caution is in place here; within the master
equation approach, the quality of the obtained equation
is extremely hard to assess[42]. In the bottom panel, we
also show examples of single trajectories with LNMQJ
for different values of . The purpose is to demonstrate
the agreement of the ensemble averages with the master
equation solution – and that with our new methodolog-
ical results, even driven systems can be very easily han-
dled with the jump method whenever a reliable master
equation is available.
Conclusions.— We have provided a connection be-
tween quantum state diffusion and quantum jumps in
the non-Markovian regime. As a by product of these
investigations we introduced a linear version of the non-
Markovian quantum jumps method and a new type of un-
raveling which we call non-Markovian quantum diffusion.
We combined the non-Markovian quantum jumps and
non-Markovian quantum diffusion with kernel smooth-
ing techniques thus extending the applicability of these
methods dramatically. Moreover, we also demonstrated
the power of our approach with the paradigmatic am-
plitude damped driven two-level atom model. As an
outlook, in addition of applying the methods for various
state-of-the art complex driven open quantum systems,
it would be interesting to investigate, e.g., what role the
stochastic entropy term in non-Markovian quantum dif-
fusion plays in quantum stochastic thermodynamics.
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