Abstract-Computation of a time-frequency distribution (TFD) requires
I. INTRODUCTION
Time-frequency distributions (TFDs), which represent the joint time-frequency domain, are useful tools for extracting detailed and accurate information from nonstationary signals. Like most signal-processing methods, TFDs are usually defined for a continuous signal in the continuous domain. To compute a TFD, however, we must first define a discrete version of the distribution. Ideally, the discrete TFD should preserve all important properties from the continuous This paper has supplementary material provided by the authors available to download at http://ieeexplore.ieee.org. This material consists of Matlab files to generate the discrete time-frequency distributions discussed in this paper. This material is 73 KB in size.
Digital Object Identifier 10.1109/TSP. 2009.2031287 distribution and be free from aliasing. Yet, mapping a time-frequency distribution (TFD) from the continuous to the discrete domain may have unintended consequences-the discrete TFD may not retain all important mathematical properties from the continuous distribution, or it may be distorted by aliasing [1] - [11] . The quadratic class of TFDs (t; f ) can be expressed in terms of two functions, the Wigner-Ville distribution (WVD) W (t; f ) and a kernel (t; f ), as (t; f ) = W (t; f ) 3 t 3 f (t; f )
where 3 is the convolution operation. The kernel, which is independent of the signal, uniquely defines different members of the class. The WVD is a quadratic transformation of the real-valued signal s(t)
where z(t) is the analytic associate of s(t) [12] and z(t) is the complex conjugate of z(t). Using the analytic signal avoids artefacts in the WVD between positive and negative frequency components [12] .
When forming a discrete TFD (DTFD) from a discrete signal, aliasing-a distortion of the continuous TFD in the discrete domain-may occur. The DTFD may have three different types of aliasing: 1) aliasing from the wraparound artefacts caused by the circular convolution operation of the discrete WVD (DWVD) with the discrete kernel [13] , 2) aliasing from the discrete analytic signal's approximation of two mutually exclusive constraints [3] , [11] , and 3) aliasing from the periodic overlap in the DWVD. We ignore the first and second types of aliasing because we can eliminate the first type of aliasing by replacing circular convolution with linear convolution [13] and, although we never completely eliminate the second type of aliasing, we can minimize it by using the discrete analytic signal proposed in [11] . This second type of aliasing is, typically, small compared with the third type of aliasing from the periodic overlap in the DWVD. Thus, we refer to a DTFD as alias free to mean that the DTFD is free from periodic overlap caused by the underlying DWVD.
Different DTFD definitions exist. In this paper, we consider the two popular definitions: the generalized discrete TFD (GDTFD) [5] and the alias-free GDTFD (AF-GDTFD) [6] , [9] . The GDTFD is alias free but fails to satisfy all useful mathematical properties [6] . The AF-GDTFD satisfies all properties except the time-and frequency-support properties but is not always alias free [9] , [10] .
To address the limitations of the GDTFD and AF-GDTFD, we propose a new DTFD definition. This definition is an extension of the GDTFD because the GDTFD is a time-decimated version of the proposed definition. The proposed definition satisfies all properties and is always alias free.
II. BACKGROUND
In (1), we presented the quadratic TFD class as a WVD convolved with a kernel, a form that frequently appears in the literature [14] . Thus, we present the discrete quadratic class as a discrete WVD convolved with a discrete kernel. We start this section by reviewing different DWVD definitions.
A. DWVD Definitions
The DWVD uses a discrete analytic signal. This discrete signal is the analytic associate of the real-valued discrete signal s(nT ). We assume that s(nT ) is a Nyquist sampled length-N signal, where T is the sampling period. To simplify notation, we let T = 1. The discrete analytic signal z(n) is of the form [11] z(n) = 0; for N n 2N 0 1 where Z(k=2N) is the discrete Fourier transform (DFT) of z(n). The approximation in (4) is necessary-a signal cannot simultaneously have a finite-time and finite-frequency bandwidth [15] . But because of this approximation, the DWVD of z(n) is not completely alias free [11] . As we mentioned in the Introduction, we do not consider aliasing in the DWVD introduced by the approximation in (4) and therefore call the DWVD of z(n) alias free. We refer the interested reader to a new method in [11] , which improves on the standard method's approximation in (4) . Let us now examine three DWVD definitions that differ mainly in how each definition forms the discrete version of the continuous time-lag function K(t; ) = z(t + =2) z(t 0 =2) in (2) . The first This time-lag function K B (n=2; m) exists only at the time-lag sample points (n; 2m) and (n + 1=2; 2m + 1) [2] ; hence the two separate expressions in (5) . Fig. 1 (b) illustrates this nonuniform time-lag grid. We call the DWVD in (5) the DWVD-B definition.
We proposed an alternative definition to the DWVD-B [8] . The DWVD, which we refer to as DWVD-C, is the DFT of time-lag function K C , where K C is equal to K B folded about m = N in the lag direction. Hence, DWVD-C equals a frequency-decimated version of DWVD-B; that is, W C (n=2; k=2N) = W B (n=2; 2k=4N ). Also, DWVD-A is a decimated (in time and frequency) version of DWVD-B, as W A (n; k=2N) = W B (2n=2; 2k=4N ) [3] .
The continuous and discrete distributions are closely related: DWVD-B approximates samples of the WVD [3] W B ( ; ) W ( ; ) (6) for n; k = 0; 1; . . . ; 2N 01. This expression is not exact because of the approximation in (4). As DWVD-A and DWVD-C are also decimated versions of DWVD-B, they too approximate samples of the WVD.
B. DTFD Definitions
We now discuss two commonly used DTFD definitions based on the previously defined DWVDs. The first, known as the generalized DTFD (GDTFD), is based on the DWVD-A [5] A (n; ) = W A (n; ) 3 n 3 k A (n; ) (7) for n; k = 0; 1; . . . ; N 0 1, where the symbol 3 represents the circular convolution operation. The discrete time-frequency kernel A is formed in the Doppler-lag domain (; ) by sampling g(; ) with the discrete grid ( = l=N, = 2m) to form g A (l=N; 2m). Mapping g A (l=N; 2m) to time-frequency results in the discrete kernel A (n; k=2N).
The GDTFD has the same periodicity as the DWVD-A [5] ; that is A (n; ) = A (n + pN; (k + qN) ) where p; q are integers. Hence, the signal information is contained within the quarter-plane time-frequency region 0 t N and 0 f 1=2. We therefore call the GDTFD a quarter-plane distribution.
The second definition is known as the alias-free generalized DTFD [6] and is, despite its name, not always alias free [9] , [10] . We present the AF-GDTFD as AF (n; ) = F ( ; ) (8) for n; k = 0; 1; . . . ; 2N (9) for n; k = 0; 1; . . . ; 4N 01. The discrete time-frequency kernel AF is formed in the time-lag domain by sampling the time-lag kernel G(t; ) with the nonuniform discrete grid (t = n, = 2m) and (t = n + 1=2, = 2m+1) to form G AF (n=2; m). This time-lag kernel has the same nonuniform sample grid as that in Fig. 1 
(b).
This 4N 2 4N DWVD-B in (9) is aliased [3] , and therefore the AF-GDTFD may also be aliased. Thus, as we shall see in Section III-C, aliasing for the AF-GDTFD depends on the structure of the kernel.
The AF-GDTFD, unlike the GDTFD, is periodic over the full timefrequency extent of the signal, as AF (n; ) = AF (n 0 p2N; (k 0 q2N ) ) where p; q are integers. Thus, the AF-GDTFD requires the full timefrequency region 0 t 2N and jfj 1=2 to represent the signal information. Therefore, we refer to the AF-GDTFD as a full-plane distribution.
The AF-GDTFD is related to the WVD and continuous kernel as follows:
where the AF-GDTFD is related to F in (8) . This relation is not exact because, as we showed in (6), the DWVD-B only approximates samples of the WVD. Thus, the AF-GDTFD does not approximate samples of the WVD convolved with a kernel but rather approximates samples of the sum of time-and frequency-shifted copies of the WVD convolved with a kernel.
Another notable DTFD definition, proposed by Nuttall [4] , uses an interpolated zero-padded real-valued signal. The interpolation rate is determined by the time-frequency bandwidth of the kernel to avoid wrap around effects from circular convolution in the DTFD. Because we can express Nuttall's definition as the GDTFD of the interpolated signal, we do not consider it as a separate definition here.
III. PROPOSED DTFD DEFINITION
We construct the proposed DTFD definition as follows [16] , [17] . 
The DWVD-C and kernel in (10) extend over the negative and positive frequency range. But by limiting the frequency axis to k = 0; 1; . . . ; N 0 1, we take only the positive frequencies. We do this because the proposed definition is a quarter-plane distribution, as C ( ; ) = (01) qn C ((n 0 p2N) ; (k 0 qN ) ) (11) for p; q integers.
To rewrite (10) as an alias-free DWVD convolved with a kernel, we express C (n=2; k=2NT ) in terms of n and n+1/2 as follows: Thus, the proposed definition is alias free. The symbol 3 represents a modified circular convolution operation that differs from the convolution operation 3 as follows. The modified convolution operation on an arbitrary N -point function a(n), periodic in N , replaces the standard periodic form of a(n) = a(n 0N) with the form a(n) = 0a(n0N).
Because, as discussed in Section II-A, the DWVD-C approximates samples of the WVD, the proposed definition approximates samples of the WVD convolved with a continuous kernel C (n; ) W (n; A. Properties
Here we investigate a set of mathematical properties commonly cited in the literature [1] - [3] , [6] - [9] . Each property requires a different constraint on the kernel. Some of these kernel constraints are mutually exclusive, which means that no single DTFD is capable of satisfying all properties simultaneously. The following lists the properties and the sufficient kernel constraints. Outline proofs for the properties are in the Appendix, and complete proofs are in [18] . P1) Nonnegative: The proposed DTFD is nonnegative
h(n=2 0 m=2), where the time-lag kernel G C is the inverse DFT of the time-frequency kernel C . The function h(n) is zero when n is not an integer.
P2) Time marginal:
Summing the DTFD in the frequency direction yields the instantaneous power 
P6) Instantaneous frequency:
The periodic first moment [1] , [19, p. 463] of the DTFD, with respect to frequency, is equal to the instantaneous frequency f (n) of the signal Table I summarizes the properties for the three definitions and shows that neither the GDTFD nor the AF-GDTFD satisfies all properties [6] , [9] .
The DWVD should satisfy all properties except P1, nonnegativity. The DWVD associated with the GDTFD, the DWVD-A, fails to satisfy important DWVD properties such as Moyal's formula or signal recovery. The DWVD associated with the AF-GDTFD exists only when the signal length is odd [9] ; but as z(n) is length 2N , the AF-GDTFD does not contain a DWVD definition. The authors proposed a smoothed DWVD for the AF-GDTFD for even-length signals that, similar to DWVD-A, does not satisfy Moyal's formula or the signal recovery property. In contrast, the DWVD associated with the proposed definition, the DWVD-C, satisfies properties P2-P9 [8] .
B. Relation to the GDTFD and AF-GDTFD
The GDTFD is a specific case of the proposed definition, as we can obtain the GDTFD from the proposed definition by simply decimating the latter in time-that is C ( ; ) = A (n;
) :
We obtain this expression by substituting A (n; k=2N) = C (n; k=2N) + C (n; (k + N )=2N ) into (12) and comparing this result with the definition of the GDTFD in (7). The kernel A (n; k=2N) equals a folded (in frequency) version of C (n; k=2N)
because the kernel g A (l=N; 2m) is a decimated (in lag) version of the kernel g C (l=N; m). A consequence of the decimation process in (13) is that the N 2 N GDTFD requires only half of the computational load to compute compared with the load for the 2N 2 N proposed definition [17] . The proposed definition is considerably different, however, from the AF-GDTFD. First, the extent of the Doppler-lag kernels differ: the AF-GDTFD's kernel extends over the region jj 1 and jj 2N , whereas the proposed definition's kernel extends over the smaller region jj 1=2 and jj N . Second, the time-lag kernels have different discrete grids: the AF-GDTFD's kernel has a nonuniform discrete grid [9] , same as the grid in Fig. 1(b) , whereas the proposed DTFD's kernel has a uniform discrete grid, illustrated in Fig. 2 . Third, the AF-GDTFD is a full-plane distribution-periodic over the time-frequency region 0 t 2N and jfj 1=2-whereas the proposed DTFD is a quarter-plane distribution-periodic over the smaller region 0 t N and 0 f 1=2. In addition, the 2N 2 2N AF-GDTFD requires twice the computational load to compute compared with the load for the 2N 2 N proposed definition.
C. Numerical Example
We present an example to show that the AF-GDTFD is not always alias free, whereas the proposed definition is always alias free. We do not show the GDTFD here because it is simply a time-decimated version of the proposed definition.
The example uses a linear frequency modulated (LFM) test signal s 1 (n) = cos(2(0:1n + 0:4n 2 =128)) for n = 0; 1; . . . ; N 0 1, where N = 64. We transformed s1(n) into the 2N -point analytic signal z 1 (n) using the method in [11] . Each definition uses three different DTFDs-a lag-independent kernel DTFD, a Doppler-independent kernel DTFD, and a separable kernel DTFD [14] . Fig. 3 shows the DTFD plots.
The signal energy for the AF-GDTFD, which is a full-plane distribution, should be contained within the quadrant 0 t N and 0 f 1=2 because of the analytic signal's zero regions in (3) and (4) . As the plots show, this is not so for the lag-and Doppler-independent kernel DTFDs; thus these DTFDs are aliased. For the separable-kernel DTFD, however, the kernel suppresses the aliasing energy. Thus, depending on the kernel structure, the AF-GDTFD may have little or even no aliasing energy. For example, we know that the Rihaczek distribution will be alias free. The proposed definition, however, remains alias free for all kernel types. Note that because the AF-GDTFD is a full-plane distribution, the signal's energy is spread over the entire full plane. If we were to narrow the AF-GDTFD to the quarter-plane, then we would lose signal information and this quarter-plane AF-GDTFD would not satisfy many properties, such as the time or frequency marginals.
IV. CONCLUSION
The proposed DTFD definition satisfies all desirable properties and is (approximately) equal to samples of the continuous WVD convolved with a time-frequency kernel. Neither the GDTFD nor the AF-GDTFD satisfies all desirable properties, and only the GDTFD approximates samples of the continuous WVD convolved with a kernel. Also, the proposed definition-unlike either the GDTFD or AF-GDTFD-contains a DWVD definition that satisfies important DWVD properties such as Moyal's formula and signal recovery. The proposed definition can be computed by simple and efficient algorithms. Matlab and Octave code to accompany this paper is available to download at http://www.ieeexplore.ieee.org/.
APPENDIX PROOFS FOR DTFD PROPERTIES
We outline proofs for the set of DTFD properties from Section III-A. The complete proofs are in [18] .
The proposed DTFD, in terms of the time-lag function K C and kernel G C , is (14) and, in terms of the Doppler-frequency function K C and kernel G C , is (15) for n; k = 0; 1; . . . ; 2N 0 1, where (14) and (15) is a periodic extension, using (11), of the 2N 2 N DTFD in (10). P1) Nonnegativity: Because h(n=2) and G C (n=2; m) are zero when n=2 is not an integer, the kernel is nonzero for G C (n; 2m) only. Therefore, using (14) , the DTFD is zero when n=2 is not an integer; that is, C (n + 1=2; k=2N) = 0. When n=2 is an integer and as G C (n; 2m) = h(n + The DTFD collapses to the DWVD after applying the property's kernel constraint to (14) . The proof for the DWVD is in [8] .
