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Abstract In endoscopic surgery, it is necessary to understand the three-dimensional structure of the target region to improve
safety. For organs that do not deform much during surgery, preoperative CT images can be used to understand their three-dimen-
sional structure, however, deformation estimation is necessary for organs that deform substantially. Even though the intraoperative
deformation estimation of organs has been widely studied, two-dimensional organ region segmentations from camera images
are necessary to perform this estimation. In this paper, we performed lung region segmentation method using U-net for the
thoracoscopic image, which is an organ that deforms substantially during surgery. To solve the problem of low segmentation
accuracy of smoker thoracoscopic images, we performed unsupervised image translation using a CycleGAN, which we added
a regularization term to the loss function. This presentation reports the image translation results and its effect of lung region
segmentation.
Key words Unsupervised learning, lung region segmentation, generative adversarial network, thoracoscopic images












撮影した Computed Tomography (CT)画像から作成した臓器の
血管や腫瘍のバーチャル画像を手術のガイドとして腹腔鏡画
像に重畳する研究 [3]が報告されている．一方で術中の変形が
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く報告されており [9] [10] [11]，中でも画像の大域的特徴を維
持したまま局所的な物体の描き方のみを変える手法として
CycleGAN [12]が提案されている．CycleGANは Generative Ad-













非喫煙者 喫煙者 非喫煙者 喫煙者
手術動画 12 例 13 例 1 例 1 例
抽出画像枚数 666 枚 1,126 枚 55 枚 80 枚
拡張後枚数 9,324 枚 15,764 枚 770 枚 1,120 枚

































肺領域抽出モデルは [8] で提案されているモデル 1 を用い
る．これは U-net [7]をそのまま用いたモデルであり，1枚の
静止画像を対象として肺領域ラベルを出力する．ここで入力
である静止画像のサイズは 256 × 256であり，チャンネル数は






























数である Adversarial lossに Cycle consistency lossを加えたもの
を損失関数としている．CycleGANで扱う 2つの画像群を X,Y
とすると Adversarial lossは式 (1)のように定義される．
Ladv(GX,DX ) = Ex[logDX (x)]
+ Ey [log(1 − DX (GX (y)))]. (1)
ここで GX は Y に属する画像 y から X に属する画像 x を生成
する生成器であり，DX は画像が実画像であるか GX によって
生成された生成画像 GX (y)であるかを識別する識別器である．
また GY ,DY についても同様である．また Cycle consistency loss
は式 (2)のように定義される．
Lcyc(GX,GY ) = Ex[‖GX (GY (x)) − x‖1]





Lcgan = Ladv(GX,DX ) + Ladv(GY ,DY )
+ λcyc × Lcyc(GX,GY ), (3)









研究 [14]において提案された Feature lossを式 (3)の CycleGAN
の損失関数に加える．
深層特徴の抽出には ResNet [15]を用い，画像 x，y，GX (y)，
GY (x)，GX (GY (x))，GY (GX (y))のそれぞれの特徴を抽出した．
Feature lossは，これらの抽出した各画像の特徴の差分をとっ
たものの総和である． f を ResNetによる画像の特徴抽出の関
数として，Feature lossを式 (4)のように定義する．
Lfeat = Ex[‖ f (GY (x)) − f (x)‖2]
+ Ey [‖ f (GX (y)) − f (y)‖2]
+ Ex[‖ f (x) − f (GX (GY (x)))‖2]
+ Ey [‖ f (y) − f (GY (GX (y)))‖2]
+ Ex[‖ f (GX (GY (x))) − f (GY (x))‖2]




る．ここで λfeat は Feature lossの相対的な重みを決定するパラ
メータである．





Y = arg minGX ,GY
max
DX ,DY














学習には 2. 1節のデータを用い，モデルの評価には 12枚の胸
腔鏡画像に対して出力された肺領域ラベルと真値となる肺領
域ラベルのダイス係数を算出して用いた．
表 2の 2列目と 4列目に求めたダイス係数を示す．非喫煙
者肺および喫煙者肺のダイス係数の平均値はそれぞれ 0.9793，
0.9002となり，喫煙者肺画像に対する肺領域抽出の精度が非





Case 1a 0.9832 Case 4a 0.9095 0.9738
Case 1b 0.9937 Case 4b 0.7515 0.8402
Case 2a 0.9911 Case 5a 0.9164 0.8824
Case 2b 0.9550 Case 5b 0.9083 0.8470
Case 3a 0.9741 Case 6a 0.9800 0.9823
Case 3b 0.9785 Case 6b 0.9354 0.9054
Mean 0.9793 Mean 0.9002 0.9052






































CycleGANの学習では X として 770枚の非喫煙者肺画像を
用い，Y として 1120枚の喫煙者肺画像を用いた．これらの肺
画像は 2. 1節で述べた 25例の手術動画のうちそれぞれ 1例の
動画から静止画像を抽出しデータ拡張を行い作成したもので
ある．生成器 GX と GY には共に U-netを用い，識別器 DX と
DY は CycleGANと同じとした．損失関数 L のパラメータは























おり，1列目の y は変換前の静止画像，2列目は U-netを用い
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