The Fisher information matrix for Generalized skew-normal (GSN) distribution is derived. The expressions for the elements of the matrices require of integrals that are solved numerically using a suitable software.
Introduction
Consider the generalized skew-normal distribution (GSN) introduced by Gómez et al. [4] , whose pdf is given by where z = (x − µ)/σ, µ ∈ R, σ > 0, λ ∈ R, β ∈ [0, 1), and φ(.) and Φ(.) denote the pdf and cdf of the standardized normal distribution, respectively. The main properties and the convenience of this model to fit asymmetric data are discussed in Gómez et al. [4] .
The main objective of this note is to calculate the Fisher information matrix corresponding to (1.1), which plays an important role in the asymptotic variance of the maximum likelihood estimators [5] and is defined in the following manner: Let X = (X 1 , . . . , X n ) be a random sample, and let f (X; θ) denote the probability density function for some model of the data, which has parameter vector θ = (θ 1 , . . . , θ p ). Then the Fisher information matrix I n (θ) of sample size n is given by the p × p symmetric matrix whose ij-th element is given by the covariance between first partial derivatives of the log-likelihood,
An alternative, but equivalent, definition for the Fisher information matrix is based on the expected values of the second partial derivatives, and is given by
Strictly, this definition corresponds to the expected Fisher information. If no expectation is taken we obtain a data-dependent quantity that is called the observed Fisher information. The rest of this note is organized as follows. The elements of the expected information matrix for the full location-scale GSN model are derived in Section 2. Sections 3 analyze the special case of the sub-models skewnormal and normal. For the normal case, the information matrix is singular, and a reparametrization obtained by using the iterative approach proposed by Rotnitzky et al. [7] is used to solve this problem, and a final discussion is given in Section 4. The technical details are given in an appendix.
Maximum likelihood estimation
This section is related to the asymptotic properties of the MLEs of the location-scale GSN model. Specifically, the ingredients to compute the expected information matrix for the full location-scale GSN model are given. Hence, the study is focused on the asymptotic behavior of the MLEs for the particular skew-normal and normal models.
Likelihood score functions
Let X 1 , . . . , X n be a random sample drawn from the GSN(µ, σ, λ, β) distribution. The log-likelihood function for θ = (µ, σ, λ, β) > is
where l(θ, X) is the log-likelihood for θ based on a single observation X, that is, l(θ; X) := log f (X; θ)
where Z = (X − µ)/σ, A = {X|X < µ}, A 0 is the complement of set A and I A is the indicator function of set A. The score function is
and
Fisher information matrix
By definition, the GSN-expected information matrix for θ can be computed as (1.3). Thus, the elements
of this matrix are shown in the Appendix to be
, and
The factors ρ k , η k , κ k and υ k are defined in the Appendix.
Special Cases
When β = 0, with λ 6 = 0, (1.1) reduces to the skew-normal (SN) pdf introduced by Azzalini [1] . For this particular case, the elements of the Fisher information matrix are
where
The coefficients ρ * k , η * k , κ * k and υ * k are given in the Appendix.
Note the submatrix corresponding to the parameters µ, σ y λ coincides with the result obtained by Azzalini [1] . Note also that when λ 6 = 0, the observed information matrix is non-singular, so that it can be used also to estimate the asymptotic variances of the maximum likelihood estimators.
On the other hand, when β = 0 and λ = 0, (1) reduces to the normal model. For this submodel, the Fisher information matrix is
Note from this matrix that the column corresponding to the parameters µ are λ are linearly depended, implying thus that it is a singular. This irregularity is discussed by Azzalini [1] in the context of the SN model, and posteriorly it is studied systematically by Chiogna [2] . DiCiccio and Monti [3] studying also this singularity in the context of skew-exponential power distribution, and similar to Chiogna [2] , they using the methodology of Rotnitzky et al. [7] to obtain an appropriated reparametrization from which is possible to calculate the asymptotic distribution of the maximum likelihood estimator.
In the present case, this approach will also employed. For this, it is assumes that the random sample becomes from a N (µ * , σ * ) model, where θ * = (µ * , σ * , 0, 0). Then, from the iterative procedure of Rotnitzky et al. [7] , the following reparametrization is obtained:θ =θ(θ) = (μ,σ, λ, β),
Observe that the parameter θ * remains unchanged under the new parametrization. Finally, from the Theorem 3 in Rotnitzky et al. [7] , it follows that, under H 0 : θ = θ * , the random vector
is a normal random vector with mean zero and covariance matrix
A final discussion
In this paper we study the singularity of the Fisher information matrix of the generalized skew-normal model (GSN). This problem has been studied in the context of skew-normal model and the same applies to the GSN model, i.e. the information matrix for the generalized skew-normal model is singular for β = λ = 0. Obtain a nonsingular matrix for the generalized skew-normal model using the algorithm Rotnitzky et al. [7] .
supported by Grant FONDECYT 1090411 while HS Salinas was Partially supported by Grant DIUDA 221180.
Appendix
The second-order derivatives of l(θ; X) are For the derivation of the Fisher information of (1.1), the following integrals need to be calculated, which can be done numerically by using the software R [6] : where k = 0, 1, 2. Define also, ρ * k = ρ k (λ, 0), η * k = η k (λ, 0), κ * k = κ k (λ, 0) y υ * k = υ k (λ, 0).
