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ABSTRACT
Lyα forest absorption spectra decomposed into multiple Voigt profile components
(clouds) allow us to study clustering of intergalactic medium (IGM) as a function
of H i column density (NHI). Here, we explore the transverse three-point correlation
(ζ) of these Lyα clouds using mock triplet spectra obtained from hydrodynamical
simulations at z ∼ 2 on scales of 1-5 h−1cMpc. We find ζ to depend strongly on
NHI and scale and weakly on angle (θ) of the triplet configuration. We show that
the ”hierarchical ansatz” is applicable for scales ≥ 3h−1cMpc, and obtain a median
reduced three-point correlation (Q) in the range 0.2-0.7. We show, ζ is influenced
strongly by the thermal and ionization state of the gas. As found in the case of galaxies,
the influence of physical parameters on Q is weaker compared to that of ζ . We show
difference in ζ and Q between different simulations are minimized if we use appropriate
NHI cut-offs corresponding to a given baryon over-density (∆) using the measured
NHI vs ∆ relationship obtained from individual simulations. Additionally, we see the
effect of pressure broadening on ζ in a model with artificially boosted heating rates.
However, for models with realistic thermal and ionization histories the effect of pressure
broadening on ζ is weak and sub-dominant compared to other local effects. We find
strong redshift evolution shown by ζ , mainly originating from the redshift evolution of
thermal and ionization state of the IGM. We discuss the observational requirements for
the detection of three-point correlation, specifically, in small intervals of configuration
parameters and redshift.
Key words: Cosmology: large-scale structure of Universe - Cosmology: diffuse radi-
ation - Galaxies: intergalactic medium - Galaxies: quasars : absorption lines
1 INTRODUCTION
It is now well established that the observed properties of
the H i Lyα-forest absorption seen in the spectra of distant
quasars are governed by the thermal and ionization history
of the intergalactic medium (IGM) together with the under-
lying dark matter distribution. It is also now well established
that apart from very small scales (where pressure smoothing
effects are important,see Gnedin & Hui (1998); Peeples et al.
? E-mail: soumak@iucaa.in
(2010b); Kulkarni et al. (2015); Rorai et al. (2017)) baryons
follow the dark matter fluctuations very closely. However,
the connection between the distribution of baryons and dis-
tribution of H i optical depth (or transmitted flux) which
one obtains directly from the observations is governed by
local temperature and radiation field, thermal history and
peculiar velocities (see Meiksin 2009, for a review on IGM).
It is also now well established that in the post re-
ionization era (i.e., z < 6) the ionization evolution of the
low density IGM is governed mainly by the photoioniza-
tion from the uniform meta-galactic UV background. The
processes governing the thermal evolution of the unshocked
© 2020 The Authors
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baryonic gas and the existence of temperature-density (T−δ)
relation in simulations with uniform UVB are also well es-
tablished (see Hui & Gnedin 1997). Therefore, it is now pos-
sible to reproduce the basic observables like mean trans-
mitted flux, flux probability distribution function (PDF),
flux power-spectrum and their redshift evolution using semi-
analytical (Doroshkevich & Shandarin 1977; McGill 1990;
Bi & Davidsen 1997; Gnedin & Hui 1996; Choudhury et al.
2001), dark matter only N-body simulations (Petitjean et al.
1995; Muecket et al. 1996; Peirani et al. 2014; Sorini et al.
2016) and hydrodynamical N-body simulations (Cen et al.
1994; Zhang et al. 1995; Miralda-Escude´ et al. 1996; Hern-
quist et al. 1996; Croft et al. 1997; Theuns et al. 1998; Dave´
et al. 1999; Viel et al. 2004a; Springel et al. 2001; Springel
2005; Bolton et al. 2006; Smith et al. 2011; Bryan et al.
2014).
It is also well recognised that clustering studies are im-
portant to understand the matter distribution in the IGM.
Such studies can be done in two ways; correlation in the Lyα
forest along the line of sight of a single quasar (i.e redshift
space correlation or longitudial correlation) or between ad-
jacent sightlines for quasar pairs (i.e angular or transverse
correlation). Due to easy availability of larger sample size of
single quasar sightlines, they have been used widely to char-
acterize the longitudinal (i.e redshift space) two-point corre-
lation function (or power-spectrum) of the Lyα forest (see for
example, McDonald et al. 2000, 2006; Croft et al. 2002; Sel-
jak et al. 2006). Power spectrum of transmitted flux (fourier
transform of longitudinal correlations) have also been used
to constrain neutrino masses, warm dark matter, UV radia-
tion field and thermal state of the IGM in addition to con-
straining the power spectrum of density fluctuations(Viel
et al. 2005, 2013; Bird et al. 2012; Palanque-Delabrouille
et al. 2015; Gaikwad et al. 2017a, 2018, 2019; Khaire et al.
2019; Walther et al. 2019; Gaikwad et al. 2020).
Transverse correlations studies involving small scale
Lyα clustering is primarily dominated by projected quasar
pairs or gravitationally lensed quasars (Smette et al. 1995;
Rauch & Haehnelt 1995; Petitjean et al. 1998; Hennawi et al.
2010). At these scales pressure smoothing plays an impor-
tant role in the spacial distribution of Lyα absorption and
transverse correlations studies are essential to capture this
as in the longitudinal direction thermal broadening tends
to weaken the signals introduced by the pressure smoothing
(see for example, Gnedin & Hui 1998; Peeples et al. 2010a,b;
Kulkarni et al. 2015; Rorai et al. 2018). At the scales of few
Mpc, positive correlation has been detected in the Lyα for-
est clustering (Aracil et al. 2002; Rollinde et al. 2003; Cop-
polani et al. 2006; D’Odorico et al. 2006; Maitra et al. 2019)
and these usually come from clustering around galaxies or
cosmic structures involving filaments and sheets (Petitjean
et al. 1995; Cantalupo et al. 2014) in the mildly non-linear
regime. The density fields can be probed with more than
two closely spaced quasar pairs (see Cappetta et al. 2010;
Maitra et al. 2019) at z ∼ 2. Sightlines towards such closed
projected quasar groups can be used to determine higher
order satistics of matter clustering in IGM in the tranverse
plane. In fact, with dense enough grids of closely spaced
quasar sightlines, it becomes possible to extend the cluster-
ing studies to perform a full tomographic 3D reconstruction
of the underlying matter density fields (Pichon et al. 2001;
McDonald 2003; Caucci et al. 2008; Lee et al. 2014, 2018;
Krolewski et al. 2018; Horowitz et al. 2019). Baryonic Oscil-
lation spectroscopic survey (BOSS Dawson et al. 2013) has
allowed the measurement of Lyα forest transmitted 3D flux
power-spectrum at large scale (Slosar et al. 2011) resulting
in the measurement of BAO signals at high-z (see Ata et al.
2018, for the latest results).
Studying the higher order statistics is very important to
probe the non-Gaussianity in the matter distribution (pri-
mordial and those introduced by the non-linear evolution of
gravitational clustering) and to understand the evolution of
matter beyond the linear approximation. The first significant
order beyond the two point correlation function (or power
spectrum in the Fourier space) is the three point correla-
tion function (or bi-spectrum in the Fourier space). It has
also been pointed out that one will be able to lift the degen-
eracy between different cosmological parameters (like bias
and σ8) by simultaneous usage of two- and three-point cor-
relation functions (see Peebles 1980; Fry 1994; Bernardeau
et al. 2002). Till date, considerable work has been done on
three-point correlation function of galaxies from large sur-
veys (Gaztanaga & Frieman 1994; Kayo et al. 2004; Jing &
Bo¨rner 2004; Gaztan˜aga & Scoccimarro 2005; Nichol et al.
2006; Sefusatti et al. 2006; Kulkarni et al. 2007; McBride
et al. 2011a,b; Guo et al. 2016; Moresco et al. 2017).
Traditionally, the three point correlation is quantified
using the dimension less ”Q” parameter called the ”reduced
three-point correlation”. It is defined as the three-point cor-
relation function normalized with the cyclic combination of
two-point correlation functions associated with the three-
points in question (for details see Eq. 6). This quantity can
be thought of as the skewness of the distribution. The typi-
cal Q value is found to be ∼1.3 with a moderate dependence
on the shape of the matter power spectrum and shape of
the triangle (i.e configuration). The dependence of Q on the
angle of the triangle is used to quantify the nature of the
structure probed at different scales. While compact spheri-
cally symmetric structures (probed by equilateral configura-
tions) dominate at small scales, the filamentary structures
dominate at large scales (probed by linear configurations).
It has been found that more luminous and massive galax-
ies (having high stellar mass) clustered strongly compared to
less luminous and less massive (having low stellar mass) (Ze-
havi et al. 2005, 2011). It was also found that three point
correlation function exhibits stronger dependence on both
galaxy luminosity and stellar mass than Q (Kayo et al. 2004;
McBride et al. 2011a; Guo et al. 2016). No significant red-
shift evolution is found for the angular dependence of Q at
small scales. The redshift evolution noticed for the larger
scales (i.e > 15 Mpc) are consistent with the expectations of
growth structures at low-z.
As far as the higher order correlation studies of IGM is
concerned very little work has been done with three-point
statistics. Most of the earlier studies focus on obtaining 1D
bi-spectrum of Lyα forest (Viel et al. 2004b, 2009; Hazra &
Guha Sarkar 2012) considering three points along a single
sightline. This statistics with inherently weak signals due
to Lyα being in mildly non-linear regime, will be largely
affected by the spectral signal to noise and thermal broad-
ening effects at small scales. So, working with closely spaced
quasar triplets to probe the transverse clustering will pro-
vide us with a better insight into the non-gaussianity in-
volved with the matter distribution at such scales (see Tie
MNRAS 000, 1–24 (2020)
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et al. 2019; Maitra et al. 2019). Tie et al. (2019), using statis-
tics of transmitted flux along closely space triplet sightline
(probing scales of 10-30 h−1 Mpc) in their simulation box,
have derived Q = -4.5 for Lyα forest at z ∼ 2. Such unusual
value of Q (compared to what one used to see in the case of
galaxies) largely reflects the complex relation between the
transmitted flux field and the matter density field, and not
solely from the density field itself. On the other hand, Maitra
et al. (2019) studied three point correlation of Lyα absorp-
tion towards two quasar triplets observed with X-Shooter us-
ing voigt profile components and techniques similar to what
has been used in clustering studies of galaxies. This work
suggested a monotonically increasing trend in three-point
correlation with H i column density (NHI) thresholds which
can be interpreted as increased non-gaussianity in clustering
for higher column density clouds.
In this paper, we seek to study the transverse three
point correlation function of the high-z IGM at scales up to
few Mpc using hydrodynamical simulations. The main moti-
vation of this exploratory work is to investigate the utility of
three-point correlations to derive parameters related to the
physical state of the IGM and cosmological parameters. We
mainly focus on scales where the transition from pressure
driven matter distribution to the cosmic structures occurs.
In particular we use statistics of Lyα components obtained
using Voigt profile fitting and techniques similar to those
used in galaxies. Note most of the work in the literature dis-
cussed above use statistics based on transmitted flux. Our
main aim is to understand the dependence of two- and three
point correlation function (and the reduced three point cor-
rection, Q) on (i) the configuration of background sources
(i.e scale and angle of the projected triangle connecting the
three sightlines), (ii) H i column density cut-off (i.e for dif-
ferent baryonic and dark matter over-densities), (iii) ther-
mal history and ionization history (i.e simulations obtained
with different ionizing UV background (UVB) radiations)
and (iv) redshift evolution of the two- and three-point cor-
relation function. We also check the validity of ”hierarchical
ansatz” of Peebles (1980) in the case of IGM clustering. The
details of the simulations used in our study is given in Sec-
tion 2. Results of our studies are presented in detail in Sec-
tion 3. Redshift evolution of clustering is discussed in section
4. In section 5 we disuss the detectability. We summarise and
discuss our findings in Section 6.
2 SIMULATION
The simulations that we use in this work have been run
using the smoothed particle hydrodynamical code gadget-
3 (a modified version of the publicly available gadget-21
code, see Springel 2005) which takes care of radiative heating
and cooling processes by self-consistently solving the ioniza-
tion equilibrium and thermal non-equilibrium evolution for
a given ionizing metagalactic UV background (UVB). We
generate 100h−1cMpc simulation box with 2 × 10243 parti-
cles using the standard flat ΛCDM background cosmology
(ΩΛ, Ωm, Ωb, h, ns, σ8, Y ) ≡ (0.69, 0.31, 0.0486, 0.674, 0.96,
0.83, 0.24) based on Planck Collaboration et al. (2014). The
1 http://wwwmpa.mpa-garching.mpg.de/gadget/
initial condition for the simulation is generated at z = 99
based on second-order lagrangian perturbation theory, using
the publicly available 2lpt2 (Scoccimarro et al. 2012) code.
The gravitational softening length has been taken as 1/30th
of the mean inter-particle separation. In order to run the
simulation faster, we convert gas particles with over-density
∆ > 103 and temperature T < 105K to stars (see Viel et al.
2004a) by turning on the quick lyalpha flag in the simu-
lation. Our simulations do not include feedback from Active
Galactic Nuclei (AGN) or star formation assisted galactic
outflows. We have stored the simulation outputs between
z = 6 and z = 1.5 with a redshift interval of 0.1.
We ran three such simulations by varying the thermal
histories using the ionization and heating rates for H and He
as given by Khaire & Srianand (2019) for the assumed quasar
far-UV spectral index ( fν ∝ ν−α) of α = 1.6, 1.8 and 2.0. Note
that this range covers the inferred ionization rates of hydro-
gen and helium (i.e ΓHI, ΓHeI and ΓHeII) from observations
at high-z (Khaire 2017; Gaikwad et al. 2019). The redshift
evolution of the T − δ relation (defined as T = T0 (∆/∆¯)γ−1)
parameters T0 (IGM temperature at mean over-density) and
γ for these simulations have been shown in Fig.1. These were
obtained using standard procedure as described in Gaikwad
et al. (2019). We consider the simulations run with UV back-
ground model with α = 1.8 as our fiducial model in this work.
We also run a simulation with a drastically different thermal
history to enhance the effect of thermal history on correla-
tion statistics. In this case, we use the UV background cor-
responding to α = 1.8 and then the photoheating rates were
artificially doubled while keeping the photoionization rates
same (we refer to this as ”Enhanced α = 1.8” simulation).
The redshift evolution of thermal parameters for this simu-
lation has also been shown in Fig.1 (purple dashed curve).
Since the energy injection occurs uniformly for all particles
of different densities, the slope of the T − δ relation, γ, re-
mains same while T0 is enhanced roughly by a factor of 1.5.
Additionally, we also use a 50h−1cMpc simulation box with
2 × 10243 particles using the same cosmology and UVB as
our fiducial model for convergence tests.
2.1 Generation of transmitted flux skewers
For this work, we follow the transmitted flux generation
scheme from the simulation box as discussed in Maitra et al.
(2019) (see Section 3.1 in their paper). We shoot lines of sight
through the simulation box and generate the 1D neutral
hydrogen density (nHI), temperature (T) and the peculiar
velocity (v) fields using SPH smoothing of these quantities
from the nearby (within a smoothing scale) particles. We
sample each line of sight with 2048 uniformly sampled grids
in comoving length of the box. Using the nHI, temperature
and velocity fields, we obtain the Lyα optical depth τ as
a function of wavelength along the sightlines (see Eq.30 of
Choudhury et al. 2001). The optical depth is then negative
exponentiated to get the Lyα transmitted flux spectrum F
(F = e−τ).
We then add the effects of instrumental resolution and
noise to our simulated Lyα transmitted flux to mimic the
typical quasar spectrum. The transmitted flux is convolved
2 https://cosmo.nyu.edu/roman/2LPT/
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Figure 1. Evolution of the IGM T − δ relation parameters T0 (top), γ (middle) and H i photoionization rate ΓHI (bottom) as a function
of redshift for four simulations considered in this work (see Sec. 2 for details of the simulations). The photoionization rates are given
by Khaire & Srianand (2019) for the assumed far-UV quasar spectral index ( fν ∝ ν−α) of α = 1.6, 1.8 and 2.0. The increase in T0 (and
slight decrease in γ) seen around 3 ≤ z ≤ 4 is driven by He ii reionization that we model through equilibrium evolution (for details, see
Gaikwad et al. (2019)).
with the instrumental line spread function (assumed to be
a gaussian) with FWHM ∼ 50 kms−1. The data is then re-
binned to ∼ 15 kms−1pixels to match the pixel sampling of
a typical X-Shooter spectra. This also corresponds to the
typical spectral resolution of upcoming multi-object spec-
trographs in 30m class telescopes. As the final step, we
add Gaussian noise to the transmitted flux corresponding
to Signal-to-Noise Ratio (SNR) of 20. Note that the effect
of SNR in our analysis will decide the NHI completeness. We
consider SNR along all the triplet sightlines to be same. This
will not be the case in reality as brightness of the background
quasars will not be identical. In this case, completeness in
NHI will be set by the spectrum with lowest SNR. The flux
PDF obtained using 4000 such randomly generated trans-
mitted flux skewers are shown in the top panel of Fig. 2 for
our 3 simulation boxes with different thermal histories for
z = 2.
2.2 Voigt profile fitting
It is a normal procedure to decompose the Lyα forest into
Voigt profile components (or individual absorbers) parame-
terised by redshift (z), H i column density (NHI) and velocity
dispersion (b). Thus, instead of treating IGM as a continu-
ous fluctuating density field, this approach breaks it down
into distinct ”clouds”. The main feature of ”cloud” based
statistics is that it allows us to study clustering using tech-
niques used for studying galaxy clustering and probe its de-
pendence on H i column density thresholds. The downside
is that fitting statistically significant number of sightlines
with voigt profiles is a computationally expensive exercise
compared to using transmitted flux. However, with the help
of high performance computing and the automated parallel
Voigt profile fitting code viper (see Gaikwad et al. 2017b,
for details regarding viper), it is now possible to generate
voigt profile fits for a large number of sightlines in a short
time. We use viper to identify the Lyα absorption lines
and obtain the NHI, b and z for individual components. The
number of Voigt profile components used to fit an absorption
region is objectively decided based on the the Akaike Infor-
mation Criterion with Correction (AICC; Akaike 1974; Lid-
dle 2007; King et al. 2011). The code then assigns a rigorous
significance level (RSL, as described in Keeney et al. 2012)
to these fitted Voigt profile components. We consider only
components for which the RSL> 3 in our analysis to avoid
false identifications. Note that present versions of viper fits
only the Lyα forest lines and does not use additional optical
depth constraints coming from Lyβ and other higher Lyman
series lines. This means that fits to the highly saturated lines
may not be accurate.
Next, we compare the H i column density distribution
function (CDDF) of these absorbers obtained in our simula-
tions with the observed ones (Kim et al. 2013). The CDDF,
f (NHI, X), is defined as the number of H i absorbers within
MNRAS 000, 1–24 (2020)
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absorption distance interval X and X+dX and within column
density interval NHI and NHI +dNHI. The absorption distance
X is defined as ,
X(z) =
∫z
0
dz
H0
H(z)
(1 + z)2 , (1)
by Bahcall & Peebles (1969). In the bottom panel in Fig. 2,
we compare our CDDF with the one given in Kim et al.
(2013). In Kim et al. (2013), the CDDF has been computed
in the redshift range of 1.9-2.4 for the Lyα absorbers and
from observed spectra with resolution ∼6kms−1. The error
plotted for Kim et al. (2013) corresponds to 1σ range. For
simulations, we calculate the 1σ confidence interval due to
bootstrapping over 4000 simulated sightlines, which is too
small to be properly resolved in the figure. To keep things
same, we use the same binning scheme as in Kim et al.
(2013).
Given the resolution of 50 kms−1and the SNR value of 20
per pixel for our simulated skewers, we get an approximate
lower completeness limit of NHI = 1012.9cm−2 (5σ detection
limit). This is given as a grey shaded region in the bottom
panel in Fig. 2. So, while the lowest NHI bin, which is be-
low our completeness limit, gives a slightly lower value of
f (NHI, X), we obtain good matching with Kim et al. (2013)
in log(NHI)=[13.0,14.5]. The differences between our mod-
els are also minimum in this range. Disagreement at higher
H i column densities can arise from incompleteness in sam-
pling due to finite simulation box size. Also, for saturated
absorption profiles, the AICC will favour a fit with minimum
number of Voigt profile components of the absorption. The
accurate number of components can be determined by the
simultaneous fit to the Lyα and the corresponding Lyβ pro-
file which has a lower absorption cross-section as compared
to Lyα. Henceforth, we will fix a lower NHI thresholds of
1013cm−2 for our correlation studies. Additionally, we also
investigate the effect of using different NHI thresholds on the
clustering properties. In Maitra et al. (2019), we have shown
that our simulations also reproduce the observed transverse
two-point correlation of transmitted flux as a function of
angular separation as measured by Coppolani et al. (2006).
2.3 The NHI vs over-density (∆) relation
One of our aims is to study the three-point correlation as
a function of NHI at different redshifts. To interpret these
results, it will be good to have relation between NHI and
the baryonic over-density from our models. Due to pecu-
liar velocities along the line of sight, there is no one to one
correspondence between NHI and baryonic over-density. But
statistically, it has been found that there exists a power law
relationship between the optical depth (τ) weighted over-
density ∆ and NHI given by
∆ = ∆0N
η
14 . (2)
Here, N14 is the NHI given in units of 1014cm−2. Based on
our simulated spectra, we can compute the best fit ∆0 and
η values. To find the corresponding ∆ values associated with
the NHI absorbers, we assign an optical depth (τ) weighted
baryonic over-density to these absorbers (see Dave´ et al.
1999; Schaye et al. 1999). For a given absorber in the veloc-
ity space whose pixel value corresponding to the absorption
0.00 0.25 0.50 0.75 1.00
F
10 1
100
101
dP
/d
F
= 1.6
= 1.8
= 2.0
Enhanced = 1.8
14 16 18
log(NHI) (in cm 2)
10 18
10 16
10 14
10 12
10 10
d2
n/
(d
N H
Id
X)
= 1.6
= 1.8
= 2.0
Kim+2013
Figure 2. Probability distribution function (PDF) of the trans-
mitted Lyα flux (top) and neutral hydrogen column density dis-
tribution per unit absorption distance for different simulations
(bottom) at z = 2. The 1σ confidence interval has been calculated
by bootstrapping using 4000 simulated sightlines. For the flux
PDF, it has been shown as a shaded region while for neutral hy-
drogen column density distribution, it is too small to be resolved
in the figure. The relative differences between neutral hydrogen
column density distributions for different simulations are within
10% for NHI = 1013−14.5cm−2.
peak identified by index j (in practice this is the centroid
of the voigt profile), we associate the over-densities of all
the other pixels i in real space that contribute to the opti-
cal depth at the position of the absorber. This association
comes in the form of a weight factor τi j which gives the op-
tical depth contribution of the over-density at pixel i to the
optical depth at the position of absorber j. The τ weighted
over-density of absorber j is then given as,
∆¯j =
∑
i
τi j∆i∑
i
τi j
(3)
where the summation is over all the pixels i in the spectra
(see Gaikwad et al. (2017a)). In Fig. 3, we show the log-log
density plot of NHI vs the corresponding τ weighted baryonic
over-densities ∆ at z = 2 from the fiducial model. To fit the
power law, we consider NHI over 1013cm−2, to be above the
completeness limit set by spectral noise and resolution. We
also fix the upper limit to be 1014.5cm−2 as the population
MNRAS 000, 1–24 (2020)
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Figure 3. Neutral hydrogen column density (NHI) vs τ weighted
baryon over-density (∆) at z = 2 for our fiducial model using 4000
simulated spectra with SNR=20 and instrumental FWHM=50
kms−1. The color represents the number of points in a certain grid
(see the color scale in the right). The black dashed line represents
the best fit relationship (also given in the figure) followed by the
median ∆ in the range of log(NHI)=(13,14.5).
of higher column density clouds are limited by the finite box
size. We bin the data in equispaced log10(NHI) bins of length
0.1 in the range [13.0,14.5] and find the median ∆ in these
bins. We then compute the best fit power law for these points
which is shown as a black-dashed line in Fig.3. At z = 2, the
best fit parameter are ∆0 = 6.0 ± 0.3 and η = 0.788 ± 0.003.
This ∆0 is close to the optimal over-density ∆¯ = 5.69 at
z = 2.05 as shown by Becker et al. (2011). The ∆0 value
appears to be smaller than ∆0 = 6.6±0.1 given in Dave´ et al.
(2010) at z = 2 for their no-wind simulation. Also, our η
value is slightly higher than their value of 0.741±0.003. This
difference may come from the fact that their simulations use
Haardt & Madau (2001) ionizing background radiation while
our simulations use that from Khaire & Srianand (2019).
The best fit parameters ∆0 and α for all our simulations
are given for z = 2 in Table. 1. For the fiducial case, we pro-
vide these for different redshifts at 1.8 ≤ z ≤ 2.5. Based on
these parameters, we also compute the ∆ corresponding to
the fixed NHI thresholds of 1013 and 1013.5cm−2 at each red-
shifts that we will use for our correlation studies. This gives
us an estimate of what baryonic over-densities one probes
for a fixed column density threshold when we study differ-
ent models and for fixed UVB model. This also allows us to
compute NHI thresholds at different redshifts that will cor-
respond to a fixed ∆. We will discuss about this further in
the next sections.
2.4 Configuration of triplet skewers
The aim of this paper is to study transverse three-point cor-
relations of Lyα absorbers for various projected configura-
tions of the background sources. For this, we shoot several
LOS 3
LOS 2
LOS 1
θ
Δr13||
Δr12||Δr13⟂ Δr 1
2⟂
Figure 4. Schematic representation of quasar lines of sight for a
triplet configuration.
triplet lines of sight through our simulation box arranged
in certain triangular configuration. As shown in Fig. 4, in
general the three-point correlation is a function of 5 vari-
ables, ζ = ζ(∆r12‖,∆r13‖,∆r12⊥,∆r13⊥, θ). For a fixed point
in one of the lines of sight (say LOS 1), ∆r1i ‖ denotes the
longitudinal separation between the points in LOS 1 and
ith (i = 2, 3) LOS , ∆r1i⊥ denotes the transverse separa-
tion between the points in LOS 1 and ith LOS and θ de-
notes the angle subtended by LOS 2 and 3 on LOS 1 in
the sky plane. Thus, (∆r12⊥,∆r13⊥, θ) denotes the quasar
triplet configuration in the sky-plane while ∆r1i ‖ denotes
the longitudinal space (i.e along the redshift) separation. To
generate such triplet sight lines, we assume (∆r12⊥,∆r13⊥, θ)
to lie on a face of the simulation box and then we shoot
lines of sight through the 3 vertices in a direction perpen-
dicular to the plane of this configuration. The position of
this configuration is chosen randomly in the xy, yz or xz
plane of the simulation box. For a given triplet sightlines,
we will be able to construct range of triangular configuration
using different combinations of transverse and longitudinal
separations. For simplicity, we consider only the configura-
tions with ∆r12⊥ = ∆r13⊥ = (1, 2, 3, 4, 5) h−1cMpc and with
θ = (10◦, 30◦, 60◦, 90◦, 120◦, 150◦ and 170◦). For each of these
source configurations, we generate spectra along 4000 triplet
sightlines of length 100h−1cMpc.
3 THREE-POINT CORRELATION
As we discussed before, first we decompose the IGM Lyα
absorption into distinct absorbers or clouds along the line of
sight using an automated Voigt profile fitting routine (viper,
Gaikwad et al. 2017b). Each of these clouds represent an
absorber which can be associated with a neutral hydrogen
column density (NHI) and line-width parameter (b). Next,
we construct the three-point correlation of these absorbers
based on their positions (i.e, z). We choose absorbers having
NHI above the chosen threshold. This allows us to probe non-
gaussianity in IGM clustering as a function of NHI thresholds
using the position of clouds as one does in the case of galax-
ies.
The clustering in the data skewers generated using Voigt
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Table 1. Best fit parameters defining NHI vs ∆ relationship.
Redshift ∆0 η ∆ for
NHI = 1013cm−2 NHI = 1013.5cm−2
1.8 (α = 1.8) 8.5 ± 0.4 0.818 ± 0.003 1.294 3.319
2.0 (α = 1.8) 6.0 ± 0.3 0.788 ± 0.003 0.979 2.427
2.0 (α = 1.6) 6.5 ± 0.3 0.807 ± 0.004 1.014 2.567
2.0 (α = 2.0) 5.6 ± 0.3 0.793 ± 0.004 0.902 2.247
2.0 (Enhanced α = 1.8) 6.9 ± 0.5 0.801 ± 0.005 1.091 2.744
2.2 (α = 1.8) 4.3 ± 0.4 0.776 ± 0.006 0.728 1.778
2.4 (α = 1.8) 3.1 ± 0.2 0.749 ± 0.005 0.560 1.326
2.5 (α = 1.8) 2.6 ± 0.2 0.721 ± 0.006 0.502 1.152
profile fitting of the triplet sightlines is compared with that
of random distribution of clouds to quantify the three-point
correlation. We define D1, D2 and D3 as three data skewers
belonging to the triplet sightlines after Voigt profile fitting
and R1, R2 and R3 as the corresponding random skewers. For
a sightline, the random distribution (in position) of clouds is
generated with number of clouds equal to the mean number
of expected clouds having NHI above the assumed threshold
based on the known redshift distribution of clouds. These
clouds are positioned randomly along the skewer based on a
uniform distribution along the sightline. For each of the data
skewers, the correlation is constructed by averaging over 100
random skewers. Following Szapudi & Szalay (1998), we use
the estimator for three-point correlation as
ζ(∆r1‖,∆r2‖) =
D1D2D3 − DDR(123) + DRR(123) − R1R2R3
R1R2R3
,
(4)
where DDR(123) = D1D2R3+D1R2D3+R1D2D3 and DRR(123) =
D1R2R3+R1D2R3+R1R2D3. DDD is the data-data-data triplet
counts measured in the longitudinal bin (∆r1‖,∆r2‖), DDR is
the data-data-random triplet counts and likewise. As done
in Maitra et al. (2019), the triplet counts are summed over
±2h−1cMpc (∼ ±200kms−1 at z = 2) along each of the lon-
gitudinal directions for the calculation of our transverse
three-point correlation. This is similar to the redshift space
integration done in case of galaxies (say over 20h−1cMpc
as in McBride et al. 2011b) to produce the redshift space
three-point correlation function. We will discuss how the re-
sults change if we change our choice of this binning scale in
the Appendix B2. The triplet counts for DDD are normal-
ized by dividing with n(n − 1)(n − 2) where n is the number
of clouds along a sightline. Similar process is followed for
the other triplet counts. Note that the three-point correla-
tion measured this way is sensitive to the number of clouds
along the line of sight and hence, to the line of sight length
(100h−1cMpc) assumed here. We also discuss this further in
Appendix B1.
We also compute the individual transverse two-points
correlations associated with the 3 arms of the assumed
triplet configuration. The transverse two-points correlations
is calculated using the Landy − Szalay estimator (Landy &
Szalay 1993). The transverse correlation between two data
skewers Di and Dj (i,j=1,2,3 and i6=j) along two closely
spaced sightlines using random skewers Ri and Rj is defined
as
ξ(∆r‖,∆r⊥) =
DiDj − DiRj − RiDj + RiRj
RiRj
. (5)
Here, DD, RR and DR are data-data, random-random and
data-random pair counts respectively measured at a separa-
tion of ∆r‖ . Similar to the three-point correlation, the counts
are summed over ±2h−1cMpc along each of the longitudinal
directions and then normalized by dividing with n(n − 1).
In the case of galaxies, it has been a common procedure
to express the observed three-point correlation in terms of
the cyclic combination of associated two-point correlation
using a hierarchical ansatz (Peebles 1980) of the form
(6)
ζ(r12⊥, r23⊥, r13⊥) = Q [ξ(r12⊥)ξ(r23⊥) + ξ(r23⊥)ξ(r13⊥)
+ ξ(r12⊥)ξ(r13⊥)]
= Q[ξ ∗ ξ] .
Here, Q, usually referred to as the ”reduced three-point cor-
relation”, is a scaling quantity denoting the hierarchy exist-
ing between the three-point and two-point correlations. For
galaxies, Q is found to be constant (Q = 1.29 ± 0.21) and
insensitive to the size or shape of the configuration of points
(Groth & Peebles 1977). In the perturbative regime, while
Q is predicted to be independent of scale it has a strong
dependence on the configuration (Fry 1984). Fry (1994) also
showed that the shape dependence can be used to measure
the galaxy distribution bias parameter ’b’ independent of Ω.
In what follows, we calculate the transverse three-point
correlation and investigate its dependence on NHI (and hence
baryonic over-density) and source configuration (scale and
angle) at z = 2. We also investigate the hierarchy between
the transverse three-point correlation and the cyclic combi-
nation of the 3 associated two-point correlations (hereafter
to be referred as ξ ∗ ξ) of the Lyα forest. In addition to this,
we also investigate its dependence on NHI thresholds and
configuration of the triplet source. We check for dependence
of the transverse three-point correlation, two-point correla-
tion and Q on thermal history using simulations with differ-
ent UVBs. As mentioned before, we calculate the three-point
and two-point correlation statistics over 4000 triplet sight-
lines for each of the cases considered. The quoted errors are
68% confidence interval about the mean value obtained by
bootstrapping over these 4000 triplet sightlines. We calculate
Q for each of the triplet sightlines and then we consider its
median value over 4000 sightlines. We choose to work with
median Q since Q value for individual realizations may blow
MNRAS 000, 1–24 (2020)
8 Maitra et al.
up arbitrarily for a small two-point correlation and artifi-
cially enhance the mean-based statistics. We also find that
median Q closely follows the ”hierarchical ansatz” that one
expects from the scaling relation between three-point and
associated two-point correlation at large scales, as has been
discussed in Sec. 3.4. Further discussions about definition of
Q has been provided in Appendix A.
3.1 NHI dependence
We calculate transverse three-point correlation of clouds
having NHI thresholds in the range of NHI > 1013cm−2 to
NHI > 1013.8cm−2. We do not take clouds having higher NHI
thresholds since this makes the number of clouds along a
sightline too less due to finite box size of our simulation.
We also compute the transverse two-point correlations for
these NHI thresholds and configurations along the equidis-
tant arms (r = ∆r12⊥ = ∆r13⊥). The mean transverse three-
point correlation for different r values are plotted as a func-
tion of NHI thresholds in the left most panels of Fig. 5. The
corresponding plot for the mean two-point correlations mea-
sured along the equal arms r are plotted in the left panel of
Fig. 6. Q is computed for each individual line of sight and
the obtained median values are plotted in the right panel
of Fig. 5. Here we summarize our results for 5 length scales
(denoted by different colour symbols in each panel) and 3
angular scales (10◦, 90◦ and 170◦ from top to bottom). We
see a positive three-point and two-point correlation which
increases monotonically with increasing NHI thresholds for
all the scales and angles considered. We also find the three-
point and two-point correlation to decrease with increasing
scale for a given NHI threshold. The transverse three-point
correlation becomes less than 0.1 for ∆r12⊥ ≥ 5h−1cMpc, for
the range of NHI thresholds considered here.
Looking specifically at the NHI dependence of transverse
three-point and two-point correlation, we see a stronger NHI
dependence of three-point correlation compared to two-point
correlation at all scales and angles given by a steeper slope.
To visualize this better, we have plotted three-point and two-
point correlations normalized to 1 for log NHI>13 sample as
a function of NHI thresholds in the middle column of Fig. 5
and right panel of Fig. 6 respectively. Interestingly, the NHI
dependence of the normalized two-point correlation does not
change with scale. In case of three-point correlation though,
the NHI dependence is stronger at smaller scales compared to
larger scales irrespective of the angle. At the smallest scale of
1h−1cMpc probed here, we see a very sharp increase of nor-
malised three-point correlation with increasing NHI thresh-
olds. This dependence weakens as one goes to higher scales.
We also notice that this dependence flattens for θ ≥ 90◦ for
high NHI thresholds. Thus the three-point correlation gets
amplified much sharply with increasing NHI thresholds as
one goes to smaller scales.
From the right panels of Fig. 5, we see the inferred Q
strongly depends on the NHI threshold used (it increases with
increasing NHI). The Q values obtained here (in the range
of 0.2-0.7) are less than 1.29 found for galaxies and seem to
increase with increasing length scales. There are also indi-
cations for slight increase in Q values with increasing θ for
a given NHI threshold and scale. We explore this further in
Sec. 3.3. For a given θ, we find the NHI threshold dependence
of Q is much weaker than that of ζ . These findings are con-
sistent with the finding that dependence of ζ for galaxies on
stellar mass and luminosity is stronger than that of Q. In
the case of galaxies, it is understood as the effect of stronger
dependence of ζ on bias parameter compared to Q.
Physically, two-point correlation probes spatially aver-
aged radial density profile of matter probed by the Lyα for-
est. For different NHI thresholds, one can define such a radial
profile. The normalized two-point correlation vs NHI thresh-
old (in right panel of Fig. 6) being independent of scale im-
plies that the shape of average radial density profile does
not change as a function of NHI threshold (or baryonic over-
density, see Eq. 2). Instead, it just gets uniformly amplified
at all scales. This is shown in the bottom panel of Fig. 7.
We approximate ξ(r) ∝ r−β for r in the range 1-5h−1cMpc
and found β ∼ 0.65. It is clear from Fig. 7, that the single
power-law fit may not be the good representation of ξ(r).
Much better fit is obtained if we ignore r = 1h−1cMpc point
with β ∼ 0.87. The steep radial profile is what one expects
at large scale with smoothing of the density field at smaller
scales due to pressure smoothing effects. Note that a steeper
profile of β ∼ 1.77 is found for galaxies (Groth & Peebles
(1977)).
One thing to notice in Fig. 5 is that while transverse
three-point correlation is stronger for clouds with NHI >
1013.5cm−2 than those with NHI > 1013cm−2 by roughly 10
times at 1h−1cMpc and θ = 10◦, for the two-point correla-
tion shown in Fig. 6 the difference is much weaker (roughly
2 times). So, the obvious question to ask is what brings the
correlation down so strongly in the case of three-point cor-
relation as one lowers the NHI thresholds. To understand
this stronger dependence of three-point correlation on NHI
thresholds, we investigate the clustering of clouds having
column densities in the range 1013cm−2 < NHI < 1013.5cm−2
in Fig. 8 for θ = 90◦ configuration. We plot the transverse
three-point (top panel) and two-point (bottom panel) cor-
relation for these clouds as a function of scale. It is evident
from the plot that clouds in the above mentioned NHI range
have a negligible three-point correlation at all scales albeit
being close to zero (slightly negative at small scales). This
result is found to be valid even for other angles. The negligi-
ble and slightly negative three-point correlation in this NHI
range is what brings the total three-point correlation down
strongly for NHI > 1013cm−2 thresholds. Note when we con-
sider NHI > 1013cm−2 clouds, there are roughly equal num-
ber of clouds with NHI above and below 1013.5cm−2. What is
making the case interesting is the fact that the two-point cor-
relations for clouds with 1013cm−2 < NHI < 1013.5cm−2 are
non-zero and positive. So, the two-point correlation is not
as strongly reduced when one goes from NHI > 1013.5cm−2
to NHI > 1013cm−2. One thing to be kept in mind is that in
this column density range, one is probing around the mean
IGM over-density (NHI = 1013cm−2 corresponds to ∆ ∼ 1,
refer to Table. 1). These mean density clouds are weakly
correlated with each other indicated by a small positive two-
point correlation while having negligible three-point corre-
lation. Therefore, sharp decrease in ζ when we lower the
NHI threshold can also be attributed to the dilution effect
produced by the low NHI clouds.
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Figure 5. The left most panels show mean transverse three-point correlation functions and the middle panels show the same normalized
to 1 at NHI > 1013cm−2 as a function of NHI thresholds for different scales. The right most panels show median reduced three-point
correlation function Q as a function of NHI thresholds for different scales. The correlations shown here are at z = 2. The angle of the
configurations are taken as θ = 10◦, 90◦ and 170◦ for top, middle and bottom rows, respectively. Results are presented for five different
scales shown in different colors.
3.2 Scale dependence
In Sec. 3.1, we had already seen that transverse three-point
correlation decreases monotonically with increasing scale. In
Fig. 9, we plot transverse three-point (or two-point) correla-
tion normalized to 1 at r=1h−1cMpc as a function of trans-
verse scale for NHI > 1013.5cm−2 (left panel). We consider
three configurations with θ = 10◦, 90◦ and 170◦. We no-
tice a steeper profile of three-point correlation with scale, as
compared to the two-point correlation. Also, the ζ profile is
similar for the cases with θ = 90◦ and 170◦, but these are
shallower compared to θ = 10◦. For θ = 90◦, 170◦, the three-
point correlation at 5h−1cMpc falls to 10% of its value at
1h−1cMpc while for θ = 10◦, it goes to 25%. This suggests
the possible importance of configuration for the three-point
correlation (see Sec. 3.3). Also we need to remember for our
choice of ∆r12⊥ = ∆r13⊥ small angles will mean ∆r23⊥ probing
stronger two-point correlation.
We also plot the scale dependence of median reduced
three-point correlation Q for NHI > 1013.5cm−2 (right panel
in Fig. 9) with θ = 10◦, 90◦ and 170◦ configurations. It is
evident that for a given θ and NHI threshold, Q increases
slowly with increasing scale. It is also interesting to note Q
as a function of r is nearly identical for θ = 90◦ and θ = 170◦
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Figure 6. Plots of transverse two-point correlation (Left) and the same normalized to 1 at NHI > 1013cm−2 (Right) as a function of NHI
thresholds for five different scales.
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Figure 7. Plots of transverse three-point correlation (top panel)
and transverse two-point correlation (bottom panel) as a function
of scale for the configuration θ = 90◦ at z = 2. The three-point and
two-point correlations have been normalized to 1 at r=1h−1cMpc.
The plots have been shown for three NHI thresholds.
at large r values. We see Q to be smallest for θ = 10◦ and
nearly same for θ = 90◦ and θ = 180◦ for any given scale. We
explore this angular dependence further in Sec. 3.3.
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Figure 8. Plots of transverse three-point (Top) and two-
point (Bottom) correlations for clouds having 1013cm−2 < NHI <
1013.5cm−2 as a function of scale for θ = 90◦ at z = 2.
3.3 Angular dependence
The left column panels in Fig. 10 show the transverse three-
point correlation of clouds for different triplet source con-
figurations and with different column density thresholds
[NHI > 1013.5cm−2 (Top panel) and NHI > 1013cm−2 (Bot-
tom panel)] as a function of the angle of the configuration
at z = 2. For NHI > 1013.5cm−2, we see clear angular depen-
dence of three-point correlation, where it decreases up to
θ = 90◦ and then flattens out (i.e it becomes weakly depen-
dent on θ). As discussed before, the signals are much weaker
in case of NHI > 1013cm−2.
In the middle panels of Fig. 10, we plot the correspond-
ing transverse two-point correlation functions for the triplet
source (one corresponding to the equal arms which are θ
independent and the other corresponding to the third arm
which is θ dependent). It is seen that below 60◦, as expected,
the two-point correlation in the third arm of the triplet is
stronger compared to the other two equal sized arms. Purely
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Figure 9. Left panel: Transverse three-point correlation (or two-point correlation for the equal arm) normalized to 1 at r=1h−1cMpc as
a function of scale. Right panel: Reduced three-point correlation as a function of scale three different θ as shown. The correlations have
been plotted for configurations having θ = 10◦, 90◦ and 170◦ at z = 2.
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Figure 10. Angular dependence of transverse three-point correlation (left panels), the associated two-point correlation (middle panels)
and the reduced three-point correlation (right panels) functions for neutral hydrogen column density threshold NHI > 1013.5cm−2 (top
panels) and NHI > 1013cm−2 (bottom panels) at scales 1-5h−1cMpc and at z = 2.
based on this, we expect a stronger three-point correlation
at small angles (i.e. θ < 60◦), if we assume a constant Q.
Beyond θ = 60◦, the two-point correlation in the third arm
begins to get weaker compared to the other two arms. So, the
angular dependence of three-point correlation is expected to
get weaker beyond θ = 60◦ if Q is θ independent. However,
this expectations for the transverse three-point correlation
are contrary to our finding that there is a flattening in ζ be-
yond certain angle. Upon careful observation, we can even
see a very small increase in three-point correlation in going
to 170◦ at r = 1 and 2h−1cMpc.
We also plot the corresponding reduced three-point cor-
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relation Q in the right panels of Fig. 10. Compared to NHI
thresholds and scale, we find that Q has a much weaker de-
pendence on θ. However, we do see a steady rise in Q with
increasing angular scale. In the galaxy literature, Q at θ ∼ 0◦
and θ ∼ 180◦ are thought to be influenced by the linear struc-
tures and θ = 90◦ (right angled configurations) are thought
to probe more spherical distribution. Thus, the angular de-
pendence of Q is found to be either U-shaped (typically at
small scales) or V-shaped curve (typically at large scales).
Recently, Moresco et al. (2017) have found in their VIPERS
survey of galaxies at 0.5 < z < 1.1 that θ dependence of
Q evolves with redshift for largest scale considered in their
study. In their highest redshift bin, the Q vs θ does not show
a U or V shape, rather a slowly increasing function with θ
even at large scales. They interpreted this as an indication
of buildup of filaments with cosmic time, that enhances the
ζ in the elongated configuration (θ ∼ 0◦ or 180◦) while re-
ducing it in the equitorial configuration (θ = 90◦) as one goes
towards lower z. Lack of strong dependence of Q on θ could
mean equal distribution of elongated and spherical configu-
rations in the IGM at z ∼ 2 over the scales we have probed
here. In addition, the reduction in Q at small θ, in particular
for small r may also come from pressure smoothing effects,
that are important in the case of IGM.
3.4 Exploring the hierarchy between three-point
and two-point correlation
Before going any further, it will be important to check the
validity of the ”hierarchical ansatz” for the Lyα forest. In
Fig. 11, we make contour plots of ξ ∗ξ (see Eq. 6) vs ζ at dif-
ferent source configurations for NHI > 1013.5cm−2 consider-
ing the measurement around individual sightlines. We make
shaded contours comprising of the fractions of total popula-
tion of (ξ ∗ ξ, ζ) points (corresponding to individual correla-
tion values (ξ∗ξ, ζ) derived from 4000 simulated realizations
of triplet skewers for each configuration) ranging from 0.1 to
0.9 in steps of 0.1. The plots in Fig. 11 are arranged in a 3×3
grid. Plots showing the effect of varying scales are arranged
in horizontal direction from 1 to 5h−1cMpc and the same for
the angles are arranged along the vertical direction from 10◦
to 170◦. According to the ”hierarchical ansatz” (Eq. 6), we
expect a strong correlation between ζ and ξ ∗ ξ. The slope
of this correlation should give the Q value.
We assign a Pearson’s correlation coefficient rS between
ζ and ξ ∗ ξ, to quantify how tightly the three-point and two-
point correlations are correlated for all these configurations.
For NHI > 1013.5cm−2, we see a very tight correlation at
r=1h−1cMpc with rS ∼ 0.8 for θ = 10◦ which decreases to
rS ∼ 0.7 for θ = 170◦. It is also evident that for a given θ,
the correlation is found to decrease with increasing scales.
In general, it is seen that there is a stronger decrease in the
correlation coefficient in going from θ = 10◦ to θ = 90◦ than
in going from θ = 90◦ to θ = 170◦. This is consistent with the
trend we found for Q in Fig. 9.
The ξ ∗ ξ vs ζ contour plots also provides the per-
centage of line of sights having positive two-point as well
as three-point correlations corresponding to coherent non-
linear structures in the IGM probed by the triplet sightlines.
To visualize this, we provide the percentages of lines of sight
in each quadrant of ξ ∗ ξ vs ζ contour plot in Fig. 11. It
is seen that at small scales, one obtains a lot of non-linear
connected structures indicated by positive and larger values
of ξ ∗ ξ and ζ . Also, points (line of sights) with negative ξ ∗ ξ
are negligible in number. One sees some negative ζ points
which correspond to structures which are not present coher-
ently in all the three sightlines. With increasing scale, the
number of lines of sight with non-linear connected structures
indicated by positive ξ ∗ ξ and ζ decreases and one begins
to see more and more sightlines with negative ξ ∗ ξ and ζ .
At scales beyond 3h−1cMpc, we have significant number of
sightlines with negative ξ∗ξ as well as ζ which correspond to
anti-correlated regions or coherent gaps present in the triplet
sightlines. The configurations with θ = 90◦ and θ = 170◦ in
general sample similar kind of regions indicated by similar
values of perecentages in each of the quadrants. It is also
seen that for θ = 10◦ configurations one samples regions
with positive ζ and ξ ∗ ξ more frequently.
Additionally, since we find that a definite hierarchy ex-
ists between three-point and two-point correlations, we as-
sign a slope to determine how they are connected. We then
compare this slope with the reduced three-point correlation
Q. To find the slope, we use a linear fitting function of the
form
(7)ζ = Q1(ξ ∗ ξ) + Q2 ,
with Q1 and Q2 being the slope and y-intercept of the linear
fit. We bin the points in ξ ∗ ξ in the range of the 0.9th
contour’s x-projection into 10 equi-spaced bins. We find the
median ζ values for each (ξ ∗ξ) bin, given by blue dots in the
figure, and obtain a linear fit for this given by blue dashed
line. The Q1 and Q2 values for each fits are given in each
panel of Fig. 11. Note that Q2 should be zero for ”hierarchical
ansatz” to be applicable perfectly. This seems to be the case
for r ≥ 3h−1cMpc where Q2 is consistent with zero within 2σ
level. However, for r ∼ 1h−1cMpc, Q2 6= 0. This simply means
at small scales, the median ζ ∼ 0 (or mildly negative) even
for sightlines showing non-negligible two-point correlation
(i.e ξ ∗ ξ ∼ 0.5). It is also evident that Q1 increases with
increasing scale. The evolution is stronger between θ = 10◦
to θ = 90◦ but flattens for θ > 90◦. This is roughly consistent
with the behaviour seen in Fig. 10 for Q. We obtain Q1 ∼ 0.4
at smallest scales of 1h−1cMpc which increases upto 0.5-
0.6 at 5h−1cMpc. Interestingly, we also obtain a negative
y-intercept for these fits ranging from ∼ −0.2 at 1h−1cMpc
to 0 at 5h−1cMpc.
In Fig. 12, we compare the Q1 obtained for different
configurations with the median reduced three-point correla-
tion Q for NHI > 1013.5cm−2 as a function of angle and at
different scales. We find a definite offset between Q and Q1
at 1h−1cMpc, i.e., Q is always smaller than Q1. With increas-
ing scale, this offset goes away and Q1 follows the median
reduced three-point correlation at scales beyond 2h−1cMpc.
The Q defined as mean three-point correlation normalised
to cyclic combination of mean two-point correlations (which
we will further refer to as Q¯, see Eq. A in Appendix A)
has a larger magnitude than median Q and hence would
be larger than Q1. Thus, we find median Q to be a better
representation of the ”hierarchical ansatz” that one expects
from the scaling relation between three-point and associated
two-point correlation at large scales.
In Sec. 3.2, we suggested that scale dependence of Q is
weaker than that of ζ . It is evident from Fig. 12 that the
dependence will be further weakened if we consider Q1. This
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Figure 11. ζ vs ξ ∗ ξ plots for different configurations of clouds having NHI > 1013.5cm−2 at z = 2. The plots are made in a 3× 3 grid. We
vary the scale along the plots in horizontal direction from 1 to 5h−1cMpc and angle along the plots in vertical direction from 10◦ to 170◦.
rS is the Pearson correlation coefficient between ζ and ξ ∗ ξ for each configuration. The blue dashed line is the linear fit to ζ vs ξ ∗ ξ
and Q1 and Q2 are the slope and y-intercept of the linear fit. We also show the percentage out of the total sightlines in each quadrant of
ζ vs ξ ∗ ξ plot.
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Figure 12. Plot of median Q and Q1 as a function of angle at different scales (ranging from 1 to 5h−1cMpc) for clouds having NHI >
1013.5cm−2 at z = 2. While there exists an offset at small scales, the median Q follows Q1 at large scales.
offset that is seen at smaller scales is commensurate with the
non-zero Q2 values we obtained at these scales. The suppres-
sion of Q values in comparison to Q1 at smaller scales indi-
cates a small scale suppression of three-point correlation. It
will also be interesting to ask what physical process decides
the scales below which Q2 6= 0.
3.5 UVB dependence
In this section, we will study the impact of local physical
conditions and thermal history on the three-point correla-
tion statistics of IGM at z ∼ 2 using four different simulation
boxes discussed in Sec. 2. These simulations essentially have
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Figure 13. Transverse three-point (Left column panels), the associated two-point (Middle column panels) and reduced three-point
correlation (Right column panels) functions for UVB with α = 1.6, 1.8 and 2.0 and an Enhanced UVB with α = 1.8 as a function of
angle at z = 2.0. We have plotted the transverse two-point correlation corresponding to the unequal arm of the triplet configuration
(∆r23⊥ which is θ dependent). We do not plot the errors for transverse three-point and two-point correlation as they are roughly the size
of the markers. The correlation statistics has been calculated for a fixed neutral hydrogen column density threshold NHI > 1013.5cm−2
(Top panels) and a fixed τ-weighted over-density threshold ∆ > 2.5 (bottom panels) at scales of 1 and 3h−1cMpc. The logNHI threshold
corresponding to the fixed ∆ threshold has been put in the legend in the form of (N logNHI threshold) for each UVB.
similar dark matter density distributions as they were ran
with the same cosmological parameters and slightly different
ΓHI evolution as a function of z (see Fig. 1). However, these
simulations differ in their neutral hydrogen density distribu-
tion due to differences in the redshift evolutions for thermal
parameters as shown in Fig. 1. The Lyα absorbers are known
to be affected by different thermal histories in three ways:
• Thermal broadening of Lyα absorption depends on the
local temperature. Density dependence of thermal broaden-
ing will be governed by the local T − δ relation.
• Ionization fraction of hydrogen depends on photoioniza-
tion rates and temperature dependent recombination rates,
and hence depends on local thermal parameters.
• Physical size of baryons for a given dark matter poten-
tial depends on pressure broadening scales associated with
the thermal history. This manifests as an integrated effect
of the thermal history and does not simply depend on local
thermal parameters.
Our aim is to study their effects on the transverse three-
point and two-point correlation.
We calculate the transverse three-point correlations for
all the four simulations at z = 2 for NHI > 1013.5cm−2 clouds
which are plotted in the top left column panel in Fig. 13
as a function of angle for two different scales (r = 1 and
3h−1cMpc). First we consider three models excluding the
”Enhanced α = 1.8”model. A positive increase in three-point
correlation is seen with decrease in α from 2.0 to 1.6 for
r=1h−1cMpc and 3h−1cMpc. At z ∼ 2, all these models have
nearly same ’γ’, slightly higher T0 and ΓHI for α = 1.6 com-
pared to α = 2.0. The difference between the ζ measured for
the three models is higher for r = 1h−1cMpc case. In the case
of r = 3h−1cMpc, the difference in ζ between these models
are not very significant. Maximum three-point correlation is
obtained for ”Enhanced α = 1.8” model at both the scales.
Note that the baryons in this model have higher temperature
(by a factor of ∼ 1.5) compared to our fiducial model.
We repeat the entire exercise for two-point correlation
and the results are plotted in the top-middle column panel
of Fig. 13. We have plotted the transverse two-point correla-
tion corresponding to the unequal arm of the triplet config-
uration (∆r23⊥ which is θ dependent). For two-point corre-
lation too, maximum amplitude is obtained for ”Enhanced
α = 1.8” model followed by decreasing amplitude in going
from α = 1.6 to 2.0. This effect is found to be more pro-
nounced at smaller scales in two-point too (i.e the difference
is negligible for r ≥ 3h−1cMpc). Also, for θ = 10◦ which corre-
sponds to a very small ∆r23⊥ in transverse two-point correla-
tion, the differences between models using different UVBs is
maximum. Overall, while difference between different UVB
models is present in transverse two-point correlation, these
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differences are smaller in comparison to transverse three-
point correlation.
It is now important to ask whether the differences in cor-
relation amplitudes for different thermal histories is caused
by difference in local thermal parameters at z = 2 (ther-
mal broadening and ionization state), or is it a signature
of different clustering properties originating from an inte-
grated effect of different thermal histories (pressure broad-
ening scales). What one needs to keep in mind is that we are
fixing NHI thresholds while comparing the correlation statis-
tics between these simulation boxes having different thermal
histories. However, due to different thermal properties, same
NHI values will not correspond to the same baryonic over-
densities (or dark matter over-densities). This is important
as we already noticed that high NHI (i.e high ∆) regions tend
to show higher values of ζ and ξ.
To understand this further we use the NHI vs ∆ power-
law fit values given in Table. 1 to fix an over-density thresh-
old of ∆ > 2.5 (roughly corresponding to NHI > 1013.5cm−2
for our fiducial model) and scale the NHI thresholds accord-
ingly for the four UVBs. Doing so fixes the effect from local
thermal parameters, that is, thermal broadening and differ-
ent ionization states, by probing clustering for a fixed bary-
onic over-density threshold. However, the impact of pressure
broadening may still not be accounted for which affects the
relationship between the baryonic density field and the dark
matter field.
Plots of three-point and two-point correlations with NHI
scaled for a fixed ∆ is shown in the bottom left and middle
column panels respectively in Fig. 13. While the differences
in three-point and two-point correlations obtained for sim-
ulations having α = 1.6, 1.8 and 2.0 UVB are very much re-
duced, we still see that the ”Enhanced α = 1.8” simulations
has higher three-point and two-point correlations. Since fix-
ing the baryonic over-density should have fixed the effects
from the difference in the thermal broadening and ioniza-
tion states, this difference must be coming from differences
in pressure broadening scales of the baryonic density fields
as dark matter field is statistically same for these models.
To further investigate this effect, we calculate the 1D
dark matter over-densities ∆DM from our simulation along
the lines of sight using a standard Cloud-in-Cell algorithm
for each of the grid-points. We calculate the ∆DM corre-
sponding to 4000 lines of sight for which we already have
the baryonic over-densities ∆B. We then logarithmically bin
∆DM values in the range of 0.1 to 10 and find the median ∆B
corresponding to each ∆DM bin. We consider ∆DM and ∆B
values for all the grid points along 4000 lines of sight. ∆DM
vs ∆B has been plotted in the top panel of Fig. 14 for the
four UVB models. In the bottom panel, we plot the relative
percentage differences in ∆B for each ∆DM bin with respect
to our fiducial model. It is seen that while ∆DM vs ∆B is con-
sistent with each other for α = 1.6, 1.8 and 2.0 models within
1% accuracy, the difference between our fiducial model and
”Enhanced α = 1.8” model is considerably more. For un-
derdense regions having ∆DM = 0.1, the ∆B corresponding
to ”Enhanced α = 1.8” is higher than that in our fiducial
model by 7%. For overdense regions having ∆DM = 10, the
∆B corresponding to ”Enhanced α = 1.8” is less by 5%. This
clearly shows the effect of pressure smoothing. The box hav-
ing higher temperature, i.e, ”Enhanced α = 1.8” has higher
pressure. This pressure smoothens the baryonic density field
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Figure 14. Plots of dark matter over-density (∆DM ) vs baryonic
over-density (∆B) for different UVB models with α = 1.6, 1.8 and
2.0 and an Enhanced UVB with α = 1.8 (Top) and their relative
differences in percentage with respect to the fiducial α = 1.8 model
(Bottom) at z = 2.
such that overdense region becomes less overdense and un-
derdense region becomes less underdense. Since the box hav-
ing Enhanced α = 1.8 has a considerably larger temperature
field (look Fig. 1), the pressure effect is seen more appre-
ciably. So, the differences observed in transverse two-point
and three-point correlation at fixed baryonic over-densities
corresponding to different pressure broadening scales ascer-
tains both these statistics as a sensitive probe of the thermal
history of IGM.
Since the effect of using different UVB models changes
both three-point and two-point correlation in the same di-
rection, next we examine whether Q also has a UVB depen-
dence. We plot Q for NHI > 1013.5cm−2 clouds in the top
right panel of Fig. 13. The dependence on different UVB
models is found to be very small in Q compared to what
we have found for ζ . So, while transverse three-point and
two-point correlations are found to be sensitive to thermal
history especially at smaller scales, Q does not change ap-
preciably with the thermal history, In the bottom right col-
umn panel of Fig. 13, we plot Q with NHI threshold scaled
for a fixed ∆. We find Q to be independent of the pres-
sure broadening effects that we had seen for three-point and
two-point correlation between our fiducial and ”Enhanced
MNRAS 000, 1–24 (2020)
16 Maitra et al.
* (r=1h 1cMpc)
2
0
2
4
6
8
10
12
14
(
=6
0
)
> 2.5, z=2.0, rS=0.74, = 1.8
Q1=0.42±0.01, Q2=-0.17±0.04
79.5%0.8%
1.6% 18.1%
* (r=3h 1cMpc)
> 2.5, z=2.0, rS=0.54, = 1.8
Q1=0.54±0.02, Q2=-0.09±0.04
54.4%9.0%
13.8% 22.8%
2 0 2 4 6 8 10 12 14
* (r=1h 1cMpc)
2
0
2
4
6
8
10
12
14
(
=6
0
)
> 2.5, z=2.0, rS=0.76, E. = 1.8
Q1=0.42±0.01, Q2=-0.23±0.06
80.0%1.0%
2.1% 16.9%
2 0 2 4 6 8 10 12 14
* (r=3h 1cMpc)
> 2.5, z=2.0, rS=0.58, E. = 1.8
Q1=0.56±0.04, Q2=-0.14±0.09
55.2%8.6%
14.3% 22.0%
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
Figure 15. ζ vs ξ ∗ ξ plots for clouds having ∆ > 2.5 for simula-
tions with α = 1.8 (top row) and Enhanced α = 1.8 UVB (bottom
row) at z = 2. We vary the scale along the plots in horizontal
direction from 1 to 3h−1cMpc and fix the angle to θ = 60◦.
α = 1.8” model. The slight differences seen for a fixed NHI
threshold at 1h−1cMpc is also gone for a fixed ∆.
To explore this further, we also examine whether Q1
and Q2 changes with thermal history. In Fig. 15, we plot
the (ξ ∗ ξ, ζ) contour plots for the fiducial simulation with
α = 1.8 UVB (top row) and for the simulation with Enhanced
α = 1.8 UVB at scales of 1 and 3h−1cMpc (Left and right
column respectively) and with θ = 60◦ for a fixed baryonic
over-density threshold (∆ > 2.5). The simulation having the
enhanced background has larger contours at both the scales.
However, Q1 does not change between the two models. Also,
despite having large errors, there is a slight indication of Q2
being larger for the simulation having enhanced background
for both the scales considered here. So the x-intercept (i.e
− Q2/Q1, which denotes ξ ∗ ξ values beyond which median
ζ becomes non-zero) has increased in the case of ”Enhanced
α = 1.8” model and thus may depend on the thermal evolu-
tion of the IGM.
4 REDSHIFT EVOLUTION OF THE Lyα
CLUSTERING
Till now we have been focusing our investigations on the
IGM probed by Lyα absorbers at z = 2. In this section, we
study the redshift evolution of the transverse three-point,
two-point and reduced three-point correlation of the IGM
over 1.8 ≤ z ≤ 2.5. For this purpose, we consider simulation
snapshots from our fiducial model at z=[1.8, 2.0, 2.2, 2.4 and
2.5]. To start with, we consider the equilateral configuration
(i.e θ = 60◦) and three different length scales r = 1, 3 and 5
h−1cMpc.
In the top left panel of Fig. 16, we show transverse
three-point correlation as a function of redshift for NHI >
1013.5cm−2. We plot the same for two-point correlation in
the top middle panel. It is clear from these plots that for a
given scale three-point correlation function increases more
rapidly compared to the two-point correlation function with
decreasing redshift. It is evident that ζ becomes less than
0.1 for z ∼ 2.5 even for r = 1 h−1cMpc. Interestingly we
find that the redshift evolution of both ξ and ζ has weak
dependence on r for a fixed NHI threshold (i.e shape of ξ(z)
and ζ(z) are weakly dependent on r). In the the top right
panel of Fig. 16, we plot Q as a function of z. For the all the
three length scales considered Q decreases with increasing
z. We can clearly see that the redshift depepndence of Q is
shallower than what we see for ζ .
Next, we study the effect of clustering of the baryonic
density field by using different NHI thresholds at different
redshifts corresponding to a given ∆ threshold instead of us-
ing one NHI threshold for all redshifts. We plot the redshift
evolution of transverse three-point, two-point and reduced
three-point correlation for ∆ > 3 in the bottom left, middle
and right panels, respectively in Fig. 16 using filled mark-
ers. For this we have used the relationship between ∆ and
NHI given in Table 1 for different redshifts for our fiducial
model. We see that for a fixed ∆ threshold, the redshift evo-
lution of these quantities are very weak compared to what
we found for a fixed NHI threshold. In particular, we see a
very slight decrease in the three-point and two-point correla-
tion with increasing redshift for r = 1h−1cMpc. For r = 3 and
5h−1cMpc, we do not see any appreciable change in ζ and ξ
as a function of redshift. In the case of Q, whatever redshift
evolution seen in the case of fixed NHI threshold disappears
when we use fixed ∆. Therefore, the redshift evolution of ζ
and ξ we see for a fixed NHI threshold (top panels in Fig. 16)
comes primarily from the evolution of thermal parameters
and does not reflect the evolution of clustering properties in
the baryonic field itself, or underlying dark matter probed by
the Lyα absorption.
It will be possible to measure the corresponding NHI
cuts at different redshifts probed in this work, from the ob-
servational data by demanding a constant values of ξ, ζ and
notably Q. This can then be used to constrain the redshift
evolution of physical conditions in IGM. Unlike what we
could do with simulations, while dealing with the real data
we may not have the correct relationship between ∆ and NHI.
In that case, we check the utility of the analytic expression
(see the equation 11) derived by Schaye (2001). We fixed the
value of fg (the baryon fraction) by comparing our fitting
function at z ∼ 1.8 with this analytic expression. Then we
predicted NHI cut at different redshifts for a given ∆ using the
thermal parameters and ΓHI for a fixed fg. First we notice
that the value of NHI cut predicted by the analytic expres-
sion is slightly lower than the value we get at different z. The
difference is progressively increasing as we go to the higher
redshifts. For example, the difference is 0.1 dex at z ∼ 2.5.
The correlation functions obtained for these NHI cuts are
also shown in Fig. 16 using hollow markers. It is clear that
to get accurate constraints on physical conditions (i.e better
than 10% accuracy) one needs more accurate relationship
between ∆ and NHI as a function of T0, γ and ΓHI. Then one
will be able to use the values of ξ, ζ and Q as a function of ∆
to probe the underlying cosmological parameters if thermal
parameters are constrained by other observables.
As we discussed in the introduction, redshift evolution
of the angular (i.e θ) dependence of Q for galaxies can be
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Figure 16. Transverse three-point correlation (left column), two-point correlation (middle column) and reduced three-point correlation
(right column) as a function of redshift for scales of r = 1, 3 and 5h−1cMpc. For transverse three-point correlation and reduced three-point
correlation, we consider equilateral configuration (i.e θ = 60◦). The top row shows correlations for a fixed NHI threshold of NHI > 1013.5cm−2.
The bottom row shows correlations for a fixed ∆ threshold of ∆ > 3. The filled markers show fixed ∆ threshold based on NHI − ∆ relation
from the simulation. The hollow markers show fixed ∆ threshold obtained from the analytical expression of NHI −∆ relationship in Schaye
(2001) under the assumption of hydrostatic equilibrium of Jeans like cloud using physical parameters from the simulation.
used to infer the redshift evolution of the proportion of lin-
ear to spherical structures. we notice that for r = 1 and
3h−1cMpc, the angular dependence of Q shows very little
change in the shape over 1.8 ≤ z ≤ 2.5. This may suggest
minor evolution in the cosmic web over 1.8 ≤ z ≤ 2.5. This
could be due to small redshift range probed and the fact
that Lyα forest studied here probes relatively milder over-
densities.
5 OBSERVABILITY OF THREE-POINT
CORRELATION FUNCTION:
In this section we estimate the minimum number of triplets
sightlines (or the redshift path length) required to detect
three-point correlation at more than 5σ level for a range
of scales and NHI thresholds probed here. To start with we
consider the configurations with θ = 90◦. As we saw before θ
dependence of ζ is very weak beyond θ = 90◦. Therefore the
results we obtain for θ = 90◦ is applicable to θ > 90◦ also.
We define the σ as,
σ =
√
σ2
D
+ σ2
R
. (8)
Here, σD , is the error associated with the data which will
depend on the number of sightlines and number of clouds per
unit redshift interval (i.e NHI threshold). σR is the zero error
associated with the randomly distributed clouds obtained
with all three triplet skewers being generated randomly. In
general σR is expected to be much smaller than σD .
In Fig. 17, we plot the minimum redshift path length
(common along the triple sightlines) required for the 5σ de-
tectability of three-point correlation as a function of NHI
threshold for different scales at z = 2. For these calculations,
we consider spectral resolution ∼ 50 kms−1 and SNR∼ 20
and individual segments of 100h−1 cMpc length. As we dis-
cussed before these gives the NHI completeness of ∼ 1013
cm−2. The chosen spectral resolution is typical of what can
be achieved with present day spectrographs like X-Shooter
and VLT, or upcoming surveys like low resolution mode
WEAVE-QSO (Pieri et al. 2016) or MaunaKea Spectro-
scopic Explorer (MSE, The MSE Science Team et al. (2019))
and optical spectrographs like Wide Field Optical Spectro-
graph (WFOS) in the Thirty Metre Telescope (TMT). Spec-
tra having low SNR (along one sight line) will correspond to
having higher completeness limit for NHI and one will con-
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sider samples with NHI thresholds above this limit in such
cases.
It is clear from the figure that the required redshift path
length decreases with increasing column density threshold
before becoming flat (for lower r values) or showing increase
for higher NHI thresholds. The reason behind this behavior
is that at lower NHI threshold, the signal is weaker and the
relative σD is larger and hence one needs large number of
sightlines. At larger NHI thresholds, while the signal is strong
the number of absorbers per unit redshift interval decreases
thereby increasing the σ. For a quasar at z > 2 we will be
able to probe the Lyα forest over a redshift path length of
∆z ∼ 0.4 (considering region between Lyα and Lyβ). Consid-
ering the fact that the redshifts of the background quasars
need not be identical one will typically cover ∆z ∼ 0.2 along
each triplet (or equivalently probing the clustering over a
redshift interval of 0.2). From the figure we can conclude
that we need about 100 triplet sightlines for r ∼ 3h−1cMpc
for the NHI thresholds considered here. One may need half
these number of triplets to probe the clustering at smaller
length scales. As seen in Fig. 10, ζ is usually stronger for
θ < 90◦. Therefore, one will need lesser number of triplets to
get 5σ detections.
Next we consider θ and r dependence for detectability
and look at the availability of quasar triplets in the SDSS
catalog with an aim to probe IGM in redshift range of z =
2.0 ± 0.1. We search in SDSS DR14 catalog for projected
quasar triplets having at least ∆z = 0.1 coincident Lyα forest
(considering Lyα forest between the Lyβ and Lyα emission
and excluding the proximity regions within 5000 kms−1 of
the quasar emission redshift) within z = 2.0± 0.1. For all the
resulting quasar triplets, we consider the two arms (denoted
as r1 and r2) whose ratio is closest to 1. We take the shorter
of these two arms (r2) as the denominator to define the arm
ratio (i.e ratio is r1/r2), such that the ratio is always greater
than 1. We also take r2 as the arm length (or scale) of the
triplet. We only select triplets having arm length less than
5.5h−1cMpc (i.e the angular separation less than ∼ 5.5′). The
angle between these two arms is considered as the angle θ for
the configuration. There are 1874 quasar triplets identified in
this fashion in the SDSS catalog. In Fig. 18, we plot the angle
vs. arm length ratio for these quasar triplets. The colorbar
gives the arm lengths of each of these triplets in units of
arcmin.
We then take a sub sample out of the selected triplets.
We select triplets with angles greater than 90◦ where the
angular dependence of three-point correlation is negligible.
We also consider only those triplets whose arm length ratio
is less than 1.2. There are 358 quasar triplets which sat-
isfy this condition. Simultaneously, we also consider another
sub-sample having θ ≤ 20◦ and having arm ratio less than
1.2. There are 194 quasar triplets which satisfy this condi-
tion. These two subsamples are represented by grey shaded
region in Fig. 18. Next, we distribute the selected triplet
sub-samples based on their arm length into equispaced arm
length bins centered around r = [1, 2, 3, 4, 5]h−1cMpc. The re-
sulting number of triplets for the two sub samples are given
in the 6th and 7th column of Table. 2, while the redshift
path length covered by these triplets are given in the 4th
and 5th column.
In the 2nd and 3rd columns of Table. 2, we give the red-
shift path length required for 5σ detectability of three-point
correlation for each arm length and for θ = 10◦ and 90◦.
In the table for each length scale, we consider NHI ≥ 1013.3
cm−2 threshold that gives the best detectability as shown
in Fig. 17. We compare these redshift path lengths obtained
from the simulations and compare it with what one gets
from the sub-samples in SDSS. It is clear that the number
of known QSO triplets from the SDSS (even if we were to
get high SNR spectroscopy) will not give adequate triplets to
get 5σ detection in a small redshift range for the length and
angular scale probed here. However, we expect this situation
to dramatically improve with Dark Energy Spectroscopic In-
strument DESI (DESI Collaboration et al. 2016) and Legacy
Survey of Space and Time LSST. We then predict the ex-
pected significance of detection of three-point correlation at
each length scales using the already known quasar triplets
in SDSS. It is seen that for θ ≤ 20◦, the three-point correla-
tion can be observed with highest significance at the largest
scales of 4 and 5h−1cMpc (4.8σ and 4.5σ respectively). For
that, we need to observe 70 quasar triplets (210 spectra)
having r = 4h−1cMpc and 86 quasar triplets (i.e 258 spec-
tra) having r = 5h−1cMpc. For θ = 90◦, the most significant
detection can be achieved with known quasars for interme-
diate scales of 2 and 3h−1cMpc (4.4σ and 4.7σ respectively).
We need to observe 42 quasar triplets having r = 2h−1cMpc
and 96 quasar triplets having r = 3h−1cMpc for this. Thus
the discussion presented here suggests that one needs about
100 triplets to probe a given configuration (i.e small range
in r1/r2, r2 and θ). Note while surveys like CLAMATO (Lee
et al. (2018)) have spectra taken at much smaller separa-
tions, the spectral SNR achieved are not sufficient for Voigt
profile analysis discussed here.
Note in these discussions we consider the three point
correlation computed at the transverse separations with sim-
ilar redshifts. In the real data one will be able to consider
more triangular configurations by including different redshift
ranges along different sightlines (i.e length scale defined as
r =
√
r2⊥ + r2‖ ). However, as they will probe larger scales com-
pared to the transverse correlations we expect the signifi-
cance of detections in such configurations to be less than 5σ
level. As demonstrated in Maitra et al. (2019), when good
quality triplet spectra are available, in addition to probing ζ
and Q, we will be able to study i) Void distribution in coher-
ent gaps, ii) three-point correlation of metals and iii) Cross-
correlation (both transverse and longitudinal) between H i
and metals, H i and quasars, etc. One can in principle com-
pute the three point correlation in the redshift space (i.e
θ = 180◦) using single lines of sight. We are investigating
this using the high resolution quasar spectra available from
VLT and KECK. These results will be discussed in our up-
coming paper.
6 SUMMARY AND DISCUSSIONS
In this work, we have explored three-point correlation func-
tion of the IGM probed by the Lyα absorption lines at z ∼ 2
using cosmological simulations and absorption components
(called ”clouds” in this work) obtained using Voigt profile
decomposition. Below we summarize and discuss important
findings from this work.
1. Clouds vs flux based statistics: It is very common
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Table 2. SDSS sample at z = 2.0 ± 0.1.
Scale Redshift path length for 5σ detection Redshift path length (SDSS) Number of triplets (SDSS)
(h−1cMpc) θ = 10◦ θ = 90◦ θ ≤ 20◦ θ ≥ 90◦ θ ≤ 20◦ θ ≥ 90◦
1.0 ± 0.5 4.8 6.4 0.5 (1.6σ) 0.1 (0.9σ) 3 1
2.0 ± 0.5 7.2 10.5 1.9 (2.6σ) 8.2 (4.4σ) 12 48
3.0 ± 0.5 9.6 18.6 3.6 (3.2σ) 16.4 (4.7σ) 23 98
4.0 ± 0.5 12.8 33.3 11.8 (4.8σ) 19.1 (3.7σ) 70 115
5.0 ± 0.5 17.2 56.0 14.1 (4.5σ) 15.4 (3.4σ) 86 96
13.0 13.1 13.2 13.3 13.4 13.5
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Figure 17. The minimum redshift path length required for de-
tecting transverse three-point correlation at z = 2 at > 5σ level.
For sub-samples defined for different NHI thresholds, we have used
spectra with FWHM resolution of 50kms−1 and SNR=20. The de-
tectability is plotted for r = 1 − 5h−1cMpc and θ = 90◦.
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Figure 18. θ vs arm length ratio of SDSS quasar triplets for
probing in z = 2.0±0.1 upto a length scale of r = 5.0+0.5h−1cMpc.
The colorbar indicates the length scale r of each of these triplets.
Total number of quasar triplets identified is 1874. Out of this, 358
satisfy the condition of θ ≥ 90◦ and arm length ratio ≤ 1.2, while,
194 satisfy the condition of θ ≤ 20◦ and arm length ratio ≤ 1.2.
This are indicated with shaded region.
to use statistics of transmitted flux for measuring the astro-
physical and cosmological parameters using the Lyα forest
data (see references in Sec. 1). As pointed out in Maitra
et al. (2019), when we use the transmitted flux a particu-
lar value of negative three-point correlation in flux can arise
either from coherent absorption along all three sightlines
or from absorption in one sight line and gaps in the other
two sightlines. Such a degeneracy, which is inherent in the
flux statistics, is not present in the analysis based on cloud
distributions. While early studies of Lyα forest clustering
used Voigt profile components to study two-point correla-
tion along the line of sight (Chernomordik 1995; Cristiani
et al. 1995; Khare et al. 1997) not much progress is made in
studying the higher order statistics. This is mainly due to
difficulty in decomposing the Lyα forest with Voigt profiles
for large number of simulated data. Such studies have now
been made possible with high performance computing and
with the help of automated Voigt profile fitting code viper
(Gaikwad et al. 2017b).
Here we show that, using cloud based approach one will be
able to do clustering analysis of the IGM using the standard
techniques routinely used for clustering studies of galaxies.
In particular, we show that the clustering depends strongly
on the NHI and the dependence is different for two- and
three-point correlation functions. This in principle allows
us to probe the linear and non-linear bias parameters as
a function of NHI and the scales and angles probed by the
triplet configurations. In this work we use simulations that
do not include feedback processes, however if we use sim-
ulations that includes various feedback processes then we
will be able to extend our analysis to sub-samples of metal-
licity (or metal to HI column density ratios). Such a study
is important to extract more constraints on the parameters
governing the galaxy feedback processes.
2. Applicability of ”hierarchical ansatz” for the Lyα
forest: We investigate the validity of the ”hierarchical
ansatz” using ζ and ξ ∗ ξ obtained for individual triplet
sightlines. We fit this distribution using a linear fitting func-
tion ζ = Q1(ξ ∗ ξ) + Q2 where Q2 ∼ 0 when the ”hierarchical
ansatz” is valid. For models considered here Q2 ∼ 0 (within
2σ level) for r ≥ 3 h−1 cMpc and Q1 closely follows the me-
dian reduced three-point correlation function (Q = ζ/(ξ ∗ ξ)).
However at smaller length scales we find non-zero Q2 with
indications of this being dependent on the thermal param-
eters and thermal history. Thus for extracting cosmological
information like bias one has to use data from configuration
having r ≥ 3 h−1 cMpc.
3. Dependence on the configuration: In this study we
mainly concentrated on the triangular configurations with
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equal arms for a full range of angles. As expected from the
evolution of gravitational instabilities, three-point correla-
tion function calculated for a given NHI threshold decreases
with the increasing length scale. Interestingly the scale de-
pendence of three-point correlation is found to be steeper
than that of the two-point correlation for the sub-samples
defined with a same NHI threshold. We also find the three-
point correlation to show mild dependence on θ. The ζ de-
creases with increasing θ for θ ≤ 60◦ and remains nearly
constant (or shows very mild increase) with increasing θ.
We do not find U or V shape in Q vs θ distribution as found
in the case of low-z galaxies.
4. The reduced three point function and bias: We
also study the median reduced three point correlations (i.e
Q) and its dependence on NHI and on the angle and scale of
the triplet configurations. While Q is found to increase with
increasing NHI (as ζ) the rate of increase is weaker than that
seen for ζ . Similarly the dependence on the scale and θ are
found to be weaker for Q. We notice that for higher scales
(i.e r > 4 h−1 cMpc) Q values converge. The median Q values
found are typically in the range 0.2 to 0.7. This is lower than
Q∼1.3 found for low-z galaxies. In the perturbative region
the observed Q from a tracer can be related to the Q of
the dark matter (Qm) as Q¯ = (Qm/b1) + (b2/b21) (up to first
non-linear term) where b1 is the linear bias and b2 is the non-
linear bias (Fry & Gaztanaga 1993). The Q value which is
used in the bias equation (Q¯) is calculated using mean three-
point and associated two-point correlation (see Eq. A) and
different than the median Q that we use in this study. Both
Q values have been plotted and compared in Appendix A.
For an equilateral configuration (θ = 60◦), r = 5 h−1 cMpc
and NHI > 1013.5cm−2, we measure ξ = 0.31 and this cor-
responds to b1 = 1.76, if we use two-point function of dark
matter obtained using linear theory. As for a given scale ξ
depends on NHI cut off, we find that b1 to be a strong func-
tion of NHI. The value of b1 increases from 1.52 to 2.05 when
we change the NHI cut off from 1013.3 to 1013.8 cm−2. To ob-
tain b2 we need Qm. We also have to consider Q¯ instead
of median Q. If we take a typical value of Qm = 1.3 and
use b1 = 1.76 and Q¯ = 0.91 obtained from our simulations for
NHI > 1013.5 cm−2 we get b2 = 0.53. For b1 = 2.05 and Q¯ = 1.1
obtained from our simulations for NHI > 1013.8 cm−2 we get
b2 = 1.96. For a given choice of Qm, b2 value increases with
increasing NHI. We defer a detailed self-consistent discussion
on the bias to our upcoming work.
5. Dependence on thermal and ionization history:
We consider simulations obtained with four different ioniza-
tion and thermal history. We show for a given NHI and con-
figuration ζ is more sensitive compared to ξ or Q. In particu-
lar, our model with enhanced heating (i.e Enhanced α = 1.8
model) shows larger values for ζ and ξ compared to the value
obtained from simulations using three self-consistent back-
ground models. The difference in ζ measured between these
models decreases with increasing length scale. We found the
relationship between NHI and baryonic over-density ∆ for
these models at z ∼ 2. When we use different NHI that cor-
responds to a single ∆ we find ξ and ζ from all these models
match very well. Interestingly, our study also suggests that
the scatter in Q due to varying physical conditions is mini-
mum. Thus it could provide a better probe of the underlying
matter distribution even in the absence of good understand-
ing of the thermal evolution of the IGM.
6. Redshift evolution: Our study also shows that the
three-point correlation function evolves strongly over the
redshift range 1.8 ≤ z ≤ 2.5 compared to the two-point
correlation function for a fixed NHI and configuration. In-
terestingly the rate of decrease with z seems similar for dif-
ferent length scales for both ξ and ζ . We also notice that
the evolution of Q is much slower than what we see for ζ .
We find that if we use different NHI cut offs corresponding
to single ∆ at different z then ζ and ξ are nearly constant
over the redshift range considered. This once again suggests
that the strong redshift evolution seen over a small redshift
range is dominated by the evolution of physical conditions in
the IGM. Any physical model that connects between ∆ and
NHI will depend on T0, γ, ΓHI and a physical scale that con-
nects between density and column density of HI. We find
that even after using correct physical parameters at each
redshift we may need a slightly faster redshift evolution if
we use the analytical equation given by Schaye (2001). This
could either mean redshift evolution in the gas fraction fg or
the length (local Jeans length as assumed by Schaye (2001))
connecting density and NHI. One possible way out is to get
the fitting function connecting ∆ and NHI as a function of
redshift considering models with wide range of above men-
tioned parameters. Having such a fitting function will allow
us to probe clustering as a function of ∆ and its redshift evo-
lution. This will then allow us to constrain the cosmological
parameters from the observational data.
7. Future perspective: We also investigate the spectro-
scopic requirements for measuring ζ , ξ and Q over a small
redshift range δz = 2.0 ± 0.1 for a given length scale (i.e
r±0.5h−1cMpc) and smaller angular intervals (i.e θ ± 10◦).
We compute the redshift path length (or number of triplets)
required for detecting three point function at 5σ level. For
the column density range and length scale probed we need
about 70 to 100 triplets for probing the length scale of 4
to 5 cMpc. This roughly corresponds to 200 to 300 quasar
spectra with spectral resolution of 50 kms−1 and SNR∼ 20.
Such a spectra will also allow us to probe (i) the cluster-
ing properties of the Lyα with metal line detections; (ii)
cross-correlation between the Lyα and metal lines (both in
transverse and longitudinal directions) and (iii) connection
between quasars and Lyα absorption in the transverse direc-
tion as demonstrated in Maitra et al. (2019). We investigate
the availability of triplets for such a study in SDSS quasar
catalog.
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Figure A1. Reduced three-point correlation function defined in
two ways (Median Q and Q obtained from Eq. A) as a function
of scale for θ = 60◦ and NHI > 1013.5cm−2.
APPENDIX A: DEFINITION OF REDUCED
THREE-POINT CORRELATION FUNCTION
Based on Eq. 3, Q is defined as the three-point correlation
function normalized to the cyclic combination of the associ-
ated two-point correlation functions. In galaxies, it is a com-
mon practice to normalize the three-point correlation func-
tion averaged over the entire volume with the cyclic com-
bination of averaged two-point functions. In this work, we
define a unique Q value for each of the triplet sightlines. We
can then obtain a mean or median Q from the distribution
of Q values for 4000 triplet sightlines. With mean Q, any
arbitrarily small cyclic combination of two-point correlation
makes the Q value blow up, thereby artificially enhancing
the mean Q value. To get around this issue, we choose to
work with median Q value.
One can also choose to define Q using three-point and
two-point correlation functions which are averaged over 4000
triplet sightlines as
Q¯ =
ζ¯
ξ¯ ∗ ξ¯ (A1)
We compare the two definitions of Q in Fig. A1 as a function
of scale for θ = 60◦ and NHI > 1013.5cm−2. For Q¯ defined us-
ing Eq. A, we assign errors by propagating errors associated
with mean three-point and two-point correlation functions.
It is seen that Q¯ has larger magnitude compared to median
Q, but the associated errors are large. Also, as shown in
Fig. 12, at large scales median Q closely follows the ”hier-
archical ansatz” that one expects from the distribution of
three-point and associated two-point correlation functions
over 4000 triplet sightlines.
APPENDIX B: CONVERGENCE TESTS
We perform convergence tests involving the impact of size
of the simulation box on the transverse three-point correla-
tion. Additionally, we examine the effect of taking a smaller
longitudinal slice of the triplet sightlines for a fixed simula-
tion box size. We also discuss about our choice of taking a
±2h−1cMpc longitudinal bin size while calculating the trans-
verse three-point correlation.
B1 Simulation box-size and slice-size
We test the effect of changing the box size with the help
of an additional 50h−1cMpc simulation box run with our
fiducial UVB with α = 1.8. We choose to investigate the
effect of simulation box size on transverse three-point cor-
relation at scale of r = 1h−1cMpc and θ = 60◦ for clouds
having NHI > 1013.5cm−2. Additionally, we also take our
100h−1cMpc simulation box and calculate transverse three-
point correlation for 50h−1cMpc slices centered around the
100h−1cMpc sightlines. So, we have transverse three-point
correlations corresponding to:
• 100h−1cMpc Simulation box size and 100h−1cMpc sight-
line length (Slice size=100h−1cMpc): 4000 triplet sightlines.
• 100h−1cMpc Simulation box size and 50h−1cMpc sight-
line length (Slice size=50h−1cMpc): 4000 triplet sightlines.
• 50h−1cMpc Simulation box size and 50h−1cMpc sight-
line length (Slice size): 4000 triplet sightlines.
We also calculate transverse two-point and reduced three-
point correlation for these cases for r = 1h−1cMpc and with
clouds having NHI > 1013.5cm−2. The cumulative distribu-
tion function of transverse three-point ,two-point and re-
duced three-point correlations for all these cases are plotted
in the left, middle and right panels of Fig. B1, respectively.
Comparing the CDF of transverse three-point and two-
point correlation of the three cases, we see that the differ-
ence between the cases having similar slice size (50h−1cMpc)
and different box sizes is smaller compared to the cases hav-
ing similar box size (100h−1cMpc) and different slice sizes.
The differences are smaller in case of two-point correlation.
The median transverse three-point and two-point correla-
tions (given by CDF=0.5) for cases having similar slice size
(but different box size) is roughly the same. Same is not true
for cases having similar box size (but different slice size).
What this means is that the median transverse three-point
and two-point correlation in clouds primarily depends on
the redshift path length of the sightlines. We have reached
convergence in box size at 50h−1cMpc since the median cor-
relation does not change with box size (50 and 100h−1cMpc)
for a fixed slice size (50h−1cMpc). On the other hand, while
the CDF for Q is different for the 3 different cases, the me-
dian Q remains similar. This means that while the median
transverse three-point and two-point correlation in clouds
depends on the redshift path length of the sightlines, me-
dian Q is independent of it.
B2 Longitudinal binning for Transverse
three-point correlation
In this section, we discuss on our choice of longitudinal bin-
ning for transverse three-point or two-point correlation. We
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Figure B1. Convergence test involving simulation box-size and longitudinal slice-size over which transverse three-point correlation is
calculated for a single source configuration(r = 1h−1cMpc, θ = 60◦) for clouds having NHI > 1013.5cm−2. The cumulative distribution
function of transverse three-point correlation is plotted for a box-size and slice-size of 100h−1cMpc each (fiducial scheme; black curve),
box-size and slice-size of 100h−1cMpc and 50h−1cMpc respectively (blue-dashed curve) and box-size and slice-size of 50h−1cMpc each
(red-dashed curve).
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Figure B2. Three-point correlation as a function of redshift space separation of clouds along 2nd and 3rd sightlines with respect to the
1st sightline of the triplet. The colorbar represents the three-point correlation averaged for a bin.
take a default bin size of ±2h−1cMpc along the longitudi-
nal direction. This bin size has been taken on the basis of
the profile of three-point correlation as a function of red-
shift space separation of clouds along 2nd and 3rd sightline
with respect to the 1st triplet sightline for NHI > 1013cm−2
clouds. The profile has been shown in Fig. B2 for NHI >
1013cm−2 and NHI > 1013.5cm−2. For NHI > 1013cm−2, we see
that the correlation exists upto redshift space separation of
2h−1cMpc which is the basis for the choice of our longitudi-
nal binning. For NHI > 1013.5cm−2, the profile extends to a
slightly larger distance. Hence, we can treat the longitudi-
nal binning as a free-parameter. In Fig. B3 and Fig. B4, we
show the NHI and configuration dependence for a longitudi-
nal bin size of ±1h−1cMpc. We find that the amplitude of
the observed correlations are larger compared to what one
sees with longitudinal bin size of ±2h−1cMpc. However, the
trends observed in transverse three-point and two-point cor-
relations with NHI thresholds and configuration of the triplet
remains same irrespective of the choice of longitudinal bin
size.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure B3. Plots of transverse three-point correlation (Top left three panels) and transverse two-point correlation (Top rightmost panel)
along with these normalized to 1 at initial point as a function of NHI thresholds for different scales (Bottom panels). The longitudinal
binning for transverse correlations have been taken as ±1h−1cMpc. The angle of the configurations are taken as θ = 10◦, 90◦ and 170◦. We
plot this for NHI threshold upto 1013.5cm−2 only since higher NHI threshold results in lesser number of absorbers and a shorter longitudinal
binning gives noisy signal for small number of absorbers.
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Figure B4. Angular dependence of transverse three-point correlation (Left panels), the associated two-point correlation (Middle panels)
and the reduced three-point correlation (Right panels) functions for neutral hydrogen column density threshold NHI > 1013.5cm−2 (Top
panels) and NHI > 1013cm−2 (Bottom panels) at scales 1-5h−1cMpc. The longitudinal binning for transverse correlations have been taken
as ±1h−1cMpc. The correlation statistics are calculated for UVB with spectral index α = 1.8.
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