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1. INTRODUCTION 
We shall be concerned with the quadratic form 
J(q, u) = jb W2 + q(x) ~“1 dx 
a 
or more generally 
J(P, 4,~) = j” [P(x) d2 + dx) ~“1 dx. a 
We will give various conditions on the functionsp(x), q(x), and u(x) which will 
imply positivity of the quadratic form. We shall assume throughout that the 
functions q(x) and p( ) x are continuous and that they have only a finite number 
of local maximum points. We also assume that the function p(x) is strictly 
positive but we place no sign restriction on q(x). We also assume that U’(X) 
is piecewise continuous, that u(x) is continuous and normalized by 
b 
u2dx= 1. (1) a 
As an example of the type of theorem we have in mind, we note that it 
follows from Theorem 2 below that if 
then 
s 1 I 4641 G 1 and o q(x) dx > 0.082..., (2) 
J(s 4 = j: [uf2 + dx) ~“1 dx 2 0 (3) 
for all functions u(x). 
* This material was presented at the third Symposium on Inequalities held at 
University of California at Los Angeles, September, 1969. 
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2. OSCILLATIOK CRITERIA AND MINIMUM PRINCIPLES 
Various people [l-5] have realized that the behavior solutions of certain 
differential equations is related to the spectrum of certain kinds of eigenvalue 
problems. Although pieces of the following theorem may be found in the 
literature we know of no single reference. 
THEOREM 1. The equation 
28 - q(x) 21 = 0 
has a solution ul satisfying : 
(4) 
(i) z+‘(a) = 0 and ul’(x) > 0 for x > a if and only if the first eigenvalue 
Vl(4) of 
wx + (v - q(x)) w = 0, w’(a) = w’(b) = 0 (5) 
satisjes VI(q) > 0 for all b < a; 
(ii) ur(a) = 0 and +‘(x) > Ofor all x > a if and only if thefirst ezgmvalue 
h(P) of 
Y” + 0 - q(4) y = 0, y(a) = y’(b) = 0 (6) 
satisjies h,(q) > 0 fm all b > a, 
(iii) %(a) = 0, z+(x) > 0 f or all x > a if and only ;f  the Jirst eigenvalue 
PA) of 
v” + (I.L - q(x)) v  = 0, v(a) = v(b) = 0 (7) 
satisjes PI(q) > 0 for all b > a. 
The proof of this theorem is much like the proof of Nehari’s result [2, 
p. 4291. To prove (ii), for example, let yI be the first eigenfunction of (b) 
corresponding to h,(q) and ur be a solution of (4) satisfing q(a) = 0 and 
u,‘(a) > 0. Then 
/L(q) j: b ulyl dx = s [ yp; - uIy;] dx = yp,’ - uly;]; = y,(b) u,‘(b). a 
Assuming as we may [6] that yr 3 0, we see that h,(q) > 0 for all 6 > a 
implies u,‘(b) > 0 for all b > a. Conversely, if (4) has such a solution q(x), 
then 2c, > 0 so the above formula implies AI(q) > 0. The proofs of (i) and 
(ii) are much the same and may be based on the integration by parts formulas 
Vl(4) jl ~1~1 dx = w,(b) %‘(b), 
/-4d 1‘; w, dx = - v’(b) d9. 
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Note that in view of Sturms separation theorem (and some results of 
Layton [7]) the existence of a solution u1 satisfing any one of the conditions (i), 
(ii), or (iii) is in effect a nonoscillation theorem for Eq. (4). Nehari [2] first 
used this fact in a systematic way to study oscillatory behavior of equations 
like (4) with however (in our notation) the added condition n(x) < 0 for all X. 
Theorem 1 however places no sign restrictions on q(x). Theorems 5 and 6 
below indicate some applications of our results along the lines of Ref. [2]. 
Now it is well known [6] that the eigenvalues of these Sturm-Liousville 
systems may be considered from a variational point of view. Thus 
The class C, consists of all functions U(X) having piecewise continuous 
derivatives and satisfying (1). The class C, consists of all functions U(X) E C, 
satisfying, in addition, ~(a) = 0. The class C, consists of all functions 
U(X) E C, satisfying U(U) = u(b) = 0. The condition u’(b) = 0 need not be 
imposed on the class C, in order to insure that the solution yr of the minimum 
problem (9) satisfies y,‘(b) = 0. Th t a is u’(b) = 0 is a natural boundary 
condition [6]. The same is true for the conditions ~‘(a) = u’(b) = 0 in (8) 
above. Note also that since C, 2 C, 2 C, , it follows that ~~(4) < /\r(q) < ~~(4). 
Now it is clear that positivity of the quadratic form J(G U) for all u E Ci is 
equivalent to positivity of the appropriate eigenvalue vr(~), h,(q), and pr(q). 
All of our theorems giving positivity conditions for quadratic forms are 
therefore conditions which imply something interesting about the behavior 
of solutions of Eq. (4). 
However, the solution of Eq. (4) even for simple choices of q(x) can be very 
difficult as can calculation of the eigenvalues h, or, and h, . Theorem 1 then 
simply shifts the difficulty from one place to another. The purpose of this 
paper is to provide large classes of functions q(x) for which the quadratic 
form J(q, U) is positive definite or equivalently the associated eigenvalue 
problem has positive eigenvalues. 
3. POSITIVITY CONDITIONS 
Our positivity conditions take the form of certain inequalities involving 
some common functions. Suppose Q(X) satisfies 
j 
b 
- h2 <q(x) < H2 and a dx) dx = m (11) 
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where h, N, and m are constants with Iz, H > 0. Define a functionF(h, H, a, h) 
bY 
F(h, H, a, b) =-- H2(s, - u) - h2(b ~~- s,), (14 
where S, = s,(h, H, a, b) is defined to be the largest root of 
H tanh[(s - a) H] = h tan[(b - S) h] with a < s, < b. (13) 
I f  h(b - u) > n/2, we define a function G(h, H, a, 6) by 
G(h, H, a, b) = H2(s, - a) - h2(b - so), (14) 
where in this case S, = s,(h, H, a, b) is defined to be the largest root of 
H coth[(s - u) H] = h tan[(b - S) h] with a es, <b. (15) 
If, however, h(b - a) < n/2, then (15) will in general not have a root s, and 
in this case the function G(h, H, a, b) is not defined. We have: 
THEOREM 2. Let q(x) satisfy (11) and suppose 
Then 
m= 
i 
b q(x) dx >F(h, H, a, b). (16) 
-a 
J(q, u) = 1” [uf2 + q(x) u”] dx > 0. (17) 
If equality does not hold in (16) then equality cannot hold in (17). 
Proof. Let wl(x) be the first eigenfunction of (5). Assuming, as we always 
do, that q(x) has only a finite number of local maximum points, it follows 
from the differential equation (5) that W,(x) has only a finite number of local 
maxima. 
Now given a measurable function f(x) on [a, b] we let f-(x) and f +(x) 
denote its rearrangements into decreasing and increasing order, respectively. 
The relevant definitions and theorems about rearrangements may be found 
in Refs. [8, 91. For example, 
and if f (x) is continuously differentiable and has a finite number of local 
maxima, then ( f (x)1+ is piecewise continuous and 
s”, If’(x)12 dx 3 1: {If ‘(x)1+}2 dx. (19) 
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It follows easily from these inequalities that J(p, W,) > J(q-, 1 W, I+). Now 
define a new 4 function on [u, 61 by 
4d4 = f-f27 a<x<s, 
= - h2, s<x<bb, 
where s is selected so that 
??l= jb q(x) dx = j” qs(x) dx = (s - a) H2 - h2(b - s). 
a a 
This condition and the fact that - h2 < q-(x) < H2 implies 
j' a(t) dt 2 j' q-(t) dt x E [a, b]. 
a a 
Integrating by parts we see 
s b a k(x) - c&91 iI w,(41+12 dx 
=- j; & {I w,(x>l+>” [ j: k-(t) - &)I dj dx. 
Thus the right side of this equation is nonnegative. This and the minimum 
principle give 
%(4) = J(!z, WI) 3 1(4-v I WI I’) 3 J(Q.3 >I WI I’) b 47J. (20) 
We now consider vl(qs) as a function of s. It is continuous and monotone 
increasing (see Ref. [6]). However vl(qa) = - h2 < 0 and vl(qb) = + Hz > 0. 
Thus, there is a unique number s, E [a, b] such that v~(Q~,) = 0. We calculate 
s, by solving the differential equation 
w” - qso(x) w = 0, 
The solution is 
W’(a) = W’(b) = 0. 
W,(x) = c, cash H(x - a), a<xds,, 
= c2 cos[(b - x) h], so < x < b. 
Imposing the condition that W,Cx) and WiO(x) be continuous at x = s, 
defines s, in terms of h, H, a, and b by (13). Finally, condition (16) implies 
s > s, . Therefore, ~r(pJ > vl(ns,) = 0 which in view of (10) proves the 
theorem. 
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Remark I. A short calculation shows that F( 1, 1, 0, 1) == 0.082... . This 
justifies (2) and (3). 
Remark 2. F(h, H, a, b) is the best possible constant in Theorem 2. That 
is for any E > 0. There exist functions ~Jx), u,(x) such that 
i’ 
b 
a q,(x) dx 3 F(h, H, a, b) - 6 and “he I 4 -=L 0. 
Remark 3. Equality holds in (17) if and only if equality holds in (16) and 
4(x) = 4s,b9 and 44 = ~s,W. 
If we restrict the functions U(X) we may obtain improved positivity con- 
ditions for J(g, u). 
THEOREM 3. Suppose q(x) satisfies (1 I) and u(a) = 0. If h(b - 
then ](q, u) > 0. If however h(b - a) > 42 and 
then 
m= 
J 
b 
q(x) dx 3 W H, a, b), 
a 
J(q, u) = jb [u’~ + q(x) u”] dx > 0. 
a 
If  equality does not hold in (21), then equality cannot hold in (22). 
a) < 74, 
(21) 
(22) 
Proof. Suppose first of all that h(b - a) < r/2. Then using (11) and (9) 
we have 
Jtn, 4 2 J(- h2, 4 b A,(- h2) = ( 2tb “_ a> )” - h2 > 0. 
Suppose now that h(b - a) > 42. In this case we may replace W,(x) 
by X(X) in the proof of Theorem 2 and retrace all our steps up to (20). How- 
ever, the fact that ~~(0) = 0 allows us to replace (20) with the improved 
inequalities, 
ilk) = J(49 Yl) 2 J(4-3 I Yl I’) 3 Jk > I Yl I’> 3 UP,). 
Now X,(q8) is also a monotone increasing function of s. Furthermore 
(23) 
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and 
Therefore just as in Theorem 2, there is some s, = s,(h, H, a, b) such that 
X,(qSO) = 0. Condition (21) implies s > s, so that A,(p,) > Xi(Q = 0. The 
number s, is calculated by solving y” - ~.Jx)Y = 0, y(a) = 0, y’(b) = 0 
and imposing the condition that the solution y,(x) have a continuous deriva- 
tive at x = s, . This process yields (15). This completes the proof of Theo- 
rem 3. 
Remark I. The condition (21) is in fact weaker than condition (16) since 
F(h, H, a, b) > G(h, H, a, b). 
Remark 2. The constant G(h, H, a, b) is best possible. That is for each 
c > 0 there exist functions qE(zc); U,(X) such that - 
s 
b 
q&) dx 2 G(h, H, a, b) - E and Jb 3 4 a 
Remark 3. Equality holds in (22) if and only if 
q(x) = Q&4 and 44 = ~Ys,(X>. 
We may impose even stronger conditions on u(x) to obtain 
THEOREM 4. Suppose q(x) satisfies (11) and U(U) = 
h(b - u) < z-, then J(q, U) > 0. If however h(b - u) > r and 
m= j” q(x) dx 2 G (S H, a, 9) , 
a 
then 
J(q, 4 = j”, bJ2 + q(x) ~“1 dx 3 0. (25) 
< 0. 
the following: 
u(b) = 0. If 
(24) 
If equality does not hold in (24), then equality cannot hold in (25). 
Proof. Given a measurable function f(x) on [a, b], we denote by f+(x) 
and J-(x) its rearrangements into symmetrically increasing and symmet- 
rically decreasing order, respectively [8]. If or denotes the first eigen- 
function of (7) corresponding to h(q), then, recalling some properties of 
rearrangements and the fact that vr(a) = v,(b) = 0, we see that 
j”. [$ I vd~)l]~ dx 3 jl; [I GW12 dx so J(q, 4 a J(q+, m-1. 
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We may now apply Theorem 3 to the quadratic form J(Q+, 1 ‘ur I-) on the 
interval [a, (a + b)/2]. This completes the proof. 
Another type of generalization may be obtained by considering the quadra- 
tic form 
J(P, q, 4 = jl [P(X) u” + 44 4 dx. 
I f  we assume p(x) > 0 and continuous, then the change of variable 
-x ds 
t = .PW J- 
yields 
If we set Q(t) = p(x) q(x), then J(T(P, q, U) = J(Q, U) on the interval [o, I]. 
Our previous results may now be applied to J(Q, u). For example Theorem 2 
implies: 
THEOREM 2’. Suppose p(x) > 0 and continuous and that 
- h2 < ~(4 n(x) d + Hz, x E [a, 61. 
If 
l= j”,p+ 
b 
and m= I q(x) dx > W, H, o,Q a 
then 
J(P) 4,~) = jl [P(X) zi2 + q(x) u21 dx 2 0, 
Oscillation criteria for the equation y” - P(X) y  = 0 may be obtained 
using Theorems l-4. 
THEOREM 5. Suppose - h2 < q(x) < H2 on (a, co) and that for all b 
with h(b - a) > ZT, q(x) satisfies 
I” q(x) dx b G (h, H, a, q) . 
a 
Then the equation y” - q(x) y = 0 has a solution which does not vanish in 
(a, a>. 
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THEOREM 6. Suppose the equation y” - q(x) y  = 0 has a solution yl(x) 
which does not vanish in (a, + 00). Then 
liEj:f j:q(t) [l - irdt > - CCL 
Proof. Theorem 1 implies k(q) > 0. So J(q, u) > 0 for all u E Ca . We 
select a particular u(x) depending on points x, , x1 E (a, b) (x, < x1) by 
x-a 
u(x) = - ) 
x, - a 
a fx<x,, 
Z.Z 1, x, <x <Xl, 
b-x 
clearly, u E Ca and J(q, u) > 0 implies 
J” q(x) [x]” dx + I” Q(X) dx + Jb d4 [e-” d* a 0 % 21 
-1 a- -1 x, - a +s=q-- 
Letting 2, -+ + co gives 
km&f [$---I’ flq(x) [1 - +I2 dx > - co. 
Since b2/[b - xl]2 + 1 as b --f + co we see that this yields Theorem 6. 
Many other results of this type may be obtained by selecting other functions 
U(X) and applying Theorem l(i)-(iii). 
If q(x) > 0 for x E [a, b], then J(q, u) will obviously be positive for all 
U(X). We might also consider the case q(x) < 0 for all x E [a, b]. Suppose 
then that 
- h2 < q(x) < - h12, O<h,<h. 
Then introducing Q(x) = - q(x), we see Q(x) >, 0 and J(Q, u) >/ 0 is 
equivalent to 
b 
uJ2 dx 
a > 1. 
J 
“, Q(x) u2 dx 
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The left side of this expression is the Rayleigh quotient [6] for eigenvalue 
problems of the form 
y”+ AQ(X>Y =o, y(u) = y’(b) = 0 
or 
U” + A Q(x) U = 0, U(a) = U(b) = 0. 
Problems of this kind have been delt with by M. G. Krien [lo]. In this case 
the appropriate eigenvalue inequality is AI(Q) 2 1. 
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