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Introduction
Ce manuscrit s’intéresse à l’étude de certains systèmes hyperboliques de lois de
conservations avec terme source. Sous certaines conditions de compatibilités établies
dans [BLT13] et que l’on détaillera dans la partie 1.2.1, ils peuvent dégénérer vers des
équations de diffusion en temps long et/ou quand le terme source devient raide.
Un exemple qui rentre dans ce cadre est l’hydrodynamique radiative. Ce système
modélise les effets dynamiques d’un fluide en prenant en compte l’influence du rayon-
nement sur celui-ci. Dans certaines configurations, l’impact du transfert radiatif modifie
de façon non négligeable l’écoulement de part les échanges d’énergie qui se mettent en
place entre la matière et les photons. La formalisation de l’hydrodynamique radiative
peut se trouver dans les références suivantes [ZR66 ; Pom73 ; MW84]. Les applications
liées à ce système sont variées, on pourra par exemple citer la rentrée atmosphérique
superorbitale d’une sonde spatiale [Tur03 ; Dub09] ou encore de nombreux phénomènes
en astrophysique [Gon06 ; Fél14]. Pour ce second cas les applications sont, par exemple,
l’étude des corps stellaires gazeux et des chocs radiatifs qui se créent lors de la formation
des proto-étoiles ou au cours de l’explosion des supernovae. Au travers de ces exemples,
on peut voir la nécessité du couplage entre les deux physiques. Ainsi, le profil des écoule-
ments peut être modifié selon que l’on considère ou non les effets du rayonnement. Cette
différence peut s’expliquer par le fait que le bilan d’énergie est modifié par l’échauffement
qui entraîne des échanges entre les photons et le milieu ambiant. De plus, le couplage
s’effectue par le terme source qui peut se trouver être raide ou non selon les zones de
calcul et ces zones varient de manière non-linéaire avec la solution.
Afin de simuler numériquement ces différents phénomènes complexes sur des géomé-
tries variées, par exemple à cause de la présence d’obstacles, il est nécessaire de pouvoir
utiliser des maillages non structurés. L’utilisation de tels maillages soulève de nouvelles
difficultés d’un point de vue de la discrétisation des équations et plus particulièrement
quand on s’approche du régime de diffusion. En effet, il existe peu de schémas numé-
riques qui permettent de préserver l’ensemble des états admissibles pour des équations de
diffusion sur maillage quelconque. Or, la préservation de cet ensemble est une propriété
primordiale pour un schéma numérique afin de conserver des solutions physiquement et
mathématiquement valides. Ainsi, on ne souhaite pas obtenir des densités ou des tempé-
ratures (en Kelvin) négatives, qui pourraient conduire à des problèmes de définition des
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équations aux dérivées partielles qui régissent l’hydrodynamique radiative. En outre,
les configurations que l’on souhaite tester sont très raides : pour des chocs radiatifs,
l’amplitude de l’onde qui se crée est de l’ordre de plusieurs milliers de Kelvin.
Une autre propriété qu’il est nécessaire de conserver est la dégénérescence du système
avec terme source vers une équation de diffusion. Des schémas permettant de suivre
une telle dégénérescence sont dits asymptotic preserving (préservant l’asymptotique) au
sens de Jin [Jin99]. Ils ont tout d’abord été utilisés pour obtenir des discrétisations
des équations cinétiques dérivant vers des modèles macroscopiques. Dans notre cas,
c’est un système hyperbolique qui dégénère vers une équation parabolique. L’une des
principales difficultés est que la raideur du terme source est dépendante de la solution,
le comportement n’est alors pas uniforme en temps et en espace. En 1D de nombreux
schémas existent pour préserver l’asymptotique « hyperbolique-parabolique » depuis les
travaux de Gosse et Toscani [GT02]. On pourra se référer à la partie 1.4.1 pour un
état de l’art plus détaillé en 1D. En revanche, dans le cadre de maillage 2D non structuré,
seule deux catégories de travaux permettent de préserver cette limite. La première est
celle développée dans [BMT14 ; BMST16] basée sur la technique 1D de Berthon et
Turpault [BT11] et le schéma diamant [CVV99]. La seconde se trouve dans les travaux
de la thèse de Franck [Fra12 ; BDF12a ; BDF12b ; BDFL16 ; BDF15] qui utilise un
schéma aux nœuds de type MPFA (Multi-Point Flux Approximation). Aucun de ces
deux schémas n’est satisfaisant dans le sens où la préservation de l’ensemble des états
admissibles n’est assurée que sous une condition géométrique ou alors en utilisant une
discrétisation temporelle implicite.
Le but de ce manuscrit est alors de présenter un nouveau schéma de type volumes
finis explicite permettant de préserver l’ensemble des états admissibles et l’asymptotique
dans toutes les configurations sur maillage 2D non structuré. De plus, il sera étendu à
l’ordre élevé afin d’accroître sa précision.
Plan de la thèse
Chapitre 1 : Généralités
Le premier chapitre explicite les concepts généraux concernant la préservation de
l’asymptotique via un état de l’art des méthodes s’appliquant dans notre contexte et la
présentation de plusieurs exemples dont l’hydrodynamique radiative. On profite de ce
chapitre pour mettre en place la majorité des notations que l’on utilisera par la suite
pour écrire les schémas numériques, tant pour des systèmes hyperboliques (1.2) que
pour des équations de diffusion (1.4). On rappellera aussi certaines propriétés sur les
schémas volumes finis d’ordre un et d’ordre élevé que l’on mettra en pratique dans les
chapitres suivants. Pour la montée en ordre, on s’intéressera plus particulièrement au
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paradigme MOOD (Multi-dimensional Optimal Order Detection) [CDL11] pour l’espace
et aux schémas de type SSP (Strong Stability Preserving) [GST01] pour le temps. Au
sein de ce chapitre, on redémontrera des résultats de stabilité en 2D par combinaison
convexe de schémas 1D car cette technique de preuve sera utilisée sur les nouveaux
schémas 2D dans les Chapitres 3 et 4.
Chapitre 2 : Schéma AP 1D d’ordre élevé
Ce chapitre rappelle tout d’abord le schéma HLL-AP en 1D de Berthon et Tur-
pault [BT11]. Il préserve l’asymptotique et l’ensemble des états admissibles dans toutes
les configurations pour les systèmes de lois de conservation avec terme source du for-
malisme (1.1). Le travail réalisé est l’extension à l’ordre élevé tout en conservant les
propriétés du schéma. Le cadre 1D va permettre de conserver des notations simples et
d’exhiber les différentes difficultés liées à la préservation de l’asymptotique à tout ordre.
On réutilisera ensuite les techniques développées en 1D pour les maillages 2D non struc-
turés dans le Chapitre 4. La montée en ordre s’effectue avec la méthode MOOD et une
combinaison convexe entre les reconstructions polynomiales et les valeurs moyennes est
introduite afin de conserver le comportement à la limite. On profite aussi de ce chapitre
pour construire des solutions de référence continues et discontinues aux équations du
Télégraphe (1.14) afin de pouvoir les comparer avec les solutions approchées. Des résul-
tats sont finalement présentés afin d’observer le comportement du schéma à l’ordre élevé
dans différents régimes.
Chapitre 3 : Schéma 2D hyperbolique adapté pour l’AP
On s’intéresse ensuite à la discrétisation du système de lois de conservation avec
terme source (1.1) en 2D. Dans ce chapitre, on commence par construire un schéma
pour le système hyperbolique (1.2) sur maillage 2D non structuré. Le terme source sera
ensuite introduit dans le chapitre suivant. Dans le but de pouvoir l’insérer facilement, le
nouveau schéma est construit de telle sorte qu’il soit une extension de schémas 1D à deux
points et que sa diffusion numérique soit orientée selon la normale aux interfaces. De
plus, on va souhaiter qu’il préserve l’ensemble des états admissibles. Cette construction
se fait en reprenant la technique de Droniou et Le Potier [DLP11] utilisée pour
des équations de diffusion. Le schéma HLL-DLP ainsi créé est consistant et conservatif.
La préservation de l’ensemble des états admissibles, nécessaire dans des configurations
raides, est assurée par une correction a posteriori dans l’esprit de la méthode MOOD
avec le flux HLL classique (voir Figure 3.5). On réutilise ensuite cette méthode pour
augmenter l’ordre du nouveau schéma HLL-DLP. Pour finir, on présente les résultats
obtenus sur des cas tests classiques de la littérature hyperbolique pour valider les choix
effectués. Plus particulièrement, on observe l’amélioration de la qualité de la solution
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sur des maillages anisotropes grâce à la bonne orientation de la diffusion numérique. En
outre, on verra que la correction introduite pour conserver des solutions physiquement
admissibles s’active peu.
Chapitre 4 : Schéma AP 2D d’ordre élevé
Pour ce dernier chapitre, on reprend le schéma HLL-DLP construit dans le chapitre
précédent et on l’étend pour prendre en compte le terme source de (1.1) en utilisant
la méthode de Berthon et Turpault utilisée en 1D. Elle peut s’appliquer facilement
car le schéma HLL-DLP pour le système hyperbolique a été développé avec les bonnes
propriétés. En effet, c’est notamment grâce au fait qu’il soit composé de flux 1D dans
plusieurs directions que la méthode va pouvoir s’appliquer. De plus, la bonne orienta-
tion de la diffusion numérique permettra de prouver que le schéma avec terme source
est consistant dans tous les régimes en exhibant sa limite et la correction asymptotique
associées. La montée en ordre s’effectue de la même manière que dans le cadre 1D du
Chapitre 2 avec la méthode MOOD et une combinaison convexe entre les valeurs recons-
truites et les valeurs moyennes de l’ordre un pour pouvoir conserver le comportement
à la limite. Tout comme en 1D, on construit des solutions de références continues pour
un modèle linéaire afin de pouvoir les comparer aux solutions approchées. On expose
ensuite les solutions obtenues sur différents cas tests pour voir comment se comporte le
schéma en régime de transport et proche de la diffusion.
Publications
Deux articles sont extraits de ce mémoire, l’un paru et un second en cours de rédac-
tion :
— F. Blachère and R. Turpault, An admissibility and asymptotic-preserving scheme
for systems of conservation laws with source term on 2D unstructured meshes, J.
Comput. Phys., vol. 315, pp. 98–123, 2016,
— F. Blachère and R. Turpault, A high-order, admissibility and asymptotic-preserving
scheme for systems of conservation laws with source term on 2D unstructured
meshes, travail en cours.
Communications
Les travaux de cette thèse ont été présentés au sein des conférences suivantes :
— août 2016 : Hyp (International Conference on Hyperbolic Problems : Theory, Nu-
merics, Applications), Aachen, Allemagne,
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— mai 2016 : SHARK-FV (Sharing Higher-order Advanced Know-how on Finite Vo-
lume), São Félix, Portugal,
— juin 2015 : NumHyp (Numerical approximations of hyperbolic systems with source
terms and applications), Cortona, Italie,
— juin 2015 : École d’été du GDR EGRIN (Ecoulements Gravitaires et RIsques Na-
turels), Piriac, France,
— avril 2014 : SHARK-FV (Sharing Higher-order Advanced Know-how on Finite Vo-
lume), Ofir, Portugal.
D’autres présentations scientifiques ont aussi été réalisées :
— janvier 2016 : Séminaire des doctorants du LMJL (Laboratoire de Mathématiques
Jean Leray), Nantes, France,
— mai 2015 : Semaine d’Étude Math-Entreprise (SEME), organisé par AMIES, avec
HydrOcéan, Nantes, France,
— avril 2015 : JDOC (Journée des doctorants) de l’école doctorale STIM, Angers,
France,
— mars 2015 : Séminaire des doctorants du LMJL, Nantes, France,
— mai 2014 : Séminaire des doctorants du LMJL, Nantes, France.
Codes
Au cours de cette thèse quatre codes principaux ont été développés en Fortran et
parallélisés avec OpenMP afin de fournir des solutions approchées à deux types de pro-
blèmes : les systèmes de lois de conservations hyperboliques avec terme source de la
forme (1.1) et les équations de diffusion limites associées (1.4) à la fois en 1D et en 2D
sur maillage non structuré. Ils sont disponibles dans un dépôt git et leurs fonctionnalités
sont détaillées dans l’Annexe A.
Financement
Ce travail de thèse a été en partie financé par les projets ANR ACHYLLES (Asymp-
totic Capturing for HYperbolic conservation Laws with LargE Source terms) et GeoNum
(New numerical schemes for extreme geophysical phenomena) dont les références sont
ANR-14-CE25-0001 et ANR-12-IS01-0004.
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1
Généralités
Introduction
Ce premier chapitre permet d’introduire le cadre général dans lequel se place ce
mémoire de thèse mais aussi les différents concepts, notations et techniques qui vont
être utilisés par la suite tout au long de ce manuscrit.
Ainsi, on commence par donner certaines abréviations et définitions que l’on utili-
sera. Ensuite, la partie 1.2 concerne la présentation du contexte physique via l’exposé
des systèmes sur lesquels les calculs numériques seront conduits dans les chapitres qui
suivent. La partie 1.3 rappelle les principales propriétés de la méthode des volumes finis
utilisée pour discrétiser les systèmes présentés. On profite de cette partie pour poser les
notations que l’on utilisera et décrire la méthode des volumes finis pour différents types
d’équations. De plus, on redémontre certains résultats de stabilité en 2D car ils seront
réutilisés par la suite. On présente également certaines techniques afin d’améliorer la pré-
cision des schémas numériques. On détaille en particulier la méthode MOOD [CDL11]
pour l’ordre en espace et les schémas SSPRK [GST01] pour la discrétisation temporelle.
Finalement, la partie 1.4 se concentre sur la présentation de la notion de préservation
de l’asymptotique qui est au cœur de ce mémoire.
1.1 Notations
1.1.1 Abréviations
Tout au long de ce manuscrit, les abréviations suivantes seront utilisées :
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— AP : préservation de l’asymptotique (Asymptotic Preserving),
— DLP : schéma volumes finis de Droniou et Le Potier [DLP11] pour les pro-
blèmes elliptiques,
— DMP : principe du maximum discret (Discrete maximum Principle),
— HLL : flux numérique d’Harten, Lax et van Leer [HLL83],
— HLLC : flux numérique d’Harten, Lax et van Leer avec préservation des dis-
continuités de contact [TSS94 ; Tor09 ; BCD07],
— LMP : principe du maximum local (Local Maximum Principle) [DLP11 ; CCLP13],
— MOOD : Multi-dimensional Optimal Order Detection [Dio12 ; CDL11],
— PAD : critère d’admissibilité physique (Physical Admissible Detector),
— RK : schéma de Runge-Kutta pour la discrétisation temporelle,
— SSP : préservation de la stabilité forte (Strong Stability Preserving) pour les sché-
mas en temps [GST01],
— TVD : variation totale décroissante (Total Variation Diminishing) [Har83].
1.1.2 Notations mathématiques
On utilisera aussi les notations suivantes pour certains opérateurs :
— le produit tensoriel entre deux vecteurs est noté ⊗, ainsi le terme générique de la
matrice x = y ⊗ z est xij = yizj,
— In est la matrice identité de taille n,
— UT est la transposée du vecteur (ou matrice) U,
— lorsque l’indice pour la discrétisation temporelle n ne sera pas nécessaire il sera
omis, ceci dans le but de simplifier certaines notations puisqu’il sera principalement
fait mention de schéma explicite en temps dans cette thèse.
1.1.3 Constantes physiques
Finalement, les valeurs des constantes physiques qui seront utilisées pour les calculs
sont :
— constante de radiation : a ' 7,5657× 10−16 J ·m−3 ·K−4,
— vitesse de la lumière dans le vide : c = 299 792 458 m · s−1,
— constante universelle des gaz parfaits : R ' 8,314 462 1 J ·mol−1 ·K−1,
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1.2 Systèmes de lois de conservation avec terme source
Dans le cadre de cette thèse, on s’intéresse à des systèmes de lois de conservation
avec terme source que l’on écrira sous le formalisme général suivant :
∂tU + div(F(U)) = γ(U)(R(U)−U), (1.1)
où U ∈ A ⊂ RN est le vecteur des variables conservatives. Ces variables appartiennent à
l’ensemble convexe des états admissibles A. Cet ensemble permet de définir correctement
le système tant physiquement que mathématiquement. L’application continue F : A →
A × Rn est le flux physique associé au système avec n la dimension de l’espace dans
lequel on travaille, on s’intéressera principalement à n = 1 ou 2. On supposera que les
systèmes sont hyperboliques, c’est-à-dire que les valeurs propres de la jacobienne de F
sont réelles. Le terme de droite décrit le terme source qui est composé d’une fonction γ
positive et d’une fonction continue R : A → A.
On remarque que si γ = 0, le système avec terme source (1.1) est équivalent au
système hyperbolique de lois de conservation suivant :
∂tU + div(F(U)) = 0. (1.2)
Ce formalisme de lois de conservation est bien adapté à la modélisation de nombreux
phénomènes physiques car il permet de décrire aisément la conservation de certaines
variables telles que la masse, la quantité de mouvement ou encore l’énergie.
1.2.1 Dégénérescence vers une limite de diffusion
Parmi les systèmes de la forme (1.1), on s’intéresse à ceux qui vérifient les conditions
de compatibilités établies dans [BLT13] à partir de celles de [CLL94]. La conséquence
de ce choix est qu’ils dégénèrent vers une limite de diffusion quand γt→∞ :
∂tu− div
(
D(u)∇f(u)
)
= 0, (1.3)
où u ∈ AD ⊂ RN est un vecteur de variables liées aux variables conservatives présentes
dans U. Elles appartiennent à AD l’ensemble des états admissibles pour la diffusion, avec
N < N . Ensuite, D est une fonction positive ou une matrice définie positive décrivant
la diffusion et f une fonction continue.
Dans notre cas, on ne considérera qu’une limite de diffusion scalaire, ainsi pour la
suite on supposera que N = 1. L’équation de diffusion peut alors se mettre sous la forme
suivante :
∂tu− div
(
D(u)∇f(u)
)
= 0. (1.4)
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Si f et u sont assez régulières et que f est une fonction croissante de u, l’équation de
diffusion limite peut alors se réécrire comme :
∂tu− div
(
Df (u)∇u
)
= 0, (1.5)
où on a noté Df (u) = D(u)f ′(u).
Afin d’être exhaustif, on se propose de rappeler ici les principales conditions de
compatibilités pour obtenir ce type de limite « hyperbolique vers parabolique ». Ainsi,
il doit exister une matrice constante réelle Q de taille N ×N telle que pour tout U dans
A, on ait :
Q(R(U)−U) = 0. (1.6)
Cette matrice Q permet aussi de définir l’ensemble des états admissibles pour la diffu-
sion : AD = QA. De plus, on suppose l’existence d’une application E : AD → A telle
que, quelque soit u dans AD, on ait :
QE(u) = u et R(E(u))− E(u) = 0.
On peut alors définir la variété d’équilibre par :
M := {U = E(u)}. (1.7)
Enfin, pour obtenir la dégénérescence vers une limite de diffusion, et non une limite
hyperbolique, il faut aussi avoir la propriété suivante :
QF(U) = 0, U ∈M. (1.8)
Il est possible de connaître les vitesses de convergence à l’équilibre grâce aux estimées
prouvées dans [BHN07] et mises en pratique dans [ABN08a ; ABN08b ; ABN16]. Ainsi,
pour une limite de diffusion scalaire avec des variables régulières, les estimées suivantes
sont vérifiées pour la variable de diffusion QU avec toutes normes Lp avec p > 1 : ‖∂
β
x∂tQU‖Lp = O(1 + γt)−
n
2 (1−1/p)−β/2−1/2
‖∂βxQU‖Lp = O(1 + γt)−
n
2 (1−1/p)−β/2 . (1.9)
Quant aux autres variables w, qui n’interviennent pas dans la limite de diffusion, elles
vérifient :  ‖∂
β
x∂tw‖Lp = O(1 + γt)−
n
2 (1−1/p)−β/2−1
‖∂βxw‖Lp = O(1 + γt)−
n
2 (1−1/p)−β/2−1/2
. (1.10)
Il a aussi été prouvé que la différence entre la solution du système de lois de conservation
avec terme source (1.1) à la limite et la solution de l’équation limite (1.4) décroit de la
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manière suivante :
‖∂βx (QU− u)‖Lp = O(1 + γt)−
n
2 (1−1/p)−β/2−1/2, (1.11)
où QU est la solution à la limite et u la solution de l’équation limite.
Afin de fixer les idées, on explicite par la suite plusieurs systèmes de lois de conser-
vation qui peuvent s’écrire comme (1.1) et qui vérifient les conditions de compatibilités.
Ils dégénèrent alors vers une équation de diffusion du type (1.4).
1.2.2 Exemples de système hyperbolique de lois de conserva-
tion
On présente tout d’abord quelques exemples de lois de conservation homogènes du
type (1.2) qui seront réutilisés pour les tests numériques.
Équation de transport
Le premier exemple est l’équation de transport :
∂tU + div(aU) = 0. (1.12)
Cette équation linéaire décrit le transport d’une quantité U à la vitesse a. L’inté-
rêt de ce premier exemple simple est que si l’on connaît la condition initiale associée
U0(x) := U(t = 0,x), il est alors possible de connaître la solution exacte de cette équa-
tion : U(t,x) = U0(x − at). Cette propriété sera utilisée lorsque l’on aura besoin de
calculer les erreurs et les ordres des différents schémas.
On retrouve bien ici la notion de conservation : la quantité U est uniquement trans-
portée à la vitesse a, elle ne subit aucune autre modification.
Équations d’Euler compressible
Un autre exemple classique, mais plus complexe car non linéaire, est le système
formé par les équations d’Euler pour les fluides compressibles. Ce système d’équations
permet de décrire la dynamique d’un fluide compressible en ayant négligé les effets de
la diffusion thermique, des forces extérieures et de la viscosité. Pour prendre en compte
ces effets, il faudrait se tourner vers des modèles plus complets comme les équations de
Navier-Stokes.
On fait ici une présentation rapide du modèle d’Euler compressible afin d’avoir les
principales notations, plus de détails pourront être trouvés dans [GR96 ; Tor09]. Le
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modèle dans sa forme classique s’écrit de la manière suivante :
∂tρ+ div(ρu) = 0
∂tρu + div(ρu⊗ u) +∇p = 0
∂tE + div((E + p)u) = 0
. (1.13)
La première équation du système représente la conservation de la masse, les suivantes
décrivent la conservation de la quantité de mouvement et la dernière est celle de la
conservation d’énergie.
En utilisant le formalisme général des lois de conservation (1.2), le système peut
s’écrire avec :
U =

ρ
ρu
E
 , F(U) =

(ρu)T
ρu⊗ u + pIn
(E + p)uT
 ,
où les variables conservatives sont la densité ρ, la quantité de mouvement ρu et E l’éner-
gie totale par unité de volume. On utilisera aussi régulièrement les variables primitives
du système : la densité, la vitesse du fluide u et la pression p.
Afin de fermer le système il est nécessaire de faire intervenir la thermodynamique
via une loi d’état. L’une des plus utilisée est la loi des gaz parfaits :
p = (γ − 1)(E − ρ‖u‖
2
2 ),
où le coefficient adiabatique γ est défini par γ := CP
Cv
avec CP et Cv les capacités calori-
fiques à pression et volume constant. Dans toute la suite de la thèse et pour toutes les
simulations numériques on travaillera avec des gaz parfaits et la valeur classique γ = 1,4.
Contrairement à l’équation de transport, les variables doivent ici respecter un critère
d’admissibilité physique afin que le système ait un sens. On définit ainsi l’ensemble des
états admissibles pour les équations d’Euler :
A = {U = (ρ, ρu, E)T ∈ Rn+2/ρ > 0, p > 0}.
En 1D les valeurs propres de ce système sont u− cs, u et u+ cs avec cs la vitesse du son
dans le fluide. Avec une loi d’état de type gaz parfaits elle est calculée par :
cs =
√
γp
ρ
.
On observe bien la nécessité de la positivité de la densité et de la pression pour avoir
l’hyperbolicité du système.
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1.2.3 Exemples de lois de conservation avec terme source
On présente maintenant quelques exemples de systèmes de lois de conservation qui
rentrent dans le formalisme du système avec terme source (1.1). On utilisera ces exemples
dans les différents tests numériques, à la fois pour des tests avec et sans terme source
(γ > 0 et γ = 0).
Équations du Télégraphe en 1D
Un des systèmes les plus « simple » qui rentre dans le formalisme du système (1.1) est
le système du Télégraphe ou équations de Goldstein-Taylor [Tay22 ; Gol51] (ou encore
système de Carleman [Car57 ; GS07]). En 1D, il s’écrit :
 ∂tu+ a∂xu = σ(u, v)(v − u)∂tv − a∂xv = σ(u, v)(u− v) , (1.14)
Ce système linéaire décrit de manière simplifiée le mouvement d’un gaz composé de
deux types de particules de densités u et v avançant à vitesses a > 0 et −a. Le terme
source décrit la collision entre les particules de gaz avec le libre parcours moyen entre
deux collisions σ(u, v) > 0. On remarque que si σ = 0 on obtient deux équations de
transport (1.12) découplées.
Ce premier système avec terme source s’écrit dans le cadre de (1.1) en posant :
U =
u
v
 , F(U) =
 au
−av
 , R(U) =
v
u
 , γ(U) = σ(u, v).
Sur cet exemple, il est facile d’exhiber la matrice Q =
(
1 1
)
∈M1×2(R) permettant
de vérifier les conditions de compatibilités (1.6) et (1.8). Lorsque γt→∞, quand le libre
parcours augmente et/ou en temps long, ce système dégénère donc vers une équation de
diffusion portant sur u+ v, sur la variété d’équilibreM = {(u, v) ∈ R2/u− v = 0} :
∂t(u+ v)− ∂x
 a2
2σ(u, v)|u−v=0
∂x(u+ v)
 = 0. (1.15)
Cette équation de diffusion représente le fait que l’on observe la densité globale du gaz
u+ v.
Une des manières d’obtenir cette limite de diffusion est d’utiliser un développement
de Chapman-Enskog. Il s’agit d’un calcul formel qui permet uniquement d’obtenir l’équa-
tion limite. Par exemple, il ne permet pas d’obtenir les vitesses de convergence à l’équi-
libre. Il consiste en une mise à l’échelle de γ et t par un paramètre ε > 0, puis à effectuer
un développement de Hilbert en ε des variables. Le fait d’imposer la même remise à
l’échelle pour γ et t est une hypothèse forte de cette méthode (on rappelle que la limite
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de diffusion est normalement obtenue quand le produit γt croît). Une autre hypothèse
restrictive qui est faite est de considérer que γ est indépendant de U.
Néanmoins, lorsque le but recherché n’est que d’obtenir l’équation limite, cette mé-
thode a l’avantage d’être simple. Ainsi, elle pourra être utilisée pour calculer la limite
des schémas numériques que l’on construira.
On se propose de mettre en application le développement de Chapman-Enskog pour
les équations du Télégraphe. On suppose alors que σ est constant et on introduit la mise
à l’échelle suivante avec ε > 0 :
t← t
ε
et σ ← σ
ε
.
Ensuite, on effectue un développement de Hilbert au premier ordre des variables : u = u0 + εu1v = v0 + εv1 .
En introduisant ce développement dans le système du Télégraphe mis à l’échelle, on
obtient :  ε∂t(u0 + εu1) + a∂x(u0 + εu1) =
σ
ε
(v0 + εv1 − u0 − εu1)
ε∂t(v0 + εv1)− a∂x(v0 + εv1) = σε (u0 + εu1 − v0 − εv1)
En identifiant les différentes puissances de ε dans le système mis à l’échelle, il vient pour
les différentes puissances de ε :
ε−1 : 0 = (v0 − u0)
ε0 :
 a∂xu0 = σ(v1 − u1)−a∂xv0 = σ(u1 − v1)
ε1 :
 ∂tu0 + a∂xu1 = 0∂tv0 − a∂xv1 = 0
Le terme en 1/ε permet de retrouver la variété d’équilibreM =
{
(u, v)T ∈ R2/u− v = 0
}
et les deux systèmes pour ε0 et ε1 donnent l’équation de diffusion sur u+ v :
∂t(u+ v)− ∂x
(
a2
2σ∂x(u+ v)
)
= 0. (1.15)
Comme on le voit dans le déroulement du calcul, cela permet uniquement d’obtenir
la limite du modèle dans un cadre très restreint. Si l’on connaît la limite, il est possible
de prouver plus rigoureusement cette convergence à l’aide d’une transformée de Fourier.
Des preuves plus rigoureuses de cette limite existent [HN03a ; BHN07 ; ABN16] et per-
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mettent d’obtenir plus d’informations telles que les vitesses de convergence à l’équilibre.
Toutefois, les techniques utilisées sont très difficile à transposer dans un cadre discret.
Modèle P1 pour le transfert radiatif
Un second modèle linéaire est le modèle P1 pour le transfert radiatif [Jea17 ; Edd60 ;
Sar13] qui utilise les deux premiers termes de la décomposition en harmoniques sphé-
riques. Il s’écrit sous la forme suivante : ∂tER + div(FR) = 0∂tFR + c23∇ER = −cσdFR , (1.16)
où ER est l’énergie radiative et FR le flux radiatif. La constante c est la vitesse de la
lumière et σd est le coefficient de scattering. En normalisant les constantes, ce modèle
est parfois aussi appelé « équation de la chaleur hyperbolique » [Fra12].
Il rentre dans le formalisme du système (1.1) avec :
U =
ER
FR
 , F(U) =
 FTR
ERIn
 , R(U) =
ER
0
 , γ(U) = cσd.
La limite de diffusion de ce modèle, sur la variété d’équilibreM =
{
(ER,FR)T ∈ Rn+1/FR = 0
}
,
est la suivante :
∂tER − div
(
c
3σd∇ER
)
= 0.
Modèle M1 gris pour le transfert radiatif
Un autre modèle plus complet pour le transfert radiatif est le modèle aux moments
M1 développé par Dubroca et Feugeas dans [DF99] :
∂tER + div(FR) = c (σeaT 4 − σaER)
∂tFR + c2div(PR) = −cσfFR
∂tρCvT = c (σaER − σeaT 4)
. (1.17)
Comme pour le modèle P1, ER et FR sont respectivement l’énergie et le flux radiatif.
Ces deux variables sont le premier et le second moment de l’intensité radiative. À ces
variables s’ajoutent la température matière T . Ce modèle est fermé par un principe
de minimisation d’entropie à la Levermore [Lev96] qui donne la forme suivante à la
pression radiative PR (le troisième moment de l’intensité radiative) :
PR =

ER
(
1− χ
2 In +
3χ− 1
2
FR ⊗ FR
‖FR‖
)
si ‖FR‖ 6= 0,
ER
3 In sinon,
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où χ(f) = 3+4f2
5+2
√
4−3f2 est le facteur d’Eddington avec le facteur d’anisotropie f =
‖FR‖
cER
.
La vitesse de la lumière est de nouveau notée c et a est la constante de radiation.
Finalement, les différentes fonctions σ = σ(ER,FR, T ) apparaissant dans le modèle sont
les opacités moyennes d’absorption (σa), d’émission (σe) et d’absorption du flux (σf ).
Pour plus de détails sur ces opacités, on pourra se référer à [Pom73 ; MW84 ; Tur05].
Les deux premières équations décrivent la conservation de l’énergie et du flux ra-
diatifs. La dernière équation de ce modèle représente la conservation de l’énergie totale
(énergie radiative et matière) car l’énergie radiative seule n’est pas conservée. Elle est
obtenue en fixant une densité ρ constante et une vitesse nulle dans le modèle d’Euler, ce
qui fait intervenir la capacité calorifique à volume constant Cv de la matière. Cette repré-
sentation permet de décrire principalement les effets du transfert radiatif en négligeant
la partie hydrodynamique.
Le modèle homogène associé (sans terme source, de la forme (1.2)), est hyperbo-
lique [DF99] et il est possible, en 1D, de connaître parfaitement la structure des pro-
blèmes de Riemann [Sar13].
Contrairement au modèle P1, ce modèle assure la positivité de l’énergie et la limita-
tion de flux. L’ensemble des états admissibles est alors décrit par :
A = {U = (ER,FR, T )T ∈ Rn+2/ER ≥ 0, T > 0, f ≤ 1}
Afin de rentrer dans le formalisme du système (1.1), le modèle M1 a été reformulé
dans [BT11] en introduisant les quantités positives suivantes :
σm = max(σa, σe, σ
eaT 3
ρCv
)
σ1 = σm − σa
σ2 = σm − σf
σ3 = σm − σ
eaT 3
ρCv
Cette reformulation du terme source permet d’obtenir les notations liées au forma-
lisme (1.1) :
U =

ER
FR
T
 , F(U) =

FTR
c2P
0
 , R(U) = 1σm

σeaT 4 + σ1ER
σ2FR
σaER
ρCv
+ σ3T
 , γ(U) = cσm(U).
(1.18)
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À la limite de diffusion, le modèle M1 dérive vers l’équation de diffusion à l’équi-
libre [Pom73 ; MW84], sur la variété d’équilibreM =
{
(ER,FR, T )T ∈ A/ER = aT 4,FR = 0
}
:
∂t
(
ρCvT + aT 4
)
− div
 c
3σf (U)|U∈M
∇(aT 4)
 = 0. (1.19)
Hydrodynamique radiative
Afin de tenir compte à la fois des effets radiatifs et de la dynamique du fluide, on
utilise le modèle suivant qui présente un couplage entre les équations d’Euler (1.13) et
le modèle M1 gris (1.17) présenté dans [Pom73 ; Tur03].
∂tρ+ div(ρu) = 0
∂tρu + div(ρu⊗ u + PR) +∇p = 1cσfFR
∂tE + div((E + p)u) = c (σaER − σeaT 4)
∂tER + div(FR) = c (σeaT 4 − σaER)
∂tFR + c2div(PR) = −cσfFR
. (1.20)
On retrouve les équations de conservation de masse, de quantité de mouvement et d’éner-
gie du modèle d’Euler pour les fluides compressibles (1.13) auxquelles s’ajoutent les
équations provenant du modèle M1 présenté précédemment (1.17). Tout comme pour le
modèle d’Euler, on utilisera la loi d’état des gaz parfaits afin de fermer le système :
p = (γ − 1)(E − ρ‖u‖
2
2 ).
Cette même loi d’état permet aussi de retrouver la température T à l’aide de la relation
suivante :
T = pM
ρR
,
où R est la constante des gaz parfaits et M la masse molaire du fluide considéré.
L’ensemble des états admissibles est issu de celui des deux modèles :
A = {U = (ρ, ρu, E, ER,FR)T ∈ R2n+3/ρ > 0, p > 0, ER ≥ 0, f ≤ 1}.
En fonctions des configurations, certains termes peuvent être négligés devant d’autres.
Ainsi, dans le cas des chocs radiatifs, la pression radiative PR est négligeable devant la
pression du fluide p. Le couplage se retrouve alors effectué uniquement par les termes
sources ce qui permet de justifier directement l’hyperbolicité du système homogène.
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Ce modèle rentre lui aussi dans le formalisme (1.1) en utilisant la reformulation du
modèle M1 pour aboutir aux notations suivantes :
U =

ρ
ρu
E
ER
FR

, F(U) =

ρuT
ρu⊗ u + PR + pIn
(E + p)uT
FTR
c2P

, R(U) = 1
σm

σmρ
σfFR
c2 + σ
mρu
σaER − σeaT 4 + σmE
σeaT 4 + σ1ER
σ2FR

,
avec γ(U) = cσm(U) et le même type de réécriture des opacités :
σm = max(σa, σf ),
σ1 = σm − σa,
σ2 = σm − σf .
Quand γt→∞ sur la variété d’équilibreM =
{
(ρ, ρu, E, ER,FR)T ∈ A/FR = 0, ER = aT 4
}
,
on obtient la même limite que pour le modèle M1 (1.19) et la partie hydrodynamique
reste inchangée.
Équations d’Euler isentropique avec friction
Le modèle d’Euler isentropique reprend le modèle d’Euler classique définit dans (1.13)
en supposant que l’entropie physique est constante. Cela permet de simplifier le modèle
de la manière suivante : ∂tρ+ div(ρu) = 0∂tρu + div(ρu⊗ u) +∇p = −κ(ρ)u . (1.21)
La loi de pression associée est aussi modifiée et elle devient alors :
p(ρ) = Cργ,
avec C une constante positive que l’on choisit égale à 1. Pour la suite, le coefficient
adiabatique γ sera pris égal à 1,4 comme pour le modèle d’Euler classique. Le modèle
homogène est hyperbolique si p′(ρ) reste positif, ce qui est le cas ici tant que la densité est
positive. Le terme source de friction intervient sur l’équation de quantité de mouvement
et est contrôlé par une fonction κ positive.
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Ainsi, les équations d’Euler isentropique rentrent dans le formalisme du système (1.1)
en utilisant les notations suivantes :
U =
 ρ
ρu
 , F(U) =
 (ρu)T
ρu⊗ u + p(ρ)In
 , R(U) =
ρ
0
 , γ(U) = κ(ρ).
L’ensemble des états admissibles de ce système découle aussi de celui d’Euler clas-
sique :
A = {U = (ρ, ρu)T ∈ Rn+1/ρ > 0}.
Lorsque la friction augmente ou en temps long (γt→∞), ce système dégénère vers
la limite de diffusion suivante, sur la variété d’équilibreM =
{
(ρ, ρu)T ∈ A/ρu = 0
}
:
∂tρ− div
(
1
κ(ρ)∇p(ρ)
)
= 0. (1.22)
On pourra se référer à [MM90 ; HN03a ; HMP05 ; BLT13] pour des preuves de cette
limite.
Remarque 1.1. Il est possible de retrouver le modèle de St-Venant avec friction linéaire
en remplaçant la densité ρ par la hauteur de fluide h et la loi de pression par p(h) = g h22
avec g la constante de gravitation. Si l’on utilise des termes de frictions plus complexes
mais aussi plus représentatifs de la physique, alors la limite de diffusion ne rentre plus
dans le cadre de l’équation limite (1.4). Par exemple, avec une friction de type Manning
on obtient une équation de Laplace non linéaire [BLT13 ; DMTB15].
1.3 Généralités sur les volumes finis
Après cette présentation du contexte physique, on présente des généralités et les
notations utiles pour établir des schémas numériques de types volumes finis pour des
problèmes hyperboliques (1.2) et paraboliques (1.4).
1.3.1 Notations pour les maillages
Afin de pouvoir mettre en place les schémas numériques, on a besoin d’une discréti-
sation de l’espace. On va exposer les notations utilisées pour décrire des maillages 1D et
2D.
Maillages 1D
On présente d’abord le cas d’une discrétisation d’une partie de R. Dans ce cadre, un
maillage 1D est décrit par des cellules i de centre xi représentant le segment [xi−1/2;xi+1/2]
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(voir Figure 1.1). On se concentrera uniquement sur des maillages 1D uniforme : chaque
cellule est de même taille ∆x := xi+1/2 − xi−1/2.
xi−1 xi xi+1
xi−1/2 xi+1/2xi−3/2 xi+3/2
xi−2 xi+2
∆x
Figure 1.1 – Notations pour un maillage 1D uniforme
Maillages 2D
En 2D, le cas d’un maillage M représentant une partition de R2 par des polygones
K (voir un exemple en Figure 1.2) demande plus de notations, on utilisera les suivantes :
— xK : coordonnées du centre de gravité de la cellule K,
— |K| : aire de la cellule K,
— L : indice par l’arête i d’un voisin de K,
— EK : ensemble des arêtes (ou des voisins par ces arêtes) de K,
— |ei| : longueur de l’i-ème arête de K,
— nK,i : normale à l’arête i dans la direction sortante à K,
— pK :=
∑
i∈EK
|ei| : périmètre de la cellule K,
— ∆xK := |K|/pK : pas d’espace de la cellule K,
— ∆x := min
K∈M
∆xK : pas d’espace du maillage.
Parmi toutes les possibilités de partitions, certains maillages possèdent plus de pro-
priétés que d’autres. On pourra, par exemple, citer les maillages cartésiens ou encore
les maillages dits admissibles. Ces derniers maillages jouent un rôle particulier amenant
souvent à des simplifications notables. On les définit de la manière suivante :
Définition 1.1. Un maillage est dit admissible si pour toutes ses interfaces la propriété
suivante est vraie :
nK,i =
xL − xK
‖xL − xK‖ ,
ce qui peut être reformulé en vérifiant que la droite reliant deux centres de cellules est
orthogonale à l’interface associée. Pour plus de précisions, on pourra se référer à la
définition 3.1 dans [EGH00] et aux exemples qui suivent.
Cette notion de maillage admissible sera utile dans le cadre des schémas discrétisant
les équations de diffusion (1.4) car il existe peu de schémas donnant de bons résultats sur
des maillages non admissibles. Des exemples de maillages admissibles sont les maillages
cartésiens ou encore les maillages composés de triangles avec le centre des mailles situé au
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xK
xL1xL2
xL3
xL4
xL5
i1
i5
i4i3
i2
nK,i1
Figure 1.2 – Notations pour un maillage 2D non structuré
centre du cercle circonscrit à chaque triangle (comme ceux obtenus avec la triangulation
de Delaunay).
Afin d’obtenir des maillages très non structurés et ne contenant pas uniquement des
triangles ou des quadrilatères, la technique suivante a été utilisée (voir Figure 1.3 pour
la représentation des maillages) :
1. un maillage de quadrilatères est généré, ce maillage sera associé au maillage dit
« diamant » (utilisé par exemple par le schéma du même nom [CVV99]),
2. puis, chaque sommet du maillage diamant est marqué pour être ensuite utilisé
comme centre du maillage primaire ou secondaire en fonction de ses voisins,
3. finalement, les cellules du maillage primaire et du maillage secondaire sont créées
afin que les sommets du maillage primaire soient les centres des mailles du maillage
secondaire (et inversement).
Cette technique permet de créer des maillages avec des polygones quelconques et aussi
d’équilibrer le nombre de cellules dans le maillage primaire et dans le maillage secondaire.
Par la suite, tous les calculs seront conduits sur le maillage primaire.
1.3.2 Schémas volumes finis pour les systèmes hyperboliques
Une fois les maillages construits, plusieurs techniques peuvent être utilisées pour
discrétiser les équations de (1.1). Le choix s’est porté sur la méthode des volumes fi-
nis [EGH00], plutôt que des éléments finis ou des différences finies, car elle est bien
adaptée à la fois pour les lois de conservation (1.2) et pour les équations de diffusion (1.4).
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Figure 1.3 – Représentation des différents maillages : primaire en trait plein bleu
(centres avec des croix), secondaire en tiret vert (carré) et diamant en point rouge
(cercle)
La méthode des volumes finis pour les systèmes de lois de conservation hyperbo-
lique (1.2) est bien connue [GR96 ; LeV02], on en rappelle ici les notions principales afin
de mettre en place les notations.
Schémas volumes finis pour les systèmes hyperboliques 1D
En 1D, après intégration du système sur chaque cellule puis en définissant Uni comme
étant la valeur moyenne sur la cellule i et au temps tn, un schéma conservatif pour (1.2)
peut s’écrire :
Un+1i = Uni −
∆t
∆x
(
F i+1/2 −F i−1/2
)
, (1.23)
avec ∆t le pas de temps entre l’itéré tn+1 et tn. Dans ce schéma, F i+1/2 est le flux
numérique à travers l’interface i + 1/2. Il existe de nombreuses manières de calculer ce
flux, on cite ici quelques exemples classiques de solveurs de Riemann approchés à deux
points que l’on utilisera par la suite.
Tout d’abord, le flux de Rusanov [Rus61] qui est défini par :
F i+1/2(Ui,Ui+1) = F(Ui+1) + F(Ui)2 −
bi+1/2
2 (Ui+1 −Ui) , (1.24)
où bi+1/2 est une vitesse plus grande que toutes les vitesses d’ondes à travers l’interface
i+1/2. Ce flux possède bien les propriétés classiques de consistance et de conservativité :
F i+1/2(U,U) = U et F i+1/2(Ui,Ui+1) = −F i+1/2(Ui+1,Ui).
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Ce flux est assez diffusif car il suppose que l’on a les mêmes vitesses d’ondes de chaque
côté du problème de Riemann sur l’interface i+ 1/2.
Une version plus élaborée a été proposé par Harten, Lax et van Leer : le flux
HLL [HLL83]. En choisissant les vitesses bornant les vitesses d’ondes de telle sorte que
b−i+1/2 < 0 < b+i+1/2, il s’écrit :
F i+1/2(Ui,Ui+1) =
−b−i+1/2F(Ui+1) + b+i+1/2F(Ui)
b+i+1/2 − b−i+1/2
+
b+i+1/2b
−
i+1/2
b+i+1/2 − b−i+1/2
(Ui+1 −Ui) .
(1.25)
On remarque que si l’on fixe bi+1/2 := b+i+1/2 = −b−i+1/2 > 0 alors on retrouve l’expression
du flux de Rusanov (1.24).
Il est encore possible d’améliorer le flux HLL afin de préserver les discontinuités de
contact dans le problème de Riemann. Ainsi, en introduisant deux états intermédiaires
au lieu d’un dans le problème de Riemann, on peut construire le flux HLLC. Il a été
dans un premier temps introduit pour le modèle d’Euler dans [TSS94 ; Tor09], mais il
est aussi possible de le construire pour d’autres physiques, par exemple dans le cadre du
modèle M1 pour le transfert radiatif [BCD07].
On rappelle que le schéma (1.23) utilisant un flux de type HLL est stable et préserve
l’ensemble des états admissibles A sous la condition CFL suivante :
∆t
∆x maxi
(
|b−i+1/2|, |b+i+1/2|
)
≤ 12 . (1.26)
Schémas volumes finis pour les systèmes hyperboliques 2D
Concernant le cas 2D, un schéma conservatif pour des systèmes hyperboliques de lois
de conservation (1.2) peut se mettre sous la forme suivante :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|F i · nK,i, (1.27)
où F i est le flux à travers l’interface i. Ce flux peut être calculé à partir des flux 1D
décrits précédemment projetés dans la direction de la normale sortante. Par exemple,
pour le flux de Rusanov en 2D :
F i · nK,i = F(UK ,UL; nK,i) · nK,i = FKL · nK,i
= F(UL) + F(UK)2 · nK,i −
bKL
2 (UL −UK) ,
(1.28)
où bKL majore les vitesses d’ondes entre les états UK et UL. On retrouve aussi les
propriétés de consistance et de conservativité :
F(U,U; nK,i) · nK,i = F(U) · nK,i et F(UK ,UL; nK,i) · nK,i = −F(UL,UK ; nL,i) · nL,i.
38 CHAPITRE 1. GÉNÉRALITÉS
Il est bien sûr possible d’utiliser la même technique pour obtenir des flux HLL et HLLC
en 2D. On obtient alors le schéma suivant pour tout solveur de Riemann approché à
deux points FKL :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|FKL · nK,i. (1.29)
En vue de montrer la stabilité du schéma (1.29), on prouve le théorème qui suit.
La technique utilisée dans la preuve sera réutilisée par la suite dans le cadre de la
construction des nouveaux schémas.
Théorème 1.1. Le schéma décrit dans (1.29) pour un système hyperbolique (1.2) est
stable et préserve l’ensemble des états admissibles sous la condition CFL suivante :
max
K∈M
(
∆t
∆xK
max
L∈EK
(
|b−KL|, |b+KL|
))
≤ 1, (1.30)
où b−KL et b+KL encadrent les vitesses d’ondes du flux FKL entre les états UK et UL sur
l’interface i séparant les cellules K et L.
Démonstration. L’idée de la preuve est de réécrire le schéma 2D comme une combinaison
convexe de schémas 1D, le schéma 2D possédant alors les propriétés de ces schémas
1D [PS96 ; BMST16].
Pour pouvoir réécrire (1.29) comme une combinaison convexe de schéma 1D de la
forme (1.23), il faut faire intervenir le terme qui jouera le rôle de F i−1/2. Pour cela, on
utilise la formule de la divergence qui nous donne pour toutes cellules polygonales K :
∑
i∈EK
|ei|nK,i = 0.
Ce qui permet d’écrire que :
∆t
|K|
∑
i∈EK
|ei|F(UK) · nK,i = 0.
Comme le flux numérique est consistant, on a :
F(UK) · nK,i = F(UK ,UK ; nK,i) · nK,i = FKK · nK,i.
Puis, en ajoutant l’égalité précédente au schéma (1.29), on obtient :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei| [FKL · nK,i −FKK · nK,i] .
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Ensuite, on introduit le paramètre ωK,i = |ei|pK de façon à créer la combinaison convexe.
On a bien ωK,i > 0 et
∑
i∈EK ωK,i = 1, le schéma peut alors s’écrire comme :
∑
i∈EK
ωK,iUn+1K =
∑
i∈EK
ωK,i
[
UnK −
∆t
∆xK
(FKL · nK,i −FKK · nK,i)
]
. (1.31)
Cette dernière formulation est une combinaison convexe de schémas 1D dans la direction
de la normale entre avec les états UK sur les cellules à gauche et au centre et UL sur la
cellule de droite comme on peut le voir sur la Figure 1.4. Le second état UK est rajouté
artificiellement pour la preuve mais il n’est pas utilisé en pratique.
xi−1 xi xi+1
xi−1/2 xi+1/2
Uni−1 U
n
i U
n
i+1
xK xL
ei
UnK U
n
K U
n
L
Figure 1.4 – Représentation des états 1D et 2D
Ce schéma est alors stable et préserve l’ensemble des états admissibles sous la condi-
tion CFL liée à celle des schémas 1D :
max
K∈M
(
∆t
∆xK
max
L∈EK
(
|b−KL|, |b+KL|
))
≤ 1. (1.30)
Cette condition est majorée par 1 car l’état UK intervient deux fois à gauche.
De plus, toutes les propriétés relevant de la convexité sont également directement
héritées du solveur 1D F . Par exemple, le schéma est entropique si le flux F est le flux
d’un schéma 1D entropique.
1.3.3 Schémas volumes finis pour les équations paraboliques
Après avoir présenté des schémas volumes finis classiques pour les problèmes hyper-
boliques et leurs propriétés, on introduit maintenant des schémas volumes finis pour les
équations de diffusion du type (1.4). Ces schémas seront utiles par la suite car ils permet-
tront de construire des solutions de référence afin de comparer les résultats obtenus par
le schéma pour le système avec terme source (1.1) dans le régime de diffusion (γt→∞).
De plus, on verra que l’on souhaite que le schéma pour le système avec terme source
dégénère vers l’un de ces schémas.
Schémas volumes finis pour les équations paraboliques 1D
Tout d’abord, un schéma classique en 1D pour l’équation de diffusion (1.4) peut
s’écrire :
un+1i = uni +
∆t
∆x
(
Fi+1/2 −Fi−1/2
)
, (1.32)
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où Fi+1/2 approche le gradient de la solution sur l’interface i+1/2. On peut par exemple
utiliser le flux numérique à deux points :
Fi+1/2 = D(u)i+1/2
f(ui+1)− f(ui)
∆x . (1.33)
Le schéma (1.32) avec le flux à deux points (1.33) est stable et possède le principe du
maximum discret (Définition 1.2) sous la condition CFL suivante :
∆t
∆x2 maxi
(
Df (u)i+1/2
)
≤ 12 .
Schémas volumes finis pour les équations paraboliques 2D
Ensuite, une extension possible de ce schéma en 2D est la suivante :
un+1K = unK +
∆t
|K|
∑
i∈EK
|ei|F i · nK,i, (1.34)
et dans ce casF i ·nK,i approche le gradient normal à travers l’interface i dans la direction
sortante à K. Si l’on choisit aussi le flux à deux points comme en 1D :
F i · nK,i = D(u)i
f(uL)− f(uK)
‖xL − xK‖ , (1.35)
il est connu que le schéma créé (nommé FV4) n’est consistant avec l’équation de diffu-
sion (1.4) que sur des maillages admissibles (Définition 1.1) [EGH00 ; EGGHM14]. Ceci
est dû au fait que le flux numérique à deux points (1.35) approche le gradient de la
solution selon la direction KL et non selon la normale comme souhaité. Dans le cas d’un
maillage admissible cela n’a pas d’importance car les deux directions sont identiques
mais pour des maillages très non structurés ces deux directions sont différentes.
En plus de vouloir des schémas qui soient consistants sur tout maillage, on souhaite
qu’ils préservent le principe du maximum discret pour pouvoir préserver l’ensemble des
états admissibles pour la diffusion AD.
Définition 1.2. Un schéma numérique conserve le principe du maximum discret s’il
vérifie la propriété suivante :
min
L∈EK
(unL) ≤ un+1K ≤ max
L∈EK
(unL).
Afin de prouver facilement que les schémas pour la diffusion possèdent ce principe
du maximum discret, on va choisir des schémas possédant la structure LMP.
Définition 1.3. Un schéma pour discrétiser les équations de diffusion (1.4) possède la
structure LMP (Local Maximum Principle [DLP11 ; CCLP13]) s’il peut s’écrire sous la
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forme suivante, avec τJK ≥ 0 et τJK > 0 dans un voisinage de K :
un+1K = unK +
∆t
|K|
∑
J∈M
τJK(u) (f(uJ)− f(uK)) .
Cela permettra d’utiliser le théorème qui suit. Les schémas pour les équations de
diffusion sont le plus souvent utilisés avec un schéma implicite en temps mais on travaille
ici uniquement avec des schémas explicites, il est donc aussi intéressant de connaître leur
condition CFL.
Théorème 1.2. Un schéma pour l’équation de diffusion limite possédant la structure
LMP est stable et possède le principe du maximum discret sous la condition CFL sui-
vante :
max
K∈M
(
∆t
δ2K
)
≤ 12 , (1.36)
avec δK (1.37) tenant compte à la fois du paramètre de la diffusion et d’une longueur
caractéristique.
Démonstration. Tout comme pour le Théorème 1.1 en hyperbolique, l’idée est de réécrire
le schéma (1.34) comme une combinaison convexe de schéma 1D du type (1.32).
En reprenant les notations de la Définition 1.3, un schéma pour l’équation de diffu-
sion (1.5) avec la structure LMP peut s’écrire comme :
un+1K = unK +
∆t
|K|
∑
J∈M
τJK(u) (uJ − uK) ,
avec τJK ≥ 0. On introduit ωKJ := τ
J
K∑
J∈M τ
J
K
comme paramètre de la combinaison convexe
et le coefficient δK > 0 :
δK :=
√√√√ |K|∑
J∈M τJK
, (1.37)
ce qui permet de réécrire le schéma de la manière suivante :
∑
J∈M
ωKJu
n+1
K =
∑
J∈M
ωKJ
[
unK +
∆t
δK
(
uJ − uK
δK
)]
.
Il reste à faire apparaître le terme permettant de représenter le flux F i−1/2 :
∑
J∈M
ωKJu
n+1
K =
∑
J∈M
ωKJ
[
unK +
∆t
δK
(
uJ − uK
δK
− uK − uK
δK
)]
.
Cette dernière formulation est bien une combinaison convexe de schéma 1D pour l’équa-
tion de la chaleur. Le schéma est alors stable et respecte le principe du maximum discret
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sous la condition CFL issue des schémas 1D :
max
K∈M
(
∆t
δ2K
)
≤ 12 , (1.36)
Afin d’avoir des schémas consistants sur tout maillage, il existe dans la littérature
plusieurs flux numériques permettant d’approcher le gradient dans la direction normale.
On peut par exemple citer le schéma diamant [CVV99], mais celui-ci ne préserve le
principe du maximum discret (et donc l’ensemble des états admissibles) que sous une
condition géométrique sur le maillage [BMST16] permettant d’obtenir la positivité des
coefficients τJK de la structure LMP.
Avec les différentes corrections développées par Le Potier et ses coauteurs dans [LP09 ;
LP10 ; LP14 ; CCLP13] il est possible de récupérer cette propriété pour un schéma qui
est déjà consistant.
Le schéma de Droniou et Le Potier [DLP11] (que l’on abrégera par la suite en
DLP) est un schéma non linéaire qui est consistant sur tout maillage et qui possède le
principe du maximum discret car il possède la structure LMP. Il a été choisi d’utiliser
ce schéma par la suite car il reste au plus proche du formalisme volumes finis dans sa
construction. On en fera une présentation détaillée dans la partie 3.2.1 car la construction
du schéma pour le système de lois de conservation avec terme source (1.1) en 2D est
basée sur le même formalisme.
Il aurait aussi été possible d’utiliser d’autres techniques, telles que les schémas DDFV
2D présentés dans [Her00 ; DO05], ou SUSHI [EGH10] ou encore des schémas de type
MPFA (Multi-Point Flux Approximation) [BM07] pour l’équation limite mais l’on verra
que le schéma de Droniou et Le Potier est bien adapté à notre problématique.
1.3.4 Schémas volumes finis d’ordre élevé
Les schémas volumes finis hyperboliques présentés précédemment sont tous d’ordre
un et sont donc peu précis sur des maillages grossiers mais de nombreux travaux ont
permis de grandement améliorer ce point. On présente quelques méthodes permettant
de construire des schémas volumes finis hyperboliques d’ordre élevé, que l’on mettra en
place par la suite.
Ordre en espace
L’idée naturelle pour obtenir des schémas d’ordre élevé en espace est de remplacer
la valeur moyenne UK que l’on considère au centre de la maille, par une reconstruction
polynomiale de la solution U˜K(x) dans le but de pouvoir l’évaluer en différents points
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de la cellule. On cherche bien sûr à garder une notion de consistance de telle sorte que
U˜K(xK) = UK , afin de retrouver les schémas classiques d’ordre un.
La première reconstruction linéaire, en utilisant une approximation du gradient, a
permis de construire le schéma MUSCL (Monotonic Upstream-Centered Scheme for
Conservation Laws) [vLe79]. C’est un schéma d’ordre deux qui nécessite de choisir un
limiteur parmi le panel existant afin de pouvoir conserver des solutions convenables. Son
extension à des maillages 2D non structuré est possible [PQ94 ; GR96 ; Ber06], mais
comme en 1D il est toujours nécessaire de choisir des limiteurs à intégrer à la recons-
truction.
Afin d’obtenir des schémas d’ordre plus élevé, il est possible d’utiliser les méthodes
ENO (Essentially Non-Oscillatory) [HEOC87 ; Abg94] ou WENO (Weighted Essentially
Non-Oscillatory) [LOC94 ; JS96 ; Shu98] qui construisent des reconstructions polyno-
miales de la solution en utilisant des polynômes de degrés arbitraires. Pour la méthode
ENO, on choisit le polynôme le moins oscillant pour conserver les propriétés que l’on
souhaite, et pour WENO on effectue une combinaison de ces polynômes. Tout comme la
méthode MUSCL ces deux méthodes nécessitent l’utilisation de techniques de limitation
a priori, qu’il est parfois difficile de choisir.
Une autre approche est possible avec la méthode MOOD (Multi-dimensional Optimal
Order Detection) initialement développée dans [Dio12 ; CDL11]. Cette méthode utilise
aussi une reconstruction polynomiale de la solution avec des polynômes de degré aussi
élevé que l’on souhaite. Le nouveau point clef est la limitation a posteriori du degré des
polynômes. Ainsi le degré des polynômes est localement diminué si la solution candidate
calculée ne vérifie pas certains critères. Cette notion d’a posteriori permet de conserver
un degré élevé et une expression simple de la reconstruction car aucun limiteur n’y
intervient.
Depuis son introduction, elle a été étendue par ses auteurs dans [DCL12 ; DLC13]. De
nouveaux critères pour le choix de la solution ont été développés : un critère entropique
dans [Des13 ; BD14] et un second critère de détection des oscillations dans [CF14]. Il
existe une version pour les équations de diffusion [CMNP13] et elle est aussi utilisé dans
le cadre de la méthode ADER (Arbitrary accuracy DErivates Riemann problem) [TT02]
dans [LDD14 ; BLD15]. Ces différentes extensions montrent bien la flexibilité de la limi-
tation a posteriori. On notera qu’il est possible de rapprocher la méthode MOOD de la
méthode APITALI (A Posteriori ITerAtive LImiter) développée dans [HL14].
On présente maintenant les éléments clefs de la méthode MOOD que l’on réutilisera
par la suite. La reconstruction polynomiale de degré d de la solution sur la cellule K est
obtenue de la manière suivante :
U˜K(x) = UK +
∑
1≤|α|≤d
RαK
(
(x− xK)α − 1|K|
∫
K
(x− xK)αdx
)
, (1.38)
44 CHAPITRE 1. GÉNÉRALITÉS
où α = (α1, . . . , αn) ∈ Nn est un multi-indice avec |α| = ∑nk=1 αk. On rappelle que n est
la dimension de l’espace et que l’on considérera uniquement n = 1 ou 2 dans cette thèse.
Les coefficients Rαi de cette reconstruction sont obtenus par une interpolation au sens
des moindres carrés afin que la reconstruction polynomiale approche au mieux la valeur
moyenne de la solution dans un voisinage de la cellule K. On pourra se référer à [Dio12]
pour plus de détails sur ces calculs. L’expression (1.38) est écrite dans un formalisme
multidimensionnel et l’expression 1D s’en déduit facilement :
U˜i(x) = Ui +
d∑
α=1
Rαi
(
(x− xi)α − 1∆x
∫
i
(x− xi)αdx
)
. (1.39)
Il est possible de simplifier encore cette expression en calculant explicitement l’intégrale,
mais on la conserve sous cette formulation afin de ne pas perdre de généralité.
Avec cette reconstruction polynomiale, il est possible de construire la version d’ordre
élevé en espace du schéma utilisant le flux à deux points (1.29) pour les systèmes homo-
gènes (1.2) :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|
Ri∑
r=1
ξirF(U˜nK,ir, U˜nL,ir; nK,i) · nK,i, (1.40)
où Ri est le nombre de points de quadrature utilisé sur l’interface i et ξir est le poids
associé à chaque point de quadrature r sur l’interface i. Dans ce schéma, on a noté
U˜nK,ir := U˜nK(xir) qui est l’évaluation de la reconstruction polynomiale (1.38) au point
de quadrature xir.
Cette expression se simplifie quand on utilise le schéma classique en 1D (1.23) car il
n’y a qu’un seul point de quadrature sur les interfaces. Avec la reconstruction polyno-
miale (1.39), le schéma classique d’ordre élevé en 1D est alors :
Un+1i = Uni −
∆t
∆x
[
F i+1/2
(
U˜ni (xi+1/2), U˜ni+1(xi+1/2)
)
−F i−1/2
(
U˜ni−1(xi−1/2), U˜ni (xi−1/2)
) ]
.
(1.41)
L’autre élément important de la méthode MOOD est son caractère a posteriori.
Comme expliqué précédemment et détaillé dans la Figure 1.5, on va calculer une solu-
tion candidate U? à l’aide de la reconstruction polynomiale (1.38) sans limitation (avec
les polynômes de degré le plus élevé que l’on choisit). Puis, on teste si cette solution
candidate est valide au sens des critères que l’on se fixe. Les critères les plus classiques
sont les suivants [DCL12] :
— respect de l’ensemble des états admissibles : PAD (Physical Admissible Detector),
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— non-oscillation de la solution via des critères tel que le DMP (Discrete Maximum
Principle) ou le critère ED (Extrema Detector) [CF14], tous deux couplés avec le
critère u2 afin de détecter des extrema admissibles,
— ou encore un critère entropique introduit dans [Des13 ; BD14].
Ensuite, si la solution ne vérifie pas les critères, on diminue localement le degré de la
reconstruction polynomiale. Bien sûr, il faut que le dernier schéma, le schéma “parachu-
te”, utilisé dans la boucle des re-calculs, vérifie les critères que l’on se choisit afin de ne
pas avoir de boucle infinie. Dans la plupart des cas, ce schéma “parachute” est le schéma
d’ordre un classique.
Un Schéma d’ordre d+ 1 U? Valide ? Un+1Oui
d ← d− 1
et re-calcul Non
Figure 1.5 – Principe de la limitation a posteriori
Pour la suite, la méthode MOOD sera utilisée quand on souhaitera construire des
schémas d’ordre élevé et l’on notera, par exemple, S-P1-PAD un schéma S utilisant une
reconstruction polynomiale de degré 1 avec le critère d’admissibilité physique. Ce schéma
sera d’ordre 2 en espace si la solution est assez régulière.
Ordre en temps
La méthode MOOD décrite dans la partie précédente permet d’obtenir un schéma
d’ordre élevé en espace. Afin d’avoir un schéma globalement d’ordre élevé, il faut avoir le
même ordre en temps et en espace. On décrit maintenant les différents schémas d’ordre
élevé en temps que l’on utilisera.
Avant tout, on souligne le fait que tous les schémas en temps que l’on utilisera
seront explicites, car il n’est pas possible d’obtenir un schéma implicite d’ordre deux
inconditionnellement stable d’après la barrière de Dahlquist [Dah56]. Or, le point clef
des schémas implicites est l’aspect inconditionnellement stable car même s’ils ont un coût
plus élevé par itérations, du fait de la nécessité de résoudre une équation non linéaire, ils
utilisent en général moins d’itérations car on peut choisir des pas de temps plus grands.
Afin de pouvoir facilement étendre les schémas écrits avec un schéma d’Euler expli-
cite, par exemple les schémas (1.40) et (1.41), à des schémas d’ordre élevé il faut que
les schémas en temps possèdent la propriété SSP (Strong Stability Preserving) intro-
duite dans [GST01]. Ceci afin de pouvoir réutiliser la condition CFL du schéma d’Euler
explicite [KR05].
46 CHAPITRE 1. GÉNÉRALITÉS
On trouve dans la littérature différentes références pour obtenir des schémas de
Runge-Kutta TVD (Total Variation Diminishing) [Shu88 ; SO88 ; GS98] puis des sché-
mas SSP [SR02 ; SR03 ; RS04 ; Got05 ; Ruu06]. Pour les tests numériques, on utili-
sera les schémas suivants : Euler explicite (identique au SSPRK(1, 1)), SSPRK(2, 2),
SSPRK(3, 3) et SSPRK(5, 4), où SSPRK(s, p) désigne un schéma de Runge-Kutta d’ordre
p avec s étages et possédant la propriété SSP.
Un autre intérêt des schémas possédant la propriété SSP qui a été étudiée dans les
publications citées précédemment est qu’il est possible en utilisant plus d’étages que
l’ordre théorique (s > p) d’obtenir des schémas pouvant fonctionner avec un pas de
temps plus grand que celui d’Euler explicite. Ainsi, si l’on note ∆tFE le pas de temps
lié à Euler explicite et ∆tSSP le pas de temps d’un schéma SSP, il est alors possible
d’écrire :
∆tSSP ≤ C∆tFE.
Cette constante C est égale à 1 pour les schémas SSPRK(1, 1), SSPRK(2, 2) et SSPRK(3, 3),
mais elle vaut environ 1,51 pour le schéma SSPRK(5, 4) et 3 pour le schéma SSPRK(4, 2).
Un schéma SSPRK(s, p) est alors d’autant « meilleur » que la constante r définie par :
r = ∆tSSP
s∆tFE
≤ C
s
,
est grande, pour un ordre p fixé. Par exemple, elle vaut 1/2 pour SSPRK(2, 2) mais
3/4 pour SSPRK(4, 2). On remarque que r → ∞ pour un schéma d’Euler implicite
car il est inconditionnellement stable. Il a été montré dans [Len91 ; HRS03 ; Got05] que
r ≤ 1 pour des schémas explicites et que r ≤ 2 pour des schémas implicites d’ordre
supérieur à 2. On retrouve ici le fait qu’un schéma d’ordre deux implicite ne peut pas
être inconditionnellement stable et qu’il n’y pas d’intérêt à les utiliser pour faire de
l’ordre élevé.
Dans la suite du manuscrit tous les schémas seront écrit avec un schéma d’Euler
explicite et l’extension à l’ordre élevé avec les schémas SSPRK sera immédiate en écrivant
le schéma en espace à chaque étage du schéma en temps. Par exemple, si le schéma
d’ordre un en temps s’écrit de la manière suivante :
Un+1 = Un + ∆tΦ(Un, tn),
alors, le schéma d’ordre deux en temps associé s’écrira de la manière suivante avec le
schéma SSPRK(2, 2) :
U
(1) = Un + ∆tΦ(Un, tn)
Un+1 = 12
(
Un + U(1) + ∆tΦ(U(1), tn + ∆t)
)
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et il sera stable sous la même condition CFL car la constante C est égale à un pour le
schéma SSPRK(2, 2).
On souligne le fait que tous les tests numériques seront effectués avec le schéma en
temps qui permettra d’avoir le même ordre en espace et en temps. Ainsi, pour toute
la suite, on ne précisera pas le schéma utilisé en temps car il se déduira de l’ordre du
schéma en espace : si on utilise le schéma S-P1 en espace alors on utilisera le schéma
SSPRK(2, 2) pour la discrétisation temporelle.
1.4 Schémas asymptotic preserving
À la suite de cette présentation générale des schémas volumes finis pour des systèmes
hyperboliques de lois de conservation et des équations de diffusion et après avoir décrit la
notion d’ordre élevé en espace et temps, on s’intéresse maintenant à la notion principale
de cette thèse : la préservation de l’asymptotique (asymptotic preserving en anglais que
l’on abrégera par la suite en AP).
Afin de fournir des solutions précises dans tous les régimes, les schémas numériques
que l’on construit doivent posséder deux propriétés principales (en plus des propriétés
classiques de stabilité, de consistance et de conservativité) :
(P1) conserver l’ensemble des états admissibles A : par exemple, au cours des calculs
on ne veut pas qu’il apparaisse des densités ou des températures négatives,
(P2) avoir un schéma uniformément précis : on souhaite que le schéma soit capable de
rendre compte du comportement de la solution pour toutes les échelles de γt, du
régime de transport quand γt est proche de zéro à la limite de diffusion quand
γt→∞. De plus, on demandera que les contraintes liées au schéma (la condition
CFL par exemple) soient uniformément bornées indépendamment du produit γt.
La première propriété (P1) est parfois appelée « robustesse » du schéma et, elle est
indispensable pour pouvoir fournir des solutions qui sont physiquement et mathémati-
quement valides pour toutes les itérations du calcul.
La seconde (P2), rend compte de la notion de préservation de l’asymptotique (AP)
du schéma au sens de Jin [Jin99]. Ainsi, comme le présente la Figure 1.6, le schéma que
l’on construit pour discrétiser le système de lois de conservation avec terme source (1.1)
possède une limite quand γt → ∞ et il faut que ce schéma limite soit consistant avec
l’équation limite (1.4) afin de correctement approcher le problème dans tous les régimes.
Dans la plupart des cas, il n’est pas possible d’intervertir les limites (∆x,∆t) → 0
et γt→∞ intervenant dans la Figure 1.6, ce qui implique qu’il est peu probable qu’un
schéma construit naïvement soit AP.
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Modèle (1.1) :
∂tU+ div(F(U)) = γ(U)(R(U)−U)
Équation limite (1.4) :
∂tu− div
(
D(u)∇u) = 0γ(U)t→∞
Schéma numérique
consistant :
∆t,∆x→ 0
Schéma limite
γ(U)t→∞
consistant ?
Figure 1.6 – But d’un schéma asymptotic preserving
1.4.1 État de l’art 1D
La notion d’AP au sens de Jin est beaucoup utilisée dans un cadre cinétique, on
pourra par exemple se référer aux publications suivantes [JL96 ; Kla99 ; LM08 ; FJ10 ;
DP12 ; BPR13 ; LS12 ; LLS16] et aux références incluses dans celles-ci.
Faisant le lien entre le cadre cinétique et la dégénérescence hyperbolique vers pa-
rabolique dans lequel on se place, les premiers travaux pour obtenir des schémas AP
en 1D sont dûs à Gosse et Toscani [GT02] sur les équations du Télégraphe (1.14),
où un contrôle de la diffusion numérique est mis en place afin d’obtenir la limite pa-
rabolique. Plus de détails sur ces travaux pourront aussi être trouvés dans le livre de
Gosse [Gos13].
Ensuite, différentes techniques ont été utilisées pour obtenir la préservation de l’asymp-
totique pour le modèle M1 (1.17) dans [BD06 ; BC07 ; BCD07]. Des applications ont
aussi été effectuées pour le modèle d’Euler gaz parfaits avec gravité [CCGRS10 ; CG11 ;
BCT13 ; CGK13]. En reprenant les idées de la reconstruction hydrostatique de [ABBKP04],
il a été possible de construire un schéma AP dans [BOP07].
À l’aide d’un schéma aux différences finies utilisant la connaissance des vitesses de
convergence en continu vers l’équilibre (1.9)-(1.10), les auteurs de [ABN08a ; ABN08b ;
ABN16] construisent un schéma possédant les bonnes vitesses de convergence.
Finalement, Berthon et Turpault dans [BT11] ont généralisé la technique de
Gosse et Toscani afin de construire un schéma basé sur le flux HLL et qui soit AP
pour tous les systèmes de lois de conservation 1D de la forme (1.1) et qui respectent les
conditions de compatibilités de [BLT13] énoncées précédemment (1.6)-(1.8). Ce schéma,
que l’on notera HLL-AP, sera présenté dans le chapitre suivant.
1.4.2 État de l’art 2D
Dans un cadre 2D, les exemples sont moins nombreux. D’un côté, si l’on utilise des
maillages cartésiens ou admissibles (Définition 1.1), il est possible de réutiliser les sché-
mas 1D que l’on a présenté juste avant. Cependant, dans le cas d’un maillage 2D non
structuré quelconque, la construction est plus complexe car la limite fait en général in-
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tervenir le flux à deux points (1.35) qui n’est plus consistant sur maillage général comme
on l’a vu dans les parties précédentes, on pourra aussi se référer à [Sar13 ; BMST16].
Afin de construire un schéma qui va dégénérer vers un schéma consistant pour l’équa-
tion limite (1.4), on procède de manière inverse : on choisit un schéma qui discrétise bien
l’équation limite et on construit un schéma pour le système de lois de conservation avec
terme source (1.1) qui dégénère vers le schéma choisi.
Ainsi, un schéma MPFA a été développé dans [Fra12 ; BDF12a ; BDF12b ; BDF15 ;
BDFL16] afin de tendre vers le schéma de Breil et Maire [BM07]. Dans sa première
version, ce schéma est implicite et ne s’applique que pour des systèmes linéaires tel que
le modèle P1 (1.16). Il a ensuite été adapté pour d’autres systèmes, mais la préservation
de l’ensemble des états admissibles et la stabilité ne sont assurées qu’avec un schéma
implicite en temps.
En reprenant la technique de Berthon et Turpault, un schéma AP a été construit
pour les équations de St-Venant avec friction de Manning [DMTB15], mais la preuve de
la préservation de l’ensemble des états admissibles n’est que numérique. Toujours avec
la technique de [BT11], un schéma dégénérant vers le schéma diamant [CVV99] a été
construit dans [BMT14 ; BMST16]. Ce schéma possède bien la propriété AP (P2) mais
ne conserve pas l’ensemble des états admissibles (P1) sur tous les maillages et dans tous
les régimes car le schéma diamant ne le permet pas.
Le but de cette thèse est alors de construire un schéma volumes finis explicite d’ordre
élevé possédant la propriété de conservation de l’ensemble des états admissibles (P1) et
d’AP (P2) pour tout maillage 2D non structuré.
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Schéma AP 1D d’ordre élevé
Introduction
Dans ce chapitre on se concentre sur la discrétisation du système de lois de conser-
vation avec terme source (1.1) dans un cadre 1D. Celle-ci doit permettre de conserver à
la fois l’ensemble des états admissibles (P1) et l’asymptotique (P2). Une grande partie
des techniques que l’on présente ici en 1D sera réutilisée dans les Chapitres 3 et 4 avec
des maillages 2D non structurés.
Ainsi, on rappelle premièrement le schéma volumes finis HLL-AP d’ordre un et
ses propriétés développés par Berthon et Turpault dans [BT11]. On présente aussi
une nouvelle méthode pour obtenir la correction asymptotique nécessaire à ce schéma.
Dans un second temps, dans la partie 2.2, on l’étend à l’ordre élevé avec la méthode
MOOD [CDL11] afin d’avoir une meilleure représentation des discontinuités et d’ac-
croître sa précision à maillage fixé. Cette première étude 1D va servir à voir les diffé-
rentes difficultés qui apparaissent lorsque l’on souhaite conserver l’asymptotique à tout
ordre. Le cadre 1D permettant de s’affranchir des contraintes liées aux maillages non
structurés du 2D telles que la non-consistance du schéma à deux points pour la diffusion
à la limite. Ensuite, des solutions de référence continues et discontinues sont construites
pour les équations du Télégraphe (1.14) afin d’avoir des points de comparaison avec les
schémas utilisés. Dans le cas discontinu, on prend comme initialisation un problème de
Riemann et on verra comment la structure de celui-ci est modifiée par la présence du
terme source. En outre, on présentera deux méthodes pour obtenir ces solutions de réfé-
rence discontinues. Finalement, la partie 2.4 s’attache à présenter les résultats obtenus
par le schéma HLL-AP d’ordre un et par son extension à l’ordre élevé face aux solutions
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de référence construites précédemment. On pourra observer l’impact de la reconstruc-
tion polynomiale lorsque l’on est proche du régime de transport et le fait que le schéma
préserve toujours l’asymptotique.
2.1 Schéma AP d’ordre un
2.1.1 Présentation du schéma HLL-AP
Comme annoncé, on débute par la présentation du schéma HLL-AP. Ce schéma
volumes finis explicite d’ordre un est consistant avec (1.1), préserve l’ensemble des états
admissibles (P1) et est AP (P2). Il s’écrit de la manière suivante :
Un+1i = Uni −
∆t
∆x
(
αi+1/2F i+1/2 − αi−1/2F i−1/2
)
+ ∆tSni , (2.1)
où F i−1/2 est un solveur de Riemann approché à deux points, par exemple le flux numé-
rique HLL (1.25). Ce schéma est construit en faisant intervenir le terme source au sein
de l’état intermédiaire du problème de Riemann via les coefficients αi+1/2.
Afin que le schéma dérive vers la bonne limite asymptotique, il est appliqué à un
autre système construit de la manière suivante :
∂tU + div(F(U)) = γ(U)(R(U)−U), (1.1)
= γ(U)(R(U)−U) + (γ − γ)U,
∂tU + div(F(U)) = (γ(U) + γ)(R(U)−U),
Ce système (1.3) est équivalent à (1.1) si γ + γ > 0 et avec la définition suivante :
R(U) := γ(U)R(U) + γU
γ(U) + γ .
Ce paramètre γ peut alors être considéré comme un degré de liberté à choisir pour
atteindre la bonne limite de diffusion. On verra que plusieurs méthodes peuvent être
mises en place pour calculer la bonne valeur de la correction asymptotique γ. On propose
un exemple de calcul de correction asymptotique sur les équations du Télégraphe (1.14)
et le modèle d’Euler isentropique avec friction (1.21) après la présentation du schéma
dans la partie 2.1.2.
Les coefficients αi+1/2 permettent de créer une combinaison convexe entre la discré-
tisation de la partie hyperbolique de (1.1) et celle du terme source γ(U) (R(U)−U).
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Cette seconde partie de la discrétisation est effectuée avec les quantités suivantes :
Sni =
1− αi−1/2
∆x S
+
i−1/2 +
1− αi+1/2
∆x S
−
i+1/2,
S−i+1/2 = min(0, b−i+1/2)
(
Uni −R(x−i+1/2,Uni )
)
+ min(0, b+i+1/2)
(
R(x−i+1/2,Uni )−Uni+1
)
− F(Uni ),
S+i−1/2 = max(0, b−i−1/2)
(
Uni−1 −R(x+i−1/2,Uni )
)
+ max(0, b+i−1/2)
(
R(x+i−1/2,Uni )−Uni
)
+ F(Uni ).
(2.2)
On rappelle que b−i+1/2 et b+i+1/2 encadrent les vitesses d’ondes sur l’interface i + 1/2.
Ces coefficients αi+1/2 doivent vérifier les propriétés suivantes afin que le schéma soit
consistant :
αi+1/2 ∈ [0; 1]
αi+1/2 = 1 +O(∆x)
1−αi−1/2
∆x S
+
i−1/2 +
1−αi+1/2
∆x S
−
i+1/2 = γ(Uni )(R(Uni )−Uni ) +O(∆x)
. (2.3)
La première propriété permet de définir correctement la combinaison convexe et les
deux suivantes décrivent des conditions de consistance pour la discrétisation de la partie
hyperbolique et du terme source. Un choix possible associé au flux HLL (1.25) vérifiant
les propriétés (2.3) est le suivant :
αi+1/2 =
b+i+1/2 − b−i+1/2
b+i+1/2 − b−i+1/2 + (γi+1/2 + γi+1/2)∆x
∈ [0; 1], (2.4)
où γi+1/2 = γ(U)i+1/2 et γ est la correction asymptotique précédemment introduite dans
le nouveau système (1.3).
Il est prouvé que le schéma HLL-AP (2.1) est stable sous la condition CFL hyperbo-
lique classique suivante :
∆t
∆x maxi
(
|b−i+1/2|, |b+i+1/2|
)
≤ 12 , (1.26)
qui est identique à celle du schéma classique (1.23) avec le flux HLL pour le système
homogène (1.2). Ceci est dû au fait que le terme source est introduit au centre du
problème de Riemann et cela ne modifie donc pas la condition de non-interaction des
solveurs de Riemann approchés.
On souligne aussi le fait que si γ = 0 (et γ = 0), alors αi+1/2 = 1 et le schéma
HLL-AP est identique au schéma (1.23) pour la discrétisation du système hyperbolique
homogène (1.2).
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2.1.2 Exemples de calcul de correction asymptotique
Afin d’expliciter la correction asymptotique γ, on propose deux méthodes pour la cal-
culer. La première utilise un développement classique de Chapman-Enskog et la seconde
les vitesses de convergence (1.9)-(1.10).
En ayant à l’esprit l’extension en 2D, il est important de noter que cette correction
asymptotique permet uniquement de modifier le coefficient de diffusion et la variable
associée mais n’est pas en mesure de modifier la direction de cette diffusion.
Calcul de la correction asymptotique avec un développement de Chapman-
Enskog
On présente tout d’abord la méthode avec le développement de Chapman-Enskog.
On rappelle que ce développement permet uniquement de trouver la limite du schéma
sous certaines hypothèses restrictives : γ constant et même mise à l’échelle pour le terme
contrôlant la raideur du terme source γ et le temps t. Ainsi, tout comme dans le cas des
équations du Télégraphe dans la partie 1.2.3, on introduit les mises à l’échelle suivantes,
avec ε > 0 : 
γ ← γ
ε
∆t ← ∆t
ε
(2.5)
Cela conduit aux développements suivants :
∆t αi+1/2 = ∆t
b+i+1/2 − b−i+1/2
(b+i+1/2 − b−i+1/2)ε+ (γi+1/2 + γi+1/2)∆x
= ∆t
b+i+1/2 − b−i+1/2
(γi+1/2 + γi+1/2)∆x
+O(ε)
∆t (1− αi+1/2) = ∆t
(γi+1/2 + γi+1/2)∆x
(b+i+1/2 − b−i+1/2)ε2 + (γi+1/2 + γi+1/2)∆xε
= ∆t
ε
−∆t b
+
i+1/2 − b−i+1/2
(γi+1/2 + γi+1/2)∆x
+O(ε)
. (2.6)
En introduisant ces développements dans l’expression du schéma HLL-AP (2.1), on
obtient en isolant les termes en 1/ε :
0 = ∆t∆x
(
S+i−1/2(U) + S−i+1/2(U)
)
, (2.7)
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ce qui permet de dire que R(U) −U = 0 et donc que R(U) −U = 0. Concernant les
termes du même ordre que ε0, on a alors :
Un+1i = Uni −
∆t
∆x2
 b+i+1/2 − b−i+1/2
γi+1/2 + γi+1/2
F i+1/2(Uni+1,Uni )−
b+i−1/2 − b−i−1/2
γi−1/2 + γi−1/2
F i−1/2(Uni ,Uni−1)

|R(U)=U
− ∆t∆x2
 b+i+1/2 − b−i+1/2
γi+1/2 + γi+1/2
Si+1/2(Uni+1,Uni ) +
b+i−1/2 − b−i−1/2
γi−1/2 + γi−1/2
Si−1/2(Uni ,Uni−1)

|R(U)=U
.
(2.8)
Ensuite, on se place sur la variété d’équilibre M puis on multiplie la dernière expres-
sion (2.8) par la matrice constante Q en utilisant les propriétés (1.6) et (1.8). On rappelle
que l’on se place uniquement dans le cas d’une limite de diffusion scalaire et on obtient
le schéma limite suivant :
un+1i = uni +
∆t
∆x2
 b+i+1/2b−i+1/2
γi+1/2 + γi+1/2
(uni+1 − uni )−
b+i−1/2b
−
i−1/2
γi−1/2 + γi−1/2
(uni − uni−1)
. (2.9)
Finalement la correction asymptotique γi+1/2 est choisie de telle sorte que le schéma (2.9)
soit consistant avec l’équation de diffusion (1.4). Pour cela on fixe la correction pour
obtenir le schéma à deux points (1.33) :
b+i+1/2b
−
i+1/2
γi+1/2 + γi+1/2
(ui+1 − ui) = D(u)i+1/2(f(ui+1)− f(ui)) (2.10)
Par exemple, si l’on se place dans le cadre du modèle d’Euler isentropique avec
friction (1.21), l’expression (2.8) ou (2.9) se simplifie alors en :
ρn+1i = ρni +
∆t
∆x2
 −b+i+1/2b−i+1/2
γi+1/2 + γi+1/2
(
ρni+1 − ρni
)
− −b
+
i−1/2b
−
i−1/2
γi−1/2 + γi−1/2
(
ρni − ρni−1
)
car R(U) − U = 0 implique ρu = 0. On retrouve le fait que l’on se place sur la
variété d’équilibre M. En outre, on observe bien que ce schéma n’est pas consistant
avec l’équation à limite que l’on souhaite (1.22) car le coefficient de diffusion n’est pas
celui attendu. De plus, c’est la pression qui doit intervenir dans la deuxième partie du
schéma. Par ailleurs, on remarque que si la correction asymptotique γ est nulle, il est
impossible d’atteindre la limite de diffusion décrite par (1.22).
Afin de tendre vers la limite adéquate, il faut donc choisir la bonne correction asymp-
totique γ vérifiant (2.10) telle que :
−b+i+1/2b−i+1/2
γi+1/2 + γi+1/2
(
ρni+1 − ρni
)
= p(ρ
n
i+1)− p(ρni )
κni+1/2
.
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Par conséquent, un choix possible est :
γi+1/2 =

−b+i+1/2b−i+1/2
ρni+1 − ρni
p(ρni+1)− p(ρni )
κni+1/2 − γi+1/2 si p(ρni+1)− p(ρni ) 6= 0,
−b+i+1/2b−i+1/2
1
p′(ρni )
κni+1/2 − γi+1/2 sinon.
(2.11)
On a bien la positivité de γi+1/2 + γi+1/2 car p′(ρ), κ et −b+i+1/2b−i+1/2 sont tous positifs.
En utilisant cette correction asymptotique, le schéma limite est alors :
ρn+1i = ρni +
∆t
∆x2
p(ρni+1)− p(ρni )
κni+1/2
− p(ρ
n
i )− p(ρni−1)
κni−1/2
 , (2.12)
qui est bien consistant avec (1.22).
Pour les autres systèmes de lois de conservation avec terme source présentés dans la
partie 1.2.3, le même type de calcul peut être fait pour exhiber la correction asymptotique
associée en utilisant (2.10).
Calcul de la correction asymptotique avec les vitesses de convergence
La seconde méthode que l’on présente nécessite la connaissance des vitesses de conver-
gence (1.9)-(1.10) mais, contrairement à la méthode précédente, elle n’impose pas de mise
à l’échelle comme fait dans (2.5).
Afin de simplifier les calculs, la présentation se fait avec les équations du Télé-
graphe (1.14) et, pour faciliter encore les calculs, on suppose que les vitesses des ondes
du flux sont égales à la vitesse de transport des équations : b+i+1/2 = −b−i+1/2 = a.
De même qu’avec le développement de Chapman-Enskog, on suppose aussi que libre
parcours moyen σ est constant. Le coefficient de αi+1/2 de (2.4) est alors constant et
s’exprime comme :
α = 2a2a+ (σ + σ)∆x, (2.13)
avec σ la correction asymptotique associée aux équations du Télégraphe. Avec ces sim-
plifications, le schéma HLL-AP (2.1) appliqué aux équations du Télégraphe s’écrit alors :

un+1i = uni − α
∆t
∆x
[
a
uni+1 − uni−1
2 −
a
2(u
n
i+1 − 2uni + uni−1)
]
+ ∆tασ(vni − uni )
vn+1i = vni − α
∆t
∆x
[
−av
n
i+1 − vni−1
2 −
a
2(v
n
i+1 − 2vni + vni−1)
]
+ ∆tασ(uni − vni )
.
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Dans le but d’utiliser les vitesses de convergence (1.9)-(1.10), on doit exprimer ce schéma
avec les variables z = u+ v et w = u− v présentes à la limite de diffusion :

zn+1i = zni − α
∆t
∆x
[
a
wni+1 − wni−1
2 −
a
2(z
n
i+1 − 2zni + zni−1)
]
wn+1i = wni − α
∆t
∆x
[
a
zni+1 − zni−1
2 −
a
2(w
n
i+1 − 2wni + wni−1)
]
− 2∆tασwni
.
Puis, on reformule cette expression afin de faire apparaître les approximations des déri-
vées temporelles et spatiales de z et w :

zn+1i − zni
∆t = −α
[
a
wni+1 − wni−1
2∆x −
a∆x
2
zni+1 − 2zni + zni−1
∆x2
]
wn+1i − wni
∆t = −α
[
a
zni+1 − zni−1
2∆x −
a∆x
2
wni+1 − 2wni + wni−1
∆x2
]
− 2ασwni
.
Par des développements de Taylor, on a :

∂tz +
∆t
2 ∂
2
t z +O(∆t2) = −α
[
a∂xw + a
∆x2
6 ∂
3
xw − a
∆x
2 ∂
2
xz − a
∆x3
24 ∂
4
xz +O(∆x4)
]
∂tw +
∆t
2 ∂
2
tw +O(∆t2) = −α
[
a∂xz + a
∆x2
6 ∂
3
xz − a
∆x
2 ∂
2
xw − a
∆x3
24 ∂
4
xw +O(∆x4)
]
− 2ασw
.
(2.14)
Ensuite, en reprenant les vitesses de convergence de [BHN07] (1.9) et (1.10) appliquées
à z et w, on a pour p > 1 :
‖∂βxz‖Lp = O(1 + σt)−
1
2 (1−1/p)−β/2
‖∂βxw‖Lp = O(1 + σt)−
1
2 (1−1/p)−β/2−1/2
.
On choisit de travailler en norme infinie (les calculs dans les autres normes sont iden-
tiques), pour obtenir les estimées suivantes :
‖∂βxz‖L∞ = O(1 + σt)−k
β = 0 β = 1 β = 2 β = 3 β = 4
k 1/2 1 3/2 2 5/2
‖∂βxw‖L∞ = O(1 + σt)−k
β = 0 β = 1 β = 2 β = 3 β = 4
k 1 3/2 2 5/2 3
D’après la reformulation des équations du Télégraphe (1.14) en utilisant les variables
z = u+ v et w = u− v, on a :
∂tz + a∂xw = 0∂tw + a∂xz = −2σw .
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Ce qui permet d’obtenir les taux de décroissance de ∂tz et ∂2t z à partir de ceux de ∂xw
et ∂txw :
‖∂αt z‖L∞ = O(1 + σt)−k
α = 0 α = 1 α = 2
k 1/2 3/2 2
‖∂αt w‖L∞ = O(1 + σt)−k
α = 0 α = 1 α = 2
k 1 3/2 −
Finalement, en identifiant les termes de même ordre dans (2.14), on a pour k = 1 :
0 = a∂xz + 2σw,
ensuite, pour les termes avec k = 3/2 :
∂tz = −α
[
a∂xw − a∆x2 ∂
2
xz
]
.
En combinant ces expressions, puis en réutilisant la définition de α (2.13), on obtient :
∂tz = α
[
a2
2σ∂
2
xz + a
∆x
2 ∂
2
xz
]
= 2a2a+ (σ + σ)∆x
a2 + aσ∆x
2σ ∂
2
xz
= a
2
2σ
2(a+ σ∆x)
2a+ (σ + σ)∆x∂
2
xz
Il reste à fixer la correction asymptotique σ := σ afin d’obtenir l’équation de diffu-
sion (1.15).
Comme on peut le voir dans le déroulement des calculs, cette méthode est un peu
plus complexe que le développement de Chapman-Enskog et nécessite la connaissance
des vitesses de convergence pour toutes les variables mais il n’y pas besoin de la mise à
l’échelle avec le paramètre ε (2.5).
2.2 Montée en ordre du schéma HLL-AP
Le schéma HLL-AP (2.1), rappelé dans la partie 2.1.1, est un schéma volumes finis
explicite d’ordre un stable préservant l’ensemble des états admissibles ((P1)) sous une
condition CFL hyperbolique et qui est AP (P2). On va maintenant l’étendre à l’ordre
élevé à l’aide de la méthode MOOD pour l’espace et des schémas en temps présentés
dans la partie 1.3.4.
Cette extension à l’ordre élevé va permettre d’avoir une meilleure description des
discontinuités et d’augmenter la précision à maillage fixé. De plus, pour atteindre une
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précision donnée, il est plus intéressant du point de vue du coût de calcul d’utiliser un
schéma d’ordre élevé qui va demander un maillage moins grossier.
On rappelle que l’on souhaite toujours avoir les deux propriétés détaillées dans la
partie 1.4 : la préservation de l’ensemble des états admissibles A (P1) et l’AP (P2)
quelque soit l’ordre du schéma.
2.2.1 Première méthode pour la montée en ordre
Afin de mener à bien cette construction, on procède tout d’abord de la même manière
que pour construire le schéma d’ordre élevé (1.41) pour le système homogène (1.2). Pour
cela, on reprend le schéma HLL-AP (2.1) et on remplace les valeurs moyennes Ui par
les reconstructions polynomiales U˜i de (1.39) évaluées sur les interfaces :
Un+1i = Uni −
∆t
∆x
[
αi+1/2
(
U˜n(xi+1/2)
)
F i+1/2
(
U˜ni (xi+1/2), U˜ni+1(xi+1/2)
)
− αi−1/2
(
U˜n(xi−1/2)
)
F i−1/2
(
U˜ni−1(xi−1/2), U˜ni (xi−1/2)
)]
+ ∆tSni (U˜n),
(2.15)
où U˜n contient toutes les reconstructions polynomiales en les points de quadrature adé-
quats.
Pour vérifier que ce schéma est toujours consistant à la limite, on se propose comme
dans la partie 2.1.2 de calculer sa limite avec un développement de Chapman-Enskog.
Tous les calculs se reprennent en remplaçant les valeurs moyennes par les valeurs recons-
truites, afin d’aboutir au schéma limite suivant pour le modèle d’Euler isentropique avec
friction :
ρn+1i = ρni +
∆t
∆x2
p(ρ˜ni+1(xi+1/2))− p(ρ˜ni (xi+1/2))
κni+1/2
− p(ρ˜
n
i (xi−1/2))− p(ρ˜ni−1(xi−1/2))
κni−1/2
 .
Ce schéma est en théorie consistant avec l’équation limite (1.22) mais, en pratique,
il est connu [OA02 ; CMNP13] que pour des problèmes de diffusion, la reconstruction
polynomiale doit être effectuée par interfaces et non par cellules comme c’est le cas ici
pour de la convection.
Afin d’avoir un schéma consistant à la limite on pourrait aussi utiliser une reconstruc-
tion polynomiale par interfaces des variables intervenant dans l’équation de diffusion.
Cette méthode nécessiterait d’avoir deux reconstructions polynomiales : l’une par cellules
et l’autre par interfaces, ce qui est assez coûteux. De plus, la majorité des phénomènes
intervenant dans la limite de diffusion sont continus et très lents par rapport à ceux
intervenant dans le régime de transport.
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Au vu de ces remarques, on modifie la correction asymptotique γ afin de retrouver
les valeurs moyennes Ui et donc un schéma d’ordre un à la limite de diffusion :
γi+1/2 =

−b+i+1/2b−i+1/2
ρ˜ni+1(xi+1/2)− ρ˜ni (xi+1/2)
p(ρni+1)− p(ρni )
κni+1/2 − γi+1/2 si p(ρni+1)− p(ρni ) 6= 0,
−b+i+1/2b−i+1/2
1
p′(ρni )
κni+1/2 − γi+1/2 sinon.
(2.16)
Avec cette nouvelle correction asymptotique (2.16), on retrouve un schéma limite consis-
tant (2.12). Cependant, le problème avec cette nouvelle correction asymptotique est
qu’elle n’assure pas en permanence la positivité de γ+γ car le terme ρ˜
n
i+1(xi+1/2)− ρ˜ni (xi+1/2)
p(ρni+1)− p(ρni )
n’est pas toujours positif. Cette non-positivité empêche que les coefficients αi+1/2 appar-
tiennent à l’intervalle [0; 1] comme demandé dans les propriétés (2.3). Ce dernier point
ne permet plus de définir correctement la combinaison convexe entre la discrétisation de
la partie hyperbolique et celle du terme source.
En outre, les coefficients αi+1/2 définis avec (2.4) ne permettent pas d’obtenir un
schéma uniformément d’ordre élevé. Ainsi, pour obtenir un schéma uniformément d’ordre
deux, il faudrait qu’ils respectent les propriétés suivantes, issues de celles décrites dans (2.3) :
 αi+1/2 = 1 +O(∆x
2)
1−αi−1/2
∆x S
+
i−1/2 +
1−αi+1/2
∆x S
−
i+1/2 = γ(Uni )(R(Uni )−Uni ) +O(∆x2)
. (2.17)
Ceci n’est pas possible avec la définition actuelle car on a :
αi+1/2 = 1−
γi+1/2 + γi+1/2
b+i+1/2 − b−i+1/2
∆x+O(∆x2).
2.2.2 Seconde méthode pour la montée en ordre
Afin d’outrepasser les différentes limitations exposées dans la partie 2.2.1 et pour
obtenir un schéma qui reste relativement simple dans sa formulation tout en étant
d’ordre élevé proche du régime de transport et AP, on introduit une nouvelle combi-
naison convexe.
Cette combinaison convexe va permettre de conserver un ordre élevé dans le régime de
transport en utilisant les reconstructions polynomiales U˜i (1.39) et d’obtenir les valeurs
moyennes Ui proche du régime de diffusion. De plus, cela va permettre de conserver
la positivité de γ + γ dans tous les régimes puisqu’il sera calculé uniquement avec les
valeurs moyennes, contrairement à (2.16). Pour se faire, on introduit Ui comme :
Uni (x) := βni U˜ni (x) + (1− βni )Uni , (2.18)
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où le coefficient βni de cette combinaison convexe doit vérifier les propriétés suivantes :
βni ∈ [0; 1]
βni −−−→γt→∞ 0
βni −−→γ→0 1
. (2.19)
La première propriété permet de définir correctement la combinaison convexe. La deuxième
assure que l’on retrouve les valeurs moyennes dans la limite de diffusion et de ne pas avoir
les problèmes soulevés dans la partie 2.2.1. De plus, comme remarqué précédemment, on
ne peut pas avoir un schéma globalement d’ordre élevé avec les coefficients αi+1/2 (2.4)
que l’on utilise actuellement et les phénomènes intervenant proche de la limite de dif-
fusion sont lents et continus. De part ces deux remarques, on justifie l’utilisation des
valeurs moyennes, donc d’un schéma d’ordre un, proche de la limite. Enfin, la troisième
propriété sert à retrouver les reconstructions polynomiales et donc le schéma d’ordre
élevé (2.15) dans le régime de transport à partir de la combinaison convexe définissant
U (2.18).
Un choix possible pour ce nouveau coefficient est :
βni :=
∆l
∆l + γni tn∆x
, (2.20)
dans lequel γni := γ(Uni ) et ∆l est une longueur caractéristique. Cette longueur doit
être réglée afin de choisir la zone de transition entre l’utilisation des reconstructions
polynomiales et des valeurs moyennes. On va souhaiter que les polynômes soient utilisés
quand γt∆x . 1, c’est-à-dire quand le schéma arrive à échantillonner le terme source.
Au contraire quand γt∆x  1, les valeurs moyennes vont être utilisées afin de pouvoir
décrire correctement le comportement de la solution avec un terme source prépondérant
et obtenir la propriété de préservation de l’asymptotique (P2). On verra par la suite
que ∆l = 5× 10−2 est un choix permettant de conserver un ordre élevé sur une plage
raisonnable tout en conservant le caractère AP du schéma.
De ce fait, le schéma HLL-AP d’ordre élevé est alors construit en utilisant U définit
par la combinaison convexe (2.18) :
Un+1i =Uni −
∆t
∆x
(
αi+1/2
(
U(xi+1/2)
)
F i+1/2
(
Ui(xi+1/2),Ui+1(xi+1/2)
)
− αi−1/2
(
U(xi−1/2)
)
F i−1/2
(
Ui−1(xi−1/2),Ui(xi−1/2)
))
+ ∆tSni (U).
(2.21)
Le schéma possède alors une expression « simple » proche de celle utilisée dans (2.15)
dans lequel les reconstructions polynomiales U˜ sont remplacées par les valeurs de la
combinaison convexe U.
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De part sa construction, il doit être AP et tendre vers un schéma consistant pour
l’équation limite (1.4) car U tend vers les valeurs moyennes quand γt → ∞ d’après les
propriétés sur β (2.19). Comme pour les schémas précédents, on le vérifie en effectuant
un développement de Chapman-Enskog avec la mise à l’échelle décrite dans (2.5). En
réutilisant les développements effectués dans (2.6) et celui de Ui :
Ui(x) = ε2
∆l
γitn∆x
U˜i(x) + Ui +O(ε3),
on obtient le développement suivant :
Un+1i = Uni −
∆t
∆x2
( b+i+1/2 − b−i+1/2
γi+1/2 + γi+1/2
F i+1/2 (Ui,Ui+1)−
b+i−1/2 − b−i−1/2
γi−1/2 + γi−1/2
F i−1/2 (Ui−1,Ui)
)
+ ∆t∆xε
(
S+i−1/2(U) + S−i+1/2(U)
)
− ∆t∆x2
 b+i+1/2 − b−i+1/2
γi+1/2 + γi+1/2
Si+1/2(Uni+1,Uni ) +
b+i−1/2 − b−i−1/2
γi−1/2 + γi−1/2
Si−1/2(Uni ,Uni−1)

+O(ε).
(2.22)
Les termes en U et U˜ n’apparaissent plus dans ce dernier développement car pour
toutes fonctions f assez régulières on a :
f(Ui(x)) = f(ε2
∆l
γitn∆x
U˜i(x) + Ui +O(ε3)) = f(Ui) +O(ε),
grâce à la définition du coefficient β (2.20). Le développement (2.22) est alors identique
à celui obtenu pour le schéma d’ordre un dans (2.7)-(2.8), car aucun terme de la recons-
truction polynomiale n’intervient. Les calculs menés à l’ordre un dans la partie 2.1.2
s’appliquent alors pour prouver que le schéma est consistant avec la bonne limite et
exhiber la même correction asymptotique γ.
2.3 Construction de solutions de référence
Le schéma HLL-AP d’ordre élevé (2.21), construit dans les parties précédentes, utilise
des reconstructions polynomiales ainsi qu’une combinaison convexe entre ces reconstruc-
tions et les valeurs moyennes grâce au coefficient β (2.20). Il est donc complexe d’estimer
théoriquement son ordre dans tous les régimes. Pour le moment, on conjecture unique-
ment l’ordre élevé dans le régime de transport et l’ordre un à la limite de diffusion.
Afin d’en savoir plus sur le comportement du schéma, en particulier dans des régimes
intermédiaires, on va construire des solutions de référence afin de pouvoir les comparer
à celles obtenues par le schéma. Ces solutions vont être construites à partir de méthodes
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différentes de celles utilisées par le schéma afin de ne pas être influencé par celui-ci.
Ces solutions pour comparer ne seront donc en aucun cas les solutions obtenues par le
schéma HLL-AP sur un maillage extrêmement fin.
Les deux exemples de solutions de référence que l’on propose ici sont construits pour
les équations du Télégraphe (1.14). Bien que ce modèle soit linéaire et en apparence
simple, on va voir que les solutions calculées possèdent des comportements complexes
et très différents des équations de transport classiques. Le premier exemple développé
va permettre d’obtenir des solutions de référence pour des problèmes de Riemann et le
second traitera de solutions continues. Ces deux types de solutions de référence seront
utilisés dans les Parties 2.4.1 et 2.4.2 concernant les résultats numériques.
2.3.1 Problèmes de Riemann avec les équations du Télégraphe
On commence par présenter deux méthodes permettant d’obtenir des solutions de
référence pour les équations du Télégraphe (1.14) quand la condition initiale est un
problème de Riemann :
U(t = 0, x) =
U
0
L = (u0L, v0L)
T si x < 0,
U0R = (u0R, v0R)
T sinon.
(2.23)
La structure d’un problème de Riemann pour un système de lois de conservations
avec terme source (1.1) est plus complexe que pour un système hyperbolique (1.2). Dans
ce cadre le problème de Riemann est alors dit généralisé [GMP84 ; BAF03] et le terme
source peut influer sur la forme des ondes séparant les différents états [CHH09 ; CHZ09].
Avec les équations du Télégraphe, les ondes séparant les états intermédiaires restent
des droites car le système est linéaire et la structure du problème est détaillée dans
la Figure 2.1. Dans cette figure on observe que la solution U(t, x) du problème est la
succession des trois états UL(t), ULR(t, x) et UR(t) séparées par les deux ondes xt = −a
et x
t
= a. On remarque que contrairement à un problème de Riemann classique les états
gauches et droits ne sont pas constants en temps.
D’après la structure du problème, la quantité u est continue à travers l’onde x
t
= −a
correspondant à une possible discontinuité de v et de l’autre côté v est continue au
travers de x
t
= a liée à u.
Dans la construction de la solution U(t, x), on pourra considérer que le libre parcours
moyen σ sera discontinu au niveau de l’interface initiale, de la même manière que la
condition initiale (2.23) :
σ := σ(x) =
σL > 0 si x < 0,σR > 0 sinon. (2.24)
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Figure 2.1 – Structure et définition des zones pour un problème de Riemann avec les
équations du Télégraphe (1.14)
Dans les zones extérieures (1 et 3 sur la Figure 2.1), le système du Télégraphe est
réduit à :  ∂tu = σ(v − u)∂tv = σ(u− v) ⇐⇒
 ∂t(u+ v) = 0∂t(u− v) = −2σ(u− v) ,
on retrouve bien ici le fait que le terme source rend les états gauches et droits dépendants
du temps. Par intégration, on obtient la solution suivante dans la zone 1 : uL(t) =
1
2 ((u
0
L + v0L) + (u0L − v0L)e−2σLt)
vL(t) = 12 ((u
0
L + v0L) + (v0L − u0L)e−2σLt)
, (2.25)
et dans la zone 3 :  uR(t) =
1
2 ((u
0
R + v0R) + (u0R − v0R)e−2σRt)
vR(t) = 12 ((u
0
R + v0R) + (v0R − u0R)e−2σRt)
. (2.26)
Concernant la zone centrale (2 sur la Figure 2.1), il est plus complexe d’obtenir une
solution exacte. On propose donc deux méthodes numériques utilisant des techniques
éloignées de celles mises en place pour construire le schéma HLL-AP afin de calculer une
solution de référence dans cette zone.
Méthode 1 (M1) : reformulation du système et différence finies
La première méthode que l’on présente utilise une reformulation du système origi-
nal (1.14) via des changements de variables bien choisis. Un schéma aux différences finies
est ensuite utilisé pour obtenir la solution. Cette première méthode ne peut s’appliquer
que si le libre parcours moyen σ est constant sur tout le domaine : σ := σL = σR.
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Tout d’abord on applique les deux changements de variables suivants afin de réduire
le système et de faire tourner la zone centrale : u ← e
−σtu¯
v ← e−σtv¯ et
 s ← at− xy ← at+ x . (2.27)
Une fois ces deux changements de variables appliqués, le système (1.14) est alors réduit
à :  2a∂yu¯(s, y) = σv¯(s, y)2a∂sv¯(s, y) = σu¯(s, y) .
Pour trouver une solution de ce système, on va mettre en place une méthode de
différences finies. Avant de détailler ce schéma, on s’intéresse d’abord aux conditions
aux limites que l’on doit fixer à ce système. D’après une remarque précédente, u est
continue sur l’onde de gauche qui correspond à y = 0 avec les nouvelles variables et v
sur celle de droite en s = 0. Ainsi, les conditions aux limites sont extraites des solutions
trouvées dans les zones 1 et 2, avec application des changements de variables : u¯(s, y = 0) = e
σtuL(t)
v¯(s = 0, y) = eσtvR(t)
,
où la variable de temps t est donnée par t = 12a(y + s) avec les changements de va-
riables (2.27). Quant aux deux autres côtés du domaine, ils demeurent ouverts et donc
sans conditions aux limites.
Le schéma aux différences finies est mis en place dans la zone 2 tournée avec les
discrétisations suivantes : ∀i ∈ N, si = i∆∀j ∈ N, yj = j∆ et
 u¯i,j := u¯(si, yj)v¯i,j := v¯(si, yj) ,
où ∆ représente un pas d’espace. La grille de discrétisation est représentée sur la Fi-
gure 2.2. Le schéma à proprement parler s’écrit de la façon suivante : ∀i ∈ N,∀j ∈ N, u¯i+1,j = u¯i,j +
σ∆
2a v¯i,j
∀j ∈ N,∀i ∈ N, v¯i,j+1 = v¯i,j + σ∆2a u¯i,j
, (2.28)
afin de pouvoir récupérer les conditions aux limites sur les bords s = 0 et y = 0 puis
itérer sur le domaine ouvert. La taille de ce domaine ouvert est choisie de telle sorte qu’il
soit assez grand pour que l’on puisse récupérer la solution au temps t que l’on souhaite.
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Figure 2.2 – Grille de discrétisation pour la méthode des différences finies (2.28)
Méthode 2 (M2) : développement en série entière
La méthode présentée dans la partie 2.3.1 ne permet pas de travailler avec un libre
parcours moyen σ discontinu comme présenté dans (2.24). Dans le but de dépasser cette
limitation, on expose une seconde méthode utilisant une décomposition en série entière
pour calculer la solution dans la zone 2 du problème.
On introduit alors les développements en t suivants, en ayant noté y = x
t
la variable
autosimilaire : 
uLR(t, x) =
∞∑
i=0
φi(y)ti
vLR(t, x) =
∞∑
i=0
ψi(y)ti
.
La convergence de ces deux développements est vérifiée numériquement avec le critère
de d’Alembert.
En injectant ces développements dans le système du Télégraphe (1.14) et en regrou-
pant les termes de même ordre en t, on obtient les équations suivantes :
(a− y)φ′0 +
∞∑
i=1
((a− y)φ′i + iφi − σ (ψi−1 − φi−1)) ti = 0
−(a+ y)ψ′0 +
∞∑
i=1
(−(a+ y)ψ′i + iψi − σ (φi−1 − ψi−1)) ti = 0
. (2.29)
Tout comme dans la méthode précédente, on récupère les conditions aux limites sur
les bords de la zone 2 où la donnée est continue. On a donc besoin des développements
de uL(t) (2.25) et vR(t) (2.26) :

uL(t) = 12 ((u
0
L + v0L) + (u0L − v0L)e−2σLt) = u0L +
u0L − v0L
2
∞∑
i=1
(−2σLt)i
i!
vR(t) = 12 ((u
0
R + v0R) + (v0R − u0R)e−2σRt) = v0R +
v0R − u0R
2
∞∑
i=1
(−2σRt)i
i!
.
(2.30)
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Le premier terme du développement (2.29) permet de dire que φ0 et ψ0 sont constants.
Puis, à l’aide des conditions sur le bord (2.30), on obtient :
 φ0 = u
0
L
ψ0 = v0R
.
Ensuite les autres termes de (2.29), pour i ≥ 1, sont solutions du système d’équations
différentielles suivant : 
φ′i =
1
a− y (σ (ψi−1 − φi−1)− iφi)
ψ′i =
−1
a+ y (σ (φi−1 − ψi−1)− iψi)
. (2.31)
Les conditions initiales associées à ces équations différentielles sont aussi extraites des
conditions sur le bord (2.30) :

φi(−a) = u
0
L − v0L
2
(−2σL)i
i!
ψi(a) =
v0R − u0R
2
(−2σR)i
i!
. (2.32)
Pour trouver simplement des solutions aux équations différentielles (2.31) avec les condi-
tions initiales (2.32), on les résout numériquement à l’aide d’un schéma explicite :

φi,j+1 = φi,j +
∆y
a− y (σ (ψi−1,j − φi−1,j)− iφi,j)
ψi,j+1 = ψi,j +
−∆y
a+ y (σ (φi−1,j − ψi−1,j)− iψi,j)
,
où la discrétisation utilisée est la suivante : φi,j = φi(j∆y)ψi,j = ψi(j∆y) ,
avec ∆y := ∆x
t
dans lequel ∆x est le pas utilisé pour la construction de la solution.
Ce développement en série entière est uniquement valide dans la zone centrale (zone
2), l’indice j est donc compris entre N1 et N3 qui représente respectivement le début et
la fin de la zone 2 (ou la fin de la zone 1 et le début de la zone 3). Ils sont définis sur le
domaine [xmin;xmax] de telle sorte que : xmin +N1∆x = −atxmin +N3∆x = at .
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Ce qui permet de définir les termes suivants pour les conditions initiales à partir de (2.32) :

φi,N1 =
u0L − v0L
2
(−2σL)i
i!
ψi,N3 =
v0R − u0R
2
(−2σR)i
i!
.
2.3.2 Solutions continues des équations du Télégraphe
Les solutions discontinues construites dans la partie précédente vont permettre d’ob-
server le comportement du schéma face à ces discontinuités mais, pour calculer pratique-
ment l’ordre du schéma, il est nécessaire d’avoir des solutions continues. Pour cela, en
s’inspirant des calculs effectués dans [Fra12 ; BDF12b ; BDFL16] pour « l’équation de la
chaleur hyperbolique » (ou modèle P1 (1.16)), on va construire des solutions continues
des équations du Télégraphe (1.14) avec un libre parcours moyen σ constant.
Les solutions construites sont de la forme suivante : u(t, x) = f(t, x) +
1
2σ∂tf(t, x)− a2σ∂xf(t, x)
v(t, x) = f(t, x) + 12σ∂tf(t, x) +
a
2σ∂xf(t, x)
, (2.33)
où la fonction f est solution de l’équation suivante :
2σ∂tf(t, x) + ∂2t f(t, x)− a2∂2xf(t, x) = 0. (2.34)
Cette équation peut être retrouvée en manipulant le système des équations du Télégraphe
et est parfois aussi appelée équation du Télégraphe.
Il est possible de chercher des solutions f de l’équation (2.34) par une séparation de
variables. Par exemple, en supposant que f est de la forme f(t, x) = α(t) cos(2pix
L
), avec
L la longueur du domaine. Avec cette supposition, on en déduit que α(t) est solution de
l’équation différentielle suivante :
4pi2
L2
a2α(t) + 2σα′(t) + α′′(t) = 0. (2.35)
En fonction du signe de σ− 2pi
L
a, il y a trois types de solutions possibles. Dans un premier
cas, si 0 < σ < 2pi
L
a, alors une solution à (2.35) est :
α(t) = e−σt
sin
√4pi2
L2
a2 − σ2t
+ cos
√4pi2
L2
a2 − σ2t

Puis, dans le cas où σ = 2pia, un second type de solution est :
α(t) = exp
(
−2pi
L
at
)
(1 + t)
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Finalement, avec le troisième et dernier cas, pour σ > 2pi
L
a, une solution est donnée par :
α(t) = exp
−
σ −
√
σ2 − 4pi
2
L2
a2
 t
+ exp
−
σ +
√
σ2 − 4pi
2
L2
a2
 t
 (2.36)
À partir de ces trois types de solutions de (2.35), il est possible de construire des fonc-
tions continues u et v solutions des équations du Télégraphe pour différentes valeurs du
parcours moyen σ à partir de (2.33).
On souligne dès maintenant le fait que ces solutions sont valides pour toutes va-
leurs de σ mais que numériquement elles ne peuvent pas être calculées pour des valeurs
trop grandes. En effet, même en utilisant un code fonctionnant en quadruple précision,
les calculs des fonctions exponentielles du troisième cas (2.36) deviennent rapidement
problématique.
2.4 Résultats 1D
On possède désormais une expression d’ordre élevé du schéma HLL-AP (2.21), ori-
ginalement décrit dans [BT11], et une gamme de solutions de référence continues et
discontinues. On va donc comparer les résultats du schéma HLL-AP avec et sans recons-
truction polynomiale aux solutions de référence que l’on a construit dans la partie 2.3.
De plus, les tests numériques vont permettre de justifier le choix du coefficient β (2.20)
utilisé pour la nouvelle combinaison convexe U (2.18) avec le schéma d’ordre élevé. En
outre, l’utilisation de cette combinaison convexe ne permet pas de définir facilement
l’ordre du schéma (2.21) même pour des solutions régulières.
Toutes les courbes de ce mémoire sont tracées avec le paquet pgfplots de LATEX.
2.4.1 Comparaison avec les solutions de référence des problèmes
de Riemann pour les équations du Télégraphe
On effectue tout d’abord une comparaison entre les résultats donnés par le schéma
HLL-AP et les solutions de référence associées aux problèmes de Riemann sur les équa-
tions du Télégraphe développées dans la partie 2.3.1.
Comparaison entre les méthodes M1 et M2
Avant de comparer les solutions de référence, on présente dans un premier temps les
résultats obtenus en utilisant les méthodes M1 et M2 pour calculer la solution dans la
zone centrale du problème de Riemann. On rappelle que les autres états du problème de
Riemann sont calculés à l’aide de (2.25)-(2.26). L’exemple que l’on présente est initialisé
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avec les données initiales suivantes :
U0L =
−1
0
 et U0R =
 1
−1
 . (2.37)
On fixe la vitesse a = 0,5 et le temps final tf = 1. On suppose que le libre parcours moyen
σ est égal à 1 afin que les deux méthodes soient bien définies. Le domaine utilisé est le
segment [−1; 1], discrétisé avec 1000 points pour un pas ∆x = 2× 10−3. La première
méthode (M1) utilise 1000 points pour le schéma aux différences finies (2.28) dans la grille
de la Figure 2.2 et 10 équations différentielles du type (2.31) sont résolues numériquement
pour la deuxième méthode (M2).
Les résultats obtenus par les deux méthodes sur u et v sont présentés sur la Figure 2.3.
Sur cette figure, on observe bien que les états gauches et droits ne sont pas constants en
temps comme vu dans les équations (2.25)-(2.26) et ce contrairement à un problème de
Riemann avec un système hyperbolique homogène (1.2). On observe aussi le fait que u
est continue sur l’onde de gauche (−a = x
t
) et v sur celle de droite (a = x
t
). On constate
que la structure développée au centre n’est pas simple et ce même avec un système
linéaire. Finalement, on remarque que les deux méthodes donnent le même résultat.
−1 −0.5 0 0.5 1
−0.8
−0.6
−0.4
−0.2
0
Position
u M1
v M1
u M2
v M2
Figure 2.3 – Comparaison entre les résultats des méthodes M1 et M2
Comparaison avec le schéma HLL-AP pour σ continu
Ensuite, on compare la solution donnée par la première méthode (M1), le schéma
HLL-AP d’ordre un et ce même schéma à l’ordre deux (HLL-AP-P1). Pour cette seconde
comparaison, on réutilise la même initialisation (2.37) et les mêmes paramètres que
précédemment. Les deux versions du schéma HLL-AP utilisent un maillage grossier de
80 cellules (soit un pas de ∆x = 2,5× 10−2). Les résultats pour u et v sont présentés
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sur la Figure 2.4. Dans tous les tests avec les problèmes de Riemann, des conditions aux
bords de type Neumann sont appliquées.
On remarque que pour les zones continues, les deux schémas donnent le même résultat
proche de la solution de référence. Puis, proche des discontinuités de u et v, le schéma
d’ordre deux est plus proche de la solution de référence même s’il y a présence de légères
oscillations. Ces oscillations sont présentes car aucun critère de limitation n’est utilisé
dans la méthode MOOD (voir Figure 1.5 pour le principe de limitation). On verra
par la suite qu’elles peuvent être facilement retirées en utilisant le critère DMP (voir
Figure 2.6).
−1 −0.5 0 0.5 1
−0.6
−0.4
−0.2
0
Position
M1
HLL-AP
HLL-AP-P1
(a) u
−1 −0.5 0 0.5 1
−0.8
−0.6
−0.4
−0.2
Position
M1
HLL-AP
HLL-AP-P1
(b) v
Figure 2.4 – Comparaison entre les résultats donnés par M1, HLL-AP et HLL-AP-P1
pour ∆x = 2,5× 10−2, avec σ continu
Comparaison avec le schéma HLL-AP pour σ discontinu
Il est possible de générer des solutions de référence avec un libre parcours moyen
discontinu comme dans (2.24) avec la méthode M2. On va donc comparer la seconde
méthode avec les schémas HLL-AP et HLL-AP-P1 avec une discontinuité de σ :
σ(x) =
σL = 0.1 si x < 0σR = 1.0 sinon.
On utilise encore la même initialisation (2.37) et les mêmes valeurs pour la vitesse et le
temps final. Les résultats sur 80 cellules sont exposés sur la Figure 2.5.
Tout comme pour le cas test précédent, les deux versions du schéma HLL-AP donnent
de bons résultats sur les zones continues et sont même capables de capturer la discon-
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tinuité du libre parcours moyen. De plus, le schéma d’ordre deux est plus proche de la
solution de référence au voisinage des discontinuités tout en créant des oscillations.
−1 −0.5 0 0.5 1
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0
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HLL-AP
HLL-AP-P1
(a) u
−1 −0.5 0 0.5 1
−0.8
−0.6
−0.4
−0.2
Position
M2
HLL-AP
HLL-AP-P1
(b) v
Figure 2.5 – Comparaison entre les résultats donnés par M2, HLL-AP et HLL-AP-P1
pour ∆x = 2,5× 10−2, avec σ discontinu
Comparaison avec le schéma HLL-AP-DMP pour σ discontinu
On a vu que le schéma d’ordre deux sans limitation a posteriori développe des oscilla-
tions au voisinage des discontinuités. Afin de montrer qu’il est possible de les supprimer
à l’aide du critère DMP de la méthode MOOD, on réutilise la même initialisation sur
un maillage de 1000 cellules.
Les résultats sur v comparant la seconde méthode M2 et les deux schémas d’ordre
deux : l’un non limité (HLL-AP-P1) et le second en activant le critère DMP dans la
méthode MOOD (HLL-AP-P1-DMP) sont présentés sur la Figure 2.6. On voit bien sur
le zoom que le critère DMP permet de supprimer l’oscillation parasite au niveau de la
discontinuité tout en conservant une précision raisonnable.
Comparaison avec le schéma HLL-AP pour différentes valeurs de σ
Le dernier test utilise toujours la même initialisation et les même paramètres que les
autres cas tests mais, cette fois-ci, on compare la solution de référence de M1 à celles
obtenues par le schéma HLL-AP et le schéma HLL-AP-P1 sans limitation pour différentes
valeurs de σ. Ce test permet de bien voir l’évolution de la structure du problème de
Riemann quand on s’approche de la diffusion. On ne peut pas s’approcher au plus près
de la limite de diffusion avec les solutions de référence à cause des instabilités numériques
dues aux fonctions exponentielles présentes dans (2.25)-(2.26) et (2.27).
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Figure 2.6 – Comparaison sur v entre les résultats donnés par M2, HLL-AP-P1 and
HLL-AP-P1-DMP pour ∆x = 2× 10−3
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Figure 2.7 – Évolution de la u en fonction de σ : comparaison entre la solution de
référence (trait plein) et le schéma HLL-AP (tiret), ∆x = 2,5× 10−2
Sur les Figures 2.7 et 2.8, on observe que pour des faibles valeurs de σ, la solution
obtenue est proche du transport alors qu’à l’opposé, pour des plus grandes valeurs de
σ, on s’approche d’une solution de type diffusion. Tout comme dans les autres tests, la
solution donnée par le schéma HLL-AP-P1 est plus précise même si des oscillations sont
présentes. Sur la Figure 2.8, avec le schéma HLL-AP-P1, on voit que l’on retrouve la
limite lorsque σ croît même s’il semble légèrement moins précis que le schéma d’ordre
un à cause de la combinaison convexe mise en place avec le coefficient β (2.20). Pour une
étude plus quantitative sur cette perte de précision on pourra se référer à la partie 2.4.2
et plus particulièrement au Tableau 2.3.
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Figure 2.8 – Évolution de la u en fonction de σ : comparaison entre la solution de
référence (trait plein) et le schéma HLL-AP-P1 (tiret), ∆x = 2,5× 10−2
2.4.2 Comparaison avec les solutions de référence continues
pour les équations du Télégraphe
Au travers des cas tests précédents, on voit que la précision du schéma est accrue au
voisinage des discontinuités en utilisant les reconstructions polynomiales. On s’intéresse
maintenant à avoir une estimation de l’ordre du schéma HLL-AP utilisant les recons-
tructions polynomiales (2.21) via la combinaison convexe introduite par le coefficient
β (2.20). Pour cela, on compare la solution obtenue par le schéma aux solutions exactes
des équations du Télégraphe décrites dans la partie 2.3.2.
On se place sur le domaine [0; 1] avec des conditions de Dirichlet imposées par la
solution exacte sur chaque bord. Pour tous les tests, la vitesse a est choisie égale à 1 et
le temps final tf fixé à 1. Dans les trois tableaux qui suivent (2.1, 2.2 et 2.3), la norme L2
de l’erreur relative pour u entre la solution obtenue par le schéma et la solution exacte
est calculée pour différents maillages et différentes valeurs du libre parcours moyen σ.
Les résultats pour v sont identiques à ceux présentés pour u.
Pour le calcul des erreurs, la formule suivante est utilisée :
e2L2(tn,∆x) :=
∑
i
(
∆xwni −
∫ xi+1/2
xi−1/2
w(tn, x)dx
)2
∑
i
(∫ xi+1/2
xi−1/2
w(tn, x)dx
)2 , (2.38)
où wni est la valeur moyenne de la quantité obtenue par le schéma et w(t, x) la solution
exacte. On remarque que cette formule utilise uniquement les valeurs moyennes rendues
par le schéma à la fin d’une itération et non les reconstructions polynomiales. Les in-
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tégrales sont calculées avec des formules de quadrature du même ordre que le schéma
numérique. Ce calcul d’erreur est ensuite utilisé pour calculer un ordre approché définit
comme la pente de l’erreur en fonction du pas d’espace ∆x :
pL2(tn) :=
log(eL2(tn,∆x2))− log(eL2(tn,∆x1))
log(∆x2)− log(∆x1) . (2.39)
Dans le premier Tableau 2.1, pour σ = 10−2, on observe que le coefficient β (2.20)
de la combinaison convexe (2.18) est toujours de l’ordre de un. Le schéma utilise donc
presque uniquement la reconstruction polynomiale U˜. L’utilisation de cette reconstruc-
tion polynomiale permet d’augmenter la précision et d’atteindre l’ordre deux avec HLL-
AP-P1 car le terme source n’est pas prépondérant. En utilisant une reconstruction poly-
nomiale de degré deux (HLL-AP-P2), on observe que l’on augmente encore légèrement la
précision mais que l’ordre trois n’est pas atteint. En revanche, avec une reconstruction
P3 dans la combinaison convexe U, on observe que la précision est augmentée seulement
pour des maillages grossiers.
Maillage β P0 P1 P2 P3
ddl ∆x (2.20) eL2 pL2 eL2 pL2 eL2 pL2 eL2 pL2
160 6.25E-03 1.00 3.60E-02 — 8.14E-04 — 6.99E-05 — 5.29E-05 —
320 3.13E-03 1.00 1.82E-02 0.98 2.07E-04 1.98 1.53E-05 2.19 1.32E-05 2.01
640 1.56E-03 1.00 9.18E-03 0.99 5.21E-05 1.99 3.54E-06 2.12 3.26E-06 2.01
1 280 7.81E-04 1.00 4.60E-03 1.00 1.31E-05 1.99 8.35E-07 2.08 8.01E-07 2.03
2 560 3.91E-04 1.00 2.30E-03 1.00 3.27E-06 2.00 1.97E-07 2.09 1.92E-07 2.06
5 120 1.95E-04 1.00 1.15E-03 1.00 8.17E-07 2.00 4.49E-08 2.13 4.43E-08 2.12
10 240 9.77E-05 1.00 5.76E-04 1.00 2.03E-07 2.01 9.36E-09 2.26 9.28E-09 2.26
Tableau 2.1 – Erreurs et taux de convergence pour le schéma HLL-AP avec σ = 10−2
Le second Tableau 2.2 se place dans une situation intermédiaire avec σ = 1. Dans ce
cas, le coefficient β varie et tend vers un pour des maillages fins. On observe encore que le
schéma HLL-AP-P1 est plus précis que le schéma sans reconstruction polynomiale, même
si l’ordre deux n’est pas atteint. Comme annoncé précédemment, avec les coefficients
αi+1/2 définis comme (2.4), il n’est pas possible d’obtenir un schéma globalement d’ordre
élevé car ils ne vérifient pas les propriétés (2.17). On voit ici que les schémas utilisant
une reconstruction polynomiale de degré deux (P2) ou trois (P3) ne permettent pas
d’augmenter la précision par rapport à celui avec la reconstruction linéaire.
Le troisième configuration utilise σ = 10 et les résultats sont présentés dans le Ta-
bleau 2.3. Ici le terme source est plus significatif que dans les deux autres tests et on
observe une plus grande plage de variation de β. Cela implique que les valeurs moyennes
et les reconstructions polynomiales sont utilisées dans la combinaison convexe permet-
tant de définir U (2.18). Cette utilisation des deux valeurs permet d’expliquer la légère
perte de précision du schéma comme observé avec les solutions des problèmes de Riemann
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Maillage β P0 P1 P2 P3
ddl ∆x (2.20) eL1 pL2 eL2 pL2 eL2 pL2 eL2 pL2
160 6.25E-03 0.89 3.89E-02 — 3.18E-03 — 3.19E-03 — 3.17E-03 —
320 3.13E-03 0.94 1.97E-02 0.98 5.31E-04 2.58 6.51E-04 2.29 6.50E-04 2.29
640 1.56E-03 0.97 9.88E-03 0.99 3.37E-04 0.66 3.75E-04 0.80 3.75E-04 0.79
1 280 7.81E-04 0.98 4.95E-03 1.00 2.39E-04 0.49 2.47E-04 0.60 2.47E-04 0.60
2 560 3.91E-04 0.99 2.48E-03 1.00 1.40E-04 0.78 1.42E-04 0.81 1.42E-04 0.81
5 120 1.95E-04 1.00 1.24E-03 1.00 7.50E-05 0.90 7.55E-05 0.91 7.55E-05 0.91
10 240 9.77E-05 1.00 6.20E-04 1.00 3.88E-05 0.95 3.89E-05 0.95 3.89E-05 0.95
Tableau 2.2 – Erreurs et taux de convergence pour le schéma HLL-AP avec σ = 1
dans la Figure 2.8. Cependant, on observe bien que les schémas HLL-AP-P1, HLL-AP-P2
et HLL-AP-P3 avec les reconstructions polynomiales tendent vers un ordre un comme
schéma HLL-AP (2.1).
Maillage β P0 P1 P2 P3
ddl ∆x (2.20) eL1 pL2 eL2 pL2 eL2 pL2 eL2 pL2
160 6.25E-03 0.44 1.01E-02 — 1.11E-01 — 1.11E-01 — 1.11E-01 —
320 3.13E-03 0.62 4.93E-03 1.03 6.49E-02 0.75 6.49E-02 0.78 6.49E-02 0.78
640 1.56E-03 0.76 2.44E-03 1.01 3.57E-02 0.84 3.57E-02 0.86 3.57E-02 0.86
1 280 7.81E-04 0.86 1.21E-03 1.01 1.88E-02 0.91 1.88E-02 0.92 1.88E-02 0.92
2 560 3.91E-04 0.93 6.06E-04 1.00 9.69E-03 0.95 9.69E-03 0.96 9.69E-03 0.96
5 120 1.95E-04 0.96 3.02E-04 1.00 4.92E-03 0.98 4.92E-03 0.98 4.92E-03 0.98
10 240 9.77E-05 0.98 1.51E-04 1.00 2.48E-03 0.99 2.48E-03 0.99 2.48E-03 0.99
Tableau 2.3 – Erreurs et taux de convergence pour le schéma HLL-AP avec σ = 10
Les résultats des trois tableaux sont synthétisés sur la Figure 2.9. On observe bien
le comportement de l’erreur précédemment décrit quand on augmente la valeur du libre
de parcours moyen σ. Plus particulièrement, on observe facilement le gain de précision
obtenu avec les reconstructions polynomiales dans le cas σ = 10−2
Afin de compléter cette discussion sur le gain de précision, on trace sur la Figure 2.10
l’erreur en fonction du temps CPU pour le cas σ = 10−2 et σ = 1. On ne trace pas le
cas σ = 10 car on a déjà observé que le schéma avec reconstruction polynomiale était
moins précis dans ce cas. On peut remarquer sur la Figure 2.10a qu’il est plus intéressant
pour obtenir une erreur donnée d’utiliser le schéma HLL-AP-P1 afin d’avoir un temps
de calcul moins important par rapport au schéma HLL-AP sans reconstruction.
Comme énoncé dans la partie 2.3.2, les calculs ne sont pas menés avec σ  10 car
les solutions exactes ne sont pas correctement définies numériquement pour ces échelles,
en particulier les fonctions exponentielles intervenant dans (2.36).
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Figure 2.9 – Graphes d’erreurs pour le schéma HLL-AP
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Figure 2.10 – Graphe d’erreurs en fonctions du temps CPU pour le schéma HLL-AP
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2.4.3 Convergence vers la diffusion
À la suite des résultats dans des régimes intermédiaires avec des solutions discontinues
et continues, on s’intéresse maintenant à la convergence vers la limite de diffusion (1.4).
Pour cela, on compare les résultats obtenus par le schéma HLL-AP sur le système de lois
de conservation avec terme source (1.1) à ceux obtenus par le schéma à deux points (1.33)
sur l’équation limite (1.4).
Plusieurs remarques peuvent être faites sur l’utilisation d’une telle technique. Tout
d’abord, il n’est pas possible de l’utiliser pour effectuer un tableau de convergence en
maillage comme dans la partie 2.4.2 car la limite de diffusion n’est jamais atteinte. De
plus, le schéma HLL-AP tout comme le système avec terme source reste globalement
« hyperbolique ». Ensuite, cette méthode n’est pas utilisable avec une solution exacte
de l’équation de diffusion car, comme précédemment, des solutions exactes de l’équation
de diffusion font généralement intervenir des fonctions exponentielles qui ne sont pas
calculables pour des grandes échelles de γt.
Le cas test utilisé pour cette convergence vers la limite de diffusion est construit
avec le modèle M1 pour le transfert radiatif (1.17). On se place sur le domaine [0; 1]
maillé grossièrement avec 100 mailles. Une condition de type Neumann est appliquée
sur les bords. La condition initiale est une fonction gaussienne en température dont les
paramètres ont été choisis de telle sorte que la partie centrale ne touche pas les bords
pour tout temps :
T0(x) = 300
(
exp
(
−(x− 1/2)
2
2× 0.052
)
+ 1
)
.
On se place sur la variété d’équilibreM avec une énergie radiative : ER,0(x) = aT 40 (x)
et un flux radiatif FR,0 nul. Les constantes ρ et Cv intervenant dans le modèle M1 sont
choisies pour que ρCv = 10−4.
Dans le Tableau 2.4, les erreurs relatives en norme L2 entre la solution obtenue par
différents schémas et celle du schéma à deux points pour l’équation limite (2.12) sont
calculées pour différents γt :
e2L2(γt) :=
∑
i
(QUi − ui)2∑
i
u2i
. (2.40)
On observe dans ce tableau que les quatre schémas HLL-AP convergent vers la limite
de diffusion. Ceci est dû au fait que ces schémas ont la même limite quand γt→∞ grâce
à la définition du coefficient β (2.20) créant la combinaison convexe. On a aussi ajouté
dans ce tableau le schéma HLL-NoAP qui est identique au schéma HLL-AP (2.1) mais où
la correction asymptotique γ (2.11) est fixée à zéro. Le schéma limite obtenu n’est alors
pas consistant avec la limite de diffusion. Le dernier schéma noté HLL-SRC présenté dans
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σa, σe, σf 0.1 0.5 2.5 12.5 62.5 312.5
ct 1 2 4 8 16 32
γt = cσmt 10−1 1 101 102 103 104
β (2.20) 9.80E-01 8.33E-01 3.33E-01 4.76E-02 4.98E-03 5.00E-04
Schémas Erreurs-L2 relatives par rapport à la diffusion (2.40)
HLL-AP (2.1) 1.57E-01 1.20E-01 7.87E-02 3.32E-02 5.31E-03 5.32E-04
HLL-AP-P1 (2.21) 1.57E-01 1.20E-01 7.86E-02 3.30E-02 5.16E-03 4.99E-04
HLL-AP-P2 (2.21) 1.56E-01 1.19E-01 7.83E-02 3.28E-02 5.00E-03 4.64E-04
HLL-AP-P3 (2.21) 1.57E-01 1.20E-01 7.85E-02 3.29E-02 5.01E-03 4.64E-04
HLL-NoAP (γ = 0) 1.57E-01 1.20E-01 7.86E-02 3.15E-02 4.92E-03 1.12E-02
HLL-SRC (2.41) 1.57E-01 1.20E-01 8.26E-02 4.96E-02 2.31E-02 3.24E-02
Tableau 2.4 – Convergence vers la limite de diffusion en 1D pour γt croissant avec
∆x = 1× 10−2
ce tableau utilise une discrétisation centrée du terme source de la manière suivante :
Un+1i = Uni −
∆t
∆x
(
F i+1/2 −F i−1/2
)
+ ∆tγ(Uni ) (R(Uni )−Uni ) . (2.41)
On observe bien numériquement ce qui peut aussi être prouvé théoriquement : ce schéma
n’est pas AP car il ne tend pas vers un schéma consistant pour l’équation limite.
On peut aussi observer la convergence vers la limite de diffusion sur la Figure 2.11.
On retrouve ainsi une approximation de la vitesse de convergence à l’équilibre (1.11).
La légère différence avec la pente théorique de 3/4 peut s’expliquer par le fait que la
solution u de l’équation limite est approchée et non exacte.
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Figure 2.11 – Vitesse de convergence vers la limite de diffusion en 1D pour γt
croissant avec ∆x = 1× 10−2
80 CHAPITRE 2. SCHÉMA AP 1D D’ORDRE ÉLEVÉ
2.4.4 Vitesses de convergence
Afin de vérifier que le schéma respecte les vitesses de convergence vers l’équilibre (1.9)
et (1.10), on réalise le test suivant sur le modèle d’Euler isentropique avec friction (1.21).
L’initialisation est une gaussienne en densité :
ρ0(x) = exp(−(x− 50)2) + 1,
avec une vitesse nulle afin de se placer sur la variété d’équilibreM. Le domaine de calcul
est le segment [0; 100] maillé avec 2000 mailles et on utilise des conditions aux bords de
type Neumann. Le temps final de la simulation est tf = 100 et on prend deux coefficients
de friction κ = 1 et 5. Tous ces paramètres sont choisis afin que la solution ne touche
pas les bords à la fin du calcul.
Sur les Figures 2.12 et 2.13, on a tracé les normes L2 et L∞ de la densité (moins
sa valeur à l’équilibre ρE = 1) et de la quantité de mouvement au cours du temps. On
observe ainsi que ces deux quantités décroissent bien avec les bons taux dans les deux
normes pour les deux choix de coefficients de friction. Ces résultats sont obtenus avec le
schéma HLL-AP d’ordre un (P0) et le schéma utilisant les reconstructions polynomiales
de degré un (P1). On notera que les deux schémas permettent d’obtenir les bons taux
de convergence. Au vu de la taille du domaine, on a adapté la valeur de la longueur
caractéristique ∆l intervenant dans le calcul de β (2.20) en la multipliant par la longueur
du segment, soit ∆l = 5.
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P1 − L2
P0 − L∞
P1 − L∞
Figure 2.12 – Vitesses de convergence vers l’équilibre pour la densité et la quantité de
mouvement avec ∆x = 5× 10−2 et κ = 1 en 1D
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Figure 2.13 – Vitesses de convergence vers l’équilibre pour la densité et la quantité de
mouvement avec ∆x = 5× 10−2 et κ = 5 en 1D
2.4.5 Chocs radiatifs
Un cas test classique pour la validation de code d’hydrodynamique radiative (1.20)
est la simulation des chocs radiatifs [ZR66 ; Pom73 ; MW84]. Ils peuvent se créer lors
de l’effondrement de supernovae et il est possible de les reproduire à une échelle plus
petite en laboratoire à l’aide de lasers [BTLB+86 ; Vin06 ; GSA+06]. Une manière de les
modéliser est de considérer un milieu homogène avec un fluide se déplaçant de droite à
gauche. Le fluide rencontre une paroi à gauche ce qui crée une onde de choc qui se déplace
alors de gauche à droite Cette modélisation a été utilisée dans [Ens94 ; HN03b ; Gon06 ;
GAH07], on prendra les solutions obtenues dans ces travaux comme référence. Il est
possible d’obtenir des solutions pseudo analytique en suivant la méthode de [LE08] mais
celle-ci n’utilise pas tout à fait le même formalisme pour l’hydrodynamique radiative.
En fonction de la vitesse d’arrivée du fluide, deux catégories de chocs peuvent se
créer : les subcritiques et les supercritiques.
Pour les deux simulations qui vont suivre on se place avec une opacité constante :
σ = 3,1× 10−8 m−1. On considère que le fluide est un gaz parfait avec un coefficient
adiabatique γ = 1,4 et une masse molaireM = 10−3 kg ·mol−1. À l’état initial, sa densité
est ρ0 = 7,78× 10−7 kg ·m−3 avec une température T0 = 10 K. Finalement, le domaine
de calcul est de longueur 7× 108 m avec une condition de bord réflective à gauche et une
sortie à droite. Cette modélisation des chocs radiatifs est volontairement simplifiée afin
de pouvoir se comparer aux références. Une simulation plus complète demanderait une
opacité non constante et une prise en compte de la chimie.
Afin de faciliter la comparaison des résultats avec les références, les figures qui suivent
sont tracées avec z := x−u0t en abscisse où x est la position, u0 la vitesse initiale et t le
temps de simulation. En plus de la température matière T , on trace aussi la température
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radiative TR :=
(
ER
a
)1/4
, on pourra noter que ces deux quantités sont égales quand on
se situe à l’équilibre radiatif. Comme dans les références, on utilise un maillage de 300
mailles pour un pas d’espace de l’ordre de 2,33× 106 m mais aussi un avec 1200 mailles
(∆x ' 5,83× 105 m).
Un dernier point qu’il est important de préciser avant de présenter les résultats
est le fait que toute la discrétisation est explicite. Or, les vitesses d’ondes de la partie
hydrodynamique sont de l’ordre de la vitesse du fluide qui est bien inférieure aux vitesses
du transfert radiatif qui s’approchent de la vitesse de la lumière. Ainsi, afin de pas avoir
une diffusion numérique trop importante sur la partie hydrodynamique, on décompose
la partie hyperbolique du flux HLL-AP en une partie hydrodynamique et une partie
radiative avec chacune leurs vitesses d’ondes. Ceci est possible car on peut négliger la
pression radiative face à la pression matière dans de telles configurations, ce qui implique
que le couplage s’effectue uniquement par le terme source. La discrétisation de celui-ci
se faisant toujours de la même manière à l’aide de (2.2).
Chocs subcritiques
Le premier cas se place avec une vitesse initiale u0 = −6× 103 m · s−1 afin de créer un
choc subcritique. Les résultats obtenus pour la température et la température radiative
sont présentés dans la Figure 2.14. On observe qu’ils sont en accords avec ceux obtenus
dans les références précédemment citées. Ainsi, on peut voir un précurseur sur la tem-
pérature qui est dû au rayonnement provenant de la partie chaude à gauche. De plus,
on note les températures matière T et radiative TR sont du même ordre mais diffèrent
sur une grande partie du domaine.
Dans les deux cas, la présence du pic de température matière au niveau du choc est
parfaitement physique et peut se justifier mathématiquement [CG09 ; CGLL12]. Il est
donc nécessaire d’utiliser des méthodes numériques capables de capturer ses pics sans
les détériorer.
On notera que les deux cas de chocs radiatifs que l’on présente sont proches de la
limite de diffusion. Par exemple pour celui-ci on a γ = cσ ' 9,3 s−1 et le temps final
de la simulation est tf = 3,8× 104 s, ce qui conduit à γt∆x ' 8,2× 1011 m dans le
cas du calcul avec 300 mailles. Il est alors impossible d’utiliser l’ordre élevé grâce à la
combinaison convexe avec le β car il tend vers zéro dans cette configuration. Ceci est
problématique car on voit bien dans les Figures 2.14 et 2.15 qu’il aurait était intéressant
d’avoir le schéma d’ordre élevé dans le but de mieux décrire les phénomènes proches des
discontinuités.
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Figure 2.14 – Températures matière (T ) et radiative (TR) pour un choc radiatif
subcritique à 1,7× 104, 2,8× 104 et 3,8× 104 s
Chocs supercritiques
Afin de simuler un choc supercritique, on se place maintenant avec une vitesse initiale
u0 = −2× 104 m · s−1. Comme dans le cas subcritique, on présente les résultats sur 300
et 1200 mailles dans la Figure 2.15. Ici, un choc plus important se forme avec un pic
significatif à l’avant et cet échauffement préchauffe largement le côté droit du domaine.
Contrairement au choc subcritique, l’équilibre T ' TR est présent sur une plus grande
partie du domaine.
De même que pour le choc précédent, ce cas se place aussi en régime de diffusion et
le coefficient β ne permet pas de récupérer l’ordre élevé. On présente donc uniquement
les résultats obtenus par le schéma à l’ordre un.
2.4.6 Conclusion
Au travers des différents cas tests avec le schéma HLL-AP d’ordre élevé on a pu voir
que la précision est augmentée dans des régimes proches de la convection et qu’il est
toujours précis proche de la diffusion grâce à son caractère AP. De plus, il est capable
d’obtenir des solutions raisonnables dans toutes les configurations testées, que ce soit avec
des solutions continues ou discontinues. On notera que le choix empirique du coefficient
β (2.20) est indépendant du cas test et fonctionne dans toutes les configurations testées,
sauf pour les chocs radiatifs qui montrent les limites de cette combinaison convexe.
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Figure 2.15 – Températures matière (T ) et radiative (TR) pour un choc radiatif
supercritique à 4× 103, 7,5× 103 et 1,3× 104 s
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3
Schéma 2D hyperbolique adapté
pour l’AP
Introduction
Dans le chapitre précédent, on a rappelé et étendu à l’ordre élevé le schéma HLL-AP
dans un cadre 1D. La suite de cette thèse s’intéresse maintenant à des calculs sur des
maillages 2D non structurés. Afin d’obtenir des solutions approchées au système avec
terme source (1.1), on commence tout d’abord par introduire un nouveau schéma volumes
finis pour la discrétisation du système homogène (1.2). Cette première discrétisation va
se faire en ayant à l’esprit que l’on va ensuite ajouter le terme source avec la méthode de
Berthon et Turpault utilisée pour le schéma HLL-AP (2.1) en 1D. Pour que cet ajout
puisse se faire aisément, le schéma que l’on souhaite obtenir pour le système homogène
doit :
(PI) conserver l’ensemble des états admissibles,
(PII) avoir une diffusion numérique orientée selon la normale aux interfaces,
(PIII) être une extension d’un solveur de Riemann approché à deux points, par exemple
Rusanov [Rus61], HLL [HLL83], HLLC [Tor09 ; TSS94 ; BCD07] ou encore Go-
dunov [God59].
La propriété (PI), tout comme la propriété (P1), permet de conserver un système et
des solutions physiquement et mathématiquement valables au cours des calculs. On a
vu que l’extension naïve du schéma HLL-AP en 2D dégénère à la limite quand γt→∞,
vers le schéma FV4 (1.35) qui n’est pas consistant sur des maillages généraux [Sar13 ;
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BMST16]. Afin de construire un schéma qui dégénère correctement en limite de diffusion,
on va lui imposer la propriété (PII) pour que la discrétisation du gradient de la solution
soit consistante à la limite. Il est nécessaire que la diffusion numérique s’effectue dans
la bonne direction car la correction asymptotique γ permet uniquement de modifier le
coefficient de la diffusion mais pas sa direction. Cette difficulté n’apparaissait pas en
1D mais prend tout son sens en 2D dès que les maillages ne sont plus admissibles (voir
Définition 1.1). De plus, le fait d’avoir une diffusion numérique correctement orientée
permet d’obtenir des solutions plus précises sur maillage très déformé. Enfin, la troisième
propriété (PIII) va permettre d’obtenir une formulation dont il sera facile de prouver les
propriétés à partir des schémas sous-jacents.
Par exemple, le schéma développé dans [BMT14 ; BMST16] possède les deux dernières
propriétés mais ne conserve l’ensemble des états admissibles sur maillage non structuré
que sous une condition géométrique. La seconde propriété a été obtenue en utilisant un
flux numérique qui inclut une discrétisation du gradient de la solution via l’utilisation
du schéma diamant [CVV99].
Ce troisième chapitre se compose alors de la manière suivante : la partie 3.1 décrit un
cadre général afin d’obtenir un schéma numérique possédant les trois propriétés deman-
dées. De plus, on prouvera sa stabilité sous une condition CFL hyperbolique classique
en le réécrivant comme une combinaison convexe de schémas 1D. Ensuite, on exhibe un
schéma qui rentre dans le cadre présenté dans la partie 3.1, via une reconstruction basée
sur la technique utilisée par Droniou et Le Potier [DLP11] pour des équations de
diffusion. Pour cela, on rappelle d’abord leur schéma et on l’adapte au cadre hyperbo-
lique. On verra que ce nouveau schéma HLL-DLP vérifie uniquement les deux dernières
propriétés demandées (PII)-(PIII) et qu’on utilisera une correction a posteriori de type
MOOD pour conserver l’ensemble des états admissibles (PI). La version d’ordre élevé
du schéma précédent est construite dans la partie 3.3 en utilisant toujours la méthode
MOOD pour les reconstructions polynomiales et le principe de la limitation a poste-
riori. Finalement, la partie 3.4 permet de montrer les résultats obtenus par ce nouveau
schéma sur des cas tests classiques de la littérature pour des systèmes hyperboliques
homogènes. On observera en particulier la bonne orientation de la diffusion numérique
et le faible nombre d’activations de la correction nécessaire pour préserver l’ensemble
des états admissibles.
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3.1 Cadre général
On rappelle que le formalisme que l’on utilise pour un schéma volumes finis explicite
conservatif discrétisant le système hyperbolique (1.2) est :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|F i · nK,i. (1.27)
On se propose de généraliser le Théorème 1.1 qui exhibe une condition CFL pour
le schéma à deux points en 2D (1.29) (F i = FKL). Cette généralisation va permettre
d’obtenir un schéma possédant les trois propriétés énoncées précédemment (PI)-(PII)-
(PIII). Pour cela, on démontre le théorème qui suit :
Théorème 3.1. On suppose que le flux numérique conservatif F i de (1.27) vérifie les
hypothèses suivantes :
(H1) il est consistant :
si ∀K ∈M , UnK = U alors ∀K ∈M , ∀i ∈ EK , F i · nK,i = F(U) · nK,i,
(H2) il peut s’écrire comme une combinaison à poids positifs de solveurs de Riemann
approchés à deux points :
∀K ∈M , ∀i ∈ EK , ∀J ∈ SK,i, ∃ νJK,i ≥ 0 tels que :
F i · nK,i =
∑
J∈SK,i
νJK,iFKJ · ηKJ ,
avec FKJ · ηKJ = F(UK ,UJ ;ηKJ) · ηKJ un solveur de Riemann approché à deux
points 1D utilisé dans la direction KJ , par exemple un flux de Rusanov (1.28),
(H3) les poids utilisés dans la combinaison précédente vérifient :
∀K ∈M : ∑
i∈EK
|ei|
∑
J∈SK,i
νJK,iηKJ = 0,
avec SK,i l’ensemble des cellules utilisées pour calculer les flux sur l’interface i et ηKJ
un vecteur unitaire normal sortant à K.
Alors, le schéma (1.27) avec un flux vérifiant les trois hypothèses est stable et préserve
l’ensemble des états admissibles A sous la condition CFL qui suit :
max
K∈M
J∈EK
(
bKJ
∆t
δK
)
≤ 1, (3.1)
où bKJ est une vitesse plus grande que toutes les vitesses d’ondes entre les états UK et
UJ , δK est une longueur caractéristique qui intervient dans la preuve :
δK =
|K|∑
i∈EK |ei|
∑
J∈SK,i ν
J
K,i
, (3.2)
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et EK est le stencil de la cellule K.
De plus, si FKJ est le flux d’un schéma 1D entropique alors, le schéma (1.27) avec
un flux vérifiant les hypothèses est entropique.
Démonstration. Ce théorème est une généralisation du Théorème 1.1 avec un flux plus
générique et, tout comme pour la démonstration de celui-ci on va utiliser une combinaison
convexe de schémas 1D possédant les bonnes propriétés.
Avec l’hypothèse (H2), le schéma (1.27) peut s’écrire comme :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|Fni · nK,i (1.27)
= UnK −
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,iFKJ · ηKJ .
En inversant les deux sommes de l’expression précédente, on obtient :
Un+1K = UnK −
∆t
|K|
∑
J∈EK
 ∑
i∈SKJ
|ei|νJK,i
FKJ · ηKJ . (3.3)
Dans cette dernière expression, on a introduit :
— EK = ∪i∈EKSK,i le stencil de la cellule K,
— SKJ = {i/J ∈ SK,i} l’ensemble des indices d’interface de la cellule K qui utilisent
la cellule J pour reconstruire le flux.
On pourra se référer à la partie 3.2.1, en particulier, à la Figure 3.3 et aux exemples
proposés pour illustrer ces ensembles de points. On définit ensuite la quantité :
dKJ :=
∑
i∈SKJ
|ei|νJK,i ≥ 0, (3.4)
homogène à une longueur pour obtenir l’expression suivante à partir de (3.3) :
Un+1K = UnK −
∆t
|K|
∑
J∈EK
dKJFKJ · ηKJ .
Maintenant, afin de réécrire le schéma comme une combinaison convexe de schéma
1D, on choisit le paramètre de la combinaison convexe ωKJ comme :
ωKJ :=
dKJ∑
J∈EK dKJ
. (3.5)
On a bien ωKJ ≥ 0 et ∑J∈EK ωKJ = 1. On peut alors écrire le schéma de la manière
suivante : ∑
J∈EK
ωKJUn+1K =
∑
J∈EK
(
ωKJUnK −
∆t
|K|dKJFKJ · ηKJ
)
.
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Cette dernière expression peut se simplifier en introduisant le paramètre δK (3.2) que
l’on reformule, en inversant les sommes et en utilisant la définition de dKJ (3.4), pour
obtenir :
δK =
|K|∑
i∈EK |ei|
∑
J∈SK,i ν
J
K,i
= |K|∑
J∈EK dKJ
(3.2)
Ce paramètre est homogène à une longueur et jouera le rôle d’un pas d’espace. Il peut
être mis en lien avec celui introduit dans la démonstration du Théorème 1.2 à l’équa-
tion (1.37). Avec la définition (3.2) de δK , le schéma s’écrit finalement :
∑
J∈EK
ωKJUn+1K =
∑
J∈EK
ωKJ
(
UnK −
∆t
δK
FKJ · ηKJ
)
. (3.6)
Cette dernière écriture est une combinaison convexe mais il manque un terme per-
mettant de jouer le rôle deF i−1/2 afin d’avoir une combinaison de schémas 1D. Pour cela,
on reprend l’hypothèse (H3), qui se reformule de la manière suivante avec les différents
coefficients que l’on a introduit jusque-là :
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,iηKJ = 0 ⇐⇒
∑
J∈EK
dKJηKJ = 0.
Cette hypothèse peut alors être vue comme une condition de fermeture des cellules
« virtuelles ». Ces cellules « virtuelles » sont des polygones de côté dKJ avec des normales
sortantes ηKJ . Cette expression est à mettre en parallèle avec la formule de la divergence
utilisée dans le Théorème 1.1. Tout comme dans ce théorème, on utilise alors cette égalité
afin d’ajouter un flux « à gauche » via l’égalité suivante :
∆t
|K|F(U
n
K) ·
∑
J∈EK
dKJηKJ = 0.
Puis, en utilisant la définition du paramètre de la combinaison convexe ωKJ et de
δK (3.2), on a :
0 =
∑
J∈EK
∆t
|K|dKJF(U
n
K) · ηKJ =
∑
J∈EK
ωKJ
∆t
δKJ
F(UnK) · ηKJ
=
∑
J∈EK
ωKJ
∆t
δKJ
FKK · ηKJ , (3.7)
où FKK = F(UnK) car le solveur de Riemann approché à deux points F est consistant.
Finalement, en ajoutant l’égalité (3.7) dans la dernière formulation du schéma (3.6),
l’expression finale du schéma est :
∑
J∈EK
ωKJUn+1K =
∑
J∈EK
ωKJ
(
UnK −
∆t
δKJ
[FKJ −FKK ] · ηKJ
)
.
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Cette dernière version du schéma est bien une combinaison convexe de schémas 1D, de
la même manière que la combinaison (1.31) dans le Théorème 1.1. Ainsi, on retrouve
UK sur la cellule de gauche et au centre et UJ sur la droite, comme on peut le voir sur
la Figure 3.1 (à mettre en lien avec la Figure 1.4).
xi−1 xi xi+1
xi−1/2 xi+1/2
Uni−1 U
n
i U
n
i+1
xK xJ
ei
UnK U
n
K U
n
J
Figure 3.1 – Représentation des états 1D et 2D
De ce fait, le schéma est stable et préserve l’ensemble des états admissibles A sous
la condition CFL liée aux solveurs de Riemann approchés à deux points FKJ :
max
K∈M
J∈EK
(
bKJ
∆t
δK
)
≤ 1, (3.1)
où bKJ est une vitesse plus grande que toutes les vitesses d’ondes du flux FKJ et δK ,
défini par (3.2), joue le rôle d’un pas d’espace. Tout comme pour le Théorème 1.1, cette
condition CFL est majorée par un car l’état UK intervient deux fois à gauche.
De plus, toutes les propriétés relevant de la convexité sont également directement
héritées du solveur 1D F . Par exemple, le schéma est entropique si le flux FKJ est le
flux d’un schéma 1D entropique.
Le Théorème 3.1 que l’on vient de démontrer fournit un cadre général permettant de
construire des schémas préservant l’ensemble des états admissibles sous une CFL clas-
sique avec des solveurs de Riemann approchés à deux points. Les schémas vérifiant ce
théorème possèdent donc automatiquement les propriétés (PI) et (PIII). Il reste main-
tenant à choisir un flux vérifiant les trois hypothèses du théorème et avec une diffusion
numérique orientée selon la normale (PII).
Le flux à deux points classique (1.29) vérifie parfaitement les trois hypothèses du
théorème mais il ne vérifie pas la propriété (PII) car, par exemple, avec le flux de
Rusanov (1.28) la diffusion numérique fait intervenir : UL − UK . Cette dernière est
orientée selon la direction KL et non selon la normale nK,i (sauf si le maillage est
admissible cf. Définition 1.1). Comme énoncé précédemment, cela ne conduira donc pas
à un schéma AP sur des maillages généraux. En outre, la qualité de la solution sera
dégradée sur des maillages très anisotropes.
Avant de présenter un flux possédant une diffusion numérique mieux orientée, on
précise les ensembles de points utilisés dans le Théorème 3.1 pour le flux à deux points.
Ainsi, pour ce flux il est uniquement utilisé un point dans l’ensemble SK,i qui se réduit
à la cellule L avec νLK,i = 1. Le vecteur unitaire ηKL n’est rien d’autre que la normale
sortante nK,i et la longueur δK est égale au pas d’espace 2D : ∆xK = |K|pK . Le stencil
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de la cellule K, noté EK , est réduit à l’ensemble de ses voisins par les interfaces EK .
Finalement, chaque ensemble SKL comporte un indice d’interface, celui séparant les
cellules K et L.
3.2 Construction du flux HLL-DLP
On va maintenant construire dans cette partie un schéma possédant une diffusion
numérique dans la direction normale aux interfaces pour obtenir la propriété (PII). Pour
cela, on s’inspire de la technique utilisée par Droniou et Le Potier pour les équations
elliptiques, que l’on adaptera à la discrétisation du système hyperbolique homogène (1.2).
Avant de décrire cette extension, on rappelle d’abord la manière utilisée dans [DLP11]
pour obtenir un schéma qui approche des équations de diffusion comme (1.4).
3.2.1 Présentation du schéma de Droniou et Le Potier
Le schéma de Droniou et Le Potier (DLP) est un schéma non linéaire possédant
la structure LMP (voir Définition 1.3). Il préserve donc le principe du maximum discret
(Définition 1.2) et l’ensemble des états admissibles pour la diffusionAD sur tout maillage,
ce qui en fait un schéma très adapté pour notre problématique. On rappelle que l’on
se restreint à des équations de diffusion limites isotropes mais le schéma DLP permet
de prendre en compte des anisotropies et des hétérogénéités fortes du coefficient de
diffusion. Pour simplifier la présentation qui va suivre, on se restreint au cas isotrope
homogène avec l’équation de Poisson. L’extension à une équation de diffusion s’en déduit
en utilisant un schéma adapté pour la discrétisation temporelle.
Pour toute la présentation qui va suivre, on se place (sauf mention contraire) sur une
interface i interne au maillage et on pourra se référer au travail orignal des auteurs pour
plus de détails sur les calculs impliquant une interface de bord.
Interpolation
La première étape de la construction du schéma DLP dans un cadre isotrope, est
l’introduction de deux pointsM par interface. Ainsi, le pointMK,i de coordonnées xMK,i
appartient à la demi-droite issue de xK (centre de la cellule K) et de même direction que
la normale nK,i. Il en va de même pour le point ML,i de coordonnées xML,i appartenant
à la demi-droite de direction nL,i = −nK,i et issue du centre de la cellule L (xL). On
peut voir un exemple de ces points sur la Figure 3.2. On remarque qu’il peut arriver que
ces demi-droites ne croisent pas forcément les interfaces dans le cas où le maillage est
très déformé.
Les coordonnées de ces deux points MK,i et ML,i peuvent être définies comme une
combinaison convexe des coordonnées des centres de cellule appartenant à un voisinage
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K
L
J1
J2
MK,i
ML,i
nK,ii
nL,i
Figure 3.2 – Définition des points M par interface i. On observe que [KMK,i) est
orthogonale à l’interface i et que MK,i appartient au triangle KLJ2 (et de même pour
ML,i).
de K et L. Cette technique peut être utilisée pour définir les valeurs aux sommets dans
la cadre du schéma diamant [CVV99]. On a ici :

xMK,i =
∑
J∈SK,i
wJK,i xJ
xML,i =
∑
J∈SL,i
wJL,i xJ
, (3.8)
où les coefficients des combinaisons convexes wJK,i et wJL,i sont positifs avec leur somme
sur J égale à un : ∑J∈SK,i wJK,i = ∑J∈SL,i wJL,i = 1.
Un choix naturel et pratique consiste à utiliser les coordonnées barycentriques pour
calculer les poids wJK,i et wJL,i. Si l’on se place avec trois points dans l’ensemble SK,i et
que le point MK,i est dans le triangle formé par ces trois points, il est alors évident que
les trois coefficients wJK,i sont positifs et que leur somme fait un. Dans un cadre avec plus
de points, il est possible d’utiliser les mean value coordinates de [Flo03 ; HF06 ; Flo14]
afin d’obtenir des coordonnées barycentriques positives dès que les points M sont dans
le noyau d’un polygone étoilé. Par exemple, sur la Figure 3.2, les points M sont dans
des triangles mais il est aussi possible d’utiliser les quadrilatères formés par la réunion
de deux triangles.
Il est toujours possible de placer les points M dans des triangles ou dans le noyau
d’un polygone étoilé quitte à rapprocher les points de l’origine des demi-droites et à
utiliser les points du bord pour créer les polygones. Afin que le schéma soit le plus précis
possible, les points de SK,i doivent être choisis au plus près de K et L. Par ailleurs,
on notera que L doit obligatoirement appartenir à SK,i mais pas forcément K. Pour les
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tests numériques de ce mémoire, on utilisera uniquement des ensembles de points SK,i à
trois points dont L.
Une fois que SK,i et les poids wJK,i sont choisis, la valeur de la solution aux points M
est interpolée en utilisant la même combinaison convexe que dans (3.8) :

uMK,i =
∑
J∈SK,i
wJK,iuJ
uML,i =
∑
J∈SL,i
wJL,iuJ
. (3.9)
Ces nouvelles quantités complètent le catalogue des ensembles de points que l’on
utilisera (certains ont déjà été introduits dans la preuve du Théorème 3.1). Les trois
ensembles spécifiques à cette étude sont les suivants :
— SK,i est l’ensemble des points utilisés pour reconstruire la valeur de la solution
au point MK,i. On notera que ces points ne sont pas forcément des voisins par
interfaces de la cellule K.
— EK = ∪i∈EKSK,i est l’ensemble des points utilisés pour reconstruire tous les points
MK,i pour une cellule K : le stencil de la cellule K.
— SKJ = {i/J ∈ SK,i} regroupe les indices des interfaces de K qui utilisent J pour
reconstruire le point MK,i.
Par exemple, on présente ci-après des ensembles de points construits avec le maillage de
la Figure 3.3 :
— SK,i3 = {L3, K, J1},
— EK = {L1, L2, K, J1, L3, L4, J3, L5},
— SKJ1 = {i2, i3}.
D’un point de vue pratique, le calcul des quantités géométriques wJK,i est négligeable
devant le coût global du schéma mis en place par la suite. Il est possible de comparer ce
coût à celui de la génération de la table de connectivité d’un maillage non structuré 2D.
Construction des flux numériques
Une fois les deux points M définis, on peut construire un flux numérique normal
F i · nK,i approchant la valeur moyenne du gradient normal à travers l’interface i :
F i · nK,i ' 1|ei|
∫
i
∇iu · nK,i.
Il permettra d’avoir un schéma pour la diffusion (1.34) consistant sur tout maillage et
possédant le principe du maximum discret via la structure LMP. Ce flux conservatif F i
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J2
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J1
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i5
i4i3
i2
xMK,1
xMK,2
MK,3
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MK,5
Figure 3.3 – Exemple d’ensembles de points SK,i. On observe que chaque demi-droite
[KMK,i) est orthogonale à l’interface i correspondante et que tous les points MK,i se
placent dans des triangles dont les sommets sont les centres de cellules dans un
voisinage de K.
s’obtient par combinaison convexe de deux flux intermédiaires FK,i et FL,i respective-
ment sortant de K et de L :
F i · nK,i = γK,i(u)FK,i · nK,i − γL,i(u)FL,i · nL,i (3.10)
= γK,i(u)FK,i · nK,i + γL,i(u)FL,i · nK,i
où γK,i(u) et γL,i(u) sont deux coefficients positifs dépendant a priori de la solution u
avec γK,i(u) + γL,i(u) = 1. Pour avoir la structure LMP on va souhaiter que le flux F i
s’écrive de la manière suivante :
F i · nK,i =
∑
J∈SK,i
νJK,i(u)(uJ − uK), (3.11)
avec νJK,i(u) ≥ 0. Ainsi, les coefficients τJK de la structure LMP (Définition 1.3) seront
aussi positifs.
Le but est alors de calculer les bonnes valeurs de γK,i et γL,i pour obtenir la structure
LMP. On voit déjà que le schéma DLP est un schéma non linéaire car les coefficients ν
dépendent de la solution u.
Remarque 3.1. Ces deux coefficients sont notés γ afin de respecter les notations de
l’article original, mais n’ont aucun lien avec la fonction γ(U) du système de lois de
conservation avec terme source (1.1).
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Puisque MK,i (respectivement ML,i) a été choisi pour que KMK,i (LML,i) soit coli-
néaire à nK,i (nL,i), on peut choisir de définir FK,i · nK,i (FL,i · nL,i) qui approche la
moyenne de ∇iu · nK,i (∇iu · nL,i) en utilisant l’expression suivante :
FK,i · nK,i = uMK,i − uK‖xMK,i − xK‖
FL,i · nL,i = uML,i − uL‖xML,i − xL‖
.
Ces deux approximations du gradient sont consistantes car KMK,i (LML,i) est colinéaire
à la normale sortante nK,i (nL,i). On réutilise ensuite l’interpolation de la solution aux
points M , uMK,i et uML,i (3.9), pour obtenir l’expression suivante des flux :
FK,i · nK,i = 1‖xMK,i − xK‖
∑
J∈SK,i
wJK,i(uJ − uK) =
∑
J∈SK,i
w˜JK,i(uJ − uK)
FL,i · nL,i = 1‖xML,i − xL‖
∑
J∈SL,i
wJL,i(uJ − uL) =
∑
J∈SL,i
w˜JL,i(uJ − uL)
.
Afin de pouvoir déterminer les coefficients γ de la formule (3.10) qui assurent la
positivité des poids ν de (3.11), on introduit deux coefficients βK,i et βL,i strictement
positifs. Puis, on réécrit les flux avec une partie à deux points entre K et L à laquelle
s’ajoutent deux restes :
FK,i · nK,i = βK,i(uL − uK) +GK,i(u)FL,i · nL,i = βL,i(uK − uL) +GL,i(u) .
Les restes GK,i et GL,i sont alors définis comme :
GK,i(u) := (w˜LK,i − βK,i)(uL − uK) +
∑
J∈{SK,i\L}
w˜JK,i(uJ − uK)
GL,i(u) := (w˜LL,i − βL,i)(uL − uL) +
∑
J∈{SL,i\K}
w˜JL,i(uJ − uL)
.
On retrouve ici le fait que L doit obligatoirement appartenir à SK,i pour que ces restes
soient bien définis (de même pour K avec SL,i). Certains coefficients de GK,i et GL,i
peuvent être négatifs, il faut donc faire un choix de γK,i et γL,i qui permet de les com-
penser. Droniou et Le Potier proposent :

γK,i(u) =
|GL,i(u)|
|GK,i(u)|+ |GL,i(u)|
γL,i(u) =
|GK,i(u)|
|GK,i(u)|+ |GL,i(u)|
,
96 CHAPITRE 3. SCHÉMA 2D HYPERBOLIQUE ADAPTÉ POUR L’AP
avec γK,i(u) = γK,i(u) := 12 si le dénominateur est nul. En utilisant ces coefficients on
vérifie ensuite que le flux F i · nK,i possède bien la structure LMP. Pour cela, on utilise
la reformulation des flux et la définition des restes G pour obtenir :
F i · nK,i = γK,i(u)FK,i · nK,i − γL,i(u)FL,i · nL,i (3.10)
= γK,i(u) [βK,i(uL − uK) +GK,i(u)]− γL,i(u) (βL,i(uK − uL) +GL,i(u))
= [γK,i(u)βK,i + γL,i(u)βL,i] (uL − uK) + γK,i(u)GK,i(u)− γL,i(u)GL,i(u)
= [γK,i(u)βK,i + γL,i(u)βL,i] (uL − uK) + |GL,i(u)|GK,i(u)− |GK,i(u)|GL,i(u)|GK,i(u)|+ |GL,i(u)|
Il reste à étudier le dernier terme |GL,i(u)|GK,i(u)−|GK,i(u)|GL,i(u)|GK,i(u)|+|GL,i(u)| . Si GL,i(u)GK,i(u) ≥ 0, alors
ce terme est nul et le flux se réduit à :
F i · nK,i = (γK,i(u)βK,i + γL,i(u)βL,i) (uL − uK). (3.12)
Dans ce cas, il possède bien la structure LMP car le coefficient γK,i(u)βK,i + γL,i(u)βL,i
est strictement positif.
Dans l’autre cas, quandGL,i(u)GK,i(u) < 0, le dernier terme est égal à 2γK,i(u)GK,i(u).
Puis, en reprenant la définition de GK,i, on a alors :
F i·nK,i =
[
γK,i(u)(2w˜LK,i − βK,i) + γL,i(u)βL,i
]
(uL−uK)+2γK,i(u)
∑
J∈{SK,i\L}
w˜JK,i(uJ−uK).
(3.13)
On observe que pour avoir tous les coefficients positifs, il faut que βK,i < 2w˜LK,i. En
effectuant les calculs pour F i ·nL,i, on obtient la condition suivante : βL,i < 2w˜KL,i. Tout
comme dans l’article original, on choisit de fixer un unique βi de telle sorte que :
βi := βK,i = βL,i = min(w˜LK,i, w˜KL,i),
afin que tous les coefficients soient positifs. En reprenant les expressions (3.12) et (3.13),
l’écriture finale du flux F i · nK,i est obtenue avec la formulation (3.11) et la définition
suivante des coefficients νJK,i(u) :
νK,i =

βi
0
...
0
 si GL,i(u)GK,i(u) ≥ 0 et νK,i =

γK,i(u)(2w˜LK,i − βi) + γL,i(u)βi
2γK,i(u)w˜JK,i
...
2γK,i(u)w˜JK,i
 sinon.
(3.14)
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Il est aussi possible d’exprimer le flux d’une autre manière en considérant F i · nL,i et
ainsi obtenir les coefficients νJL,i(u) :
νL,i =

βi
0
...
0
 si GL,i(u)GK,i(u) ≥ 0 et νL,i =

γL,i(u)(2w˜KL,i − βi) + γK,i(u)βi
2γL,i(u)w˜JL,i
...
2γL,i(u)w˜JL,i
 sinon.
L’utilisation de la formulation du flux avec les coefficients ν de (3.11) permet une
implémentation facile mais, pour retrouver la conservativité du flux il est plus aisé de
revenir à l’expression avec la combinaison convexe (3.10).
On remarque que dans le cas d’un maillage admissible, on peut choisir MK,i = L
et ML,i = K. Les calculs se simplifient grandement et on peut montrer que le flux du
schéma DLP (3.11) est alors équivalent au flux à deux points (1.35).
Par ailleurs, si on considère une solution constante sur toutes les cellules de SK,i et
SL,i, le schéma se simplifie aussi. Ceci est dû au fait que les restes G sont alors nuls, ce
qui implique que les coefficients γK,i et γL,i sont égaux à 12 et le flux se réduit alors à :
F i · nK,i = βi(uL − uK).
On peut noter que la non-linéarité des coefficients fait augmenter le coût de calcul
du schéma mais, c’est un prix à payer pour obtenir le principe du maximum discret sur
tout maillage lorsque l’on discrétise des équations de diffusion du type (1.4).
On note finalement que si le schéma DLP était originalement associé à un schéma
d’Euler implicite en temps, on peut facilement l’étendre au cas explicite. En effet, grâce
à sa structure LMP, il rentre dans le cadre du Théorème 1.2. La condition CFL est alors
obtenue à partir de la formule (1.36) :
max
K∈M
(∆t∑i∈EK |ei|∑J∈SK,i νJK,i
|K|
)
≤ 12 .
3.2.2 Construction du schéma HLL-DLP
Le schéma de Droniou et Le Potier précédemment présenté est un schéma non
linéaire pour les équations de diffusion (1.4) permettant de préserver l’ensemble des
états admissibles via la structure LMP. On va maintenant construire un schéma utili-
sant le même type de reconstruction pour discrétiser un système hyperbolique homo-
gène (1.2). Ce schéma, que l’on notera HLL-DLP, va être construit en utilisant des
solveurs de Riemann approchés à deux points dans la reconstruction de Droniou et
Le Potier (PIII). Cette reconstruction va permettre d’obtenir une diffusion numérique
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sur la normale (PII). S’il vérifie le Théorème 3.1, on aura la préservation de l’ensemble
des états admissibles A (PI).
On rappelle que l’on construit ce schéma car le flux numérique à deux points (1.29)
ne possède pas la bonne diffusion numérique et ne vérifie donc pas la propriété (PII)
demandée pour obtenir un schéma AP en 2D par la suite.
La construction des flux se fait de la même manière que pour le schéma DLP. Le flux
conservatif F i · nK,i du nouveau schéma HLL-DLP est construit avec une combinaison
convexe entre deux flux FK,i · nK,i et FL,i · nL,i :
F i · nK,i = γK,i(U)FK,i · nK,i − γL,i(U)FL,i · nL,i
= γK,i(U)FK,i · nK,i + γL,i(U)FL,i · nK,i.
En reprenant les mêmes points M définis sur la Figure 3.2 et la combinaison convexe
de (3.8), les égalités qui suivent sont vérifiées :

xMK,i − xK =
∑
J∈SK,i
wJK,i(xJ − xK)
xML,i − xL =
∑
J∈SL,i
wJL,i(xJ − xL)
.
Elles permettent d’en déduire les reconstructions suivantes des normales aux interfaces
car les points M sont placés sur des demi-droites colinéaires aux normales sortantes :
nK,i =
xMK,i − xK
‖xMK,i − xK‖
=
∑
J∈SK,i
wJK,i
‖xMK,i − xK‖
(xJ − xK) =
∑
J∈SK,i
wJK,i‖xJ − xK‖
‖xMK,i − xK‖
ηKJ
=
∑
J∈SK,i
wJK,iηKJ
nL,i =
xML,i − xL
‖xML,i − xL‖
=
∑
J∈SL,i
wJL,i
‖xML,i − xL‖
(xJ − xL) =
∑
J∈SL,i
wJL,i‖xJ − xL‖
‖xML,i − xL‖
ηLJ
=
∑
J∈SL,i
wJL,iηLJ
,
(3.15)
où ηKJ = xJ−xK‖xJ−xK‖ est un vecteur unitaire dans la direction KJ .
Ensuite, les deux flux intervenant dans la combinaison convexe sont construits à
partir de solveurs de Riemann approchés à deux points F dans chacune des directions
KJ et LJ : 
FK,i · nK,i =
∑
J∈SK,i
wJK,iFKJ · ηKJ
FL,i · nL,i =
∑
J∈SL,i
wJL,iFLJ · ηLJ
. (3.16)
On rappelle que pour simplifier les notations, on a posé FKJ := F(UK ,UJ ;ηKJ). Les
deux flux définis dans (3.16) héritent leur consistance de celle de F d’une part et de la
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reconstruction des normales (3.15) d’autre part. Ainsi, si on suppose un état constant
U sur toutes les cellules de SK,i, on a alors :
FK,i(U) · nK,i =
∑
J∈SK,i
wJK,iF(U,U;ηKJ) · ηKJ
= F(U) · ∑
J∈SK,i
wJK,iηKJ
= F(U) · nK,i
(3.17)
La combinaison convexe entre ces deux flux doit se faire composante par composante
afin que toutes les propriétés soient vérifiées et pour avoir une bonne définition des
coefficients qui vont suivre. Ainsi, pour chaque composante j de 1 à N du système
hyperbolique (1.2), on a :
F ji · nK,i = γjK,i(U)F jK,i · nK,i − γjL,i(U)F jL,i · nL,i, (3.18)
avec γjL,i et γ
j
K,i qui doivent être choisis tout deux positifs avec γ
j
L,i + γ
j
K,i = 1. De
plus, le choix doit permettre d’écrire le flux de la manière souhaitée pour appliquer le
Théorème 3.1 :
F ji · nK,i =
∑
J∈SK,i
νJ,jK,i(U)F jKJ · ηKJ , (3.19)
avec les coefficients νJ,jK,i positifs. Dès maintenant, on peut voir que le flux F i de (3.18)
est consistant (3.17), conservatif et non linéaire par construction.
Tout comme pour le flux du schéma DLP, le point clef se situe dans le choix des
coefficients γjK,i et γ
j
L,i qui sont maintenant définis par composante du système hyper-
bolique (1.2). En reprenant la même technique que pour le schéma DLP, on décompose
alors les flux de (3.16) en une partie à deux points et un reste G en introduisant un
coefficient βi strictement positif :
βi := min(wLK,i, wKL,i) > 0. (3.20)
Ce coefficient βi est non nul car les points MK,i et ML,i sont respectivement différents
de K et L. Cette reformulation conduit à l’expression suivante des flux :
F
j
K,i · nK,i = βiF jKL · ηKL +GjK,i
F jL,i · nL,i = βiF jLK · ηLK +GjL,i
.
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Ce qui définit les restes G de la façon suivante :

GjK,i := (wLK,i − βi)F jKL · ηKL +
∑
J∈{SK,i\L}
wJK,iF jKJ · ηKJ
GjL,i := (w
j
L,i − βi)F jLK · ηLK +
∑
J∈{SL,i\K}
wJL,iF jLJ · ηLJ
. (3.21)
Finalement, le même type de définition est utilisé pour les coefficients γ de la combinaison
convexe de (3.18) afin de compenser les termes négatifs dans les restes G et obtenir une
expression avec des coefficients ν de la forme (3.19) :

γjK,i(U) =
|GjL,i(U)|
|GjK,i(U)|+ |GjL,i(U)|
γjL,i(U) =
|GjK,i(U)|
|GjK,i(U)|+ |GjL,i(U)|
. (3.22)
On utilise aussi la convention γjK,i = γ
j
L,i := 12 si le dénominateur |GjK,i|+ |GjL,i| est nul.
Ensuite, le même type de calculs que pour le schéma DLP permet de montrer qu’en
fonction du signe de GjK,iG
j
L,i le flux se réduit à :
F ji · nK,i =

βiF jKL · ηKL si GjK,iGjL,i ≥ 0
(βi + 2γjK,i(wLK,i − βi))F jKL · ηKL
+ 2γjK,i
∑
J∈{SK,i\L}
wJK,iF jKJ · ηKJ sinon
. (3.23)
=
∑
J∈SK,i
νJ,jK,i(U)F jKJ · ηKJ (3.19)
Ce qui permet d’obtenir la définition suivante pour les coefficients νK,jK,i pour chaque
composante j du système (1.1) :
νjK,i =

βi
0
...
0
 si G
j
L,i(U)G
j
K,i(U) ≥ 0 et νjK,i =

γjK,i(U)(2wLK,i − βi) + γjL,i(U)βi
2γjK,i(U)wJK,i
...
2γjK,i(U)wJK,i
 sinon.
(3.24)
En utilisant l’expression du flux sortant à la cellule L, F i ·nL,i, on obtient les coefficients
νjL,i :
νjL,i =

βi
0
...
0
 si G
j
K,i(U)G
j
L,i(U) ≥ 0 et νjL,i =

γjL,i(U)(2wKL,i − βi) + γjK,i(U)βi
2γjL,i(U)wJL,i
...
2γjL,i(U)wJL,i
 sinon.
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Tous ces coefficients ν sont positifs car tous les termes intervenants dans leurs expressions
sont positifs : les coefficients γ (3.22) et βi (3.20), ainsi que les coordonnées barycen-
triques à l’origine des poids wJK,i (3.15). De plus, les coefficients βi sont choisis de telle
sorte que 2wKL,i − βi soit positif (3.20).
En utilisant le formalisme (1.27), le schéma associé à ce flux est alors :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,i(U)FKJ · ηKJ . (3.25)
On notera que cette formulation utilise une notation vectorielle et que le produit entre
νJK,i = (ν
J,j
K,i)j et FKJ · ηKJ = (F
j
KJ · ηKJ)j doit être effectuée terme à terme car les
coefficients ν sont définis par composante j du système.
Finalement, on rappelle que le flux HLL-DLP ainsi obtenu est consistant et conser-
vatif par construction. De plus, la construction est indépendante du choix du solveur de
Riemann approchés à deux points FKJ .
Le même type de remarque que pour le schéma DLP s’applique pour le flux HLL-
DLP et on peut en déduire qu’il se simplifie grandement sur maillage admissible. Ainsi,
on retrouve le schéma à deux points classique car les restes G (3.21) sont nuls et le
coefficient βi (3.20) est égal à un.
On peut aussi noter que pour les flux aux bords, il n’est pas nécessaire d’utiliser
cette technique de reconstruction et que comme pour le schéma DLP on peut utiliser
directement le flux à deux points. Ainsi, pour une interface de bord i, on utilise le flux
suivant :
F i · nK,i = F(UK ,Ui; nK,i) · nK,i,
où Ui est la valeur de la solution sur l’interface i. Par exemple, pour une condition de
type Dirichlet on a Ui := UD avec UD la valeur imposée au bord.
3.2.3 Discussions sur le choix du flux
On cherche maintenant à appliquer le Théorème 3.1 au schéma (1.27) avec le nouveau
flux HLL-DLP (3.23). Avec le formalisme, il s’écrit comme (3.25). Pour cela, il doit
vérifier les trois hypothèses (H1), (H2) et (H3).
On a vu dans la construction que le flux HLL-DLP est consistant, il vérifie donc
l’hypothèse (H1). De plus, il a été construit comme une combinaison à poids positifs de
solveur de Riemann approchés à deux points et il vérifie donc automatiquement (H2). Il
reste maintenant à vérifier la troisième hypothèse, qui s’apparente à une formule de la
divergence discrète avec les coefficients ν.
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En utilisant la définition des coefficients ν (3.24), on a pour chaque composante j du
système hyperbolique (1.2) :
∑
J∈SK,i
νJ,jK,i(U)ηKJ =
 βiηKL si G
j
K,i(U)G
j
L,i(U) ≥ 0,
2γjK,i(U)nK,i + βi(γ
j
L,i(U)− γjK,i(U))ηKL sinon.
Il est donc impossible dans un cadre général d’avoir la propriété (H3) car avec les coef-
ficients ν de (3.24) et le calcul précédent, on a généralement :
∑
i∈EK
|ei|
∑
J∈SK,i
νJ,jK,i(U)ηKJ 6= 0.
Comme énoncé dans la démonstration du Théorème 3.1, cette hypothèse peut être vu
géométriquement comme la fermeture d’une cellule virtuelle de côté dKJ et de normale
ηKJ . On peut voir sur la Figure 3.4 que ces cellules ne sont pas forcément fermées, ce
qui implique que l’hypothèse n’est alors pas vérifiée.
K
L1
L5
J3
L4
J2
xL3
J1
L2
ηKL1
ηKL5
ηKL2
Figure 3.4 – Représentation de cellules « virtuelles » (tiret vert) : polygones non
fermés de côté dKJ avec des normales sortantes ηKJ (rouge)
Un cas particulier qui est intéressant à remarquer, est si l’on fixe les coefficients νJK,i
et νJL,i aux valeurs de wJK,i et wJL,i. Dans cas, l’hypothèse (H3) est automatiquement
vérifiée mais le flux F i n’est plus conservatif car il n’est plus possible de l’écrire comme
combinaison convexe de deux flux comme dans (3.18).
De plus, il n’est pas possible d’utiliser directement le Théorème 3.1 avec ces coeffi-
cients ν (3.24) car ils sont vectoriels et non scalaires. Ils sont définis de façon vectorielle
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par composante du système hyperbolique (1.2) afin d’avoir une définition claire des co-
efficients γK,i et γL,i dans (3.22).
On ne peut donc pas prouver que le schéma (3.25) construit sur le flux HLL-
DLP (3.23) conserve l’ensemble des états admissibles A sous la condition CFL (3.1) du
théorème. Pourtant, ce flux vérifie les autres propriétés que l’on souhaite (PII)-(PIII).
Afin de faire vérifier la troisième hypothèse au flux HLL-DLP, on peut penser à légè-
rement modifier les coefficients ν en utilisant une technique inspirée des corrections de
Le Potier et ses coauteurs [LP09 ; LP10 ; LP14 ; CCLP13]. Ces corrections permettent
de récupérer le principe du maximum discret pour des schémas elliptiques. On a tenté
d’utiliser le même principe en introduisant un nouveau paramètre dans les coefficients ν
et une technique d’optimisation pour régler ce paramètre dans le but d’obtenir la troi-
sième hypothèse. Les optimisations ont été conduites avec les librairies GLPK [Mak],
Ipopt [WB06], et NLopt [Joh] mais aucune technique testée n’a permis d’aboutir à un
résultat efficace. La difficulté principale est de savoir s’il existe une solution au problème
d’optimisation et quelle est la meilleure manière de le formuler afin que les méthodes
utilisées par les différentes librairies convergent rapidement. Une telle technique d’opti-
misation implique de toute façon un calcul sur chaque cellule ou interface à chaque itéré
ce qui est très coûteux.
Afin de conserver un temps de calcul raisonnable, on a pris le parti de faire appel à une
méthode utilisant une limitation a posteriori dans le même esprit que la méthode MOOD.
Cette dernière est utilisée pour obtenir de l’ordre élevé en espace (voir partie 1.3.4). Au
lieu d’avoir un schéma d’ordre élevé limité par un schéma d’ordre un, on va ici utiliser le
schéma HLL-DLP (3.25) limité par le schéma HLL classique à deux points (1.29) avec
un critère d’admissibilité physique (PAD). Le principe de cette correction est présenté
sur la Figure 3.5 qui est presque identique à la Figure 1.5 de la méthode MOOD.
Un Schéma HLL-DLP (3.25) U? U? ∈ A ? Un+1Oui
Schéma
HLL (1.29) Non
Figure 3.5 – Principe de la correction a posteriori avec le flux à deux points
De ce fait, cette correction va permettre d’avoir le schéma HLL-DLP qui possède une
diffusion numérique dans la bonne direction (PII) et lorsqu’il ne respecte plus l’ensemble
des états admissibles, on utilisera le flux à deux points qui le préserve (PI). De plus, ils
sont tout deux des extensions de solveurs de Riemann approché à deux points (PIII).
Tout comme dans la méthode MOOD, l’intérêt de cette limitation a posteriori est
de conserver dans la plupart des cas le schéma le plus précis, ici le HLL-DLP, tout
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en conservant une expression assez simple du schéma, ce qui ne serait pas le cas si on
imposait l’hypothèse (H3) via une autre technique a priori. On espère et cela se vérifie
dans les cas tests numériques (voir partie 3.4), que cette correction avec le flux à deux
points ne s’active que très peu. On rappelle que le schéma HLL-DLP et le schéma à deux
points coïncident lorsque le maillage est admissible ou quand la solution est constante.
Par conséquent, on s’attend à ce que la correction ne s’active qu’en cas de fort gradient
ou dans une maille distordue. En outre, on verra dans le Chapitre 4 que la correction ne
s’active pas proche de la limite de diffusion et ne détruit pas le caractère AP du schéma
une fois le terme source introduit.
De plus, on utilise la limitation a posteriori de la méthode MOOD pour obtenir la
préservation de l’ensemble des états admissibles car cette même méthode a été choisie
pour construire le schéma d’ordre élevé que l’on va développer dans la partie suivante.
3.3 Montée en ordre du schéma HLL-DLP
On possède désormais un schéma numérique pour les systèmes hyperboliques homo-
gènes (1.2) qui vérifie les trois propriétés que l’on souhaite via la technique de DLP et
une correction avec le schéma à deux points. C’est pour le moment un schéma d’ordre un
et tout comme dans les chapitres précédents on désire maintenant construire un schéma
d’ordre élevé en temps et en espace afin d’avoir une plus grande précision. On utilise
toujours la technique MOOD pour la montée en ordre en espace mais la particularité
ici, c’est que le dernier schéma dans la boucle de re-calcul n’est pas le HLL-DLP d’ordre
un (3.25) mais le schéma à deux points d’ordre un (1.29). Cette spécificité est due à la
correction avec le flux à deux points décrite dans la partie précédente et sur la Figure 3.5.
On rappelle que le schéma HLL-DLP ne vérifie pas entièrement les hypothèses du Théo-
rème 3.1 et, il ne permet donc pas toujours de préserver l’ensemble des états admissibles.
Pour cela, la correction avec le flux à deux points a été introduite et il est normal qu’elle
reste présente lors de la montée en ordre. On pourra se référer à la Figure 3.6 pour un
résumé graphique de la cascade de schémas utilisée dans la boucle MOOD.
On rappelle tout d’abord le schéma HLL-DLP d’ordre un obtenu à l’aide du forma-
lisme volumes finis en 2D schéma (1.29) et de la définition des flux (3.19) :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,i(U)FKJ · ηKJ . (3.25)
Tout comme pour la montée en ordre du schéma à deux points classique dans (1.40),
on utilise les reconstructions polynomiales U˜(x) de la méthode MOOD (1.38) pour
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obtenir le schéma suivant :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|
Ri∑
r=1
ξir
∑
J∈SK,i
νJK,i(U˜nir)F(U˜nK,ir, U˜nJ,ir;ηKJ) · ηKJ . (3.26)
On rappelle que r indexe les points de quadrature sur l’interface i et que U˜nK,ir := U˜nK(xir).
Cette nouvelle expression du schéma n’est rien d’autre que celle de l’ordre un où les va-
leurs moyennes ont été remplacées par les reconstructions polynomiales évaluées aux
points de quadrature. Cette extension à l’ordre élevé est « simple » car le schéma HLL-
DLP est construit comme une extension du schéma à deux points sur lequel la théorie
est bien connue. La spécificité par rapport au schéma à deux points d’ordre élevé (1.40)
est due aux coefficients ν du flux HLL-DLP. Ces coefficients doivent aussi être évalués
avec les valeurs des flux aux points de quadrature afin de rester conservatif : les coef-
ficients νJK,i(U˜nir) sont calculés en utilisant F(U˜nK,ir, U˜nJ,ir;ηKJ), alors que les νJK,i(Un)
sont calculés avec les flux utilisant les valeurs moyennes F(UnK ,UnJ ;ηKJ).
Schéma HLL-DLP d’ordre élevé (3.26)
Schéma HLL-DLP d’ordre un (3.25)
Schéma à deux points d’ordre un (1.29)
Précision,
meilleure di-
rection de la
diffusion numé-
rique (PII)
Stabilité, préser-
vation de A (PI)
Figure 3.6 – Cascade de schémas pour la montée en ordre avec la méthode MOOD
appliquée au schéma HLL-DLP avec correction par le flux à deux points
3.4 Résultats 2D pour des systèmes hyperboliques
Avant de construire le schéma pour le système avec terme source dans le chapitre
suivant, on étudie le comportement du schéma HLL-DLP face à des cas tests classiques
de la littérature pour des systèmes hyperboliques homogènes (1.2) présentés dans les
Parties 1.2.2 et 1.2.3. Les différents cas tests vont permettre d’observer la qualité de la
discrétisation de la diffusion numérique nécessaire pour la propriété (PII) et le taux d’ac-
tivation de la correction avec le flux à deux points qui est indispensable pour conserver
l’ensemble des états admissibles (PI).
3.4.1 Maillage et visualisation
Afin de générer les maillages nécessaires aux calculs, le mailleur Gmsh [GR09] a été
utilisé pour tous les cas tests numériques qui vont suivre. Les maillages utilisés seront soit
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composés uniquement de triangles ou de quadrilatères, soit de polygones quelconques.
Dans les deux premiers cas, ce sont directement les maillages obtenus par Gmsh qui sont
utilisés. Pour le troisième cas et pour obtenir des maillages plus généraux, on construit
le maillage en utilisant la méthode décrite dans la partie 1.3.1 qui utilise le maillage
diamant pour créer le maillage primaire.
Les figures représentant la solution obtenue par les codes 2D sont tracées grâce aux
logiciels Visit [CBW+12] et ParaView [Hen07].
On rappelle que pour plus de détails sur le code utilisé, on pourra se référer à l’An-
nexe A.
3.4.2 Advection 2D
Le premier cas test est effectué avec l’équation de transport (1.12) afin de pouvoir
calculer des erreurs par rapport à une solution exacte. Le test est le transport d’un
double sinus en condition initiale : U0(x) = sin(2pix) sin(2piy) à la vitesse a = (1 1)T .
Le domaine de calcul est le carré unité [0; 1]2 où l’on impose une condition de Dirichlet
avec la solution exacte U(t,x) = U0(x− at) sur chaque bord.
Dans les tableaux qui suivent, l’erreur relative en norme L2 entre la solution appro-
chée et la solution exacte est calculée de la manière suivante :
e2L2(tn,∆x) :=
∑
K∈M
(
|K|UnK −
∫
K
U(tn,x)dx
)2
∑
K∈M
(∫
K
U(tn,x)dx
)2 , (3.27)
où UnK est la valeur moyenne obtenue par le schéma et U(t,x) la solution exacte. Comme
dans le cas 1D avec (2.38), les intégrales sont calculées avec des formules de quadrature
du même ordre que le schéma numérique. Ensuite, de la même manière qu’en 1D, l’ordre
approché est calculé comme la pente de l’erreur en fonction du pas d’espace du maillage
∆x :
pL2(tn) :=
log(eL2(tn,∆x2))− log(eL2(tn,∆x1))
log(∆x2)− log(∆x1) . (2.39)
Les erreurs et ordres pour les schémas HLL (1.40) et HLL-DLP (3.26) avec les re-
constructions polynomiales de MOOD (1.38) sont présentés dans les Tableaux 3.1 et 3.2
au temps tf = 1 s. Les résultats de ces deux tableaux sont synthétisés sur la Figure 3.7.
Pour ces premiers tests, on utilise un maillage de triangles que l’on raffine au fur et à
mesure.
Comme on peut le voir dans les tableaux et sur la figure, on observe que les ordres
théoriques sont bien atteints pour les différents schémas. De plus, on observe que les
schémas HLL-DLP et HLL sont de précision équivalente sur ces maillages sans grande
déformation. Concernant les reconstructions polynomiales, on observe sur la Figure 3.7
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Maillage HLL-P0 HLL-P1 HLL-P2 HLL-P3
ddl ∆x eL2 pL2 eL2 pL2 eL2 pL2 eL2 pL2
676 6.45E-03 4.41E-01 — 4.42E-02 — 4.36E-02 — 3.04E-03 —
2 704 3.22E-03 2.80E-01 0.66 9.18E-03 2.27 6.24E-03 2.81 1.72E-04 4.14
10 816 1.61E-03 1.62E-01 0.79 2.37E-03 1.95 8.52E-04 2.87 1.56E-05 3.47
43 264 8.06E-04 8.79E-02 0.88 5.86E-04 2.02 1.18E-04 2.85 9.68E-07 4.01
173 056 4.03E-04 4.61E-02 0.93 1.35E-04 2.11 1.59E-05 2.89 5.22E-08 4.21
692 224 2.01E-04 2.37E-02 0.96 3.20E-05 2.08 2.08E-06 2.93 3.02E-09 4.11
Tableau 3.1 – Erreurs et taux de convergence pour le double sinus avec le schéma
HLL
Maillage HLL-DLP-P0 HLL-DLP-P1 HLL-DLP-P2 HLL-DLP-P3
ddl ∆x eL2 pL2 eL2 pL2 eL2 pL2 eL2 pL2
676 6.45E-03 4.49E-01 — 4.19E-02 — 4.49E-02 — 3.15E-03 —
2 704 3.22E-03 2.86E-01 0.65 8.37E-03 2.32 6.46E-03 2.80 1.86E-04 4.08
10 816 1.61E-03 1.65E-01 0.79 2.24E-03 1.90 8.84E-04 2.87 1.72E-05 3.44
43 264 8.06E-04 8.93E-02 0.89 6.27E-04 1.83 1.22E-04 2.85 1.02E-06 4.07
173 056 4.03E-04 4.66E-02 0.94 1.74E-04 1.85 1.64E-05 2.90 5.91E-08 4.11
692 224 2.01E-04 2.38E-02 0.97 4.97E-05 1.81 2.15E-06 2.93 3.79E-09 3.96
Tableau 3.2 – Erreurs et taux de convergence pour le double sinus avec le schéma
HLL-DLP
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Figure 3.7 – Graphes d’erreurs pour le double sinus
que l’utilisation du degré trois (P3) est bien plus profitable que le degré deux (P2) car
ce dernier n’apporte pas une amélioration significative par rapport à P1.
Ensuite, on trace sur la Figure 3.8 l’erreur en fonction du temps de calcul. On peut
ainsi voir l’intérêt de l’ordre élevé qui permet d’obtenir une meilleure précision pour un
temps de calcul donné. En outre, on peut aussi comparer le temps de calcul des flux HLL
et HLL-DLP et observer que le coût du schéma HLL-DLP sur un maillage donné est du
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même ordre que celui du schéma HLL sur un maillage avec un cran de raffinement en
plus.
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Figure 3.8 – Graphes d’erreurs pour le double sinus en fonction du temps CPU
Finalement, afin d’observer le comportement du schéma HLL-DLP sur des maillages
déformés, on reprend le même cas test sur des raffinements du maillage de Kershaw (voir
Figure 3.9). Les résultats obtenus avec les deux schémas d’ordre un sont présentés dans
le Tableau 3.3. Dans ce tableau, on voit bien l’amélioration de la précision lorsque l’on
utilise le flux HLL-DLP sur des maillages déformés.
Figure 3.9 – Maillage de Kershaw
3.4.3 Problèmes de Riemann 2D avec les équations d’Euler
Les cas tests suivants utilisent le modèle d’Euler gaz parfaits (1.13) que l’on initialise
avec des problèmes de Riemann 2D. Des solutions de référence existent dans la litté-
rature pour ce type de problème en fonctions des quatre états initiaux. On pourra par
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Mesh HLL-P0 HLL-DLP-P0
ddl ∆x eL2 pL2 eL2 pL2
9 216 7.55E-04 3.35E-01 — 2.32E-01 —
36 864 3.67E-04 2.05E-01 0.68 1.31E-01 0.79
147 456 1.81E-04 1.15E-01 0.81 7.05E-02 0.88
589 824 8.96E-05 6.14E-02 0.90 3.67E-02 0.93
Tableau 3.3 – Erreurs et taux de convergence pour le double sinus sur des maillages
de Kershaw
exemple se référer aux travaux suivants : [ZZ90 ; Sch93 ; SCG93 ; CCY95 ; LL98 ; CCY00].
On utilisera la numérotation introduite par Kurganov et Tadmor dans [KT02] afin
d’identifier les cas tests. Le Tableau 3.4 décrit l’état initial de chaque cadrant pour trois
configurations différentes. Pour les tests numériques, on utilise le carré unité [0; 1]2 avec
des conditions aux bords de type Neumann et un temps final tf = 0,3 s.
ρNW uNW vNW pNW ρNE uNE vNE pNE
ρSW uSW vSW pSW ρSE uSE vSE pSE
C3 0.5323 1.206 0.0 0.3 1.5 0.0 0.0 1.50.138 1.206 1.206 0.029 0.5323 0.0 1.206 0.3
C5 2.0 −0.75 0.5 1.0 1.0 −0.75 −0.5 1.01.0 0.75 0.5 1.0 3.0 0.75 −0.5 1.0
C6 2.0 0.75 0.5 1.0 1.0 0.75 −0.5 1.01.0 −0.75 0.5 1.0 3.0 −0.75 −0.5 1.3
Tableau 3.4 – États initiaux pour les configurations 3, 5 et 6 pour les problèmes de
Riemann 2D avec le modèle d’Euler gaz parfaits
Sur la Figure 3.10, on présente la solution obtenue avec le schéma HLL-DLP sur un
maillage fin composé de 1,2× 106 polygones obtenus par la méthode décrite dans 1.3.1.
Comme on peut le voir, les structures centrales sont bien représentées dans les trois
configurations testées bien que le maillage soit non structuré et que la condition ini-
tiale ne soit pas parfaitement alignée sur le maillage. La correction avec le flux à deux
points ne s’active pas avec les configurations 5 et 6 à quatre discontinuités de contact.
Elle s’active uniquement sur moins de 1% des cellules dans le cas des quatre chocs de
la configuration 3 pour un coût de calcul de l’ordre de 2% du temps total. Les résul-
tats pour les configurations à quatre discontinuités de contact sont assez diffusés car
c’est uniquement un schéma HLL et non un schéma HLLC qui est utilisé comme base.
En revanche, on observe sur la Figure 3.10d qu’on améliore sensiblement la qualité de
l’approximation en utilisant le flux HLLC-DLP dans ce cas.
Afin de montrer que le schéma HLL-DLP permet d’obtenir une meilleure solution
grâce une bonne orientation de la diffusion numérique, on reprend la troisième configu-
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(a) C3 : quatre chocs (b) C5 : quatre discontinuités de contact
(c) C6 : quatre discontinuités de contact (d) C6 : quatre discontinuités de contact
(HLLC)
Figure 3.10 – Densités obtenues avec le schéma HLL-DLP pour trois configurations
de problèmes de Riemann 2D avec le modèle d’Euler gaz parfaits sur un maillage avec
1,2× 106 cellules
ration à quatre chocs mais on utilise cette fois-ci un maillage très anisotrope. Le maillage
de base utilisé est celui de Kershaw (voir Figure 3.9) que l’on a raffiné en divisant chaque
quadrangle. Les calculs sont menés sur le sixième et septième raffinement de ce maillage
pour produire des maillages de 1,5× 105 et 6× 105 cellules. Sur ces deux maillages, on
compare les solutions obtenues par les schéma HLL et HLL-DLP. Sur la Figure 3.11,
on peut facilement observer en comparant les Figures 3.11b et 3.11c que la solution
donnée par le schéma HLL-DLP est bien meilleure que celle obtenue par le schéma HLL
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même sur un maillage plus fin. On voit ainsi qu’il est difficile d’obtenir la structure
centrale avec le schéma HLL car l’anisotropie du maillage est forte dans cette zone. À
titre de comparaison on notera que le temps de calcul sur le maillage à 1,5× 105 cellules
(Figure 3.11c) avec le schéma HLL-DLP est équivalent à celui du schéma HLL sur le
maillage avec 6× 105 cellules (Figure 3.11b). Pour un temps de calcul du même ordre
de grandeur, on obtient une meilleure solution sur ce maillage avec le schéma HLL-DLP.
On peut noter aussi que la correction avec le flux à deux points s’active sur moins de
1% des cellules pour un coût total de l’ordre de 3% du temps CPU global.
(a) HLL sur un maillage de 1,5× 105 cellules (b) HLL sur un maillage de 6× 105 cellules
(c) HLL-DLP sur un maillage de 1,5× 105
cellules
(d) HLL-DLP sur un maillage de 6× 105
cellules
Figure 3.11 – Densités obtenues sur des maillages de Kershaw avec les schémas HLL
et HLL-DLP pour la troisième configuration (C3)
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3.4.4 Problème de Riemann 2D avec le modèle M1 pour le
transfert radiatif
Afin de tester le nombre d’activations de la correction avec le flux à deux points, on
se propose de tester le schéma HLL-DLP (3.25) sur un cas test très raide. Ce cas test
est un problème de Riemann 2D avec le modèle M1 pour le transfert radiatif (1.17). On
rappelle que l’on ne considère pas encore le terme source pour le moment.
L’initialisation consiste en une température T0 = 1000 et une énergie radiative
ER,0 = aT 40 constantes sur le domaine. Le flux radiatif est initialisé avec FR,0 = (1 −
108)cE0Rv où le vecteur v est défini comme :
vNW =
0
1
 ↑ vNE =
−1
0
 ←
vSW =
1
0
 → vSE =
 0
−1
 ↓
Ce cas test est raide car dès la condition initiale on est très proche du bord de l’ensemble
des états admissibles puisque le facteur d’anisotropie f = ‖FR‖
cER
est proche de un. De plus,
étant donnée la définition du flux radiatif, ce facteur va rester très proche de un.
Les résultats pour l’énergie radiative ER et le facteur d’anisotropie f à un temps final
tf = 2× 10−9 sont présentés sur la Figure 3.12 avec un maillage de 1,2× 106 polygones.
Comme on peut le voir sur la Figure 3.12b, le facteur d’anisotropie f reste proche de un
(a) Énergie radiative ER (b) Facteur d’anisotropie f = ‖FR‖cER
Figure 3.12 – Résultats pour un problème de Riemann 2D avec le modèle M1 sur un
maillage avec 1,2× 106 cellules
au cours de la simulation ce qui rend le cas test très raide. La correction avec le flux à
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deux points s’active à toutes les itérations en temps mais sur moins de 1% des cellules.
De plus, les tests d’admissibilité physique et les re-calculs ne coûtent que 5% du temps
de calcul global.
3.4.5 Marche à Mach 3
Un autre cas test classique de la littérature avec le modèle d’Euler gaz parfaits (1.13)
est la marche à Mach 3 de Woodward et Colella décrite dans [WC84]. Le domaine
de calcul est présenté avec un maillage grossier sur la Figure 3.13. On pourra se référer
à l’article original pour les dimensions de ce domaine.
Figure 3.13 – Domaine de calcul avec un maillage grossier de 1,7× 103 polygones
pour la marche
La condition initiale utilise un fluide de densité ρ0 = 1,4 avec une pression p0 = 1.
On se place à Mach 3 avec une vitesse u0 =
(
3 0
)T
. Au cours du temps, le même fluide
rentre sur le côté gauche du domaine à la même vitesse. Le côté droit du domaine est
une sortie représentée par une condition de Neumann homogène. Les autres bords du
domaine sont des murs sur lesquels on applique la condition aux limites suivante :
UK,i =

1 0 0 0
0 −nK,i2x + nK,i2y −2nK,ixnK,iy 0
0 −2nK,ixnK,iy nK,i2x − nK,i2y 0
0 0 0 1
UK ,
avec UK,i la valeur imposée pour la condition à la limite et UK la valeur moyenne sur
la cellule.
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(a) HLL-P1 avec 1,7× 103 cellules
(b) HLL avec 1,7× 103 cellules
(c) HLL-DLP avec 1,7× 106 cellules
(d) HLL-DLP avec 1,7× 103 cellules
(e) HLL-DLP-P1 avec 1,7× 103 cellules
Figure 3.14 – Densités obtenues avec les schémas HLL et HLL-DLP sur des maillages
grossiers et fins pour la marche à Mach 3
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(a) HLL-P1 avec 1,7× 103 cellules
(b) HLL avec 1,7× 103 cellules
(c) HLL-DLP avec 1,7× 106 cellules
(d) HLL-DLP avec 1,7× 103 cellules
(e) HLL-DLP-P1 avec 1,7× 103 cellules
Figure 3.15 – Gradients de la densité obtenus avec les schémas HLL et HLL-DLP sur
des maillages grossiers et fins pour la marche à Mach 3
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Au centre de la Figure 3.14, on présente la solution obtenue sur un maillage fin de
1,7× 106 polygones avec le schéma HLL-DLP sur Figure 3.14c. Sur cette même figure,
on représente aussi la solution sur un maillage grossier pour comparer le flux à deux
points (1.29) et le HLL-DLP (3.25) avec un schéma d’ordre un et deux. Cette compa-
raison permet d’observer la meilleure orientation de la diffusion numérique du schéma
HLL-DLP. Dans les Figures 3.14b et 3.14d, on observe sur la première discontinuité
que le schéma à deux points suit le maillage alors que le schéma HLL-DLP donne une
solution plus cohérente avec la solution de référence de la Figure 3.14c. Pour les résultats
utilisant le schéma HLL-DLP, la correction avec le flux à deux points est utilisée unique-
ment sur moins de 1% des cellules du maillage. Les tests et re-calculs de la correction à
deux points coûtent moins de 2% du temps CPU total. Concernant les résultats avec le
schéma d’ordre deux dans les Figures 3.14a et 3.14e, on observe que la reconstruction po-
lynomiale permet de mieux décrire la solution à maillage fixé et ce plus particulièrement
sur le côté droit du domaine. La reconstruction polynomiale est uniquement limitée a
posteriori par le critère d’admissibilité physique (PAD), c’est pour cela que l’on observe
certaines oscillations parasites à l’avant.
Afin de voir l’effet de l’utilisation du schéma HLL-DLP sur la discrétisation du gra-
dient, on a calculé la norme euclidienne de la valeur moyenne par cellule du gradient de
la solution à l’aide d’une reconstruction P1 : ‖∫K ∇U˜(x)dx‖. Les résultats de ces calculs
de post-traitement sur les solutions de la Figure 3.14 sont présentés sur la Figure 3.15.
On observe de nouveau dans cette figure que le schéma HLL-DLP permet d’avoir une
meilleure représentation des gradients par rapport à ceux obtenus par le schéma HLL
classique.
3.4.6 Conclusion
Avec ces différents cas tests hyperboliques classiques, on a pu voir que l’on peut
obtenir l’ordre souhaité avec le schéma HLL-DLP. De plus, on a observé au travers des
différents résultats que la correction avec le flux à deux points s’active peu et permet
donc de conserver le schéma HLL-DLP avec une bonne discrétisation de la diffusion
numérique dans la majorité des cas. En outre, le temps CPU nécessaire pour effectuer le
test d’admissibilité physique et les re-calculs avec le flux à deux points est assez faible.
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Schéma AP 2D d’ordre élevé
Introduction
On a vu dans le Chapitre 1 que l’extension naturelle du schéma HLL-AP en 2D n’est
pas consistant dans la limite de diffusion (voir aussi [Sar13 ; BMST16]) car sa limite est
le schéma FV4 [EGH00] et ce dernier n’est pas consistant sur des maillages généraux.
Dans le Chapitre 3, on a construit un schéma volumes finis pour la discrétisation du sys-
tème hyperbolique homogène (1.2) possédant les trois propriétés demandées. Ce dernier
possède une diffusion numérique orientée selon la normale (PII) et, est une extension de
flux à deux points (PIII). En outre, on a obtenu la préservation de l’ensemble des états
admissibles (P1)/(PI) grâce à une correction avec le flux à deux points. Au travers des
résultats numériques de ce même chapitre, on a pu observer que le nombre d’activations
de cette correction restait faible. Ces trois propriétés vont permettre de pouvoir intro-
duire aisément le terme source avec la technique de Berthon et Turpault [BT11] au
sein du flux numérique comme fait en 1D avec le schéma HLL-AP dans le Chapitre 2. On
rappelle que celle-ci a déjà été utilisée sur des maillages 2D non structurés dans [BMT14 ;
BMST16] et dans [DMTB15] mais aucun de ces deux travaux ne permet de préserver
l’ensemble des états admissibles dans toutes les configurations. Ainsi, on va maintenant
étendre le nouveau schéma HLL-DLP (3.25) afin de discrétiser les systèmes de lois de
conservation avec terme source (1.1) pour créer le schéma HLL-DLP-AP et obtenir la
préservation de l’asymptotique (P2). La construction va se dérouler de la même manière
qu’en 1D car le flux HLL-DLP est créé comme une extension de solveurs de Riemann
approchés à deux points 1D. Le terme source va donc être discrétisé naturellement dans
chaque direction. Le schéma HLL-DLP-AP possédera les bonnes propriétés à la limite
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car il va dégénérer vers le schéma deDroniou et Le Potier [DLP11] pour les équations
de diffusion présenté dans la partie 3.2.1.
Pour ce chapitre, on présente tout d’abord un cadre général dans la partie 4.1 pour
obtenir un schéma AP et préservant l’ensemble des états admissibles sur tout maillage
2D non structuré. Pour cela, on prouve un théorème qui donne la stabilité sous une
condition CFL identique à celle de la discrétisation sans terme source. La preuve est de
nouveau faite en reformulant le schéma comme une combinaison convexe de schémas 1D,
ici le HLL-AP du Chapitre 2. Un tel schéma est alors construit dans la partie 4.2, en
reprenant le flux HLL-DLP construit dans le chapitre précédent. En outre, on calcule les
corrections asymptotiques associées à ce nouveau schéma AP en 2D. De plus, on prouve
que la correction à deux points requise pour préserver l’ensemble des états admissibles
ne s’active pas à proximité de la limite de diffusion, ce qui permet de rester consistant
à la limite. Puis, on l’étend à l’ordre élevé dans la partie 4.3. Pour se faire, on réutilise
la combinaison convexe élaborée en 1D dans le Chapitre 2 qui mêle les reconstructions
polynomiales de la méthode MOOD et les valeurs de moyennes de l’ordre un. Elle permet
de préserver l’asymptotique à tout ordre. Ensuite, tout comme dans la partie 2.3.2, on
exhibe des solutions de référence pour un modèle linéaire afin de pouvoir les comparer aux
solutions approchées. Pour finir, on présente des résultats numériques dans la partie 4.5.
Avec ces tests, on souhaite montrer que le nouveau schéma est AP et que l’ordre élevé
permet d’améliorer la qualité des solutions calculées.
4.1 Cadre général
De la même manière que pour discrétiser le système homogène (1.2), on présente tout
d’abord un cadre général afin d’obtenir un schéma AP puis on présentera en particulier le
schéma HLL-DLP-AP obtenu par extension du schéma HLL-DLP (3.25) pour le système
homogène (1.2).
On utilise le cadre suivant pour discrétiser le système avec terme source (1.1) :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|FK,i · nK,i, (4.1)
où le flux FK,i inclut la discrétisation du terme source. Dans le but d’obtenir une condi-
tion de stabilité pour ce schéma, on prouve le théorème suivant :
Théorème 4.1. On suppose que le flux numérique FK,i de (4.1) vérifie les hypothèses
suivantes en plus des trois hypothèses du Théorème 3.1 :
(H¯1) il peut s’écrire comme une combinaison à poids positifs de flux FKJ :
∃νJK,i ≥ 0, FK,i · nK,i =
∑
J∈SK,i
νJK,iFKJ · ηKJ .
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Ces flux dans chaque direction contiennent la discrétisation du terme source et
s’écrivent comme :
FKJ · ηKJ = αKJFKJ · ηKJ − (1− αKJ)S−KJ − (1− αKK)S+KK .
Les deux quantités S discrétisant le terme source s’expriment de la manière sui-
vante :
S−KJ(UK ,UJ ;ηKJ) = min(0, b−KJ)(R(UK)−UK)
+ min(0, b+KJ)(R(UK)−UJ)− F(UK) · ηKJ
S+KK(UK ,UK ;ηKJ) = max(0, b−KK)(R(UK)−UK)
+ max(0, b+KK)(R(UK)−UK) + F(UK) · ηKJ
(4.2)
(H¯2) les coefficients α peuvent se définir comme :
αKJ =
b+KJ − b−KJ
(b+KJ − b−KJ) + γKδK
∈ [0; 1],
avec δK une longueur de telle sorte que αKJ = 1 +O(∆xK).
avec SK,i l’ensemble des cellules utilisées pour calculer les flux sur l’interface i et ηKJ un
vecteur unitaire normal sortant à K. On rappelle que b+KJ et b−KJ encadrent les vitesses
d’ondes du flux F entre les états UK et UJ .
Alors le schéma (4.1) est consistant avec (1.1), stable et préserve l’ensemble des états
admissibles A sous la condition CFL qui suit :
max
K∈M
J∈EK
(
bKJ
∆t
δK
)
≤ 1, (3.1)
où bKJ est une vitesse plus grande que toutes les vitesses d’ondes entre les états UK
et UJ . On rappelle que δK (3.2) est une longueur caractéristique qui intervient dans
la preuve et EK est le stencil de la cellule K. On notera que cette condition CFL est
identique à celle du Théorème 3.1 pour le schéma hyperbolique.
Démonstration. Tout comme les Théorèmes 1.1, 1.2 et 3.1 la preuve va se faire en réécri-
vant le schéma (4.1) comme une combinaison convexe de schémas 1D. Les schémas 1D
impliqués ne seront rien d’autre que le HLL-AP de Berthon et Turpault présentés
dans le Chapitre 2.
On utilise tout d’abord deux lemmes pour prouver la consistance du schéma avec le
système (1.1).
Lemme 4.1. Le terme H(Un) := ∑J∈SK,i νJK,iαKJFKJ ·ηKJ de (H¯1) est consistant avec
F(U) · nK,i.
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Démonstration. Afin de prouver la consistance, on suppose que pour toutes cellules K
du maillage M on a : U := UnK . Cela implique que pour tout J on ait : αKJ = αK .
Ensuite, d’après l’hypothèse de consistance (H1), on a :
H(U) = αKF(U) · nK,i.
Finalement comme on a αK = 1 +O(∆xK), on obtient la consistance voulue.
Lemme 4.2. Le terme discrétisant le terme source du système (1.1) dans le flux de
l’hypothèse (H¯1) :
S(Un) :=
∑
i∈EK
|ei|
|K|
∑
J∈SK,i
νJK,i
[
(1− αKJ)S−KJ + (1− αKK)S+KK
]
,
est consistant avec γ(U)(R(U)−U).
Démonstration. Tout comme dans le lemme précédent, on suppose que l’on a U := UnK
pour toutes cellules K du maillage M . Ceci permet de dire que pour tout J on a :
b± = b±KJ et αK = αKJ = αKK . Cela implique que :
S(U) =
∑
i∈EK
|ei|
|K|
∑
J∈SK,i
νJK,i
(
(1− αK)S− + (1− αK)S+
)
=
∑
i∈EK
|ei|
|K|
∑
J∈SK,i
νJK,i
(
(1− αK)(b+ − b−)(R(U)−U)
)
Puis en inversant les deux sommes de l’expression précédente et en reprenant les défini-
tions de ωKJ (3.5) et δK (3.2) utilisées dans la preuve du Théorème 3.1, on obtient :
S(U) =
∑
J∈EK
ωKJ
δK
(
(1− α)(b+ − b−)(R(U)−U)
)
= 1
δK
(1− αK)(b+ − b−)(R(U)−U)
∑
J∈EK
ωKJ
= 1
δK
γKδK
(b+ − b−) + γKδK (b
+ − b−)(R(U)−U)
On obtient alors aisément la consistance quand δK → 0.
À la suite de ces deux lemmes prouvant la consistance du schéma, on va montrer sa
stabilité à l’aide d’une combinaison convexe. Pour cela comme pour le cas sans terme
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source, on part de la définition du schéma et on inverse les sommations :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|FK,i · nK,i (4.1)
= UnK −
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,iαKJFKJ · ηKJ
+ ∆t|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,i
(
(1− αKJ)S−KJ + (1− αKK)S+KK
)
= UnK −∆t
∑
J∈EK
ωKJ
δK
αKJFKJ · ηKJ
+ ∆t
∑
J∈EK
ωKJ
δK
(
(1− αKJ)S−KJ + (1− αKK)S+KK
)
(4.3)
Ensuite, avec l’hypothèse (H3) du Théorème 3.1, on peut écrire l’égalité suivante :
0 =
∑
J∈EK
ωKJ
∆t
δK
αKKFKK · ηKJ (4.4)
Finalement, en ajoutant les termes de (4.4) à l’expression (4.3), on obtient le schéma
suivant :
Un+1K = UnK −∆t
∑
J∈EK
ωKJ
δK
(αKJFKJ · ηKJ − αKKFKK · ηKJ)
+ ∆t
∑
J∈EK
ωKJ
(1− αKJ
δK
S−KJ +
1− αKK
δK
S+KK
)
Cette dernière expression est exactement une combinaison convexe de schémas 1D HLL-
AP (2.1) de [BT11] entre les états UK à gauche ainsi qu’au centre et UJ à droite (voir
Figure 3.1).
Le schéma (4.1) hérite donc de toutes les propriétés des schémas HLL-AP, en parti-
culier il est stable et préserve l’ensemble des états admissibles sous la condition CFL :
max
K∈M
J∈EK
(
bKJ
∆t
δK
)
≤ 1. (3.1)
4.2 Construction du schéma HLL-DLP-AP
À partir du cadre général défini dans le Théorème 4.1, on construit le schéma HLL-
DLP-AP. Comme annoncé précédemment, le flux FK,i inclut la discrétisation du terme
source et de même que pour le schéma HLL-DLP, il s’exprime à partir de flux dans
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plusieurs directions :
FK,i · nK,i =
∑
J∈SK,i
νJK,iFKJ · ηKJ .
Les coefficients νJK,i (3.24) sont ceux du schéma HLL-DLP, ils sont calculés en utilisant les
valeurs des flux pour le système homogène FKJ . On pourrait envisager de les calculer en
faisant intervenir αKJFKJ , mais comme on le verra par la suite le calcul des coefficients
αKJ nécessite les coefficients ν au travers de la correction asymptotique γ (4.6). On
obtiendrait alors une formulation implicite qui alourdirait les calculs inutilement. Les
flux FKJ dans chaque direction sont construits en reprenant les idées utilisées pour le
schéma HLL-AP en 1D (2.1). Ainsi, si l’on suppose que le flux de base FKJ est un
solveur de Riemann approché à deux points avec des vitesses d’ondes encadrées par b−KJ
et b+KJ , les flux dans chaque direction avec terme source se calculent comme :
FKJ · ηKJ = αKJFKJ · ηKJ − (1−αKJ)S−KJ − (1− αKK)S+KK ,
où les quantités S discrétisant le terme source sont celles définies dans (4.2). Il reste
alors à définir les coefficients αKJ et αKK pour avoir le schéma complet. Ces coeffi-
cients se définissent de la manière suivante avec j ∈ [1;N ] indexant les composantes du
système (1.1) : 
αjKJ =
b+KJ − b−KJ
(b+KJ − b−KJ) + γKδjK
,
αKK =
b+KK − b−KK
(b+KK − b−KJ) + γKδKK
,
(4.5)
On rappelle que la longueur δjK est donnée par la formule (3.2) appliquée sur chaque
composante du coefficient νJK,i. La longueur δKK est définie de telle sorte qu’elle coïncide
avec δjK(U) quand la solution est constante sur le stencil, ceci afin de préserver la consis-
tance du schéma. Ainsi, d’après la définition de δK (3.2) et des coefficients ν (3.24), on
obtient l’expression suivante quand la solution est constante sur le stencil :
δKK =
|K|∑
i∈EK |ei|
∑
J∈SK,i w
J
K,i
≤ ∆xK .
On remarque que tout comme pour le schéma HLL-DLP (3.25) pour le système
homogène (1.2) avec le Théorème 3.1, le schéma HLL-DLP-AP (4.1) construit ci-dessus
pour discrétiser le système avec terme source (1.1) ne vérifie pas toutes les hypothèses du
Théorème 4.1. Plus particulièrement, les coefficients ν et α sont définis par composante
du système et les coefficients ν du schéma ne vérifient pas l’hypothèse (H3).
Ainsi, dans le but d’avoir la préservation de l’ensemble des états admissibles (PI),
on réutilise la correction avec le flux à deux points décrite sur la Figure 3.5. Cette
correction va permettre d’obtenir la préservation de A. En outre, elle ne va pas s’activer
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proche de la limite de diffusion et ne va donc pas modifier l’orientation de la diffusion
numérique (PII), nécessaire pour obtenir la préservation de l’asymptotique (P2). La
non-activation de la correction est prouvée par le lemme et le corollaire qui suivent :
Lemme 4.3. Dans la limite de diffusion le Théorème 4.1 est valide sous les hypo-
thèses (H1), (H2), (H¯1) et (H¯2). L’hypothèse (H3) n’est pas nécessaire dans ce cas et le
schéma (4.1) préserve l’ensemble des états admissibles sous la condition CFL (3.1).
Démonstration. Dans la preuve du Théorème 4.1, l’hypothèse (H3) est utilisée unique-
ment pour pouvoir ajouter les termes de (4.4). Proche de la limite de diffusion, U ap-
partient à la variété d’équilibre M (1.7) décrite dans la partie 1.2.1. De plus, d’après
la condition de compatibilité (1.8) énoncée originalement dans [BLT13], l’égalité (4.4)
est toujours vraie. Ce qui permet de dire que cette égalité est vraie dans la limite de
diffusion sans avoir besoin de l’hypothèse (H3). Le reste de la preuve du Théorème 4.1
est inchangée.
Corollaire 4.1. La correction avec le flux à deux points (1.29) détaillée dans la Fi-
gure 3.5 n’est jamais activée dans la limite de diffusion.
Démonstration. Dans la limite de diffusion, un seul coefficient νJK,i est utilisé dans le
schéma numérique car on ne considère que des équations de diffusion à la limite. Puis
en utilisant le Lemme 4.3, le schéma HLL-DLP-AP (4.1) rentre dans le cadre du Théo-
rème 4.1 proche de la limite de diffusion. De ce fait, il préserve l’ensemble des états
admissibles.
4.2.1 Correction asymptotique pour le schéma HLL-DLP-AP
Comme dans le cas 1D, l’utilisation de la technique de Berthon et Turpault
nécessite l’utilisation d’une correction asymptotique γ afin de régler le coefficient de
diffusion du schéma limite. On rappelle que cette correction ne permet pas de modifier
la direction de la diffusion numérique sans perdre certaines propriétés sur les coefficients
α, en particulier le fait que α ∈ [0; 1]. C’est pour cela que l’on a cherché à avoir une
diffusion numérique orientée selon la normale (PII) avec le schéma HLL-DLP (3.25)
construit dans le Chapitre 3.
On rappelle que la correction asymptotique γ est introduite en réécrivant le sys-
tème (1.1) en une formulation équivalente :
∂tU + div(F(U)) = (γ(U) + γ)(R(U)−U). (1.3)
Ensuite, le schéma HLL-DLP-AP (4.1) avec correction asymptotique s’exprime en ap-
pliquant le schéma à ce système équivalent ce qui modifie γ en γ + γ dans toutes les
expressions précédentes du schéma.
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Comme dans la partie 2.1.2, on exhibe le schéma limite à l’aide d’un développement
de Chapman-Enskog via une mise à l’échelle restrictive des paramètres. En introduisant
ε > 0, on réutilise la mise à l’échelle utilisée dans le Chapitre 2 :

γ ← γ
ε
∆t← ∆t
ε
. (2.5)
On obtient alors les développements suivants, proches de ceux utilisés en 1D dans (2.6) :

∆t αKJ = ∆t
b+KJ − b−KJ
(b+KJ − b−KJ)ε+ (γK + γ)δK
= ∆t b
+
KJ − b−KJ
(γK + γ)δK
+O(ε)
∆t (1−αKJ) = ∆t (γK + γ)δK(b+KJ − b−KJ)ε2 + (γK + γ)δKε
= ∆t
ε
−∆t b
+
KJ − b−KJ
(γK + γ)δK
+O(ε)
.
En introduisant ces développements dans le schéma HLL-DLP-AP (4.1), on obtient pour
les termes du même ordre que ε−1 :
0 = ∆t|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,i
(
S−KJ + S+KK
)
,
qui permet de retrouver R(U) = U, puis R(U) = U. Puis les termes en ε0 donnent :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
[
νJK,i
b+KJ − b−KJ
(γK + γ)δK
FKJ · ηKJ
]
R(U)=U
− ∆t|K|
∑
i∈EK
|ei|
∑
J∈SK,i
[
νJK,i
(
b+KJ − b−KJ
(γK + γ)δK
S−KJ +
b+KK − b−KK
(γK + γ)δKK
S+KK
)]
R(U)=U
En multipliant l’expression précédente par la matrice constante Q et utilisant les pro-
priété (1.6) et (1.8), on obtient la limite suivante si F est le flux HLL :
un+1K = unK +
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJ,jK,i
−b+KJb−KJ
(γK + γ)δjK
(unJ − unK),
avec j la composante du système sur laquelle intervient la diffusion. Afin de rendre cette
expression consistante avec l’équation limite (1.4), il ne reste plus qu’à choisir la bonne
valeur de la correction asymptotique. Elle va permettre de retomber exactement sur le
schéma de Droniou et Le Potier (3.11) car le schéma limite possède la bonne forme
et surtout sa diffusion numérique est correctement orientée (PII).
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Dans un cadre général, le coefficient γ doit être choisi de telle sorte que :
νJ,jK,i
−b+KJb−KJ
(γK + γ)δjK
(unJ − unK) = νJK,iD(u)i(f(u)nJ − f(u)nK) surM, (4.6)
où νJK,i sont les coefficients du schéma DLP (3.14). On observe que γ + γ reste positif
car f est une fonction croissante de u et tous les termes sont positifs dans l’expression
précédente. Un tel choix de correction asymptotique γ permet d’obtenir le schéma limite
suivant :
un+1K = unK +
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,iD(u)i(f(u)
n
J − f(u)nK),
consistant sur tout maillage avec l’équation limite (1.4).
Dans le but d’être exhaustif, on se propose de calculer les corrections asymptotiques
du modèle M1 pour le transfert radiatif (1.17) et celle du modèle d’Euler isentropique
avec friction (1.21) dans le cas du schéma HLL-DLP-AP. On pourra voir qu’elles se
rapprochent de celles exhibées dans [BMT14 ; BMST16].
Correction asymptotique du modèle M1 pour le transfert radiatif
Tout d’abord pour le modèle M1 (1.17), le coefficient contrôlant le terme source
obtenu dans la reformulation (1.18) est cσm avec c la vitesse de la lumière. On obtient
donc la correction asymptotique suivante :
(σ¯m)JK,i = 3(σ
f )Kν
J,ER
K,i
−b+KJb−KJ
νJK,ic
2δERK
− (σm)K .
Cette correction asymptotique peut se simplifier si on fait le choix classique b+KJ = −b−KJ = c.
Le schéma limite est alors le suivant :
(ρCvT + aT 4)
n+1
K =(ρCvT + aT
4)nK
+
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJK,i
c
3(σf )K
(
(aT 4)J − (aT 4)K
)
,
qui est le schéma DLP pour la limite asymptotique du modèle M1 :
∂t
(
ρCvT + aT 4
)
− div
(
c
3σf∇(aT
4)
)
= 0. (1.19)
Remarque 4.1. Cette correction asymptotique est liée au fait que l’on a choisi de ne pas
calculer de flux numérique F pour l’équation d’énergie matière (la dernière). Ce choix
a été fait car le flux physique est égal à zéro pour cette équation et le couplage entre la
température et les autres variables ne se fait que par le terme source.
126 CHAPITRE 4. SCHÉMA AP 2D D’ORDRE ÉLEVÉ
Correction asymptotique des équations d’Euler isentropique avec friction
Ensuite pour le modèle d’Euler (1.21), le terme contrôlant la raideur du terme source
est le coefficient de friction κ et cela conduit au calcul suivant :
κ¯JK,i =

κK
νJ,ρK,i(−b+KJb−KJ)
νJK,iδ
ρ
KJ
ρJ − ρK
pJ − pK − 1
, si pJ 6= pK
κK
νJ,ρK,i(−b+KJb−KJ)
νJK,iδ
ρ
KJ
1
p′(ρK)
− 1
, sinon.
Le schéma limite est alors le suivant :
ρn+1K = ρnK +
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJK,i
κK
(pJ − pK),
qui n’est rien d’autre que le schéma DLP pour l’équation limite du modèle d’Euler
isentropique :
∂t(ρ)− div
(1
κ
∇p
)
= 0. (1.22)
4.3 Montée en ordre du schéma HLL-DLP-AP
On possède désormais un schéma qui préserve l’asymptotique (P2) et l’ensemble des
états admissibles dans toutes les configurations (P1) grâce à la correction avec le flux à
deux points. Maintenant, tout comme dans le cas 1D avec le schéma HLL-AP, on étend
ce schéma à l’ordre élevé afin d’avoir une meilleure description des discontinuités et une
augmentation de la précision à maillage fixé.
Pour cela, on réutilise la même technique qu’en 1D avec la nouvelle combinaison
convexe (2.18) introduite via un coefficient β (2.20). On rappelle que cette combinaison
convexe a été introduite afin de contourner certaines limitations liées en partie à l’utilisa-
tion des reconstructions polynômiales qui s’effectuent par cellules et non par interfaces
pour la limite de diffusion. De plus, étant donné que les coefficients α restreignent le
schéma à être d’ordre un à proche de la diffusion et que les phénomènes à la limite
sont plus lents et continus que ceux rencontrés dans le régime de transport, il n’est pas
forcément nécessaire d’avoir un schéma d’ordre élevé à la limite.
Pour ces raisons, on introduit, comme en 1D, un coefficient β pour chaque cellule
K :
βnK :=
∆l
∆l + γ(UnK)tn∆xK
∈ [0; 1], (4.7)
où ∆l est la même longueur caractéristique qu’en 1D. On verra qu’un choix de ∆l =
5× 10−2 permet d’obtenir une bonne zone de transition. La nouvelle valeur de la solution
utilisée est alors la combinaison convexe entre la reconstruction polynomiale U˜ (1.38) et
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les valeurs moyennes U :
UnK(x) := βnKU˜nK(x) + (1− βnK)UnK . (4.8)
On notera que, comme en 1D, on souhaite obtenir les reconstructions polynomiales U˜
dans le régime de transport (γt∆xK . 1) afin d’améliorer la précision du schéma et
parce que le schéma est alors capable d’échantillonner le terme source. D’un autre côté,
on veut avoir les valeurs moyennes U proche de la limite de diffusion (γt∆xK  1), afin
de retrouver le schéma d’ordre un et la propriété de préservation de l’asymptotique via
les mêmes calculs que pour l’ordre un. Ainsi, avec cette nouvelle combinaison convexe,
la version d’ordre élevé du schéma HLL-DLP-AP s’exprime comme :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|
Ri∑
r=1
ξir
∑
J∈SK,i
νJK,i(U
n
ir)F(UnK,ir,UnJ,ir;ηKJ) · ηKJ , (4.9)
où ξir sont les poids de la formule de quadrature utilisée pour intégrer le flux sur l’inter-
face i et Ri est le nombre de points de quadrature. De plus, U˜nK,ir est la valeur de la com-
binaison convexe évaluée au point de quadrature de coordonnées xir : U˜nK,ir := U˜nK(xir).
Comme explicité dans le Chapitre 1, ce schéma est présenté avec une discrétisation tem-
porelle d’ordre un utilisant le schéma d’Euler explicite. La version d’ordre élevé en temps
s’obtient directement en appliquant ce schéma à chaque étage des schémas SSPRK dé-
crits dans la partie 1.3.4.
4.4 Construction de solutions de référence avec le
modèle P1 pour le transfert radiatif
La version d’ordre élevé du schéma HLL-DLP-AP (4.9) construite dans la partie pré-
cédente fait intervenir à la fois des reconstructions polynomiales et les valeurs moyennes
dans la combinaison convexe U (4.7). De plus, elle utilise une limitation a posteriori.
Il est donc difficile d’estimer théoriquement l’ordre de ce schéma. Comme en 1D, on
ne peut que conjecturer un ordre élevé proche du régime de transport et l’ordre un à
proximité de la limite de diffusion. Afin d’estimer plus en détails l’ordre du schéma, on
va réaliser une étude de convergence du même type que celle conduite en 1D avec les
équations du Télégraphe partie 2.3.2. Il faut pour cela avoir des solutions exactes du
modèle P1 pour le transfert radiatif (1.16). On s’inspire alors des travaux de [Fra12 ;
BDF12b ; BDFL16] pour créer un jeu de solutions exactes et continues.
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On suppose que le coefficient de scattering σd est constant et les solutions continues
sont calculées sous la forme suivante :
ER(t,x) = f(t,x) +
1
cσd
∂tf(t,x)
FR(t,x) = − c3σd∇f(t,x)
, (4.10)
où la fonction f est solution de l’équation aux dérivées partielles suivante :
cσd∂tf(t,x) + ∂2t f(t,x)−
c2
3 ∆f(t,x) = 0. (4.11)
On cherche alors des solutions f de l’équation (4.11) via une séparation de variables. Afin
de simplifier les calculs, on se place sur le carré unité [0; 1]2. Ensuite, si l’on suppose que
f est de la forme f(t,x) = α(t) cos(2pix) cos(2piy), alors α(t) est solution de l’équation
différentielle suivante :
8pi2c2
3 α(t) + cσ
dα′(t) + α′′(t) = 0. (4.12)
Il reste à trouver des solutions à cette équation différentielle en fonction du signe
3σd − 32pi2. Dans un premier temps, si 0 < σd <
√
32
3 pi, une des solutions de (4.12)
est :
α(t) = exp
(−cσdt
2
)(
sin
(
ct
6
√
96pi2 − 9(σd)2
)
+ cos
(
ct
6
√
96pi2 − 9(σd)2
))
Puis, dans le cas où σd =
√
32
3 pi, un second type de solution est :
α(t) = exp
(
−2
√
6pi
3 ct
)
(1 + t)
Finalement, dans le troisième et dernier cas, pour σd >
√
32
3 pi, une solution est donnée
par :
α(t) = exp
(
−12
(
σd − 13
√
9(σd)2 − 96pi2
)
ct
)
+ exp
(
−12
(
σd + 13
√
9(σd)2 − 96pi2
)
ct
)
À partir de ces trois types de solutions de (4.12), il est possible de construire des solu-
tions continues du modèle P1 pour plusieurs valeurs du coefficient de scattering à partir
de (4.10).
Comme dans les autres calculs en 1D, on notera dès maintenant que, au vu des
exponentielles présentes dans les solutions, il ne sera pas possible de calculer des solutions
exactes pour des grandes échelles de σd.
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4.5 Résultats 2D avec terme source
On présente maintenant différents cas tests numériques afin d’étudier le comporte-
ment du schéma HLL-DLP-AP dans différentes configurations. On s’intéresse aux résul-
tats obtenus par le schéma tant dans des régimes intermédiaires que proche de la limite
de diffusion, en utilisant à la fois le schéma d’ordre un (4.1) et son extension à l’ordre
élevé (4.9).
4.5.1 Comparaison avec les solutions de référence du modèle
P1
Pour commencer, on utilise les solutions continues construites dans la partie 4.4 afin
d’observer l’ordre du schéma dans des régimes intermédiaires. Les résultats présentés
dans cette partie peuvent être mis en relation avec ceux obtenus dans la partie 2.4.2
avec les équations du Télégraphe en 1D.
Pour cela, on se place sur le carré unité [0; 1]2 avec des conditions de Dirichlet im-
posées sur chaque côté du domaine avec la solution exacte. Les calculs sont menés avec
l’équation de la chaleur hyperbolique, ainsi les constantes c et σd sont normalisées pour
obtenir :  ∂tER + div(FR) = 0∂tFR +∇ER = −σFR ,
pour cela on a fixé c =
√
3 et σ =
√
3σd. Dans les Tableaux 4.1, 4.2 et 4.3, on présente les
erreurs relatives en norme L2 calculées à l’aide de la formule (3.27) sur l’énergie radiative
ER. On utilise le schéma HLL-DLP-AP d’ordre un (4.1) et le schéma d’ordre élevé (4.9)
utilisant la combinaison convexe (4.8) avec des reconstructions polynomiales de degré
un (P1) et deux (P2) limité par le critère DMP. On se place à un temps final tf = 1 s
pour différentes valeurs de σ : 10−2, 1 et 10 s−1.
Maillage β HLL-DLP-AP HLL-DLP-AP-P1 HLL-DLP-AP-P2
ddl ∆x (4.7) eL2 pL2 eL2 pL2 eL2 pL2
676 6.45E-03 1.00 3.20E-01 — 9.13E-02 — 9.17E-02 —
2 704 3.22E-03 1.00 1.93E-01 0.73 3.07E-02 1.57 2.95E-02 1.63
10 816 1.61E-03 1.00 1.05E-01 0.88 1.32E-02 1.22 1.42E-02 1.05
43 264 8.06E-04 1.00 5.52E-02 0.93 6.43E-03 1.03 7.21E-03 0.98
173 056 4.03E-04 1.00 2.84E-02 0.96 3.30E-03 0.96 4.05E-03 0.83
692 224 2.01E-04 1.00 1.44E-02 0.98 1.73E-03 0.93 2.70E-03 0.58
Tableau 4.1 – Erreurs et taux de convergence pour le schéma HLL-DLP-AP avec
σ = 10−2
Pour σ = 10−2 dans le Tableau 4.1, on observe que les reconstructions polynomiales
permettent de légèrement améliorer la précision sans toutefois atteindre l’ordre désiré.
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Cette limitation est due aux coefficients α (4.5) qui ne respectent pas les propriétés (2.17)
afin d’avoir un schéma globalement d’ordre élevé. De plus, la limitation avec le critère
DMP de la méthode MOOD diminue l’ordre du schéma mais permet de conserver des
solutions valables. On voit tout de même que la reconstruction P1 permet de gagner un
facteur dix sur l’erreur, cependant la reconstruction P2 n’apporte pas plus.
Maillage β HLL-DLP-AP HLL-DLP-AP-P1 HLL-DLP-AP-P2
ddl ∆x (4.7) eL2 pL2 eL2 pL2 eL2 pL2
676 6.45E-03 0.89 3.18E-01 — 1.09E-01 — 1.08E-01 —
2 704 3.22E-03 0.94 1.91E-01 0.73 3.35E-02 1.71 3.17E-02 1.77
10 816 1.61E-03 0.97 1.03E-01 0.89 1.30E-02 1.37 1.36E-02 1.22
43 264 8.06E-04 0.98 5.40E-02 0.93 6.10E-03 1.09 6.75E-03 1.01
173 056 4.03E-04 0.99 2.76E-02 0.97 3.13E-03 0.96 3.86E-03 0.80
692 224 2.01E-04 1.00 1.40E-02 0.98 1.64E-03 0.93 2.53E-03 0.61
Tableau 4.2 – Erreurs et taux de convergence pour le schéma HLL-DLP-AP avec
σ = 1
Avec σ = 1 dans le Tableau 4.2, le schéma avec les reconstructions polynomiales
P1 est encore plus précis que le schéma d’ordre un, d’un ordre de grandeur, même si
de nouveau l’ordre désiré n’est pas atteint, comme prévu. De plus, on peut voir que la
reconstruction de degré deux n’améliore pas la précision.
Maillage β HLL-DLP-AP HLL-DLP-AP-P1 HLL-DLP-AP-P2
ddl ∆x (4.7) eL2 pL2 eL2 pL2 eL2 pL2
676 6.45E-03 0.44 1.08E+00 — 1.49E+00 — 1.48E+00 —
2 704 3.22E-03 0.61 7.38E-01 0.55 8.48E-01 0.82 8.56E-01 0.79
10 816 1.61E-03 0.76 4.23E-01 0.80 4.15E-01 1.03 4.22E-01 1.02
43 264 8.06E-04 0.86 2.25E-01 0.91 2.00E-01 1.06 2.02E-01 1.06
173 056 4.03E-04 0.93 1.15E-01 0.97 9.74E-02 1.04 9.90E-02 1.03
692 224 2.01E-04 0.96 5.81E-02 0.98 4.81E-02 1.02 4.89E-02 1.02
Tableau 4.3 – Erreurs et taux de convergence pour le schéma HLL-DLP-AP avec
σ = 10
Finalement, pour le cas σ = 10, les trois schémas possèdent la même précision car
le terme source est plus prépondérant ce qui implique que ce sont les valeurs moyennes
qui sont utilisées dans la combinaison convexe U (4.8).
Dans ces trois tableaux, on peut observer que le schéma HLL-DLP-AP est bien
convergent à l’ordre un pour les trois échelles de σ. On rappelle que l’on ne teste pas le
schéma face à ces solutions continues pour des plus grandes échelles de σ car les solutions
exactes ne sont pas correctement définies numériquement.
Les résultats des Tableaux 4.1, 4.2 et 4.3 sont regroupés dans la Figure 4.1. On
retrouve le même comportement de l’erreur en fonction de σ et l’on observe bien quel
est le schéma le plus précis en fonction des régimes.
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Figure 4.1 – Graphes d’erreurs pour le schéma HLL-DLP-AP
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Figure 4.2 – Graphes d’erreurs pour le schéma HLL-DLP-AP en fonctions du temps
CPU
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Comme dans le cas 1D, on trace aussi l’erreur en fonction du temps de calcul dans
la Figure 4.2 pour σ = 10−2 et 1. On trace les courbes uniquement dans ces deux cas
car on a vu que pour σ = 10 les reconstructions polynomiales ne sont pas plus précises
que le schéma d’ordre un. On observe bien l’intérêt de la reconstruction P1 qui permet
d’améliorer la précision pour un temps de calcul raisonnable.
4.5.2 Convergence vers la diffusion
De la même manière qu’en 1D dans la partie 2.4.3, on effectue une étude de conver-
gence vers la diffusion quand γt croît. On se place aussi avec le modèle M1 pour le
transfert radiatif (1.17).
On rappelle que cette étude de convergence s’effectue en comparant la solution ob-
tenue avec des schémas pour le système avec terme source (1.1) à celle obtenue par un
schéma pour l’équation de diffusion limite (1.4) sur le même maillage. Ici, le schéma
limite est celui de Droniou et Le Potier (3.11). L’erreur relative en norme L2 se
calcule alors de la manière suivante :
e2L2(γt) :=
∑
K∈M
(|K| (QUK − uK))2∑
K∈M
(|K|uK)2
, (4.13)
où uK est la valeur moyenne de la solution obtenue par le schéma de Droniou et Le
Potier et QUK est celle obtenue par un schéma pour le système avec terme source (1.1).
L’initialisation pour ce cas test utilise une gaussienne 2D en température et on se
place sur la variété d’équilibre avec les variables suivantes :
T0(x, y) = 300 exp
(
− (x−0.5)2+(y−0.5)22×0.052
)
+ 300
ER,0(x, y) = aT0(x, y)4
FR,0(x, y) = 0
.
Le domaine de calcul est le carré unité [0; 1]2 maillé grossièrement avec 104 triangles,
pour un pas d’espace ∆x ' 1,6× 10−3. Les paramètres de la gaussienne sont choisis afin
que celle-ci ne touche pas les bords lors de son évolution et des conditions aux limites
de type Neumann sont appliquées.
Dans le Tableau 4.4, on présente les résultats obtenus avec les schémas HLL-DLP-
AP avec et sans reconstructions polynomiales. Comme on peut le voir, ces trois schémas
convergent bien vers la limite de diffusion quand on augmente γt. On a aussi ajouté
dans ce tableau le schéma HLL-DLP-NoAP qui n’est rien d’autre que le schéma HLL-
DLP-AP dans lequel on a désactivé la correction asymptotique γ en la fixant à zéro. Le
schéma que l’on a noté HLL-NoAP est le schéma HLL à deux points dans le lequel le
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terme source a été ajouté avec les coefficients α à l’aide de la méthode de Berthon et
Turpault. Finalement, le dernier schéma, noté HLL-SRC, est le schéma HLL avec une
discrétisation centrée du terme source :
Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|F i · nK,i + ∆tγ(UnK) (R(UnK)−UnK) . (4.14)
On peut voir qu’aucun de ces trois derniers schémas n’est consistant avec la limite de
diffusion, le moins bon restant le schéma avec la discrétisation centrée du terme source.
Plus en détail, on observe dans ce tableau que pour γt∆x  1 tous les schémas
donnent le même ordre de grandeur pour l’erreur. À l’inverse, dès que γt∆x 1 l’erreur
des trois schémas qui ne sont pas AP ne décroit pas.
σa, σe, σf 1 5 25 125 625 3125
ct 1 2 4 8 16 32
γt = cσmt 1 101 102 103 104 105
Schémas Erreurs-L2 relatives par rapport à la diffusion (4.13)
HLL-DLP-AP (4.1) 2.70E-02 1.47E-02 4.63E-03 8.50E-04 2.71E-04 1.12E-04
HLL-DLP-AP-P1 (4.9) 2.70E-02 1.47E-02 4.80E-03 9.93E-04 2.91E-04 1.14E-04
HLL-DLP-AP-P2 (4.9) 2.68E-02 1.45E-02 4.64E-03 8.47E-04 2.18E-04 1.73E-04
HLL-DLP-NoAP (γ = 0) 2.70E-02 1.46E-02 3.75E-03 2.86E-03 4.44E-03 3.27E-03
HLL-NoAP 2.70E-02 1.46E-02 3.81E-03 2.63E-03 4.05E-03 2.94E-03
HLL-SRC (4.14) 2.71E-02 1.57E-02 7.58E-03 3.52E-03 1.42E-02 1.92E-02
Tableau 4.4 – Convergence vers la limite de diffusion en 2D pour γt croissant avec
∆x ' 1,6× 10−3
On notera que pour tous les calculs avec les schémas HLL-DLP-AP, la correction
avec le schéma à deux points n’est jamais activée et que le coût des tests d’admissibilités
physiques est inférieur à 1%
4.5.3 Marche avec friction
Le cas test suivant s’inspire de la marche à Mach 3 deWoodward etColella [WC84]
présentée dans la partie 3.4.5. On utilise la même géométrie et le même type de condi-
tion aux limites : une entrée à gauche, une sortie de fluide à droite et les autres bords
sont des murs. De même, l’entrée de fluide se fait avec une densité ρ0 = 1 et une vitesse
u0 =
(
3 0
)T
.
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(a) HLL-DLP-AP-P0 sur un maillage de 4× 104 triangles
(b) HLL-DLP-AP-P0 sur un maillage de 106 triangles
(c) HLL-DLP-AP-P1 sur un maillage de 4× 104 triangles
(d) HLL-DLP-AP-P2 sur un maillage de 4 · 104 triangles
(e) HLL-DLP-AP-P3-DMP sur un maillage de 4 · 104 triangles
Figure 4.3 – Densités pour la marche avec friction obtenues avec le schéma
HLL-DLP-AP
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(a) tn = 0.4
(b) tn = 0.8
(c) tn = 1.2
(d) tn = 1.6
(e) tn = 2.0
Figure 4.4 – Valeurs du coefficient β (4.7) utilisées par le schéma HLL-DLP-AP-P1 à
différents temps pour la marche avec friction sur un maillage de 4× 104 triangles
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Contrairement au cas test original qui utilise le modèle d’Euler pour les gaz par-
faits (1.13), on utilise ici le modèle d’Euler isentropique avec friction (1.21). On rappelle
que la loi de pression que l’on utilise est p = ργ, avec γ = 1.4. Le coefficient de friction
que l’on choisit est le suivant :
κ(ρ) = 10
(
ρ
7
)3
, (4.15)
de telle sorte que les différents régimes soient présents au cours de la simulation. Le
temps final de la simulation est fixé à tf = 2 afin d’obtenir une solution présentant
plusieurs réflexions. Les résultats pour ce nouveau cas test sont présentés avec le schéma
d’ordre un et d’ordre élevé sur des maillages fins et grossiers sur la Figure 4.3. Le schéma
d’ordre élevé est limité par le critère d’admissibilité physique (PAD) et, un critère de non-
oscillation de la solution de type DMP est utilisé pour la solution avec la reconstruction
P3.
La Figure 4.3b est obtenue avec le schéma HLL-DLP-AP d’ordre un sur un maillage
fin de 106 triangles, elle peut donc être considérée comme une « solution de référence »
pour ce cas test. Les autres figures présentent la solution obtenue par le schéma HLL-
DLP-AP sans reconstructions polynomiales (P0) et avec reconstructions sur un maillage
plus grossier de 4× 104 triangles. Au travers des différentes sous figures de la Figure 4.3,
il est possible de comparer la solution obtenue sur le maillage grossier à la référence.
On observe que les solutions données par les schémas utilisant les reconstructions poly-
nomiales sont bien meilleures que celle du schéma d’ordre un, en particulier sur le côté
droit du domaine.
Le résultat de la Figure 4.3b, avec le schéma d’ordre un et le maillage fin, nécessite
270h de calculs alors qu’il ne faut que 6h pour obtenir la Figure 4.3c avec le schéma
utilisant la reconstruction P1 sur un maillage grossier. On voit ici tout l’intérêt de l’ordre
élevé dans de telles configurations. À titre de comparaison, les reconstructions P0, P2 et
P3 demandent respectivement 1, 12 et 24h de calculs sur le maillage de 4× 104 triangles.
Afin de voir plus en détail l’influence du paramètre β (4.7), on a tracé sur la Figure 4.4
la valeur de ce coefficient à différents temps de la simulation avec le schéma HLL-DLP-
AP-P1. On rappelle que β crée la combinaison convexe (4.8) entre les valeurs reconstruites
et les valeurs moyennes et qu’il est dépendant du temps. On peut voir sur cette figure
qu’il reste assez proche de un sur une grande portion du domaine, c’est donc l’ordre
élevé qui est privilégié sur ces zones. En effet, le temps de simulation est assez court et
le coefficient de friction κ (4.15) n’atteint pas des valeurs permettant de s’approcher du
régime de diffusion.
4.5.4 Vitesses de convergence
Comme en 1D dans la partie 2.4.4, on vérifie que le schéma permet de retrouver
les bonnes vitesses de convergence vers l’équilibre (1.9) et (1.10). On reprend le même
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type de test sur le modèle d’Euler isentropique avec friction (1.21). La vitesse du fluide
à l’instant initial est nulle pour se placer sur la variété d’équilibre M et la densité est
initialisée par une gaussienne de la forme :
ρ0(x) = exp(−(x− 50)2 − (y − 50)2) + 1.
On choisit un grand domaine de calcul [0; 100]2 avec des conditions aux bords de type
Neumann et le temps final de la simulation est fixé à tf = 100. Il est maillé avec environ
26000 triangles pour pas d’espace ∆x ' 9,05× 10−2.
De la même manière qu’en 1D, on trace sur les Figures 4.5 et 4.6 les normes L2 et
L∞ de la densité (moins sa valeur à l’équilibre, ρE = 1) et de la quantité de mouvement
au cours du temps. Elles sont obtenues par le schéma HLL-DLP-AP avec et sans recons-
tructions polynomiales (P0 et P1). Pour la version d’ordre élevé, on modifie la valeur de
la longueur caractéristique ∆l intervenant dans le calcul de β (4.7) en la multipliant par
la longueur du domaine, soit ∆l = 5.
Pour κ = 1, on observe sur la Figure 4.5 que les deux schémas respectent les bons
taux de convergence dans les normes L2 et L∞.
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Figure 4.5 – Vitesses de convergence vers l’équilibre pour la densité et la quantité de
mouvement avec ∆x ' 9,05× 10−2 et κ = 1 en 2D
Puis avec κ = 5, les résultats sont présentés sur la Figure 4.6. Dans ce cas on
observe que le schéma d’ordre un suit correctement les taux de décroissance. Quant
au schéma avec la combinaison convexe (4.8), il est nécessaire que la transition entre
les reconstructions polynomiales et les valeurs moyennes s’effectue afin de retrouver les
bonnes vitesses.
138 CHAPITRE 4. SCHÉMA AP 2D D’ORDRE ÉLEVÉ
101 102
10−2
10−1
100
1/2
1
1
1 + γt
‖ρ− ρE‖
101 102
10−3
10−2
10−1
1
3/2
1
1 + γt
‖ρu‖
P0 − L2
P1 − L2
P0 − L∞
P1 − L∞
Figure 4.6 – Vitesses de convergence vers l’équilibre pour la densité et la quantité de
mouvement avec ∆x ' 9,05× 10−2 et κ = 5 en 2D
4.5.5 Hydrodynamique radiative en 2D
Le dernier test que l’on effectue utilise le modèle de l’hydrodynamique radiative (1.20)
et il s’inspire des simulations présentes dans [STS01 ; Tur03]. Ces calculs s’inspirent
eux-mêmes des expériences décrites dans [CP64 ; PA64] où une balle est tirée à contre
courant dans un tube pour obtenir des grandes vitesses relatives, de l’ordre d’une dizaine
de kilomètres par seconde. Cette modélisation permet une première approche pour la
simulation de la rentrée atmosphérique de véhicules spatiaux. On néglige ici les réactions
chimiques qui ont lieu lorsque le milieu s’échauffe afin de conserver une simplicité dans
le modèle mais elles devraient être prises en compte pour des calculs plus réalistes. Ce
cas test est quantitatif car le modèle est simplifié mais on s’astreint à prendre les bons
ordres de grandeur pour les différents paramètres.
Dans cette optique, on utilise la pression et la densité de l’atmosphère à 57 km d’alti-
tude données par le modèle d’atmosphère standard de 1976 [COE76] obtenues à l’aide du
calculateur disponible en ligne : http://aero.stanford.edu/stdatm.html. On a ainsi
ρ0 = 4,2× 10−4 kg ·m−3 et p0 = 30,6305 Pa. On considère que l’air est un gaz parfait de
masse molaire M = 30× 10−3 kg ·mol−1 avec un coefficient adiabatique γ = 1,4. Il est
supposé à l’équilibre radiatif, on a donc ER,0 = aT 40 et FR,0 = 0 sur tout le domaine à
l’instant initial. De plus, la vitesse initiale est u0 =
(
16 0
)T
km · s−1.
On a choisi une approximation des opacités s’approchant du modèle de [NSCBK75] :
σ = min
103, p105
(
104
T
)3 .
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On utilise ici un modèle gris (intégré sur les fréquences) mais il pourrait être possible
de faire plus précis en utilisant un modèle de type multi-groupe (dépendant de la fré-
quence) [Tur03 ; Sar13].
Pour modéliser l’expérience, on place une balle de rayon r = 3 mm au centre d’un
carré de côté 6r. Sur le bord gauche du domaine, on utilise une condition de Dirichlet
pour faire rentrer le fluide avec les mêmes conditions qu’à l’état initial. Les autres côtés
du carré sont des sorties avec une condition de type Neumann et il est appliqué une
condition réflective sur la balle. Les résultats qui suivent sont obtenus sur maillage de
1,2× 104 triangles pour un pas d’espace de l’ordre de 2,5× 10−5 m.
Le temps final de la simulation est fixé à 10−6 s. Ce n’est pas encore la solution
stationnaire qui s’obtient pour un temps final de l’ordre de 10−5 s mais cela permet
d’observer une grande majorité des phénomènes en limitant le temps de calcul. On rap-
pelle que toute la discrétisation est explicite, le pas de temps est donc limité par les
vitesses d’ondes du transfert radiatif qui sont de l’ordre de la vitesse de la lumière.
Cependant, comme pour les chocs radiatifs dans la partie 2.4.5, la composante hyper-
bolique du flux numérique est découplée entre l’hydrodynamique et le transfert radiatif
pour utiliser leurs vitesses d’ondes respectives, ceci dans le but de limiter la diffusion
numérique. Cette décomposition est possible puisque l’on peut négliger la pression radia-
tive PR devant la pression matière p, le couplage se retrouve alors effectué uniquement
par le terme source.
Sur la Figure 4.7, on a tracé la température obtenue avec et sans prise en compte du
rayonnement : en utilisant le modèle de l’hydrodynamique radiative (1.20) ou le modèle
d’Euler gaz parfaits (1.13). On notera que les deux figures ne sont pas sur la même
échelle au vu des différences de température. Ceci peut s’expliquer par le fait que la
zone chaude à l’avant de la balle rayonne et chauffe l’atmosphère plus froide en amont.
De plus, le choix d’opacités que l’on a fait influence grandement la physique du problème
car normalement les différences avec et sans rayonnement sont moins importantes. En
outre, on remarque que le choc est plus près de la balle lorsque l’on prend en compte le
rayonnement.
Puis, sur la Figure 4.8, on présente les autres variables caractéristiques de l’écoule-
ment. On observe ainsi que le facteur d’anisotropie f est proche de 1 sur une grande
partie du domaine ce qui rend le cas très raide. Pourtant, la correction avec le flux à deux
points permettant de préserver l’ensemble des états admissible A s’active pour 90% des
itérations en temps mais uniquement sur un maximum de 1% des cellules. Comme dans
les autres cas tests, cette correction ne coûte que 1% du temps CPU global. En outre,
on peut voir la plage de variation des opacités qui montre bien que le schéma doit être
capable de s’adapter aux différents régimes.
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(a) Hydrodynamique radiative (b) Euler gaz parfaits
Figure 4.7 – Températures calculées autour de la balle avec et sans prise en compte
du rayonnement
4.5.6 Conclusion
Au vu des différents tests effectués avec le schéma HLL-DLP-AP, on peut voir que
celui-ci est bien AP et fournit des solutions valides dans tous les régimes. De plus, son
extension à l’ordre élevé permet d’améliorer la précision des résultats dans des régimes
proches de la convection.
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(a) Densité : ρ (b) Pression : p
(c) Facteur d’anisotropie : f = ‖FR‖cER (d) Température radiative : TR =
(
ER
a
)1/4
(e) Opacité : σ
Figure 4.8 – Résultats (densité, pression, facteur d’anisotropie, température radiative
et opacité) pour la balle
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Conclusion
Au cours de ce mémoire plusieurs techniques et schémas ont été développés et utilisés
afin d’obtenir des solutions approchées à des systèmes de lois de conservation avec terme
source dégénérant vers une équation de diffusion à la fois en 1D et en 2D sur maillage
non structuré.
Parmi celles-ci, on pourra noter l’adaptation de la reconstruction de Droniou et Le
Potier à des systèmes hyperboliques pour créer le schéma HLL-DLP qui possède ainsi
une meilleure orientation de la diffusion numérique. De plus, des preuves de stabilité par
combinaison convexe de schémas 1D sont fournies pour les différents schémas avec et
sans discrétisation du terme source.
L’extension à l’ordre élevé en espace se fait en utilisant les reconstructions polyno-
miales et le principe de limitation a posteriori de la méthode MOOD. Ici, la spécificité
se situe dans le fait que le dernier schéma de la boucle MOOD n’est pas le schéma HLL-
DLP d’ordre un mais le schéma HLL classique, ceci dans le but de préserver l’ensemble
des états admissibles. Quant à la montée en ordre en temps, elle s’effectue en utilisant
des schémas de type SSPRK.
La préservation de l’asymptotique à tout ordre est obtenue grâce à une nouvelle
combinaison convexe qui lie les reconstructions polynomiales et les valeurs moyennes de
l’ordre un. Elle permet d’effectuer les calculs avec les valeurs moyennes quand on est
proche de la diffusion pour retrouver le caractère AP. La préservation de l’asymptotique
avec le schéma d’ordre un, est due à l’introduction du terme source au sein du flux
numérique comme dans la technique de Berthon et Turpault.
En vue de comparer les solutions approchées, on a aussi construit des solutions de
références continues et discontinues aux équations du Télégraphe. L’augmentation de la
précision avec la version d’ordre élevé s’observe au travers des résultats numériques que
l’on propose. On voit ainsi que cette amélioration est particulièrement visible proche du
régime de transport et permet de fournir des meilleures solutions à maillage fixé.
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Perspectives
Plusieurs perspectives peuvent être envisagées pour la poursuite de ce travail. Tout
d’abord, le choix du paramètre β (2.20)-(4.7) créant la combinaison convexe entre les
reconstructions polynomiales et les valeurs moyennes de l’ordre un, a été fait de manière
qualitative au travers de tests numériques. Plus particulièrement, la zone de transition
entre l’utilisation de ces deux valeurs est uniquement déterminée par la longueur carac-
téristique ∆l. Une étude quantitative plus poussée sur l’impact du choix de ce coefficient
pourrait être menée afin d’aboutir à un choix peut-être plus pertinent. Notamment, il
a été choisi d’utiliser la même valeur pour la longueur caractéristique en 1D et en 2D,
cette nouvelle étude pourrait permettre de justifier ou d’infirmer ce choix.
Pour le moment, l’ordre du schéma proche de la diffusion et dans les régimes in-
termédiaires est limité par les coefficients α qui ne vérifient les propriété (2.17) pour
obtenir un schéma d’ordre élevé uniformément. On obtient alors un schéma dont la
précision est améliorée dans le régime de transport sans toutefois atteindre les ordres
désirés et redonne un schéma d’ordre un à la limite. Ce choix est justifié par le fait que
lorsque γt → ∞, les phénomènes sont assez lents et plus continus que les chocs que
l’on peut observer en hyperbolique. En revanche, ceci n’est pas toujours vrai comme on
l’a vu avec les chocs radiatifs dans la partie 2.4.5. Une modification de ces coefficients
serait intéressante afin d’augmenter l’ordre global du schéma et permettrait de récupérer
l’ordre deux du schéma limite, voire utiliser des schémas d’ordre élevé pour les équations
paraboliques [CMNP13], dans le but d’obtenir le même ordre dans tous les régimes.
Un autre point qu’il est possible d’améliorer est la prise en compte de système
d’équations de diffusion à la limite. Le formalisme de Berthon, LeFloch et Tur-
pault [BLT13] les prend en considération mais ce mémoire s’est uniquement attaché à
discrétiser une équation à limite. Cette extension nécessiterait un travail sur le schéma
limite qu’il faut revoir afin de discrétiser de tels systèmes.
D’un point de vue des applications, le schéma HLL-DLP a uniquement été testé avec
des problèmes hyperboliques. Il serait intéressant de pouvoir le mettre en pratique sur
des modèles tels que Navier-Stokes où sont présents des termes diffusifs car on a vu qu’il
permettait d’obtenir de bons gradients de la solution.
Concernant le cas de l’hydrodynamique radiative, on a vu que le pas de temps était
limité par la partie radiative car ses vitesses d’ondes sont beaucoup plus grandes que
celles de la partie fluide. Il pourrait être possible d’utiliser des techniques implicites ou
de splitting afin d’obtenir un pas de temps plus proche des caractéristiques du fluide tout
en conservant l’ordre élevé et l’asymptotique, ceci dans le but de diminuer le nombre
d’itérations nécessaires et le temps de calcul.
Finalement, sur des aspects plus pratiques au niveau de l’implémentation, il serait
possible de penser à utiliser le même stencil dans la reconstruction de Droniou et Le
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Potier et dans la méthode MOOD afin de limiter le stockage mémoire des différents
ensembles de points. D’autre part, les codes écrits au cours de cette thèse sont unique-
ment parallélisés en utilisant OpenMP (Open Multi-Processing) pour des architectures
à mémoire partagée. Le passage à une parallélisation avec MPI (Message Passing Inter-
face) ou à des architectures hétérogènes (GPU, cartes accélératrices) pourrait permettre
d’utiliser des machines à mémoire distribuée et ainsi utiliser une plus grande quantité
de processeurs et de mémoire pour pouvoir faire passer des maillages encore plus fins
que ceux présentés dans ce mémoire. De plus, cela ferait diminuer le temps de calcul en
utilisant plus de processeurs.
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A
Implémentation
Comme indiqué en introduction, quatre codes écrits en Fortran ont été développés
au cours de cette thèse. On décrit leurs fonctionnalités dans cette annexe.
A.1 Code hyperbolique 2D
A.1.1 Présentation générale
Le code principal permet d’obtenir des solutions approchées aux systèmes de lois de
conservation avec terme source de la forme (1.1). Naturellement, il est aussi possible de
calculer des solutions pour les modèles hyperboliques sans terme source du type (1.2).
Il utilise le schéma volumes finis explicite d’ordre élevé HLL-DLP-AP (4.9) qui est
AP et préserve l’ensemble des états admissibles grâce à la correction avec le flux à deux
points sur tout maillage 2D non structuré. La reconstruction DLP utilise trois points et
les coordonnées barycentriques dans le triangle formé par ces trois points. Il est aussi
possible d’utiliser plus de points pour calculer les coordonnées barycentriques avec les
mean values coordinates de [Flo03 ; Flo14 ; HF06] dans un polygone étoilé.
On rappelle que la version d’ordre élevé est obtenue avec les reconstructions polyno-
miales (1.38) et la limitation a posteriori (voir Figure 1.5) de la méthode MOOD [Dio12 ;
CDL11]. On utilise les schémas SSPRK [GST01] pour la discrétisation temporelle. Ainsi
l’ordre un est obtenu avec une reconstruction constante par maille (P0) et le schéma d’Eu-
ler explicite. Les ordres deux, trois et quatre sont respectivement obtenus avec les couples
suivants de reconstructions et schémas temporels : P1-SSPRK(2, 2), P2-SSPRK(3, 3),
P3-SSPRK(5, 4). Tout autre schéma explicite en temps peut être utilisé si on fournit le
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tableau de Butcher associé. Dans un cadre sans terme source, avec le flux HLL-DLP, on
pourra se référer au Tableau 3.2 qui montre que l’on atteint bien les ordres désirés. Puis,
une fois le terme source introduit la précision est augmentée (voir Tableaux 4.1, 4.2 et 4.3)
sans toutefois atteindre les ordres théoriques à cause des coefficients α qui ne respectent
pas les propriétés (2.17). Lorsque les cellules sont des triangles, les formules de quadrature
utilisées sont celles de l’Annexe A de [Dio12] et pour des cellules quelconques elles sont
triangularisées par leur centre afin d’utiliser de nouveau ces formules de quadratures.
Afin d’effectuer les calculs d’algèbre linéaire nécessaire à la version d’ordre élevé plu-
sieurs librairies peuvent être utilisées comme LAPACK [ABB+99], OpenBlas [XQY12 ;
QXYQ13], ATLAS [WPD01 ; WP05] ou encore la MKL (Math Kernel Library) d’Intel®.
Le code est écrit en Fortran pour un total d’environ 14 000 lignes de codes (calculées
avec les utilitaires cloc et SLOCCount). Il peut se compiler à l’aide des compilateurs
GNU (gfortran) et Intel® (ifort). La liste des dépendances entre les modules est générée
automatiquement avec makedepf90 afin de simplifier le Makefile. Tous les calculs ont été
effectués en double précision mais le code est capable de gérer la simple et la quadruple
précision, bien que cette dernière ne soit pas envisageable dans un cadre 2D au vu du
nombre de calculs.
À l’aide d’options de compilation il est possible d’utiliser les différents flux numériques
présents au sein du code : Rusanov [Rus61], HLL [HLL83] et HLLC (uniquement pour
les modèles d’Euler [TSS94 ; Tor09] et M1 [BCD07]). Ces mêmes options permettent
de choisir la physique à utiliser parmi celles présentées dans les parties 1.2.2 et 1.2.3 :
le modèle d’Euler gaz parfaits (1.13) ou isentropique (1.21), les modèles P1 (1.16) et
M1 (1.17) pour le transfert radiatif, le modèle de l’hydrodynamique radiative (1.20), ou
encore l’équation d’advection (1.12).
Concernant les entrées du code, il peut lire des maillages de triangles ou de qua-
drilatères au format .msh générés par Gmsh [GR09]. Il est aussi possible de donner un
maillage de quadrilatère en tant que diamant au code afin qu’il crée les maillages pri-
maires et secondaires associés à l’aide de la méthode décrite dans la partie 1.3.1. Dans
le premier, cas un algorithme de type Reverve Cuthill McKee [CM69] peut être utilisé
pour rapprocher les mailles en mémoire et ainsi limiter les erreurs de cache.
Au cours des calculs les variables primitives sont écrites avec quatre chiffres signifi-
catifs, dans des fichiers VTK ASCII directement lisible par Visit [CBW+12] ou Para-
View [Hen07]. On écrit uniquement quatre chiffres dans ces fichiers car ils sont utilisés
seulement pour la visualisation et cela permet de diminuer leur taille. En plus de ces
sorties, le code écrit aussi à intervalles réguliers les variables conservatives avec tous les
chiffres significatifs dans des fichiers textes, ou HDF5 [HDF97] ou encore NetCDF [RD90 ;
Net] pour un possible post-traitement ou une reprise du code à partir des données écrites
dans ces fichiers.
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Finalement, une documentation des diverses routines du code peut être générée à
l’aide de Doxygen et le code a été versionné au sein d’un dépot svn puis git.
A.1.2 Optimisation et parallélisation
Dans le but de diminuer le coût lié aux appels des routines les plus utilisées, telles que
le calcul des vitesses d’ondes ou du flux physique, l’inlining a été forcé avec la directive
!DIR$ FORCEINLINE du compilateur Fortran d’Intel® (ifort). Le choix des routines à
inliner a été fait en considérant les fonctions les plus appellées à l’aide du profileur
gprof [GKM82].
La parallélisation du code a été effectuée à l’aide OpenMP pour des machines à
mémoire partagée. Les implémentions GNU et Intel® ont été testées. Le passage du code
de la version séquentielle à parallèle s’est fait en parallélisant principalement les boucles
sur les cellules et sur les interfaces qui interviennent au cours des calculs de flux, des
coefficients ν et de la condition CFL. Pour repérer les zones les moins parallélisées et
optimiser encore le code les outils Scalasca [GWW+10] et ompP [FG08] ont été utilisés.
Les calculs parallèles effectués pour ce mémoire ont été réalisés principalement au
CCIPL (Centre de Calcul Intensif des Pays de la Loire) et sur des nœuds de calculs
financés par l’ANR MAPIE (Parallel efficient ModulAr tools for multiPhysics and mul-
tIscale complEx simulations. Shock waves propagation in complex media) de référence
ANR-13-MONU-0002.
Afin de valider les effets de la parallélisation sur le temps de calcul, un test de
scalabilité a été effectué avec le cas de la marche avec friction à l’ordre deux (P1) sur un
maillage de 4600 triangles. Pour plus de détails sur l’initialisation, il faut se rapporter à
la partie 4.5.3. Le speed-up et l’efficacité du codes sont calculés de la manière suivante :
S = T1
TN
et E = S
N
,
avec N le nombre de threads OpenMP utilisé, T1 le temps de calcul en séquentiel et TN
le temps de calcul avec N threads. Les calculs ont été effectués sur une machine avec
deux Intel® Xeon® 5600 avec six cœurs, soit un total de douze threads utilisables. Les
résultats sont présentés sur la Figure A.1, on y observe un bon comportement lorsque
le nombre de threads augmente car on ne s’éloigne pas trop du speed-up et de l’efficacité
théorique. On peut noter une « sur-efficacité » pour quatre threads qui peut s’expliquer
par une bonne répartition de la charge.
Comme indiqué dans les perspectives une parallélisation plus efficace pourrait être
mise en place à l’aide de MPI (Message Passing Interface) ou d’OpenACC afin d’utiliser
des machines à mémoire distribuée ou hétérogènes (avec des cartes accélératrices).
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Figure A.1 – Graphes de scalabilité du code
A.1.3 Post-traitement
Pour obtenir le gradient de la solution présenté sur la Figure 3.15, un module permet
de lire les variables conservatives écrites avec toute la précision disponible puis calcule
le gradient de la reconstruction polynomiale (1.38). Il est ensuite écrit dans des fichiers
VTK pour être facilement lisible.
A.2 Code parabolique 2D
Le second code le plus utilisé permet de calculer des solutions approchées aux équa-
tions de diffusion limite (1.4) sur tout maillage 2D non structuré à l’aide du schéma
de Droniou et Le Potier [DLP11] que l’on a rappelé dans la partie 3.2.1. On l’uti-
lise dans sa version explicite et la stabilité est assurée par la condition CFL (1.36) du
Théorème 1.2. Avec un post-traitement, il permet d’effectuer des comparaisons avec le
code précédent dans le régime de diffusion et permet de donner des résultats comme
dans le Tableau 4.4. Ce même code existe aussi avec le schéma diamant [CVV99] et les
corrections de Le Potier [LP09 ; LP10 ; LP14 ; CCLP13].
Dans sa version DLP, ce code possède les mêmes caractéristiques que le code précé-
dent de l’utilisation des maillages au parallélisme.
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A.3 Codes 1D
Deux codes 1D ont aussi été écrits afin de valider les codes utilisant des maillages
2D non structurés présentés dans les parties précédentes.
Le premier utilise le schéma HLL-AP de Berthon et Turpault [BT11] que l’on
a étendu à l’ordre élevé dans le Chapitre 2. Il permet de calculer des solutions appro-
chées aux systèmes de lois de conservation avec terme source (1.1). Tout comme le code
hyperbolique 2D, il est multiphysique, peut être utilisé avec plusieurs flux et est aussi
parallèle. En plus de ce code hyperbolique 1D, il a été écrit un code afin de donner les
solutions de référence discontinues au système du Télégraphe présentées dans partie 2.3.1
et utilisées dans la partie 2.4.1.
Le second est un code parabolique 1D pour les équations limites (1.4) qui utilise le
flux à deux points (1.33). De même que les autres codes il est multiphysique et parallèle.
Comme en 2D, un code de post-traitement permet de comparer les solutions hyper-
boliques et paraboliques afin de sortir des résultats comme le Tableau 2.4.
A.4 Scripts
Afin d’utiliser plus facilement les codes décrits précédemment, plusieurs scripts ont
principalement été écrits en Bash. Ils peuvent, par exemple, être utilisés afin de compiler
et lancer plusieurs fois le code automatiquement afin de construire les différents tableaux
de convergence en maillage ou vers la diffusion présents dans ce mémoire. D’autres scripts
permettent de parcourir les fichiers de sorties afin de récupérer les temps de calculs
et les erreurs pour les graphes de scalabilité ou les tableaux de convergence. Dans le
but de vérifier que l’ajout de nouvelles fonctionnalités aux codes ne modifie pas leurs
comportements, un script permet de régulièrement les compiler avec les différents choix
d’options.
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Schémas numériques d’ordre élevé et préservant l’asymptotique pour
l’hydrodynamique radiative
High-order asymptotic-preserving numerical scheme for radiation
hydrodynamics
Résumé
Le but de ce travail est de construire un schéma volumes finis
explicite d’ordre élevé pour des systèmes de lois de conservation
avec terme source qui peuvent dégénérer vers des équations de
diffusion sous des conditions de compatibilités. Cette
dégénérescence est observée en temps long et/ou lorsque le terme
source devient prépondérant. Par exemple, ce comportement peut
être observé sur le modèle d’Euler isentropique avec friction, ou sur
le modèle M1 pour le transfert radiatif ou encore avec
l’hydrodynamique radiative. On propose une théorie générale afin
de développer un schéma d’ordre un préservant l’asymptotique (au
sens de JIN) pour suivre la dégénérescence. On montre qu’il est
stable et consistant sous une condition CFL hyperbolique classique
dans le régime de transport comme proche de la diffusion pour tout
maillage 2D non structuré. De plus, on justifie qu’il préserve aussi
l’ensemble des états admissibles, ce qui est nécessaire pour
conserver des solutions physiquement et mathématiquement
valides. Cette construction se fait en utilisant le schéma non-linéaire
de DRONIOU et LE POTIER pour discrétiser l’équation de diffusion
limite. Ensuite, l’extension à l’ordre élevé s’effectue avec des
reconstructions polynomiales et la méthode MOOD comme principe
de limitation. Les difficultés principales sont la préservation de
l’ensemble des états admissibles dans tous les régimes sur
maillage 2D non structuré et la préservation de l’asymptotique à tout
ordre lors de l’utilisation de reconstructions polynomiales. Des
résultats numériques sont présentés pour valider le schéma d’ordre
un et d’ordre élevé dans tous les régimes.
Abstract
The aim of this work is to design a high-order and explicit finite
volume scheme for specific systems of conservation laws with
source terms. Those systems may degenerate into diffusion
equations under some compatibility conditions. The degeneracy is
observed with large source term and/or with late-time. For instance,
this behaviour can be seen with the isentropic Euler model with
friction or with the M1 model for radiative transfer, or with the
radiation hydrodynamics model. We propose a general theory to
design a first-order asymptotic preserving scheme (in the sense of
Jin) to follow this degeneracy. The scheme is proved to be stable
and consistent under a classical hyperbolic CFL condition in both
hyperbolic and diffusive regimes, for any 2D unstructured mesh.
Moreover, we justify that the developed scheme also preserves the
set of admissible states in all regimes, which is mandatory to
conserve physical solutions. This construction is achieved by using
the non-linear scheme of Droniou and Le Potier as a target scheme
for the diffusive equation, which gives the form of the global scheme
for the complete system of conservation laws. Then, the high-order
scheme is constructed with polynomial reconstructions and the
MOOD paradigm as a limiter. The main difficulties are the
preservation of the set of admissible states in both regimes on
unstructured meshes and to deal with the high-order polynomial
reconstruction in the diffusive limit without losing the asymptotic
preserving property. Numerical results are provided to validate the
scheme in all regimes, with the first and high-order versions.
Mots clés
schémas volumes finis, maillage 2D non structuré, schémas
préservant l’asymptotique, schémas préservant l’ensemble des
états admissibles, lois de conservation avec terme source.
Key Words
finite volume schemes, 2D unstructured mesh,
asymptotic-preserving schemes, admissibility-preserving schemes,
conservation laws with source terms.
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