Each time a learner in a self-paced online course is trying to answer an assessment question, it takes some time to submit the answer, and if multiple attempts are allowed and the first answer was incorrect, it takes some time to submit the second attempt, and so on. Here we study the distribution of such "response times". We find that the log-normal statistical model for such times, previously suggested in the literature, holds for online courses qualitatively. Users who, according to this model, tend to take longer on submits are more likely to complete the course, have a higher level of engagement and achieve a higher grade.
Introduction
When users interact with assessment questions in an online course, the data that usually receives the most attention is the answers they submit, and sometimes only the correctness of these answers or the received score. But the time spent by the user on the question is also important: it is arguably the most readily acquired data that reveals something about the process by which a user arrived at an answer. Analyzing these "response times" allows one to quantify some properties of the questions (how long does a question typically take and how much it varies) as well as some properties of the users (how slow they tend to be in answering questions). The question properties have implications for course design, and the user slowness may be related to the user's ability and preferred mode of interaction with the course. Extracting such parameters necessitates a parametric statistical model for the response times. This is similar to how in IRT (item response theory) an item response function is needed for extracting question parameters and users' abilities from the response correctness data [2] . The appropriate choice of a parametric model for the response times is important.
We evaluate the appropriateness of using a log-normal distribution to model the time it takes an online course user to submit an answer to an assessment question. Most courses in our data set have hundreds and even thousands of users (justifying the practice of calling them MOOCs -massive open online courses), which is convenient for us since accurate modeling of a log-normal distribution, due to its long tail, generally requires a lot of data. On the basic level, we may choose the log-normal distribution as one might choose the normal distribution to model any histogram with a relatively unskewed bell shape. The log-normal distribution is a model of convenience: it is familiar, easy to work with, and has qualitatively correct features: no negative values in the domain, a peak, and a long tail on the right. But there is a likely and deeper reason for log-normality. The central limit theorem is the reason for the ubiquity of normal distributions in nature, because observed quantities are often the result of addition of many independent random contributions. Should such contributions be multiplicative, rather than additive, they would give rise to a log-normal distribution, and this seems a reasonable idea when dealing with response times.
To see the multiplicative nature of the process of responding to assessment questions, suppose there is a certain basic response time t B for a user-question interaction (longer for harder questions and for slower users). The actual response time is affected by a large number of diverse factors, such as having to think about different aspects of the question, calculations, looking up information, fatigue, distractions, etc. The extra time taken up by any factor should scale with the difficulty of the question and with the overall slowness tendency of the user, i.e. with the basic time t B . Therefore, it is natural to assume that the effect of each such factor is multiplicative: the factor i multiplies the basic response time by (1 + r i ), where r i is a random variable ("rate"), resulting in the response time t = t B i (1 + r i ). In such a paradigm, the central limit theorem predicts that the distribution of t will approach the log-normal distribution when the number of contributing factors is large.
1
User slowness, extracted from the response times with the help of the lognormal model, is an interesting and little-used parameter. It can be interpreted in two fundamentally different ways. In the first, taking a longer time is viewed as a sign of user's lower mastery, and in the second it is viewed as a sign of diligence and thoroughness. In the first interpretation, higher slowness should be associated with lower achievement, while in the second the opposite is expected.
Which interpretation applies, depends on the context. Thus, if users solve problems in a timed exam, the first interpretation could be more likely, but in a self-paced 2 course environment, such as a MOOC, -the second. Indeed, we find in our study of online courses that higher slowness is positively correlated with some measures of engagement and achievement. Moreover, the interpretation of slowness as thoroughness suggests causality rather than just a correlation. If so, user slowness in a self-paced online course is a desirable quality, somewhat like the latent ability in the item response theory. While it may be difficult to intervene on low latent ability, in the user-slowness analysis the situation seems 1 We assume that the conditions of the theorem are fulfilled. In practice, the most vulnerable condition of the theorem is that the variables x i = ln(1 + r i ) should be independent, or at least not universally non-independent (they could form distinct independent groups with high internal correlation, but then the number of such groups needs to be large), which is the mathematical expression of the assumption that the nature of the variables is diverse.
2 By "self-paced" we mean that the users who submit answers to questions are not subject to the time-pressure of a timed test, where you are supposed to perform a certain number of tasks within a few hours. None of the HarvardX courses used in this study had such timed tests, although weekly homework deadlines existed in some.
more straightforward: we can imagine an intervention, in which a user who is going through a course too fast receives a recommendation to slow down.
Model Description
Following [8] and [1] , we model the response time logarithms as independent normally distributed variables with probability density
where q = 1, 2, ...N q is a question, u = 1, 2, ...N u is a user, and t qu is the response time of user u on question q. Conceptually, this model is somewhat analogous to item response theory. There too, the user-question interaction is modeled by crisscrossing a set of user parameters (latent ability) and a set of question parameters (discrimination, difficulty, and possibly guess and slip probabilities).
In Eq. 1, the question parameters α q and β q can be interpreted as a type of discrimination and "time intensity" (a type of difficulty measure), whereas the user parameter ζ u is the user slowness. There is a freedom of shifting all β's and all ζ's by opposite constants without affecting the probability distribution.
We fix this freedom by imposing the condition u ζ u = 0. Thus, if the response times are measured in seconds, exp(β q ) is the question q's characteristic response time in seconds, and exp(ζ u ) is the multiplicative factor by which user u's response times tend to differ from those characteristic response times. In this way, the model is defined by 2N q + N u − 1 free parameters, and the number of observed values t qu scales as N u ×N q (more or less, since not all users respond to all questions). For substantial numbers of users and/or questions the number of observations will be much greater than the number of parameters, 3 The mean time intensity across questions equals the mean expected logarithm of response times across all questions and users: N making it possible to fit the parameters by maximizing likelihood. Namely, given the observed response times t qu in the set of observations (q, u) ∈ O, we find the parameters of the questions and the slowness of the users via minimization of negative logarithmic likelihood:
Methods
We performed the minimization from Eq. 2 using a non-linear conjugate- "explored" the course [3] ). Further, we considered only the questions for which we see no more than 5 attempts submitted by a user: questions with a large or even unlimited number of attempts might provoke a different, guess-driven behavior. We wanted to avoid questions responded by only a few users, and so we considered only questions with at least 10 users attempting them. Similarly, we wanted to avoid users who responded to only a few questions, and to this end we imposed 10 question minimum here as well, except that in some courses there were not enough questions, and we find no users with 10 questions. In this case, we lowered the cutoff to the maximum encountered value. We can call the questions and users who remain in the data after this procedure "qualified".
Since questions in HarvardX courses often allow multiple submit attempts, we attempted to fit the model in each course on 1st and 2nd submits separately, taking care to include 2nd submits only if the response on the 1st submit was incorrect (2nd responses after the correct 1st are understandably rare, but they do occur, and we remove them from the data). For both 1st and 2nd submits, we fit the model to three different groups of submit events: only correct, only incorrect, and of any incorrectness, thus producing up to 6 model fits in a course.
Our definition of the 2nd response time is simply the difference between the timestamps of the 1st and the 2nd submit clicks, assuming that the user starts thinking about the second answer immediately after seeing that that first one was incorrect.
Calculation of the 1st response time requires more care. In principle, it is the difference between the time the question was served and the timestamp of the 1st submit click, and the role of the serve time can be played by the timestamp of the user loading the question page. The challenge is that sometimes multiple questions are served on the same page, and since a typical user works through them in a sequence, the common page-loading timestamp of these questions of the course will artificially lengthen the 1st response time for all the questions except the one on which the user worked first. Our strategy of resolving this problem can be described as follows: in case of multiple questions on a page, assume that the user starts working on a question after the chronologically last submit click on a different question from the same page. Namely, suppose we observe in the data that, for a given user, a group of questions have the same page-loading timestamp t 0 , and some submit timestamps arranged and indexed chronologically: t 0 < t 1 < t 2 < ... < t p . These submit events belong to different questions, possibly with multiple submits on a question, and it is not assumed that the user works on questions completely sequentially (e.g. it can be that t 1 is 1st submit on question A, t 2 1st submit on question B, t 3 is 2nd submit on question A again). If the timestamp of the 1st submit for one of the questions is t i (i > 0), then the 1st response time for this question is calculated as t i − t i−1 .
5 5 We do not impose any timeout cutoff on the response times. Only about 7% of 1st response times and 0.9% of 2nd response times in our entire dataset exceed 24 hours. The median response times in the dataset are 112 seconds for 1st reponses and 17 seconds for second responses.
After preparation, the data for each of the 6 model fits (correct/incorrect/any responses on 1st/2nd attempts) in a course is in the form of an N u × N q matrix, where each row is a qualified user, each column is a qualified question, and the entries are the natural logarithms of times in seconds, or missing. Since measurement of 2nd response times uses fewer assumptions, it may seem more reliable. However, 2nd responses occur only when the question allows more than one attempt and the 1st response was incorrect (which in case of a partiallycorrect answer involves an extra dichotomizing step), meaning a smaller and possibly skewed data sample. For these reasons, we regard 1st response times of any correctness as the most valuable subset of data. Its data matrix is guaranteed to have the biggest dimensions and the most data. Other matrices contain fewer observations. Convergence on the data from 1st responses of any correctness was achieved in 45 out of 47 courses, but only in 21 of them on the data from 2nd responses (also of any correctness). When aggregating the data across courses, we include only the converged fits. Table 1 lists some parameters related to the amounts of data available. Table 1 : Dataset parameters for 1st and 2nd responses of any correctness, across courses. Nu is the number of users (rows) in the data, Nq is the number of questions (columns), m is missingness (the fraction of missing matrix entries) and r = (2Nq + Nu − 1)/(NuNq(1 − m)) is the ratio of the number of fit parameters to the number of observations. Only the cases where convergence was reached are included. 
Assessing model quality
After the fit, we check how close to log-normal the distribution of response times is by forming the variables x qu = α q (ln t qu − β q − ζ u ). The model assumes that these should be standard normal variables, and so we can plot the observed cumulative distribution (percentile curve) CDF(x) vs. the cumulative distribution of the standard normal variable Φ(x). The result is in Figure 1 , where we list The curves in Figure 1 appear to form two groups based on the submit number, whereas the submit correctness has a lesser effect. In essence, we can focus on the data coming from 1st and 2nd submits of any correctness, and use the correctness-specific data get the idea for the uncertainty size. The distribution of the 1st response times has a much smaller excess kurtosis and skewness than the distribution of the 2nd response times, and almost perfect Figure 2 we plot the percentile curves for these quantities.
In a course, there is some overlap in users and questions in the data from 1st and 2nd responses of different correctness, which allows comparing the parameters α q , β q for the same question (or the slowness ζ u for the same user) but Figures 3, 4) . Here too, submit correctness is not a major factor: the points in Figure 3 cluster around the y = x line and show substantial correlation, although the correlation of α q always proves to be the lowest of the three (hence, whatever effect the correctness has, it is primarily on the degree of variability in the response times). Correlations between 2nd correct and incorrect submits are lower, but otherwise the picture is similar. On the other hand, the difference between 1st and 2nd submits is big (Figure 4) . We expect that the typical time spent on the second submit is much shorter than on the first, so it is no surprise that the points for time intensity cluster well below the x = y line, and that their trend has slope much less than 1. Less predictably, the discrimination tends to increase on the 2nd responses (less variability in the 2nd response times).
While the differences between 1st and 2nd submits may seem moderate in the plots, it is worth reminding that these relate to time logarithms. Exponentiated, they translate into very sizeable time differences. Thus, in this course data the median response time was 123 seconds on the 1st submit, and 4 seconds on the 2nd submit.
User slowness
We find that user slowness is correlated with measures of user engagement and success in the course: course completion, certification and final grade, number of explored course chapters, viewing videos in the course, posting on the course forum, and viewing correct answers for assessment questions. Figure 5 shows the mean 6 user slowness in different success-level groups (completion is defined as getting a grade greater or equal than the passing grade, set by the course instructor). We have already excluded users who did not explore courses or interacted with few questions, so the results are not dominated by users not committed to learning. We see that achieving certification or completion is related to the tendency to take longer on questions.
The same result holds qualitatively on the course-by-course level, although the exact slowness values may differ. Figures 6-7 show the same data as Figure   5 , but splitting the courses by subject matter. Table 2 ). Figure 8 shows the relation between slowness and final course grade (courses were graded on 0-to-1 scale 7 ). The relationship is generally neutral on first submits and positive on second submits, which could imply that users with higher grades are those who pause and think after an incorrect answer, rather than hurrying to make a change and resubmit. Inspecting the STEM and non-STEM courses separately, we find very similar results. For instance, the slopes of the regression lines, listed in the same order as in Figure 8 , are k = [0.0075, 0.013, 0.0096, 0.069, 0.043, 0.072] in STEM courses, whereas in non- 7 In a few instances grades above 1 were assigned in two courses. Removing these instances from the dataset does not affect our results. The link between slowness and the main measures of user engagement - course completion and certification -was shown above. We also examined the correlation of slowness with several other measures of user engagement, such as the numbers of unique videos viewed by a user in the course, of video "play" events, of forum posts, of visited course chapters, of submitted question responses, of "Show answer" clicks. To make these comparable across courses, we normalized these measures in each course to mean value 1 prior to computing the correlations. To reduce the confounding dependence on user's mastery and drop-out, in Table 3 we compute correlation only for the users who completed the course, and only for 1st and 2nd responses of any correctness. Nevertheless, correlations with these variables are ambiguous in interpretation, since a response time might be long precisely because the user spent it re-watching a video or posting on the course forum. Apart from the number of question submits (which appears uncorrelated with slowness), we observe higher correlations with slowness on 1st responses.
The overall conclusion is that greater slowness is associated with higher The median time intensity of a question across all courses is 5.098 and 3.155
on the 1st and 2nd responses (of any correctness). Exponentiated, these be- 8 We also repeated the data analysis using the page-load timestamp to calculate 1st response times, i.e. ignoring the fact that this extends the response times when multiple questions are served on the same page. In this case, the 1st response time intensity distribution also becomes bimodal, but for a different reason. The main peak is around β = 8 and the secondary peak was around β = ln(24 · 3600) ≈ 11.4, due to users loading a page with multiple questions and working on some of them the next day. 
Related Literature
The use of logarithms of response times (rather than response times themselves), and of somehow fitting the time data with a log-normal distribution, is at least as old as 1983 ( [7] ), in which study response time logarithms are combined with the parameters of the item response theory, in order to model the trade-off between speed and accuracy, as well as the relation between time intensity of question and its difficulty. Other studies ( [6] , [9] ) modeling response times without incorporating the response variables, such as IRT parameters.
The specific form of the model used here as Eq. 1 was first investigated in [8] .
It should be noted that time distributions other than log-normal were also tried. Notably, [4] and [5] , where the distribution is taken to be exponential, i.e. P (t qu ) = λ qu exp(−λ qu t qu ), where the distribution parameter is taken to be a sum of a question-specific parameter and a user-specific parameter:
λ qu = θ u + q . The implied assumption is that the problem-solving process is modeled as waiting for an epiphany, which can occur equally likely at any time (probability λ qu dt for any infinitesimal time interval dt), and the problem is submitted as soon as it happens. This may be appropriate for some types of mental activity, but clearly not for submitting questions in an online course: in these the observed distributions of response times invariably have a qualitatively log-normal, not exponential, shape.
Originally, the log-normal model of response times was developed for test items. To our knowledge, it was first applied to assessment items in MOOCs in [1] , where the main direction of the investigation is in linking the user slowness and IRT latent ability.
Conclusion
The described log-normal model of response times can be used for estimating the characteristics for both the learners (slowness) and the assessment questions (discrimination and time intensity). We find that higher user slowness is linked It was mentioned in the above that convergence is not always achieved in Eq. 2. In the data analysis we omitted all non-convergent cases, but they are, in fact, also informative for the course design purposes. Inspection shows that if the minimization did not converge after a substantial number of iterations (we tried from 500 to 2,500), this was due to having relatively few clear outliers -the questions prompting unusual learner behavior. Typically, the outliers were more pronounced in the discrimination than in time intensity. In other words, in case of non-convergence, a plot such as Figure 3 would contain a few discrimination-points very high up (and if enough of these outlier questions are removed from data, convergence will be achieved on the remaining data).
Hence, non-convergence is not an obstacle for determining outlier questions,
