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$t$ $(t=1,2, \ldots,n)$ $t$
$X_{t}>0$ $f(x_{t}|X_{t-1}=x_{t-1};\theta)$ $t-1$ $x_{t-1}$
$\theta=(\theta_{1},\theta_{2}, \ldots,\theta_{s})$ $s$




$\ln L^{c}(\theta;x)=\ln f(x;\theta)=\sum_{t=1}^{n-1}\ln f(x_{t+1}|x_{t};\theta)+\ln f(x_{1};\theta)$, (1)
$L^{c}$ 1







data) $x=(x_{1}, x_{2}, NA, x_{4}, NA, NA, x_{7})$
$NA$ :
$\ln L(\theta;x)=\ln f(x_{2}|x_{1};\theta)+\ln f(x_{4}|x_{2};\theta)+\ln f(x_{7}|x_{4};\theta)+\ln f(x_{1)}\theta)$ , (2)
$L$ (incomplete data) 2
2
3
(see Goel and Richter-Dyn, 1974) :
$f(x_{4}|x_{2}; \theta)=\int_{0}^{\infty}f(x_{4}|x_{3};\theta)f(x_{3}|x_{2};\theta)dx_{3}$ , (3)
$f(x_{7}|x_{4}; \theta)=\int_{0}^{\infty}\int_{0}^{\infty}f(x_{7}|x_{6};\theta)f(x_{6}|x_{5};\theta)f(x_{5}|x_{4};\theta)dx_{5}dx_{6}$. (4)
2
$t$ $t-s$ $s-1$ $f(x_{t}|x_{t-s};\theta)$
$s$
$\theta$
$EM$ (Dempster et al., 1977)
2.3 $EM$
$EM$




$X$ $bs$ $X_{mis}$ $x$ $bs,$ $x_{mis}$
$x=\{x_{obs}, x_{mis}\}=(x_{1}, \ldots, x_{n})$ $EM$ $k$
$\theta$ $\theta^{(k)}$ Xobs $\theta^{(k)}$
$x_{mis}$ $Q$ ( $E$ expectation step) :
167
$Q( \theta|\theta^{(k)})=\int_{\Omega}l^{c}(x x; \theta)f_{X_{m}}(x_{mi\epsilon}|x_{ob\epsilon};\theta^{(k)})dx_{mis},$
(5)





\v{c} $\theta^{(k+1)}$ ( $M$ maximization step) :
$\theta^{(k+1)}=\arg\max_{\theta}Q(\theta|\theta^{(k)})$ . (6)
$EM$ $E$ $M$
$\theta^{(k+1)}$ $L(x$ $bs;\theta^{(k+1)})\geq L(x$ $bs;\theta^{(k)})$






















$(see$ Knuth, $1997)$ MCMC(Markov chain Monte Carlo) (Metropolis et al.,
1953) $f_{X_{mis}}(x_{mis}|x bs, \theta^{(k)})$
2.5.1 Metropolis-Hastings algorithm
$x_{mis}$ 1
$(t=1,2,3)$ $(x_{1} , NA, x_{3})$ $x_{2}$
:
$f(x_{2}|x_{3}, x_{1}; \theta)=\frac{f(x_{2},x_{3}|b_{1};\theta)}{f(x_{3}|b_{11}\theta)}=\frac{f(x_{3}|x_{2};\theta)f(x_{2}|x_{1};\theta)}{\int_{0}^{\infty}f(x_{3}|x_{2};\theta)f(x_{2}|x_{1};\theta)dx_{2}}$ . (8)
$f(x_{2}|x_{3},x_{1};\theta)$ MCMC Metropolis-Hastings algorithm




$f(x_{2}|x_{3}, x_{1};\theta)$ $m$ $f(x_{2}|x_{3}, x_{1})$




$\alpha(x_{2}, x_{2’})=\min(\frac{f(x_{2’}|x_{3},x_{1};\theta)q(x_{2})}{f(x_{2}|x_{3},x_{1};\theta)q(x_{2})}, 1)$ ,
$= \min(\frac{f(X_{3}|X_{2;\theta)f(x_{2}|x_{1};\theta)\exp(\frac{(x_{2}-}{2\sigma}=)}^{\prime\prime m)^{2}}}{f(x_{3}|x_{2\}}\theta)f(x_{2}|x_{1};\theta)\exp(^{\underline{(x_{2’}}}2^{-m)^{2}}arrow_{\sigma})}, 1)$ ,
(9)




2.5.2 Metropolis sampling within Gibbs method
$x_{mis}^{(i+1)}$ (Geman and Geman, 1984)
$i$ $x_{mis}^{(i)}$ $i+1$ $j$
$(x_{mis,1}^{i+1}, \ldots, x_{mi_{S},j-1}^{i+1}, \ldots, x_{mi_{S},j+1}^{i}, x_{mis,i\max}^{i})$ $X_{mis}^{i+1},j$
1








2. Metropolis within Gibbs method






$J( \hat{\theta}, x_{obs})=E_{\hat{\theta}}[-\frac{\partial^{2}\log f_{\theta}(x)}{\partial\theta\partial\theta}|_{\theta=\hat{\theta}}|X_{obs}=x_{obs}]$
$-E_{\hat{\theta}}[( \frac{\partial\log f_{\theta}(x)}{\partial\theta}|_{\theta=\hat{\theta}})(\frac{\partial\log f_{\theta}(x)}{\partial\theta}|_{\theta=\hat{\theta}})’|X_{obs}=x_{obs}].$
(Wei and Tanner, 1990)
272 Monte Carlo Bias Correction
Hakoyama and Iwasa (2000)
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