Estimates of the Laplace transform on convolution Sobolev algebras  by Galé, José E. et al.
Available online at www.sciencedirect.com
Journal of Approximation Theory 164 (2012) 162–178
www.elsevier.com/locate/jat
Full length article
Estimates of the Laplace transform on convolution
Sobolev algebras
Jose´ E. Gale´∗, Pedro J. Miana, Juan J. Royo
Departamento de Matema´ticas e I. U. M. A., Universidad de Zaragoza, 50009 Zaragoza, Spain
Received 17 July 2009; received in revised form 25 May 2011; accepted 30 September 2011
Available online 10 October 2011
Communicated by Hans G. Feichtinger
Abstract
We study the range of the Laplace transform on convolution Banach algebras T (α)(tα), α > 0, defined
by fractional derivation. We introduce Banach algebras A(α)0 (C+) of holomorphic functions in the right
hand half-plane which are defined using complex fractional derivation along rays leaving the origin. We
prove that the range of the Laplace transform on T (α)(tα) is densely contained in A(α)0 (C+). The proof
makes use of the so-called Kummer functions.
c⃝ 2011 Elsevier Inc. All rights reserved.
keywords: Convolution Banach algebra; Laplace transform range; Fractional derivation; Kummer functions
0. Introduction
The importance of ideas and methods of the theory of Banach algebras in the setting of
operator semigroups has been clearly established from the very beginning of both subjects. One
particular aspect of such a connection is illustrated by the equivalence between the existence of
C0-semigroups in B(X), where B(X) is the Banach algebra of bounded operators on the Banach
space X , and bounded algebra homomorphisms L1(R+)→ B(X) [5].
The solutions of well-posed (abstract) differential Cauchy equations are given in the form
of C0-semigroups. This is not the case for the so-called ill-posed Cauchy problems, where it is
necessary to consider other classes of more general operator families as, for instance, integrated
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semigroups and/or distribution semigroups [1]. Recently, it has been shown that these two notions
coincide essentially even in the fractional case.
For α > 0, there exists a convolution Banach algebra T (α)(tα) on the positive half-line
R+ := (0,∞), (dense) subalgebra of L1(R+), such that the existence of an α-times integrated
semigroup in B(X) is equivalent to the existence of a bounded algebra homomorphism T (α)
(tα)→ B(X) [2].
Thus the Banach algebras T (α)(tα) play with respect to integrated semigroups the same role
as L1(R+) performs concerning C0-semigroups. This suggests that the algebras T (α)(tα) might
be interesting objects of investigation. As a matter of fact, the character space of T (α)(tα) can
be identified with the closure C+ of the right hand half-plane C+ := {z ∈ C : ℜz > 0}, and its
Gelfand transform is equal to the Laplace transform. Then the dense ideals (i. e., primary ideals
at infinity) of T (α)(tα) have been characterized in terms of a Nyman-type theorem; see [4]. In
the present paper we give estimates for the Laplace transform of the elements of T (α)(tα) in the
following sense.
As it is well known, the Laplace transform
L( f )(z) =
 ∞
0
f (t) e−zt dt, f ∈ L1(R+),ℜz ≥ 0,
carries L1(R+) into the Banach algebra A0(C+) (with dense image) which is formed by all
continuous functions onC+ and holomorphic onC+, endowed with pointwise multiplication and
the sup-norm onC+. We establish here a similar result for T (α)(tα), by finding a suitable Banach
algebra A(α)0 (C+) of holomorphic functions, subalgebra of A0(C+), such that L(T (α)(tα)) ⊆
A(α)0 (C+) densely. In particular we obtain estimates of L( f ) and its derivatives, for every
f ∈ T (α)(tα).
The paper is divided into five sections. In Section 1 we give the definition of the algebras
T (α)(tα), as well as some properties of them in addition to those given in [4,2]. In particular we
show that the fractional semigroup is contained in T (α)(tα) and that it generates this space for any
α ≥ 0. The Banach algebrasA(α)0 (C+) quoted above will be in turn defined using an appropriate
version of fractional calculus for holomorphic functions in C+. To do this, we first give in
Section 2 several properties of such algebras in the case α = n ∈ N. In Section 3, the complex
fractional calculus is introduced together with the algebras A(α)0 (C+), and their basic properties
are given. Section 4 is devoted to prove that the range of the Laplace transform restricted to
T (α)(tα) lies in A(α)0 (C+), and then that the image L
T (α)(tα) is dense in A(α)0 (C+) as a
consequence of results in the previous sections. Finally, Section 5 is an Appendix where we
give some results involving Levy stable density functions and Mittag-Leffler type functions as
belonging to the Banach algebras T (α)(tα), α > 0.
Throughout the paper, by a Banach algebra we mean a Banach space endowed with a jointly
continuous multiplication (so the submultiplicative constant in the product norm inequality need
not be 1).
1. Sobolev algebras on the positive half-line
For α > 0 we define the Banach space T (α)(tα) as the completion of the test function space
C (∞)c [0,∞) in the norm
να( f ) := 1Γ (α + 1)
 ∞
0
|Wα f (t)| tα dt, f ∈ C (∞)c [0,∞).
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Here Wα f is the fractional derivative of f , of order α, given by the formulae
W−β f (x) := 1
Γ (β)
 ∞
x
(y − x)β−1 f (y) dy (x ≥ 0),
and
Wα f (x) := (−1)n d
n
dxn
W−β f (x) (x ≥ 0),
where β = n − α, n = [α] + 1. Note that W n = (−1)n dn/dtn for every n ∈ N. See [11].
We have that Cc[0,∞) ↩→ S[0,∞) ↩→ T (β)(tβ) ↩→ T (α)(tα) ↩→ T (0)(t0) ≡ L1(R+)
whenever β > α > 0, where S[0,∞) is the restriction of the Schwarz class on [0,∞) and the
arrows “↩→” mean continuous inclusions.
It is clear that T (α)(tα) and L1(R+) are isomorphic Banach spaces, therefore the topological
dual T (α)(tα)′ is easily represented: T ∈ T (α)(tα)′ if and only if there exists a measurable
function φα on (0,∞) such that |φα(t)| ≤ Mtα , t > 0 a.e. and
T ( f ) =
 ∞
0
φα(t)W
α f (t) dt, f ∈ T (α)(tα).
The isomorphism between T (α)(tα) and L1(R+) also implies by a standard argument that a
function f belongs to T (α)(tα) if and only if there exists an element g in L1(R+; tα) such that
f (x) = 1
Γ (α)
 ∞
x
(y − x)α−1g(y) dy, x > 0.
Then we put g := Wα f .
Further, T (α)(tα) is a Banach algebra for the usual convolution on R+, the character
space of T (α)(tα) is C+, and the Gelfand transform is given by the Laplace transform f →
L( f ), T (α)(tα)→ A0(C+) where
L( f )(z) =
 ∞
0
f (t) e−zt dt, z ∈ C+ .
It is straightforward to check that T (α)(tα) possesses bounded approximate identities; see [2,4]
for details about the above assertions.
The fractional semigroup. The fractional semigroup (Iλ)ℜ λ>0 given by
Iλ(x) = x
λ−1e−x
Γ (λ)
, x > 0,ℜ λ > 0,
is an important example of analytic semigroup in L1(R+) which generates polynomially the
algebra L1(R+). In the next result we show that the above properties remain true in the algebras
T (α)(tα).
Proposition 1.1. For every α > 0, the family (Iλ)ℜ λ>0 is an analytic semigroup in T (α)(tα) and,
moreover,
T (α)(tα) = span[In : n ≥ 1].
Proof. Since T (m)(tm) is densely contained in T (α)(tα) for every integer m greater than α, it will
be enough to prove the statement for the case when α is a natural number. So let α = m ∈ N.
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Then, for λ ∈ C+,
I (m)λ (x) =
N
k=0
m
k
 (−1)m−k
Γ (λ− k) x
λ−k−1e−x , ∀x ∈ (0,∞),
where N = m, if λ ∈ C+ \ {1, . . . ,m} and N = λ− 1, if λ = 1, 2, . . . ,m.
Moreover, ∞
0
xm
 N
k=0
m
k
 (−1)m−k
Γ (λ− k) x
λ−k−1e−x
 dx
≤
N
k=0
m
k
 1
|Γ (λ− k)|
 ∞
0
xm+ℜ λ−k−1e−x dx
=
N
k=0
m
k
 Γ (m +ℜ λ− k)
|Γ (λ− k)| .
Hence Iλ ∈ T (m)(tm) for all λ ∈ C+ and m ∈ N. Clearly, the semigroup property Iλ+µ = Iλ ∗ Iµ
(λ,µ ∈ C+) holds in T (m)(tm) since it holds in L1(R+) [10].
Put X = span[In|n ≥ 1] and suppose that there exists T ∈ T (m)(tm)′ such that T (X) = 0. So
there is a measurable function φm , with |φm(t)| ≤ Mtm (t > 0 a.e) for some M > 0, such that
0 = T (In) = (−1)m
 ∞
0
φm(t) I
(m)
n (t) dt, ∀n ≥ 1.
Set ψm(t) = (−1)mφm(t) e−t/2 for t > 0. Clearly, ψm ∈ L1(R+) and then it is readily seen
using induction on n that (Lψm)(n)(1/2) = 0∀n ≥ 1. Since Lψm is holomorphic in C+ the
above fact implies that Lψm ≡ 0. As L is injective we obtain that ψm(t) = 0 for a.e. t > 0, and
therefore T = 0. By application of the Hahn–Banach theorem, we have that X = T (m)(tm) as
we wanted to show.
The analyticity of the map λ → Iλ can be proved by standard arguments; see [10] for
instance. 
2. Weighted Banach algebras of holomorphic functions
Put A(0)0 (C+) := A0(C+). For n ∈ N, we denote by A(n)0 (C+) the space of all functions F
holomorphic in C+ such that zk F (k)(z) admit continuous extension to C+ for k = 0, 1, . . . , n,
and satisfy
lim
z→0 z
k F (k)(z) = 0 (1 ≤ k ≤ n); lim
z→∞ z
k F (k)(z) = 0 (0 ≤ k ≤ n).
In fact, A(n)0 (C+) is a Banach algebra with respect to the pointwise multiplication and norm
given by
∥F∥(n),∞ :=
n
k=0
∥zk F (k)∥∞.
We are going to show that the algebra of polynomials in the variable (z+1)−1 without constant
term is dense in A(n)0 (C+). For convenience, we prove first the density of polynomials in the
corresponding version of A(n)0 (C+) on the unit disc D.
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LetA(D) be the standard disc algebra; that is,A(D) = Hol(D)∩C(D). For n ∈ N, letA(n)±1(D)
be the Banach algebra of functions f ∈ A(D) such that f (1) = 0, (ω2 − 1)k f (k) ∈ A(D) and
lim
w→±1(ω
2 − 1)k f (k)(w) = 0, k = 1 . . . , n,
endowed with the norm ∥ f ∥∞,n := ∥ f ∥∞ + nk=1 ∥(ω2 − 1)k f (k)∥∞ and pointwise
multiplication.
Proposition 2.1. The polynomials in (ω−1) without constant coefficient are dense in the Banach
algebra A(n)±1(D), n ∈ N; that is,
A(n)±1(D) = span[(ω − 1)m : m ∈ N].
Proof. Take f ∈ A(n)±1(D). Set fr (ω) := f (rω), where 0 ≤ r < 1, and ω ∈ D. It is well known
(and readily seen) that limr→1 fr = f in the ∥ · ∥∞-norm. We claim that fr tends to f in the
norm ∥ · ∥∞,n .
Let ε > 0 and pick up δ < 1 such that
| f (k)(ω)| < |ω2 − 1|−k ε, k = 1, . . . , n,
whenever |1± ω| < 2δ.
Now, if |ω ± 1| < δ and 1− δ < r < 1 then
|1± rω| ≤ |1± ω| + |ω|(1− r) < δ + δ = 2δ,
and so, for 1 ≤ k ≤ n,
|(ω2 − 1)k f (k)(ω)− (ω2 − 1)k f (k)r (ω)|
≤ |(ω2 − 1)k f (k)(ω)| + |(ω2 − 1)krk f (k)(rω)| ≤ (1+ 2k)ε
where we have used that |1− ω2| |1− r2ω2|−1 ≤ 2 for all (ω, r) ∈ D× [0, 1].
On the other hand, Kδ := {ω ∈ D : |ω ± 1| ≥ δ} is a compact set, and f (k) is uniformly
continuous on Kδ , so that ( f (k))r −−→
r→1 f
(k) uniformly over Kδ .
Hence
lim
r→1(ω
2 − 1)krk f (k)(rω) = (ω2 − 1)k f (k)(ω)
uniformly in D; that is, limr→1 fr = f in the norm ∥ · ∥∞,n as claimed.
Let now {KN }N∈N be the Fe´jer kernel given by
KN (t) :=
N
j=−N

1− | j |
N + 1

ei j t , t ∈ [−π, π).
For 0 < r < 1 and N ∈ N, the function pr,N := fr ∗ KN is a polynomial and p(k)r,N := f (k)r ∗ KN
(k = 0, 1, . . . , n); moreover, limN→∞ p(k)r,N = f (k)r uniformly in D, since f (k)r ∈ C(T) and{KN }N∈N is a summability kernel; see [6]. From here, we obtain that limN→∞ pr,N = fr ,
and therefore one can choose a sequence (pr( j),N ( j))∞j=1 such that lim j→∞ pr( j),N ( j) = f in
the norm ∥ · ∥∞,n . In particular lim j→∞ pr( j),N ( j)(1) = f (1) = 0, so if we take q j (ω) :=
pr( j),N ( j)(ω)− pr( j),N ( j)(1) we have lim j→∞ q j = f inA(n)±1(D) with q j (1) = 0, as we wanted
to show. 
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The Moebius transform w → (1+w)(1−w)−1 carries the closed unit disc D onto C+∪{∞},
and its inverse is given by the correspondence z → (z − 1)(z + 1)−1. By composition with this
mapping we obtain the following isomorphism.
Lemma 2.2. The mapping
A(n)0 (C+)→ A(n)±1(D)
F → f (ω) := F

1+ ω
1− ω

.
is a Banach algebra isomorphism.
Proof. By induction, we obtain for F ∈ A(n)0 (C+) and k = 1, . . . , n,
f (k)(w) =
k
j=1
F ( j)

1+ w
1− w

c j
(1− w)k+ j
whence
(1− w2)k f (k)(w) =
k
j=1
c j F
( j)

1+ w
1− w

1+ w
1− w
 j
(1+ w)k− j ,
for some constants c j and whenever |w| < 1.
Analogously, if F(z) = f ((z − 1)/(z + 1)) with f ∈ A(n)± (D), we have
F (k)(z) =
k
j=1
f ( j)

z − 1
z + 1

d j
(z + 1)k+ j
for z ∈ C+ and k = 1, . . . , n. It follows that
zk F (k)(z) =
k
j=1
d j
4 j
f ( j)

z − 1
z + 1

4 j z j
(1+ z) j

z
1+ z
k− j
.
Then by the second and fourth above equalities we obtain the statement (note that for w =
(z − 1)(z + 1)−1 we have 1− w2 = 4z/(1+ z)). 
As a consequence of the preceding proposition and lemma we get the wished-for density
result.
Corollary 2.3. The algebra P( 1z+1 ) of polynomials in (1 + z)−1 without constant term is dense
in the Banach algebra A(n)0 (C+) for every n ∈ N ∪ {0}.
Proof. If n = 0 the result is well known. For n ∈ N, the only thing which needs to be noticed
is that the image of the generator 1 − w of the algebra A(n)± (D), through the Moebius mapping
w → (1 + w)(1 − w)−1, is the function z → 2(1 + z)−1 on C+. Thus Proposition 2.1 and
Lemma 2.2 imply that (1+ z)−1 is a (topological) generator of A(n)0 (C+). 
3. Complex fractional calculus and algebras
In order to find a natural context for the Laplace transform of elements of T (α)(tα), we
establish here a complex fractional calculus for holomorphic functions in C+, well-suited with
the fractional real calculus considered in Section 2.
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LetA(n)0 (C+) be the Banach algebra introduced in the previous section. We want to generalize
A(n)0 (C+) by replacing n with a positive real number α. To do this, we follow a simple idea which
consists of carrying the (Weyl) fractional integro-differentiation on R+ to any ray in C+ going
from z = 0 to ∞. Probably this is somehow folklore but we have not found any reference about
it, and we feel better including some details here, for the sake of completeness.
In the sequel, for each real number β, the function λ → λβ means the principal branch of
λβ := exp(β Log λ) holomorphic in C \ (−∞, 0]. Also, by [β] we denote the integer part of β.
Lemma 3.1. Let α > 0 and n := [α] + 1. Let z ∈ C+ and θ ∈ [−π2 , π2 ]. Then for every F in
A(n)0 (C+) the integral
I(θ, z) :=
 ∞·eiθ
0·eiθ
λn−α−1 F (n)(λ+ z) dλ
(interpreted as integral along the ray defined by θ ) exists and is independent of θ .
Proof. First, for F ∈ A(n)0 (C+), z ∈ C+ and θ ∈ [−π2 , π2 ], the existence of the integral I(θ, z)
follows by the estimate
|F (n)(ueiτ + z)| ≤ ∥F∥(n),∞|ueiτ + z|−n
≤ ∥F∥(n),∞[(ℜz)−nχ(0,2|z|)(u)+ (u − |z|)−nχ(2|z|,∞)(u)],
for all u > 0. Now, take z ∈ C+, θ1, θ2 ∈ [−π2 , π2 ] and ε, R such that 0 < ε < R. Let Ω be the
closed subset of C+ limited by the segments [εiθ1 , Riθ1 ], [εiθ2 , Riθ2 ], the arc in C+ of the circle
of radius ε with extreme points εiθ1 , εiθ2 and the corresponding arc replacing ε with R. By the
Cauchy theorem
∂Ω
λn−α−1 F (n)(λ+ z) dλ = 0
where ∂Ω is the boundary of Ω . Using the estimates that F (n) satisfies by definition and making
ε→ 0+ and R →+∞, it follows that ∞·eiθ1
0·eiθ1
λn−α−1 F (n)(λ+ z) dλ =
 ∞·eiθ2
0·eiθ2
λn−α−1 F (n)(λ+ z) dλ.
This means that I(θ, z) does not depend on θ ∈ [−π2 , π2 ]. 
We now introduce the complex fractional derivative.
Definition 3.2. Let α > 0, n = [α] + 1 and F ∈ A(n)0 (C+). For 0 ≠ z = |z|eiθ , θ ∈ [−π2 , π2 ],
we define the complex fractional α-derivative of F at z by
WαF(z) := (−1)
n
Γ (n − α)
 ∞·eiθ
0·eiθ
λn−α−1 F (n)(λ+ z) dλ. (3.1)
Notice that the (absolute) convergence of the integral in (3.1) is granted by the estimate
that F satisfies by definition. The following proposition establishes the basic properties of the
generalized derivative WαF .
Proposition 3.3. For α > 0, n = [α] + 1 and F ∈ A(n)0 (C+) the following holds:
(i) The function WαF is continuous in C+ \ {0} and holomorphic in C+.
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(ii)
lim
z→0 z
αWαF(z) = 0 and lim
z→∞ z
αWαF(z) = 0.
(iii)
sup
z∈C+
|z|α|WαF(z)| ≤ Γ (α)
Γ (n)

sup
z∈C+
|z|n|F (n)(z)|

.
Proof. (i) The continuity of WαF at any z0 ∈ C+ \ {0} can be readily seen using Lemma 3.1
and the dominated convergence theorem in the integral which defines WαF . The holomorphy is
then a consequence of Morera’s (and Fubini’s) theorem.
(ii) If z = |z|eiθ then
|z|α|WαF(z)| ≤ |z|
α
Γ (n − α)
 ∞
|z|
(s − |z|)n−α−1|F (n)(seiθ )| ds
= 1
Γ (n − α)
 ∞
1
(t − 1)n−α−1
tn
|t z|n
F (n)(t z) dt.
Since (t z)n F (n)(t z)→ 0 when |t z| → 0 or |t z| → ∞, and ∞
1
(t − 1)n−α−1
tn
dt <∞,
by the dominated convergence theorem it follows that
lim
z→0 z
αWαF(z) = 0 and lim
z→∞ z
αWαF(z) = 0.
(iii) As in part (ii) we obtain that
|z|α|WαF(z)| ≤ Cα,n∥λn F (n)(λ)∥∞, z ∈ C+,
where Cα,n := Γ (n − α)−1
∞
1 (t − 1)n−α−1t−ndt = Γ (α)/(n − 1)!, whence the inequality of
the statement follows. 
Next, the definition of A(n)0 (C+) is generalized using fractional order of derivation.
Definition 3.4. Let α > 0 and let n = [α]+1. We denote byA(α)0 (C+) the Banach space defined
as the completion of A(n)0 (C+) in the norm
∥F∥(α),∞ := ∥F∥∞ + sup
z∈C+
|z|α|WαF(z)|, F ∈ A(n)0 (C+).
Recall that we have shown in Corollary 2.3 that the algebraP( 1z+1 ) of polynomials in (z+1)−1
without constant term is densely contained in A(n)0 (C+) for every n ∈ N. Hence P( 1z+1 ) is also
contained and dense in A(α)0 (C+). Indeed, from (3.1) it is straightforward to see that
Wα((z + 1)−k) = Γ (k + α)
Γ (k)
1
(z + 1)k+α (α > 0, k ∈ N),
whence it follows immediately that WαWβF = Wα+βF for every F in P( 1z+1 ) and α, β > 0.
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Proposition 3.5. For every β > α ≥ 0, we have
A(β)0 (C+) ↩→ A(α)0 (C+);
that is, A(β)0 (C+) is continuously contained in A(α)0 (C+). Moreover, A(β)0 (C+) is dense in
A(α)0 (C+).
Proof. Take F ∈ P( 11+z ). Then Wβ−αWαF = WβF whence we have, for every z = |z|eiθ in
C+ \ {0},
zαWαF(z) = z
α
Γ (β − α)
 ∞·eiθ
0·eiθ
λβ−α−1WβF(λ+ z) dλ.
From here, the arguments considered in the proof of Proposition 3.3 work to obtain that
zαW (α)F(z) → 0, as z → 0 or z → ∞, and that ∥zαWαF∥∞ ≤ Cα,β∥zβWβF∥∞, with
Cα,β = Γ (α)/Γ (β). Finally, the density of A(β)0 (C+) in A(α)0 (C+) follows by the density of
P( 11+z ). 
Remark 3.6. The proposition shows in particular that for every α > 0 and 0 < γ ≤ α, if
F ∈ A(α)0 (C+) then
∥zγ W γ F∥∞ ≤ Γ (γ )Γ (α)∥z
αWαF∥∞
and therefore the norm
∥F∥∞ + (1/Γ (α))

sup
z∈C+
|zαWαF(z)|

,
which is equivalent to the norm ∥F∥(α),∞ in A(α)0 (C+), is also equivalent to the norm
∥F∥∞ + sup
0<γ≤α

(1/Γ (γ )) sup
z∈C+
|zγ W γ F(z)|

.
Similarly, the norm ∥F∥(n),∞ for F ∈ A(n)0 (C+) is equivalent to ∥F∥∞ + ∥zn F (n)∥∞.
In the final part of this section we are going to show that the space A(α)0 (C+) is a Banach
algebra with respect to the pointwise multiplication, for every α ≥ 0 (we already know that this
is the case when α is a non-negative integer).
Let h be a locally integrable function on R+. For δ such that 0 < δ < 1 and ω > 0 we define
I δωh(t) :=
1
Γ (δ)
 ω
t
(s − t)δ−1h(s) ds, if 0 < t < ω,
and I δωh(t) := 0 if t ≥ ω. Let α > 0, with α = m + δ and m = [α]. Suppose that there exists the
limit
h(δ)(t) := lim
ω→∞

− d
dt

(I 1−δω h)(t), for t > 0.
Then the Cossar–Riemann–Liouville derivative h(α) of h, of order α, is defined by
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h(α)(t) :=

d
dt
m
h(α−m)(t), t > 0,
when it exists.
A Banach space denoted by M(α)∞ has been introduced in [3] as the completion, in the space
of the so-called functions of bounded variation, of the bounded functions of class C (∞) on R+
in the norm
∥h∥M = ∥h∥∞ + ∥tαh(α)∥∞, h ∈ C (∞)(R+).
In fact, M(α)∞ is a Banach algebra for the pointwise multiplication and the preceding norm; see
[3, Theorem 2.5]. In the following lemma we show that the algebra P( 11+z ), restricted on each
ray of angle θ ∈ [−π2 , π2 ], is contained in M(α)∞ .
For F ∈ A(n)0 (C+), t > 0 and θ ∈ [−π2 , π2 ], put Fθ (t) := F(teiθ ).
Lemma 3.7. Let F ∈ P( 11+z ) and let θ ∈ [−π/2, π/2]. Then there exists F (α)θ and F (α)θ =
(−1)[α]WαFθ .
Proof. Set m = [α] and δ := α − m. Then, if 0 < t < w,
d
dt
 w−t
0
rn−α−1 Fθ (r + t) dr = −(w − t)n−α−1 Fθ (ω)+
 w−t
0
rn−α−1 F ′θ (r + t) dr
whence F (δ)θ exists and F
(δ)
θ (t) =
∞
0 r
n−α−1 F ′θ (r + t) dr . Moreover,
F (α)θ (t) =

d
dt
m
F (α−m)θ (t) = −
 ∞
0
rn−α−1 F (m+1)θ (r + t)
dr
Γ (n − α)
= (−1)
m
Γ (n − α)
 ∞
0
rn−α−1W m+1 Fθ (r + t) dr = (−1)m WαFθ (t),
as we wanted to prove. 
Theorem 3.8. For every α > 0, A(α)0 (C+) is a Banach algebra.
Proof. Let F be in P( 11+z ). Take θ ∈ [−π/2, π/2]. By an obvious change of variable in the
integral defining WαF(z) we get WαF(z) = e−iαθ (WαFθ )(|z|), for every z = |z|eiθ ∈ C+\{0}.
Hence
∥tαWαFθ∥∞ = sup
z=|z|eiθ
|zαWαFθ (|z|)|
= sup
z=|z|eiθ
|zαe−iαθWαFθ (|z|)|
= sup
z=|z|eiθ
|zαWαF(z)| ≤ ∥zαWαF∥∞.
On the other hand, note that the space P( 11+z ) is dense in A(α)0 (C+) and that convergence
here implies pointwise convergence. Therefore it will be enough, in order to prove the theorem,
to check that
∥FG∥(α),∞ ≤ Cα∥F∥(α),∞∥G∥(α),∞ F,G ∈ P

1
1+ z

,
for some constant Cα .
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Thus take F,G any two elements in P( 11+z ). Since M(α)∞ is a Banach algebra Lemma 3.7
tells us that there is a constant C ′α such that
∥FθGθ∥M ≤ C ′α∥Fθ∥M∥Gθ∥M
for every θ ∈ [−π/2, π/2]. Then
max
z∈C+
|zαWα(FG)(z)| ≤ sup
θ∈[−π/2,π/2]
∥tαWα(FθGθ )∥∞
≤ sup
θ∈[−π/2,π/2]
∥FθGθ∥M ≤ C ′α sup
θ∈[−π/2,π/2]
(∥Fθ∥M∥Gθ∥M)
≤ C ′α
∥F∥∞ + ∥zαWαF∥∞ ∥G∥∞ + ∥zαWαG∥∞ .
From this, it follows that
∥FG∥(α),∞ ≤ Cα∥F∥(α),∞∥G∥(α),∞
with Cα = 1+ C ′α , as required. 
Examples. Take 0 < δ < 1. By direct inspection, one gets easily that the functions z → e−szδ ,
for s > 0, and z → (λ+ zδ)−1, where λ > 0, belong to the Banach algebra A(α)0 (C+) for every
α ≥ 0. These functions are in fact Laplace transforms of respective, and significant, elements
of the space T (α)(tα), see Appendix. Thus such examples are a particular case of Theorem 4.3,
which is proved in the next section.
4. Density of the range of the Laplace transform
In this section we give the main result of the paper; namely, Theorem 4.3. This states that
L(T (α)(tα)) is densely contained in A(α)0 (C+). The case when α is a natural number follows
automatically by the following lemma.
Lemma 4.1. For every n ∈ N, z ∈ C+ \ {0} and f ∈ T (n)(tn),
zk(L f )(k)(z) =
k
j=0
c j,kL(t j f ( j))(z), k = 0, 1, . . . , n,
where c j,k = (−1)k

k
j

k!
j ! . Therefore, L f ∈ A(n)0 (C+).
Proof. Take f in the Schwarz class S[0,∞]. Then, for z ∈ C+ \ {0} and k ∈ {0, 1, . . . , n},
zk(L f )(k)(z) = (−1)k
 ∞
0
tk f (t) zke−zt dt
= (−1)k
 ∞
0

k
j=0

k
j

k!
j ! t
j f ( j)(t)

e−zt dt =
k
j=0
c j,kL(t j f ( j))(z), (4.1)
after having integrated by parts k times and used the Leibniz rule. Equality (4.1) implies that
zk(L f )(k) ∈ A(0)0 (C+) since t j f ( j) ∈ L1(R+) for every j = 0, 1, . . . , k. In particular,
limz→∞ zk(L f )(k)(z) = 0 for all 0 ≤ k ≤ n. Moreover, integrating by parts once again, we
obtain that
L(t j f ( j))(0) = (−1) j j !
 ∞
0
f (t) dt, (0 ≤ j ≤ n).
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Then, by (4.1) we have for all 0 ≤ k ≤ n that
lim
z→0 z
k(L f )(k)(z) = (−1)kk!
 ∞
0
f
 k
j=0
(−1) j

k
j

= 0.
Thus we have proved that L f ∈ A(n)0 (C+) for every f ∈ S[0,∞].
Finally, note that (4.1) also implies that ∥ f ∥(n),∞ ≤ Cnνn( f ) for all f ∈ S[0,∞] and some
constant Cn . Hence, the statement follows by density of S[0,∞] in T (n)(tn). 
In order to extend the consequence of the lemma to fractional α we need to appeal to the
Kummer functions. Before recalling them, we give an analog of the first part of Lemma 4.1.
Lemma 4.2. For α > 0 and f in the Schwarz class S[0,∞),
Wα(L f )(z) =
 ∞
0
sα f (s)e−zs ds.
Proof. Let n = [α] + 1 and f ∈ S[0,∞]. As it has been noticed formerly, L f ∈ A(n)0 (C+)
whence L f ∈ A(α)0 (C+) by Proposition 3.5. Moreover, for z = |z|eiθ ∈ C+ with θ ∈[−π/2, π/2], we have
Wα(L f )(z) = (−1)
ne−iθα
Γ (n − α)
 ∞
|z|
(t − |z|)n−α−1(L f )(n)(teiθ ) dt
= e
−iθ(α−n)
Γ (n − α)
 ∞
|z|
(t − |z|)n−α−1
 ∞
0
f (s) sn e−(teiθ )s ds

dt
=
 ∞
0
sα f (s)e−zs ds (4.2)
where we have applied Fubini’s theorem in the last equality. 
Finally, we give the main result of the paper. For this, we will use the integral expression of
the Kummer function
1 F1(a; c; z) = Γ (c)Γ (a)Γ (c − a)
 1
0
ta−1ezt (1− t)c−a−1 dt,
where z ∈ C and a, c ∈ C+ with ℜ c > ℜ a > 0, as well as the asymptotic development
1 F1(a; c; z) = Γ (c)Γ (c − a) e
iπa z−a +⃝(|z|−a−1)
+ Γ (c)
Γ (a)
ez za−c +⃝(|ez za−c−1|), as z →∞ through C+; (4.3)
see [8, p. 289].
Theorem 4.3. Let α > 0. Then, for every f ∈ T (α)(tα),
L( f ) ∈ A(α)0 (C+).
Moreover,
L(T (α)(tα)) = A(α)0 (C+).
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Proof. For the inclusion L(T (α)(tα)) ⊆ A(α)0 (C+), it is enough to show that
∥L f ∥(α),∞ ≤ Cνα( f )
for every f in S[0,∞), since S[0,∞) is dense in T (α)(tα).
So take f ∈ S[0,∞). From Lemma 4.2, for z ∈ C+ we get
zαWα(L f )(z) = zα
 ∞
0
 ∞
s
(t − s)α−1
Γ (α)
Wα f (t) dt sαe−zs ds
=
 ∞
0
Wα f (t)
zα
Γ (α)
 t
0
(t − s)α−1sαe−zs ds dt.
Now notice that
zα
Γ (α)
 t
0
(t − s)α−1sαe−zs ds = z
αt2α
Γ (α)
e−zt
 1
0
xα−1(1− x)αet zx dx
= Γ (α + 1)
Γ (2α + 1) t
α(t z)αe−t z1 F1(α; 2α + 1; t z).
Then, applying (4.3) to the values a = α, c = 2α + 1, and z = w ∈ C, we have
|wαe−w 1 F1(α; 2α + 1;w)| ≤ Γ (2α + 1)Γ (α + 1) |e
−ω| + C ′M
|e−ω|
|ω| +
Γ (2α + 1)
Γ (α)
1
|ω| +
C ′′M
|ω|2 ,
whenever |z| ≥ M , for constants M , C ′M , C ′′M . Hence there exists a constant K such that
|(t z)αe−t z 1 F1(α; 2α + 1; t z)| ≤ K
for every ℜz ≥ 0 and t > 0.
It follows that
sup
z∈C+
|zαWα(L f )(z)| ≤ Cα
 ∞
0
tα|Wα f (t)| dt
and therefore
∥L f ∥(α),∞ ≤ Cνα( f )
as was required.
As regards the density, note that by Proposition 1.1 the Banach algebra T (α)(tα) is
polynomially generated by the function u : x → e−x , whose Laplace transform is Lu(z) =
(1 + z)−1, for z ∈ C+. Also, Lu is a polynomial generator of A(α)0 (C+) by Corollary 2.3 and
Definition 3.4. Both facts together imply that L(T (α)(tα)) is dense in A(α)0 (C+), as we wanted
to show. 
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Appendix
We show here a couple of interesting examples of functions in the Banach algebras T (α)(tα),
α > 0.
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(1) Mittag-Leffler type functions. For λ ∈ C and 0 < δ < 1, let eδ(·, λ) be the function given
by
eδ(x, λ) :=
∞
k=0
(−λ)k xδk
Γ (δk + 1) (x ≥ 0).
Functions eδ(·, λ) are called of Mittag-Leffler type. Their derivatives at x , denoted by e′δ(x, λ),
can be represented as the Laplace transforms
e′δ(x, λ) = −
 ∞
0
e−xy yKδ(y, λ)dy (x > 0), (A.1)
provided that λ > 0, where
Kδ(y, λ) = sin(δπ)
π
λ yδ−1
(yδ + λeiδπ )(yδ + λe−iδπ ) (y, λ > 0).
Put Ey(x) := ye−yx , if x, y > 0. Clearly, Ey ∈ T (α)(tα) with WαEy = Γ (α + 1)yα+1 Ey
so that να(Ey) = Γ (α + 1) for every y, α > 0. On the other hand, the function Kδ(·, λ)
is positive, continuous and integrable on (0,∞) if λ > 0, see [7]. Hence, (A.1) implies that
e′δ(·, λ) ∈ T (α)(tα) for all λ > 0.
We wish to extend (A.1) to λ ∈ C+, so that e′δ(·, λ) ∈ T (α)(tα) for every λ ∈ C+ (and
α > 0). However, there is an obstruction for such an extension when 12 < δ < 1. In fact,
assuming δ ∈ ( 12 , 1) and taking θ = (1 − δ)π in (0, π/2) or θ = −(1 − δ)π in (−π/2, 0) we
have that λeiδπ = −|λ| for λ = |λ|eiθ , so that Kδ(y, λ)→∞ as y → |λ|1/δ . Thus we limit our
next calculations to the range of values 0 < δ ≤ 12 .
Lemma A.1. Let δ ∈ (0, 12 ]. Then ∞
0
|Kδ(y, λ)| dy ≤ Cδ (λ ∈ C+),
and  ∞
0
 ∂∂λ

Kδ(y, λ)
λ
 dy ≤ Cδ|λ|2 (λ ∈ C+).
Proof. Put λ = |λ|eiθ , θ ∈ (−π/2, π/2). Then we have ∞
0
|Kδ(y, λ)|dy = C ′δ
 ∞
0
|λ| dr
|r + λeiδπ | |r + λe−iδπ |
= C ′δ
 ∞
0
dx
|x + ei(θ+δπ)| |x + ei(θ−δπ)| ≤ Cδ
since θ ± δπ ∈ (−π2 − δπ, π2 + δπ) and −(π2 + δ) ≥ −π , π2 + δ ≤ π for 0 < δ ≤ 1/2.
Now, for the second inequality, if y > 0 and λ ∈ C+, we have
∂
∂λ

Kδ(y, λ)
λ

(y, λ) = − sin(δπ)
π
yδ−1

eiδπ
(yδ + λeiδπ )2(yδ + λe−iδπ )
+ e
−iδπ
(yδ + λeiδπ )(yδ + λe−iδπ )2

,
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and the wished-for estimate follows just repeating the same argument as above, for the first
integral. 
The preceding result implies immediately, from formula (A.1), that e′δ(·, λ) belongs to
T (α)(tα) for every λ ∈ C+ and α > 0, whenever 0 < δ < 12 . The following lemma shows
that e′δ(·, λ) is holomorphic in λ and give estimates involving that function and its derivative. It
will be used later, in Proposition A.3.
Lemma A.2. Put, for δ ∈ (0, 1/2),
dδ(x, λ) := −e
′
δ(x, λ)
λ
(x ≥ 0; λ ∈ C+).
Then for every α > 0,
(i) dδ(·, λ) ∈ T (α)(tα) with να(dδ(·, λ)) ≤ Cα,δ|λ| (λ ∈ C+).
(ii) The map λ → dδ(·, λ),C+ → T (α)(tα) is holomorphic, and
να

∂
∂λ
dδ(·, λ)

≤ Cα,δ|λ|2 (λ ∈ C
+).
Proof. Let α > 0. Part (i) is clear from Lemma A.1 and (A.1), as noticed before.
As for part (ii), it is also a consequence of Lemma A.1 that ∞
0
 ∂∂λ

Kδ(y, λ)
λ
 να(Ey) dy ≤ Γ (α + 1)Cα,δ|λ|2 (λ ∈ C+),
whence one gets automatically that λ → dδ(·, λ) is holomorphic from C+ into T (α)(tα) with
derivative
∂
∂λ
dδ(y, λ) =
 ∞
0
∂
∂λ

Kδ(y, λ)
λ

Ey dy ∈ T (α)(tα).
From here, it follows that να

∂
∂λ
dδ(y, λ)
 ≤ Cα,δ|λ|2 for all λ ∈ C+, as required. 
(2) Levy stable density functions and their relationship with functions of Mittag-Leffler type.
It has been shown in Section 1 that the fractional semigroup (Is)s>0 generates polynomially the
Banach algebra T (α)(tα) for every α > 0. This result has been used as part of the argument in
Theorem 4.3 to prove the density of L(T (α)(tα)) in A(α)0 (C+).
There are other semigroups of interest in T (α)(tα):
For s > 0 and 0 < δ < 1, set
σs,δ(x) := 12π i
 c+i∞
c−i∞
ezx e−szδdz (x ≥ 0)
where the integral is independent of c ≥ 0. Equivalently, L(σs,δ)(z) = e−szδ for all z ∈ C+.
The functions σs,δ have application in diverse areas of analysis and probability. They are
usually called Levy stable density functions. For fixed δ, the family (σs,δ)s>0 is a semigroup in
L1(R+); i.e.,
σr,δ ∗ σs,δ = σr+s,δ (r, s ≥ 0).
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In the case δ = 12 , the family (σs,1/2)s>0 is the so-called backwards heat semigroup and it can be
explicitly expressed as
σs,1/2(x) = s
2
√
πx3/2
e−(s2/4x) (x, s > 0).
For these and other properties of the semigroups (σs,δ)s>0, 0 < δ < 1, see [7], [10, p. 20]
and [12, Section IX,11].
Looking at σs,δ as an element of L1(R), its Fourier transform is given by
σs,δ(ξ) = 1√
2π
e−s(iξ)δ ,
where (iξ)δ = |ξ |δ cos(δ π2 )+ isgn(ξ) sin(δ π2 ), ξ ∈ R. Then the Cauchy–Schwarz inequality
applied to usual derivatives of σs,δ gives us that indeed σs,δ ∈ T (α)(tα), for every α > 0. Hence
(σs,δ)s>0 is also a semigroup in T (α)(tα).
When δ = 1/2, it is readily seen that the mapping s → σs,1/2,R+ → T (α)(tα) is norm-
continuous and uniformly bounded. For arbitrary δ between 0 and 1, the growth of the norm
να(σs,δ) as s → 0+ or s → ∞ is not fairly clear (for example, the estimate obtained using
a Cauchy–Schwarz argument is not accurate, and it is not enough for our needs). We shall
see below, by means of an indirect argument, that να(σs,δ) is also uniformly bounded on R+,
whenever 0 < δ < 12 .
Properties relating functions σs,δ and functions of Mittag-Leffler type have been given in [7].
Here, we pursue to some extent the study of [7] in connection with the Banach algebras T (α)(tα).
Functions e′δ(x, λ) can be also expressed in terms of Laplace transforms of functions σs,δ , this
time in the variable λ:
e′δ(x, λ) = −λ
 ∞
0
e−λsσs,δ(x) ds (x > 0; λ > 0), (A.2)
see [7, Theorem 7]. We want to extend formula (A.2) to λ ∈ C+, and in such a way that
the equality holds in the (norm of the) Banach algebra T (α)(tα). For this, we make use of
Lemma A.2, which tells us that the holomorphic map λ → dδ(·, λ) satisfies the assumptions
of a nice result of Pru¨ss about inverse Laplace transforms, see [1, Corollary 2.5.2].
Proposition A.3. Let 0 < δ ≤ 1/2. For every α > 0, the family (σs,δ)s>0 is a continuous
semigroup in T (α)(tα), uniformly bounded in norm, with (vector-valued) Laplace transform
dδ(·, λ) =
 ∞
0
e−λsσs,δ ds, λ ∈ C+,
in T (α)(tα).
Proof. If δ = 1/2 the result is readily obtained from the explicit formula for σs,1/2. So, assume
that 0 < δ < 1/2.
By Lemma A.2 and [1, Corollary 2.5.2], there exists a uniformly bounded, norm-continuous
function Φδ : R+ → T (α)(tα) such that
dδ(·, λ) =
 ∞
0
e−λsΦδ(s) ds, λ ∈ C+.
Since the Laplace transform is injective, we deduce from (A.2) that Φδ(s) = σs,δ for all s > 0,
and the proposition follows. 
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The families (Iλ)λ∈C+ , and (σs,δ)s>0, (dδ(·, λ))λ∈C+ , where δ ∈ (0, 1), are related to the
theory of strongly continuous semigroups and, more precisely, to fractional powers of the
infinitesimal generators of such semigroups; see for example [12,7,10]. In the Introduction of
the present paper we referred to integrated semigroups as part of the motivation to study the
Banach algebras T (α)(tα) and A(α)0 (C+). To conclude this work we point out how to apply the
above families of functions in this setting:
Let (A, D(A)) be the generator of an α-times integrated semigroup (Tα(t))t>0, on a Banach
space X , which satisfies the growth condition
∥Tα(t)∥ ≤ C tα (t > 0).
It is known that the fractional δ-power −(−A)δ , δ ∈ (0, 1), generates a uniformly bounded
C0-semigroup, say (T
(δ)
α (t))t>0. By applying [9, Theorem 4.2] and preceding discussions we
obtain, for λ ∈ C+ and 0 < δ ≤ 1/2, the following identities:
(1− A)−λx =
 ∞
0
Wα Iλ(s)Tα(s)x ds (x ∈ X),
T (δ)α (t)x =
 ∞
0
Wασt,δ(s)Tα(s)x ds (x ∈ X; t > 0),
(λ+ (−A)δ)−1x =
 ∞
0
Wαdδ(s, λ)Tα(s)x ds (x ∈ X).
Notice that, replacing formally −A with z, the second and third equalities correspond to the
Laplace transforms of functions σt,δ and dδ(·, λ), respectively, considered in the example prior
to Section 4.
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