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McKay correspondence over non algebraically closed fields
Mark Blume
Abstract
The classical McKay correspondence for finite subgroups G of SL(2,C) gives a bijection
between isomorphism classes of nontrivial irreducible representations of G and irreducible
components of the exceptional divisor in the minimal resolution of the quotient singularity
A2
C
/G. Over non algebraically closed fields K there may exist representations irreducible
over K which split over K. The same is true for irreducible components of the exceptional
divisor. In this paper we show that these two phenomena are related and that there is a
bijection between nontrivial irreducible representations and irreducible components of the
exceptional divisor over non algebraically closed fields K of characteristic 0 as well.
1 Introduction
Let G be a finite group operating on a smooth variety M over C, e.g. M = An
C
and a linear
operation of a finite subgroup G ⊂ SL(n,C). Usually the quotient M/G is singular and one
considers resolutions of singularities Y → M/G with some minimality property. A method to
construct resolutions of quotient singularities is the G-Hilbert scheme G-HilbM introduced in
[7], [8]. Under some conditions the G-Hilbert scheme is irreducible, nonsingular and G-HilbM →
M/G a crepant resolution [1]. In particular, this applies to the operation of finite subgroups
G ⊂ SL(n,C) on An
C
for n ≤ 3. For G ⊂ SL(2,C) there are also other methods to show that the
G-Hilbert scheme is the minimal resolution, see [7], [8].
The McKay correspondence in general describes the resolution Y in terms of the representation
theory of the group G, see [13], [14] for expositions of this subject. Part of the correspondence
for G ⊂ SL(2,C) is a bijection between irreducible components of the exceptional divisor E and
isomorphism classes of nontrivial irreducible representations of the group G and moreover an
isomorphism of graphs between the intersection graph of components of E and the representation
graph of G, both being graphs of ADE type. This was the observation of McKay [11].
The new contribution in this paper is to consider McKay correspondence over non algebraically
closed fields. We will work over a field K that is not assumed to be algebraically closed but
always of characteristic 0 and extend the McKay correspondence to this slightly more general
situation. Over non algebraically closed K it is natural to consider finite group schemes instead
of simply finite groups. In comparison with the situation over algebraically closed fields there
may exist both representations of G and components of E that are irreducible over K but split
over the algebraic closure. We will see that these two kinds of splitting that arise by extending
the ground field are related by investigating the operation of the Galois group. For this we
introduce Galois-conjugate representations and consider the Galois operation on the G-Hilbert
scheme. The following McKay correspondence over arbitrary fields K of characteristic 0 will be
consequence of more detailed theorems in section 5.
Theorem 1.1. Let K be any field of characteristic 0 and G ⊂ SL(2,K) a finite subgroup scheme.
Then there is a bijection between the set of irreducible components of the exceptional divisor E
and the set of isomorphism classes of nontrivial irreducible representations of G and moreover
an isomorphism between the intersection graph of the irreducible components of Ered and the
representation graph of G.
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Examples are discussed in subsection 5.5, the possible graphs can be found in subsection 4.4.
As already observed in [10], considering the rational double points over non algebraically closed
fields one finds the remaining Dynkin diagrams of types (Bn), (Cn), (F4), (G2). The methods
of this paper should also apply to other situations, in particular to the McKay correspondence
for finite small subgroups of GL(2,C) and give a similar generalisation as in the SL-case.
This paper is organised as follows. Section 2 shortly summarises some techniques used in this
paper, namely G-sheaves for group schemes G and G-Hilbert schemes. Section 3 is concerned
with the relations between Galois operations and decompositions into irreducible components
both of schemes and representations. We introduce the notion of Galois-conjugate representa-
tions and G-sheaves and we describe the Galois operation on G-Hilbert schemes. In section 4
we collect some data of the finite subgroup schemes of SL(2,K) and list possible representation
graphs. In addition we investigate under what conditions a finite subgroup of SL(2, C), C the
algebraic closure of K, is realisable as a subgroup of SL(2,K). Section 5 contains the theorems
of McKay correspondence over non algebraically closed fields. We consider two constructions,
the stratification of the G-Hilbert scheme and the tautological sheaves, originating from [7] and
[6] respectively, that are known to give a McKay correspondence over C and formulate them for
not necessarily algebraically closed K.
Acknowledgements. The suggestion to investigate McKay correspondence over non algebraically
closed fields is due to Victor Batyrev.
Notations. In general we write a lower index for base extensions, for example if X,T are S-
schemes then XT denotes the T -scheme X ×S T or if V is a representation over a field K then
VL denotes the representation V ⊗K L over the extension field L. Likewise, if ϕ : X → Y is a
morphism of S-schemes, we write ϕT : XT → YT for its base extension with respect to T → S.
2 Preliminaries
2.1 G-sheaves
Let K be a field. Let G be a group scheme over K with p : G → SpecK the projection,
e : SpecK → G the unit, and m : G×KG→ G the multiplication. For affine G = SpecA, A has
the structure of a Hopf algebra over K, the coalgebra structure being equivalent to the group
structure of G.
Let X be a G-scheme over K, that is a K-scheme with an operation sX : G ×K X → X of the
group scheme G over K. We have to use a more general notion of a G-sheaf than in [1], we adopt
the definition of [12]: a (quasicoherent, coherent) G-sheaf on X is a (quasicoherent, coherent)
OX -module F with an isomorphism λF : s∗XF ∼−→ p∗XF of OG×KX-modules satisfying the
conditions (i) the restriction of λF to the unit in GX is the identity, i.e. e
∗
Xλ
F : e∗Xs
∗
XF →
e∗Xp
∗
XF identifies with idF : F → F , and (ii) (m× idX)∗λF = p∗23λF ◦ (idG × sX)∗λF , where
p23 : G×K G×K X → G×K X is the projection to the factors 2 and 3.
Remark 2.1. We summarise relevant properties of G-sheaves.
(1) There is the canonical notion of G-equivariant homomorphisms between G-sheaves F ,G on
X, the set of these is denoted by HomGX(F ,G ). Kernels and cokernels of G-equivariant homo-
morphisms have natural G-sheaf structures.
(2) Assume G = SpecA affine and let X be a G-scheme with trivial G-operation, i.e. sX = pX .
Then the G-sheaf structure of a G-sheaf F is equivalent to a homomorphism of OX -modules
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̺ : F → A ⊗K F satisfying the usual conditions of a comodule. This relation can be con-
structed using the adjunction (pX
∗, pX∗). Further, notions such as “subcomodule”, “homomor-
phism of comodules”, etc. correspond to “G-subsheaf”, “equivariant homomorphism”, etc.. The
G-invariant part FG ⊆ F is defined by FG(U) := {f ∈ F (U) | ̺(f) = 1⊗ f} for open U ⊆ X.
(3) For an A-comodule F on X a decomposition of A into a direct sum A =
⊕
iAi of subcoalge-
bras Ai determines a direct sum decomposition F =
⊕
i Fi into subcomodules (take preimages
̺−1(Ai ⊗K F )), where the comodule structure of Fi reduces to an Ai-comodule structure.
(4) A G-sheaf on X = SpecK (or an extension field of K) we also call a representation. Duali-
sation of an A-comodule V over K leads to a KG-module V ∨, where KG = A∨ = HomK(A,K)
with algebra structure dual to the coalgebra structure of A.
(5) For quasicoherent G-sheaves F ,G with F finitely presented the sheaf HomOX (F ,G ) car-
ries a natural G-sheaf structure. For locally free F one defines the dual G-sheaf by F∨ =
HomOX (F ,OX ). In the case of trivial G-operation on X there is the component HomGOX (F ,G )
of HomOX (F ,G ), the sheaf of equivariant homomorphisms, that can either be described as G-
invariant part (HomOX (F ,G ))
G ⊆ HomOX (F ,G ) or by HomGOX (F ,G )(U) = HomGU (F |U ,G |U )
for open U ⊆ X.
(6) Functors for sheaves like ⊗, f∗, . . . as well have analogues for G-sheaves, e.g. for equivariant
f : Y → X and a G-sheaf F on X the sheaf f∗F has a natural G-sheaf structure.
(7) Natural isomorphisms for sheaves lead to isomorphisms for G-sheaves, e.g. under some
conditions there is an isomorphism f∗ HomOX (F ,G ) ∼= HomOY (f∗F , f∗G ) and this isomor-
phism becomes an isomorphism of G-sheaves provided that f is equivariant and F ,G are G-
sheaves. Other examples are f∗(F ⊗OX G ) ∼= f∗F ⊗OY f∗G and HomOX (F ⊗OX E ,G ) ∼=
HomOX (F ,E
∨ ⊗OX G ).
(8) Base extension K → L makes out of a G-scheme X over K a scheme XL with a G-scheme
or a GL-scheme structure, the operation given by sXL = (sX)L. A G-sheaf F on a G-scheme X
gives rise to a G-sheaf FL = F ⊗K L = f∗F on XL, where f : XL → X. FL can be considered
as a GL-sheaf on the GL-scheme XL over L.
2.2 G-Hilbert schemes
Let G = SpecA be a finite group scheme over a field K, assume that its Hopf algebra A is
cosemisimple (that is, A is sum of its simple subcoalgebras, see [17, Ch. XIV] and subsection
3.1 below).
For us the G-Hilbert scheme G-HilbK X of a G-scheme X over K will be by definition the
moduli space of G-clusters, i.e. parametrising G-stable finite closed subschemes Z ⊆ XL, L
an extension field of K, with H0(Z,OZ) isomorphic to the regular representation of G over L.
We recall its construction (a variation of the Quot scheme construction of [5]), for a detailed
discussion including the generalisation to finite group schemes with cosemisimple Hopf algebra
over arbitrary base fields see [2].
Let X be a G-scheme algebraic over K, assume that a geometric quotient π : X → X/G, π
affine, exists. Then the G-Hilbert functor G-HilbK X : (K-schemes)
◦ → (sets) given by
G-HilbK X(T ) :=


Quotient G-sheaves [0→ I → OXT → OZ → 0] on XT ,
Z finite flat over T , for t ∈ T : H0(Zt,OZt) isomorphic
to the regular representation


is represented by an algebraic K-scheme G-HilbK X. Here we write [0→ I → OXT → OZ → 0]
for an exact sequence 0 → I → OXT → OZ → 0 of quasicoherent G-sheaves on XT with
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I ,OZ specified up to isomorphism, that is either a quasicoherent G-subsheaf I ⊆ OXT or
an equivalence class [OXT → OZ ] of surjective equivariant homomorphisms of quasicoherent
G-sheaves with two of them equivalent if their kernels coincide.
There is the natural morphism τ : G-HilbK X → X/G, which is projective and as a map of
points takes G-clusters to the corresponding orbits.
In this paper we are interested in the case G ⊂ SL(2,K) operating on X = A2K over fields K of
characteristic 0.
Proposition 2.2. The G-Hilbert scheme G-HilbK A
2
K is irreducible and nonsingular. The mor-
phism τ : G-HilbK A
2
K → A2K/G is birational and the minimal resolution of A2K/G.
Proof. This is known for algebraically closed fields of characteristic 0 [7], [8], [1]. From this
the statements about irreducibility and nonsingularity for not necessarily algebraically closed
K follow, use that for C the algebraic closure (G-HilbK A
2
K)C
∼= GC- HilbC A2C (see [2]).
The morphism τ : G-HilbK A
2
K → A2K/G is known to be birational. The base extension
(G-HilbK A
2
K)C → (A2K/G)C identifies with the natural morphism GC -HilbC A2C → A2C/GC
(follows directly from the functorial definition of τ , see e.g. [2]). So the statement about mini-
mality as well follows from the same statement for algebraically closed fields.
3 Galois operation and irreducibility
3.1 (Co)semisimple (co)algebras and Galois extensions
Let K be a field and K → L a Galois extension, Γ := AutK(L). As reference for simple and
semisimple algebras we use [3, Alge´bre, Ch. VIII], for coalgebras and comodules [17]. Note that
for a K-vector space V (maybe with some additional structure) Γ operates on the base extension
VL = V ⊗K L via the second factor.
Proposition 3.1. Let F be a simple K-algebra. Assume that FL is semisimple, let FL =⊕r
i=1 FL,i be its decomposition into simple components. Then Γ permutes the simple summands
FL,i and the operation on the set {FL,1, . . . , FL,r} is transitive.
Proof. The FL,i are the minimal two-sided ideals of FL. Since any γ ∈ Γ is an automorphism of
FL as a K-algebra or ring, the FL,i are permuted by Γ.
Let U =
∑
γ∈Γ γFL,1 and V the sum over the remaining FL,i. Then FL = U ⊕ V , U and V are
Γ-stable and thus U = U ′L, V = V
′
L for K-subspaces U
′, V ′ ⊆ F by [3, Algebra II, Ch. V, §10.4],
since K → L is a Galois extension. It follows that F = U ′ ⊕ V ′ with U ′, V ′ two-sided ideals of
F . Since F is simple, V ′ = 0, U = FL and the operation is transitive.
A coalgebra C 6= 0 is called simple, if it has no subcoalgebras except {0} and C. A coalgebra is
called cosemisimple, if it is the sum of its simple subcoalgebras, in which case this sum is direct.
For cosemisimple C the simple subcoalgebras are the isotypic components of C as a C-comodule
(left or right), so they correspond to the isomorphism classes of simple representations of G over
K.
Proposition 3.2. Let C be a finite dimensional coalgebra over K. Then C is cosemisimple if
and only if CL is cosemisimple.
Proof. This is equivalent to the dual statement for finite dimensional semisimple K-algebras [3,
Alge´bre, Ch. VIII, §7.6, Thm. 3, Cor. 4].
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For simple coalgebras there is a result similar to proposition 3.1 and proven analogously, note
that simple coalgebras are finite dimensional.
Proposition 3.3. Let C be a simple coalgebra over K. Then CL is cosemisimple, and if CL =⊕
iCL,i is its decomposition into simple components, then Γ transitively permutes the simple
summands CL,i.
Corollary 3.4. Let C be a cosemisimple coalgebra over K. Then CL is cosemisimple, and if
C =
⊕
j Cj resp. CL =
⊕
i CL,i are the decompositions into simple subcoalgebras, then:
(i) The decomposition CL ∼=
⊕
iCL,i is a refinement of the decomposition CL
∼=⊕j(Cj)L.
(ii) Γ transitively permutes the summands CL,i of (Cj)L for any j.
Therefore (Cj)L =
∑
γ∈Γ γCL,i, if CL,i is a summand of (Cj)L.
This applies to the situation considered in this paper. Assume that the fieldK is of characteristic
0 and let G = SpecA be a finite group scheme over K, |G| := dimK A. Define KG to be the
K-vector space A∨ = HomK(A,K) with algebra structure dual to the coalgebra structure of A.
In this situation the algebra A is always reduced and for a suitable algebraic extension field L
of K the group scheme GL is discrete. Then G(L) is a finite group of order |G| and the algebra
LG = (KG)L is isomorphic to the group algebra of the group G(L) over L. By semisimplicity of
group algebras for finite groups over fields of characteristic 0 and proposition 3.2 one obtains:
Proposition 3.5. Let G = SpecA be a finite group scheme over a field K of characteristic 0.
Then the Hopf algebra A is cosemisimple and so are its base extensions AL with respect to field
extensions K → L.
3.2 Irreducible components of schemes and Galois extensions
Let X be a K-scheme. For an extension field L of K the group Γ = AutK(L) operates on
XL = X ×K SpecL by automorphisms of K-schemes via the second factor. For simplicity we
denote the morphisms SpecL→ SpecL, XL → XL coming from γ : L→ L by γ as well.
A point of X may decompose over L, this way a point x ∈ X corresponds to a set of points
of XL, the preimage of x with respect to the projection XL → X. In particular this applies to
closed points and to irreducible components. These sets are known to be exactly the Γ-orbits.
Proposition 3.6. Let X be an algebraic K-scheme and K → L be a Galois extension, Γ :=
AutK(L). Then points of X correspond to Γ-orbits of points of XL, the Γ-orbits are finite.
Proof. Taking fibers, the proposition reduces to the following statement:
Let F be the quotient field of a commutative integral K-algebra of finite type. Then FL = F⊗KL
has only finitely many prime ideals and they are Γ-conjugate.
Proof. FL is integral over F because this property is stable under base extension [3, Commutative
Algebra, Ch. V, §1.1, Prop. 5]. It is clear that every prime ideal of FL lies above the prime ideal
(0) of F . There are no inclusions between the prime ideals of FL [3, Commutative Algebra, Ch.
V, §2.1, Proposition 1, Corollary 1]. Since every prime ideal of FL is a maximal ideal and FL
is noetherian (a localisation of an L-algebra of finite type), FL is artinian, it has only finitely
many prime ideals Q1, . . . , Qr.
FL has trivial radical [3, Alge´bre, Ch. VIII, §7.3, Thm. 1, also §7.5 and §7.6, Cor. 3]. Being an
artinian ring without radical, i.e. semisimple [3, Alge´bre, Ch. VIII, §6.4, Thm. 4, Cor. 2 and
Prop. 9], FL decomposes as a L-algebra into a direct sum
FL ∼=
⊕r
i=1 FL,i
5
of fields FL,i ∼= FL/Qi (this can easily be seen directly, however, it is part of the general theory of
semisimple algebras developed in [3, Alge´bre, Ch. VIII] that contains the representation theory
of finite groups schemes with cosemisimple Hopf algebra as another special case).
Γ operates on FL, it permutes the Qi and the simple components FL,i of FL transitively by
proposition 3.1.
3.3 Galois operation on G-Hilbert schemes
Let Y be a K-scheme, L an extension field of K and Γ = AutK(L).
For an L-scheme f : T → SpecL and γ ∈ Γ define the L-scheme γ∗T to be the scheme T
with structure morphism γ ◦ f . For a morphism α : T ′ → T of L-schemes let γ∗α be the same
morphism α considered as an L-morphism γ∗T ′ → γ∗T .
For a morphism α : YL → Y ′L of L-schemes and γ ∈ Γ define the conjugate morphism αγ by
αγ := γ ◦ (γ∗α) ◦ γ−1, which again is a morphism of L-schemes. Here γ : γ∗YL → YL is a
morphism over L.
Let T be an L-scheme defined over K, that is T = T ′L for some K-scheme T
′. The group Γ
operates on the set YL(T ) of morphisms T → YL over L by
γ : YL(T ) → YL(T )
α 7→ αγ = γ ◦ (γ∗α) ◦ γ−1
Consider the case of G-Hilbert schemes. Let G be a finite group scheme over K, X be a G-scheme
over K and assume that the G-Hilbert functor is represented by a K-scheme G-HilbK X. There
is the canonical isomorphism of L-schemes (G-HilbK X)L ∼= GL-HilbLXL (see [2]), obtained by
identifying X ×K T = XL ×L T for L-schemes T .
Proposition 3.7. Let T be an L-scheme defined over K. Then, for a morphism α : T →
GL-HilbLXL of L-schemes corresponding to a quotient [0 → I → OXT → OZ → 0] and for
γ ∈ Γ, the γ-conjugate morphism αγ corresponds to the quotient [0→ γ∗I → OXT → OγZ → 0].
Proof. For a morphism of L-schemes α : T → GL- HilbLXL ∼= (G-HilbK X)×K SpecL consider
the commutative diagram of L-morphisms
γ∗T (G-HilbK X)×K (γ∗ SpecL)
T (G-HilbK X)×K SpecL
✲
✲
❄ ❄
γ∗α
αγ
γ id × γγ ◦ (γ∗α)
q
The morphism α is given by a quotient [0 → I → OXT → OZ → 0] on XT = XL ×L T .
Under the identification GL-HilbLXL = (G-HilbK XK)L the T -valued point α corresponds to a
morphism T → G-HilbK X of K-schemes, that is a quotient [0→ I → OX×KT → OZ → 0] on
X ×K T , and the structure morphism f : T → SpecL. We have the correspondences
α ←→
{
[0→ I → OX×KT → OZ → 0]
f : T → SpecL
γ ◦ (γ∗α) ←→
{
[0→ I → OX×Kγ∗T → OZ → 0]
γ ◦ (γ∗f) : γ∗T → SpecL
αγ = γ ◦ (γ∗α) ◦ γ−1 ←→
{
[0→ γ−1∗I → OX×KT → γ−1∗OZ → 0]
f = γ ◦ (γ∗f) ◦ γ−1 : T → SpecL
←→
{
[0→ γ∗I → OX×KT → OγZ → 0]
f = γ ◦ (γ∗f) ◦ γ−1 : T → SpecL
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Under the identification (G-HilbK X)L = GL-HilbLXL the last morphism corresponds to the
quotient [0→ γ∗I → OXT → OγZ → 0] on XT = XL ×L T .
In particular, in the case X = A2K the γ-conjugate of an L-valued point given by an ideal
I ⊆ L[x1, x2] or a GL-cluster Z ⊂ A2L is given by the γ-conjugate ideal γ−1I ⊂ L[x1, x2] or the
γ-conjugate GL-cluster γZ ⊂ A2L.
Every point x of the L-scheme GL-HilbLA
2
L such that κ(x) = L corresponds to a unique
L-valued point α : SpecL → GL-HilbLA2L. The γ-conjugate point γx corresponds to the γ-
conjugate L-valued point αγ : SpecL→ GL-HilbLA2L.
Corollary 3.8. Let x be a closed point of GL-HilbLA
2
L such that κ(x) = L, α : SpecL →
GL-HilbLA
2
L the corresponding L-valued point given by an ideal I ⊂ L[x1, x2]. Then for
γ ∈ Γ the conjugate point γx corresponds to the γ-conjugate L-valued point αγ : SpecL →
GL-HilbLA
2
L, which is given by the ideal γ
−1I ⊂ L[x1, x2].
3.4 Conjugate G-sheaves
Let G = SpecA be a group scheme over a field K, X be a G-scheme over K, let K → L be a
field extension and Γ = AutK(L). Again, Γ operates on XL by automorphisms γ : XL → XL
over K, these are equivariant with respect to the G-scheme structure of XL defined in remark
2.1.(8).
Proposition–Definition 3.9. Let F be a GL-sheaf on XL. For γ ∈ Γ the OXL-module γ∗F
has a natural GL-sheaf structure given by
γ∗s∗XLF γ∗p
∗
XL
F
s∗XLγ∗F p
∗
XL
γ∗F
✲
✲
✻ ✻
γ∗λ
F
λγ∗F
∼
∼ (1)
This GL-sheaf γ∗F is called the γ-conjugate GL-sheaf of F . For a morphism of GL-sheaves
ϕ : F → G the morphism γ∗ϕ : γ∗F → γ∗G is a morphism of GL-sheaves between the sheaves
γ∗F and γ∗G with γ-conjugate GL-sheaf structure.
Remark 3.10. This way functors γ∗ are defined, similarly one may define functors γ∗, then
γ∗ and (γ−1)∗ are isomorphic. In the case of trivial operation they preserve trivial G-sheaf
structures.
The functors γ∗ commute with functors f∗L, fL∗ for equivariant morphisms f and with bifunctors
like Hom and ⊗:
Lemma 3.11. There are the following natural isomorphisms of GL-sheaves:
(i) For GL-sheaves F ,G on XL : γ∗(F ⊗OXL G ) ∼= γ∗F ⊗OXL γ∗G .
(ii) Let f : Y → X be an equivariant morphism of G-schemes over K and F a GL-sheaf on
XL. Then γ∗f∗LF ∼= f∗Lγ∗F .
(iii) For quasicoherent GL-sheaves F ,G on XL with F finitely presented: γ∗ HomOXL (F ,G )
∼=
HomOXL (γ∗F , γ∗G ). If the G-operation on X is trivial, it follows that γ∗(Hom
GL
OXL (F ,G ))∼= HomGLOXL (γ∗F , γ∗G ).
Remark 3.12. If F ∼= F ′L for some G-sheaf F ′ on X, then there are maps (not L-linear)
γ : F → F resp. isomorphisms of GL-sheaves γ : F → γ∗F on XL. For a subsheaf G ⊆ F the
above isomorphisms of GL-sheaves restrict to isomorphisms of GL-sheaves γ : γ
−1G → γ∗G .
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3.5 Conjugate comodules and representations
Let G = SpecA be an affine group scheme over a field K, X be a G-scheme over K, let K → L
be a field extension and Γ = AutK(L).
Remark 3.13. For γ ∈ Γ there are maps γ : AL → AL. Taking the canonically defined conjugate
Hopf algebra structure on the target, these maps become isomorphisms γ : AL → γ∗AL of Hopf
algebras over L. They correspond to isomorphisms γ : γ∗GL → GL of group schemes over L.
Proposition 3.14. Let F be a GL-sheaf on XL, X with trivial G-operation, the GL-sheaf
structure equivalent to an AL-comodule structure ̺
F : F → AL ⊗L F . Then for γ ∈ Γ the
GL-sheaf structure of the γ-conjugate GL-sheaf γ∗F is equivalent to the comodule structure
̺γ∗F : γ∗F → AL ⊗L γ∗F determined by commutativity of the diagram
γ∗F γ∗AL ⊗L γ∗F
γ∗F AL ⊗L γ∗F
✲
✲
✻ ✻
γ∗̺
F
̺γ∗F
id γ ⊗ id
Proof. Apply the construction mentioned in remark 2.1.(2) to diagram (1).
In the special case of representations the definition of conjugate G-sheaves leads to the notion
of a conjugate representation: Instead of a sheaf γ∗F one has an L-vector space γ∗V , the vector
space structure given by (l, v) 7→ γ(l)v using the original structure. The choice of a K-structure
V = V ′L gives an isomorphism γ : V → γ∗V of L-vector spaces and leads to the diagram
γ∗V γ∗AL ⊗L γ∗V
γ∗V AL ⊗L γ∗V
V AL ⊗L V
✲
✲
✲
✻
✻
✻
✻
γ∗̺
V
̺γ∗V
(̺V )γ
id
γ
γ ⊗ id
id ⊗ γ
for definition of the γ-conjugate AL-comodule structure (̺
V )γ on V — this definition is made,
such that γ : (V, (̺V )γ) → (γ∗V, ̺γ∗V ) is an isomorphism of AL-comodules. We write V γ for V
with the conjugate AL-comodule structure.
Remark 3.15. Let V ′ be an A-comodule over K and V = V ′L. Then as a special case of remark
3.12 there are maps γ : V → V resp. isomorphisms of AL-comodules γ : V → γ∗V . For any
AL-subcomodule U ⊆ V these restrict to isomorphisms of AL-comodules γ−1U ∼−→ γ∗U ∼= Uγ .
3.6 Decomposition into isotypic components and Galois extensions
Let G = SpecA be an affine group scheme over a field K, let K → L be a Galois extension,
Γ = AutK(L). Assume that A,AL are cosemisimple.
Recall the relations between the Galois operation on AL given by maps γ : AL → AL resp.
isomorphisms γ : AL → γ∗AL of Hopf algebras or of AL-comodules (see remark 3.13 or 3.15)
and the decompositions A =
⊕
j∈J Aj and AL =
⊕
i∈I AL,i into simple subcoalgebras described
in corollary 3.4. We relate this to conjugation of representations. The subcoalgebras AL,i are
the isotypic components of AL as a left-(or right-)comodule, let Vi be the isomorphism class of
simple AL-comodules corresponding to AL,i. Define an operation of Γ on the index set I by
Vγ(i) = V
γ
i . Using remark 3.15 one obtains:
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Lemma 3.16. γ−1AL,i = AL,γ(i).
The decomposition of A into simple subcoalgebras A =
⊕
j Aj gives decompositions of repre-
sentations and more generally of G-sheaves on G-schemes with trivial G-operation into isotypic
components corresponding to the Aj (see remark 2.1.(3)). After base extension one has decom-
positions of GL-sheaves, we compare it with the decompositions coming from the decomposition
of AL into simple subcoalgebras.
Proposition 3.17. Let X be a G-scheme with trivial operation, F a G-sheaf on X and let
F =
⊕
j Fj , FL =
⊕
i FL,i
be the decompositions into isotypic components as a G-sheaf resp. GL-sheaf. Then:
(i) FL =
⊕
i FL,i is a refinement of FL =
⊕
j(Fj)L.
(ii) The operation of Γ on FL (see remark 3.12) permutes the isotypic components FL,i of
FL. It is γ
−1FL,i = FL,γ(i), if Vγ(i) = V
γ
i .
(iii) (Fj)L =
∑
γ∈Γ γFL,i, if FL,i is a summand of (Fj)L.
Sketch of proof. Combine remark 3.12, proposition 3.14 and lemma 3.16 with corollary 3.4.
Corollary 3.18. Γ operates by Vi 7→ V γi on the set {Vi | i ∈ I} of isomorphism classes of
irreducible representations of GL. The subsets of {Vi | i ∈ I}, which occur by decomposing
irreducible representations of G over K as representations over L, are exactly the Γ-orbits.
For similar results in the representation theory of finite groups see e.g. [4, Vol. I, §7B].
4 The finite subgroup schemes of SL(2, K): representations and
graphs
In this section K denotes a field of characteristic 0.
4.1 The finite subgroups of SL(2, C)
By the well known classification any finite subgroup G ⊂ SL(2, C), C an algebraically closed
field of characteristic 0, is isomorphic to one of the following groups (presentations and character
tables are listed in appendix A).
Z/nZ (cyclic group of order n), n ≥ 1
BDn (binary dihedral group of order 4n), n ≥ 2
BT (binary tetrahedral group)
BO (binary octahedral group)
BI (binary icosahedral group).
4.2 Representation graphs
In the following definition we will introduce the (extended) representation graph as an in general
directed graph. A loop is defined to be an edge emanating from and terminating at the same
vertex. In addition we will attach a natural number called multiplicity to any vertex, and for
homomorphisms of graphs in addition we will require, that for any vertex of the target its
multiplicity is the sum of the multiplicities of its preimages.
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Definition 4.1. The extended representation graph Graph(G,V ) associated to a finite subgroup
scheme G of GL(n,K), V the given n-dimensional representation, is defined as the following
directed graph:
- vertices. A vertex of multiplicity n for each irreducible representation of G over K which
decomposes over the algebraic closure of K into n irreducible representations.
- edges. Vertices Vi and Vj are connected by dimK Hom
G
K(Vi, V ⊗K Vj) directed edges from Vi to
Vj . In particular any vertex Vi has dimK Hom
G
K(Vi, V ⊗K Vi) directed loops.
Define the representation graph to be the graph, which arises by leaving out the trivial represen-
tation and all edges emanating from or terminating at the trivial representation.
We say that a graph is undirected, if between any two different vertices the numbers of directed
edges of both directions coincide and for any vertex the number of directed loops is even.
Then one can form a graph having only undirected edges by defining (number of undirected
edges between Vi and Vj) := (number of directed edges from Vi to Vj) = (number of directed
edges from Vj to Vi) for different vertices Vi, Vj and (number of undirected loops of Vi) :=
1
2(number of directed loops of Vi) for any vertex Vi.
Remark 4.2.
(1) For G ⊂ SL(2,K) the (extended) representation graph is undirected. There is the iso-
morphism HomGK(Vi ⊗K V, Vj) ∼= HomGK(Vi, V ⊗K Vj), which follows from the isomorphism
HomGK(Vi ⊗K V, Vj) ∼= HomGK(Vi, V ∨ ⊗K Vj) and the fact that the 2-dimensional representa-
tion V given by inclusion G → SL(2,K) is self-dual. Further, that the number of directed
loops of any vertex is even, follows from the fact that over the algebraic closure C one has
dimC Hom
G
C(Ui, VC ⊗C Ui) = 0 for irreducible Ui over C.
(2) There is a definition of (extended) representation graph with another description of the
edges: vertices Vi and Vj are connected by aij edges from Vi to Vj, where V ⊗K Vj = aijVi ⊕
other summands. The two definitions coincide over algebraically closed fields, always one has
aij ≤ dimK HomGK(Vi, V ⊗KVj), inequality comes from the presence of nontrivial automorphisms.
Definition 4.3. For a finite subgroup scheme G ⊂ SL(2,K), V the given 2-dimensional repre-
sentation, define a Z-bilinear form 〈·, ·〉 on the representation ring of G by
〈Vi, Vj〉 := dimK HomGK(Vi, V ⊗K Vj)− 2 dimK HomGK(Vi, Vj)
Remark 4.4. The form 〈·, ·〉 determines and is determined by the extended representation
graph (the second equation follows from the fact, that dimK Hom
G
K(Vi, Vi) = multiplicity of Vi):
〈Vi, Vj〉 = 〈Vj, Vi〉 = number of undirected edges between Vi and Vj , if Vi 6∼= Vj
1
2 〈Vi, Vi〉 = number of undirected loops of Vi −multiplicity of Vi
4.3 Representation graphs and field extensions
Let K → L be a Galois extension, Γ = AutK(L) and let G be a finite subgroup scheme of
SL(2,K).
An irreducible representation W of G over K decomposes as a representation of GL over L
into isotypic components W =
⊕
i Ui which are Γ-conjugate by proposition 3.17. Every Ui
decomposes into irreducible components Ui = V
⊕m
i (the samem for all i because of Γ-conjugacy).
In the following we will write m(W,L/K) for this number. It is related to the Schur index in
the representation theory of finite groups (see e.g. [4, Vol. II, §74]).
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Proposition 4.5. For finite subgroup schemes G of SL(2,K) it is m(Wj, L/K) = 1 for every
irreducible representation Wj of G. It follows that Wj decomposes over L into a direct sum
(Wj)L ∼=
⊕
i Vi of γ-conjugate irreducible representations Vi of GL nonisomorphic to each other.
Proof. We may assume L algebraically closed. Further we may assume that G is not cyclic.
The natural 2-dimensional representation W given by inclusion G ⊂ SL(2,K) does satisfy
m(W,L/K) = 1, because it is irreducible over L.
Following the discussion below without using this proposition one obtains the graphs in section
4.4 without multiplicities of vertices and edges but one knows which vertices over the algebraic
closure may form a vertex over K and which vertices are connected. Argue that if an irreducible
representation Wi satisfies m(Wi, L/K) = 1, then any irreducible Wj connected to Wi in the
representation graph has to satisfy this property as well.
There is a morphism of graphs Graph(GL,WL) → Graph(G,W ) (resp. of the nonextended
graphs, the following applies to them as well). For Wj an irreducible representation of G the
base extension (Wj)L is a sum (Wj)L =
⊕
i Vi of irreducible representations of GL nonisomor-
phic to each other by proposition 4.5. The morphism Graph(GL,WL) → Graph(G,W ) maps
components of (Wj)L to Wj, thereby their multiplicities are added. Further, for irreducible
representations Wj ,Wj′ of G there is a bijection between the set of edges between Wj and Wj′
and the union of the sets of edges between the irreducible components of (Wj)L and (Wj′)L,
again using proposition 4.5 (Wj)L and (Wj′)L are sums (Wj)L =
⊕
i Vi, (Wj′)L =
⊕
i′ Vi′ of
irreducible representations of GL nonisomorphic to each other and one has
dimK Hom
G
K(Wj ⊗K W,Wj′) = dimL(HomGK(Wj ⊗K W,Wj′)⊗K L)
= dimLHom
G
L ((Wj)L ⊗L WL, (Wj′)L)
= dimLHom
G
L (
⊕
i Vi ⊗L WL,
⊕
i′ Vi′)
=
∑
i,i′ dimLHom
G
L (Vi ⊗L WL, Vi′)
The Galois group Γ operates on Graph(GL,WL) by graph automorphisms. Irreducible rep-
resentations are mapped to conjugate representations and equivariant homomorphisms to the
conjugate homomorphisms. The vertices of Graph(G,W ) correspond to Γ-orbits of vertices of
Graph(GL,WL) by corollary 3.18.
Proposition 4.6. The (extended) representation graph of G arises by identifying the elements
of Γ-orbits of vertices of the (extended) representation graph of GL, adding multiplicities. The
edges between vertices Wj and Wj′ are in bijection with the edges between the isomorphism
classes of irreducible components of (Wj)L and (Wj′)L.
4.4 The representation graphs of the finite subgroup schemes of SL(2, K)
As extended representation graph of a finite subgroup scheme of SL(2,K) with respect to the
natural 2-dimensional representation the following graphs can occur. We list the extended
representation graphs Graph(G,V ) of the finite subgroups of SL(2, C) for C algebraically closed,
their groups of automorphisms leaving the trivial representation fixed and the possible extended
representation graphs for finite subgroup schemes over non algebraically closed K, which after
suitable base extension become the graph Graph(G,V ). We use the symbol ◦ for the trivial
representation.
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- Cyclic groups
(A2n), n ≥ 1
Z/2Z
(A2n)
′
(A2n+1), n ≥ 1
Z/2Z
(A2n+1)
′
(A1)
{id}
- Binary dihedral groups
(Dn), n ≥ 5
Z/2Z
(Dn)
′
(D4)
S3
(D4)
′ (D4)′′
- Binary tetrahedral group
(E6)
Z/2Z
(E6)
′
- Binary octahedral group
(E7)
{id}
- Binary icosahedral group
(E8)
{id}
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Remark 4.7. Taking 2−〈V,V 〉V for the isomorphism classes of irreducible representations V as
simple roots one can form the Dynkin diagram with respect to the form −〈·, ·〉 (see e.g. [3,
Groupes et alge`bres de Lie]). Between (extended) representation graphs and (extended) Dynkin
diagrams there is the correspondence
(An) (A2)
′ (A2n+1)′ (A2n+2)′ (Dn) (Dn)′ (D4)′′ (E6) (E6)′ (E7) (E8)
(An) (C1) = (A1) (Cn+1) (Cn+1) (Dn) (Bn−1) (G2) (E6) (F4) (E7) (E8)
A long time ago, the occurrence of the remaining Dynkin diagrams of types (Bn), (Cn), (F4),
(G2) as resolution graphs had been observed in [10] with a slightly different assignment of the
non extended diagrams to the resolutions of these singularities, see also [16].
4.5 Finite subgroups of SL(2, K)
Given a field K of characteristic 0, it is a natural question, which of the finite subgroups
G ⊂ SL(2, C), C the algebraic closure of K, are realisable over the subfield K as subgroups
(not just as subgroup schemes), that is, there is an injective representation of the group G in
SL(2,K).
For a finite subgroup G of SL(2, C) to occur as a subgroup of SL(2,K) it is necessary and
sufficient that the given 2-dimensional representation in SL(2, C) is realisable over K. This is
easy to show using the classification and the irreducible representations of the individual groups.
If a representation of a group G over C is realisable over K, necessarily its character has values
in K. For the finite subgroups of SL(2, C) and the natural representation given by inclusion this
means:
Z/nZ: ξ + ξ−1 ∈ K, ξ ∈ C a primitive n-th root of unity.
BDn: ξ + ξ
−1 ∈ K, ξ ∈ C a primitive 2n-th root of unity.
BT: no condition. BO:
√
2 ∈ K. BI: √5 ∈ K.
To formulate sufficient conditions, we introduce the following notation:
Definition 4.8. ([15, Part I, Chapter III, §1]). For a field K the Hilbert symbol ((·, ·))K is the
map K∗×K∗ → {−1, 1} defined by ((a, b))K = 1, if the equation z2−ax2−by2 = 0 has a solution
(x, y, z) ∈ K3 \ {(0, 0, 0)}, and ((a, b))K = −1 otherwise.
Remark 4.9. It is ((−1, b))K = 1 if and only if x2 − by2 = −1 has a solution (x, y) ∈ K2.
Theorem 4.10. Let G be a finite subgroup of SL(2, C) such that the values of the character of
the natural representation given by inclusion are contained in K. Then:
(i) If G ∼= Z/nZ, then G is realisable over K.
(ii) If G ∼= BDn, let ξ ∈ C be a primitive 2n-th root of unity and c := 12(ξ + ξ−1). Then G is
isomorphic to a subgroup of SL(2,K) if and only if ((−1, c2 − 1))K = 1.
(iii) If G ∼= BT,BO or BI, then G is isomorphic to a subgroup of SL(2,K) if and only if
((−1,−1))K = 1.
Proof. (i) For n ≥ 3 let ξ be a primitive n-th root of unity and c := 12(ξ + ξ−1). By assumption
c ∈ K. Then Z/nZ is realisable over K, there is the representation
Z/nZ→ SL(2,K), 1 7→
(
0 −1
1 2c
)
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(ii) Let G = BDn =
〈
σ, τ | τ2 = σn = (τσ)2〉 (then the element τ2 = σn = (τσ)2 has order 2)
and let ξ be a primitive 2n-th root of unity. Then G is realisable as a subgroup of SL(2,K) if
and only if the representation given by
σ 7→
(
ξ 0
0 ξ−1
)
, τ 7→
(
0 −1
1 0
)
(2)
is realisable over K.
The representation (2) is realisable over K if and only if there is a 2 × 2-matrix Mτ over K
having the properties
det(Mτ ) = 1, ord(Mτ ) = 4, (MτMσ)
2 = −1, where Mσ =
(
0 −1
1 2c
)
, c = 12(ξ + ξ
−1). (3)
If the representation (2) is realisable over K, then with respect to a suitable basis it maps
σ 7→Mσ and the image of τ is a matrix satisfying the properties (3).
On the other hand, if Mτ is a matrix having these properties, then σ 7→ Mσ, τ 7→ Mτ is a
representation of G in SL(2,K), which is easily seen to be isomorphic to the representation (2).
There is a 2× 2-matrix Mτ over K having the properties (3) if and only if the equation
x2 + y2 − 2cxy + 1 = 0 (4)
has a solution (x, y) ∈ K2.
A matrix Mτ =
(
α β
γ δ
)
satisfies the conditions (3) if and only if (α, β, γ, δ) ∈ K4 is a solution of
αδ − βγ − 1 = 0, α + δ = 0, β + 2cδ − γ = 0. Such an element of K4 exists if and only if
there exists a solution (x, y) ∈ K2 of equation (4).
The equation (4) has a solution (x, y) ∈ K2 if and only if ((−1, c2 − 1))K = 1.
We write the equation x2 + y2 − 2cxy + 1 = 0 as (x, y) ( 1 −c−c 1 ) ( xy ) = −1. After diagonalisation
(x, y)
(
1 0
0 1−c2
)
( xy ) = −1 or x2 + (1− c2)y2 + 1 = 0. This equation has a solution (x, y) ∈ K2 if
and only if ((−1, c2 − 1))K = 1.
(iii) Let G = BT,BO or BI, that is G =
〈
a, b | a3 = bk = (ab)2〉 for k ∈ {3, 4, 5}. Let ξ be a
primitive 2k-th root of unity and c = 12(ξ + ξ
−1). As in (ii), using the subgroup 〈b〉 instead of
〈σ〉, we obtain:
G is isomorphic to a subgroup of SL(2,K) if and only if there is a solution (x, y) ∈ K2 of the
equation
x2 + y2 − 2cxy − x+ 2cy + 1 = 0 (5)
Next we show:
Equation (5) has a solution (x, y) ∈ K2 if and only if ((−1, (2c)2 − 3))K = 1.
Equation (5) has a solution if and only if (x, y, z)
(
1 −c −1/2
−c 1 c
−1/2 c 1
)(
x
y
z
)
= 0 has a solution
(x, y, z) ∈ K3 with z 6= 0. The existence of a solution with z 6= 0 is equivalent to the ex-
istence of a solution (x, y, z) ∈ K3 \ {(0, 0, 0)} (if (x, y, 0) is a solution, then (x, y, x − 2cy)
as well). After diagonalisation: (x, y, z)
(
1 0 0
0 1 0
0 0 3−(2c)2
)(
x
y
z
)
= 0. The existence of a solution
(x, y, z) ∈ K3 \ {(0, 0, 0)} for this equation is equivalent to ((−1, (2c)2 − 3))K = 1.
For the individual groups we obtain:
BT: c = 12 , ((−1,−2))K = 1.
BO: c = 1√
2
, ((−1,−1))K = 1.
BI: c = 14(1±
√
5), ((−1, 12 (−3±
√
5)))K = 1.
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Each of these conditions is equivalent to ((−1,−1))K = 1. For BI: 12(3 ±
√
5) = (12 (1 ±
√
5))2.
For BT one has maps between solutions (x, y) for x2 + y2 = −1 corresponding to ((−1,−1))K
and (x′, y′) for x′2 + 2y′2 = −1 corresponding to ((−1,−2))K given by x = x′+12y′ ↔ x′ = x+yx−y ,
y = x
′−1
2y′ ↔ y′ = 1x−y for x 6= y resp. y′ 6= 0 and by (x, x) 7→ (0, x), (x′, 0)← [ (x′, 0).
5 McKay correspondence for G ⊂ SL(2, K)
Let G be a finite subgroup scheme of SL(2,K), K a field of characteristic 0, and C the algebraic
closure of K. There is the geometric quotient π : A2K → A2K/G and the natural morphism
τ : G-HilbK A
2
K → A2K/G, which is the minimal resolution of this quotient singularity.
5.1 The exceptional divisor and the intersection graph
Define the exceptional divisor E by
E := τ−1(O)
where O = π(O), O the origin of A2K . In general E is not reduced, denote by Ered the underlying
reduced subscheme.
Definition 5.1. The intersection graph of Ered is defined as the following undirected graph:
-vertices. A vertex of multiplicity n for each irreducible component (Ered)i of Ered which decom-
poses over the algebraic closure of K into n irreducible components.
-edges. Different (Ered)i and (Ered)j are connected by (Ered)i.(Ered)j undirected edges.
(Ered)i has
1
2(Ered)i.(Ered)i +multiplicity of (Ered)i loops.
If K is algebraically closed, then the (Ered)i are isomorphic to P
1
K and the self-intersection of
each (Ered)i is −2, because the resolution is crepant.
Let K → L be a Galois extension, Γ = AutK(L). Γ operates on the intersection graph of (Ered)L
by graph automorphisms. The irreducible components (Ered)i of Ered correspond to Γ-orbits of
irreducible components (Ered)L,k of (Ered)L by proposition 3.6. For the intersection form one
has
(Ered)i.(Ered)j = ((Ered)i)L.((Ered)j)L =
∑
kl(Ered)L,k.(Ered)L,l
where indices k and l run through the irreducible components of ((Ered)i)L and ((Ered)j)L
respectively. Thus for the intersection graph there is a proposition similar to proposition 4.6 for
representation graphs.
Proposition 5.2. The intersection graph of Ered arises by identifying the elements of Γ-orbits
of vertices of the intersection graph of (Ered)L, adding multiplicities. The edges between ver-
tices (Ered)i and (Ered)j are in bijection with the edges between the irreducible components of
((Ered)i)L and ((Ered)j)L.
5.2 Irreducible components of E and irreducible representations of G
The basic statement of McKay correspondence is a bijection between the set of irreducible com-
ponents of the exceptional divisor E and the set of isomorphism classes of nontrivial irreducible
representations of the group scheme G.
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Theorem 5.3. There are bijections for intermediate fields K ⊆ L ⊆ C between the set Irr(EL) of
irreducible components of EL and the set Irr(GL) of isomorphism classes of nontrivial irreducible
representations of GL having the property that for K ⊆ L ⊆ L′ ⊆ C, if the bijection Irr(EL) →
Irr(GL) for L maps Ei 7→ Vi, then the bijection Irr(EL′) → Irr(GL′) for L′ maps irreducible
components of (Ei)L′ to irreducible components of (Vi)L′ .
Proof. As described earlier, the Galois group Γ = AutL(C) of the Galois extension L → C,
operates on the sets Irr(GC) and Irr(EC). In both cases elements of Irr(GL) and Irr(EL) cor-
respond to Γ-orbits of elements of Irr(GC) and Irr(EC) by corollary 3.18 and proposition 3.6
respectively. This way a given bijection between the sets Irr(GC) and Irr(EC) defines a bijection
between Irr(GL) and Irr(EL) on condition that the bijection is equivariant with respect to the
operations of Γ. Checking this for the bijection of McKay correspondence over the algebraically
closed field C constructed via stratification or via tautological sheaves will give bijections over
intermediate fields L having the property of the theorem. This will be done in the process of
proving theorem 5.6 or theorem 5.9.
Moreover, in the situation of the theorem the Galois group Γ = AutL(C) operates on the
representation graph of GC and on the intersection graph of (Ered)C . Then in both cases the
graphs over L arise by identifying the elements of Γ-orbits of vertices of the graphs over C by
proposition 4.6 and 5.2. Therefore an isomorphism of the graphs over C, the bijection between
the sets of vertices being Γ-equivariant, defines an isomorphism of the graphs over L.
For the algebraically closed field C this is the classical McKay correspondence for subgroups of
SL(2, C) ([11], [6], [8]). The statement, that there is a bijection of edges between given vertices
(Ered)L,i ↔ Vi and (Ered)L,j ↔ Vj, can be formulated equivalently in terms of the intersection
form as (Ered)L,i.(Ered)L,j = 〈Vi, Vj〉.
Theorem 5.4. The bijections Ei ↔ Vi of theorem 5.3 between irreducible components of EL
and isomorphism classes of nontrivial irreducible representations of GL can be constructed such
that (Ered)i.(Ered)j = 〈Vi, Vj〉 or equivalently that these bijections define isomorphisms of graphs
between the intersection graph of (Ered)L and the representation graph of GL.
We will consider two ways to construct bijections between nontrivial irreducible representations
and irreducible components with the properties of theorem 5.3 and 5.4: A stratification of
G-HilbK A
2
K ([7], [8]) and the tautological sheaves on G-HilbK A
2
K ([6], [9]).
5.3 Stratification of G-HilbK A
2
K
Let S := K[x1, x2], let O ∈ A2K be the origin, m ⊂ S the corresponding maximal ideal, O :=
π(O) ∈ A2K/G with corresponding maximal ideal n ⊂ SG, let S := S/nS with maximal ideal
m. An L-valued point of the fiber E = τ−1(O) corresponds to a G-cluster defined by an ideal
I ⊂ SL such that nL ⊆ I or equivalently an ideal I ⊂ SL = SL/nLSL. For such an ideal I define
the representation V (I) over L by
V (I) := I/mLI
Lemma 5.5. For γ ∈ AutK(L): V (γ−1I) ∼= V (I)γ .
Proof. As an AL-comodule I = I0 ⊕mLI, where I0 ∼= I/mLI. Then γ−1I = γ−1I0 ⊕mL(γ−1I)
and V (γ−1I) = γ−1I/mL(γ−1I) ∼= γ−1I0 ∼= Iγ0 ∼= V (I)γ by remark 3.15 applied to I0 ⊆ SL.
Theorem 5.6. There is a bijection Ej ↔ Vj between the set Irr(E) of irreducible components
of E and the set Irr(G) of isomorphism classes of nontrivial irreducible representations of G
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such that for any closed point y ∈ E: If I ⊂ Sκ(y) is an ideal defining a κ(y)-valued point of the
scheme {y} ⊂ E, then
HomGκ(y)(V (I), (Vj)κ(y)) 6= 0 ⇐⇒ y ∈ Ej
and V (I) is either irreducible or consists of two irreducible representations not isomorphic to
each other. Applied to the situation after base extension K → L, L an algebraic extension of
K, one obtains bijections Irr(EL)↔ Irr(GL) having the properties of theorems 5.3 and 5.4.
Proof. In the case of algebraically closed K the theorem follows from [8].
In the general case denote by Ui the isomorphism classes of nontrivial irreducible representations
of GC over the algebraic closure C. Over C the theorem is valid, let EC,i be the component
corresponding to Ui.
We show that this bijection is equivariant with respect to the operations of Γ = AutK(C).
Let x ∈ EC,i be a closed point such that x 6∈ EC,i′ for i′ 6= i. Then for the corresponding
C-valued point α : SpecC → EC,i given by an ideal I ⊂ SC one has V (I) ∼= Ui. By corollary
3.8 the C-valued point corresponding to γx is αγ given by the ideal γ−1I ⊂ SC . By lemma 5.5
V (γ−1I) ∼= Uγ(i), where Uγ(i) = Uγi . Therefore γx ∈ Eγ(i) and γEi = Eγ(i).
For an irrreducible representation Vj of G define Ej to be the component of E, which decomposes
over C into the irreducible components EC,i satisfying Ui ⊆ (Vj)C . This method, applied to the
situation after base extension K → L, leads to bijections having the properties of theorems 5.3
and 5.4.
We show that this bijection is given by the condition in the theorem. Let y be a closed point of
E and α a κ(y)-valued point of the scheme {y} ⊂ E given by an ideal I ⊂ Sκ(y). K → κ(y) is an
algebraic extension, embed κ(y) into C. After base extension κ(y) → C one has the C-valued
point αC : SpecC → {y}C given by IC ⊂ SC . Then V (I)C ∼= V (IC) and IC corresponds to a
closed point z ∈ {y}C ⊂ EC . Therefore
y ∈ Ej ⇐⇒ z ∈ EC,i for some i satisfying Ui ⊆ (Vj)C
⇐⇒ HomGC(V (IC), Ui) 6= 0 for some i satisfying Ui ⊆ (Vj)C
⇐⇒ HomGκ(y)(V (I), (Vj)κ(y)) 6= 0
5.4 Tautological sheaves
Let 0→ I → OA2
Y
→ OZ → 0 be the universal quotient of Y := G-HilbK A2K . The projection
p : Z → Y is a finite flat morphism, p∗OZ is a locally free G-sheaf on Y with fibers p∗OZ⊗OY κ(y)
isomorphic to the regular representation over κ(y).
Let V0, . . . , Vs the isomorphism classes of irreducible representations of G, V0 the trivial rep-
resentation. The G-sheaf G := p∗OZ on Y decomposes into isotypic components (see remark
2.1.(3) and subsection 3.6)
G ∼=⊕sj=0 Gj
where Gj is the component for Vj.
Definition 5.7. For any isomorphism class Vj of irreducible representations of G over K define
the sheaf Fj on Y = G-HilbK A
2
K by
Fj := Hom
G
OY (Vj ⊗K OY ,Gj) = HomGOY (Vj ⊗K OY ,G )
For a field extension K → L denote by FL,i the sheaf HomGLOYL (Ui ⊗L OYL ,GL) on YL, Ui an
irreducible representation of GL over L.
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Remark 5.8.
(1) For K = C the sheaves Fj were studied in [6], [9], they may be defined as well as Fj =
τ∗ HomG
A2
K
/G(Vj⊗KOA2K/G, π∗OA2K )/(OY -torsion) or (p∗q
∗(OA2
K
⊗K V ∨j ))G using the canonical
morphisms in the diagram
Z
Y A2K
A2K/G
✙ ❥
❥ ✙
p q
τ π
(2) Fj is a locally free sheaf of rank dimK Vj.
(3) For each j there is the natural isomorphism of G-sheaves Fj ⊗EndGK(Vj) Vj
∼−→ Gj .
Let K → L be a Galois extension and U0, . . . , Ur be the isomorphism classes of irreducible
representations of GL over L. Then a decomposition (Vj)L =
⊕
i∈Ij Ui over L of an irreducible
representation Vj of G over K gives a decomposition of the corresponding tautological sheaf
(Fj)L = Hom
G
OY (Vj ⊗K OY ,G )L ∼= HomGLOYL ((Vj ⊗K OY )L,GL)∼= HomGLOYL (
⊕
i∈Ij Ui ⊗L OYL ,GL) ∼=
⊕
i∈Ij Hom
GL
OYL (Ui ⊗L OYL ,GL) =
⊕
i∈Ij FL,i
We have used the fact that the Ui occur with multiplicity 1 as it is the case for finite subgroup
schemes of SL(2,K), see proposition 4.5.
The tautological sheaves Fj can be used to establish a bijection between the set of irreducible
components of Ered and the set of isomorphism classes of nontrivial irreducible representations
of G by considering intersections Lj .(Ered)j′ , i.e. the degrees of restrictions of the line bundles
Lj :=
∧rkFj Fj to the curves (Ered)j′ .
Theorem 5.9. There is a bijection Ej ↔ Vj between the set Irr(E) of irreducible components of
E and the set Irr(G) of isomorphism classes of nontrivial irreducible representations of G such
that
Lj .(Ered)j′ = dimK Hom
G
K(Vj, Vj′)
where Lj =
∧rkFj Fj .
Applied to the situation after base extension K → L, L an algebraic extension field of K, one
obtains bijections Irr(EL)↔ Irr(GL) having the properties of theorems 5.3 and 5.4.
Proof. In the case of algebraically closed K the theorem follows from [6].
In the general case denote by U0, . . . , Ur the isomorphism classes of irreducible representations
of GC over the algebraic closure C, U0 the trivial one. Over C the theorem is valid, let EC,i
be the component corresponding to Ui, what means that LC,i.(Ered)C,i′ = δii′ , where LC,i =∧rkFC,i FC,i.
To show that the bijection over C is equivariant with respect to the operations of Γ = AutK(C),
one has to show that γ∗LC,i ∼= LC,γ(i), where Uγ(i) = Uγi . Then LC,i.EC,i′ = γ∗LC,i.γEC,i′ =
LC,γ(i).γEC,i′ and therefore γEC,i′ = EC,γ(i′). It is γ∗LC,i ∼= LC,γ(i), because using lemma 3.11
and remark 3.12
γ∗FC,i ∼= HomGCOYC (γ∗(Ui ⊗C OYC ), γ∗GC)
∼= HomGCOYC (U
γ
i ⊗C OYC ,GC) = FC,γ(i)
Since the bijection over C is equivariant with respect to the Γ-operations on Irr(GC) and Irr(EC),
one can define a bijection Irr(G)↔ Irr(E): For Vj ∈ Irr(G) let Ej be the element of Irr(E) such
that (Vj)C =
⊕
i∈Ij Ui and (Ej)C =
⋃
i∈Ij EC,i for the same subset Ij ⊆ {1, . . . , r}. This method
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applied to the situation after base extension K → L leads to bijections having the properties of
theorems 5.3 and 5.4.
We show that this bijection is given by the construction of the theorem. It is (Fj)C =
⊕
i∈Ij FC,i
and therefore
Lj .(Ered)j′ = (Lj)C .((Ered)j′)C =
(⊗
i∈Ij LC,i
)
.
(∑
i′∈Ij′ (Ered)C,i′
)
=
∑
i,i′ LC,i.(Ered)C,i′
=
∑
i,i′ dimC Hom
GC
C (Ui, Ui′) = dimC Hom
GC
C ((Vj)C , (Vj′)C) = dimK Hom
G
K(Vj , Vj′)
5.5 Examples
Finite subgroups of SL(2, K). In the case of subgroups G ⊂ SL(2,K) the representation
graph can be read off from the table of characters of the group G over an algebraically closed
field, since in this case representations are conjugate if and only if the values of their characters
are. We have the following graphs for the finite subgroups of SL(2,K):
- cyclic group Z/nZ, n ≥ 1. It is ξ+ ξ−1 ∈ K, ξ a primitive n-th root of unity. Diagram (An−1)
if ξ ∈ K, otherwise (An−1)′.
- binary dihedral group BDn, n ≥ 2. It is c = 12(ξ + ξ−1) ∈ K, ξ a primitive 2n-th root of unity,
and ((−1, c2 − 1))K = 1. Diagram (Dn+2) if n even or
√−1 ∈ K, otherwise (Dn+2)′.
- binary tetrahedral group BT. It is ((−1,−1))K = 1. Diagram (E6) if K contains a primitive
3rd root of unity, otherwise (E6)
′.
- binary octahedral group BO. It is ((−1,−1))K = 1 and
√
2 ∈ K. Diagram (E7).
- binary icosahedral group BI. It is ((−1,−1))K = 1 and
√
5 ∈ K. Diagram (E8).
Examples for the graphs (An)
′, (D2m+1)′, (E6)′:
(An)
′ Z/(n+ 1)Z over Q(ξ + ξ−1), ξ a primitive (n+ 1)-th root of unity.
(D2m+1)
′ BD2m−1 over Q(ξ), ξ a primitve 2(2m − 1)-th root of unity.
(E6)
′ BT over Q(
√−1).
Abelian subgroup schemes. In the case of abelian subgroup schemes of SL(2,K) the graphs
(An) and (An)
′ occur.
- the cyclic group G = Z/nZ is realisable as the subgroup of SL(2,K) generated by g :=(
0 −1
1 ξ+ξ−1
)
, if the field K contains ξ + ξ−1 for ξ a primitive n-th root of unity. If K does not
contain ξ, then there are 1-dimensional representations over the algebraic closure that are not
realisable over K, one has diagram (An−1)′.
- for the subgroup scheme G = µn ⊂ SL(2,K) the Hopf algebra K[y]/ 〈yn〉 decomposes into a
direct sum of simple subcoalgebras
〈
yj
〉
K
corresponding to 1-dimensional representations of G.
Thus one has diagram (An−1).
The graph (D2m)
′. Let n ≥ 2, ε a primitive 4n-th root of unity and ξ = ε2. Put K =
Q(ε + ε−1), C = Q(ε) and Γ = AutK(C) = {id , γ}. One has the injective representation of
BDn =
〈
σ, τ | τ2 = σn = (τσ)2〉 in SL(2, C) given by
σ 7→
(
ξ 0
0 ξ−1
)
, τ 7→
(
0 −ε
ε−1 0
)
We will identify BDn with its image in SL(2, C) and regard it as a subgroup scheme of SL(2, C).
Γ operates on SL(2, C), the K-automorphism γ ∈ Γ, γ : ε 7→ ε−1 of order 2 operates nontrivially
on the closed points of BDn by σ 7→ σ−1, τ 7→ τσ. The subgroup scheme BDn ⊂ SL(2, C) is
defined over K, let G ⊂ SL(2,K) such that GC = BDn. The closed points of G correspond to
Γ-orbits of closed points of BDn, they have the form {id}, {−id}, {σk, σ−k}, {τσk, τσ−k+1}.
The automorphism γ operates on the characters of BDn trivially except that for even n it
permutes two of the irreducible 1-dimensional representations. One has the graph (Dn+2)
′ for
n even and the graph (Dn+2) for n odd.
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A Finite subgroups of SL(2, C): Presentations and character ta-
bles
- Cyclic groups
The irreducible representations are χj : Z/nZ→ C∗, i 7→ ξji for j ∈ {0, . . . , n− 1},
where ξ is a primitive n-th root of unity.
- Binary dihedral groups: BDn =
〈
σ, τ | τ2 = σn = (τσ)2〉, −id := (τσ)2.
BDn, n odd BDn, n even
id −id σk τ τσ
1 1 1 1 1 1
1
′ 1 1 1 −1 −1
1
′′ 1 −1 (−1)k i −i
1
′′′ 1 −1 (−1)k −i i
2
j 2 (−1)j2 ξkj + ξ−kj 0 0
id −id σk τ τσ
1 1 1 1 1 1
1
′ 1 1 1 −1 −1
1
′′ 1 1 (−1)k 1 −1
1
′′′ 1 1 (−1)k −1 1
2
j 2 (−1)j2 ξkj + ξ−kj 0 0
ξ a primitive 2n-th root of unity and j = 1, . . . , n− 1.
- Binary tetrahedral group: BT =
〈
a, b | a3 = b3 = (ab)2〉, −id := (ab)2.
id −id a −a b −b ab
1 1 1 1 1 1 1 1 1
1
′ 1 1 ω ω ω2 ω2 1 Z/3Z
1
′′ 1 1 ω2 ω2 ω ω 1 Z/3Z
3 3 3 0 0 0 0 −1 A4
2 2 −2 1 −1 1 −1 0 BT
2
′ 2 −2 ω −ω ω2 −ω2 0 BT
2
′′ 2 −2 ω2 −ω2 ω −ω 0 BT
1 1 4 4 4 4 6
ω a primitive 3rd root of unity.
- Binary octahedral group: BO =
〈
a, b | a3 = b4 = (ab)2〉, −id := (ab)2.
id −id ab a −a b −b b2
1 1 1 1 1 1 1 1 1 1
1
′ 1 1 −1 1 1 −1 −1 1 Z/2Z
2
′′′ 2 2 0 −1 −1 0 0 2 S3
3 3 3 1 0 0 −1 −1 −1 S4
3
′ 3 3 −1 0 0 1 1 −1 S4
2 2 −2 0 1 −1
√
2 −
√
2 0 BO
2
′ 2 −2 0 1 −1 −
√
2
√
2 0 BO
4 4 −4 0 −1 1 0 0 0 BO
1 1 12 8 8 6 6 6
- Binary icosahedral group: BI =
〈
a, b | a3 = b5 = (ab)2〉, −id := (ab)2.
id −id a −a b −b b2 −b2 ab
1 1 1 1 1 1 1 1 1 1 1
3 3 3 0 0 µ+ µ+ µ− µ− −1 A5
3
′ 3 3 0 0 µ− µ− µ+ µ+ −1 A5
4
′ 4 4 1 1 −1 −1 −1 −1 0 A5
5 5 5 −1 −1 0 0 0 0 0 A5
2 2 −2 1 −1 µ+ −µ+ −µ− µ− 0 BI
2
′ 2 −2 1 −1 µ− −µ− −µ+ µ+ 0 BI
4 4 −4 −1 1 1 −1 −1 1 0 BI
6 6 −6 0 0 −1 1 1 −1 0 BI
1 1 20 20 12 12 12 12 30
µ+ := 1
2
(1 +
√
5), µ− := 1
2
(1−
√
5).
20
References
[1] T. Bridgeland, A. King, M. Reid, The McKay correspondence as an equivalence of derived
categories. J. Amer. Math. Soc. 14 (2001), 535–554, arXiv:math/9908027.
[2] M. Blume, Construction of G-Hilbert schemes, Math. Nachr. 284 (2011), 953-959,
arXiv:math/0607577.
[3] N. Bourbaki, E´le´ments de mathe´matique / Elements of mathematics, Algebra II (Ch. 4-7),
Alge`bre Ch. 8, Commutative Algebra (Ch. 1-7), Groupes et alge`bres de Lie (Ch. 4-6).
[4] C. Curtis, I. Reiner, Methods of representation theory, Volume I, II, Wiley-Interscience,
1981, 1987.
[5] A. Grothendieck, Techniques de construction et the´ore`mes d’existence en ge´ome´trie
alge´brique IV: Les sche´mas de Hilbert, Se´minaire Bourbaki 1960/61, No. 221.
[6] G. Gonzalez-Sprinberg, J.-L. Verdier, Construction ge´ome´trique de la correspondance de
McKay, Ann. Sci. E´cole Norm. Sup. 16 (1983) 409–449.
[7] Y. Ito, I. Nakamura, McKay correspondence and Hilbert schemes, Proc. Japan Acad. 72
Ser. A (1996).
[8] Y. Ito, I. Nakamura, Hilbert schemes and simple singularities, in New trends in algebraic
geometry, Cambridge University Press, 1999, 151–233.
[9] M. Kapranov, E. Vasserot, Kleinian singularities, derived categories and Hall algebras,
Math. Ann. 316 (2000), 565–576, arXiv:math/9812016.
[10] J. Lipman, Rational Singularities with applications to algebraic surfaces and unique fac-
torization, Publ. Math. IHES 36 (1969), 195–279.
[11] J. McKay, Graphs, singularities and finite groups, in The Santa Cruz Conference on Finite
Groups, Proc. Symp. Pure Math. 37 (1980), 183–186.
[12] D. Mumford, Geometric Invariant Theory, Springer, 1965.
[13] M. Reid, McKay correspondence, Proc. of algebraic geometry symposium (Kinosaki, Nov
1996), 14–41, arXiv:alg-geom/9702016.
[14] M. Reid, La correspondance de McKay, Se´minaire Bourbaki, Volume 1999/2000,
Expose´s 865-879, Socie´te´ Mathe´matique de France, Aste´risque 276, 53–72 (2002),
arXiv:math/9911165.
[15] J. P. Serre, A Course in Arithmetic, Springer GTM 7, 1973.
[16] P. Slodowy, Simple Singularities and Simple Algebraic Groups, Springer LNM 815, 1980.
[17] M. E. Sweedler, Hopf Algebras, Benjamin, 1969.
Mark Blume
Mathematisches Institut, Universita¨t Mu¨nster
Einsteinstrasse 62, 48149 Mu¨nster, Germany
Email: mark.blume@uni-muenster.de
21
