We introduce a robust 3D reconstruction system that uses a combination of the structure-from-motion (SfM) 
Introduction
The 3D reconstruction problem is to recover the depth of the scene structures from the 2D information in an image or in multiple images. Especially when a camera is moving around the scene as taking photos or a video sequence, the problem is to estimate both of the structure of the scene and the motion of the camera at the same time. Estimating the 3D scene structure and the camera motion is applicable in many areas: for examples, unmanned vehicles or robots can utilize the visual information in real-time so that they can navigate through the scene or build a map of the place while interacting with the environment. Moreover, many recent internet-based map services provide not only two dimensional maps, but also the terrain or building models in 3D interactive interfaces. The image based modeling is also often used in computer graphics and filming industries.
In this paper, we focus on reconstructing the 3D structure of the streets in cities for assisting the vehicle navigation. In order to generate the 3D map, the camera trajectory and the structure are estimated using the image sequence taken by a survey vehicle with a camera mounted on it. The reconstruction algorithm requires to be accurate and robust so that the large area of the streets in city blocks can be successfully reconstructed. We introduce the 3D reconstruction algorithms that can be processed separately, and improve the robustness by proposing a combined method of those algorithms and by estimating the camera's rotation on the ground using the motion of the sky.
The rest of the paper is structured as follows: we first introduce the street-view image dataset and review the related work on the 3D reconstruction problem in the following subsections. Next we explain our method of enhancing the robustness of the 3D reconstruction in Section 2. Then we show the experimental results and discuss in Section 3. Finally, we conclude the paper and address the future work in Section 4.
Street-View Image Sequence
The images of street views are collected from a survey vehicle that usually has a mounted camera or multiple cam-eras on the roof. When an omnidirectional camera is used, for example in the Google Street-View dataset, the field of view of the camera is nearly spherical, covering 360
• in horizontal angles, and more than a hemisphere in vertical angles. Similarly, multiple cameras can be arranged so that they cover the large field of view, as in [12] .
In this paper, we use the Google Street-View dataset that is used to provide the Google Street-View service. The images of streets are taken with an omnidirectional camera as in Figure 1a , and then projected into four rectangular image planes so that each of the image can be modeled as a projective camera as in Figure 1b . The images typically contain the sky, roads, side walls of buildings, and other objects as trees, cars, and pedestrians.
In most cases, the depths of these objects in the streetlevel views are significantly various in a large range, e.g. the sky is extremely far away compared to nearby buildings. Moreover, the translation of the camera between consecutive frames is very small relatively to the farthest region in the image, i.e. the sky. From these observations, we need to put more efforts on analyzing the street view images and estimating the structure of the street scene. Additionally, some part of the vehicle, for example the roof, is always visible in all frames. In order to improve the robustness of the feature tracking and the 3D reconstruction algorithms, we can rule out the stationary region by cropping the lower part of the image, or by using a mask image.
Related Work
There have been many researchers investigating the 3D reconstruction problem with different approaches. The reconstruction algorithms are proposed and have been improved according to their requirements in different tasks. For example, there is a strict constraint on real-time applications to complete the calculation within a given time constraint. On the other hand, some algorithms can spend more time on modeling the 3D structure from a collection of images without the strict real-time constraint, aiming for more accurate and robust reconstructions. Based on their requirements and capability on devices, some systems include more sophisticated and expensive sensors other than just a camera, for example a global positioning system (GPS), an inertial measurement unit (IMU), or a light detection and ranging system (LIDAR).
The structure from motion (SfM) problem is to estimate the 3D structure of the scene and the motion of the camera as the camera moves in the scene. The observations in 2D image planes are the feature correspondences with the noise in measurements, e.g. the Gaussian noise. At every time moment as the estimation proceeds, the SfM filter as defined in [1] predicts and updates its state variables that represent the structure of the scene and the motion of the camera. As running the realization of the SfM filter, there must be paid some attention to the newly introduced features to the filter without knowing their depths. In [1] the SfM filter manages the features as a group when they are introduced. The filter then sets the group's reference frame separately to the main reference frame, and brings them into account only after they are converged to an accurate depth estimation with a threshold in the covariance.
In [3] , a single monocular camera is used to capture images so that it can be worn by a person moving around the scene. As targeting the real-time performance while tracking the camera motion and building a map of the scene, they use a few number of distinct image patches for their features and develop an extended Kalman filter to maintain and to update the estimation of the feature locations and the camera motion model. Since the reconstruction is kept in the state of a stochastic filter, the motion of the camera needs to be well modeled by the motion dynamics. The system also requires to detect its unstable situations to prevent or recover from the tracking failure cases.
On the other hand, there is another approach that does not use the Kalman filter but performs in similar scenarios of a person interacting in small environments. In [6] , corner features are detected and matched in the selected keyframe images from the real-time video sequence. The 3D location of the features are estimated using the local bundle adjustment and the global bundle adjustment in a multi-threaded system, while the camera motion is estimated in another thread running in real-time. Since this approach does not require the camera motion to follow the dynamics model as in the filter approach [3] , the user can move more freely with wearing the camera as long as the system relocalize the camera as described in [17] after losing the tracking and looking again at the scene that can be matched to the stored keyframes.
Without the purpose of running in the real-time application, there are other approaches that aim for reconstructing larger areas of the scene. The bundle adjustment algorithm is used for refining the camera parameters and the feature parameters together using a non-linear optimization method [16] . The bundle adjustment is usually performed at the final refinement step of the 3D reconstruction as a global optimization problem, or it can run incrementally as adding observations from new images over time as in [6] [15] . However, as the number of images increases, the computation of each bundle adjustment takes longer time because of the increased problem size. In order to produce an initial estimation to the global refinement or to the SfM filter, we can run the bundle adjustment locally within a fixed time window, e.g. using the most recent N local frames that can be performed in the time constraint. In case of running the local bundle adjustment, the first N fixed frames are set to be fixed so that they act as a reference frame while the local optimization window slides over time.
In [15] the images are collected from the internet to see the scene location from different viewing angles and from different cameras. The images are matched with each other and sorted so that they produce a good track of feature correspondences. Then the features from each image are processed in order so that the 3D structure of the scene and the camera locations are estimated using the incremental bundle adjustment. Since this approach is to process the collection of images in a batch process, the system takes more time than the real-time applications as described earlier. The resulting 3D reconstruction is used for the user to browse through the virtual model of the scene and the photos that are registered to the locations where they are taken from. Moreover, the large-scale 3D reconstruction can be refined using the global bundle adjustment as in [10] , where the 3D map is divided into smaller submaps and their connections are used for the global optimization.
In the scope of building the 3D model of large areas such as the streets in urban cities, a few systems have been developed [2] [12] . They collect the images of the locations using a survey vehicle that has a set of sensors including multiple cameras, an omnidirectional cameras, and/or a GPS. In [2] two cameras are used in the stereo reconstruction pipeline, running the local windowed bundle adjustment. Then the city model is generated as a textured model of the facades of the buildings and the roads. Not only using the image sequence, in [12] a GPS is used in order to estimate the camera motion and to prevent the estimation from drifting over time. Then the depth map estimated from a stereo algorithm is refined and used for generating a 3D model of textured triangle meshes.
Since the 3D reconstruction systems commonly use the visual information from cameras entirely or partially, the task of enhancing the robustness and accuracy of the estimation is an important challenge. Thus we focus to improve the robustness of the vision-based reconstruction algorithms in the rest of the paper.
Method Description
In this section, we propose our method of improving the robustness of the 3D reconstruction. First we explain how we can combine the procedures of the SfM filter and the bundle adjustment. Then the method of estimating the sky motion in cylindrical projection is introduced, followed by the method of estimating the rotation of the camera using the motion of the sky. In the end, we describe how to select good quality feature for robust feature tracking and further for maintaining the stable 3D reconstruction.
Combining SfM Filter and Bundle Adjustment
Obviously the 3D reconstruction using the SfM filter can be improved with estimating the better initial depths of new features. Especially for the street-view images, the distribution of the depths of features in the field of view is not uniform in general, caused by the commonly visible straightahead roads and the side walls in deep perspective viewing angles, for example. Therefore, here we introduce a method of combining the SfM filter and the local bundle adjustment in order to take the initial depth estimation of the new features from the bundle adjustment and to provide the information to the filter.
The procedure of running the SfM filter together with the bundle adjustment is shown in Figure 2 . For each image captured from the video sequence, first we detect corner features [14] and track them using optical flows [7] , or match the features in case the features are revisited. At this step, the prediction from the SfM filter can be used for restricting the camera motion at the feature tracking stage. The feature correspondences are then passed to the local bundle adjustment step. The local bundle adjustment uses a certain number of previous frames as a fixed local reference frame, and takes the initial estimations of the camera parameters and the depths of the new features using the linear methods as in [5] . The features are then passed to the SfM filter as observations, now with the initial estimation of the depths from the local bundle adjustment. The SfM filter updates its states as same as it performs separately. And optionally, the incremental bundle adjustment or the global bundle adjustment can be performed in order to minimize the reprojection error across the whole image sequence so far. As this procedure goes on for each image, the SfM filter takes the initial depth estimation from the local bundle adjustment, and provides the predictions of the camera motion to the feature tracking stage.
Sky Motion Estimation
When we define the sky as the region that is far apart from the camera view point, the motion of the sky region is characterized differently than those of closer objects in the scene. For example, the direction from a viewpoint on the ground to a point in the sky is fixed under the assumption that the sky is infinitely far away. Thus we model that the points in the sky region is far away with respect to the translation of the camera. We further approximate the sky motion as a rigid translational model under the cylindrical projection. As in Figure 3a -b, the sky stays still when the camera translates without rotation. On the other hand, as in Figure 3c -d, the sky translates horizontally when the camera rotates along the vertical axis. First, cylindrical projection panoramas are generated from the quadruple perspective projection images. Figure 4 illustrates the cylindrical projection from a rectangular projection image, in which the resulting cylindrical panorama has a horizontal axis corresponding to the yaw angle, and a vertical axis corresponding to the pitch angle. The cylindrical projection from the perspective projection image is performed as below:
where w and h are the width and the height of the perspective projection image. This projection is performed for each of quadruple images and concatenated to form a cylindrical projection panorama. In order to estimate the motion of the sky region between two consecutive frames, we compute the dense optical flow between the frames, for example, using the Lucas-Kanade algorithm on image pyramids [7] as shown in Figure 5a . When we compute the optical flow from the cylindrical projection panoramas, we also need to crop the top and bottom of the image in order to avoid the aperture problem around the curved boundaries. Then we perform a robust sky segmentation algorithm using the RANSAC approach [4] to find the maximum number of pixels that satisfy a rigid translation model: (1) randomly sample a pixel at every iteration and collect other pixels as inliers that have similar optical flows within a threshold error, (2) and choose the largest set of inliers as the sky region pixels. The sky motion is then estimated as the mean of the optical flow from the inlier pixels. In Figure 5b , the segmentation of sky region is highlighted in the cropped cylindrical projection panorama.
Rotation Estimation from Sky Motion
After segmenting the sky region based on the translational model in the cylindrical projection panoramas as in the previous section, the rotation parameter can be estimated from the motion of the sky. Especially as we model the motion of the camera to be on the ground of the street, the sky motion in the cylindrical panoramas becomes a horizontal translation. Thus the rotation parameter along the vertical axis can be estimated from the horizontal translation of the sky. Given the cylindrical panorama with its width W , the rotation on y-axis is computed as below:
where
is the horizontal translation of the sky within the cylindrical panorama as computed from the optical flow in the previous section.
Then the estimated rotation parameter θ y can be used for the SfM filter in the prediction of the camera motion, specifically for the rotation parameter along y-axis. The other two components of the rotation can be predicted as the standard prediction of the SfM filter. The further steps of predicting the camera motion is performed as the SfM filter works naturally.
Quality Feature Selection
As shown in Figure 2 , the feature correspondences resulted from the feature tracking procedure are passed to the further steps in the 3D reconstruction, both to the local bundle adjustment and to the SfM filter. In order to increase the robustness of the estimation algorithms in each step, efforts must be put into every possible stages. For example, the tracked features between two frames must satisfy some constraints based on the assumptions on the scene, or on the camera motion. When we assume that the scene is not moving, then the features on moving objects as pedestrians or cars must be rejected as outliers. This outlier rejection is commonly performed as applying the epipolar geometry constraint between the two frames, or among the three recent frames [8] [5] . In addition to the epipolar geometry constraint, the predicted camera motion can be used in order to set the expected locations of the features in the image plane.
Especially with the forward motion of the camera, which is very common in the image sequence taken from survey vehicles, the depths of the features in the image have wide range of distribution. In this case, limiting the maximum depth of the features is a reasonable constraint in order to increase the numerical stability of the linear method solvers, for example the singular value decomposition. In [8] [5], the importance of normalization is explained in the same sense. Also the restricted depth range allows another outlier rejection mechanism so that the features with their depths less than a threshold are considered as inliers. After the feature tracking step, this constraint can still work for the local bundle adjustment stage as well. The features with too large depths or negative depths in the reference image frame are rejected as outliers during the whole procedures.
Experimental Results
We implemented the methods described in the previous section and we experimented with the Google Street-View dataset images. In order to perform the 3D reconstruction algorithms using the SfM filter and the bundle adjustment, the images from the front camera are used. The calibration matrix of the projective camera is known from the dataset, and a manually labeled stationary mask image was used in order to rule out the roof of the survey vehicle from the reconstruction process. The performance of 3D reconstruction was compared between running the SfM filter and the local bundle adjustment separately or combined. In addition, the rotation parameter was estimated from the sky motion estimation in cylindrical panoramas and it was tested with the SfM filter prediction step to check if it helps the 3D reconstruction to be more robust.
The image sequence from the Google dataset was taken to have 350 frames, which involves a few rotations and makes a loop around a block of buildings. In Figure 7i , the camera trajectory from the GPS is overlayed on the satellite view of the street location.
Rotation Estimation from Sky
First we experimented the rotation parameter estimation from the sky motion estimation. In Figure 6a , the rotation on vertical-axis θ y was estimated between consecutive frames using the sky motion, and plotted together with the ground truth rotations. As seen in the figure, the estimation from the sky is accurate enough to be used as an initial rotation estimation for further 3D reconstruction steps. In Figure 6b , the histogram of the estimation error is displayed, of which mean is near zero and the standard deviation is 0.0088 radian.
As shown in the result, the sky motion gives a good initial rotation parameter estimation of the camera. Especially when there is not enough number of features in the street structure, the sky motion plays a bigger role as estimating the rotation better than relying on few number of tracked features. The estimated rotation is then tested for improving the robustness of the 3D reconstruction in the following experiments.
Comparisons of Trajectory Estimation
We tested the SfM filter and the bundle adjustment algorithms on the same image sequence by combining them in a several different ways. In Figure 7 , the results from these tests are displayed. In each plot, the thin red line is the ground truth trajectory from the GPS information, and the thick blue line is the estimated trajectory from each method. The estimated trajectories were aligned to the GPS trajectory so that the differences of the methods can be compared correctly. In Figure 7i , the ground truth GPS trajectory is overlayed on top of the satellite image of the location. For these tests, the features were tracked only frame by frame and there was no relocalization method used so that the result only shows how well each algorithm performs in terms of the accuracy and the robustness without drifting away from the true trajectory.
To begin with, the SfM filter was tested alone as shown in Figure 7a , without the initial depth estimation of new features or the rotation estimation from the sky motion. Because of the non-uniform distribution of the depths of the features in the scene, right after the vehicle starts to turn around the first corner the SfM filter begins to diverge from the true path.
Next, the bundle adjustment was tested by running alone the local bundle adjustment (LBA) (see Figure 7b) , or with the incremental bundle adjustment (IncrBA) (see Figure 7c) . The LBA used 50 frames for the local windowed optimization, and the IncrBA was performed periodically for every 50 frames. The results from the LBA and IncrBA show that overall estimation is more accurate than running the SfM filter alone, but the rotation and the scale estimations are drifted from the true values as the errors are accumulated.
Then the SfM filter was tested with the rotation estimation from the sky motion estimation, shown in Figure 7d . Although the result shows that the filter adapted the rotation estimation well, the scale drifts over the frames. Next, the SfM filter was combined together with the LBA (see Figure 7e ) and the IncrBA (see Figure 7f ). In these tests the initial depths of features are estimated from the bundle adjustment algorithms and passed to the SfM filter. Although the camera motion was estimated more accurately, in both examples the rotation estimation was not robust enough so that the trajectory is rotated away from the ground truth.
Finally, the rotation parameter was estimated initially from the sky motion estimation, and it was used in the prediction step of the SfM filter. The estimated trajectory using the SfM filter with the LBA together with the sky motion estimation is shown in Figure 7g . And the result of running the methods together is shown in Figure 7h . The results show that they outperform other methods in terms of the robustness of the reconstruction, and that the trajectories are more accurate over the sequence. Among all experiments, the combination of the SfM filter and the bundle adjustments with sky motion estimation produces the most robust reconstruction from the street-view images, as in Figure 7h. 
Reconstructed 3D Structure
In addition to the camera trajectory estimation, the 3D structure of the scenes from the street-view images are re- constructed as a 3D point cloud. In Figure 8 , the top view and the side view of the reconstructed point cloud are displayed together with the camera trajectory. Figure 8a shows the reconstructed points along the camera trajectory, and Figure 8b shows the satellite view image of the street location together in order to assist visual understanding. The features are frequently detected on the walls of buildings accurately as shown in the overlayed image. Moreover, the point cloud of the reconstructed street scene shows the ground plane of the roads and the vertical walls of buildings clearly in the side view in Figure 8c . Some features with noisy measurements still have inaccurate estimations of their 3D locations.
Although no camera relocalization algorithm was used in these experiments, the reconstructed camera trajectory and the 3D point cloud show that the combination of the 3D reconstruction algorithms described in the previous section produces an accurate estimation so that the trajectory makes a loop clearly. When the relocalization algorithm as [17] or the location recognition algorithm as [13] [11] is used in further, the revisited features can be used again so that the accumulated error over the past frames can be propagated throughout the whole image sequence appropriately, recovering from the drift.
In case that a more sophisticated 3D model is required, a triangulated mesh structure and a textured model can be created from the reconstructed 3D point cloud and the images. Or, instead of using point features, superpixels can be used for reconstructing planar structures as introduced in [9] . Other features as edges and planes can be used as well to improve the quality of the reconstruction result.
Conclusion
We introduced a robust 3D reconstruction system that combines the structure-from-motion filter with the local bundle adjustment which initializes the depths of new fea- tures. Experimental results show that the proposed method enhances the robustness of the 3D reconstruction from the street-view image sequence. In addition, the rotation parameter was estimated from the sky motion in cylindrical projection panoramas to estimate the camera trajectory and the 3D structure more robustly. For future work, we are aiming to reconstruct larger area of the streets in city blocks with an efficient relocalization algorithm in order to recover from accumulated errors over time. More investigation on fixing the scale drifting problem is also necessary.
