Abstract. Motivated by a Steinhaus-like interior-point property involving the Cameron-Martin subspace of Gaussian measure theory, we study a grouptheoretic analogue, the Steinhaus triple (H, G, σ), and use a Solecki-type reference measure σ to construct a Cameron-Martin-like subspace H in any Polish group G.
Introduction: motivation, notation
For many purposes, one needs a reference measure. In discrete situations such as the integers Z, one has counting measure. In Euclidean space R d , one has Lebesgue measure. In locally compact groups, one has Haar measure. In infinite-dimensional settings such as Hilbert space, one has neither local compactness nor Haar measure; here various possibilities arise. One is to use Christensen's concept of Haar-null sets, even though there is no Haar measure; see [Chr1, 2] , Solecki [Sol] , and the companion paper to this, [BinO8] . Another is to use Gaussian measures; for background see e.g. Bogachev [Bog1, 2] , Kuo [Kuo] and for Gaussian processes, Lifshits [Lif] , Marcus and Rosen [MarR] , Ibragimov and Rozanov [IbrR] .
Hilbert spaces are rather special, and the natural setting for Christensen's Haar-null sets is Banach spaces. The Banach and Hilbert settings combine (or intertwine) in Gross's concept of abstract Wiener space, where (identifying a Hilbert space H with its dual) one has a triple B ⊆ H ⊆ B * * , with both inclusions continuous dense embeddings. This is (essentially) the setting of reproducing-kernel Hilbert spaces (RKHS); see e.g. Berlinet and ThomasAgnon [BerTA] . Crucial here is the Cameron-Martin(-Maruyama-Girsanov) theorem ( [CamM] , [Gir] ; [Bog1, 2.4] , [Bog2, 1.4] ). Here a translation gives a change of measure, the two measures being equivalent, with Radon-Nikodym derivative given by the Cameron-Martin formula, (CM) below. Crucial also are the Gaussian dichotomy results (two Gaussian measures on the same space are either equivalent or mutually singular). One has equivalence under translation exactly when the translator is in the Cameron-Martin space [Bog1, 2.2] . We note that the Girsanov change of measure (by translation, using (CM)) is the key to, e.g., Black-Scholes theory in mathematical finance (for background see e.g. [BinK] ).
Our purpose here is to construct a group-theoretic analogue of the CameronMartin subspace arising in Gaussian measure theory. Recent generalizations analyze an infinite-dimensional Lie-group or a sub-Riemannian manifold setting -see for example [DriG] , [GorL] and [Gor] , which thus preserve much of the classical setting; see also [Pug] (cf. [Bog1, p. 393] ) and [Shi] for special cases. Here we pursue a simpler topological-group setting (at this point divorced from any Laplacian considerations) in which we are motivated by a relativization of the Steinhaus interior-point property [Ste] , to be introduced below (important to classical regular variation -see e.g. [BinGT, Th. 1.1.1]), i.e. with the notion of interior relativized to a distinguished subspace equipped with a finer topology: in brief a 'relativized version'. Though the classical paradigm may fail in an infinite-dimensional Hilbert space, it can nevertheless hold relative to a (necessarily, compactly embedded -see the final assertion of Th. 1) subspace. Such is precisely the case when interiors are taken relative to the Cameron-Martin subspace.
We recall the Gaussian context in a locally compact topological group G. For simplicity, take G Euclidean. Then matters split, according to the support of the Gaussian measure. If this is the whole of G, the measure has a density (given by the classical and familiar Edgeworth formula, see e.g. [BinF, 4.16] ). If not, the measure is singular viewed on G, but becomes nonsingular when restricted to the subgroup generated by its support (see §8). (This situation is familiar in statistics: behaviour may seem degenerate only because it is viewed in a context bigger than its natural one; see e.g. [BinF] .) Another instance of a similar 'support-degeneracy' phenomenon arises in the Itô-Kawada theorem, when a (suitably non-degenerate) probability measure µ has its convolution powers converging to Haar measure on a subgroup K of G , the closed subgroup generated by its support [Hey1, § 2.1] . In each case, the moral is the obvious one: if one begins in the wrong context, identify the right one and start again.
We recall also the Gaussian context in a topological vector space. Let X be a locally convex topological vector space equipped with a Gaussian (probability) measure γ (gamma for Gaussian, following [Bog1] ) and suppose that the dual satisfies X * ⊆ L 2 (γ). Write γ h (K) := γ(K +h) for the translate by h. The quasi-invariance of γ h and γ, that for all compact K
holds relative to a set of vectors h ∈ X forming a vector subspace known as the Cameron-Martin space, H(γ). Then γ h and γ are equivalent, γ ∼ γ h , iff h ∈ H(γ). Indeed, if γ ∼ γ h fails, then the two measures are mutually singular, γ h ⊥γ (the Hajek-Feldman Theorem -cf. [Bog1, Th. 2.4.5, 2.7.2] ).
With the earlier assumption on X * , as X ⊆ X * * ⊆ L 2 (γ), one can equip H = H(γ) with a norm derived from that on L 2 (γ). In brief, this is done with reference to a natural covariance under γ obtained by regarding f ∈ X * as a random variable and working with its zero-mean version f − γ(f ); then, for h ∈ H, δ γ h , the (shifted) evaluation map defined by δ
(Here for γ symmetric γ(f ) = 0, so δ γ h = δ h is the Dirac measure at h.) This is followed by identifying h withĥ (for h ∈ H), and |h| H := ||ĥ|| L 2 (γ) is a norm on H arising from the inner product
Formally, the construction first requires an extension of the domain of δ γ h to X * γ , the closed span of {x
, a Hilbert subspace in which to apply the Riesz Representation Theorem -cf. §3, 8.4-6. Our key inspiration is that, for any non-null measurable subset A of X, [Bog1, p. 64] . This flows from the continuity in h of the density of γ h wrt γ ( [Bog1, Cor. 2.4 .3]), as given in the Cameron-Martin-Girsanov formula:
Thus here a modified Steinhaus Theorem holds: the relative-interior-point theorem.
In a locally compact topological group G a Gaussian measure γ may be singular w.r.t. a (left) Haar measure η. Such is the case in the Euclidean case, as above, with the Gaussian having its support on a proper linear subspace H, and in this case A − A with A measurable and non-γ-null will only have non-empty relative H-interior (and quasi-invariance only relative to H). We recall two results due to Simmons [Sim] (cf. Mospan [Mos] ): (1) a measure µ is singular w.r.t. (left) Haar measure η on G if and only if µ is concentrated on a σ-compact subset B such that BB −1 has void interior (as in the Euclidean example); (2) µ is absolutely continuous w.r.t. η (µ ≪ η) iff for each non-µ-null compact set K, 1 G ∈ int(KK −1 ) (which does not preclude having µ(K) > 0 and µ(K + h) = 0 for some K and h). The appropriate densities are studied in [LiuR] and [LiuRW] . In certain locally compact groups (e.g. [Hey1, 5.5.7] for the case G = R m × T n with T the unit circle) the condition µ ≪ η may imply that the support of a Gaussian probability measure µ is G; see, however, [Hey1, 5.5.8] for an example of a Gaussian with full support which is 'Haar-singular'.
We develop an analogue of these relative interior results for a general Polish group G. This first leads, by analogy with an abstract Wiener space triple [Bog1, 3.9] , [Str, 4.2] , to the concept of a Steinhaus triple, which we study in §2, demonstrating 'relativized variants' of classical results. In §3 we exhibit a link between the group context and the classical Cameron-Martin theory above by verifying that a divisible abelian group with an N-homogeneous group norm (below) is in fact a topological vector space. In §4 we recall from [BinO4, 8] the notions of subcontinuity and selective subcontinuity of a measure, and in Theorem 5 establish the key property of a Solecki reference measure. Then in §6 for a given Polish group G and reference measure σ we construct a corresponding subspace H(σ), which together with G and σ forms a Steinhaus triple (possibly 'selective': see below). We verify in §7 that it is an analogue of the Cameron-Martin subspace when G is a Hilbert space. In §7 we examine the extent of the subspace H(σ). We close with complements in §8.
Remark. That H(γ) above is additive follows from γ h+k (K) = γ k (K + h), which is positive iff γ h (K) > 0 iff γ(K) > 0 (for h, k ∈ H); less immediate is the fact that H is preserved under scaling (for which see §3). This, however, will not concern us, as we work in a group context. Notation. Throughout G will be a Polish group, which, by the Birkhoff-Kakutani Theorem ( [Bir] , [Kak] ; cf. [DieS, §3.3 [ArhT] ) that generates its topology τ G , and we fix a sequence of points {g n } dense in G; a sequence z n → 1 G will be called null, and a null sequence trivial if it is ultimately constantly 1 G . For δ > 0 we denote by B δ the open ball centered at 1 G of radius δ under d L G , by K(G) the family of compact sets (carrying the Hausdorff metric of d L G ), by P(G) the family of Radon probability measures on G (i.e. inner-regular using compact sets and so locally finite -see [Sch] and §8.1), and finally by U(G) the family of universally measurable sets in G. For G a Polish group, recall that E ⊆ G is universally measurable (E ∈ U(G)) if E is measurable with respect to every measure µ ∈ P(G) -for background, see e.g. [Kec, §21D] , cf. [Fre, 434D, 432] , [Sho] ; these form a σ-algebra. Examples are analytic subsets (see e.g. [Rog, Part 1 §2.9], or [Kec, Th. 21 .10], [Fre, 434Dc] ) and the σ-algebra that they generate. Beyond these are the provably ∆ 1 2 sets of [FenN] ; for set-theoretic background here, see e.g. [BinO6] .
For µ ∈ P(G) we write M + (µ) for the non-null sets, and put
. By inner regularity we may assume that µ is concentrated on a σ-compact set, on n K n say, with K n an ascending sequence of compact sets. By K bc (µ) we denote the countable family of sets in K + (µ) taking the form
we refer to these as the basic compacts, whence 'bc'. We also use the notation:
Steinhaus triples
Call (H, G, µ) a Steinhaus triple if G is a separable group with (group-) norm ||.|| G (notation as in §1), µ a Radon probability measure on G, and 1 ∈ H ⊆ G, a continuously embedded subset with norm ||.|| H , having the property that for
The latter condition links the topological with the algebraic structure; the norm on H introduces a topology on H finer than the subspace topology induced by G -cf. [Bog1, Ch. 2] , [BerTA] , [Gro1, 2] , [Str, §4.2] .
The topological link here is at its neatest and most thematic in norm language. But, as H need not be a subgroup, it would suffice for the continuous embedding to be determined by just a metric on H, or more generally a choice of refining topology. Furthermore, as in any abstract definition of inner regularity, one is at liberty here to restrict attention to a, possibly countable, subfamily of K + (µ) -see §8.2. Such variants will be referred to below as selective Steinhaus triples. See the Remarks after Th. 6 and after Prop. 9 below.
Remarks. 1. The inclusion above implies that
In the theorem below we strengthen this conclusion to yield the measure-theoretic 'Kemperman property', introduced in [Kem] , as in [BinO4] . (One would expect this to imply shift-compactness for H-shifts, as indeed is so -see Th. 3 below.)
It follows that if G is not locally compact, then, for U ⊆ K −1 K as above, U is nowhere dense in G (as cl G U is compact, its interior in G must be empty).
3. The Cameron-Martin subspace H(γ) above is a dense subspace, and
We begin with a technical result reminiscent of a lemma due to Kemperman [Kem] -cf. [Kuc, Lemma 3.7 .2]; this will be revisited in detail in §4. Theorem 1. For (H, G, µ) a Steinhaus triple and K ∈ K + (µ), there are ε, δ > 0 such that
so that for any null sequence t = {t n } in H (i.e. with t n → H 1 G ),
furthermore, for some r > 0,
Proof. Suppose otherwise. Then for some K ∈ K + (µ) and for each pair ε, δ > 0 there is h ∈ H with ||h|| H < ε and
So in H there is a sequence t n → H 1 with
So we may choose a compact µ-non-null K 0 ⊆ K\M; then, since (H, G, µ) is a Steinhaus triple, there is in H a non-empty open nhd V of 1 with
We may drop the norm assumption above and work instead with a separable topology on H, to yield a weaker result, as follows. Theorem 2. For (H, G, µ) a Steinhaus triple with H a separable space and K ∈ K + (µ), there is in H a non-empty open nhd U of 1 with
Proof. Suppose not: then for some K ∈ K + (µ) there is a non-empty U with µ(K ∩ Ku) = 0 for all u ∈ U. Take a countable dense D ⊆ U and consider
Then µ(N) = 0, so we may pick a µ-non-null compact
But, K 0 is disjoint from N, so this is again a contradiction.
As a corollary, we now obtain a result concerning embeddability into nonnegligible sets (here the non-null measurable sets) of a translated subsequence of a null sequence. This property, first used implicitly by Banach [Ban1, 2] , has been studied in various general contexts by many authors, most recently under the term 'shift-compactness' -see e.g. [Ost1] . The new context of a Steinhaus triple is notable in limiting the null sequences to the distinguished subspace. Here the statement calls for the passage from a null sequence in H to its inverse sequence; this inversion is of course unnecessary if H is a subgroup of G, as will be the case in Theorem 4 below. (The group-theoretic approach to shift-compactness is that of a group action, here of translation in G -see [MilO] ; for applications see [Ost2] .)
Theorem 3 (Shift-compactness Theorem for Steinhaus triples). For (H, G, µ) a Steinhaus triple, h a null sequence in H, and E ∈ M + (µ) : for µ-almost all s ∈ E there exists an infinite M s ⊆ N with
Proof. Fix a compact K 0 ⊆ E with µ(K 0 ) > 0. Proceed to choose inductively a sequence m(n) ∈ N and decreasing compact sets
To check the inductive step, suppose K n already defined. As µ(K n ) > 0, by Th. 1 there are δ, ε > 0 such that
completes the inductive step, and so the induction. By compactness, select s with
Finally take M := {m(n) : n ∈ N}.
As for the final assertion, define
Corollary 1. If the subsequence embedding property of Theorem 3 holds for all the null sequences in a set H which is continuously embedded in G for all
Another immediate corollary is
Theorem 4 (Shift-compactness Theorem for the Cameron-Martin Space). For X a locally convex topological space X carrying a Radon Gaussian measure γ with X * ⊆ L 2 (γ), and H(γ) the Cameron-Martin space: if h is null in H(γ), and E ∈ M + (γ), then for γ-almost all s ∈ E there exists an infinite M s ⊆ N with
Proof. Regarding X as an additive group, (H(γ), X, γ) is a Steinhaus triple, by [Bog1, p. 64] . As H(γ) is a subspace of X, (−h n ) is also a null sequence in H(γ); by Theorem 3, for γ-almost all s ∈ E there is M s ⊆ N with
Groups versus vector spaces
Here we link our new results, in a group context, to classical Cameron-Martin theory, in a topological vector space context. There is some similarity here to material in [Hey1, §3.4] on (homomorphic) embeddings of Q (rational embeddability) and of R (the more exacting, continuous embeddability) in the space of probability measures; for later developments see [Hey2] , [HeyP] . The latter are related to divisibility properties of groups (and of the convolution semigroups of measures). Recall that that a group G is (infinitely, or N-) divisible [HewR, A5] if for each n ∈ N every element g ∈ G has an n-th root h ∈ G, i.e. with h n = g (for their structure theory in the abelian case, see e.g. [HewR, A14] , [Fuc] , or [Kap] ).
The description of the refinement norm on the Cameron-Martin subspace, sketched out in §1, depends ultimately on the embedding of continuous linear functionals, X * , in L 2 (X, γ) and on the Riesz Representation theorem for Hilbert spaces. Consider instead the embedding of continuous real-valued additive maps on a metrizable abelian group X into L 2 (X, µ) for µ ∈ P(X), with mean ('averaging map')
Denoting by X * the continuous additive maps on X, one may then, as in the classical setting ([Bog1, 2.2]), define a covariance operator by
As there, for h ∈ X define the Cameron-Martin group-norm
It may now readily be checked that H is a subgroup, and that |h| H is a group-norm on H. (For any h ∈ X, with h = 1 X , use a standard extension theorem, e.g. as in [HewR, A.7] , to extend the partial homomorphism h s → s (for s ∈ Z) to a full homomorphism x * h , say of unit variance; then |h| H ≥ x * h (h) > 0, as x * h is non-constant. This is an analogue of the Gelfand-Raȋkov theorem on point separation by characters [HewR, 22.12] , cf. [Tar] .) It is not clear, however, whether the resulting group is trivial for µ ∈ P(X). In the classical Gaussian γ context, |h| H = ∞ implies the mutual singularity γ h ⊥γ [Bog1, 2.4.5(i)].
For h ∈ H and n ∈ N, assuming w.l.o.g. that the supremum for |h| H occurs with x * (h) > 0,
Thus the norm |.| H (which is subadditive) may be said to be N-homogeneous, as in [BinO2, §3.2], or sublinear in the sense of Berz (see below). Suppose now that the group X is (infinitely) divisible, so x/n is defined for n ∈ N, as is also qx for rational q. It follows by a similar argument to that above that if h ∈ H and q > 0, then |qh| H < ∞, and so H is also divisible. We now briefly study sublinear norms on a divisible abelian group.
Definition. In an abelian (N-) divisible group G, since its group norm ||.|| is subadditive, we follow Berz [Ber] (cf. [BinO3, 5, 7] 
(so that ||g/n|| = ||g||/n), or equivalently and more usefully:
Remark. The triangle inequality for the norm gives ||g|| ≤ n||g/n||, so the definition calls for ||g/n|| ≤ ||g||/n. Proposition 1. A divisible abelian topological group complete under a sublinear norm is a topological vector space under the action
In particular, the group has the embeddability property defined by t → t · g,
and the group is norm-complete, the action ( †) is well defined. Moreover, the action is jointly continuous since, passing to appropriate limits over Q + ,
The action extends to R by taking −t · g := t · (−g). Finally, this action converts the group into a vector space, as (q + q ′ )g = qg + q ′ g and q(g + g ′ ) = qg + qg ′ may be taken to the limit through Q. Likewise the final statement follows, as ||t · g|| = lim q→t ||qg|| = t||g||.
We verify that the classical boundedness theorem holds in the group context for additive functions, and hence that such functions are linear (in the sense of the action ( †)).
Proposition 2. For an abelian divisible group G complete under a sublinear norm and x * : G → R additive, x * is continuous iff
and then |x
Proof. If x * is continuous, choose δ > 0 with |x * (x)| ≤ 1 for ||x|| ≤ δ. For x = 0 and rational q ≥ ||x||/δ, as ||x/q|| = ||x||/q ≤ δ,
then taking limits as q → ||x||/δ through Q yields
This holds also for x = 0. So ||x * || ≤ 1/δ < ∞. In this case, by definition, |x * (x)| ≤ ||x * || · ||x|| for x = 0, and this again holds also for x = 0. Conversely, if ||x * || < ∞, then again |x * (x)| ≤ ||x * || · ||x|| , and so x * is continuous at 0 and hence everywhere.
Corollary 2. A continuous additive function x * may be extend by taking
which then makes it linear in the sense of the action t · g :
Proof. Convergence of x * (qg) as q → t follows from the finiteness of ||x * || and |x
The final claim follows, taking limits through Q + ,
Remarks. 1. Taking a group norm on X, denoted ||x||, a general context for the study of additive functions, less restrictive than that of sublinear norms on their domain, is to introduce a notion of 'uniform continuity' of the Qaction q ·x at q = 0 yielding Q δ (||x||) ∈ Q with ||qx|| ≤ δ for all q ≤ Q δ (||x||); here one may demand that
This would characterize continuous x * (.) via
for some δ = δ(x * ) > 0. 2. Regarding 1/Q δ(x * ) (||x||) as generating a replacement norm, put
with accompanying inequality |x * (h)| ≤ ||h|| · ||x * ||; however, the set {||x * || : x * ∈ X * , R(x * , x * ) ≤ 1} may be unbounded. A more elegant alternative is to consider a divisible group X equipped with a Darboux norm , as defined in [BinO2, §3] ; here ||z 1/n || ≤ ||z||/κ n for a divergent sequence of constants (i.e. with κ n → ∞).
Returning to the context of the Cameron-Martin group-norm, notwithstanding the issue of possible triviality of H, one may again define X * µ ⊆ L 2 (µ) by expanding the 'mean-zero image' {x
Then one may extend the domain of R above to the subspace X * µ of L 2 (µ), so that R(f ) for f ∈ X * µ is given by
(For f = x * ∈ X * , this coincides with the previous definition, since µ(
with z * ∈ X * , and so taking
Conversely, for fixed h ∈ H, appealing to the Riesz Representation Theorem,
and so h = R(ĥ). For h, k ∈ H(µ), define an 'inner product' by referring to the elementŝ h,k such that h = R(ĥ), k = R(k), passing in R to the limit, and putting
and H inherits an inner-product-like structure. In the vector-space Gaussian context, for h ∈ H the density of µ h w.r.t. µ is given by (CM) above. For the locally compact group case, where Gaussian measures originate with Parthasarathy, see e.g. [Par] and the later definitive text [Hey]; use is made there of characters -multiplicative and bounded rather than additive -and so the ('local') inner product is between the group and its Pontryagin dual.
One link between the group and vector-space aspects can be seen in the central role played in each by Gaussianity. We may think of this in each case as saying that, as in (CM), the relevant Fourier transform is of exponential type, the exponent having two terms, one linear (concerning means -location, or translation), one quadratic (concerning covariances, which captures scale and dependence effects). Where the density of the measure exists, it involves (via the Edgeworth formula above in the Euclidean case) the inverse of the covariance (matrix or operator), important in its own right (as the concentration or information matrix/operator). So 'degeneracy-support' phenomena as above are unavoidable (see §8.5). Statistically, samples from two populations can only be usefully compared if their covariances are the same, and then the relevant statistic is the likelihood ratio; see e.g. [IbrR] for background here.
Selective subcontinuity, reference measures
Recall from the companion paper [BinO8] the following definition, for µ ∈ P(G) and K ∈ K(G), already used in Th. 1 above,
then µ is subcontinuous if µ (K) > 0 for all K with µ(K) > 0. (For a related notion see [LiuR] , where a Radon measure µ on a space X, on which a group G acts homeomorphically, is called mobile if each map t → µ(Kt) is continuous for K ∈ K(X).) It follows from Prop. 3 below (see Cor. 3) that if µ − (K) > 0 for some K, then G is locally compact. Note that in a locally compact group, right uniform continuity of all the maps t → µ(tB) for B Borel is equivalent to absolute continuity of µ w.r.t. Haar measure ([Hey1, L. 6.3.4] -cf. [HewR, Th. 20.4] ). So if G is not locally compact, no measure µ ∈ P(G) is subcontinuous; then for all compact K ⊆ G, µ − (K) = 0.
Recall from [BinO8] that for t = {t n } a null sequence, i.e. with t n → 1 G ,
Thus, for G not locally compact, there will be t with µ(Kt n ) → 0, but there may, and in certain specified circumstances necessarily will, also exist t with µ t − (K) > 0 (e.g. when the Subcontinuity Theorem, Th. 5 below, holds). The goal here is to create a new topology, if not on G then on a dense subspace of G, in which the sets B ∆ δ := {z ∈ B δ : µ(Kz) > ∆} (with µ and compact K understood from context) shall be open for certain K non-empty, though perhaps with µ(B ∆ δ (K)) = 0. This is tantamount to requiring that z → µ(Kz) be continuous on some subset of G.
Below, as a first step, we justify why we would want some sets B ∆ δ to be declared open.
In particular,
Then for any δ > 0, µ(Kt) > ∆/2 for t ∈ B ∆ δ , and t n ∈ B ∆ δ for all large enough n. By outer regularity of µ, choose U open with K ⊆ U and µ(U) < µ(K) + ∆/4. By upper semicontinuity of t → Kt, w.l.o.g. KB δ ⊆ U for some δ > 0. For t ∈ B ∆ δ , by finite additivity of µ, since ∆/2 < µ(Kt)
Comparing extreme ends of this chain of inequalities gives
Remark. If ∆ := µ t − (K)/2 > 0 and δ > 0, there is m with t n ∈ B ∆ δ for n > m, i.e. B ∆ δ (K) is not a singleton, as long as t is non-trivial.
Corollary 3 (cf. [Gow1] ). If µ − (K) > 0 for some compact K, then G is locally compact.
and so B δ has compact closure.
Remark. If G is locally compact, then its left Haar measure η satisfies
in particular, this equation holds for all non-null compact K. The latter observation extends to measures µ that are absolutely continuous w.r.t. η. Conversely, if µ is a measure satisfying µ − (K) > 0 for all compact K with µ(K) > 0, then, as a consequence of the Simmons-Mospan theorem ( §1), µ is absolutely continuous w.r.t. η : see [BinO8] . Before we can state the main result concerning subcontinuity, we need to recall that a group G is amenable at 1 ( [Sol] ; see [BinO8, §2] for the origin of this term) if given ν n ∈ P(G) for n ∈ N with 1 G ∈ supp(ν n ) there are σ and σ n in P(G) with σ n ≪ ν n for all n and
with * denoting convolution. (Abelian Polish groups all have this property [Sol, Th. 3.2] .) With δ g the Dirac measure at g (unit point-mass at g) and t a non-trivial null sequence, taking ν n := 2 n−1 m≥n 2 −m δ t −1 m ∈ P(G), we denote by σ n (t) and σ(t) the measures whose existence the definition above asserts. We term σ(t) Solecki's reference measure. Later in §6 we place further restrictions on the rate of convergence of t and form a symmetrized version of ν n .
Theorem 5 (Subcontinuity Theorem, after Solecki [Sol, Th. 1(ii) ]). For G amenable at 1 G , 0 < θ < 1, and t a null sequence, there is µ = µ(t) ∈ P(G) such that for each g ∈ G, K ∈ K(G) with µ(gK) > 0 there is a subsequence s = s(g, K) := {t m(n) } with
That is, µ is subcontinuous along s on gK.
Proof. For t = {t n } null, put ν n := 2
Fix K ∈ K(G) and g with µ(gK) > 0. As gK is compact, µ n * µ(gK) → µ(gK); then w.l.o.g.
Choose α mn ≥ 0 with m≥n α mn = 1 (n ∈ N) with ν n := m≥n α mn δ t otherwise, summing the reverse inequalities over all m ≥ n contradicts ( ‡). So lim n µ(gKt m(n) ) ≥ θµ(gK) : µ is subcontinuous along s := {t m(n) } on gK.
As a corollary we obtain
Proof. Suppose otherwise; then 1 G / ∈ int(E −1 E) and we may choose t n ∈ B 1/n \E −1 E. As t n → 1 G , choose µ = µ(t) as in the preceeding theorem. Since E is not left Haar null, µ(gE) > 0 for some g. For this g, choose compact K ⊆ E with µ(gK) > 0. Then by the Subcontinuity Theorem (Th. 5) and by Prop. 3 for ∆ = µ t − (K)/4, there is δ > 0 such that
moreover, as in Prop. 3, t n ∈ K −1 K ⊆ E −1 E for infinitely many n, which contradicts the choice of t. So 1 G ∈ int(E −1 E).
The G(σ(t))-topology
The sequence of Lemmas A-D below justifies the introduction of a new topology with sub-basic sets of the form gB
, but only on those points of G that can be covered by these sets: the detailed statement is in Theorem 6 below. The proof strategy demands both a countable iteration -an inductive generation of a family of sets B K,∆ δ -and then a countable subgroup of translators g. In the subsequent section, we identify which are the points that can be covered.
We put, for σ = σ(t),
Lemma A. For µ ∈ P(G), t null and non-trivial, and arbitrary δ > 0, if
Proof. Since t is null and non-trivial, for all large enough n both t n ∈ B δ and also µ(Kt n ) > ∆. For µ = σ(t) and 0 < ∆ < σ(K), pick 0 < θ < 1 with
Then for some, necessarily non-trivial, subsequence s := {s n } of t,
, then for H = Kw and some ε > 0
In particular, if 1 ∈ gB for some B ∈ B 1 , then there is is B ′ ∈ B 1 with 1 ∈ B ′ ⊆ gB.
Proof. As w ∈ B δ there is ε > 0 with wB ε ⊂ B δ . Then
For the last part, suppose 1 G ∈ gB with B = B K,∆ δ ∈ B 1 ; then w ∈ B for w = g −1 . Applying the first part, take B ′ := B H,∆ ε ∈ B 1 for H = Kw and the ε > 0 above; then,
Corollary 4. If x ∈ yB ∩ zC for x, y, z ∈ G and some B, C ∈ B 1 , then
Proof. As 1 ∈ x −1 yB and 1 ∈ x −1 zC there are
We now improve on Lemma B by including some technicalities, whose purpose is to introduce a separable topology on a subspace of G refining that induced by τ G . As
we may restrict attention to δ, ∆ ∈ Q + := Q ∩ (0, ∞).
with K ∈ H , δ, ∆ ∈ Q + and ∆ < σ(K), then for some g ∈ D with σ(Kg) > ∆ and some ε ∈ Q + , w ∈ gB
Proof. As G is separable, we may choose
, an infinite set, by Lemma A. Take 
In Lemma C above Kg need not belong to H. Lemma D below asserts that Lemma C holds on a countable family H of compact sets that is closed under the appropriate translation.
with K ∈ H , δ, ∆ ∈ Q + and 0 < σ(K) < ∆, then for some g ∈ D with σ(Kg) > ∆ with Kg ∈ H and some ε ∈ Q + , w ∈ gB
Proof. Suppose σ is concentrated on n K n , with each K n compact. Taking H 0 to comprise the basic compacts K n ∩ g mBδ with {g m } dense in G and δ ∈ Q + , proceed by induction:
Theorem 6. For σ = σ(t) there are a countable H ⊆ K + (σ) and a countable set Γ = Γ(H) ⊆ G dense in G such that, taking
is a sub-base for a second-countable topology on the subspace
Proof. Take a countable subgroup Γ in G, which is dense in G under τ G and contains D(H), as in Lemma D. Consider w ∈ γB and γg ∈ Γ, the latter as g ∈ D(H) ⊆ Γ. So, by the Corollary 4 (of Lemma B), the family B(t) forms a sub-base for a topology on the set of points {γB : B ∈ B(t), g ∈ Γ}.
Remark. This theorem has an analogue, in which countability is dropped in the conditions and secound-countability is correspondingly dropped from the conclusions.
Definition. We term the second-countable topology of the preceeding theorem the σ(t)-topology.
As 1 G ∈ B ∆ δ ⊆ B δ , the σ(t)-topology evidently refines the original topology τ G of G. The finer topology could be discrete; in cases of interest, however, this will not happen:
Proposition 4 (Refinement). For G amenable at 1 G , t null and nontrivial, the open sets B K,∆ δ of the σ(t)-topology are infinite and refine the original topology τ G .
Proof. For {g n } dense in G, write D := {g n : n ∈ N}. The open sets of G are generated as unions of sets of the form gV, with g ∈ D and V an open nhd of 1. We show that these sub-basic sets of the µ(t)-topology refine the τ G -nhds of the identity. For V a non-empty τ G -open nhd of 1 G choose U to be a non-empty τ G -open nhd of 1 G , with U −1 U ⊆ V . Consider any non-trivial null sequence t and, referring to the Subcontinuity theorem (Th. 5), consider σ = σ(t) ∈ P(G). For {g n } dense in G, there is n with σ(g n U) > 0; for otherwise, σ(g n U) = 0 for each n and, since G = n g n U, the contradiction we reach is that σ(G) = 0. Pick n with σ(g n U) > 0; write g for g n .
Choose compact sets K n such that σ is concentrated on
there are m ∈ N and B ∈ B with µ(K m ∩ gB) > 0.
for all large enough n as in [BinO8, Lemma 1] .
Remark. Proposition 4 is connected to Solecki's Theorem, Theorem S above: a similar argument gives, for E non-left-Haar-null and nontrivial t,
Indeed, σ(gE) > 0 for some g, and so σ(gK) > 0 for some compact gK ⊆ gE; then argue as in the Proposition 4 with E for U (and suppressing any mention of V ). Now suppose there is t with
then t is non-trivial, and the inclusion above yields the contradiction that infinitely often t n ∈ B gK,∆ δ (σ(t)) ⊆ E −1 E.
The σ(t)-topology and Cameron-Martin theory
In this section, we begin to pursue the connection with Cameron-Martin theory, culminating here in Proposition 6, which is the basis for further analysis in the subsequent section. We begin with some generalities concerning a probability measure µ ∈ P(G).
We begin by proving an analogue of the fact that the Cameron-Martin subspace is indeed a vector subspace.
Lemma E. G ++ is a subgroup of G.
Proof. As g ∈ G ++ iff g −1 ∈ G ++ , we need only check that xy ∈ G ++ provided x, y ∈ G ++ . Consider such a pair x, y and K ∈ K + (µ). As Kx ∈ K + (µ) and y ∈ G ++ , µ(Kxy) = µ((Kx)y) > 0.
Proposition 5 (Subgroups). For G abelian and symmetric µ ∈ P(G), G + is a subgroup of G. In particular, for G an appropriate Hilbert space (i.e. as in §1) equipped with a symmetric Gaussian measure µ, the Cameron-Martin space H(µ) is precisely of the form G + .
Proof. For µ symmetric, and
So if x ∈ G + , then x −1 ∈ G + , i.e. G + = G ++ , and, by Lemma E, G + is a group.
In particular, for any (symmetric) Gaussian µ with domain an 'appropriate' Hilbert space G, the Cameron-Martin space H(µ) coincides with G + (µ). Indeed, the Hilbert space G, regarded as an additive group, is abelian, and h ∈ H(µ) holds iff µ h is equivalent to µ. This may be re-stated as follows:
We recall the definition of a regular t from [BinO8] .
Definition. Say that a null sequence t is regular if t is non-trivial, ||t k || is non-increasing, and
For regular t, put
Corollary 5. For G abelian and amenable at 1 and t regular the Solecki reference measure σ(t) may be selected symmetric, in which case G + (σ(t)) is a subgroup.
Proof. See [BinO8, Th. 1 S ] for the existence of a symmetric measure σ when G is abelian; in this case G + (µ) is a subgroup of G.
Proposition 6 (Covering Lemma). LetD be a dense subset of G ++ . For δ > 0, K ∈ K + (µ) and x ∈ G ++ there is g ∈D with
for all small enough ∆ < µ(K).
, so also y = g −1 x ∈ B δ (symmetry of the norm on G), and y = g −1 x ∈ G ++ , as G ++ is a subgroup. Now µ(Ky) > 0, as y ∈ G ++ , so we may choose 0 < ∆ < min{µ(Ky), µ(K)); then
7 Metrizability, translational singularity and covered points
Proposition 6 above identifies how points of G ++ can be covered by certain translates of basic sets of the form B K,∆ δ . To go beyond G ++ this motivates the following.
Definitions. 1. Say that g ∈ G is a covered point (g 'is covered') under µ ∈ P(G) if there is K ∈ K + (µ) with µ(Kg) > 0 (then g ∈ B K,∆ δ for δ > ||g|| and 0 < ∆ < min{µ(K), µ(Kg)}). So the points of
These are the points not covered under µ, and their translates by the dense set D := {g n : n ∈ N}. Evidently
It follows from the definition that
then, forD := {g n : n ∈ N} dense in G ++ , as G ++ is a subgroup
, for each n, and so
Proof. The sets {g : µ(Kg) < 1/n} are open as x → µ(Kx) is upper semicontinuous for K compact. Indeed, the set
By inner regularity we may assume that µ is concentrated on a σ-compact set, say on n K n with K n an ascending sequence of compact sets. Then
and its complement an F σ in K(G), as K(K m ) is compact. Consequently,
Now g is a covered point if for some m, n and some Proposition 8. For {g n } dense in G and δ > 0, the sets g n B K,∆ δ cover G\G 0 = G\ n∈N g n N (µ) and so generate a topology on the Borel set G\G 0 for which these are sub-basic.
That is, for δ > 0, the family {g n B K,∆ δ : K ∈ K + (µ), 0 < ∆ < µ(K), n ∈ N} covers G\G 0 , and so a second-countable topology is generated with sub-base the sets
Remark. In the special case when G ++ is dense in G (for instance taking G to beḠ ++ ), so that alsoD (in Prop. 6) is dense in G, Prop. 6 above (with g n =g n ) follows from Proposition 8. Note that in this case also
Definitions. For µ ∈ P(G) and K ∈ K + (µ), put
which is a pseudometric, so that ρ K (x, y) := max{d G L (x, y), ∆ K (x, y)} is a metric.
Proposition 9. For g ∈ G\N (µ), K ∈ K + (µ) and ε > 0 : if 0 < ε < µ(Kg), then there is δ = δ(ε) with 0 < δ < ε such that Hence, for any enumeration of K bc (µ) as K n ∈ K + (µ) the metric ρ(x, y) := sup{d G L (x, y), 2 −n ∆ Kn (x, y)} generates the µ(t)-topology on G\G 0 .
Proof. Note that for 0 < ε < µ(Kg)
) < ε and µ(Kg) − ε < µ(Kx) < µ(Kg) + ε].
) < ε is equivalent to the constraint ||h|| < ε. As x → µ(Kx) is upper semicontinuous, there is 0 < δ = δ(ε) < ε such that µ(Kgh) < µ(Kg) + ε, for h ∈ B δ ; this yields the further required constraint µ(Kgh) > ∆ := µ(Kg) − ε. The remaining assertions are now immediate.
Remarks. 1. In the above argument µ(Kgh△Kg) ≤ 2ε provided µ(KgB δ ) < ε. This implies that convergence in ρ implies convergence in the Weil-like norm || · || E µ of [BinO8] with E = Kg; indeed in the locally compact case these norms generate the Weil topology of [Wei] (cf. [Hal, §62] , [HewR, §16] , and the recent [BinO8] ). So the ρ-topology refines the Weil-like topology. 2. As with Theorem 6 above, there is an analogue, in which metrizability is dropped in favour of a uniform structure.
Complements
1. Local compactness, local finiteness: Haar and other invariant measures. We recall our opening paragraph, which set out the contrast between the local compactness of the group setting, where one has Haar measure, and the absence of both in the Hilbert-space setting in which Cameron-Martin theory originated. We note that the invariance property of Haar measure may be extended beyond the locally-compact case. Nothing new is obtained in our setting of probability measures, but if one drops local finiteness, Haar-like measures of 'pathological' character can occur ( §8.2 below). We quote Diestel and Spalsbury [DieS, Ch. 10] , who give a textbook account of the early work of Oxtoby in this area [Oxt1] . We note in passing that this interesting paper is not cited by Oxtoby himself in either edition of his classic book [Oxt2] . We note also the use of local finiteness in Schwartz's definition of a Radon measure [Sch] . 2. The Oxtoby-Ulam Theorem ([Oxt1, Th. 2], [DieS, Th.10.1] ). This asserts that in a non-locally-compact Polish group carrying a (non-trivial, left) invariant Borel measure every nhd of the identity contains uncountably many disjoint (left) translates of a compact set of positive measure. Since local finiteness rules out such pathology, 'total' invariance of a Radon measure implies local compactness, hence the introduction of 'selective invariance' and 'selective approximation' (by compact sets) in the variant Steinhaus triples of §2. 3. Invariant means. One can deal with invariant means in place of invariant measures. This involves the theory of amenable groups, and amenability more generally; see Paterson [Pat] , which has an extensive bibliography. There are links with Solecki's concept of amenability at 1 ( [Sol] and §4; [BinO8] ). 4. Gaussianity [Bog1] . For X a locally convex topological vector space, γ a probability measure on the σ-algebra of the cylinder sets generated by X * (the Borel sets, for X separable Fréchet, e.g. separable Banach), with X * ⊆ L 2 (γ), i.e. square-integrable under γ : then γ is called Gaussian on X iff γ • ℓ −1 defined by
is Gaussian (normal) on R for every ℓ ∈ X * ⊆ L 2 (γ). For a monograph treatment of Gaussianity in a Hilbert-space setting, see Janson [Jan] . 5. Gaussian supports. The supports of Gaussian measures on groups, and in particular the connections between Gaussian and Haar supports, have been studied by McCrudden [McC1, 2] , [McCW] and others. 6. Cameron-Martin aspects. In the Gaussian case, when the closed span of {x * − µ(x * ) : x * ∈ X * } is infinite dimensional, H(µ) is µ-null in X [ Bog1, Th. 2.4.7] . Furthermore, for h ∈ H(µ), the Radon-Nikodym density dµ h /dµ (which is explicitly given by the Cameron-Martin formula (CM)) as a function of h is continuous on H(µ) [Bog1, Cor. 2.4.3] . This implies, for t null in the H(µ)-norm (with t n ∈ H(µ)) and compact K with µ(K) > 0, that µ
