Mountain glaciers are pertinent indicators of climate change and their dynamic, in particular surface velocity change, is an essential climate variable. In order to retrieve the climatic signature from surface velocity, large-scale study of temporal trends spanning multiple decades is required. Satellite image featuretracking has been successfully used to derive mountain glacier surface velocities, but most studies rely on manually selected pairs of images, which is not adequate for large datasets. In this paper, we propose a processing strategy to exploit complete satellite archives in a semi-automated way in order to derive robust and spatially complete glacier velocities and their uncertainties on a large spatial scale. In this approach, all available pairs within a defined time span or 92% of the glacierized areas of this region. We then discuss the impact of coregistration errors and variability of glacier flow on the final velocity. The median 95% confidence interval ranges from 2.0m/yr on average in stable areas and 4.4m/yr on average over glaciers with variability related to data density, surface conditions and strain rate. These performances highlight the benefits of processing of a complete satellite archive to produce glacier velocity fields and to analyse glacier dynamic at regional scales.
are analyzed, preprocessed to improve image quality and features are tracked to produce a velocity stack; the final velocity is obtained by selecting measures from the stack with the statistically higher level of confidence. This approach allows to compute statistical uncertainty level associated with each measured image pixel.
This strategy is applied to 1536 pairs of Landat 5 and 7 images covering the 3000km long Pamir-Karakoram-Himalaya range for the period 1999-2001 to produce glacier annual velocity fields. We obtain a velocity estimate for 76000km 2 consideration of the quality of the scene is very time consuming and subjective 80 and could lead to a loss of valuable information. Here we propose to process 81 all data and to filter the results based on the quality of the feature-tracking. 82 Secondly, a single pair rarely gives an spatially complete result due to shadows, 83 clouds or sensor saturation that induce outliers or gaps in the resulting data. 84 But several pairs might be complementary, allowing a more spatially complete 85 estimate of the velocity field. Thirdly, we can exploit data redundancy to reduce 86 the uncertainty in the results.
87
Thus images are selected solely based on the date and time of acquisition 88 and location. Pairs are then formed with a specific time span. In order to 89 produce, for example, annual velocity fields, we select pairs separated by one 90 year, or multiples of a year, to minimize the effects of the seasonnal variabil-91 ity. It also increases the chances that the two images have a similar surface 92 condition (linked to snow cover) which will improve the performance of the 93 feature-tracking. Finally, the time span has to be large enough so that the 94 displacement is significant with reference to the pixel size. Here, we obtain an in the x and y directions, which enhances surface features such as crevasses and 167 serac or debris cover. The gradients are normalized in order to produce an ori-168 entation image, which is the input for the feature-tracking algorithm described 
Feature-tracking 171
Feature-tracking is a method that allows the estimation of a displacement 172 between a first image called reference image and a second image or search image.
173
First, a window Ω r is chosen in the reference image centered around pixel (i,j).
174
Then a window of same size is extracted from the search image but translated 175 by (p,q) pixels within a specified search window Ω s and compared to Ω r using a 176 function of similarity. This operation is repeated for different values of (p,q) and 177 the position of the maximum of similarity, interpolated to a fraction of pixel, is 178 a measure of the displacement. intensity (I), respectively, and normalizing the quantity in order to take only 189 the orientation into account (Fitch et al., 2002) :
Because the input images are complex, we perform a complex cross-correlation 192 between the two orientation images. The similarity function is given for each
where n is the number of points in the reference window Ω r , f r (f s ) the ori- The optimum parameters for the feature-tracking, i.e. the reference and 208 search window sizes must then be chosen. The choice of the reference window 209 10 size is complex since it must be large enough to avoid correlating only noise but 210 small enough to avoid deformation of the matched objects inside the window.
211
We perform the offset-tracking for a few selected pairs and different reference 212 window sizes γ r and choose the lowest value that minimizes the errors in stable expensive for processing a large number of images.
219
The search window is chosen to be larger than the expected maximum dis-220 placement but small enough not to increase unnecessarily the computation time.
221
For an expected maximum velocity V max and a time span ∆t between two im-222 ages of pixel size R, the search window size is set to γ s = 2V max ∆t/R + γ r . Thus, we recommend to compute the MAD in stable areas for different SNR 237 thresholds and select the lowest threshold that approaches the asymptot. 
where Ω of f is the ensemble of points off glaciers. This is a proxy for the 299 uncertainty of the measurement.
300
• The dispersion : during the fusion step, the MAD can be calculated at 301 each velocity location.
where T is the set of N velocity estimates V (i, j, t) merged to obtain the 303 median velocityV (i, j) at pixel (i, j) . This is indicative of the variability 304 between the different velocity estimates.
305
• The coherence of the velocity vectors that contributed to the median, 306 i.e. if they point in the same direction. We define the Velocity Vector 307 Coherence (VVC) as :
According to the triangle inequality, VCC is in the interval [0,1], equal to 1 if 309 all vectors are perfectly aligned and tend to 0 if they point in random directions. 
We propose to compute the 95% confidence interval in the stable areas,
329
where the true velocity is know to be null, for each value of N . The relationship 330 between t 95 , σ and N is then fitted to equation 9 using a Least-square regression.
331
This relationship is extrapolated to glacier areas to compute the 95% confidence of the studied region and the processed frames is shown in Figure 5 . We use The most critical parameter for the feature-tracking is the size of the ref-
365
erence window γ r . Figure 3 shows the MAD in stable areas as a function of 366 16 the reference window size for the three test pairs and a SNR threshold of 5.
367
It clearly shows that for values of γ r below 12, the measured offsets are noisy, 368 which is likely due to the small window size. Choosing higher values of γ r would 369 reduce the noise even more, but it would also decrease the resolution of the re-370 sults and increase the risk of deformation within the reference window, which is 371 not desirable. We thus set the reference window to 16x16 pixels (480mx480m) that ap- for study aimed at the study of glaciers with rapidly changing dynamics (e.g.
surging glaciers,) these parameters can be adapted; e.g. the inclusion of pairs 382 with shorter time span or larger search windows. We set the spacing between 2 383 correlation patches to half the reference window, so 8 pixels. We select the best band or band combination following the method described 386 in Section 2.2, for the three test pairs. The success rate for each pair and band 387 1 to 5 (and panchromatic when available) are shown in all regions and it consistently performs better than any of the single bands. It 412 seems to profit from the complementarity of bands 4 and 5. This is not the case 413 for the PCA(1,2,3,4,5) that has sometimes worse performances than the best 414 band, as for example the Everest pair. So this band combination is not the best 415 choice for studying mountain glaciers of different cover types. The results for 416 PCA(1,2,3,4) confirm that band 5 brings valuable information and shouldn't be 417 excluded. In fact, it is the only band that differs significantly from all others 418 on snow and ice and allows to increase the variance of the PCA. Again, these 419 are robust conclusions for different choices of the SNR threshold (we tested 3, 420 5 and 7).
421
In conclusion, the first component of PCA(4,5) is the band combination that 422 has the most robust performance over mountain glaciers. to compute the median is lower than N min = 5, we discard the measurement 450 because the median is not robust enough. The final velocity estimated for the PKH and year 2000 PKH and year (period 1999 PKH and year -2001 453 is presented in Figure 5 for several subregions. A velocity has been estimated 454 for 76000km 2 or 92% of the total glacierized areas within this region. Main 455 gaps (red patches) correspond to the accumulation zones with low texture and 456 specific glaciers flowing faster than 300m/year, especially in the Karakoram.
457
The pattern of the velocity fields are in good agreement with previous works, 
Uncertainties

489
In this section we show how the fusion approach allows to reduce the uncer- uncertainty and we recommend to remove these points. For N ≥ 5, the param-517 eters of the regression are summarized in Table 3 . This allows us to compute a 95% confidence intervall as a function of σ and 520 N . Figure 10 shows the result for the Karakoram region. The uncertainty map 521 has a similar shape as σ (Figure 8 ), but is weighted by N ; in particular, on 
Conclusions
539
In this paper, we present a processing strategy to estimate mountain glacier 540 velocities from a complete satellite archive. We select all possible pairs for a spe- filter is applied to the resulting stack of velocities on a pixel by pixel basis within 550 a spatio-temporal neighborhood to obtain the final glacier velocity field.
