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3Abstract
Large optimization problems that involve either a large number of decision variables or many
objectives pose great challenges to nature inspired optimization algorithms. On the one hand,
nature inspired optimization algorithms suer from the curse of dimensionality in the decision
space. With an exponentially increased volume of the decision space as well as the complexity
of the search landscape, it is challenging for nature inspired optimization algorithms to perform
ecient search within limited execution time, in particular when the decision variables are non-
separable due to the interactions between them. On the other hand, nature inspired optimization
algorithms suer from the curse of dimensionality in the objective space. In high-dimensional
objective space, due to the sparse distribution of the candidate solutions, ecient population
diversity management and convergence pressure preservation become particularly important.
In this thesis, we present several pieces of work to address the above challenges. Firstly,
we present two variants of the particle swarm optimization algorithm to tackle single-objective
large problems. By enhancing the swarm diversity, the two algorithms are capable of handling
problems with as large as 5000 decision variables. Secondly, we present an inverse model based
evolutionary algorithm to tackle multi-objective large problems. By building inverse models that
map candidate solutions from the objective space to the decision space, the algorithm is able to
enhance the computational eciency in the optimization of bi- or three-objective problems with
a large number of decision variables. Thirdly, we present a reference vector guided evolutionary
algorithm to tackle optimization problems with many objectives. By decomposing the high-
dimensional objective space into subspaces using a set of reference vectors, the algorithm is
able to handle problems with as many as 10 objectives. Finally, we present a benchmark test
suite which can be used to assess the performance of nature inspired optimization algorithms
on problems with both a large number of decision variables and many objectives.
The performance of all proposed algorithms have been veried on widely used benchmark
problems in comparison with some other state-of-the-art algorithms. Moreover, the proposed
reference vector guided evolutionary algorithm has been successfully applied to the optimization
of a seven-objective hybrid electric vehicle controller model designed at the Honda Research
Institute Europe.
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Chapter 1
Introduction
Optimization is widely involved in real-world scenarios: engineers aim for the best performance of
their designs; businessmen seek to maximize the prots of their deals; manufacturers expect the
highest eciency of their production processes; investors try to minimize risk of investment while
maximizing rate of return, etc. Without exaggeration, optimization problems are everywhere.
In general, an optimization problem consists of three essential components [2]: objective(s),
decision variable(s) and constraint(s)1. An objective depicts the performance of the system under
study, while a decision variable is a certain characteristic in correlation with the objective(s),
and the spaces where the objectives and decision variables are dened are known as objective
space and decision space, respectively.
Optimization problems can be roughly categorized into two types according to the number
of objectives: single-objective optimization problems (SOPs) and multi-objective optimization
problem (MOPs). To be specic, if there is only one objective, the problem is known as a
SOP, while if there is more than one conicting objectives, the problem is known as an MOP.
For a SOP, the optimal solution is often a single decision vector that minimizes (or maximizes)
the objective; while for an MOP, since the multiple objectives are often in conict with each
other, there does not exist any solution that is able to optimize all objectives simultaneously,
and instead, there is a set of solutions, known as the Pareto optimal solutions, that present the
trade-os between dierent objectives. Specially, MOPs with more than three objectives are
1This thesis only considers box constraints that specify the boundaries of the decision variables.
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also known as MaOPs due their particular challenges [3].
To tackle various optimization problems, dierent optimization algorithms have been pro-
posed. Roughly, optimization algorithms can be categorized into two classes: deterministic
algorithms and stochastic algorithms. Most deterministic algorithms are gradient (or direction)
based, e.g., the Newton's method and the hill climbing method. Such deterministic algorithms
perform eciently on smooth uni-modal problems, while if there is no clear gradient information
available, their performance will signicantly deteriorate. Unfortunately, in most real-world op-
timization problems, there is no explicit gradient information available due to some properties
such as nonlinearity, non-dierentiability or multi-modality.
While conventional deterministic methods are based on gradient information, stochastic
algorithms are based on randomization mechanisms. Although there is no guarantee that the
best solutions can always be found, stochastic algorithms are able to perform robustly on a
variety of complex real-world problems with little a priori knowledge. Among various stochastic
algorithms, the nature inspired optimization algorithms, as an unique family, have witnessed
rapid development in recent years [4]. The motivation behind nature inspired optimization
algorithms is quite straightforward: to take advantages of natural phenomena or mechanisms
for solving optimization problems. Among various nature inspired optimization algorithms, the
particle swarm optimization (PSO) algorithms and evolutionary algorithms (EAs) are two well
known branches.
Despite the fact that nature inspired optimization algorithms such as PSO and EAs have
been successfully applied to solving some small-sized optimization problems, most of them suer
from a serious curse of dimensionality, i.e., as the scale of the optimization problems increases,
the performance of the algorithms substantially deteriorates [5, 6]. Unfortunately, many real-
world optimization problems are of large scales, some of which may involve a large number
of decision variables, e.g., the reconstruction of gene regularity networks [7] while others may
involve many objectives, e.g., the optimization of hybrid electric vehicle controller models [8].
Without loss of generality, we denote optimization problems with a large number of deci-
sion variables and/or many objectives as large optimization problems hereafter. To be specic,
large optimization problems can be categorized into the following four classes: single-objective
25
L-SOPs
L-MOPs
L-MaOPs MaOPs
Large number of decision variables
Many objectives
Figure 1.1. This gure illustrates the classication of large optimization problems involved in
this thesis. Generally, the problems can have either a large number of decision variables or
many objectives, which can be further categorized into four classes: single-objective problems
with a large number of decision variables (L-SOPs), multi-objective optimization problems
with a large number of decision variables (L-MOPs), many-objective optimization problems
(MaOPs), and many-objective optimization problem with a large number of decision variables
(L-MaOPs).
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optimization problems with a large number of decision variables (L-SOPs), multi-objective op-
timization problems with a large number of decision variables(L-MOPs), many-objective opti-
mization problems (MaOPs), and many-objective optimization problems with a large number
of decision variables (L-MaOPs). It is worth noting that, since L-SOPs are also known as large-
scale optimization problems in the literature of single-objective optimization [9], for simplicity,
this thesis also refers to single-objective optimization with a large number of decision variables
as large-scale optimization for short.
The remainder of this chapter rst presents the challenges of large optimization problems;
afterwards, the main contributions of the work reported in this thesis are detailed; nally, the
structure of this thesis is introduced.
1.1 Challenges
As is aforementioned, most nature inspired optimization algorithms tend to suer the curse
of dimensionality. To be specic, since large optimization problems can involve either a large
number of decision variables or many objectives, the challenges can be mainly attributed to the
following two aspects.
Curse of dimensionality in the decision space: With a large number of decision vari-
ables, rstly, since the volume of the decision space is exponentially increased, it is chal-
lenging for nature inspired optimization algorithms to perform ecient search within ac-
ceptable execution time. Secondly, the complexity of the search landscape could also be
substantially increased. For example, some multi-modal optimization problems, e.g., the
Rastrigin's function, may have exponentially increased local optima as the number of de-
cision variables grows [10]. In addition, the curse of dimensionality in the decision space is
particularly serious when the decision variables are non-separable due to the interactions
between them [5].
Curse of dimensionality in the objective space: With many objectives, rstly, since the
candidate solutions are sparsely distributed in the high-dimensional objective space, ef-
cient population diversity management in nature inspired optimization algorithms be-
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comes particularly important. Secondly, due to the phenomenon known as the dominance
resistance [3], the majority of the candidate solutions in high-dimensional objective space
become incomparable, thus leading to the failure of most dominance based algorithms
which were originally designed for solving bi- or three-objective MOPs due to the loss of
convergence pressure.
In general, the motivation of this thesis is to design and apply PSO and EA related nature
inspired optimization techniques to addressing the above challenges in the optimization of large
problems, where the main contributions are detailed in the next section.
1.2 Main Contributions
Two PSO variants for solving L-SOPs. Two PSO variants are proposed to address the
curse of dimensionality in the decision space for solving L-SOPs. PSO is well known
for its high search eciency and fast convergence. However, traditional PSO suers from
a major issue known as the premature convergence, i.e., the candidate solutions for an
optimization problem tend to converge too early, resulting in being local-optimal. In the
optimization of large problems, the issue of premature convergence is particularly serious
due to the curse of dimensionality in the decision space. Therefore, the two PSO variants
are proposed to tackle premature convergence by enhancing the swarm diversity.
An MOEA for solving L-MOPs. An inverse model based MOEA is proposed to address
the curse of dimensionality in the decision space for solving L-MOPs. Given an MOP,
an MOEA evolves a population of candidate solutions to approximate the Pareto optimal
solutions. However, it is time consuming to perform exhaustive search in high-dimensional
decision space to obtain such an approximate solution set if the number of decision vari-
ables is large. Therefore, the MOEA is proposed to take advantage of the the regularity
property [11, 12] in multi-objective optimization to sample new candidate solutions via
inverse models instead of performing exhaustive search.
An MOEA for solving MaOPs. A reference vector guided MOEA is proposed to address
the curse of dimensionality in the objective space for solving MaOPs. In high-dimensional
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objective space, diversity management and convergence pressure preservation are partic-
ularly important due to the sparse distribution of the candidate solutions. Therefore, the
MOEA is proposed to manage the diversity and preserve the convergence pressure with a
set of reference vectors. The algorithm is not only able to approximate the Pareto optimal
solutions if the reference vectors are uniformly distributed, but also capable of handling
user references which can be articulated into the reference vectors.
A benchmark test suite of L-MOPs and L-MaOPs. A benchmark test suite is proposed
to assess the performance of MOEAs on L-MOPs and L-MaOPs. Since it is believed
that the development of MOEAs has undergone a co-evolution with the development of
benchmark test problems, such a new test suite is proposed to call for the development of
new MEOAs dedicated to solving L-MOPs and L-MaOPs.
1.3 Structure of Thesis
 Chapter 2 presents some background knowledge. First of all, the denitions of large
optimization problems are formulated. Afterwards, the literature reviews on PSO algo-
rithms and MOEAs are given. Finally, some representative benchmark test problems for
large-scale optimization, multi-objective optimization and many-objective optimization are
introduced.
 Chapter 3 details the two PSO variants proposed for solving L-SOPs. The rst PSO vari-
ant is inspired from competitive mechanisms, known as the competitive swarm optimizer
(CSO); while the second PSO variant is inspired from social learning mechanisms, known
as the social learning particle swarm optimization algorithm (SL-PSO). Some theoretical
analyses of search dynamics and algorithmic convergence are presented, and the perfor-
mance of the two PSO variants is empirically veried on a variety of benchmark L-SOPs.
 Chapter 4 details the inverse model based MOEA (IM-MOEA) for solving L-MOPs. To
begin with, the decomposition of multivariate inverse models is introduced to simplify the
inverse modeling. Afterwards, the Gaussian process based inverse modeling is presented
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in detail. Finally, the proposed IM-MOEA is veried on a variety of benchmark problems,
and the inverse modelling technique is applied to a posteriori sampling.
 Chapter 5 details the reference guided MOEA (RVEA) for solving MaOPs. In this chap-
ter, rstly, the details of the proposed RVEA are given; secondly, some empirical results
obtained in comparison with other state-of-the-art MOEAs are given; thirdly, preference
articulation using the proposed RVEA is exemplied; fourthly, an adaptive reference vec-
tor regeneration strategy for handling irregular Pareto fronts is introduced; and nally, the
proposed RVEA is applied to the optimization of a seven-objective hybrid electric vehicle
controller model designed at the Honda Research Institute Europe.
 Chapter 6 details the benchmark test problems for assessing the performance of MEOAs
on L-MOPs and L-MaOPs. This chapter rst presents the basic design principles and
problem characteristics, and on the basis of these, nine test problems are designed to
constitute a test suite. Finally, empirical results obtained by six MOEAs on the proposed
test suite are presented and discussed.
 Chapter 7 summarizes this thesis and points out some new directions for future work.
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Chapter 2
Background
2.1 Problem Denition
Without loss of generality, optimization problems can involve one or multiple objectives to be
optimized, which can be formulated in a uniform manner as1:
min
x
f(x) = (f1(x); f2(x); :::; fm(x));
s.t. x 2 X; f 2 Y;
(2.1)
where X  Rn is the decision space and x = (x1; x2; :::; xn) 2 X is the decision vector; Y  Rm
is the objective space and f 2 Y is the objective vector. The decision vector x is composed of
n decision variables while the objective vector f is composed of m objective functions that map
x from X to Y .
If the number of objective functions is only one, i.e., m = 1, the problems are often known
as single-objective optimization problem (SOPs); while if there is more than one objective func-
tion in conict with each other, i.e., m > 1, the problems are often known as multi-objective
optimization problems (MOPs).
For SOPs, the optimization target is quite straightforward { searching for the global opti-
mum solution x which minimizes the objective function f(x). While for MOPs, due to the
1Thesis only considers minimization problems, while maximization problems can be equivalently transformed
into minimization problems by negating the objective functions.
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possible conicts between dierent objectives, no single solution is able to minimize all objec-
tives simultaneously. As a consequence, there exist a set of optimal solutions that trade o
between dierent objectives. To be specic, a solution x1 is said to dominate another solution
x2 (denoted as x1  x2) i
8><>:
8i 2 1; 2; :::;m : fi(x1)  fi(x2)
9j 2 1; 2; :::;m : fj(x1) < fj(x2):
(2.2)
If a solution x cannot be dominated by any other feasible solutions, x is said to be Pareto
optimal and the union of all x is called Pareto set (PS), while the union of f(x) is termed
Pareto front (PF). For most continuous MOPs, the PS (or PF) often consists of an innite
number of Pareto optimal solutions. Therefore, in practice, only a representative subset of the
PS (or PF) can be approximated with some non-dominated solutions, which are the solutions
that are not dominated by any other solution in the nal solution set achieved by an algorithm.
As is introduced in Chapter 1, large optimization problems involve either a large number
of decision variables (i.e., n is large) or many objective functions (i.e., m is large). However,
there is no well-established denition regarding what the threshold values of n or m should
be to recognize a large optimization problem. Empirically, the number of decision variables is
considered to be large if n  100 is satised [13]; while the number of objectives is known as
many if m > 3 is satised, and such an MOP is also known as a many-objective problem (MaOP)
nowadays [3]. Therefore, corresponding to the categorization in Figure 1.1, the four classes of
large optimization problems involved in this thesis can be specied as follows.
L-SOPs: m = 1, n  100;
L-MOPs: m = 2; 3, n  100;
MaOPs: m > 3, n < 100;
L-MaOPs: m > 3, n  100;
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2.2 Particle Swarm Optimization
Particle Swarm Optimization (PSO) is one powerful and widely used swarm intelligence paradig-
m introduced by Kennedy and Eberhart in 1995 [14]. PSO was originally intended for simulating
social behaviors such as bird ocking, and later simplied to be applicable for solving optimiza-
tion problems. PSO iteratively maintains a swarm of particles, each of which has a position as
well as a velocity. In PSO, it is assumed that each particle is able to memorize the best position
found in history, i.e., the best position that has ever been found by the whole swarm, termed
global best, and the best position that has ever been found by each particle, known as personal
best. To nd the global optimum of the optimization problem, the particles learn from the per-
sonal best and global best positions. To be specic, the learning mechanisms in the canonical
PSO can be summarized as follows:
vi(t+ 1) = !vi(t) + c1R1(t)  (pbesti(t)  xi(t))
+ c2R2(t)  (gbest(t)  xi(t));
(2.3)
xi(t+ 1) = xi(t) + vi(t+ 1); (2.4)
where t is the generation number, vi(t) and xi(t) represent the velocity and position of the
i-th particle, respectively; ! is termed inertia weight [15], c1 and c2 are the acceleration coe-
cients [16], R1(t) and R2(t) are two vectors randomly generated within [0; 1]
n, with n being the
dimension of the search space; pbesti(t) and gbest(t) denote the personal best of the i-th particle
and the global best of the swarm, respectively. The operator  is the Hadamard product which
element-wisely multiplies two vectors of the same size.
Although PSO has witnessed rapid developments over the past decades and has been success-
fully applied to a number of applications, e.g., water distribution network design [17], resource
allocation [18], task assignment [19], maximum power point tracker for photovoltaic system [20],
optimal control [21], DNA sequence compression [22] and reconstruction of gene regulatory net-
work [23], image processing [24], text clustering [25] and many others [26{28], its performance
is still unsatisfying when the optimization problem has a large number of local optima or when
the optimization problem is high-dimensional and non-separable [29]. The poor performance
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of PSO can largely be attributed to its weak robustness to various problem structures [30]. In
order to enhance the search performance of the canonical PSO, numerous PSO variants have
been proposed, which can be roughly divided into the following ve categories.
The rst category adopts an adaptive control strategy of the parameters in PSO. As shown
in (2.3), !, c1 and c2 are the three control parameters in PSO. !, called the inertia weight,
was introduced as a constant in [31] and an adaptive parameter in [32]. Another important
modication of ! is the introduction of fuzzy inference [33]. Adaptation strategies for tuning
the acceleration coecients, c1 and c2, have also been proposed [34, 35]. Apart from adapting
!, c1 and c2, additional parameters to help regulate these three parameters have also been
introduced [36,37].
Hybrid PSO variants, which can be categorized into the second category of PSO variants,
combine PSO with other search strategies, such as genetic algorithms [38{40], dierential evo-
lution [39,41], and ant colony optimization [42]. Other specic search operators have also been
incorporated into PSO, including mutation operators [43{45], local search operators [46,47], and
some nature-inspired operators as well, such as the niching PSO [48], culture-based PSO [49]
and the aging theory inspired PSO (ALC-PSO) [50].
The third category of PSO variants introduces new topological structures in neighborhood
control to enhance swarm diversity, thereby alleviating premature convergence [51, 52]. Several
topological structures have been proposed [53], e.g., the ring topology and the von Neumann
topology. In [54], a fully informed PSO (FIPS) was developed, where the update of each particle
is based on the historical best positions of several neighbors instead of gbest or pbest. An-
other representative example is the comprehensive learning PSO (CLPSO) introduced in [55],
where particles update each decision variable by learning from dierent historical personal best
positions. More recently, a distance-based locally informed particle swarm optimizer has been
proposed to tackle multi-modal problems [56].
Multi-swarm PSO belongs to the fourth category. The main idea behind multi-swarm PSO
variants is to enhance swarm diversity by exchanging information between dierent swarms.
For example, the dynamic multi-swarm PSO (DMS-PSO) [57] was proposed with a dynamically
changing neighborhood structure. In [58], a cooperative multi-swarm PSO (CPSO) is proposed
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to solve large-scale optimization problems by dividing the decision variables into several sub-
components. Similarly, the recently proposed cooperative coevolving PSO (CCPSO2) for large-
scale optimization adopts the multi-swarm paradigm as well [59]. Additional multi-swarm PSO
variants have been reported in [60{63].
The fth category of PSO variants is designed to perform eective search using limited
computational cost and memory usage. Unlike the rst four categories, these PSO variants aim
to simplify PSO to enhance its robustness by taking into account the constraints of the device
on which the PSO is running, rather than introducing additional mechanisms to enhance the
search performance for specic problems. Most PSO variants in this category are based on a
probabilistic model. The earliest model-based PSO was proposed by Kennedy [64], called the
bare bones PSO (BBPSO), which uses Gaussian distributions instead of the velocity equation
to update the particle positions. In [65], a simplied intelligent single particle optimization
(ISPO) was proposed to explore the search space using a single particle instead of a swarm, and
some further discussions on the ISPO can also be found in a recently published literature [66].
In [67], a tness estimation strategy has been introduced based on the relationship between the
positions of the particles to reduce the required number of tness evaluations.
PSO variants are often believed to be dierent from other nature inspired optimization
algorithms in that PSO does not adopt an explicit selection mechanism. A slight dierence
lies in the fact that most PSO variants apply selection more implicitly, e.g. by updating the
personal best solutions and the global best solution only. In addition, while other nature inspired
optimization algorithms such as evolutionary algorithms (EAs) perform selection by comparing
a list of solutions for multiple times, PSO compares solutions pairwise.
2.3 Multi-objective Evolutionary Algorithms (MOEAs)
An EA is a population based algorithm inspired from natural evolution mechanisms, which can
date back to the genetic algorithm (GA) proposed by John Holland in 1975 [68]. Given an
optimization problem, an EA iteratively maintains a population of candidate solutions. In each
iteration, the population undergos some evolutionary operators such as crossover, mutation and
selection. As a consequence, the population evolves towards better solutions to the optimization
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problem.
EAs are well suited for solving MOPs as they can obtain set of solutions in one single run.
Since Schaer put forward the vector evaluated genetic algorithm [69] in 1984, a large number
of multi-objective evolutionary algorithms (MOEAs) have been proposed. In the following two
subsections, we briey review MOEAs proposed for solving MOPs and MaOPs, respectively.
2.3.1 MOEAs for Solving MOPs
In general, MOEAs proposed for solving MOPs can be categorized into three groups, includ-
ing dominance based methods, decomposition2based methods and performance indicator based
approaches.
Dominance based MOEAs have been prevalent over the past two decades. Early dominance
based non-elitism MOEAs include the non-dominated sorting genetic algorithm [70], the niched-
Pareto genetic algorithm [71], and the multi-objective genetic algorithm [72]. It was found out
later on that use of elitism strategies can substantially improve the convergence of MOEAs. As a
result, several popular elitism MOEAs have been developed, including the elitist non-dominated
sorting genetic algorithm (NSGA-II) [73], the strength Pareto evolutionary algorithm [74, 75]
and the Pareto envelope-based selection algorithm [76,77], among many others. Although dom-
inance based MOEAs are very powerful for solving bi-objective or three-objective MOPs, their
convergence performance dramatically degrades when the number of objectives is larger than
three, mainly due to the loss selection pressure.
Decomposition based approaches divide a complex MOP into a number of sub-problems and
solve them in a collaborative manner [78, 79]. There are mainly two types of decomposition
based approaches. In the rst type of decomposition based approaches, an MOP is decomposed
into a group of single-objective problems (SOPs), including the weighted aggregation based
approaches in early days [80, 81], and the more recent multi-objective evolutionary algorithm
based on decomposition (MOEA/D), where more explicit collaboration strategies between the
solutions of the sub-problems were introduced. Several variants of MOEA/D have been proposed
2Decomposition in multi- or many-objective optimization specically refers to the decomposition in the objec-
tive space.
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for enhancing the selection strategy for each sub-problem to strike a better balance between
convergence and diversity [82{84]. In the second type of decomposition based approaches, an
MOP is decomposed into a group of sub-MOPs. For instance, MOEA/D-M2M [79, 85] divides
the whole PF into a group of segments, and each segment can be regarded as a sub-problem.
Since performance indicators are used to measure the solution qualities [86], it is quite
intuitive to also use them as selection criteria to guide the search of the algorithms to obtain
high-quality solutions. Among various performance indicators, the hypervolume indicator (or
the S metric) is most widely applied in various MOEAs, due to the fact that it is the only metric
known to be strictly monotonic to the Pareto dominance [87]. The rst well known hypervolume
indicator based algorithm was proposed by Emmerich et al. in 2005, known as the s-metric
selection evolutionary multi-objective algorithm (SMS-EMOA) [88]. In SMS-EMOA, a ( + 1)
evolutionary strategy is adopted to generate one ospring candidate solution from a number of 
parents. To select a number of  new candidate solutions for the next generation, the hyervolume
contribution of each candidate solution on the last non-dominated front is calculated, and the one
with the smallest hypervolume contribution is removed. Apart from the hyervolume indicator,
some other performance indicators have been also adopted to guide the search of MOEAs. Zitzler
and Kunzli have proposed a binary indicator (I+ ) based evolutionary algorithm (IBEA) [86],
where I+ is considered to be compliant with the Pareto dominance.
2.3.2 MOEAs for Solving MaOPs
MOEAs have been shown to perform well on a wide range of MOPs with two or three objectives;
however, MOEAs have experienced substantial diculties when they are adopted to tackle MOPs
with more than three objectives, i.e., the MaOPs [89{92]. As a result, MaOPs have attracted
increasing attention in evolutionary optimization.
One major reason behind the failure of most conventional MOEAs in solving MaOPs can
be attributed to the loss of selection pressure, i.e., the pressure for the population to converge
towards the PF, when dominance is adopted as a criterion for selecting individuals with a
limited population size [93]. For example, the elitist non-dominated sorting genetic algorithm
(NSGA-II) [73] and the strength Pareto evolutionary algorithm 2 (SPEA2) [75], both of which
38 CHAPTER 2. BACKGROUND
use dominance-based selection, will fail to work properly when applied to the optimization of
MaOPs, since most candidate solutions generated in a population of a limited size are non-
dominated, making the dominance based selection criterion hardly possible to distinguish the
candidate solutions, even in a very early stage of the search.
Another important reason for the degraded performance of MOEAs on MaOPs is the dicul-
ty in maintaining a good population diversity in a high-dimensional objective space. Generally
speaking, since the PFs of most continuous MOPs are piecewise continuous [11,12], it is practi-
cally unlikely to approximate all Pareto optimal solutions. Instead, most MOEAs aim to nd a
set of evenly distributed representative solutions to approximate the PF. When the number of
objectives is two or three, where the PF is typically a one-dimensional curve or two-dimensional
surface, maintaining a good diversity of the solutions is relatively straightforward. As the di-
mension of the objective space increases, it becomes increasingly challenging to maintain a good
population diversity, as the candidate solutions distribute very sparsely in the high-dimensional
objective space. This consequently causes immense diculties to the diversity management
strategies widely used in MOEAs, e.g., the crowding distance base diversity method in NSGA-
II [94{96].
To enhance the performance of most traditional MOEAs in solving MaOPs, a number of
approaches have been proposed [6, 97,98], which can be roughly divided into three classes.
The rst class is the modied dominance based approaches. The basic idea is to enhance the
convergence pressure by modifying the Pareto dominance to enlarge the dominating areas, such
that some of the original non-dominated solutions become dominated by others. An early work
of this class is the -dominance proposed by Laummans et al. [99], where the original dominance
relation can be relaxed to a certain extent by tuning the parameter  2 (0; 1). The bigger 
is set, the more relaxed the dominance relation is, and vice versa. And based on -dominance,
Deb et al. have proposed a steady-state algorithm called -MOEA [100]. In addition, some
extended variants of the -dominance have also been proposed. In [101], Aguirre and Tanaka
have proposed an -ranking multi-objective optimizer ( R-EMO), where an adaptive -ranking
procedure is performed on top of a space partitioning strategy. Another representative modied
dominance is known as the -domination, proposed by Ikeda et al. in [89]. Given two solutions,
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the -domination allows a solution to be dominated by the other if it is slightly superior in one
objective but substantially inferior in others. The -domination has been successfully integrated
into some MOEAs for solving MOPs, such as the guided multi-objective evolutionary algorithm
(G-MOEA) [102]. As a combination of -dominance and -dominance, Batista et al. have
proposed another modied dominance, namely the cone -dominance [103]. It has been reported
that the cone -dominance is promising for solving many-objective optimization problems with
up to 50 objectives [92]. Recently, Yang et al. have proposed a grid based evolutionary algorithm
(GrEA) [104], where a grid-dominance is designed on top of some adaptively constructed grid
coordinates in the objective space. The grid-dominance has an attractive feature that it allows
one solution to dominate another if it is slightly inferior in some objectives but substantially
superior in some others, which is useful in distinguishing the non-dominated solutions in many-
objective optimization.
The second class is the diversity management enhancement based approaches. Since in
many-objective optimization, the distribution of the candidate solutions becomes very sparse
in the high-dimensional objective space, diversity management becomes particularly meaningful
to alleviate the negative impact of the excessive diversity on the population convergence. An
early work of this class is from Adra and Fleming, who have proposed a diversity management
strategy to quantitatively evaluate the degree of the population diversity according to the dis-
tribution of the candidate solutions [95], and if the population is found excessively diverse, the
diversity promotion mechanism in the selection procedure will be deactivated. A representative
recent work of this class is the shift-based density estimation (SDE) proposed by Li et al. [105],
where the basic idea is to penalize poorly converged solutions by assigning them a high density
value, such that only candidate solutions with both good convergence and distribution can sur-
vive to the next generation. In [106], Wang et al. have proposed to coevolve preferences with
a population of candidate solutions for diversity management in many-objective optimization.
Another representative algorithm belonging to this class is the NSGA-III [107], where the diver-
sity is managed by a set of predened reference points. In addition, the recently proposed knee
point driven evolutionary algorithm (KnEA) also belongs to this category, where a knee point
based diversity secondary selection strategy is adopted on top of traditional non-dominated
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sorting [108].
While the rst two classes aim to improve the performance of MOEAs on MaOPs, the third
class, known as the objective reduction approaches, try to transform MaOPs to MOPs by re-
ducing the number of redundant or irrelevant objectives, such that the problems can be directly
solved with traditional MOEAs [109,110]. In general, there are two types of objective reduction
approaches: oine approaches and online approaches. Oine objective reduction approaches
can be seen as pre-processing techniques, which work independently of specic MOEAs, but
require a set of approximate Pareto optimal solutions as priori knowledge. In [111], Brockho
and Zitzler have presented both deterministic and stochastic algorithms for objective reduction
based on the objective conicts measured by -dominance. Sexane et al. have proposed to use
principal component analysis (PCA) [112] and maximum variance unfolding (MVU) [113] for
linear and nonlinear objective reduction, respectively [110]. Singh et al. have proposed to use
corner solutions for objective reduction, which are obtained using a Pareto corner search evolu-
tionary algorithm (PCSEA) [109]. Online objective reduction approaches are usually embedded
in an existing MOEA and perform as part of the evolutionary procedure, where the idea is to
update the reduced objectives iteratively using the solutions obtained by an MOEA during the
optimization procedure. In [111], Brockho et al. have proposed to embed the PCA approach
into NSGA-II to build an online objective reduction approach, known as the PCA-NSGA-II.
In [114], Jaimes et al. have proposed an online objective reduction algorithm to nd a k-sized
objective subset based on correlations between the objectives. Recently, Guo et al. have pro-
posed to adopt the partitioning around medoids (PAM) [115] clustering algorithm to detect the
correlations between objectives and divide them into dierent clusters [116].
Apart from the three classes of approaches, the decomposition based approaches and the
performance indicator based approaches, which are originally proposed for solving MOPs, are
also applicable to many-objective optimization. However, although neither of these two types
of approaches are dominance based, they still suer from some other issues.
For decomposition based approaches, it is always required to predene a set of weight (or
reference) vectors before running the algorithms. In high-dimensional objective space, it becomes
particularly challenging to specify a proper vector set to well approximate the PF. To remedy
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this issue, Li et al. have proposed an MOEA based on both dominance and decomposition,
known as the MOEA/DD [117]. In addition, since most scalarization approaches in existing
decomposition based approaches were originally proposed for solving MOPs, they may not be
directly applicable on MaOPs.
For performance indicator based approaches, the major issue is the signicant curse of di-
mensionality regarding the computational eciency [118]. For example, the runtime of one
generation in SMS-EMOA is as high as O(NM=2+1), where N is the population size and M
is the number of objectives. To tackle this issue, Bader et al. have proposed a hypervolume
estimation algorithm (HypE) [87], where the Monte Carlo sampling method is adopted to obtain
the approximate hypervolume values for many-objective cases. Similar to SMS-MOEA, the se-
lection in HypE is still based on the hypervolume contribution of the candidate solutions, while
a minor dierence is that the contribution is calculated based on a randomly chosen subset of
the non-dominated solution set, where the size of the subset equals the number of solutions
to be removed. In addition, some faster hypervolume calculation methods have been proposed
recently, e.g., the hypervolume by slicing objectives (HSO) [119] and the WFG hypervolume
algorithm [120], etc.
2.4 Benchmark Test Problems
To assess the performance of various nature inspired optimization algorithms, a number of bench-
mark test problems have been proposed. This section reviews some widely adopted benchmark
test problems for large-scale optimization3 as well as multi- and many-objective optimization.
2.4.1 Benchmark Test Problems for Large-Scale Optimization
The rst benchmark suite for large-scale optimization was proposed by Tang et al. in the
CEC'2008 special session and competition on large-scale global optimization [121], known as the
CEC'2008 suite, which consists of seven test problems. This is the rst attempt to explicitly
3As is aforementioned in Chapter 1, in this thesis, large-scale optimization specically refers to single-objective
optimization with a large number of decision variables for short, and the corresponding optimization problems are
L-SOPs.
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include the characteristics of separability and non-separability into test problems for large-scale
optimization. However, a major limit of this test suite is that the problems are roughly designed
to be either separable or non-separable, which are only two extreme cases of most real-world
problems.
In order to further improve the CEC'2008 test suite, Tang et al. later developed the
CEC'2010 test suite [122]. The major contribution of CEC'2010 test suite is the modularity
based design principle, which divides the decision variables into dierent subcomponents, and
the separability of each subcomponent is independent. In this way, with dierent combina-
tions of separable and non-separable subcomponents, the test problems can be fully separable,
partially separable or fully non-separable. The proposal of the CEC'2010 test suite has suc-
cessfully motivated the development of techniques such as random grouping [123], cooperative
co-evolution [59], and dierential grouping [124], which are used to detect the interacted variable
subcomponents and solve them in a divide-and-conquer manner.
As a further improved version of the CEC'2010 test suite, the CEC'2013 test suite has been
proposed to include some new characteristics [125]. Firstly, the subcomponents of the decision
variables in the CEC'2010 test suite are completely independent, while in the CEC'2013 test
suite, some subcomponents are overlapped; secondly, the size of all the subcomponents is xed
in the CEC'2010 test suite, while in the CEC'2013 test suite, the subcomponents are of dierent
sizes, such that they have non-uniform contributions to the objective function.
2.4.2 Benchmark Test Problems for Multi- and Many-objective Optimization
To evaluate the performance of various MOEAs, several test suites have been designed for
empirical studies. Among many others, the ZDT test suite [126], DTLZ test suite [127,128] and
the WFG test suite [129,130] are the most widely used ones.
The ZDT test suite is one of the most popular test suites in the multi-objective optimization
literature [126]. Based on the generic design principles proposed by Deb in [131], the test
problems in the ZDT suite are constructed by introducing three basic functions, including a
distribution function f1, a distance function g and a shape function h, where function f1 is
designated to test the ability of an MOEA to maintain diversity along the PF, function g is
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meant for testing the ability of an MOEA to converge to the PF and function h for dening
the shape of the PF. There are six test problems in the ZDT test suite, ve of which (ZDT1 to
ZDT4, ZDT6) are real-coded and one (ZDT5) is binary-coded. Dierent ZDT test problems have
dierent characteristics. To be specic, ZDT3 has a disconnected PF, which is partly convex and
partly concave; ZDT4 contains a large number of local PFs; ZDT6 has a non-uniform tness
landscape, which causes a biased distribution of the Pareto optimal solutions along the PF.
However, despite its immense popularity, the ZDT test suite has a signicant limitation, i.e., all
test problems are bi-objective.
To address the limitation of the ZDT test suite (as well as many other bi-objective test
problems), Deb et al. proposed another test suite, i.e., the DTLZ test suite [127,128], in which
the test problems are scalable to have any number of objectives. There are nine test problems
in the DTLZ test suite, each of which is constructed with the same design principle, where
the rst M   1 decision variables dene the PF, while the rest decision variables specify the
convergence property. The DTLZ test suite has many unique characteristics. For instance, the
tness landscape of DTLZ1 and DTLZ3 contain a large number of local PFs; the distribution of
the Pareto optimal solutions of DTLZ4 is highly non-uniform; the PFs of DTLZ5 and DTLZ6
are a degenerate curve; DTLZ7 has a disconnected PF; and DTLZ8 and DTLZ9 are constrained
problems. One signicant contribution of the DTLZ test suite is the proposal of a generic design
principle for constructing test problems that are scalable to have any number of objectives, as
well as decision variables.
Some variants of the DTLZ test suite have also been developed. To assess the performance of
MOEAs on highly scaled problems [107], Deb et al. proposed a method to scale the value of each
objective function to a dierent range. In [132], some constrained DTLZ problems have been
suggested to verify the constraint handling capability of MOEAs. However, in spite its immense
popularity, the DTLZ test suite still has some shortcomings. For example, it doses not take
into account some important characteristics commonly seen in the real-world problems, such
as variable linkage and variable separability. In this work, separability refers to the correlation
relationship between the decision variables in the entire decision space, while variable linkage is
used to characterize the relationship between the decision variables of Pareto optimal solutions.
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To remedy the shortcomings of the DTLZ test suite, Huband et al. proposed another test
suite, i.e., the WFG test suite [129, 130]. The WFG test suite has incorporated a variety of
important characteristics that widely exist in real-world problems. To construct a test problem,
it only requires to specify a shape function, which determines the PF, and a transformation
function, which describes the tness landscape. In this test suite, WFG1, WFG7 andWFG9 have
biased PFs; WFG5 and WFG9 have deceptive tness landscapes; WFG2, WFG3, WFG6, WFG8
and WFG9 have non-separable tness landscapes. Since these test problems are also scalable to
have any number of objectives, the WFG test suite becomes another prevalent benchmark for
many-objective optimization, in addition to the DTLZ test suite.
Apart from the above three general-purpose test suites, test problems have also been con-
structed to include some specic characteristics. In [133], Okabe et al. have proposed some
design principles for constructing test problems with an arbitrarily complex PS, which were
generalized in [1]. More recently, Saxena et al. have extended the test problems with complex
PSs for many-objective optimization [134]. Other modied ZDT and DTLZ test problems by
introducing linear or nonlinear variables into decision variables can be found in [12] [135]. While
the test problems discussed above are static, dynamic multi-objective optimization test problems
have also been proposed in [136], where the PFs and/or PSs change over time. Some variants
of these test problems can also be found in [137,138].
However, in spite of the various benchmark problems as introduced above, none of them has
been proposed to assess the scalability of algorithms in both decision space and objective space
at the same time, i.e., there is still no proper benchmark test suite of L-MaOPs, which is a limit
of the current literature.
Chapter 3
Competitive and Social Learning
Particle Swarm Optimization
3.1 Introduction
Since most PSO variants introduce new mechanisms or additional operators, the enhancement of
search performance is often at the cost of increasing the computational complexity. Furthermore,
due to the inuence of the global best position gbest on the convergence speed [58], premature
convergence remains a major issue for most existing PSO variants, especially in large-scale
optimization [59], where sucient amount of swarm diversity is required for the algorithms to
perform comprehensive exploration in the high-dimensional search landscapes.
To take a closer look into the inuence of gbest on premature convergence, we rewrite (2.3):
vi(t+ 1) = !vi(t) + c1R1(t)  (pbesti(t)  xi(t))
+ c2R2(t)  (gbest(t)  xi(t));
(3.1)
into the following format by aggregating pbesti(t) and gbest(t) into one component pi(t):
vi(t+ 1) = !vi(t) + (t)  (pi(t)  xi(t)); (3.2)
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where,
(t) = c1R1(t) + c2R2(t);
pi(t) = c1R1(t)  1
c1R1(t) + c2R2(t)
 pbesti(t)
+ c2R2(t)  1
c1R1(t) + c2R2(t)
 gbest(t):
(3.3)
From (3.2), it can be noticed that the dierence between pi(t) and xi(t) serves as the main
source of diversity. More precisely, the diversity of pi(t) itself is generated by the dierence
between pbesti(t) and gbest(t), refer to (3.3). However, in practice, due to the global inuence
of gbest(t), pbesti(t) is very likely to have a value similar to or even the same as gbest(t),
which considerably reduces the swarm diversity, thus leading to premature convergence. Having
noticed this, Mendes and Kennedy proposed a modied PSO, where pi(t) is the best particle in
the neighborhood of a particle rather than a combination of gbest(t) and pbesti(t) [54]. Out of
similar considerations, Liang et. al also introduced a PSO variant without gbest(t) [55], where
the update strategy aims to learn from pbesti(t) only.
In order to address premature convergence, a step further might be to completely get rid of
gbest(t) and pbesti(t). An attempt was made along this line in a multi-swarm framework [63],
where neither gbest(t) nor pbesti(t) has been used. In this multi-swarm framework, the update of
particles is driven by a pairwise competition mechanism between particles from the two swarms.
After each competition, the loser will be updated according to the information from the winner
swarm, while the winner will be updated using a mutation strategy. In the experiments, the
framework showed promising performance on relatively large-scale problems.
Following the idea in [63], we explore the usage of the competition mechanism and the social
learning mechanism between particles within one single swarm to further enhance the swarm
diversity for large-scale optimization. Correspondingly, two PSO variants are proposed, i.e.,
the competitive swarm optimizer (CSO) and the social learning particle swarm optimization
algorithm (SL-PSO). In CSO and SL-PSO, instead of learning from gbest(t) or pbesti(t), each
particle is made to learn from other better particles in the current swarm. While CSO is designed
for solving L-MOPs only, SL-PSO, which is enhanced with a dimension-dependent adaptive
parameter control strategy, is not only capable of handling L-MOPs, but also able to solve
3.2. COMPETITIVE SWARM OPTIMIZER 47
low-dimensional SOPs proper. More importantly, compared to most existing PSO variants, the
proposed CSO and SL-PSO are algorithmically very simple as there is not additional operator
involved.
The remainder of this chapter is organized as follows: section 3.2 and Section 3.3 present
the proposed CSO and SL-SPO, respectively; section 3.4 summarizes this chapter.
3.2 Competitive Swarm Optimizer
3.2.1 Random Competition for Pairwise Learning
Competition is a common phenomenon in nature which describes the interaction between species
caused by the limited supply of at least one resource demanded by both [139]. As a consequence
of competition, the tness of one competitor is always worse than the other, thus distinguishing
them as a loser and a winner. On the one hand, winners have a higher probability to survive
due to the better tness; on the other hand, losers, if not extinct, still have chance to learn from
the winners.
Updated loser
Swarm P(t) Swarm P(t+1)
t = t + 1
Competition Learning
Winner
Loser
Figure 3.1. The basic idea of CSO. During each generation, particles are pairwise randomly
selected from the current swarm for competitions. After each competition, the loser, whose
tness value is worse, will be updated by learning from the winner, while the winner is directly
passed to the swarm of the next generation.
To imitate the competition phenomenon, we consider a swarm P (t) which contains m par-
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ticles is randomly initialized and iteratively updated, where m is known as the swarm size and
t is the generation index. In each generation, the particles in P (t) are randomly allocated into
m=2 couples (assuming that the swarm size m is an even number), and afterwards, a compe-
tition is made between the two particles in each couple. As a result of each competition, the
particle having a better tness, hereafter denoted as winner, will be passed directly to the next
generation of the swarm, P (t+ 1), while the particle that loses the competition, the loser, will
update its position and velocity by learning from the winner. After learning from the winner,
the loser will also be passed to swarm P (t + 1). This means that each particle will participate
in a competition only once. In other words, for a swarm size of m, m=2 competitions occur so
that all m particles participate in one competition once and the position and velocity of m=2
particles will be updated. Fig. 3.1 illustrates the basic idea of CSO.
Let us denote the position and velocity of the winner and loser in the k-th round of competi-
tion in generation t with xw;k(t), xl;k(t), and vw;k(t), vl;k(t), respectively, where k = 1; 2; :::;m=2.
Accordingly, after the k-th competition the loser's velocity will be updated using the following
learning strategy:
vl;k(t+ 1) = R1(k; t)vl;k(t)
+R2(k; t)(xw;k(t)  xl;k(t))
+ 'R3(k; t)(xk(t)  xl;k(t)):
(3.4)
As a result, the position of the loser can be updated with the new velocity:
xl;k(t+ 1) = xl;k(t) + vl;k(t+ 1); (3.5)
where R1(k; t); R2(k; t); R3(k; t) 2 [0; 1]n are three randomly generated vectors after the k-th
competition and learning process in generation t, xk(t) is the mean position value of the relevant
particles, ' is a parameter that controls the inuence of x(t). To be specic, for xk(t), a global
version and a local version can be adopted:
 xgk(t) denotes the global mean position of all particles in P (t);
 xll;k(t) means the local mean position of the particles in a predened neighborhood of
particle l.
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It has been found that neighborhood control is able to help improve PSO's performance on
multimodal function by maintaining a higher degree of swarm diversity [52]. Similarly, the
motivation to introduce neighborhood control in xk(t) is to increase swarm diversity, which
potentially enhances the search performance of CSO. In the remainder of this section, the global
version xgk(t) is adopted as a default setup unless otherwise specied.
In order to gain a better understanding of the learning strategy in CSO, we provide below
more discussions about (3.4).
 The rst part R1(k; t)vl;k(t) is similar to the inertia term in the canonical PSO, refer to
(2.3), which ensures the stability of the search process. The only dierence is that the
inertia weight ! in PSO is replaced by a random vector R1(t) in CSO.
 The second part R2(k; t)(xw;k(t) xl;k(t)) is also called cognitive component after Kennedy
and Eberhart. Dierent from the canonical PSO, the particle that loses the competition
learns from its competitor, instead of from its personal best position found so far. This
mechanism may be biologically more plausible in simulating animal swarm behaviors, since
it is hard to require that all particles memorize the best position they have experienced in
the past.
 The third part 'R3(k; t)(x(t)   xl;k(t)) is termed social component, again after Kennedy
and Eberhart. The particle that loses the competition learns from the mean position of
the current swarm rather than the gbest, which requires no memory and makes good sense,
biologically.
With the descriptions and denitions above, the pseudo code of CSO algorithm can be
summarized in Algorithm 1. We can see that CSO maintains the algorithmic simplicity of PSO,
which is quite dierent from most existing PSO variants. Apart from the tness evaluations,
which are problem dependent [140, 141], the main computational cost in CSO is the update
of Xl(t), which is an inevitable operation in most swarm or population based evolutionary
algorithms [14,142{144]. Consequently, the computational complexity of CSO is O(mn), where
m is the swarm size and n is the search dimensionality.
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Algorithm 1 The pseudocode of CSO. t is the generation number. m is the swarm size. w
and l denote the indices of loser and winner respectively. f(x) is the objective function. Unless
otherwise specied, the terminal condition is the maximum number of tness evaluations.
1: t = 0;
2: randomly initialize swarm P (0) with m particles;
3: while terminal condition is not satised do
4: P (t+ 1) = ;;
5: while P (t) 6= ; do
6: randomly choose two particles r1, r2 from P (t);
7: if f(xr1(t))  f(xr2(t)) then
8: w = r1, l = r2;
9: else
10: w = r2, l = r1;
11: end if
12: add the winner particle w into P (t+ 1);
13: update vl(t) and xl(t) of particle l using (3.4) and (3.5);
14: add the updated loser particle l to P (t+ 1);
15: remove particle r1 and particle r2 from P (t);
16: end while
17: t = t+ 1;
18: end while
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3.2.2 Analysis of Search Dynamics
In order to better understand the search mechanism in CSO, we will carry out empirical studies
on its search dynamics by comparing it with the canonical PSO, regarding the exploration and
exploitation behaviours, respectively.
Exploration is desirable in the early stage of optimization to perform global search and locate
the optimum regions. To examine the exploration ability of CSO, we reformulate (3.4) into a
form similar to (3.2):
vl;k(t+ 1) = R1(k; t)vl;k(t) + ^(k; t)(p^i(k; t)  xl;k(t)); (3.6)
then the following expression can be obtained:
^(k; t) = R2(k; t) + 'R3(k; t)
p^i(k; t) =
R2(k; t)
R2(k; t) + 'R3(k; t)
xw;k(t) +
'R3(k; t)
R2(t) + 'R3(k; t)
xk(t):
(3.7)
Compared to (3.3), it can be observed that (3.7) has better chance to generate a higher degree of
diversity. On the one hand, the position xw;k(t) depends on the winner particle that is randomly
chosen from the current swarm t before each competition k, whilst gbest(t) is deterministically
updated and shared by all particles, and pbesti(t) is also deterministically updated and always
used by particle i. On the other hand, although xk(t) is shared by several particles, it depends
on the mean current position of the whole swarm, which will be less likely to introduce bias
towards any particular particle. Finally, it is noted that in CSO, only half of the particles will
be updated in each generation, while in PSO, all particles are updated.
Exploitation is required in the later search stage to rene the solution found at the exploration
stage. To analyze the exploitation behavior of CSO, we randomly pick up two particles w and
l from the swarm t for the k-th round competition, and the following relationship holds:
f(xw;k(t))  f(xl;k(t)); (3.8)
where f(x) is the objective function. According to the denitions of gbest and pbest in the
canonical PSO, the following relationship can be obtained:8><>:
f(gbest(t))  f(pbestw;k(t))  f(xw;k(t));
f(gbest(t))  f(gbestl;k(t))  f(xl;k(t)):
(3.9)
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When t becomes very large in the late search stage, the following relationship between pbestw(t),
pbestl(t) and gbest(t) holds: 8><>:
pbestw;k(t)  gbest(t);
pbestl;k(t)  gbest(t)
: (3.10)
Let
F1(t) = jf(xl;k(t))  f(gbest)j
= jf(xl;k(t))  f(gbest(t) + gbest(t)
2
)j
 jf(xl;k(t))  f(gbest(t) + pbestl;k(t)
2
)j
= jf(xl;k(t))  f(p0(t))j;
F2(t) = jf(xl;k(t))  f(xw;k(t))j
= jf(xl;k(t))  f(p^0(k; t))j;
(3.11)
where p0(t) is the expected value of p(t) in (3.3) and p^0(k; t) is the expected value of p^(k; t) in
(3.7) with ' = 0. Then the following relationship can be obtained from (3.8), (3.9) and (3.10):
F2(t)  F1(t): (3.12)
The relationship in (3.12) indicates that CSO, in comparison with the canonical PSO, has
a better ability to exploit the small gaps between two positions whose tness values are very
similar.
3.2.3 Experimental Comparisons
To assess the performance of CSO, we have performed a set of experiments conducted on the
seven benchmark functions proposed in the CEC'08 special session on large-scale optimization
problems [121]. Among the seven functions, f1 (Shifted Sphere), f4 (Shifted Rastrigin) and f6
(Shifted Ackley) are separable functions, while the other four functions f2 (Schwefel Problem),
f3 (Shifted Rosenbrock), f5 (Shifted Griewank) and f7 (Fast Fractal) are non-separable. Note
that f5 becomes more separable as the dimension increases, because the product component
of f5 becomes increasingly less signicant [59] with an increasing dimension. Therefore, in the
following experiments, if the dimension is equal to or higher than 500, f5 will be regarded a
separable function.
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At rst, experiments are conducted to empirically understand the inuence of the two param-
eters in CSO, namely, the swarm size m and the social factor '. Then, CSO is compared with
a few recently proposed algorithms for large-scale optimization on 100-D, 500-D, and 1000-D
benchmark functions. Afterwards, regarding the scalability to search dimensions, CSO is further
challenged on 2000-D and 5000-D functions. Finally, the inuence of neighborhood control on
CSO's swarm diversity and search performance is investigated.
The experiments are implemented on a PC with an Intel Core i5-2500 3.3GHz CPU and
Microsoft Windows 7 Enterprise SP1 64-bit operating system, and CSO is written in language
C on Microsoft Visual Studio 2010 Enterprise.
All statistical results, unless otherwise specied, are averaged over 25 independent runs.
For each independent run, the maximum number of tness evaluations (FEs), as recommended
in [121], is set to 5000  n, where n is the search dimension of the test functions. In the
comparisons between dierent statistical results, two-tailed t-tests are conducted at a signicance
level of  = 0:05.
Like most swarm optimization algorithms, the swarm size is an indispensable parameter.
With a small swarm size, the particles tend to converge very fast before the search space is
well explored, thus leading to premature convergence; however, if the swarm size is too big, a
large number of FEs will be required during each generation, which may become impractical for
computationally expensive problems.
Generally, the swarm size is empirically specied. For example, in CCPSO2 [59], multi-
swarms were adopted with a swarm size 30 for each swarm, and for 500-D functions, the number
of swarms varied from 4 to 50, creating an average size around 240; in DMS-PSO [57], a larger
swarm size 450 was adopted for the optimization of 500-D functions.
To gain empirical insight into the inuence of the swarm size on the search performance of
CSO, the swarm size has been varied from 25 to 300 for the four CEC'08 functions f1, f2, f3
and f6 of search dimension 500. Among the four functions, f1 and f6 are separable and the
other two are non-separable. To remove the inuence of the social component, ' is set to 0 in
this set of experiments.
Fig. 3.2 shows the statistical results of the optimization errors obtained by CSO with dierent
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Figure 3.2. Statistical results of optimization errors obtained CSO on 2 non-separable
functions f2, f3 and 2 separable functions f1, f6 of 500 dimensions with dierent swarm sizes
m varying from 25 to 300.
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Table 3.1. Statistical results of mean optimization errors obtained by CSO on 2
non-separable functions f2, f3 and 2 separable functions f1, f6 of 500 dimensions with the
swarm size m varying from 200 to 1000 and ' from 0 to 0.3.
Swarm size Function ' = 0 ' = 0:1 ' = 0:2 ' = 0:3
m = 200
f2 4.79E+01 8.26E+01 8.58E+01 8.45E+01
f3 5.95E+02 8.25E+02 1.07E+07 4.33E+09
f1 1.08E-09 4.73E-23 1.51E+01 3.50E+04
f6 3.24E-06 3.57E-13 2.78E+00 1.04E+01
m = 400
f2 6.09E+01 5.47E+01 7.41E+01 6.09E+01
f3 1.31E+06 4.90E+02 5.01E+03 2.75E+08
f1 3.17E+00 4.38E-16 3.22E-22 1.29E+03
f6 2.94E-01 1.49E-09 8.82E-13 4.00E+00
m = 600
f2 6.52E+01 2.74E+01 6.72E+01 7.17E+01
f3 2.75E+08 4.92E+02 1.39E+03 5.28E+07
f1 3.26E+02 2.57E-08 5.46E-22 3.73E+01
f6 3.33E+00 1.27E-05 1.10E-12 1.91E+00
m = 1000
f2 7.12E+01 3.22E+01 6.11E+01 6.89E+01
f3 1.40E+09 6.43E+02 5.97E+02 8.34E+06
f1 5.74E+03 1.19E-02 7.26E-12 2.01E-18
f6 6.75E+00 9.58E-03 1.60E-07 2.55E-11
Two-tailed t-tests have been conducted between the statistical results in each row. If one result is signicantly
better than all the other errors, it is highlighted.
Note that the statistical results are shown in the order of f2, f3 (non-separable functions) and f1, f6 (separable
functions), to clearly see the dierent ' values for non-separable and separable functions.
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swarm sizes m. It can be seen that CSO performs well on 500-D functions with a swarm size
around 150, which is smaller than the swarm sizes adopted in CCPSO2, DMS-PSO and other
PSO variants, though CSO is a single-swarm algorithm without any ad hoc mechanism for large-
scale optimization. More interestingly, when the swarm size is bigger than some specic values
(e.g. 100 for f1), the optimization performance begin to deteriorate. The reason is that with
a bigger swarm size, more FEs (tness evaluations) have to be performed in each generation.
Since the terminal condition in this experiment is the maximal number of FEs, a larger swarm
size means a smaller number of generations. This also implies that the performance of CSO
does not rely much on a large swarm size. From Fig. 3.2, we can also see that a swarm size
smaller than 100 might be too small for 500-dimensional problems. Based on the observations
and discussions above, the swarm size should not be smaller than 200 for real-world large-scale
(D  500) optimization problems.
In addition to the swarm sizem, we have investigated the inuence of the social component by
varying the social factor '. To this end, simulations have been conducted on the four functions
with the swarm size m varying from 200 to 1000 and ' varying from 0 to 0.3.
From the statistical results summarized in Table 3.1, we can see that the best statistical
results are roughly distributed along the diagonal in the table, which implies that there exist
a correlation between m and '. Additionally, it can also be noticed that the non-separable
functions (f2 and f3) require a smaller ' than the separable functions (f1 and f6) to achieve good
performance. The reason might be that separable functions are easier to optimize, as a result,
a bigger ' would work better because it leads to faster convergence. The best combinations
observed from Table 3.1 are summarized in Table 3.2.
For a deep insight into the relationship between the optimal pair of ' and m, a logarithmic
linear regression analysis has been performed to model the relationship between m and ' using
the data in Table 3.2, as shown in Fig. 3.3. Based on the regression analysis result, the following
empirical setups for ' and swarm size m is recommended:8<: '(m) = 0 if m  100;'(m) 2 ['L(m); 'U (m)] otherwise (3.13)
where 'L(m) and 'L(m) are the lower and upper bound of the recommended social factor
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Figure 3.3. Fitting curves describing the relationship between the social factor  and swarm
size m that lead to the best search performance using the logarithmic linear regression analysis.
that can be determined as follows:
8>>><>>>:
'L(m) = 0:14 log(m)  0:30
'R(m) = 0:27 log(m)  0:51
'L(m); 'R(m)  0
: (3.14)
Table 3.2. The best combinations of the swarm size m and the social factor ' in the
optimization of 500-D f1, f2, f3 and f6.
m = 200 m = 400 m = 600 m = 1000
'min 0 0.1 0.1 0.1
'max 0.1 0.2 0.2 0.3
'max and 'min denote the maximal and minimal ' that perform best with correspondingm, respectively.
In order to verify the performance of CSO for large-scale optimization, CSO has been com-
pared with three the state-of-the-art algorithms tailored for large-scale optimization on the
CEC'08 test functions with dimensions of 100, 500 and 1000. The compared algorithms for
large-scale optimization include CCPSO2 [59], MLCC [145] and sep-CMA-ES [146]. The same
criteria proposed in the CEC'08 special session on large-scale optimization [121] have been
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Table 3.3. Parameter settings for the seven functions of 100-D, 500-D and 1000-D.
Parameter Dimensions Separable functions Non-separable functions
m
100-D 100 100
500-D 250 250
1000-D 500 500
'
100-D 0 0
500-D 0.1 0.05
1000-D 0.15 0.1
Separable functions include f1, f4, f5, f6. Non-separable functions include f2,f3, f7. Note that f5 is
grouped as a non-separable function because the product component becomes less signicant with the
increase of dimension [59].
Table 3.4. The statistical results (rst line) and the t values (second line) of optimization
errors on 100-D test functions.
100-D CSO CCPSO2 MLCC sep-CMA-ES
f1
9.11E 29(1.10E 28) 7.73E 14 (3.23E 14) 6.82E 14 (2.32E 14) 9.02E 15 (5.53E 15)
{ -1.20E+01 -1.47E+01 -8.16E+00
f2
3.35E+01(5.38E+00) 6.08E+00 (7.83E+00) 2.53E+01 (8.73E+00) 2.31E+01 (1.39E+01)
{ 1.44E+01 4.00E+00 3.49E+00
f3
3.90E+02(5.53E+02) 4.23E+02 (8.65E+02) 1.50E+02 (5.72E+01) 4.31E+00 (1.26E+01)
{ -1.61E 01 2.16E+00 3.49E+00
f4
5.60E+01(7.48E+00) 3.98E 02 (1.99E 01) 4.39E 13 (9.21E 14) 2.78E+02 (3.43E+01)
{ 3.74E+01 3.74E+01 -3.16E+01
f5
0.00E+00(0.00E+00) 3.45E 03 (4.88E 03) 3.41E 14 (1.16E 14) 2.96E 04 (1.48E 03)
{ -3.53E+00 -1.47E+01 -1.00E+00
f6
1.20E 014(1.52E 015) 1.44E 13 (3.06E 14) 1.11E 13 (7.87E 15) 2.12E+01 (4.02E 01)
{ -2.15E+01 -6.18E+01 -2.64E+02
f7
-7.28E+05(1.88E+04) -1.50E+03 (1.04E+01) -1.54E+03 (2.52E+00) -1.39E+03 (2.64E+01)
{ -1.93E+02 -1.93E+02 -1.93E+02
w=t=l { 4/1/2 4/0/3 4/1/2
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Table 3.5. The statistical results (rst line) and the t values (second line) of optimization
errors on 500-D test functions.
500-D CSO CCPSO2 MLCC sep-CMA-ES
f1
6.57E 23(3.90E 24) 7.73E 14 (3.23E 14) 4.30E 13 (3.31E 14) 2.25E 14 (6.10E 15)
{ -1.20E+01 -6.50E+01 -1.84E+01
f2
2.60E+01(2.40E+00) 5.79E+01 (4.21E+01) 6.67E+01 (5.70E+00) 2.12E+02 (1.74E+01)
{ -3.78E+00 -3.29E+01 -5.29E+01
f3
5.74E+02(1.67E+02) 7.24E+02 (1.54E+02) 9.25E+02 (1.73E+02) 2.93E+02 (3.59E+01)
{ -3.30E+00 -7.30E+00 8.23E+00
f4
3.19E+02(2.16E+01) 3.98E 02 (1.99E 01) 1.79E 11 (6.31E 11) 2.18E+03 (1.51E+02)
{ 7.38E+01 7.38E+01 -6.10E+01
f5
2.22E 16(0.00E+00) 1.18E 03 (4.61E 03) 2.13E 13 (2.48E 14) 7.88E 04 (2.82E 03)
{ -1.28E+00 -4.29E+01 -1.40E+00
f6
4.13E 13(1.10E 14) 5.34E 13 (8.61E 14) 5.34E 13 (7.01E 14) 2.15E+01 (3.10E 01)
{ -6.97E+00 -8.53E+00 -3.47E+02
f7
-1.97E+06(4.08E+04) -7.23E+03 (4.16E+01) -7.43E+03 (8.03E+00) -6.37E+03 (7.59E+01)
{ -2.41E+02 -2.41E+02 -2.41E+02
w=t=l { 5/1/1 6/0/1 5/1/1
Table 3.6. The statistical results (rst line) and the t values (second line) of optimization
errors on 1000-D test functions.
1000-D CSO CCPSO2 MLCC sep-CMA-ES
f1
1.09E 21(4.20E 23) 5.18E 13 (9.61E 14) 8.46E 13 (5.01E 14) 7.81E 15 (1.52E 15)
{ -2.70E+01 -8.44E+01 -2.57E+01
f2
4.15E+01(9.74E 01) 7.82E+01 (4.25E+01) 1.09E+02 (4.75E+00) 3.65E+02 (9.02E+00)
{ -4.32E+00 -6.96E+01 -1.78E+02
f3
1.01E+03(3.02E+01) 1.33E+03 (2.63E+02) 1.80E+03 (1.58E+02) 9.10E+02 (4.54E+01)
{ -6.04E+00 -2.46E+01 9.17E+00
f4
6.89E+02(3.10E+01) 1.99E 01 (4.06E 01) 1.37E 10 (3.37E 10) 5.31E+03 (2.48E+02)
{ 1.11E+02 1.11E+02 -9.24E+01
f5
2.26E 16(2.18E 17) 1.18E 03 (3.27E 03) 4.18E 13 (2.78E 14) 3.94E 04 (1.97E 03)
{ -1.80E+00 -7.51E+01 -1.00E+00
f6
1.21E 12(2.64E 14) 1.02E 12 (1.68E 13) 1.06E 12 (7.68E 14) 2.15E+01 (3.19E 01)
{ 5.59E+00 9.24E+00 -3.37E+02
f7
-3.83E+06(4.82E+04) -1.43E+04 (8.27E+01) -1.47E+04 (1.51E+01) -1.25E+04 (9.36E+01)
{ -3.96E+02 -3.96E+02 -3.96E+02
w=t=l { 4/1/2 5/0/2 5/1/1
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Figure 3.4. The convergence proles of CSO, CCPSO2 and MLCC on 500-D f1 and f5
adopted.
Among the compared algorithms, the CCPSO2 [59] and the MLCC [145] are designed in
the cooperative coevolution (CC) framework [147], which has been proposed to solve high-
dimensional problems by automatically implementing the divide-and-conquer strategy [123]. To
be specic, in both algorithms, random grouping technique is used to divide the whole decision
vector into dierent subcomponents, each of which is solved independently. In CCPSO2, a
modied PSO using Cauchy and Gaussian distributions for sampling around the personal best
and the neighborhood best positions is adopted as the core algorithm to evolve the CC framework
whilst in MLCC, a self-adaptive neighborhood search dierential evolution (SaNSDE) is adopted.
The sep-CMA-ES is a simple modication of the original CMA-ES algorithm [148], which has
been shown to be more ecient, and to scale surprisingly well on some high-dimensional test
functions up to 1000 dimensions [146].
Based on the previous empirical analysis of the two parameters in CSO, the parameter
settings used in the benchmarks are summarized in Table 3.3. The optimization errors on
100-D, 500-D and 1000-D functions are summarized in Table 3.4, 3.5 and 3.6, respectively. In
all the three tables, t values are listed together mean values and the standard deviations. A
negative t value means that the statistical results of the optimization errors obtained by CSO
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are relatively smaller and vice versa. If the dierence is statistically signicant smaller, the
corresponding t value is highlighted. w=t=l in the last row means that CSO wins in w functions,
ties in t functions, and loses in l functions.
The statistical results of the optimization errors show that CSO has signicantly better
overall performance in comparison with all the other three compared algorithms on 500-D,
1000-D functions. In comparison, MLCC has yielded the best results on f4, which is a shifted
Rastrigin function with a large number of local optima. Such outstanding performance on f4
should be brought about by the dierential evolution variant used in MLCC.
In addition, the convergence proles of one typical separable function (f1) and one typical
non-separable function (f5) are plotted in Fig. 3.4. It can be seen that, although the convergence
speed of the proposed is not so fast as the CCPSO2 or MLCC at the very beginning, it is able to
perform a relatively more consistent convergence to continuously improve the solution quality.
From the statistical results of the optimization errors summarized in Table 3.4, 3.5 and 3.6,
it can be noticed that CSO has shown very good scalability to the search dimension, i.e., the
performance does not deteriorate seriously as the dimension increases.
Table 3.7. Parameter settings of CSO on 2000-D and 5000-D functions.
Parameter Dimension Separable Non-separable
m
2000-D 1000 1000
5000-D 1500 1500
'
2000-D 0.2 0.15
5000-D 0.2 0.15
Separable functions include f1, f4, f5 and f6. Non-separable functions include f2 and f3. Note that f5
is grouped as a non-separable function because the product component becomes less signicant with the
increase of the dimension [59].
To further examine the search ability of CSO on the functions of even higher dimensions,
e.g., 2000-D or even 5000-D, additional experiments have been performed on f1 to f6 of 2000
and 5000 dimensions. f7 is excluded from this experiment for the reason that its global optimum
is dimension-dependent and thus it is not easy to evaluate the scalability.
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It must be stressed that optimization of problems of 2000 and 5000 dimensions is very chal-
lenging for CSO since it has not adopted any particular strategies tailored for solving large-scale
optimization, e.g., the divide-and-conquer strategy. Furthermore, to the best of our knowledge,
optimization of problems of a dimension larger than 1000 has only been reported by Li and
Yao in [59], where 2000-dimensional f1, f3 and f7 have been employed to test their proposed
CCPSO2.
The parameter settings are listed in Table 3.7 and the statistical results of optimization
errors are listed in Table 3.8. It can be seen that CSO continues to perform well even if the
dimension is higher than 1000, especially on the three separable functions f1, f4 and f6, together
with f5.
Table 3.8. Statistical results of the optimization errors obtained by CSO on 2000-D and
5000-D functions.
D = 2000 D = 5000
f1 1.66E 20(3.36E 22) 1.43E 19(3.33E 21)
f2 6.17E+01(1.31E+00) 9.82E+01(9.78E 01)
f3 2.10E+03(5.14E+01) 7.30E+03(1.26E+02)
f4 2.81E+03(3.69E+01) 7.80E+03(8.73E+01)
f5 3.33E 16(0.00E+00) 4.44E 16(0.00E+00)
f6 3.26E 12(5.43E 14) 6.86E 12(5.51E 14)
Since the time cost of one single run on a 5000-D functions is extremely expensive, the statistical results
of optimization errors are averaged over 10 independent runs.
All the empirical results above are obtained with the global version of CSO, where the mean
position xk(t) is calculated with xk(t). As introduced in Section 3.2, however, there is also a
local version of the mean position, where the calculation of xll;k(t) is based on a neighborhood
instead of the whole swarm, refer to (3.4). Although the eectiveness of the global version xgk(t)
has already been veried by the empirical results above, it is still very interesting to investigate
the inuence of neighborhood control used in xll;k(t) on the swarm diversity and thus the search
performance.
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With neighborhood control, the whole swarm is dynamically divided into several neighbor-
hoods, each neighborhood having a local mean position vector. This will enhance the swarm
diversity in comparison with the original CSO where the whole swarm shares a global mean po-
sition. Intuitively, a higher degree of swarm diversity may help alleviate premature convergence
but can also slow down the convergence speed to a certain extent.
For simplicity, the commonly used ring topology [53,54,149], which has been shown to be an
eective neighborhood structure [150] is adopted here. In this topology, each particle takes the
two immediate neighbors to form a neighborhood [151].
First, we investigate the inuence of the neighborhood control on the swarm diversity. In
order to obtain measurable observations, a diversity measure introduced in [152,153] is adopted
here to indicate the change of diversity during the search process:
D(P ) =
1
m
mX
i=1
vuut nX
j=1
(xji   xj)2
with
xj =
1
m
mX
i=1
(xji );
(3.15)
where D(P ) denotes the diversity of the swarm P , m is the swarm size, n is the dimension of
the decision space, xji is the value of the j-th dimension of particle i, and x
j is the average value
of the j-th dimension over all particles.
It can be seen from Fig. 3.5 that the overall swarm diversity of CSO with neighborhood
control (denoted as CSO-n) is higher than that of the original CSO, which is in consistency with
the expectation above.
To further assess whether the enhanced swarm diversity can have a positive inuence on the
search performance of CSO-n, additional numerical experiments have been conducted on 500-D
and 1000-D functions. Two-tailed t-test is implemented at a signicance level  = 0:05 between
the statistical results of optimization errors obtained by CSO-n and CSO. A negative t value
means that the statistical results obtained by CSO-n are relatively smaller and vice versa. The
smaller statistical results are highlighted.
In the rst set of experiments, the same parameter settings as in the original CSO have been
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Table 3.9. Statistical results of optimization errors obtained by CSO-n and CSO on 500-D
functions.
m = 250 CSO-n CSO t value
f1 2.71E 011(5.77E 012) 6.57E 23(3.90E 24) 2.35E+01
f2 4.61E+001(1.02E+000) 2.60E+01(2.40E+00) 3.85E+01
f3 5.37E+002(4.00E+001) 5.74E+02(1.67E+02 -1.08E+00
f4 3.95E+003(1.32E+002) 3.19E+02(2.16E+01) 1.36E+02
f5 4.04E 012(7.00E 013) 2.22E 16(0.00E+00) 2.89E+01
f6 4.90E 007(5.98E 008) 4.13E 13(1.10E 14) 4.10E+01
f7 -1.68E+006(8.17E+003) -1.97E+06(4.08E+04) 3.48E+01
Table 3.10. Statistical results of optimization errors obtained by CSO-n and CSO on 1000-D
functions.
m = 500 CSO-n CSO t value
f1 7.77E 001(2.30E 002) 1.09E 21(4.20E 23) 1.69E+02
f2 8.11E+001(6.48E 001) 4.15E+01(9.74E 01) 1.69E+02
f3 1.31E+007(7.74E+005) 1.01E+03(3.02E+01) 8.46E+01
f4 1.02E+004(5.51E+001) 6.89E+02(3.10E+01) 7.52E+02
f5 4.22E 002(1.77E 003) 2.26E 16(2.18E 17) 1.19E+02
f6 5.95E 002(6.32E 003) 1.21E 12(2.64E 14) 4.71E+01
f7 -2.58E+006(3.06E+004) -3.83E+06(4.82E+04) 1.09E+02
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used for CSO-n, refer to Table 3.3. The experimental results shown in Table 3.9 and Table 3.10
indicate that CSO-n is outperformed by the original CSO. As discussed above, the neighborhood
control is expected to generate a higher degree of swarm diversity and the experimental results
in Fig. 3.5 has empirically conrmed this expectation. Therefore, one possible reason for the
inferior performance of CSO using neighborhood control is that for these test functions, the
diversity of the global CSO is already sucient and therefore additional diversity may slow
down the convergence.
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Figure 3.5. The swarm diversity proles during 500,000 Fitness Evaluations (FEs) of CSO
with neighborhood control (denoted as CSO-n) and the original CSO on 500-D functions on a
separable function f1 and a non-separable function f3 respectively.
In the global version of CSO, the main source of swarm diversity comes from the random
pairwise competitions, where the swarm size can be an important factor to determine the amount
of diversity. More specically, a bigger swarm size is able to provide more combinations of
random pairwise competitions, thus generating a higher degree of swarm diversity, and vice
versa. Following this line of thoughts, the performance of CSO-n may be improved by reducing
the swarm size. Therefore, a second set of experiments have been conducted using a dierent
parameter setup, where the swarm size is set to m = 150 for 500-D functions and m = 200 for
1000-D functions, respectively.
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Table 3.11. Statistical results of optimization errors obtained by CSO-n and CSO on 500-D
functions.
m = 150 CSO-n CSO t value
f1 1.51E 025(3.21E 027) 4.10E 023(9.28E 025) -2.20E+02
f2 5.23E+001(1.11E+001) 8.20E+001(4.53E+000) -1.24E+01
f3 7.93E+002(1.03E+002) 9.32E+002(4.15E+002) -1.63E+00
f4 4.18E+002(3.04E+001) 6.45E+002(2.66E+001) -2.81E+01
f5 3.11E 016(4.44E 017) 2.46E 003(4.93E 003) -2.49E+00
f6 4.09E 014(1.74E 015) 1.08E+000(1.41E 001) -3.83E+01
f7 -1.79E+006(1.28E+004) -2.10E+006(5.73E+003) 1.11E+02
Table 3.12. Statistical results of optimization errors obtained by CSO-n and CSO on 1000-D
functions.
m = 200 CSO-n CSO p value
f1 3.60E 018(9.38E 019) 5.22E 013(3.70E 013) -7.05E+00
f2 6.50E+001(1.10E+000) 1.03E+002(3.24E+000) -5.55E+01
f3 1.61E+003(7.96E+001) 1.95E+003(2.08E+002) -7.63E+00
f4 1.04E+003(4.85E+001) 2.14E+003(7.51E+001) -6.15E+01
f5 7.77E 016(0.00E+000) 2.46E 003(4.93E 003) -2.49E+00
f6 1.37E 010(1.84E 011) 3.03E+000(2.67E 001) -5.67E+01
f7 -2.90E+006(1.69E+004) -4.24E+006(3.05E+004) 1.92E+02
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As shown by the statistical results of optimization errors in Table 3.11 and Table 3.12, after
reducing the swarm size, CSO-n is able to outperform the global CSO on most test functions
studied in this work, except for f7. Interestingly, the performance of CSO on f7 is always better
than CSO-n. As described in [121], f7 is a very special function which has large amount of
random noise and its global optimum is unknown. One possible reason for such a consequence
is that f7, as a noisy function, is very sensitive to the swarm diversity, and the original CSO,
which maintains less swarm diversity, is able to achieve better performance on it.
To summarize, since the random pairwise competitions are able to generate sucient amount
of diversity in the swarm, the original CSO can work properly without using neighborhood
control, if a relatively large swarm size is used for large-scale optimization problems. However,
use of neighborhood control, which is able to further enhance diversity, can enable us to use a
smaller swarm size even for large-scale problems, which is very attractive in practice.
3.3 Social Learning Particle Swarm Optimization Algorithm
In CSO, pairwise competitions are randomly carried out among particles in the current swarm
of each iteration. As a consequence of each competition, the loser learns from the winner to
update its velocity and position. Experimental results show that such a random competition
based learning strategy enables CSO to perform robustly on a variety of L-SOPs. Nevertheless,
CSO still has two major weaknesses.
Firstly, in CSO, each particle is only able to learn from another specic particle, i.e. the
winner. Such pairwise learning, however, is only a special case of social learning, where each
individual may learn from anyone better individuals, rather than a specic competitor. There-
fore, in contrast to competition based pairwise learning, social learning has better potential in
enhancing the swarm diversity.
Secondly, in CSO, the setting of parameter  is dependent on the number of decision vari-
ables. Although some empirical parameter settings have been suggested for L-SOPs with 100,
500, 1000, 2000 and 5000 decision variables, respectively, it is still a tricky task to properly set
 for problems of dieren dimensions.
To address the above two major weaknesses in CSO, this section introduces the second PSO
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variant proposed by us, i.e. the SL-PSO.
3.3.1 Swarm Sorting for Social Learning
Learning and imitating the behaviors of better individuals in the population, which is known
as social learning, can widely be observed among social animals. Social learning, dierent from
individual (asocial) learning, has the advantage of allowing individuals to learn behaviors from
others without incurring the costs of individual trial and error, which is able to accelerate
learning rates [154], especially when the target (behavior) to learn is complex. More specically,
individual learning is a process of trial and error, whilst social learning is to take advantage
of mechanisms such as imitation, enhancement and conditioning [155]. Due to the appealing
properties of social learning, the SL-PSO is proposed to take advantage of some key social
learning mechanisms.
Fitness
Evaluation
Behaviour
Learning
Swarm
P(t)
t = t + 1
Swarm
P(0)
SL-PSO Main Loop
Input Output
Best-fitting
Behaviour
x*
Swarm
P(t+1)
Swarm
Sorting
Figure 3.6. Main components of SL-PSO.
Like the classical PSO, the proposed SL-PSO initializes a swarm P (t) containing m parti-
cles, where m is the swarm size and t is the generation index. For each particle i in P (t), it
holds a randomly initialized position vector (behavior vector) xi(t) = (xi;1; xi;2; :::; xi;n) as well
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as a velocity vector (behavior correction vector) vi(t) = (vi;1; vi;2; :::; vi;n), which represents a
candidate solution to the optimization problem described in (2.1), and n is the dimension of the
decision space. As a reward feedback from the environment, every particle will be assigned with
a tness value calculated from the objective function f(x). The swarm is then sorted according
to an increasing order of the particles' tness values. Consequently, each particle (except for
the one with the best tness value) will correct its behaviors by learning from those particles
(demonstrators) which have better tness values. The general framework illustrating the above
procedure is shown in Fig. 3.6.
Worst Best
Swarm before sorting
Swarm after sorting
Sort according to fitness values 
Demonstrators
Figure 3.7. Swarm sorting and behavior learning in SL-PSO. At rst, the swarm is sorted
according to the tness values; then each particle (except for the best one) learns from its
demonstrators which have better tness values.
It can be seen from Fig. 3.6 that, apart from tness evaluations, the most important com-
ponents in SL-PSO are swarm sorting and behavior learning. For an easy description of the
behavior learning mechanisms, the swarm is rst sorted according to the particles' tness val-
ues. Then, each particle i (an imitator), except for the best one, will learn from its corresponding
demonstrators. Note that in each generation, a particle could serve as an demonstrator for dier-
ent imitators more than once. In a sorted swarm, for any imitator (particle i, where 1  i < m),
its demonstrators can be any particle k that satises i < k  m, refer to Fig. 3.7. For example,
for particle 1, particles 2, 3, ..., m can be its demonstrators, while for particle (m-1), only particle
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m can be its demonstrator. As a result, particle 1 (the worst one) can never be a demonstrator
and particle m (the best one) will never be an imitator. That is, the best particle in the current
swarm will not be updated.
Inspired by social learning mechanism, an imitator will learn the behaviors of dierent
demonstrators [49] in the following manner:
xi;j(t+ 1) =
8><>:
xi;j(t) + vi;j(t+ 1); if pi(t)  PLi
xi;j(t); otherwise
(3.16)
where xi;j(t) is the j-th dimension of particle i's behavior vector in generation t, with i 2
f1; 2; 3; :::;mg and j 2 f1; 2; 3; :::; ng, vi;j(t+ 1) is the behavior correction. Taking into account
the fact that in a society, the motivation to learn from better individuals may vary from indi-
vidual to individual (typically, better individuals are less willing to learn from others), we dene
a learning probability PLi for each particle i. The precise denition of the learning probability
will be discussed later on. As a result, particle i will learn (correct its behavior vector) only if a
randomly generated probability pi satises 0  pi(t)  PLi  1. In detail, vi;j(t+1) is generated
as follows:
vi;j(t+ 1) = R1(t)  vi;j(t) +R2(t)  Ii;j(t) +R3(t)    Ci;j(t); (3.17)
with 8><>:
Ii;j(t) = xk;j(t)  xi;j(t);
Ci;j(t) = xj(t)  xi;j(t):
(3.18)
In the above updating mechanisms inspired from social learning, the behavior correction
vi;j(t + 1) consists of three components. The rst component vi;j(t) is the same as the inertia
component in the canonical PSO, while the other two components are dierent. In the second
component, instead of learning from pbest as done in the canonical PSO, particle i learns from
any of its demonstrators. To be specic, the j-th element in the behavior vector of particle i,
xi;j(t) imitates xk;j(t), which is the j-th element in the behavior vector of particle k (demon-
strator of particle i). Note that i < k  m, and k is generated independently for each element j,
refer to Fig. 3.7. Consequently, particle i may learn from dierent demonstrators in the current
swarm. Since this component is inspired from the imitation behavior in natural social learning,
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it is denoted as imitation component. Likewise, particle i does not learn from gbest either; in-
stead, it learns from the collective behavior of the whole swarm, i.e., the mean behavior of all
particles in the current swarm, denoted by xj(t), where xj(t) =
Pm
i=1 x
j
i
m . Since this component
induces a swarm-level conformity [156], it is denoted as the social inuence component, and
correspondingly, the control parameter  is denoted as the social inuence factor. For simplici-
ty, the three control parameters in classical PSO (!, c1 and c2) have been replaced with three
random coecients R1(t), R2(t) and R3(t), which will be randomly generated within [0; 1] once
the updating strategy is performed.
3.3.2 Dimension-dependent Adaptive Parameter Control
In the proposed SL-PSO, there are three parameters that need to be dened, i.e., the swarm
size m, the learning probability PLi , and the social inuence factor . The robustness of a
PSO algorithm can be enhanced by adopting adaptive parameter control, such that it could
be applied to dierent problems without laborious parameter ne-tunings. It has been found
that the performance of most PSO variants is more sensitive to the search dimensionality of
the optimization problem than other widely used evolutionary algorithms [157], we suggest a
dimension-dependent parameter control strategy for the proposed SL-PSO as a guideline.
The rst parameter to be determined is the swarm size m. We recommend that the swarm
size m be determined as a function of the search dimensionality in the following form:
m = n0 + b n
10
c; (3.19)
where n0 is the base swarm size for the SL-PSO to work properly. It has been empirically shown
that a small swarm size is usually sucient for uni-modal optimization problems while a bigger
swarm size is required for multi-modal optimization problems for more intensive exploration
[158, 159]. As in real-world applications it is dicult to know in advance whether a problem is
uni-modal or multi-modal, we suggest n0 = 100 in this work.
The idea for setting the learning probability PLi is also inspired from natural social learning.
As previously mentioned, within a swarm, the better the tness a particle has, the less likely
the particle will learn from others. Meanwhile, the more complex the behavior is, the less likely
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Figure 3.8. The learning probability curves for dierent search dimensionality varying from
n  100 to n = 2000. Here, a xed swarm size m = 100 is used and the swarm is already
sorted according to behavior tness values.
a particle tends to successfully learn the behavior. Generally speaking, the performance of most
meta-heuristic algorithms degrades as the search dimensionality of the optimization problem
increases, in particular when there exist strong correlations between the decision variables.
Thus, we assume that the higher the search dimensionality is, the more dicult it is to solve
the problem, and therefore, the less likely a particle is willing to learn from others. Based on
such an assumption, we recommend an inversely proportional relationship between the learning
probability and the problem dimensionality.
Based on the discussions above, the following learning probability has been adopted:
PLi = (1 
i  1
m
)log(d
n
M
e); (3.20)
where the radix component (1  i 1m ) indicates that the learning probability is inversely propor-
tional to the particle index i in a sorted swarm, meaning that the higher the tness of a particle
is, the lower the learning probability will be. Meanwhile, the exponent component   log(d nM e)
indicates that the learning probability is inversely proportional to the search dimensionality, such
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that a better swarm diversity would be maintained for large-scale problems due to the reduced
learning rate, and the   log() function is used to smoothen the inuence of nM . Empirically,
we recommend the coecient  < 1, and in this work,  = 0:5 has been used.
In order to obtain a more intuitive understanding of the relationship between the learning
probability PLi , swarm size m and search dimensionality n, a number of curves showing the
relationship between the learning probability and the search dimensionality varying from n  100
to n = 2000 are plotted in Fig.3.8. It can be seen that, when the dimensionality is not large, e.g.,
n  100, the learning probability keeps constant at 1 for all particles. By contrast, when the
dimensionality becomes larger, the learning probability decreases as the tness value increases
(a higher index in the sorted swarm) or as the dimensionality (n) becomes higher. It could also
be noticed that, under the inuence of   log() function, the probability curves decrease sharply
at the very beginning whilst more gently with the increase of n.
The last parameter that remains to be specied is the social inuence factor . Typically, the
diculty in convergence is proportional to the search dimensionality, because the convergence
of a whole swarm requires the convergence of each dimension in each particle's behavior vector.
Based on this observation, the social inuence factor  is specied as follows:
 =   n
M
; (3.21)
which means that  is proportional to the problem dimension. Since  controls the inuence of
the swarm-level mean behavior, premature convergence to the mean behavior (rather than the
best behavior) could occur if the value of this parameter is set too big. Therefore, a small value
of  = 0:01 is used in this work.
In summary, the swarm size m, the learning probability PLi , and the social inuence factor
 are set up based on the search dimensionality with an aim to achieve a good balance between
convergence and diversity. Typical values for n0,  and  are recommended and our results
show that the proposed SL-PSO is able to perform robustly on problems of various search
dimensionality scales without additional ne tuning of the parameters. The pseudocode of the
proposed SL-PSO is summarized in Algorithm 2.
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Algorithm 2 The pseudocode of the proposed SL-PSO. t is the generation number. Unless
otherwise specied, the termination condition is the maximum number of tness evaluations.
1: /*initialization*/
2: t = 0;
3: n0 = 100,  = 0:5,  = 0:01;
4: m = n0 + b n10c; // refer to (3.19)
5:  =   nN ; // refer to (3.21)
6: for i = 1 to m do
7: randomly initialize behavior Xi in P (0);
8: PLi = (1  i 1m )log(d
n
M
e); // refer to (3.17)
9: end for
10: /*main loop, refer to Fig. 3.6*/
11: while termination condition is not satised do
12: /*tness evaluation*/
13: for i = 1 to m do
14: Fi = f(xi(t)); //f(x) is the objective function
15: end for
16: update best solution x;
17: /*behavior learning, refer to Fig. 3.7*/
18: sort P (t) according to behavior tness values in F ;
19: for i = 1 to m  1 do
20: /*correct behavior xi(t) according to (3.16)(3.17)(3.18)*/
21: pi(t) = randr(0; 1); //randr(a; b) generates a random real value between a and b
22: if pi(t)  PLi then
23: for j = 1 to n do
24: k = randi(i+ 1;m); //randi(A;B) generates a random integer between A and B
25: vi;j(t+ 1) = R1(t) vi;j(t) + Ii;j(t) +  Ci;j(t);
26: xi;j(t+ 1) = xi;j(t) + vi;j(t+ 1);
27: end for
28: end if
29: end for
30: t = t+ 1;
31: end while
32: output x as the nal solution.
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3.3.3 Convergence Proof
Similar to most theoretical convergence analysis of PSO [160{162], a deterministic implemen-
tation of the proposed SL-PSO is considered to theoretically analyze its convergence property.
It should also be pointed out that the proof does not guarantee a convergence to the global
optimum.
Without loss of generality, the convergence of the whole swarm can be more specically
regarded as the convergence of every dimension in any particle behavior vector. In other words,
the convergence can be satised if and only if there is no more change in any dimension of the
behavior vector of all particles. Theoretically, there should exist an equilibrium to induce such
convergence [163]. To start with, we consider the update of the j-th (1  j  n) dimension
in the behavior vector of particle i (1  i  m), xi;j(t). Once its learning probability satises
pi(t)  PLi , xi;j(t) will be corrected as follows:
xi;j(t+ 1) = xi;j(t) + vi;j(t+ 1): (3.22)
If we substitute (3.18) into (3.17) and replace all random parameters with their expected
value, the following expression can be obtained:
Et[vi;j(t+ 1)] =
1
2
vi;j(t)
+
1
2
(xk;j(t)  xi;j(t))
+
1
2
 (xj(t)  xi;j(t));
(3.23)
where 12 is the expected value of R1(t), R2(t) and R3(t).
In this way, the convergence proof of the proposed SL-PSO can be reduced to a convergence
proof of the dynamic system described by (3.22) and (3.23).
Theorem 1. The dynamic system described by (3.22) and (3.23) converges to an equilibrium.
Proof. Let
 =
1 + 
2
;
p(t) =
1
1 + 
xk;j(t) +

1 + 
xi;j(t);
(3.24)
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then (3.22) and (3.23) can be rewritten together into:
Et[vi;j(t+ 1)] =
1
2
Et[vi;j(t)] + (p(t)  xi;j(t));
xi;j(t+ 1) = xi;j(t) + Et[vi;j(t)]:
(3.25)
The search dynamics described in (3.25) can be seen as a dynamical system, and the conver-
gence analysis of the system can be conducted by using the well established theories on stability
analysis in dynamical systems. To this end, we rewrite system (3.25) into the following form:
Y (t+ 1) = AY (t) +Bp(t); (3.26)
where
Y (t) =
264 Et[vi;j(t)]
xi;j(t)
375 ; A =
264 12  
1
2 1  
375 ; B =
264 

375 ; (3.27)
where A is called state matrix in dynamical system theory, p(t) is called external input that
drives the particle behavior vector to a specic status and B is called input matrix that controls
external eect on the dynamics of the particle behavior.
If there exists an equilibrium Y  that satises Y (t + 1) = Y (t) for any t, i.e., the dynamic
system is converged, it can be calculated from (3.26) and (3.27) that:
Y  =
264 0
p
375 ; (3.28)
which means that all particles will nally stabilize at the same position, provided that p is a
constant that satises p(t) = p(t+ 1), so that no more correction for xi;j will happen.
From the dynamical system theory point of view, we can know that the convergence property
depends on the eigenvalues of the state matrix A:
2   (3
2
  )+ 1
2
= 0; (3.29)
where the eigenvalues are: 8>><>>:
1 =
3
4   2 +
q
( 3
2
 )2 2
2
2 =
3
4   2  
q
( 3
2
 )2 2
2
(3.30)
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The necessary and sucient condition for the convergence, i.e., the equilibrium point is a
stable attractor, is that 1 < 1 and 2 < 1, leading to the result:
 > 0; (3.31)
where if  is substituted by  using (3.24), the condition for convergence on  is:
 >  1: (3.32)
Further, if  is substituted by n using (3.21), the condition becomes:
n >  M

: (3.33)
Therefore, since n > 0 >  M is always satised, the convergence condition of the system
can be guaranteed.
3.3.4 Experimental Comparisons
The proposed SL-PSO has been tested on 47 functions, including 12 widely used basic test
functions [50, 164{167] (f1 to f12, refer to Table A.1 ), 28 functions taken from the whole test
suite for CEC'13 special session on real-parameter optimization (f13 to f40, refer to [168]), and
7 functions taken from the whole test suite for CEC'08 special session on large-scale global
optimization (f41 to f47, refer to [121]), where f13 to f47 are all shifted or rotated functions.
In order to verify the scalability of the proposed SL-PSO, test functions of dierent dimen-
sions have been used in the experiments. Firstly, the proposed SL-PSO is tested on twelve 30-D
functions (f1 to f12) and 28 50-D functions (f13 to f40) in comparison with ve widely reported
PSO variants proposed for low-dimensional optimization. Afterwards, SL-PSO is further tested
on (f41 to f47 by setting the search dimensionality to 100-D, 500-D and 1000-D, respectively.
For comparison, ve representative meta-heuristic algorithms specically designed for large-scale
optimization problems have been tested.
All experimental results are obtained from 30 independent runs. The experiments have
been conducted on a PC with an Intel Core i3-2328 2.2GHz CPU and Microsoft Windows 7
Enterprize SP1 64-bit operating system. In the experiments on low-dimensional test problems,
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the proposed SL-PSO and the compared PSO variants are implemented in Matlab 2010a. For the
experiments on high-dimensional (large-scale) optimization problems, SL-PSO is implemented
in C with Microsoft Visual Studio 2010 Enterprize for better computational eciency.
It should also be noted that, thanks to the dimension-dependent parameter control strategy
introduced in Section 3.3.2, no additional parameter settings for SL-PSO are needed. The
termination condition, which is also the baseline for comparison, is the maximum number of
tness evaluations (FEs).
Table 3.13. Parameter settings for the compared PSO variants
Algorithm Parameter Settings
GPSO ! = 0:9 0:4; c1 = c2 = 2:0
LPSO ! = 0:9 0:4; c1 = c2 = 2:0
FIPS  = 0:729;
P
ci = 4:1
DMS-PSO ! = 0:729; c1 = c2 = 1:49445;m = 3; R = 15
CLPSO ! = 0:9 0:7; c1 = c2 = 1:49445
In the experiments on low-dimensional optimization problems, ve representative PSO vari-
ants have been chosen to compare with the proposed SL-PSO, including the global version PSO
(GPSO) [32], the local version PSO (LPSO) [53], the fully informed PSO (FIPS) [54], the dy-
namic multi-swarm PSO (DMS-PSO) [57] and the comprehensive learning PSO (CLPSO) [55].
The parameter settings for these PSO variants are summarized in Table 3.13.
Firstly, the proposed SL-PSO and the ve PSO variants are tested on the 12 basic functions
(f1 to f12), among which f1 to f5 are uni-modal functions, f6 is a step function whose minimum
is non-continuous, and f7 to f12 are multi-modal functions. The dimension of these functions is
set to 30 and the termination condition of each algorithm is met when a maximum number of
2 105 tness evaluations is exhausted.
The results yielded by the proposed SL-PSO and the PSO variants on f1 to f12 are sum-
marized in Table 3.14. In each row of the table, the mean values averaged over 30 independent
runs are listed in the rst line, and the standard deviations are listed in the second line. Two-
tailed t-test is performed with a signicance level  = 0:05. In the table, if SL-PSO statistically
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Table 3.14. Optimization errors on 12 basic test functions.
30-D SL-PSO GPSO LPSO FIPS DMS-PSO CLPSO
f1
4.24E 90
+
1.25E 61
=
8.48E 35
+
6.20E 70
=
3.30E 14
+
4.76E 19
5.26E 90 2.82E 61 2.85E 34 1.44E 69 1.27E 13 1.92E 19
f2
1.50E 46
+
7.33E+00
=
6.67E 01
+
1.13E 38
+
8.48E 11
+
7.54E 12
5.34E 47 1.39E+01 2.58E+00 5.70E 39 1.84E 10 2.50E 12
f3
4.66E 07
+
4.22E+03
+
3.65E 01
+
1.21E+00
+
9.79E+01
+
1.13E+03
2.48E 07 5.08E+03 3.83E 01 6.59E 01 7.31E+01 2.89E+02
f4
1.17E 24
+
8.49E 07
+
4.42E 05
+
2.37E+00
+
1.90E+00
+
4.31E+00
8.37E 25 1.01E 06 2.32E 05 1.17E+00 7.85E 01 6.84E 01
f5
2.15E+01
+
6.05E+03
+
5.18E+01
+
3.53E+01
+
5.60E+01
 
9.28E+00
3.41E+00 2.32E+04 3.68E+01 2.71E+01 3.28E+01 1.03E+01
f6
0.00E+00
=
0.00E+00
=
0.00E+00
=
0.00E+00
+
5.33E 01
=
0.00E+00
0.00E+00 0.00E+00 0.00E+00 0.00E+00 9.15E 01 0.00E+00
f7
1.50E+03
+
5.62E+03
+
3.07E+03
+
2.98E+03
 
5.74E 08
 
6.06E 13
9.10E+01 2.19E+03 7.80E+02 7.87E+02 6.02E 10 8.88E 13
f8
1.55E+01
+
4.65E+01
+
5.02E+01
+
3.86E+01
 
2.70E 13
 
5.83E 09
3.19E+00 2.55E+01 2.25E+01 1.04E+01 8.41E 13 5.02E 09
f9
5.51E 15
+
1.36E 14
+
7.67E+00
+
6.69E 15
+
6.11E 09
+
2.99E 10
1.59E 15 4.34E 15 9.79E+00 1.83E 15 1.89E 08 9.47E 11
f10
0.00E+00
+
1.21E 02
+
2.46E 03
+
2.07E 13
+
1.76E 02
+
8.40E 12
0.00E+00 1.58E 02 6.64E 03 5.03E 13 2.56E 02 1.45E 11
f11
1.57E 32
=
6.91E 03
=
1.57E 32
=
1.57E 32
=
9.32E 15
+
3.61E 20
0.00E+00 2.68E 02 2.83E 48 2.83E 48 3.61E 14 1.87E 20
f12
1.35E 32
=
7.32E 04
=
7.32E 04
=
1.35E 32
=
1.47E 03
+
3.31E 19
0.00E+00 2.84E 03 2.84E 03 2.83E 48 3.87E 03 8.67E 20
+= = =  8/4/0 6/6/0 9/3/0 7/3/2 8/1/3
80 CHAPTER 3. COMPETITIVE AND SOCIAL LEARNING PSO
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 105
10−100
10−80
10−60
10−40
10−20
100
1020
FEs
Fi
tn
es
s 
Er
ro
r
 
 
SL−PSO
GPSO
LPSO
FIPS
DMS−PSO
CLPSO
(a) f1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 105
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
102
104
FEs
Fi
tn
es
s 
Er
ro
r
 
 
SL−PSO
GPSO
LPSO
FIPS
DMS−PSO
CLPSO
(b) f11
Figure 3.9. The convergence proles.
signicantly outperforms another algorithm, a bold `+' is labeled in front of the corresponding
result obtained by this algorithm; if there is no signicance between SL-PSO and the compared
algorithm, a `=' is labeled and if SL-PSO is outperformed, a ` ' is labeled. At the bottom of
each table that contains the statistical results, a summary of total number of `+', `=' and ` '
is listed. In addition, the best results obtained for each function are highlighted in bold. Note
that all results are optimization errors, i.e., the dierence between the nally obtained tness
values and the global optimum values. The same presentation format is used in all tables listing
the comparative results.
In general, SL-PSO has shown the best performance on 9 out of 12 functions (f1 to f4, f6
and f9 to f12), including four uni-modal functions and ve multi-modal functions. Although
DMS-PSO and CLPSO have both shown outstanding performance on f7 and f8, SL-PSO has
outperformed them on almost all the other functions, which indicates that SL-PSO has better
overall performance on this test suite. On the one hand, SL-PSO has maintained the merit
of fast convergence feature of PSO, which can be conrmed by its performance on the uni-
modal functions like f1; on the other hand, its performance on multi-modal functions has been
enhanced, which can be demonstrated by its performance on f9 to f12. In order to further justify
the above conclusion, the convergence proles of one typical uni-modal function (f1) and one
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typical multi-modal function (f11) are plotted in Fig.3.9. It can be seen that, the convergence
speed of SL-PSO ranks rst on both functions. On the contrary, the convergence speed of
DMS-PSO and CLPSO are slower, even in comparison with the GPSO and LPSO, which are
two basic PSO variants. In other words, the high performance of DMS-PSO and CLPSO on
some multi-modal problems (e.g. f7 and f8 ) might have been achieved by sacricing the fast
convergence feature of PSO. In addition, although GPSO, LPSO and FIPS have shown fast
convergence on f1, they suer premature convergence on multi-modal functions like f11.
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Figure 3.10. The averaged computational time.
In order to further verify the robustness of the proposed SL-PSO, the whole function suite
(denoted from f13 to f40) proposed in the CEC'13 special session [168] has been taken for
comparative studies in this work. The test suite consists of ve uni-modal functions (f13 to
f17), 15 multi-modal functions (f18 to f32) and eight composition functions (f33 to f40). All
the functions are shifted or rotated to increase their complexity. In this group of tests, the
dimension of the functions is set to 50 and the termination condition of each algorithm is a
maximum number of 2:5 105 tness evaluations.
As the results shown in Table 3.15, the proposed SL-PSO still shows the best overall perfor-
mance compared with the ve PSO variants. Among the 28 functions, SL-PSO has yielded the
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Table 3.15. Optimization errors on CEC'13 functions.
50-D SL-PSO GPSO LPSO FIPS DMS-PSO CLPSO
f13
2.05E 13
+
5.29E+03
+
2.34E+02
+
4.55E 13
+
8.27E 06
+
5.91E 13
7.19E 14 5.37E+03 3.20E+02 0.00E+00 1.12E 05 1.25E 13
f14
2.22E+06
+
8.34E+07
+
5.12E+07
+
2.71E+07
+
1.11E+07
+
6.55E+07
5.90E+05 9.54E+07 5.60E+07 5.01E+06 5.91E+06 9.86E+06
f15
1.31E+07
+
9.81E+10
+
4.96E+08
+
6.61E+08
+
3.58E+08
+
5.92E+09
2.13E+07 5.91E+10 2.03E+08 2.82E+08 1.74E+08 1.69E+09
f16
3.82E+04
 
1.58E+04
 
2.44E+04
+
4.26E+04
 
3.21E+04
+
6.47E+04
3.11E+03 1.39E+04 4.82E+03 7.63E+03 2.26E+03 1.06E+04
f17
1.82E 13
+
1.59E+03
+
4.88E+02
+
5.68E 13
+
5.32E 04
+
5.26E 09
6.23E 14 9.92E+02 3.52E+02 8.14E 14 5.69E 04 2.03E 09
f18
4.52E+01
+
4.88E+02
+
1.14E+02
=
4.55E+01
+
4.74E+01
+
4.79E+01
2.33E+00 6.51E+02 9.30E+01 1.13E+00 7.84E 01 4.30E 01
f19
7.49E+00
+
1.63E+02
+
1.83E+02
+
9.38E+01
+
5.63E+01
+
1.14E+02
1.51E+00 4.06E+01 3.41E+01 6.94E+00 7.67E+00 1.06E+01
f20
2.12E+01
=
2.12E+01
 
2.11E+01
=
2.12E+01
=
2.12E+01
=
2.12E+01
3.44E 02 9.10E 03 4.59E 02 2.51E 02 2.86E 02 5.49E 02
f21
1.82E+01
+
4.43E+01
+
5.03E+01
+
5.93E+01
+
4.72E+01
+
5.71E+01
1.75E+00 2.67E+00 4.91E+00 2.20E+00 3.48E+00 2.62E+00
f22
2.41E 01
+
1.45E+03
+
3.43E+02
+
2.97E 01
+
6.99E+00
+
2.95E+01
1.06E 01 1.29E+03 2.52E+02 7.31E 02 3.59E+00 8.24E+00
f23
2.65E+01
+
1.56E+02
+
1.24E+02
+
1.32E+02
 
5.92E+00
 
7.97E 05
5.87E+00 8.03E+01 5.87E+01 1.91E+01 3.87E+00 6.60E 05
f24
3.39E+02
=
3.73E+02
 
1.89E+02
+
4.09E+02
 
1.26E+02
=
3.31E+02
2.11E+01 1.89E+02 5.03E+01 1.02E+01 6.61E+01 3.14E+01
f25
3.43E+02
+
5.87E+02
=
3.25E+02
+
4.18E+02
 
2.36E+02
+
4.07E+02
2.45E+01 1.49E+02 5.66E+01 1.89E+01 3.66E+01 3.49E+01
f26
1.08E+03
+
2.59E+03
+
6.53E+03
+
1.07E+04
 
1.87E+01
 
1.44E+02
3.95E+02 1.03E+03 1.89E+03 7.91E+02 1.06E+01 2.65E+01
f27
1.23E+04
 
7.76E+03
 
8.11E+03
+
1.41E+04
 
9.22E+03
 
1.04E+04
3.16E+03 5.53E+02 1.02E+03 3.95E+02 2.75E+03 8.86E+02
f28
3.33E+00
 
2.09E+00
 
2.52E+00
=
3.50E+00
 
2.01E+00
 
2.82E+00
3.27E 01 3.48E 01 3.98E 01 3.54E 01 8.40E 01 6.00E 01
f29
3.70E+02
=
3.46E+02
 
1.18E+02
 
3.56E+02
 
6.47E+01
 
6.28E+01
1.41E+01 1.94E+02 2.21E+01 3.25E+01 3.58E+00 1.42E+00
f30
3.97E+02
 
3.45E+02
 
2.57E+02
+
4.44E+02
 
2.08E+02
+
4.52E+02
9.63E+00 7.95E+01 7.24E+01 1.59E+01 9.37E+01 1.86E+01
f31
9.18E+00
+
4.36E+04
+
6.44E+01
+
2.94E+01
 
4.15E+00
 
3.92E+00
5.24E+00 5.87E+04 8.74E+01 1.72E+00 1.12E+00 6.39E 01
f32
2.24E+01
=
2.22E+01
 
2.12E+01
 
2.17E+01
+
2.35E+01
+
2.38E+01
3.47E 01 1.06E+00 5.65E 01 4.98E 01 1.01E+00 5.50E 01
f33
7.60E+02
=
9.33E+02
+
1.19E+03
 
3.62E+02
=
7.88E+02
 
4.91E+02
4.06E+02 1.27E+03 1.83E+02 2.73E+02 4.22E+02 2.19E+02
f34
1.14E+03
+
4.25E+03
+
6.79E+03
+
1.05E+04
 
5.54E+01
 
6.07E+02
3.05E+02 5.37E+02 7.83E+02 1.04E+03 4.76E+01 1.45E+02
f35
1.10E+04
=
1.06E+04
=
9.56E+03
+
1.46E+04
 
7.95E+03
=
1.15E+04
4.27E+03 1.34E+03 1.94E+03 2.37E+02 1.06E+03 8.47E+02
f36
2.46E+02
+
3.37E+02
+
3.62E+02
+
3.37E+02
+
2.71E+02
+
3.55E+02
8.35E+00 2.57E+01 4.02E+00 9.04E+00 1.50E+01 3.28E+00
f37
2.94E+02
+
4.81E+02
+
3.80E+02
+
3.73E+02
+
3.29E+02
+
3.94E+02
8.23E+00 1.00E+01 8.25E+00 1.57E+01 1.18E+01 8.18E+00
f38
3.35E+02
+
4.17E+02
+
4.45E+02
 
2.50E+02
+
3.88E+02
 
2.07E+02
7.91E+00 1.74E+01 4.01E+00 1.07E+02 2.62E+01 1.30E+00
f39
7.29E+02
+
1.68E+03
+
1.81E+03
+
1.74E+03
+
1.19E+03
+
1.87E+03
8.12E+01 9.36E+01 4.35E+01 1.30E+02 8.34E+01 6.00E+01
f40
4.00E+02
+
4.33E+03
+
3.17E+03
+
4.00E+02
+
1.68E+03
+
4.00E+02
2.05E 13 9.57E+02 1.59E+03 6.00E 03 1.75E+03 1.22E 02
+= = =  18/6/4 18/2/8 21/3/4 14/2/12 16/3/9
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Table 3.16. The details of functions on which DMS-PSO and CLPSO have yielded best
performance.
Function Number Detail
f23 Rastrigin's Function
f24 Rotated Rastrigin's Function
f25 Non-Continuous Rotated Rastrigin's Function
f26 Schwefel's Function
f27 Rotated Schwefel's Function
f28 Rotated Katsuura Function
f29 Lunacek Bi Rastrigin Function
f30 Rotated Lunacek Bi Rastrigin Function
f31 Expanded Griewank's plus Rosenbrock's Function
f34 Composition Function of Schwefel's Function (f26)
f35 Composition Function of Rotated Schwefel's Function (f27)
best results on 12 of them (f13 to f15, f17 to f19, f21, f22, f36, f37, f39 and f40). In comparison,
GPSO and LPSO performs best on f16, f27 and f20, f32, respectively; FIPS performs best on
f33; DMS-PSO performs best on seven functions (f24 to f26, f28, f30, f34 and f35); and CLPSO
performs best on f24, f29 and f31. It can be seen that DMS-PSO and CLPSO still have shown
the most competitive performance in comparison with the rest three PSO variants, because they
have yielded most of the best results from f23 to f35. For a clearer observation on those functions
where DMS-PSO and CLPSO perform best, Table 3.16 has listed the function details. In can
be seen that among the 11 functions, nine of them are the variants of Schwefel's function (f7)
and Rastrigin's function (f8), which are precisely the two test functions on which DMS-PSO
and CLPSO have shown best performance in the previous set of experiments on the 12 basic
functions, refer to Table A.1 and Table 3.14. It seems that DMS-PSO and CLPSO can perform
particularly well on these two functions, on which SL-PSO performs relatively poorly. However,
except for the variants of these two functions, SL-PSO shows signicantly better overall perfor-
mance on the rest of the test functions. More importantly, the more competitive performance of
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Table 3.17. Optimization errors on CEC'08 functions (100-D).
100-D SL-PSO CCPSO2 MLCC sep-CMA-ES DMS-L-PSO EPUS-PSO
f41
1.09E 27
+
7.73E 14
+
6.82E 14
+
9.02E 15
 
0.00E+00
+
7.47E 01
3.50E 28 3.23E 14 2.32E 14 5.53E 15 0.00E+00 1.70E 01
f42
9.45E 06
+
6.08E+00
+
2.53E+01
+
2.31E+01
+
3.65E+00
+
1.86E+01
4.97E 06 7.83E+00 8.73E+00 1.39E+01 7.30E 01 2.26E+00
f43
5.74E+02
=
4.23E+02
 
1.50E+02
 
4.31E+00
 
2.83E+02
+
4.99E+03
1.67E+02 8.65E+02 5.72E+01 1.26E+01 9.40E+02 5.35E+03
f44
7.46E+01
 
3.98E 02
 
4.39E 13
+
2.78E+02
+
1.83E+02
+
4.71E+02
1.21E+01 1.99E 01 9.21E 14 3.43E+01 2.16E+01 5.94E+01
f45
0.00E+00
+
3.45E 03
+
3.41E 14
=
2.96E 04
=
0.00E+00
+
3.72E 01
0.00E+00 4.88E 03 1.16E 14 1.48E 03 0.00E+00 5.60E 02
f46
2.10E 14
+
1.44E 13
+
1.11E 13
+
2.12E+01
 
0.00E+00
+
2.06E+00
5.22E 15 3.06E 14 7.87E 15 4.02E 01 0.00E+00 4.40E 01
f47
-1.48E+03
 
-1.50E+03
 
-1.54E+03
+
-1.39E+03
+
-1.14E+03
+
-8.55E+02
1.90E+01 1.04E+01 2.52E+00 2.64E+01 8.48E+00 1.35E+01
+= = =  4/1/2 4/0/3 5/1/1 3/1/3 7/0/0
SL-PSO has been achieved without sacricing the computational eciency of the classical PSO.
This is clearly supported by the averaged computational times of the six compared algorithms
summarized in Fig. 3.10. From the gure, we can see that SL-PSO has the lowest computational
time among the six PSO variants, even lower than the GPSO and LPSO, which are two basic
PSO variants.
In the optimization of low-dimensional (30-D and 50-D) problems, SL-PSO has shown robust
performance on 40 benchmark functions in comparison with ve representative PSO variants, in
addition to its high computational eciency. However, we are keen to further investigate its per-
formance on large-scale (high-dimensional) optimization problems, whose search dimensionality
is normally larger than 100. For this purpose, SL-PSO is tested on a large-scale optimization
test set (denoted as f41 to f47), which was proposed in the CEC'08 special session on large-scale
optimization [121]. The dimension has been set to 100, 500, and 1000, respectively. Correspond-
ingly, a maximum number of 5000  n tness evaluations is set as the termination condition,
where n is the search dimensionality of the test problem.
In order to properly evaluate the performance of the proposed SL-PSO for large-scale opti-
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Table 3.18. Optimization errors on CEC'08 functions (500-D).
500-D SL-PSO CCPSO2 MLCC sep-CMA-ES DMS-L-PSO EPUS-PSO
f41
7.24E 24
+
7.73E 14
+
4.30E 13
+
2.25E 14
 
0.00E+00
+
8.45E+01
2.05E 25 3.23E 14 3.31E 14 6.10E 15 0.00E+00 6.40E+00
f42
3.47E+01
+
5.79E+01
+
6.67E+01
+
2.12E+02
+
6.89E+01
+
4.35E+01
1.03E+00 4.21E+01 5.70E+00 1.74E+01 2.01E+00 5.51E 01
f43
6.10E+02
+
7.24E+02
+
9.25E+02
 
2.93E+02
+
4.67E+07
+
5.77E+04
1.87E+02 1.54E+02 1.73E+02 3.59E+01 5.87E+06 8.04E+03
f44
2.72E+03
 
3.98E 02
 
1.79E 11
+
2.18E+03
+
1.61E+03
+
3.49E+03
3.25E+02 1.99E 01 6.31E 11 1.51E+02 1.04E+02 1.12E+02
f45
3.33E 16
=
1.18E 03
+
2.13E 13
=
7.88E 04
 
0.00E+00
+
1.64E+00
0.00E+00 4.61E 03 2.48E 14 2.82E 03 0.00E+00 4.69E 02
f46
1.46E 13
+
5.34E 13
+
5.34E 13
+
2.15E+01
+
2.00E+00
+
6.64E+00
2.95E 15 8.61E 14 7.01E 14 3.10E 01 9.66E 02 4.49E 01
f47
-5.94E+03
 
-7.23E+03
 
-7.43E+03
 
-6.37E+03
+
-4.20E+03
+
-3.51E+03
1.72E+02 4.16E+01 8.03E+00 7.59E+01 1.29E+01 2.10E+01
+= = =  4/1/2 5/0/2 4/1/2 5/0/2 7/0/0
Table 3.19. Optimization errors on CEC'08 functions (1000-D).
1000-D SL-PSO CCPSO2 MLCC sep-CMA-ES DMS-L-PSO EPUS-PSO
f41
7.10E 23
+
5.18E 13
+
8.46E 13
+
7.81E 15
 
0.00E+00
+
5.53E+02
1.40E 24 9.61E 14 5.01E 14 1.52E 15 0.00E+00 2.86E+01
f42
8.87E+01
=
7.82E+01
+
1.09E+02
+
3.65E+02
+
9.15E+01
 
4.66E+01
5.25E+00 4.25E+01 4.75E+00 9.02E+00 7.14E 01 4.00E 01
f43
1.04E+03
+
1.33E+03
+
1.80E+03
=
9.10E+02
+
8.98E+09
+
8.37E+05
5.14E+01 2.63E+02 1.58E+02 4.54E+01 4.39E+08 1.52E+05
f44
5.89E+02
 
1.99E 01
 
1.37E 10
+
5.31E+03
+
3.84E+03
+
7.58E+03
9.26E+00 4.06E 01 3.37E 10 2.48E+02 1.71E+02 1.51E+02
f45
4.44E 16
+
1.18E 03
+
4.18E 13
=
3.94E 04
 
0.00E+00
+
5.89E+00
0.00E+00 3.27E 03 2.78E 14 1.97E 03 0.00E+00 3.91E 01
f46
3.44E 13
+
1.02E 12
+
1.06E 12
+
2.15E+01
+
7.76E+00
+
1.89E+01
5.32E 15 1.68E 13 7.68E 14 3.19E 01 8.92E 02 2.49E+00
f47
-1.30E+04
 
-1.43E+04
 
-1.47E+04
+
-1.25E+04
+
-7.50E+03
+
-6.62E+03
1.04E+02 8.27E+01 1.51E+01 9.36E+01 1.63E+01 3.18E+01
+= = =  4/1/2 5/0/2 5/2/0 5/0/2 6/1/0
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mization, ve algorithms specically tailored for large-scale optimization have been chosen for
comparisons, including CCPSO2 [59], sep-CMA-ES [146], EPUS-PSO [169], and MLCC [145].
Among the ve algorithms, CCPSO2 is the most recently proposed state-of-the-art for large-
scale optimization, which belongs to the cooperative coevolution (CC) framework [123] for large-
scale optimization [59], where a random grouping strategy is adopted based on the idea of
divide-and-conquer [147]. Similarly, multi-level cooperative coevolution (MLCC) has also been
proposed belonging to the CC framework [145], where a self-adaptive neighborhood search dif-
ferential evolution variant is used instead of PSO as the core algorithm [170]. The sep-CMA-ES
is an extension of the original CMA-ES algorithm [148], which has been shown more ecient
and fairly scalable to some high-dimensional test functions up to 1000-D [146]. EPUS-PSO is
another PSO variant which adjusts the swarm size according to the search results [169], and
DMS-L-PSO is the DMS-PSO enhanced with a local search operator [171].
As shown from the experimental results summarized in Table 3.17 to Table 3.19, the proposed
SL-PSO continues to exhibit the best overall performance on the 100-D, 500-D and 1000-D
functions. Among all the compared algorithms, CCPSO2, MLCC and sep-CMA-ES have shown
comparable performance as SL-PSO on the rest ve test functions except for f41 and f45, whilst
signicantly outperform the other two algorithms. However, the DMS-L-PSO is always able to
nd the real global optimum of f41 and f45, regardless of the dimension, although it performs not
so well on the other ve test functions. The performance of the proposed SL-PSO on large-scale
optimization problems is surprisingly good, because there is no specic mechanism for large-
scale optimization such as the divide-and-conquer or the CC framework adopted in SL-PSO. We
conjecture that the good scalability of SL-PSO might be attributed to the following two reasons.
First, the social learning mechanism allows the particles to interactively and dynamically learn
from each other, thereby maintaining a proper level of swarm diversity needed for handling
large-scale problems. Second, the dimension-dependent parameter control strategy might have
contributed to the scalability.
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3.4 Summary
In this chapter, we have introduced two PSO variants for solving L-SOPs. Unlike traditional
PSO, there is no gbest or pbest used in the update strategy in the two proposed PSO variants,
and instead, the particles are made to learn from the other better particles in the current swarm.
The rst PSO variant is known as the CSO,which is proposed on the basis of a pairwise com-
petition mechanism. Empirical analysis of search dynamics is given to understand the search
mechanisms of CSO. Despite its simplicity in algorithmic implementation, our comparative s-
tudies conducted on 100-D, 500-D, 1000-D, 2000-D and 5000-D CEC'08 benchmark problems
demonstrate that CSO performs well on these L-SOPs. In addition, we have empirically inves-
tigated the inuence of neighborhood control on the swarm diversity and search performance of
CSO, which suggests that neighborhood control can enhance diversity and therefore enables the
adoption of a smaller swarm size for large optimization problems.
The second PSO variant is known as the SL-PSO, which is inspired by mechanisms in social
learning of animals. Extensive experiments have been conducted to compare the performance
of the proposed SL-PSO rst with ve representative PSO variants on 40 low-dimensional test
functions and then with another ve state-of-the-art nature inspired optimization algorithms
proposed for large-scale optimization on seven high-dimensional test functions. The experimental
results indicate that SL-PSO shows consistent performance without ne tuning of the parameters
on a large number of test problems, including both low-dimensional SOPs and L-SOPs.
In summary, compared to most state-of-the-art nature inspired optimization algorithms, CSO
and SL-PSO are easy to implement, computationally ecient and requires little cumbersome
ne-tuning of the control parameters. These properties make it very appealing for solving
real-world problems, where little problem-specic knowledge is available and ne-tuning of the
control parameters is less likely, if not impossible.
It is worth noting that, although the two proposed PSO variants are both applicable to the
optimization of L-SOPs, it is suggested to apply SL-PSO in the optimization of small/median-
scale L-SOPs, because SL-PSO has a well designed dimension-dependent parameter control;
while for CSO, whose scalability has been challenged up to 5000 dimensions, is specially tailored
for large-scale L-SOPs.
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While CSO and SL-PSO are designed for solving L-SOPs which are only single-objective,
in the next chapter, we will present the details of the IM-MOEA proposed for solving L-MOPs
which involve two or three objectives.
Chapter 4
Inverse Model Based Evolutionary
Multi-objective Optimization
4.1 Introduction
Most MOEAs focus on the development of an eective tness calculation or selection strategy
when adapting single-objective EAs to solving MOEAs. Not much attention has been paid to
designing eective reproduction strategies that explicitly exploit the connectedness and regular-
ity in the distribution of Pareto optimal solutions [11]. However, many local search strategies,
such as the restricted mating strategy [172] and many others [173{175] have implicitly taken ad-
vantage of the connectedness property to enhance the search eciency. Another class of MOEAs
that are believed to be able to learn problem structures is the estimation of distribution algo-
rithms (EDAs) [176{178]. Instead of using traditional reproduction operators such as crossover
and mutation, EDAs build probabilistic models to estimate the distribution of promising can-
didate solutions, and then new candidate solutions are generated by sampling the models.
Whereas many multi-objective EDAs are directly adapted from single-objective EDAs [179{
181], several algorithms have also been proposed to take the distinctive properties of MOPs into
considerations. For example, a Voronoi-based estimation of distribution algorithm for multi-
objective optimization was suggested to make use of all the candidate solutions in dierent
fronts [182], while in [183,184], a mixture distribution based multi-objective EDA was proposed
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to preserve population diversity. Recently, a multi-objective EDA based on joint modeling of
objectives and variables [185] was reported, which is able to capture the dependencies between
decision variables, as most EDAs do, between objectives, and decision variables and objectives.
It is well aware that EDAs using joint probability distribution models require a large popula-
tion for high-dimensional optimization problems. In addition to regularization techniques [186]
for single-objective optimization, many multi-objective EDAs have been designed by taking
advantage of the regularity in distributions of Pareto optimal solutions in both the decision
and objective space [11, 187, 188], which is unique to MOPs. One specic observation relat-
ed to regularity is the Karush-Kuhn-Tucker (KKT) condition, indicating that both PF and
PS are (m   1)-D piecewise continuous manifolds [189] for m-objective optimization problem
under certain mild conditions. To explicitly exploit this regularity property, a multi-objective
EDA, termed the regularity model-based multi-objective estimation of distribution algorithm
(RM-MEDA), was proposed in [12]. In RM-MEDA, the decision vectors are mapped from the
n-dimensional decision space to the (m   1)-D latent space using a local principal component
analysis presented in [190].
In the literature, most existing multi-objective EDAs focus on the estimation of distribution
of the PS in the decision space during the search and still represent the nal Pareto optimal
solutions in form of a set, such as an archive. Little work has been reported on building a
regression model for representing the nal solution set. Some preliminary work was reported
in [11], where piece-wise linear models were built to represent the solution set achieved by an
MOEA, leading to improved quality of the solutions.
An attractive feature of the regularity property is that for any m-objective optimization
problems, both PF and PS are (m -1)-D manifolds, regardless of the dimension of the decision
space. This regularity property has been essential for some model-based approaches such as
RM-MEDA [12]. Most recently, interesting ideas along this line have been reported in [191,192],
where an inverse functional mapping from PF to PS was built based on the approximated PS
obtained by MOEAs at the end of evolutionary optimization. This model was then used to
generate additional non-dominated solutions, thereby enhancing the density of the solutions. It
should be noted that in [191,192] the inverse model is not used during the optimization.
4.1. INTRODUCTION 91
This chapter presents an inverse modeling based multi-objective evolutionary algorithm,
IM-MOEA for short. Dierent from most existing multi-objective EDAs, the proposed IM-
MOEA construct models that map non-dominated solutions from the PF in the objective space
to the PS in the decision space. The original m-input n-output multivariate inverse model is
decomposed into mn univariate models, which signicantly simplies the model building and
removes the need for dimensionality reduction. Each univariate inverse model is then realized
by a Gaussian process [193], which has the advantage of modeling both the global regularity and
the local randomness in the distribution of the non-dominated solutions during the search. A
random grouping method is introduced to reduce the number of needed inverse models, which
considerably enhances the performance of the proposed IM-MOEA on L-MOPs that involve a
large number of decision variables.
It should be noted that inverse modeling itself does not explicitly require the regularity
property. However, if the KKT condition holds, the (m-1)-D PF in the objective space will
be mapped onto the (m-1)-D PS in the decision space. The fact that both the PF and PS
are (m-1)-D will considerably increase the likeliness, although it is not able to guarantee, that
the functional mapping from the PF to PS will be a one-to-one mapping. As will be further
discussed Section 4.2, if the functional mapping from the PF to PS is a one-to-one mapping, the
performance of the proposed algorithm will be much better, although it still works even if this
one-to-one mapping condition is not satised.
Note also that the motivation of the work of IM-MOEA is completely dierent from those
in surrogate-assisted evolutionary algorithms (SAEAs) [194], although some work on SAEAs
also adopted the Gaussian process as surrogates [195]. Briey speaking, surrogate models,
which construct a function mapping from the decision space to objective space, are used to
estimate the tness of candidate solutions. Surrogate models are helpful when no explicit tness
function exists or when the original tness function is computationally very expensive, among
others [196]. By contrast, the inverse models proposed in this work are used to approximate the
distribution of the Pareto optimal solutions, which are then used to generate ospring. Similar
discussions on the dierence between surrogate methods and inverse modeling for multi-objective
optimization can also be found in [191, 192]. In short, the Gaussian models used in our work
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are for generating new candidate solutions rather than for estimating tness values. Therefore,
the proposed method belongs to a class of multi-objective EDAs that use probabilistic models
instead of genetic variations to produce ospring.
The rest of this chapter is organized as follows. In Section 4.2, the basic idea of IM-MOEA
is rst elaborated, followed by the main components of the proposed algorithm in Section 4.3.
Experimental results comparing the performance of the proposed algorithm and four represen-
tative existing MOEAs on 19 test problems are presented in Section 4.4. The eectiveness of
a posteriori generation of additional non-dominated solutions is also demonstrated. Section 4.6
discusses the limitations of potential remedies of IM-MOEA. Finally, Section 4.7 summarizes
this chapter.
4.2 Decomposition of Multivariate Inverse Models
?? ?? 
?(??) 
?(??|??) 
Inverse
Modeling
? Decision Space Objective Space 
?? ?? 
Figure 4.1. A schematic illustration of the basic idea of the proposed IM-MOEA. In the
gure, Xp and Y p are a set of the decision and objective vectors, respectively, denoting the
current parent population. f is the vector of objective functions. To generate ospring, a set of
new objective vectors Y o are sampled from the probability distribution of the parents in the
objective space (P (Y p)). Y o is then mapped back to the decision space using the conditional
probability distribution P (XpjY p) approximated by the estimated inverse model, resulting in a
set of decision variables Xo. Xo and Y o together form the ospring population.
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Traditional EDAs create ospring by building and sampling a probabilistic model of promis-
ing solutions in the decision space. The samples in the decision space are then mapped to the
objective space using the objective functions. By contrast, IM-MOEA estimates the conditional
probability distribution P (XpjY p), given the distributions of the current parents in the decisions
space, denoted by P (Xp), and in the objective space denoted by P (Y p). Here, the conditional
probability P (XpjY p) can be approximated by a probabilistic inverse model mapping Y p back
to Xp, such as a Gaussian process. To create ospring, IM-MOEA starts with generating sam-
ples in the objective space, denoted by Y o, based on the information of the objective values of
the current parent population. Sampling in the objective space oers two benets. First, it is
straightforward to generate evenly distributed solutions in the objective space. Second, it is very
convenient to incorporate user preferences, if available. Once the ospring set Y o are created,
they are mapped back to the decision space using P (XpjY p) using the Bayes' theorem, thereby
completing the generation of the ospring population:
P (Xo) =
P (XpjY p)P (Y o)
P (Y pjXp) ; (4.1)
where P (Y pjXp) is the a priori knowledge, i.e., the objective functions f that map Xp to Y p.
These ospring are combined with the current parent population, from which parents for the
next generation will be selected. The ospring will then be combined with the parents, based
on which parents for the next generation will be selected.??, … , ?? , … , ??  
??, … , ?? , … , ??  
??, … , ?? , … , ??  
??, … , ?? , … , ??  
? ? 
? ? 
?(?|?) ?(??|??) ????????? 
Figure 4.2. Decomposition of the m-input-and-n-output multivariate conditional probability
distribution (probabilistic inverse model) into m n univariate conditional probability
distribution.
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In practice, it is dicult to directly estimate them-input-and-n-output inverse model P (XpjY p),
where m and n are the number of objectives and the number of decision variables, respective-
ly. To ease the task, we decompose the m-input-and- n-output probabilistic inverse model into
m  n univariate models, P (xijfj), where, 1  i  n and 1  j  m, as illustrated in Fig. 4.2.
Firstly, by assuming that xi; i = 1; 2; :::; n are independent, we have
P (XjY ) =
nY
i=1
P (xijY ): (4.2)
Theoretically, this decomposition strictly holds if and only if all decision variables are inde-
pendent of each other. Nevertheless, the limitation resulting from the independence assumption
on the decision variables is alleviated to a great extent due to the random grouping strategy
introduced in inverse modeling, where multiple decision variables are randomly grouped together
to be derived from the same objective using inverse models. This has been evidenced by the very
encouraging results the proposed algorithm has achieved on the test problems whose decision
variables are strongly correlated and the KKT condition is not satised.
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Figure 4.3. An example to show the independent sampling on each objective of a bi-objective
MOP.
At this step, we can build inverse models that map solutions from the entire objective space
(f1; f2; f3; :::; fm) to any decision variable xi; i = 1; 2; :::; n. Unfortunately, we are not able
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to draw samples freely in the whole objective space to generate new solutions that are non-
dominated or Pareto optimal. Instead, we must construct an additional model in the objective
space that can describe the distribution of the estimated PF to constraint the samples. By
contrast, if we build multiple univariate inverse models that map single objectives to single
decision variables, we can then draw new samples freely within a given interval of each objective.
Typically, it is much easier to determine the sampling intervals for each objective than to gure
out distribution of the PF. Due to the above reasons, we rst rewrite (4.2) into the following
form:
P (XjY ) =
nY
i=1
P (xijf1; f2; :::; fj 1; fj ; fj+1; :::; fm); (4.3)
where j = 1; 2; :::;m. If the KKT condition holds, the probability distribution in (4.3) will
depend only on (m  1) objectives. Therefore, we can rewrite the above equation by arbitrarily
removing one of the m-objectives:
P (XjY ) =
nY
i=1
P (xijf1; f2; :::; fj 1; fj+1; :::; fm): (4.4)
Let us now consider two dierent situations. First, for bi-objective optimization problems, if
the KKT condition holds, the dimension of the PF and PS equals 1, i.e., (4.4) can be rewritten
into
P (XjY ) =
nY
i=1
P (xijfj); (4.5)
where j = 1 or j = 2. In other words, for bi-objective optimization problems, n univariate inverse
models can be built to create new candidate solutions by sampling f1 or f2. An illustrative
example is given in Fig. 4.3, where we can see that the whole PF can be generated by sampling
either f1 or f2. It is however advisable to sampling both objectives independently, although one
set of the samples is theoretically redundant. In practice, having one redundant set of samples
can enhance the population diversity of IM-MOEA.
For m  2, (4.4) can no longer be rewritten into (4.5). If the KKT condition holds, xi; i =
1; 2; :::; n may depend on (m 1) objectives. If we divide the entire objective space into a number
of subspaces, (4.4) can be approximated in the following form:
P (XjY ) 
nY
i=1
(P (xijfj) + j;i); (4.6)
96 CHAPTER 4. INVERSE MODEL BASED EVOLUTIONARY MOO
where j = 1; 2; :::;m, m > 2, and j;i is an error term introduced by converting (4.4) into (4.6).
The amount of the approximation error depends on the size and location of the subspace the
inverse model accounts for. For convenience, we assume that j;i  N (0; (n)2) can be captured
by additive Gaussian noise. Consequently, Gaussian processes can be used to construct the
inverse models.
Similar to the bi-objective case, for an m-objective optimization problem, where m > 2, it is
sucient in principle to sample any one of the m  1 objectives. However, we still recommend
to undertake samples on m objectives separately to enhance the population diversity.
From the above discussions, we can see that sampling from each objective separately and
independently is feasible and computationally ecient, although it is not fully equivalent to
sampling from the entire objective space.
4.3 Gaussian Process Based Inverse Modelling
Population Partition
Update
…
 
Inverse Modeling
…
 
…
 
Initialization
Combined 
Population
ParentsOffspring 
Inverse Modeling
Inverse Modeling
Reproduction
…
 
Reproduction
Reproduction
Selection
Figure 4.4. The framework of the proposed IM-MOEA.
The overall algorithm framework and pseudo code, based on the main ideas presented
Fig. 4.1, are presented in Fig. 4.4 and Algorithm 3, respectively. In each generation of IM-
MOEA, the combined population (parent plus ospring) are rst divided into a number of sub-
populations based on predened reference points in the objective space (Line 5 in Algorithm 3).
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Selection will then be performed within each subpopulation (Line 6 in Algorithm 3). IM-MOEA
adopts the elitist non-dominated sorting proposed in NSGA-II [73], which sorts the individuals
in each subpopulation into a number of non-dominated fronts and a crowding distance is calcu-
lated for individuals on the same front. Selection is then performed within each subpopulation
to get the parents of the subpopulation. Then, an inverse model is built for each sub-population
using the selected parents in the subpopulation for reproduction. Ospring individuals repro-
duced by all subpopulations are put together with the parents in the present generation to form
the combined population for the next generation. It can be seen that the main components
of IM-MOEA, including partition of the combined population, inverse modeling and ospring
generation will be described in detail in the following subsections.
4.3.1 Partition of the combined population
?? ?? 
?? 
?? 
?? 
?? 
?? 
Figure 4.5. An illustration of how to associate a candidate solution with a reference vector.
In this case, solution si is associated with reference vector v1 since 1 < 2.
To ease inverse modeling, the combined population is divided into subpopulations based on
a number of predened reference vectors that evenly partition the objective space. In order
to generate uniformly distributed reference vectors, we adopt the approach introduced in [79],
where the details can be found in Appendix C.
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Algorithm 3 The pseudo code of the proposed IM-MOEA.
1: /*initialization*/
2: Initialization: set t = 0, randomly initialize population P (0), dene theK reference vectors
for subpopulation creation;
3: /*main loop*/
4: while termination condition is not satised do
5: Partition of the combined population: partition the combined population P (t) by
associating the solutions with the K predened reference vectors;
6: Non-dominated Sorting and Selection: create sub parent populations
P 1(t); :::; PK(t);
7: for k = 1 to K do
8: Inverse Modeling: for each subpopulation P k(t), apply the random grouping tech-
nique to determine which inverse models are to be built; training a Gaussian process
for each inverse model;
9: Reproduction: reproduce new candidate solutions Ok(t) for each subpopulation by
sampling the objective space and mapping them back to the decision space using the
inverse models; perform mutation on the sampled candidate solutions;
10: end for
11: Update the combined population: P (t+ 1) =
SK
k=1(P
k(t) [Ok(t));
12: t = t+ 1;
13: end while
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Given the predened reference vectors, the combined population is partitioned into K sub-
populations by associating each solution with one reference vector according its positions in the
objective space. For an arbitrary solution si, it is associated with a reference vector vk i the
acute angle between its position in objective space and vk is the minimum among all reference
vectors:
ki = argmin
k=1;:::;K
h sijjsijj ;vki; (4.7)
where operator h sijjsijj ;vki calculates the acute angle between vector
si
jjsijj and vector vk. If the
combined population size is N , the size of each subpopulation is set to Nk = bNK c.
Note that IM-MOEA's strategy for partitioning the combined population into subpopulations
using reference vectors shares some similarity to the method used in MOEA/D for dividing
the population into subpopulations. The main dierence is that while MOEA/D divides the
population in the weight space, the proposed IM-MOEA does it in the objective space. Note
also that the number of reference vectors used in IM-MOEA is usually much smaller than the
number of weight combinations used in MOEA/D. Our empirical results show that 10 reference
vectors is typically sucient for bi-objective and three-objective MOPs
4.3.2 Inverse modeling
In IM-MOEA, a Gaussian process (GP) has been adopted to estimate decomposed univariate
probability distribution, Pk(xijfj); 1  i  n; 1  j  m; 1  k  K, for each subpopulation. It
is clearly seen that, theoretically, m dierent inverse models (probability distribution models)
can be built for each decision variable, which will make the algorithm computationally very
intensive. To address this issue, a random grouping method has been employed to reduce the
number of GP models to be built. In the following, we rst introduce the random grouping
strategy followed by a brief description of the GP model.
Random grouping
The random grouping technique here is inspired by the divide-and-conquer methodology widely
adopted in large scale optimization [123], where random grouping techniques are used to decom-
pose a high-dimensional optimization problems into a number of low-dimensional subproblems.
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Without a prior knowledge of the nonseparability of a problem, it has been shown that ran-
dom grouping is able to increase the probability of allocating correlated decision variable into
one subproblem [59]. This will be very helpful in inverse modeling in IM-MOEA. On the one
hand, it can signicantly reduce the number of inverse models. On the other hand, for decision
variables assigned in the same group, there correlations can be implicitly taken into account,
thereby alleviating the inaccuracy caused by the independence assumption on the decision vari-
ables required in decomposing the m-input-and-n-output multivariate probability distribution
into univariate ones.
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Figure 4.6. An illustration of the random grouping method. In each model group j, a
number of L decision variables are randomly grouped with the j-th objective to build L GP
models. xrj;i denotes the i-th decision variable in the j-th model group. In this way, a number
of m model groups are generated with L GP models inside each of them.
Given m objectives, m groups of inverse models will be built for each subpopulation, where
all models in group j, 1  j  m use fj as the variable. In each group, L decision variables will
be randomly assigned to it to build inverse models using fj as the variable, where L  n is a
parameter to be specied, refer to Fig. 4.6. Note that the random assignment is re-performed in
each generation. For example, for a 10-dimensional three-objective optimization problem, three
groups of models will be generated. If L = 2, then as a result of random assignment in a certain
generation, x2; x4 are assigned to group 1, x1; x6 to group 2, and x5 and x8 to the third group.
Thus, the rst group contains the following two inverse models: P (x2jf1); P (x4jf1), the second
group contains P (x1jf2); P (x6jf2), and the third group has P (x5jf3); P (x8jf3). Consequently,
the current values of the assigned decision variables (x1, x2, x4, x5, x6 and x8) will be replaced
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with new values generated by the inverse models, while the values of the other four decision
variables (x3, x7, x9 and x10) will remain unchanged.
As we can see from the above example, for n-dimensional m-objective problems, the random
group strategy can reduce the number of inverse models from mn to mL, where L is usually
much smaller than n.
Inverse modeling using Gaussian processes
Assume that the population size of the k-th subpopulation is Nk, meaning that there are Nk
individuals (data pairs) in total for training them groups of inverse models in this subpopulation.
In order to increase the population diversity, each group of inverse models are trained using
dierent training data pairs. Therefore, the individuals are approximately evenly and randomly
divided into m groups, each having Nt = bNkm c data for training L GP models. Note that for
the L GP models in each group, the training and sampling procedure will be carried out only
if there are at least two training data points, i.e, Nt  2. Otherwise, no training and sampling
of the GP model will be performed. Denote the training data set for training the inverse model
(P (xijfj)) in the j-th group as Tj;i, then
Tj;i = [fj;xi]; (4.8)
where fj = (f
1
j ; :::; f
Nt
j )
> and xi = (x1i ; :::; x
Nt
i )
>, f lj ; x
l
i are the j-th objective values and i-th
decision value of the l-th individual, 1  l  Nt that are randomly allocated to the j-th group of
models. In the following, we briey show how to estimate the probability distribution P (xijfj)
using a GP model based on the given training data Tj;i.
GPs can be seen as a generalization of the Gaussian probability distribution in the function
space [193,197,198], which is based on the assumption that the latent function is a sample of a
Gaussian stochastic process. In this way, the inverse mapping P (xijfj) can be seen as a latent
function g represented by a number of n arbitrary function variables g = fg1; g2; :::; gNtg that
follow a joint Gaussian distribution [199]:
P (gjfj) = N (g; C) (4.9)
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whereN (g; C) denotes the multivariate Gaussian distribution with mean vector g and covariance
matrix C. P (gjfj) is the conditional probability (regression prediction) with respect to the
training data fj.
Training the GP model means to estimate the conditional probability of P (gjfj), which is
fully specied by the mean function (fj) that calculates the mean value of all the training
data in fj, and the covariance function c(f
p
j ; f
q
j ) that calculates the covariance between any two
training data points fpj and f
q
j , with p; q 2 1; :::; Nt. Without loss of generality, in practice,
the mean function is always set to zero by subtracting an oset that can be obtained from the
training data Tj;i:
P (gjfj) = N (0; C); (4.10)
which reduces the task of training a GP model to the estimation of the covariance matrix C by
choosing suitable covariance functions c(fpj ; f
q
j ). In this work, for computational eciency, the
following simple linear covariance function without parameters is adopted [193]:
c(fpj ; f
q
j ) = f
p>
j f
q
j : (4.11)
By adopting this covariance function, the computational cost of the hyperparameter optimization
can be saved.
Based on the assumption that the observations xi = g(fj) +  are aected by white noise
  N (0; (n)2I), a suitable noise model can be represented by
P (xijg) = N (g; (n)2I); (4.12)
where I is an identity matrix. In this way, the marginal likelihood can be obtained as follows:
P (xijfj) =
Z
P (xijg)P (gjfj)dg = N (0; C + (n)2I): (4.13)
With (4.13), given a test input fj;, the predicted output xi; of the latent function g(fj;) can
be obtained as a Gaussian distribution by applying Bayesian inference, with mean and variance
being calculated as follows:
j;i = C
>
 (C + (n)
2I) 1xi;
(j;i)
2 = C   C> (C + (n)2I) 1C;
(4.14)
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where C = [c(f1j ; f
1
j ); :::; c(f
Nt
j ; f
Nt
j )] is a matrix of covariance parameters between each element
in the training data fj, and C = [c(f1j;; f
1
j ); :::; c(f
Nt
j; ; f
Nt
j )] is a matrix of covariance parameters
between each element in the test input fj; and each element in the training data fj. In this way,
the inverse model P (xijfj) is represented as a set of normal distributions described in (4.14).
In our case, the test input points fj; are directly sampled in the objective space based on the
estimated range of fj . Theoretically, a decision maker would be able to integrate any preference
in generating samples for the test input points. In this work, without loss of generality, the test
input points are uniformly generated within an interval extended from [fminj ; f
max
j ] as follows:
fj; = f
[fminj   0:5j ; fmaxj + 0:5j ]
Ns
g; (4.15)
where Ns is the sample size, f
min
j and f
max
j are the minimum and maximum values among the
elements in the training data fj, respectively, and j = f
max
j   fminj , as shown in Fig. 4.7.
fj
x
i
 
 
±σj,i
µj,i
Tj,i
0.5ξj
0.5ξj
fminj f
max
j
ξj = f
max
j − f
min
j
Figure 4.7. An example of a Gaussian process. The training target is to regress the inverse
mapping from objective fj to decision variable xi given the training data Tj;i. The curve in the
middle of the gure consists of the mean values j;i of the predictions on the test input points
uniformly distributed within [fminj   0:5, fmaxj + 0:5], refer to (4.15), and the dashed area
covers the length of j;i around the mean value curve j;i, which reects the uncertainty of
the prediction on each test input point.
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4.3.3 Reproduction
Once the inverse models learned by the GPs are available, the test input fj;, which are uniformly
generated in the objective space in training the GP, can be mapped to the decision space, xi;.
This can be obtained by adding the mean values j;i = (
1
j;i; :::; 
Ns
j;i ) with Gaussian white noise
z  (N (0; (1j;i)2); :::;N (0; (Nsj;i )2)):
xi; = j;i(fj;) + zj;i; (4.16)
where fj; is the test input as in (4.15), 1j;i; :::; 
Ns
j;i and (
1
j;i)
2; :::; (Nsj;i )
2 are the standard
output of a trained GP model as in (4.14), and Ns is the sample dataset size. For simplicity, Ns
is set equal to the training dataset size Nt, such that the newly generated candidate solutions
xi; = (x1i;; :::x
Ns
i; ) can exactly replace the parent individuals xi = (x
1
i ; :::; x
Nt
i ) in the current
subpopulation. In order to enhance the population diversity, mutation is applied to all the
sampled individuals, which is a common practice in EDAs [200]. In this work, the widely used
polynomial mutation operator is adopted [201], although it is not limited to any particular
mutation operation. However, it should be noted that the proposed IM-MOEA can still achieve
equally good performance on most MOPs without the mutation operator.
4.4 Experimental Comparisons
In this section, the performance of IM-MOEA is compared with four state-of-the-art MOEAs,
including the RM-MEDA [12], an improved version of RM-MEDA [202], denoted as IRM-MEDA
hereafter, a variant of MOEA/D with dierential evolution [1], denoted as MOEA/D-DE here-
after, and NSGA-II [73].
In the following, we will rst introduce the test problems and performance metrics. Then, a
brief introduction to the four compared algorithms is provided together with the experimental
settings. Then we present and discuss the optimization results. Finally, the benet of the inverse-
model based representation of the non-dominated solution is further exploited by generating
solutions a posteriori.
To obtain statistical results, we performed 20 independent runs for each compared algorithm
on each test problem. The termination condition for each algorithm is set to a maximum of
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100,000 tness evaluations for all the test problems. The Wilcoxon rank sum test is adopted to
compare the results obtained by IM-MOEA and those by the other four algorithms at a signi-
cance level of 0.05. In the tables that summarize the statistical results, the rst line presents the
mean values and the second line the standard deviations. As a result of the Wilcoxon rank sum
test, a + labeled in front of a result indicates that the compared algorithm is outperformed by
IM-MOEA; by contrast, a   means that IM-MOEA is outperformed by the compared algorithm;
while a  mean that there is no statistically signicant dierence between the results obtained
by IM-MOEA and the compared algorithm. The best statistical results are all highlighted.
4.4.1 Test Problems
In our experimental studies, we use a total of 19 test problems for comparison. The rst test
suite consists of ten test problems (F1 to F10), which are modied from the test problems
introduced in [12], and the second one is the WFG test suite, containing nine test problems
(WFG1 to WFG9) [130].
The test problems used in [12] were modied from the ZDT [126] and DTLZ [203] test
problems to introduce linear or non-linear correlations between the decision variables by linking
the rst decision variable to the rest, which is very specic. To be more realistic, we revise the
linkages between the decision variables as follows:
xi ! (1 +  i
n
)xi;
x2i ! xi
1
1+ in ;
(4.17)
where i is the index of each decision variable,  and  are two control parameters. The resulting
test problems are summarized in Table A.2, in which the linkage between the variables are
variable specic, controlled by two parameters  and . In this work, we set  = 5 and  = 3,
and the number of decision variables is set to n = 30. Note however, that the Pareto sets of F1
to F10 are still (m - 1)-D manifolds.
By contrast, the dimensionality of the Pareto set of the WFG test problems can be dened to
be higher than (m - 1). In this study, we use three-objective WFG test problems whose Pareto
set has a dimensionality of four. The number of decision variables of the WFG functions is set
to 34 and 104, respectively.
106 CHAPTER 4. INVERSE MODEL BASED EVOLUTIONARY MOO
4.4.2 Performance Indicators
In this work, IGD is used to measure the performance on test problems F1 to F10 (most of
which are bi-objective MOPs), and 500 uniformly distributed points are selected from the PF
of each test problem to be P ; HV is used to measure the performance on the three-objective
WFG test problems, and the reference point y = (2:5; 4:5; 6:5) is used for all instances. The
denitions of IGD and HV can be referred to Appendix B.
4.4.3 MOEAs in Comparison
In this study, we compare IM-MOEA with the following four algorithms.
 RM-MEDA is one of the state-of-the-art multi-objective estimation of distribution algo-
rithms. It is meant to design a reproduction operator by explicitly modeling the regularity
in the distribution of Pareto optimal solutions. RM-MEDA has been shown to outperform
many traditional MOEAs on some of the modied ZDT and DTLZ functions.
 IRM-MEDA is an enhanced variant of RM-MEDA. In IRM-MEDA, a strategy for adapting
the cluster number is suggested to improve the performance of RM-MEDA, where the
number of clusters is predened. It is shown that IRM-MEDA has signicantly better
performance in comparison with RM-MEDA in terms of both search performance and
computational eciency.
 MOEA/D-DE is a popular MOEA based on weighted aggregation, which has been shown to
perform well on various MOPs [204{206]. In this comparative study, we use MOEA/D-DE,
a variant where the simulated binary crossover (SBX) operator is replaced by the crossover
operator in dierential evolution [144]. In addition, a two-level neighborhood control is
used in MOEA/D-DE to control the number of old solutions that can be replaced by a new
solution, such that better population diversity can be maintained. In addition, polynomial
mutation is used.
 NSGA-II is probably the most popular dominance based MOEAs [207{210]. Here, SBX
and polynomial mutation are used for reproduction.
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4.4.4 Parameter Settings
Table 4.1. Parameter settings of the four algorithms in comparison.
Algorithm Parameter settings
RM-MEDA K = 5
IRM-MEDA  = 3180
MOEA/D-DE
T = 20,  = 0:9, nr = 2
pm = 1=n, m = 20
NSGA-II
pc = 1:0, c = 20
pm = 1=n, m = 20
The parameter settings adopted in our studies for the compared algorithms were all recom-
mended by the original papers, as summarized in Table 4.1. For the proposed IM-MOEA, there
are two parameters to be set, i.e., the number of reference vectors K, and the model group size
L. In the studies here, K is set to 10 and L set to 3.
The population size is set to 100 for IM-MOEA, RM-MEDA, IRM-MEDA and NSGA-II.
However, the population size for MOEA/D-DE needs to be specied based on the number of
objectives. As a result, we use 100 and 105 as the population sizes for MOEA/D-DE on bi-
objective and three-objective MOPs, respectively.
4.4.5 Performance on Modied ZDT and DTLZ Test Instances
Table 4.2 summarizes the statistical results in terms of IGD values obtained by the ve algo-
rithms. It can be seen that IM-MOEA shows the best overall performance. The best results
on F1, F4, F6, F8 and F9 are obtained by IM-MOEA. From these results, we can see that
IM-MOEA outperforms the four compared algorithms on F1, F4, F6, F8, and F9. We also
note that the second best performed algorithm is MOEA/D-DE, which shows very competitive
performance on F2, F3, F5 and F7. However, MOEA/D-DE is signicantly outperformed by
IM-MOEA on the two three-objective test problems, F4 and F8. We also nd that IM-MOEA
performs signicantly better than RM-MEDA and IRM-MEDA on all the 10 test problems, and
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Figure 4.8. The non-dominated solutions with the best IGD values obtained by each
algorithm among 20 runs in the objective space on F6.
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Table 4.2. Statistical results of IGD values obtained by IM-MOEA and each algorithm in
comparison on 30-D F1 to F10.
Test instances IM-MOEA RM-MEDA IRM-MEDA MOEA/D-DE NSGA-II
F1
4.044E 03
+
4.795E 03
+
4.903E 03
+
4.154E 03
+
1.558E 02
4.573E 05 1.496E 04 1.875E 04 1.751E 05 6.555E 04
F2
4.261E 03
+
4.555E 03
+
4.629E 03
 
3.899E 03
+
1.845E 02
6.013E 05 2.441E 04 2.348E 04 2.081E 05 2.284E 03
F3
2.199E 03
+
3.518E 03
+
2.603E 03

2.144E 03
+
8.576E 03
1.108E 04 1.386E 03 1.529E 04 1.569E 04 2.349E 03
F4
7.049E 02
+
8.806E 02
+
9.427E 02
+
2.924E 01
+
1.788E 01
2.290E 03 6.837E 03 1.058E 02 2.812E 01 1.206E 02
F5
4.357E 03
+
7.136E 03
+
6.473E 03
 
4.228E 03
+
1.510E 02
7.131E 05 5.365E 04 3.000E 04 1.472E 04 8.974E 04
F6
5.127E 03
+
1.175E 02
+
9.464E 03

5.288E 03
+
1.943E 02
1.709E 04 1.015E 03 1.402E 03 6.279E 04 1.527E 03
F7
2.703E 03
+
1.285E 02
+
6.474E 03
 
2.178E 03
+
7.107E 03
3.672E 04 4.836E 03 2.231E 03 1.069E 04 5.803E 04
F8
8.147E 02
+
1.171E 01
+
1.102E 01
+
1.005E 01
+
5.512E 01
4.396E 03 8.340E 03 4.793E 03 1.007E 02 1.235E 01
F9
5.372E 03
+
3.684E 01
+
1.954E 01
+
3.198E 01
+
2.160E 02
1.053E 03 1.665E 01 2.005E 01 2.003E 02 2.759E 03
F10
1.022E+00
+
5.886E+01
+
3.953E+01
+
3.629E+00
 
2.180E 01
4.395E 01 2.460E+01 7.846E+00 2.065E+00 2.765E 02
+ /  /   10 / 0 / 0 10 / 0 / 0 5 / 2 / 3 9 / 0 / 1
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Figure 4.9. The non-dominated solutions with the best IGD values obtained by each
algorithm among 20 runs in the objective space on F9.
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the performance dierence is even more signicant on the six test problems whose decision vari-
ables are nonlinearly correlated. Note that RM-MEDA and IRM-MEDA have also been shown
very promising on these test problems. In particular, IRM-MEDA has shown very competitive
results on F5 to F10, which have strong nonlinear correlations between the decision variables.
On the other hand, it is interesting to note that NSGA-II outperforms all other compared al-
gorithms on F10, which is a highly multimodal test problem, although it is outperformed by
others on most of the test problems.
The non-dominated solutions achieved by each compared algorithm on F6 and F9 in the run
resulting the best IGD among 20 runs are presented in Fig. 4.8 and Fig. 4.9, respectively. Note
that MOEA/D-DE achieves the best IGD on F6, and naturally, the non-dominated solutions
it achieved show excellent distribution and accuracy on most part of the PF. Nevertheless,
the solutions achieved by IM-MOEA on the left end of the non-dominated front have better
convergence than those achieved by MOEA/D-DE. On F9, IM-MOEA has achieved the best
IGD and the performance dierence between IM-MOEA and the compared algorithms becomes
more apparent if we take a look at the non-dominated solutions shown in Fig. 4.9. By contrast,
the performance of MOEA/D-DE on F9 is not as attractive as on the other test problems.
This might be attributed to the fact that randomly generated candidate solutions of F9 are
strongly non-uniformly distributed in the objective space, which may result in a quick loss
of the diversity of the population, leading to a premature convergence. This issue could be
addressed by introducing a partition mechanism in the objective space, e.g., as the one presented
in MOEA/D-M2M [79].
To examine the convergence speed of the ve algorithms, the convergence proles of the
IGD values on F6 and F9 are plotted in Fig. 4.10 and Fig. 4.11, respectively. It can be seen
that although IM-MOEA converges slower than the compared algorithms when the number of
tness evaluations is smaller than some 20,000. After that, IM-MOEA exceeds the compared
algorithms in convergence. This is reasonable as IM-MOEA needs sucient training samples to
build the inverse models correctly.
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Figure 4.10. Averaged convergence proles of the IGD values for the ve algorithms on F6.
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Figure 4.11. Averaged convergence proles of the IGD values for the ve algorithms on F9.
4.4. EXPERIMENTAL COMPARISONS 113
4.4.6 Performance on the WFG Test Instances
In this section, we compare IM-MOEA with the other four algorithms on three-objective WFG
test problems. To evaluate the scalability of IM-MOEA, two sets of comparisons are conducted,
one using 34-D test problems and the other 104-D.
Table 4.3 summarizes the results with respect to HV values obtained by the ve algorithms
on 34-D instances. It can be seen that IM-MOEA performs statistically signicantly better
than the other four compared algorithms on six out of nine test problems and comparably well
with MOEA/D-DE on WFG3. RM-MEDA outperforms others on WFG2, while MOEA/D-DE
performs the best on WFG6. Table 4.4 shows the optimization results regarding HV values
obtained by the ve algorithms on 104-D instances. Similarly, IM-MOEA performs signicantly
better than others on seven test problems, while RM-MEDA performs the best on WFG1 and
MOEA/D-DE on WFG6. The proposed IM-MOEA continues to scale up well on most instances,
except WFG1 and WFG6. It can be seen that RM-MEDA and IRM-MEDA has good scalability
on WFG1, and MOEA/D-DE scales up well on WFG6.
The non-dominated solutions resulting in the best HV among the 20 runs achieved by each
algorithm on WFG5 and WFG6 are presented in Figs. 4.12 and 4.13, respectively. From Fig.
4.12, we can see that solutions obtained by IM-MOEA onWFG5 exhibit much better convergence
and distribution compared to those of others, conrming the better performance indicated by
the HV. On the other hand, as indicated by HV, MOEA/D-DE performs best on WFG6, in
particular in terms convergence, refer to Fig. 4.13. The overall distribution of the solutions
obtained IM-MOEA, however, is better than that of the solutions achieved by MOEA/D-DE.
It should be noted that overall, RM-MEDA and IRM-MEDA is not competitive in compari-
son with IM-MOEA. This might be due to the fact that the principal curves used in RM-MEDA
and IRM-MEDA are linear, which are inadequate to describe the strongly non-linear distribu-
tions of the modied DTZ and DTLZ test problems as well as the WFG test problems. Among
the other four compared algorithms, RM-MEDA and IRM-MEDA show signicantly better over-
all performance than NSGA-II, although they are slightly outperformed by MOEA/D-DE on
some test problems. Another observation we can make is that non-dominated solutions ob-
tained by MOEA/D-DE are very sparse on the top and denser in the bottom for test problems
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Table 4.3. Statistical results of HV values obtained by IM-MOEA and each algorithm in
comparison on 34-D WFG functions.
Test instances IM-MOEA RM-MEDA IRM-MEDA MOEA/D-DE NSGA-II
WFG1
2.585E+01
+
2.581E+01

2.584E+01
+
2.445E+01

2.546E+01
8.538E 01 1.287E 01 1.126E 01 7.427E 01 5.750E 01
WFG2
6.520E+01
 
6.587E+01
+
6.464E+01
+
6.423E+01
+
5.055E+01
2.086E+00 4.709E 01 3.519E 01 4.804E 01 2.570E+00
WFG3
4.504E+01

4.473E+01
+
4.294E+01

4.515E+01
+
4.046E+01
2.581E 01 1.902E 01 3.506E 01 3.994E 01 6.457E 01
WFG4
4.164E+01
+
3.660E+01
+
3.514E+01
+
3.692E+01
+
3.014E+01
2.685E 01 2.080E 01 2.968E 01 4.460E 01 1.082E+00
WFG5
4.080E+01
+
2.629E+01
+
2.414E+01
+
3.685E+01
+
2.453E+01
1.169E 01 1.676E+00 8.942E 01 4.466E 01 3.342E+00
WFG6
3.905E+01
+
3.478E+01
+
3.100E+01
 
4.019E+01
+
3.013E+01
7.446E 01 5.419E 01 8.612E 01 4.635E 01 1.210E+00
WFG7
4.148E+01
+
3.525E+01
+
3.242E+01
+
3.950E+01
+
2.855E+01
1.665E 01 1.138E+00 5.902E 01 3.596E 01 8.657E 01
WFG8
3.830E+01
+
2.961E+01
+
2.788E+01
+
3.279E+01
+
2.186E+01
1.558E 01 6.815E 01 6.825E 01 5.944E 01 1.202E+00
WFG9
3.901E+01
+
3.750E+01
+
3.672E+01
+
3.776E+01
+
3.275E+01
7.841E 01 1.693E 01 2.582E 01 4.233E 01 2.265E+00
+ /  /   7 / 1 / 1 8 / 1 / 0 7 / 1 / 1 8 / 1 / 0
4.4. EXPERIMENTAL COMPARISONS 115
Table 4.4. Statistical results of HV values obtained by IM-MOEA and each algorithm in
comparison on 104-D WFG test problems.
Test instances IM-MOEA RM-MEDA IRM-MEDA MOEA/D-DE NSGA-II
WFG1
2.370E+01
 
2.624E+01
 
2.607E+01
+
2.335E+01
 
2.510E+01
1.207E+00 1.055E 01 7.768E 02 6.886E 01 2.863E 01
WFG2
6.194E+01
+
6.178E+01
+
6.055E+01
+
5.944E+01
+
4.577E+01
2.869E+00 3.962E 01 5.180E 01 2.907E+00 2.770E+00
WFG3
4.359E+01
+
4.192E+01
+
4.062E+01
+
4.284E+01
+
3.514E+01
1.532E 01 2.122E 01 2.302E 01 3.554E 01 5.647E 01
WFG4
4.078E+01
+
3.490E+01
+
3.324E+01
+
3.518E+01
+
2.627E+01
2.631E 01 2.045E 01 2.859E 01 6.578E 01 4.823E 01
WFG5
4.048E+01
+
2.211E+01
+
2.195E+01
+
3.637E+01
+
1.841E+01
1.426E 01 1.501E+00 9.046E 01 4.154E 01 1.093E+00
WFG6
3.719E+01
+
3.083E+01
+
2.452E+01
 
4.060E+01
+
2.206E+01
7.065E 01 6.910E 01 4.958E 01 5.192E 01 1.722E+00
WFG7
3.991E+01
+
3.249E+01
+
3.032E+01
+
3.658E+01
+
2.299E+01
3.415E 01 7.197E 01 4.177E 01 9.823E 01 7.120E 01
WFG8
3.925E+01
+
2.921E+01
+
2.734E+01
+
3.151E+01
+
1.979E+01
2.148E 01 2.820E 01 3.700E 01 6.890E 01 1.096E+00
WFG9
3.816E+01
+
3.218E+01
+
3.027E+01
+
3.745E+01
+
2.184E+01
1.130E+00 5.081E 01 2.799E+00 5.518E 01 3.215E+00
+ /  /   8 / 0 / 1 8 / 0 / 1 8 / 0 / 1 8 / 0 / 1
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Figure 4.12. The non-dominated solutions with the best HV values obtained by each
algorithm among 20 runs in the objective space on 104-D WFG5.
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Figure 4.13. The non-dominated solutions with the best HV values obtained by each
algorithm among 20 runs in the objective space on 104-D WFG6.
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from WFG4 to WFG9. This is probably due to the fact that these WFG test problems are
non-uniform, which means that a uniform distribution in weights will lead to a non-uniform
distribution in the solutions.
4.4.7 Computational Eciency
Model-based methods tend to be more time consuming than traditional MOEAs as the mod-
el training procedures typically take more time than traditional evolutionary operators like
crossover and mutation. In this subsection, we compare the runtime of the proposed IM-MOEA
with that of RM-MEDA, which is also a model-based method. Here, we check the elapsed run-
time on a bi-objective test problem (F2) and a three-objective test problem (F4) with dierent
numbers of decision variables. All simulations are implemented using Matlab R2012a with Mi-
crosoft Windows 7 Enterprize SP1 64-bit as the operating system on a PC with an Intel Core
i5-2500 3.3GHz CPU.
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Figure 4.14. Runtimes of IM-MOEA and RM-MEDA averaged over 20 runs on F1 and F4
with dierent numbers of decision variables. The maximum tness evaluation number is
100,000 for each single run.
As shown in Fig. 4.14, the runtime of IM-MOEA is higher than that of RM-MEDA when the
number of decision variables is smaller than 110. However, we can also see that the runtime IM-
MOEA increases only very slowly (almost linearly) as the number of decision variables increases,
4.5. A POSTERIORI SAMPLING 119
while the runtime of RM-MEDA increases very rapidly. This indicates a promising scalability
of IM-MOEA on L-MOPs, which have a large number of decision variables, with respect to the
computational eciency.
4.5 A posteriori Sampling
Most existing MOEAs store the obtained non-dominated solutions in form of a set in the popu-
lation or in an archive. In this case, once the optimization is complete, no new solutions can be
obtained without performing additional optimization runs. Very recently, it has been suggested
that an inverse mapping from the objective space to the decision space can be very useful for
enriching the solutions after the optimization is complete [191,192]. The benet of model-based
representation has also been discussed in [11,182].
One advantage of the proposed IM-MOEA over most MOEAs is that inverse models from the
objectives to the decision space have been learned in addition to the non-dominated solutions.
Naturally, we are able to sample solutions with the estimated inverse models in preferred regions
in the objective space. The only dierence is that to sample additional solutions, a full inverse
mapping needs to be trained, i.e., the number of models to be built for group L should be set to
n so that all decision variables can be obtained given a sampled solution in the objective space.
Fig. 4.15(a) shows an example in which 100 non-dominated solutions have been achieved
by IM-MOEA during optimization. However, solutions in the interested regions, dened by
three circles of a radius centered at (0:3; 0:3; 0:9), (0:3; 0:9; 0:3), (0:9; 0:3; 0:3), respectively, are
very limited. To obtain additional solutions in these regions, the non-dominated solutions inside
each circle shown in Fig. 4.15(a) are utilized for training the inverse models related to the
interested region. Once the inverse models have been trained, 300 new solutions are sampled
inside the interested regions as in Fig. 4.15(b). If the decision maker is still not satised with
the 300 non-dominated solutions in Fig. 4.15(b), they can be used to train more inverse models,
and consequently more new solutions can be generated. Fig. 4.15(c) shows 3000 new solutions
generated using the inverse models in the three interested regions.
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Figure 4.15. An example of a posteriori sampling on F4. The dashed circles mark the
interested regions on the PF.
4.6 Limitations and potential remedies
Although IM-MOEA has been shown to be very promising on a wide range of test problems,
it has its limitations, like most other algorithms. One limitation comes from the reference
vectors. In this work, the reference vectors are uniformly generated on a hypersphere. As
shown by our experimental results, the uniform reference vectors work very well on most MOPs.
However, uniformly distributed reference vectors may encounter big challenges if the PF has
a very irregular distribution. For example, while the PF of most three-objective MOPs is a
2-D surface, the PF of three-objective WFG3 is a degenerate curve, resulting in a very narrow
distribution in the objective space. Actually, such MOPs may cause general diculties for all
MOEAs relying on predened reference vectors or reference points in the objective space [132].
To address this diculty, methods for adapting the reference vectors to the distribution of the
Pareto optimal solutions during the search can be helpful [211].
In addition, IM-MOEA may perform poorly when the shape of a PS is extremely complex.
For most MOPs as studied in this work, the shapes of the PSs are relatively smooth even if the
decision variables are linearly or nonlinearly correlated. However, some MOPs, such as F3 in [1],
may have a very complex PS. One possible way to improve the performance of IM-MOEA for
this type of MOPs is to increase the population size and the number of models. However, the
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Figure 4.16. An example of the Pareto set (x1, x2 and x3) of test instance F3 introduced
in [1].
performance improvement will be denitely at the cost of extra computational resources.
4.7 Summary
In this chapter, an inverse model based multi-objective evolutionary algorithm (IM-MOEA) has
been suggested. The idea is to build a number of inverse models that map sampled points in
the objective space back to the decision space. The main benet of having such inverse models
is that candidate solutions can directly be generated in the objective space. This saves the time
of exhaustive search in the decision space, which is particularly meaningful for solving L-MOPs
which have a large number of decision variables.
To simplify inverse modeling, the multivariate inverse model is decomposed into multiple
univariate inverse models to make the model building easier. Moreover, the needed number of
inverse models has been drastically reduced using a random grouping strategy. Each univari-
ate inverse model is implemented using a Gaussian process, which is well suited for modeling
probabilistic functional mappings.
The proposed IM-MOEA is demonstrated to perform robustly competitive on a variety of
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test problems compared to four representative MOEAs, especially on some high-dimensional
WFG test problems. In Chapter 6, the scalability of IM-MOEA will be further examined on a
specially tailored benchmark test suite of L-MOPs.
While IM-MOEA shows promising performance on L-MOPs which involve two or three
conicting objectives, in the next chapter, we will present the details of a reference vector
guided evolutionary algorithm (RVEA) proposed for solving MaOPs which involve more than
three objectives.
Chapter 5
Reference Vector Guided
Evolutionary Many-objective
Optimization
5.1 Introduction
In many-objective optimization (MaOO), the usage of preferences will become particularly im-
portant, not only because the user may be interested in only part of Pareto optimal solutions,
but also because it is less practical to achieve a representative subset of the whole PF using an
evolutionary algorithm of a limited population size.
As has already been shown in [107], reference points can also be used to generate a subset
of preferred Pareto optimal solutions, although NSGA-III can be seen as a decomposition based
approach if the reference points are evenly distributed in the whole objective space. Motivated
by ideas in decomposition based approaches and the aim to achieve the preferred part of the
PF when the number of objectives is large, we propose a reference vector guided evolutionary
algorithm (RVEA) for solving MaOPs. There are several main new contributions in the pro-
posed RVEA. Firstly, a scalarization approach, termed as the angle penalized distance (APD),
is designed to dynamically balance convergence and diversity in many-objective optimization
according to the number of objectives and the number of generations. Secondly, an adaptive
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strategy is proposed to adjust the reference vectors to deal with objective functions that are not
well normalized. Thirdly, to deal with irregular (disconnected or degenerate) PFs, a reference
vector regeneration strategy is also proposed. In addition, a preference articulation method is
specically tailored for the proposed RVEA.
The rest of this chapter is organized as follows. The details of the proposed RVEA are
described in Section 5.2. Section 5.3 presents empirical results that compare the performance of
RVEA with ve state-of-the-art MOEAs for solving MaOPs. In addition, preference articulation
using reference vectors is exemplied in Section 5.4, and a reference vector regeneration strategy
for irregular Pareto fronts handling is presented in Section 5.5. In addition, RVEA is applied
to the optimization of a seven-objective hybrid electric vehicle controller model designed at the
Honda Research Institute Europe. Finally, summary and future work are given in Section 5.7.
5.2 Reference Vector Guided Evolutionary Algorithm
5.2.1 Main Framework
Algorithm 4 The main framework of the proposed RVEA.
1: Input: the maximal number of generations tmax, a set of unit reference vectors V0 =
fv0;1;v0;2:::;v0;Ng;
2: Output: nal population Ptmax ;
3: /*Initialization*/
4: Initialization: create the initial population P0 with N randomized individuals;
5: /*Main Loop*/
6: while t < tmax do
7: Qt = ospring-creation(Pt);
8: Pt = Pt [Qt;
9: Pt+1 = reference-vector-guided-selection(t, Pt, Vt);
10: Vt+1 = reference-vector-adaptation(t, Pt+1, Vt, V0);
11: t = t+ 1;
12: end while
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The main framework of the proposed RVEA is listed in Algorithm 4, from which we can see
that RVEA adopts an elitism strategy similar to that of NSGA-II [73],where the ospring popu-
lation is generated using traditional genetic operations such as crossover and mutation, and then
the ospring population is combined with the parent population to undergo an elitism selection.
The main new contributions in the RVEA lie in the two other components, i.e., the reference
vector guided selection and the reference vector adaptation. In addition, RVEA requires a set of
predened reference vectors as the input, which can either be uniformly generated using (C.1)
and (C.2) in Appendix C, or specied according to the user preferences, which will be intro-
duced in Section 5.4. In the following subsections, we will introduce the three main components
in Algorithm 4, i.e., ospring creation, reference vector guided selection and reference vector
adaptation.
5.2.2 Ospring Creation
In the proposed RVEA, the widely used genetic operators, i.e., the simulated binary crossover
(SBX) [212] and the polynomial mutation [213] are employed to create the ospring population,
as in many other MOEAs [78, 87, 104, 107, 108]. Here, we do not apply any explicit mating
selection strategy to create the parents; instead, given N individuals in the current population
Pt, a number of bN=2c pair of parents are randomly generated, i.e., each of the N individuals has
an equal probability to participate in the reproduction procedure. This is made possible partly
thanks to the reference vector guided selection strategy, which is able to eectively manage the
convergence and diversity inside small subspaces of the objective space such that the individual
inside each subspace can make an equal contribution to the population. Nevertheless, specic
mating selection strategies can be helpful in solving problems having a multimodal landscape
or a complex Pareto set [1].
5.2.3 Reference Vector Guided Selection
Similar to MOEA/D-M2M [79, 85], RVEA partitions the objective space into a number of sub-
spaces using the reference vectors, and selection is performed separately inside each subspace.
To be specic, the proposed reference vector guided selection strategy consists of four steps:
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objective value translation, population partition, angle penalized distance calculation and the
elitism selection.
Without loss of generality, all the reference vectors used in this work are unit vectors inside
the rst quadrant with the origin being the initial point. Theoretically, such a unit vector
can be easily generated via dividing an arbitrary vector by its norm. However, in practice,
uniformly distributed unit reference vectors are required for a uniformly distributed coverage of
the objective space. In order to generate uniformly distributed reference vectors, we adopt the
approach introduced in [79], where the details can be found in Appendix C.
Objective Value Translation
Since the initial point of the reference vectors used in this work is always the coordinate origin,
to be consistent with this denition, the objective values of the individuals in population Pt,
denoted as Ft = fft;1; ft;2; :::; ft;jPtjg, where t is the generation index, are translated1 into F 0t via
the following transformation:
f 0t;i = ft;i   zmint ; (5.1)
where i = 1; :::; jPtj, ft;i, f 0t;i are the objective vectors of individual i before and after the trans-
lation, respectively, and zmint = (z
min
t;1 ; z
min
t;2 ; :::; z
min
t;m ) represents the minimal objective values
calculated from Ft. The role of translation operation is twofold: (1) to guarantee that all the
translated objective values are inside the rst quadrant, where the extreme point of each ob-
jective function is on the corresponding coordinate axis, thus maximizing the coverage of the
reference vectors; (2) to set the ideal point to be the origin of the coordinate system, which will
simplify the formulations to be presented later on.
Population Partition
After the translation of the objective values, population Pt is partitioned into N subpopulations
P t;1; P t;2; :::; P t;N by associating each individual with its closest reference vector, where N is the
number of reference vectors. The spacial relationship of two vectors is measured by the acute
1In Euclidean geometry, a translation is a rigid motion that moves every point a constant distance in a specied
direction.
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angle between them, i.e., the cosine value between an objective vector and a reference vector
can be calculated as:
cos t;i;j =
f 0t;i  vt;j
kf 0t;ik ; (5.2)
where t;i;j represents the angle between objective vector f
0
t;i and reference vector vt;j .
In this way, an individual It;i is allocated to a subpopulation P t;k if and only if the angle
between f 0t;i and vt;k is minimal (i.e., the cosine value is maximal) among all the reference
vectors:
P t;k = fIt;ijk = argmax
j2f1;:::;Ng
cos t;i;jg; (5.3)
where It;i denotes the I-th individual in Pt, with i = 1; :::; jPtj.
Angle-Penalized Distance (APD) Calculation
Once the population Pt is partitioned into N subpopulations P t;1; P t;2; :::; P t;N , one elitist can
be selected from each subpopulation to create Pt+1 for the next generation.
Since our motivation is to nd the solution on each reference vector that is closest to the
ideal point, the selection criterion consists of two sub-criteria, i.e., the convergence criterion
and the diversity criterion, with respect to the reference vector that the candidate solutions are
associated with.
To be specic, given a translated objective vector f 0t;i in subpopulation j, the convergence
criterion can be naturally represented by the distance from f 0t;i to the ideal point2, i.e., kf 0t;ik;
and the diversity criterion is represented by the acute angle between f 0t;i and vt;j , i.e., t;i;j ,
as the inverse function value of cos t;i;j calculated in (5.2). In order to balance between the
convergence criterion kf 0t;ik and the diversity criterion t;i;j , a scalarization approach, i.e., the
angle-penalized distance (APD) is proposed as follows:
dt;i;j = (1 + P (t;i;j))  kf 0t;ik; (5.4)
2As the objective values have been translated by subtracting the minimal value of each objective function in
(5.1), the ideal point is always the coordinate origin. Therefore, the distance from a translated objective vector
to the ideal point equals the norm (length) of the translated objective vector.
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Algorithm 5 The reference vector guided selection strategy in the proposed RVEA.
1: Input: generation index t, population Pt, unit reference vector set Vt = fvt;1;vt;2; :::;vt;Ng;
2: Output: population Pt+1 for next generation;
3: /*Objective Value Translation*/
4: Calculate the minimal objective values zmint ;
5: for i = 1 to jPtj do
6: f 0t;i = ft;i   zmint ; //refer to (5.1)
7: end for
8: /*Population Partition*/
9: for i = 1 to jPtj do
10: for j = 1 to N do
11: cos t;i;j =
f 0t;ivt;j
kf 0t;ik ; //refer to (5.2)
12: end for
13: end for
14: for i = 1 to jPtj do
15: k = argmax
j2f1;:::;Ng
cos t;i;j ;
16: P t;k = P t;k [ fIt;ig; //refer to (5.3)
17: end for
18: /*Angle-Penalized Distance (APD) Calculation*/
19: for j = 1 to N do
20: for i = 1 to jP t;j j do
21: dt;i;j = (1 + P (t;i;j))  kf 0t;ik; //refer to (5.4) (5.5) (5.6)
22: end for
23: end for
24: /*Elitism Selection*/
25: for j = 1 to N do
26: k = argmin
i2f1;:::;jP t;j jg
dt;i;j ;
27: Pt+1 = Pt+1 [ fIt;kg;
28: end for
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with P (t;i;j) being a penalty function related to t;i;j :
P (t;i;j) =M  ( t
tmax
)  t;i;j
vt;j
; (5.5)
and
vt;j = min
i2f1;:::;Ng;i 6=j
hvt;i;vt;ji; (5.6)
whereM is the number of objectives, N is the number of reference vectors, tmax is the predened
maximal number of generations, vt;j is the smallest angle value between reference vector vt;j
and the other reference vectors in the current generation, and  is a user dened parameter
controlling the rate of change of P (t;i;j). The detailed design of the penalty function P (t;i;j)
in the APD calculation is based on the following empirical observations.
Firstly, in many-objective optimization, since the candidate solutions are sparsely distributed
in the high-dimensional objective space, it is not the best to apply a constant pressure on
convergence and diversity in the entire search process. Ideally, at the early stage of the search
process, a high selection pressure on convergence is exerted to push the population towards the
PF, while at the late search stage, once the population is close to the PF, population diversity
can be emphasized in selection to generate well distributed candidate solutions. The penalty
function , P (t;i;j), is exactly designed to meet these requirements. To be specic, at the early
stage of the search process (i.e, t tmax), P (t;i;j)  0, and thus dt;i;j  kf 0t;ik can be satised,
which means that the value of dt;i;j is mainly determined by the convergence criterion kf 0t;ik;
while at the late stage of the search process, with the value of t approaching tmax, the inuence
of P (t;i;j) will be gradually accumulated to emphasize the importance of the diversity criterion
t;i;j .
Angle vt;j is used to normalize the angles in the subspace specied by vt;j . This angle nor-
malization process is particularly meaningful when the distribution of some reference vectors is
either too dense (or too sparse), resulting in extremely small (or large) angles between the can-
didate solutions and the reference vectors. Compared to most existing objective normalization
approaches, e.g., the one adopted in NSGA-III [107], the proposed angle normalization approach
has two major dierences: (1) normalizing the angles (instead of the objectives) will not change
the actual positions of the candidate solutions, which is important convergence information for
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the proposed RVEA; (2) angle normalization, which is independently carried out inside each
subspace, does not inuence the distribution of the candidate solutions in other subspaces.
In addition, since the sparsity of the distribution of the candidate solutions is directly related
to the dimension of the objective space, i.e., the value of M , the penalty function P (t;i;j) is
also related to M to adaptively adjust the range of the penalty function values.
According to the angle penalized distances calculated using (5.4) and (5.5), the individual
in each subpopulation having the minimal distance is selected as the elitist to be passed to the
population for the next generation. The pseudo code of the reference vector guided selection
procedure is summarized in Algorithm 5.
It is worth noting that the formulation of the proposed APD shares some similarity to the
penalty-based boundary intersection (PBI) [78], which is widely adopted in the decomposition
based MOEAs. However, there are two major dierences between APD and PBI:
(1) In APD of the proposed RVEA, the angle between the reference vector and the solution
vector is calculated for measuring diversity or the degree of satisfaction of the user prefer-
ence, while in PBI, the distance of the solution to the weight vector is calculated, which is
a sort of diversity measure. Calculation of the dierence in angle has certain advantages
over calculation of the distance for the following two reasons. First, no matter what the
exact distance a candidate solution is from the ideal point, the angle between the candidate
solution and a reference vector is constant. Second, angles can be more easily normalized
into the same range, e.g., [0, 1].
(2) The penalty item P (t;i;j) in APD is tailored for many-objective optimization, which is
adaptive to the search process as well as the number of objectives, while the penalty item 
in PBI is a xed parameter, which was originally designed for multi-objective optimization.
5.2.4 Reference Vector Adaptation
Given a set of uniformly distributed unit reference vectors, the proposed RVEA is expected to
obtain a set of uniformly distributed Pareto optimal solutions that are the intersection points
between each reference vector and the PF, as shown in Fig. 5.1(a). However, this happens
only if the function values of all objectives can be easily normalized into the same range, e.g.,
5.2. REFERENCE VECTOR GUIDED EVOLUTIONARY ALGORITHM 131
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
f1
f
2
 
 
(a) Pareto optimal solutions speci-
ed by 10 uniformly distributed ref-
erence vectors on a PF with objec-
tives normalized to the same range.
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(b) Pareto optimal solutions speci-
ed by 10 uniformly distributed ref-
erence vectors on a PF with objec-
tives scaled dierent ranges.
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(c) Pareto optimal solutions specied
by 10 adapted reference vectors on a
PF with objectives scaled to dierent
ranges.
Figure 5.1. The Pareto optimal solutions (solid dots) specied by dierent reference vectors
(dashed arrows) on dierent PF (solid lines).
[0; 1]. Unfortunately, in practice, there may exist MaOPs where dierent objectives are scaled to
dierent ranges, e.g., the WFG test problems [130] and the scaled DTLZ problems [107]. In this
case, uniformly distributed reference vectors will not produce uniformly distributed solutions,
as shown in Fig. 5.1(b).
One intuitive way to address the above issue is to carry out objective normalization dynam-
ically as the search proceeds. Unfortunately, it turns out that objective normalization is not
suited for the proposed RVEA, mainly due to the following reasons:
(1) Objective normalization, as a transformation that maps the objective values from a scaled
objective space onto the normalized objective space, changes the actual objective values,
which will further inuence the selection criterion, i.e., the angle penalized distance.
(2) Objective normalization has to be repeatedly performed as the scales of the objective
values change in each generation.
As a consequence, performing objective normalization will cause instability in the conver-
gence of the proposed RVEA due to the frequently changed selection criterion.
Nevertheless, it should be noted that although objective normalization is not suited for the
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proposed RVEA, it can work well for dominance based approaches such as NSGA-III, because
the transformation does not change the partial orders, i.e., the dominance relations, between
the candidate solutions, which is vital in dominance based approaches.
To illustrate the discussions above, we show below an empirical example. Given two trans-
lated objective vectors, f 01 = (0:1; 2) and f 02 = (1; 10), where f 01 dominates f 02; after objective
normalization, the two vectors become f 01 = (0:1; 0:2) and f 02 = (1; 1). It can be seen that the
dominance relation is not changed, where f 01 still dominates f 02. However, the dierence between
the two vectors has been substantially changed, from kf 02   f 01k = 8:0 to kf 02   f 01k = 1:2. It is
very likely such a substantial change will inuence the results generated by the angle penalized
distance in (5.4), thus causing instability in the selection process.
Therefore, instead of normalizing the objectives, we propose to adapt the reference vectors
according to the ranges of the objective values in the following manner:
vt+1;i =
v0;i  (zmaxt+1   zmint+1 )
kv0;i  (zmaxt+1   zmint+1 )k
; (5.7)
where i = 1; :::; N , vt+1;i denotes the i-th adapted reference vector for the next generation
t + 1, v0;i denotes the i-th uniformly distributed reference vector, which is generated in the
initialization stage (on Line 1 in Algorithm 4), zmaxt+1 and z
min
t+1 denote the maximum and minimum
values of each objective function in the t + 1 generation, respectively. The  operator denotes
the Hadamard product that element-wisely multiplies two vectors (or matrices) of the same size.
With the reference vector adaptation strategy described above, the proposed RVEA will be
able to obtain uniformly distributed solutions, even if the objective functions are not normalized
to the same range, as illustrated in Fig. 5.1(c). Furthermore, some empirical results on the
inuence of the reference vector adaption strategy can be found in Appendix II.
However, as pointed out by Giagkiozis et al. in [214], the reference vector adaptation strategy
should not be employed very frequently during the search process to ensure a stable convergence.
Fortunately, unlike objective normalization, the reference vector adaptation does not have to be
performed in each generation. Accordingly, a parameter fr (Line 3 in Algorithm 6) is introduced
to control the frequency of employing the adaptation strategy. For instance, if fr is set to 0:2,
the reference vector will only be adapted at generation t = 0, t = 0:2  tmax, t = 0:4  tmax,
t = 0:6 tmax and t = 0:8 tmax, respectively.
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Algorithm 6 The reference vector adaptation strategy in the proposed RVEA.
1: Input: generation index t, population Pt+1, current unit reference vector set Vt =
fvt;1;vt;2; :::;vt;Ng, initial unit reference vector set V0 = fv0;1;v0;2; :::;v0;Ng;
2: Output: reference vector set Vt+1 for next generation;
3: if ( ttmax mod fr) == 0 then
4: Calculate the minimal and maximal objective values zmint+1 and z
max
t+1 , respectively;
5: for i = 1 to N do
6: vt+1;i =
v0;i(zmaxt+1  zmint+1 )
kv0;i(zmaxt+1  zmint+1 )k
; //refer to (5.7);
7: end for
8: else
9: vt+1;i = vt;i;
10: end if
Note that since the proposed reference vector adaptation strategy is only motivated to deal
with problems with scaled objectives, it does not guarantee a uniform distribution of the ref-
erence vectors on any type of PFs, especially on those with irregular geometrical features, e.g.,
disconnection or degeneration. In order to handle such irregular PFs, we have proposed another
reference vector regeneration strategy in Section 5.5. Nevertheless, it is conceded that the pro-
posed reference vector adaptation (as well as regeneration) strategy is not able to comfortably
handle all specic situations, e.g., when a PF has low tails or sharp peaks [215].
5.2.5 Computational Complexity of the Proposed RVEA
To analyze the computational complexity of the proposed RVEA, we consider the main steps in
one generation in the main loop of Algorithm 4. Apart from genetic operations such as crossover
and mutation, the main computational cost is resulted from the reference vector guided selection
procedure and the reference vector adaptation mechanism.
As shown in Algorithm 5, the reference vector guided selection procedure consists of the
following components: objective value translation, population partition, angle-penalized distance
(APD) calculation and elitism selection. We will see that the computational complexity of each
component is very low, as will be analyzed in the following. The time complexity for the objective
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value translation is O(MN), where M is the objective number and N is the population size.
The time complexity for population partition is O(MN2). In addition, calculation of APD
and elitism selection hold a computational complexity of O(MN2) and O(N2) in the worst
case, respectively. Finally, the computational complexity for the reference vector adaptation
procedure is O(MN=(fr tmax)), where fr and tmax denote the frequency to employ the reference
vector adaptation strategy and maximal number of generations, respectively.
To summarize, apart from the genetic variations, the worst-case overall computational com-
plexity of RVEA within one generation is O(MN2), which indicates that RVEA is computation-
ally ecient.
5.3 Experimental Comparisons
In this section, empirical experiments are conducted on 12 benchmark test problems taken from
two widely used test suites, i.e., the DTLZ [127] test suite (including the scaled version [107]) and
the WFG test suite [130], to compare RVEA with ve state-of-the-art MOEAs for many-objective
optimization, namely, MOEA/DD [117], NSGA-III [107], MOEA/D-PBI [78], GrEA [104], and
KnEA [108]. For each test problem, objective numbers varying from 3 to 10, i.e.,M 2 f3; 6; 8; 10g
are considered.
In the following subsections, we rst present a brief introduction to the benchmark test
problems and the performance indicator used in our comparative studies. Then, the parameter
settings used in the comparisons are given. Then, each algorithm is run for 20 times on each
test problem independently, and the Wilcoxon rank sum test is adopted to compare the results
obtained by RVEA and those by ve compared algorithms at a signicance level of 0.05. Symbol
'+' indicates that the compared algorithm is signicantly outperformed by RVEA according
to a Wilcoxon rank sum test, while ' ' means that RVEA is signicantly outperformed by
the compared algorithm. Finally, '' means that there is no statistically signicant dierence
between the results obtained by RVEA and the compared algorithm.
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5.3.1 Test Problems
The rst four test problems are DTZL1 to DTLZ4 taken from the DTLZ test suite [127]. As
recommended in [127], the number of decision variables is set to n =M +K 1, where M is the
objective number, K = 5 is used for DTLZ1, K = 10 is used for DTLZ2, DTLZ3 and DTLZ4.
We have also used the scaled version of the DTLZ1 and DTLZ3 (denoted as SDTLZ1 and
SDTLZ3) for comparisons to see if the proposed RVEA is capable of handling strongly scaled
problems. The scaling approach is recommended in [107], where each objective is multiplied
by a coecient pi 1, where p is a parameter that controls the scaling size and i = 1; ::;M is
the objective index. For example, given p = 10, the objectives of a 3-objective problem will
be scaled to be 100  f1, 101  f2 and 102  f3. In our experiments, the values of p are set to
10; 5; 3; 2 for problems with an objective number M = 3; 6; 8; 10, respectively .
The other nine test problems are WFG1 to WFG6 taken from the WFG test suite [129,130],
which are designed by introducing diculties in both the decision space (e.g. non-separability,
deception and bias) and the objective space (e.g. mixed geometrical structures of the PFs).
As suggested in [130], the number of decision variables is set as n = K + L   1, where M is
the objective number, the distance-related variable L = 10 is used in all test problems, and
the position-related variable K = 4; 10; 7; 9 are used for test problems with M = 3; 6; 8; 10,
respectively.
5.3.2 Performance Indicator
To make empirical comparisons between the results obtained by each algorithm, the hypervolume
(HV) [119] is used as the performance indicator in the comparisons. The detailed denition of
HV can be found in Appendix B
In this work, y = (1:5; 1:5; :::; 1:5) is used for DTLZ1, SDTLZ1; y = (2; 2; :::; 2) is used for
DTLZ2, DTLZ3, SDTLZ3, DTLZ4; and y = (3; 5; :::; 2M + 1) is used for WFG1 to WFG9.
For problems with fewer than 8 objectives, the recently proposed fast hypervolume calcula-
tion method is adopted to calculate the exact hypervolume [120], while for 8-objective and
10-objective problems, the Monte Carlo method [216] with 1,000,000 sampling points is adopted
to obtain the approximate hypervolume values. All hypervolume values presented in this work
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Table 5.1. Settings of population sizes in RVEA, MOEA/DD, NSGA-III and MOEA/D-PBI.
M (H1;H2) Population size
3 (13, 0) 105
6 (4, 1) 132
8 (3, 2) 156
10 (3, 2) 275
H1 and H2 are the the simplex-lattice design factors for generating uniformly distributed reference (or
weight) vectors on the outer boundaries and the inside layers, respectively.
are all normalized to [0; 1] by dividing
Qm
i=1 y

i .
5.3.3 Parameter Settings
In this subsection, we rst present the general parameter settings for the experiments, and
afterwards, the specic parameter settings for each algorithm in comparison are given.
Settings for Crossover and Mutation Operators
For the simulated binary crossover [212], the distribution index is set to c = 30 in RVEA,
MOEA/DD and NSGA-III, c = 20 in the other four algorithms, and the crossover probability
pc = 1:0 is used in all algorithms; for the polynomial mutation [213], the distribution index
and the mutation probability are set to m = 20 and pm = 1=n, respectively, as recommended
in [212].
Population Size
For RVEA, MOEA/DD, NSGA-III and MOEA/D-PBI, the population size is determined by
the simplex-lattice design factor H together with the objective number M , referring to (C.1).
As recommended in [107,117], for problems with M  8, a two-layer vector generation strategy
can be applied to generate reference (or weight) vectors not only on the outer boundaries but
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Table 5.2. Parameter setting of div in GrEA on each test problem
Problem M = 3 M = 4 M = 6 M = 8 M = 10
DTLZ1 16 10 10 10 11
DTLZ2 15 10 10 8 12
DTLZ3 17 11 11 10 11
DTLZ4 15 10 8 8 12
SDTLZ1 16 10 10 10 11
SDTLZ3 17 11 11 10 11
WFG1 10 8 9 7 10
WFG2 12 11 11 11 11
WFG3 22 18 18 16 22
WFG4{9 15 10 9 8 12
also on the inside layers of the Pareto fronts. The detailed settings of the population sizes in
RVEA, MOEA/DD, NSGA-III and MOEA/D-PBI are summarized in Table 5.1. For the other
two algorithms, GrEA and KnEA, the population sizes are also set according to Table 5.1, with
respect to dierent objective numbers M .
Termination Condition
The termination condition of each run is the maximal number of generations. For DTLZ1,
SDTLZ1, DTLZ3, SDTLZ3 and WFG1 to WFG9, the maximal number of generations is set to
1000. For DTLZ2 and DTLZ4, the maximal number of generations is set to 500.
Specic Parameter Settings in Each Algorithm
For MOEA/D-PBI, the neighborhood size T is set to 20, and the penalty parameter  in PBI is
set to 5, as recommended in [78,107]. For MOEA/DD, T and  are set to the same values as in
MOEA/D-PBI, and the neighborhood selection probability is set to  = 0:9, as recommended
in [117]. For GrEA and KnEA, the detailed parameter settings are listed in Table 5.2 and
Table 5.3, respectively, which are all recommended settings by the authors [104,108].
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Table 5.3. Parameter setting of T in KnEA on each test problem
Problem M = 3 M = 4 M = 6 M = 8 M = 10
DTLZ1 0.6 0.6 0.2 0.1 0.1
DTLZ3 0.6 0.4 0.2 0.1 0.1
SDTLZ1 0.6 0.6 0.2 0.1 0.1
SDTLZ3 0.6 0.4 0.2 0.1 0.1
others 0.5 0.5 0.5 0.5 0.5
Two parameters in RVEA require to be predened, i.e., the index  used to control the rate
of change of the penalty function in (5.5), and the frequency fr to employ the reference vector
adaptation in Algorithm 6. In the experimental comparisons,  = 2 and fr = 0:1 is used for all
test problems.
In order to reduce the time cost of non-dominated sorting, the ecient non-dominated
sorting approach ENS-SS reported in [217] has been adopted in NSGA-III, GrEA and KnEA,
and a steady-state non-dominated sorting approach as reported in [218] has been adopted in
MOEA/DD. By contrast, neither RVEA nor MOEA/D-PBI uses dominance comparisons. All
the algorithms are realized in Matlab R2012a except MOEA/DD, which is implemented in the
jMetal framework [219].
5.3.4 Performance on DTLZ1 to DTLZ4, SDTLZ1 and SDTLZ3
The statistical results of the HV values obtained by the six algorithms over 20 independent runs
are summarized in Table 5.4, where the best results are highlighted. It can be seen that RVEA,
together with MOEA/DD, shows best overall performance among the six compared algorithms
on the four original DTLZ test problems, while NSGA-III shows the best overall performance
on the scaled DTLZ test problems.
As can be observed from Fig. 5.2, the approximate PFs obtained by RVEA, MOEA/DD
and MOEA/D-PBI show promising convergence performance as well as a good distribution on
10-objective DTLZ1. The statistical results in Table 5.4 also indicate that RVEA, MOEA/DD
and MOEA/D-PBI have achieved the best performance among the six algorithms on all DTLZ1
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Figure 5.2. The parallel coordinates of non-dominated front obtained by each algorithm on
10-objective DTLZ1 in the run associated with the median HV value.
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Figure 5.3. The parallel coordinates of non-dominated front obtained by each algorithm on
10-objective DTLZ4 in the run associated with the median HV value.
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Figure 5.4. The non-dominated solutions obtained by each algorithm on 3-objective SDTLZ1
in the run associated with the median HV value.
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instances, where MOEA/DD shows best performance on 3-objective instance and RVEA shows
best performance on 6-objective and 8-objective instances. Meanwhile, the PFs approximated
by NSGA-III is also of high quality. By contrast, neither GrEA nor KnEA is able to converge
to the true PF of 10-objective DTLZ1.
Similar observations can be made about the results on DTLZ2, a relatively simple test
problem, to those on DTLZ1. RVEA shows the best performance on the 8-objective instance,
while MOEA/DD outperforms RVEA on 3-objective and 6-objective instances. NSGA-III
and MOEA/D-PBI are slightly outperformed by RVEA. Compared to the performance on 10-
objective DTLZ1, the performance of GrEA and KnEA on this instance is much better.
For DTLZ3, which is a highly multimodal problem, RVEA and MOEA/DD have also ob-
tained an approximate PF of high quality. It seems that the performance of NSGA-III and
MOEA/D-PBI is not very stable on high dimensional (8-objective and 10-objective) instances
of this problem, as evidenced by the statistical results in Table 5.4, while GrEA and KnEA
completely fail to reach the true PF of this problem.
DTLZ4 is test problem where the density of the points on the true PF is strongly biased. This
test problem is designed to verify whether an MOEA is able to maintain a proper distribution
of the candidate solutions. From the results, we can see that RVEA and MOEA/DD remain to
show the best overall performance. By contrast, MOEA/D-PBI is generally outperformed by the
other ve algorithms. As can be observed from Fig. 5.3, it appears that MOEA/D-PBI is only
able to nd some parts of the true PF. The performance of NSGA-III is similar to that of RVEA.
An interesting observation is that, although the distribution of the approximate PFs obtained
by GrEA and KnEA look slightly noisy, the solutions are still relatively evenly distributed, and
thus the HV values obtained by these two algorithms are very encouraging, especially on the
8-objective and 10-objective instances.
Compared with the original DTLZ problems, the SDTLZ1 and SDTLZ3 are challenging due
to the strongly scaled objective function values. It turns out that NSGA-III shows the best
overall performance on SDTLZ1, 3-objective and 6-objective SDTLZ3, while RVEA shows the
best overall performance on 8-objective and 10-objective SDTLZ3. As shown in Fig. 5.4, RVEA
and NSGA-III are the only two algorithms that are able to generate evenly distributed solutions
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on the 3-objective SDTLZ1, while the other four algorithms have all failed. Such observations
are consistent with those reported in [107], where it has been shown that even the normalized
version of MOEA/D still does not work on such scaled DTLZ problems.
5.3.5 Performance on WFG1 to WFG6
As evidenced by statistical results of the HV values summarized in Table 5.5, RVEA has shown
the most competitive performance on WFG4, WFG5, and WFG6, while MOEA/DD, NSGA-III,
GrEA and GrEA have achieved the best performance on WFG2, WFG3 and WFG1, respectively.
By contrast, the performance of MOEA/D-PBI on the WFG test functions is not as good as
that on the DTLZ test functions. In the following, some discussions on the experimental results
will be presented.
WFG1 is designed with at bias and a mixed structure of the PF. Although RVEA is slightly
outperformed by GrEA and KnEA, its performance is still signicantly better than NSGA-III
and MOEA/D-PBI. WFG2 is a test problem which has a disconnected PF. It can be observed
that although the HV values obtained by each algorithm vary on this test problem, the overall
performance is generally very good. More specically, the overall performance of RVEA is better
than MOEA/D-PBI and GrEA, while NSGA-III has achieved the best overall performance.
WFG3 is a dicult problem where the PF is degenerate and the decision variables are non-
separable. On this problem, RVEA has achieved comparable higher HV values than MOEA/D-
PBI, but has been outperformed by the other four algorithms, where GrEA has achieved the
largest HV values on all the instances of this problem.
WFG4 to WFG6 are designed with dierent diculties in the decision space, e.g., multi-
modality for WFG4, landscape deception for WFG5 and non-separability for WFG6, though
the true PFs are of the same convex structure. As can be observed in Table 5.5, RVEA shows
the most competitive overall performance on these six problems by achieving the best results
on 14 out of 24 instances. By contrast, GrEA shows high eectiveness on most 3-objective
instances, KnEA shows promising performance on some 8-objective and 10-objective instances;
MOEA/DD and NSGA-III also show generally competitive performance.
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5.4 Preference Articulation
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Figure 5.5. A visualized illustration of the transformation procedure to generate reference
vectors inside a region specied by a central vector vc and a radius r. In this example, 10
uniformly distributed reference vectors are generated inside a region in a bi-objective space
specied by vc = (
p
2
2 ;
p
2
2 ) and r = 0:5.
The proposed RVEA, a method based on reference vectors, is inherently capable of articulat-
ing user preferences. Preference articulation is particularly meaningful in many-objective opti-
mization as we can no longer obtain a good (representative) approximation of a high-dimensional
PF using a limited population size.
In comparison with the reference point based preference articulation methods [72, 107, 220{
222], reference vector based preference articulation is more intuitive, as each reference vector
species a line instead of a point, which means that the Pareto optimal solutions can always be
found by RVEA as long as there exists one along the direction specied by the reference vector,
regardless where the solution is exactly located. In this section, we will demonstrate the ability
of RVEA in preference articulation by providing a few illustrative examples on the 3-objective
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(a) The approximate Pareto optimal solutions
distributed on the corners of the PF of DTLZ1.
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(b) The approximate Pareto optimal solutions
distributed on the center of the PF of DTLZ1.
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(c) The approximate Pareto optimal solutions dis-
tributed on the corners of the PF of DTLZ2.
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(d) The approximate Pareto optimal solutions
distributed on the center of the PF of DTLZ2.
Figure 5.6. The preferred Pareto optimal solutions approximated by RVEA on DTLZ1 and
DTLZ2 with reference vectors articulated with dierent preferences.
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DTLZ1 and DTLZ2.
To begin with, a preference based reference vector generation method is proposed to uni-
formly generate reference vectors in a user specied subspace of the objective space. To specify
a preferred subspace, a user may rst identify a central vector vc and a radius r, where vc is
a unit vector and r 2 (0; 1). Then, the reference vectors inside the subspace can be generated
using the following transformation:
vi
0 =
r  vi + (1  r)  vc
kr  vi + (1  r)  vck ; (5.8)
where i = 1; :::; N is the index of each reference vector, vi denotes a uniformly distributed vector
generated with (C.1) and (C.2), and vi
0 denotes a reference vector transformed from vi, which is
inside the subspace specied by vc and r. A visualized illustration of the above transformation
procedure can be found in Fig. 5.5. With such a preference based reference vector generation
method, we are now able to generate uniformly distributed reference vectors inside the preferred
subspaces in the objective space.
Firstly, we show an example where the reference vectors are distributed in the corners of the
objective space of DTLZ1 and DTLZ2, as shown in Fig. 5.6(a) and Fig. 5.6(c). In this example,
10 preference vectors are uniformly generated in each corner of the objective space by setting
vc = f(0; 0; 1); (0; 1; 0); (1; 0; 0)g and r = 0:2. As a consequence, RVEA has successfully obtained
all the solutions specied by the reference vectors on both test problems.
The second example is to examine if RVEA is capable of dealing with preferences in the
center of the objective space. As shown in Fig. 5.6(b) and Fig. 5.6(d), the 10 solutions obtained
by RVEA show good convergence as well as distribution. This example also implies that RVEA
is still able to work eectively with a very small population size, even on a dicult multimodal
problem like DTLZ1. In this example, reference vectors are generated with vc = (
p
3
3 ;
p
3
3 ;
p
3
3 )
and r = 0:2.
It is worth noting that we have not changed any settings in RVEA to obtain the preferred
solutions shown above, except that the reference vector adaptation procedure (on Line 10 in
Algorithm 4) has been switched o, such that the distribution of the reference vectors specied
by the user preferences will not be changed during the search process. Another point to note
is that the extreme vectors, i.e., (0; 0; 1), (0; 1; 0) and (1; 0; 0) in the 3-objective case are always
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included, because the translation operation, as introduced in Section 5.2.3, requires the extreme
values of each objective function.
5.5 Handling Irregular Pareto Fronts
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(a) The Pareto optimal solutions approximated
by RVEA on 3-objective DTLZ5.
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(b) The Pareto optimal solutions approximated
by RVEA* on 3-objective DTLZ5.
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(c) The Pareto optimal solutions approximated
by RVEA on 3-objective DTLZ7.
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(d) The Pareto optimal solutions approximated
by RVEA* on 3-objective DTLZ7.
Figure 5.7. The Pareto optimal solutions approximated by RVEA* and RVEA in the run
associated with the median HV values.
As presented in Section 5.3, the proposed RVEA is able to perform robustly on a variety
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of test problems with a set of uniformly distributed reference vectors. In fact, using uniform
distributed reference vectors is based on a general assumption that the PF has a regular ge-
ometrical structure, i.e., it is smooth, continuous and well spread. However, in practice, the
geometrical structure of a PF can be quite irregular due to various reasons. For example, some
parts of the objective space are infeasible due to some constraints, or the Pareto optimal so-
lutions only exist in some specic subspaces in the objective space while the other subspaces
only contain dominated solutions. In these cases, the PFs can become disconnected or even
degenerate. On such problems, if we still use uniformly distributed reference vectors, some of
the reference vectors may be associated with no individuals (termed invalid reference vectors
hereafter), thus considerably reducing the density of the Pareto optimal solutions obtained by
RVEA.
To tackle the issue caused by irregular PFs as discussed above, one intuitive idea is to
regenerate the invalid reference vectors, as adopted in some existing adaptive approaches for
generating reference points [132, 211] as well as reference vectors [223] and weight vectors [224,
225]. However, one diculty is that we have no idea when the regeneration procedure should
be carried out, because even for a regular PF, it is still likely that some reference vectors can be
occasionally invalid during the search process. To guarantee a wide spread in the distribution
of the candidate solutions, as suggested in the reference point adaptation strategy for NSGA-
III [132], the original uniformly distributed reference point set should always be maintained, and
some new reference points can be added in the neighborhood of each existing reference point.
A newly added reference point will be included in the reference point set if and only if it has an
niche count of one. A merit of this adaptive approach is that the new reference points are added
in the neighborhood of existing reference points, while a potential demerit is that although a
large number of reference points are added in each generation, only a small portion of them can
survive, since the sum of niche count is always N . This reduces the eciency of the algorithm.
In this work, we also propose to maintain the original uniform reference vector set V , while
an additional reference vector set (denoted as V ) is introduced to perform exploration for han-
dling the irregular Pareto fronts. Compared to the reference point adaptive strategy in NSGA-
III, the proposed reference vector regeneration strategy is based on \replacement", instead of
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\addition-and-deletion", which results in higher eciency. However, since the reference vectors
are generated globally, the local solution density is not guaranteed, which can be a potential
disadvantage.
Algorithm 7 The reference vector regeneration strategy for handling irregular Pareto fronts.
1: Input: population Pt, the additional reference vector set V

t = fvt;1;vt;2; :::;vt;Ng;
2: Output: the additional reference vector set V t+1 for next generation;
3: Remove the dominated solutions in Pt;
4: /*Objective Value Translation*/
5: Perform objective value translation using the operations from Line 4 to Line 7 in Algorithm 5;
6: /*Population Partition*/
7: Perform population partition using the operations from Line 9 to Line 17 in Algorithm 5;
8: /*Reference Vector Regeneration*/
9: Calculate maximal objective values zmaxt ;
10: for i = 1 to jV t j do
11: if P t;i == ; then
12: for j = 1 to N do
13: ur;j  a value randomized within [0; zmaxt;j ];
14: end for
15: vt+1;i =
ur
kurk ;
16: else
17: vt+1;i = v

t;i;
18: end if
19: end for
The detailed procedure of the proposed reference vector regeneration strategy is summarized
in Algorithm 7. At the beginning, all the dominated solutions in the current population are
removed. Afterwards, the objective value translation and population partition operations are
performed. Based on the result of the population partition, for each empty subpopulation, the
associated reference vector will be replaced with a unit vector, which is randomly generated
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inside the range specied by the minimum3 and maximum objective values calculated from
the candidate solutions in the current population; while for the nonempty subpopulations, the
associated reference vectors will remain unchanged. To use the reference vector regeneration
strategy in RVEA, the only minor modication needed is to insert Algorithm 7 into the end of
the main loop (between Line 10 and Line 11) in Algorithm 4, and in each generation, Vt [ V t
(instead Vt) can be used to guide the elitism selection performed in Algorithm 5.
To assess the performance of the proposed reference vector regeneration strategy, empirical
experiments are conducted on three typical test problems having irregular PFs, i.e., DTLZ5,
DTLZ6 and DTLZ7. To be specic, DTLZ5 and DTLZ6 have a degenerate PF, which is always
a two-dimensional curve in the hyperspace; DTLZ7 has a disconnected PF, where the number
of segments can be as large as 2M 1, and M is the number of objectives.
In the experiments, the RVEA embedded with the reference vector regeneration strategy
(denoted as RVEA* hereafter) is compared with the original RVEA. To measure the quality
of the solutions obtained by RVEA* and RVEA, the HV indicator is used, and the reference
points used in the HV calculation are set as (zmax1 + 1; z
max
2 + 1; :::; z
max
M + 1), where z
max
1 to
zmaxM are the maximum objective values calculated from the true PF
4 of each test problem. All
the HV values are normalized to [0; 1]. As shown in Table 5.6 and Fig. 5.7, RVEA*, in which
the reference vector regeneration strategy is embedded, signicantly outperforms the original
RVEA.
5.6 Optimization of HEV Controller
Apart from the rigorous experimental studies on variety of benchmark test problems as above,
the proposed RVEA has also been applied to the optimization of a seven-objective hybrid electric
vehicle (HEV) controller model designed at the Honda Research Institute Europe.
In Fig. 5.8, we show a simplied architecture of an HEV. Basically, the wheels are driven
by the EM, while the ICE is only used to recharge the battery. An HEV controller is designed
3Since the objective values have already been translated, the minimum value of each objective is always 0.
4Since the PFs of DTLZ5, DTLZ6 and DTLZ7 have an irregular geometrical structure, the true PFs are
approximated by sampling 10000 Pareto optimal solutions in the decision space.
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Table 5.6. The statistical results (mean and standard deviation) of the HV values obtained
by RVEA and RVEA* on DTLZ5, DTLZ6 and DTLZ7. The best results are highlighted.
Problem M RVEA* RVEA
DTLZ5
3 0.730371 (0.000086) 0.725655 (0.000524)+
6 0.655164 (0.006010) 0.607517 (0.119848)+
8 0.640410 (0.009400) 0.581582 (0.122095)+
10 0.643795 (0.002908) 0.609602 (0.002982)+
DTLZ6
3 0.729752 (0.000153) 0.725599 (0.000785)+
6 0.639908 (0.045042) 0.537950 (0.101526)+
8 0.640109 (0.007304) 0.553392 (0.072805)+
10 0.633461 (0.006110) 0.540260 (0.069931)+
DTLZ7
3 0.464756 (0.004527) 0.461050 (0.003502)+
6 0.451512 (0.008209) 0.292165 (0.008900)+
8 0.284548 (0.037903) 0.187609 (0.028100)+
10 0.242016 (0.061984) 0.113275 (0.016875)+
+: RVEA* shows signicantly better performance in the comparison.
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Internal Combustion 
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Electric Motor / 
Generator (EM)
Battery
Electricity
Grid
Wheels
Driver requested
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Operation Point
Figure 5.8. In an HEV, a conventional internal combustion engine (ICE), powered by fuel,
charges a battery that drives an electric motor (EM) to propel the vehicle. Before the start of
the trip the battery can also be charged from the electricity grid. During braking, the EM can
also act as a generator to re-charge the battery using kinetic energy. The amount of torque
generated by the EM is dened by the driver (or in this case the driving cycle). The HEV
controller uses current speed V (t) and battery state-of-charge SOC(t) as inputs and
determines the operation of the ICE, only.
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Figure 5.9. The box plots showing the statistical results of the HV values obtained by
RVEA, NSGA-III and MOEA/D-PBI via 20 independent optimizations of the seven-objective
HEV controller model.
to determine when and in which operating condition the ICE should be used , thus allowing
an operation of the ICE in the most ecient working regime. In such a simplied architecture,
there are only two factors that aect the performance of the controller, i.e., vehicle speed and
battery state-of-charge (SOC). Considering that in practical driving, there are also other criteria
to be taken into consideration in HEV control , the Honda Research Institute at Europe has
designed an HEV controller model which involves seven optimization objectives in total: fuel
consumption (FC), battery stress (BS), operation changes (OPC), emission, Urban operation
(UO), noise and battery state of charge (SOC). The detailed denitions of these seven objectives
can be found in Appendix D.
In order to optimize the seven-objective controller model, three MOEAs are applied, includ-
ing the proposed RVEA, NSGA-III and MOEA/D-PBI, all of which adopt the same parameter
settings as in Section 5.3. To assess the general performance of each algorithm, we still use the
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Figure 5.10. The parallel coordinate plot showing the solutions obtained by RVEA in the
nal population in a run associated with median HV value. The bold dash line is the baseline
solution manually tuned by an engineer.
HV indicator as the measurement. From the box plots in Fig. 5.9, it can be observed that
RVEA shows signicantly better performance than NSGA-III and MOEA/D-PBI, with respect
to the statistical results of the HV values obtained via 20 independent optimizations of the
seven-objective HEV controller model. Particularly, the performance of RVEA is most stable
among the three algorithms. This is a promising characteristic because it is not very likely to
run an algorithm for multiple times in the optimization of real-world large problems which can
be extremely time-consuming. To further investigate the solutions obtained by RVEA, we are
going to conduct some analysis in more detail.
First of all, to make a comparison with the baseline solution (parameters manually tuned by
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an engineer), all objective values are normalized (divided) by the values from the baseline solu-
tion, i.e. the baseline solution has a value of 1.0 for all objectives. This also eases visualization
of results since unnormalized objective values span several orders of magnitude.
Fig. 5.10 shows a parallel coordinate plot in objective space of the nal solutions obtained
by RVEA in the run associated with median HV value. The baseline solutions is shown as
the thicker, black line. This plot again visualizes the relation between dierent objectives, the
clustering of solutions in terms of objective values, and the resultant minimum and maximum
values. It can be seen that the majority of objectives are below the baseline value (1.0) for
a large share of the solutions. Generally speaking, the majority of solutions show substantial
improvements in the objectives of Noise, UO and SOC, small reductions for FC and BS, although
the values in OPC and Emission are slightly increased as well. This indicates that substantial
improvements in most objectives can be achieved if one is willing to make sacrices on OPC and
Emission by employing a more dynamic on/o control via ecient many-objective optimization.
Objective Baseline Min Fuel RVEA
FC 1.0 0.92109 0.95251
BS 1.0 0.98996 0.99993
OPC 1.0 1.4343 0.21212
Emission 1.0 1.3485 0.36364
UO 1.0 0.7275 0.41282
Noise 1.0 0.40077 0.154
SOC 1.0 1.6239 0.86159
Table 5.7. Objective values for three dierent controller congurations. The rst column lists
the objective values of a baseline solution manually tuned by an engineer, where the objective
values are normalized to 1. The second column lists the objective values of a solution obtained
via single-objective optimization of the fuel consumption only. The last column lists the
objective values of a solution obtained by RVEA via many-objective optimization.
To further investigate the solutions obtained by RVEA, we have picked out the one that
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achieves the highest mean reduction of objective values from the population as plotted in
Fig. 5.10. The objective values of this solution is listed in the last column of Table 5.7. It
can be seen that, in comparison with the baseline solution as well as the solution obtained via
the single-objective optimization of the fuel consumption only, the solution obtained by RVEA
has achieved substantial improvements in all objectives, except FC and BS, where objective
values are comparable to those of the other two solutions. This further conrms the successful
application of RVEA in the optimization of the seven-objective HEV controller model.
5.7 Summary
In this chapter, we have proposed a reference vector based MOEA, termed RVEA, for solving
MaOPs. In the proposed RVEA, the search process is guided by a set of predened reference
vectors inspired from the direction vectors proposed in MOEA/D-M2M, a decomposition based
approach. The basic idea is to partition the objective space into a number small subspaces using
a set of reference vectors. Inside each subspace, an elitism selection strategy is employed. As
the selection criterion, a scalarization approach, known as the angle-penalized distance (APD),
is proposed to measure the distance of the solutions to the ideal point and the closeness of
the solutions to the reference vectors, which can be seen as a diversity measure or a degree of
satisfaction to the preferences. Thus, the proposed RVEA can be largely categorized into the
decomposition based approaches, when the reference vectors are uniformly generated to cover
the whole PF. On the other hand, the proposed RVEA is also able to nd a set of preferred
Pareto optimal set, which can be used for elucidation of user preferences. We demonstrate
that reference vectors are well suited for precise preference articulation by dening a central
vector and a radius. The eectiveness of the reference vector based preference articulation is
demonstrated by some illustrative empirical examples.
To obtain a set of uniformly distributed solutions in the objective space, a strategy for
adapting the reference vectors has been suggested to tune the reference vectors according to
the distribution of the candidate solutions. This reference vector adaptation strategy has shown
high eciency in dealing with problems where the objective functions are not well normalized.
To assess the performance of RVEA, empirical comparisons have been conducted by compar-
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ing RVEA with ve state-of-the-art MOEAs, namely, MOEA/DD, NSGA-III, MOEA/D-PBI,
GrEA and KnEA on widely used MaOP test functions. Our experimental results indicate that
RVEA shows robust performance on various benchmark problems with the objective number
varying from 3 to 10, including normalized DTLZ problems, scaled DTLZ problems, and WFG
problems. We have also suggested a reference vector regeneration strategy has been proposed to
improve the performance of RVEA on problems with irregular Pareto fronts. The strategy can
be inserted into the framework of RVEA and shows high eectiveness. In addition, a preference
articulation method is specically tailored to enable RVEA to deal with user preferences. In
addition, RVEA has been successfully applied to the optimization of a seven-objective hybrid
electric vehicle controller model designed at the Honda Research Institute Europe.
Together with the CSO and SL-PSO presented in Chapter 3 and the IM-MOEA presented
in Chapter 4, we have already addressed the rst three types of large optimization problems as
described in Section 2.1, namely, L-SOPs, L-MOPs and MaOPs. However, for the fourth type
of large problems, i.e., L-MaOPs, which involve both a large number of decision variables and
many objectives, there is still little study in the literature. To call for the development of new
algorithms for solving L-MaOPs, the following chapter will introduce a benchmark test suite of
L-MaOPs.
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Chapter 6
Benchmark Test Suite of Multi- and
Many-objective Optimization
Problems with a Large Number of
Decision Variables
6.1 Introduction
In spite of the various test problems reviewed in Section 2.4.2, none of them is designed by
explicitly taking the correlations between a large number of decision variables into account,
even if they are theoretically scalable to have any number of decision variables. Despite the fact
that large-scale optimization has attracted much attention in single-objective optimization [59,
123,226], little related work has been reported on multi- and many-objective optimization with
few exceptions [227, 228]. This can partly be attributed to the lack of proper test problems,
unlike the rich literature on single-objective optimization [9, 121,122,125].
This chapter introduces a test suite of multi- and many-objective optimization problems with
a large number of decision variables (i.e., L-MOPs and L-MaOPs). Following a few basic design
principles, new considerations have been introduced in constructing test problems for multi- and
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many-objective optimization with a large number of decision variables, including non-uniform
correlations between decision variables and objective functions, and mixed separability in the
tness landscape. To the best of our knowledge, this is the rst time that such properties have
been taken into account in multi- and many-objective test problems. Based on the proposed
design principles and considered characteristics, nine large-scale multi- and many-objective test
problems (LSMOPs for short hereafter) have been constructed.
The remainder of this chapter is organized as follows. Section 6.2 and Section 6.3 present
the basic design principles and problem characteristics, respectively. On the basis of these, nine
LSMOPs are proposed in Section 6.4. Afterwards, Section 6.5 presents the empirical results of
six selected MOEAs for multi- and many-objective optimization on the proposed test problems.
Finally, Section 6.6 summarizes this chapter.
6.2 Design Principles
In the design of the proposed test problems, we follow four basic principles as suggested in [127]
and [130]:
 The test problems can be generated with a uniform design formulation.
 The test problems should be scalable to have an arbitrary number of objective functions.
 The test problems should be scalable to have any number of decision variables.
 The exact shapes and locations of the PFs are known.
The above four principles guarantee a good extensibility and generality of the test problems.
To full these four design principles, the following uniform design formulation is adopted:8>>>>>>>><>>>>>>>>:
f1(x) = h1(x
f )(1 + g1(x
s))
f2(x) = h2(x
f )(1 + g2(x
s))
:::
fM (x) = hM (x
f )(1 + gM (x
s))
(6.1)
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where f1 to fM are the objective functions, x
f = (x1; :::; xm 1) is the rst part of the decision
vector and xs = (xm; :::; xn) is the other part, functions h1; :::; hM together dene the shape of
the PF, known as the shape functions hereafter, and functions gi dene the tness landscape,
known as the landscape functions hereafter.
If we denote F(x) = [f1(x); :::; fM (x)], and H(x
f ) = [h1(x
f ); :::; hM (x
f )], and G(xs) =
diag(g(xs); :::; g(xs)), (6.1) can be rewritten as:
F(x) = H(xf )(I+G(xs)); (6.2)
where I is an identity matrix, H(xf ) is known as the shape matrix and G(xs) is known as the
landscape matrix.
Given a problem as formulated by (6.2), the optimization target is to nd the Pareto optimal
solutions x = (x
f
 ;xs), such that G(xs) = O and F(x) = H(x
f
). Therefore, by using such a
design formulation, H(xf ) is able to test the ability of an algorithm to achieve diverse solutions
along the PF, and G(xs) is able to test the ability of an algorithm to converge to the PF.
Since the motivation of this work is to introduce some important characteristics into high-
dimensional tness landscapes of the proposed test problems, we focus on the design of G(xs),
which denes the tness landscape. While for H(xf ), which denes the shape of the PF, we
simply refer to the existing denitions in [127]. In the following section, we will introduce the
detailed characteristics of the proposed test problems with respect to the design of G(xs).
6.3 Problem Characteristics
There are four main characteristics of the proposed test problems with regard to the design of
the landscape matrix G(xs) as described in (6.2):
 The decision variables have linkages on the PSs.
 The decision variables are non-uniformly divided into a number of groups.
 Dierent groups of decision variables are correlated with dierent objective functions.
 The decision variables have mixed separability.
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Characteristic (1) follows the suggestions in [133] and [1] to take into consideration the
variable linkages on the PSs, while characteristic (2) to characteristic (4) follow the design
principles of large-scale optimization problems, as recommended in [9].
6.3.1 Variable Linkages on PSs
The variable linkages on PSs is a kind of important characteristic to be taken into consideration
in the design of multi-objective optimization test problems [1, 133, 229]. The main motivation
of introducing variable linkages is to consider a more general distribution of the Pareto optimal
solutions, making it more challenging for MOEAs to achieve diverse solutions.
Generally, variable linkages can be dened using a linkage function:
xs  L(xs); (6.3)
where xs consists of the decision variables that dene the PS, and L is the linkage function that
denes the linkages between the variables in xs.
6.3.2 Non-uniform Grouping of Decision Variables
The decision vector xs is non-uniformly divided into M groups as follows:
xs = (xs1; :::;x
s
M ); (6.4)
where M is the number of objectives, and
MP
i=1
jxsi j = jxsj = ns, with ns being a predened
parameter that species the total number of decision variables in xs. Moreover, each group
further consists of a number of nk subcomponents:
xsi = (x
s
i;1; :::;x
s
i;nk
); (6.5)
where nk is a predened parameter that species the number of subcomponents in each group
of decision variables.
To guarantee that the non-uniform group sizes are constant in dierent independent runs,
we propose a chaos-based pseudo random number generator:8><>:
jxsi j = dri  nse;
ri =
ciPM
i=1 ci
(6.6)
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with
ci =
8><>:
 ci 1  (1  ci 1); i > 1
 c0  (1  c0); i = 1
; (6.7)
where  and c0 are parameters for the logistic map
1 presented by (6.7). In this way, it is
guaranteed that the pseudo random number list r1; :::; r2 is xed and satises
PM
i=1 ri = 1, such
that the random group sizes from jxs1j; :::; jxsM j are xed as well, as long as the same settings
of  and c0 are given. In this work,  = 3:8 and c0 = 0:1 are recommended. One thing to be
noted is that since the ceiling function (de) has been used in (6.6) to obtain integer numbers,
the total number of decision variables in xs after non-uniform grouping can be slightly larger
than the predened parameter ns.
6.3.3 Dierent Correlations between Variable Groups and Objective Func-
tions
Theoretically, a decision variable can be correlated with any (one or multiple) objective functions.
For simplicity, we correlate a group of decision variables with a group of objective function(s),
where the correlations can be described using a correlation matrix:
C =
0BBBBBBBB@
c1;1 c1;2    c1;M
c2;1 c2;2    c2;M
...
...
. . .
...
cM;1 cM;2    cM;M
1CCCCCCCCA
(6.8)
where ci;j = 1 means that objective function fi(x) is correlated with the decision variables in
group xsj , and ci;j = 0 otherwise.
Correspondingly, if we denote C = (c1; :::; cM )
>, the landscape matrix G(xs) in (6.2) can
be presented as:
G(xs) = diag(c1g1(x
s); :::; cMgM (x
s)) (6.9)
1Logistic map is an archetypal example to show how chaotic behavior can arise from very simple non-linear
dynamical equations [230].
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with
gi(x
s) = (gi(x
s
1); :::; gi(x
s
M ))
>; (6.10)
where i = 1; :::;M , xsi is the i-th group of decision variables, as dened in (6.4), and g1 to gM
are basic functions that dene the tness landscape for each objective function.
If we substitute the landscape matrix G(xs) in (6.2) with (6.8) to (6.10), the formulation of
(6.1) can be rewritten as:
8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
f1(x) = h1(x
f )(1 +
MX
j=1
c1;j  g1(xsj))
:::
fi(x) = hi(x
f )(1 +
MX
j=1
ci;j  gi(xsj))
:::
fM (x) = hM (x
f )(1 +
MX
j=1
cM;j  gM (xsj))
(6.11)
where i = 1; :::;M .
Thus, the correlations between the decision variables and the objective functions can be
fully specied using the correlation matrix C, where the correlations can be either separable or
overlapped.
6.3.4 Mixed Separability
As pointed out in [9], since real-world problems are rarely fully separable or non-separable, it is
important to introduce mixed separability into test problems for large-scale optimization.
To be specic, mixed separability can be realized by applying dierent basic tness landscape
functions gi in (6.11), which are some single-objective optimization functions of dierent types
of separability.
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6.4 The Proposed Test Problems
Based on the characteristics introduced the previous section, we will present the details of the
proposed test problems in this section.
As we previously mentioned, the test problems can be dened by specifying the linkage
function L, the shape functions hi that constitute the shape matrix H, the basic landscape
functions gi and the correlation matrix C that constitute the landscape matrix G.
We start with the denitions of the linkage function L, the shape functions hi and the basic
landscape functions gi. Afterwards, some typical instances of the correlation matrix C are given.
Finally, the denitions for the test problems are introduced one by one.
6.4.1 Denitions of the Linkage Function L
The general design principle of the linkage functions is similar to that in [12] and [135], where
each decision variable in xs (denoted as xsi , i = 1; :::; ns) is linked with the rst decision variable
in xf , i.e., xf1 . In this work, we consider both linear and nonlinear variable linkages, which will
be elaborated in the following.
Linear Variable Linkage
L1(x
s) = (1 +
i
jxsj) (x
s
i   Li)  (Ui   Li) xf1 ; (6.12)
Nonlinear Variable Linkage
L2(x
s) = (xsi   Li)(1+
i
jxsj )   (Ui   Li) xf1 ; (6.13)
where Ui and Li is the upper and lower boundaries of decision variable x
s
i . In the proposed
test problems, as will be presented later on in Section 6.4.3, Ui = 10 and Li = 0 are used. In
addition to introducing variable linkages, another implicit eect of function L is to shift the
optimal solutions to dierent positions, thereby increasing the diculty of nding the global
optimums of the landscape functions.
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6.4.2 Denitions of the Shape Functions hi
The proposed test problems have three kinds of PFs, including a linear PF, a convex PF and a
disconnected PF, whose denitions are presented below.
Linear PF
H1(x) :
8>>>>>>>>>>><>>>>>>>>>>>:
h1(x) = x1:::xM 1
h2(x) = x1:::(1  xM 1)
:::
hM 1(x) = x1(1  x2)
hM (x) = (1  x1)
(6.14)
Convex PF
H2(x) :
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
h1(x) = cos(

2x1)::: cos(

2xM 2) cos(

2xM 1)
h2(x) = cos(

2x1)::: cos(

2xM 2) sin(

2xM 1)
h3(x) = cos(

2x1)::: sin(

2xM 2)
:::
hM 1(x) = cos(2x1) sin(

2x2)
hM (x) = sin(

2x1)
(6.15)
Disconnected PF
H3(x) :
8>>>>>>>>>>>><>>>>>>>>>>>>:
h1(x) = x1
h2(x) = x2
:::
hM 1(x) = xM 1
hM (x) =M  
M 1P
i=1
xi(1 + sin(3xi))
(6.16)
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Table 6.1. The properties of the basic single-objective optimization problems.
Problem Modality Separability
1: Sphere function Unimodal Separable
2: Schwefel's problem 2.21 Unimodal Non-separable
3: Rosenbrocks function Multi-modal Non-separable
4: Rastrigin's function Multi-modal Separable
5: Griewank's function Multi-modal Non-separable
6: Ackley's function Multi-modal Separable
It can be seen that the linear PF is almost the same as that in DTLZ1, except that each
objective is normalized to [0; 1] instead of [0; 0:5], while the convex PF and the disconnected PF
are exactly the same as those of DTLZ2 and DTLZ7, respectively.
6.4.3 Denitions of the Basic Landscape Functions gi
Six single-objective optimization functions are used to construct the basic landscape functions
gi, including the Sphere function, the Schwefel's problem 2.21, the Rosenbrock's function, the
Rastrigin's function, the Griewank's function, and the Ackley's function, which are all widely
adopted test problems in the large-scale optimization literature [59,123,226,231]. They have also
been used as basic functions to construct benchmark test problems for single-objective large-
scale optimization [121,122,125]. The properties of these functions are summarized in Table 6.1
and the detailed denitions can be found in Table A.1.
The function value of all the six single-objective functions falls between [0; 10]jxj, where jxj
denotes the number of decision variables in x.
To ensure that the objective function values are not too distant from the true PFs, the values
of the single-objective functions are further normalized by dividing the length of the decision
vectors as follows:
(xsi ) 
1
nk
nkX
j=1
(xsi;j)
jxsi;j j
; (6.17)
where  is any of the single-objective function from 1 to 6, and x
s
i;j denotes the j-th subcom-
ponent in the variable group xsi .
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It should be noted that although all the six basic single-objective functions have a xed
global optimum2, the Pareto optimal solutions have been shifted to dierent positions in the
decision space by applying the variable linkages in Section 6.4.1.
6.4.4 Instances of the Correlation Matrix C
Generally, the correlation matrix C can be arbitrarily dened to specify the correlation rela-
tionship between the variable groups and the objective functions. Here we present three typical
instances to be used in the proposed test problems.
Separable Correlations
C1 =
0BBBBBBBB@
1 0    0
0 1    0
...
...
. . .
...
0 0    1
1CCCCCCCCA
(6.18)
( )if x ( )Mf x
s
ix
… 
1( )f x … … 
1
s
x … 
s
Mx
Figure 6.1. The separable correlations between the variable groups and the objective
functions.
The separable correlations between the variable groups and the objective functions can be
described by an identity matrix C1, where the elements on the diagonal are set to 1 and all
others are set to 0. In this way, each objective function is correlated with only one variable
group. An illustration of the separable correlations is given in Fig. 6.1.
2Except that the global optimum of 3 is x = 1, the global optimum of the other ve functions are all x = 0.
6.4. THE PROPOSED TEST PROBLEMS 171
Overlapped Correlations
C2 =
0BBBBBBBBBBB@
1 1 0    0
0 1 1 0
...
... 0
. . .
. . . 0
... 0 0 1 1
0       0 1
1CCCCCCCCCCCA
(6.19)
s
Mx
( )if x ( )Mf x
s
ix 1
s
i?x … 
1( )f x … … 
2
s
x
1
s
x … 
Figure 6.2. The overlapped correlations between the variable groups and the objective
functions.
The overlapped correlations between the variable groups and the objective functions are
presented by a matrix C2, where the neighboring elements C2(i; i+1) are set to 1 in addition to
the elements on the diagonal, with i = 1; :::;M   1, and the other elements are set to 0. In this
way, each objective function has an overlapped correlation with two neighboring variable groups
at the same time. Fig. 6.2 presents an illustrative example of the overlapped correlations.
Full Correlations
C3 =
0BBBBBBBB@
1 1    1
1 1    1
...
...
. . .
...
1 1    1
1CCCCCCCCA
(6.20)
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( )if x ( )Mf x
s
ix
… 
1( )f x … … 
1
s
x … 
s
Mx
Figure 6.3. The full correlations between the variable groups and the objective functions.
Table 6.2. The denitions of the proposed test problems.
Problem L H gI gII C
LSMOP1 L1 H1 1 1 C1
LSMOP2 L1 H1 3 2 C1
LSMOP3 L1 H1 1 6 C1
LSMOP4 L1 H1 6 5 C1
LSMOP5 L2 H2 1 1 C2
LSMOP6 L2 H2 3 2 C2
LSMOP7 L2 H2 1 6 C2
LSMOP8 L2 H2 6 5 C2
LSMOP9 L2 H3 4 6 C3
The full correlations between the variable groups and the objective functions are presented
by a matrix C3, where all the elements are set to be 1. In this way, each objective function has
a full correlation with all the variable groups at the same time. The full correlation relationship
is visualized in Fig. 6.3.
6.4.5 Denitions of the Proposed Test Problems
In this subsection, we dene the test problems by specifying the linkage function L, the shape
functions hi, the landscape functions gi, and the correlation matrix C.
As introduced in Section 6.4.2, hi(xf ) are scalable to have any number of objectives. In
order to make gi(x
i
s) scalable to have any number of objectives as as well, we rst divide gi into
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two groups: 8><>:
gI = fg2k 1g;
gII = fg2kg:
(6.21)
where k = 1; :::; dM=2e, gI and gII contain landscape functions with odd and even indices,
respectively. In this way, the tness landscapes of the test functions can be dened by specifying
gI and gII .
As summarized in Table 6.2, there are nine test problems in total, the properties of which
are summarized as follows.
LSMOP1 to LSMOP4 have linear variable linkage on the PSs as dened by L1 in (6.12), and
LSMOP5 to LSMOP9 have nonlinear variable linkage on the PS as dened by L2 in (6.13).
LSMOP1 to LSMOP4 have a linear PF as dened by H1 in (6.14), LSMOP5 to LSMOP8
have a convex PF as dened by H2 in (6.15), and LSMOP9 has a disconnected PF as dened
by H3 in (6.16).
To dene the tness landscape by specifying gI and gII , the Griewank's function and the
Schwefel's problem 2.21 are applied in LSMOP2 and LSMOP6, the Sphere function and the
Ackley's function are applied in LSMOP3 and LSMOP7, and the Rastrigin's function and the
Ackley's function are applied in LSMOP9, while the tness landscapes of LSMOP1 and LSMOP5
are dened only with the Sphere functions. Thus, apart from LSMOP1 and LSMOP5, which
are fully separable, the other seven test problems are all partially separable.
6.5 Experimental Comparisons
This section presents some empirical evaluations of the proposed test functions using six rep-
resentative MOEAs. The main motivation of these empirical studies is to assess the hardness
of the proposed test functions for the popular existing MOEAs developed for solving small-
scale (typically up to 50 decision variables) multi- and many-objective optimization problems.
We rst briey describe the six MOEAs, then we present the performance indicators used to
measure the quality of the results obtained by the six MOEAs, together with the experimental
settings. Finally, we make some remarks on the performance of the compared MOEAs on the
test problems.
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6.5.1 MOEAs in Comparison
The six MOEAs adopted for empirical evaluations of the proposed test problems are inverse
model based MOEA (IM-MOEA) [135], MOEA/D-DE [1], NSGA-II [73], knee-point driven
evolutionary algorithm (KnEA) [108], NSGA-III [107], and MOEA/D-PBI [78]. Among the six
MOEAs, IM-MOEA, MOEA/D-DE and NSGA-II were proposed for solving MOPs having two
or three objectives, whereas KnEA, NSGA-III and MOEA/D-PBI were proposed for solving
MaOPs having more than three objectives.
 IM-MOEA is a recently proposed MOEA using Gaussian process based inverse modeling.
Unlike traditional MOEAs, where the candidate solutions are directly generated in the
decision space, the candidate solutions in IM-MOEA are rst sampled on the PF and
then mapped back to the PS using a set of inverse models. IM-MOEA shows promising
performance on a variety of problems with variable linkages on the PSs and has good
scalability to the number of decision variables. The details of IM-MOEA can also be
found in Chapter 6.
 MOEA/D-DE is a variant of MOEA/D, which is a decomposition based approach and
has been shown to perform well on various MOPs [204{206]. MOEA/D-DE was proposed
for solving problems with complex PSs, where the simulated binary crossover (SBX) op-
erator used in the original MOEA/D is replaced by the crossover operator in dierential
evolution [144]. In addition, a bi-level neighborhood control is used in MOEA/D-DE to
enhance the population diversity.
 NSGA-II is one of the most popular dominance based MOEAs [207{210]. In NSGA-II, the
non-dominated sorting is adopted to achieve convergence of the population towards the
PF, and crowding distance is used to manage the population diversity.
 KnEA is a recently proposed algorithm for solving MaOPs, where the secondary selection
in NSGA-II is replaced by a knee point based selection criterion to remedy the loss of
convergence pressure resulting from the failure of non-dominance comparison to distinguish
solutions in high-dimensional objective space.
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 NSGA-III is an extended version of NSGA-II tailored for solving MaOPs. In NSGA-III,
the secondary selection is performed with the help of a set of reference points, thereby
addressing the issue of loss of selection pressure of the non-dominated sorting approach.
 MOEA/D-PBI is a decomposition based MOEA that uses the penalty-based boundary
intersection (PBI) as the scalarization function in the MOEA/D framework. It has been
reported in some recent work that MOEA/D-PBI shows promising performance for solving
MaOPs [107,117].
In the empirical evaluations, IM-MOEA, MOEA/D-DE and NSGA-II are used to test the
bi-/three-objective instances, while KnEA, NSGA-III and MOEA/D-PBI are used to test the
many-objective instances.
6.5.2 Performance Indicators
To measure the quality of the solution set obtained by an MOEA, two performance indicators
are used, i.e., the inverted generational distance (IGD) [12,232] and the hypervolume (HV) [119],
where the detailed denitions can be referred to Appendix B.
In this study, we use IGD to measure the results on bi-/three-objective instances. For
LSMOP1 to LSMOP8, since the analytical structures of the true PFs are all known a priori,
uniformly distributed points in P  are generated using the simplex-lattice design method [233],
as recommended in [107, 117]. For LSMOP9, where the analytical structure of the true PF is
unknown, we uniformly sample 1,000 points from the decision space to create P .
In this study, y = (2; 2; :::; 2) is used for LSMOP1 to LSMOP8, while for LSMOP9, the
reference point is set as (zmax1 +1; z
max
2 +1; :::; z
max
M +1), where z
max
1 to z
max
M are the maximum
objective values calculated from the true PF3. For problems with six objectives, the fast HV
calculation method is adopted to calculate the exact HV [120], while for problems with ten
objectives, the Monte Carlo method [216] with 1,000,000 sampling points is adopted to obtain
the approximate HV values. In addition, the HV values presented in this study are all normalized
to [0; 1].
3Since the true PF of LSMOP9 has an irregular geometrical structure, the true PFs are approximated by
sampling 10,000 Pareto optimal solutions in the decision space.
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Table 6.3. Settings of population sizes in MOEA/D-DE, NSGA-III and MOEA/D-PBI.
M (H1;H2) Population size
3 (99, 0) 100
3 (13, 0) 105
6 (4, 1) 132
10 (3, 2) 275
H1 andH2 are the simplex-lattice design factors for generating uniformly distributed reference (or weight)
vectors on the outer boundaries and the inside layers, respectively.
6.5.3 Parameter Settings
Settings of the Test Problems
There are three parameters to be set in the proposed test problems, i.e., M , ns and nk, where
M is the number of objectives, ns is the number of decision variables that dene the tness
landscape and nk is the number of subcomponents in each variable group. As to the number of
objectives, we have tested multi-objective instances withM = 2; 3, and many-objective instances
with M = 6; 10. For the number of decision variables that dene the tness landscape, we have
tested ns = 200; 300; 600; 1000, and nk is constantly set to 5.
Experimental Settings
The maximum number of generations is used as the termination condition, which is set to 2000,
3000, 6000 and 10000 for the bi-objective 3-objective, 6-objective and 10-objective instances,
respectively. To obtain statistical results, each algorithm is run for 20 times independently.
Settings of the Population Size
For MOEA/D-DE, NSGA-III and MOEA/D-PBI, the population size is determined by the
simplex-lattice design factor H and the objective number M . As recommended in [107], a bi-
layer vector generation method is adopted here to generate reference (or weight) vectors on both
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the outer boundaries and the inside layers of the PFs. The detailed settings of the H factors
are summarized in Table 6.3. For IM-MOEA, NSGA-II and KnEA, the population sizes are
consistent with those in Table 6.3 with respect to the number of objectives.
Settings of the Genetic Operators
For the simulated binary crossover (SBX), the distribution index and the crossover probability
are set to c = 30 and pc = 1, and for polynomial mutation, the distribution index and the
mutation probability are set to m = 20 and pm = 1=n.
Settings of the MOEAs
For IM-MOEA, there are two parameters, i.e., the number of reference vectors K and the model
group size L. In this study, we set L = M and K = 3. For MOEA/D-DE, the neighborhood
size T is set to 20, the selection probability  is set to 0.9, the solution replacement parameter
nr is set to 2, and the parameters for the dierential evolution operator is set as CR = 1 and
F = 0:5. For MOEA/D-PBI, the neighborhood size T is also set to 20, and the PBI parameter
 is set to 5. For KnEA, the knee point ratio threshold T is set to 0.5.
6.5.4 Statistical Results
In the following, we present statistical results obtained by each of the MOEA on the multi-
objective and many-objective instances.
Results on Multi-Objective Instances
The test problems have 200 or 300 decision variables and two or three objectives, respectively.
The statistical results of the IGD values obtained by IM-MOEA, MOEA/D-DE and NSGA-II
are summarized in Table 6.4. In general, none of the three algorithms is able to eciently
solve the instances. To be more specic, IM-MOEA shows the best performance on LSMOP2,
LSMOP3 and LSMOP4, MOEA/D-DE shows the best performance on LSMOP5, LSMOP6 and
LSMOP8, and NSGA-II shows the best performance on LSMOP9. IM-MOEA shows better
performance on problems with linear variable linkages (LSMOP1 to LSMOP4) than those with
178 CHAPTER 6. BENCHMARK L-MOPS AND L-MAOPS
Table 6.4. The best, median and worst IGD values obtained by each compared algorithm on
bi-objective and three-objective instances. The best values are highlighted.
Problem M IM-MOEA MOEA/D-DE NSGA-II
LSMOP1
2
1.35E-01 1.50E-02 2.96E-01
1.79E-01 1.77E-02 3.08E-01
3.31E-01 1.28E-01 6.76E-01
3
5.13E-01 9.83E-01 6.73E-01
6.00E-01 1.20E+00 9.50E-01
7.86E-01 1.30E+00 1.07E+00
LSMOP2
2
6.39E-02 8.05E-02 8.62E-02
6.50E-02 8.63E-02 8.76E-02
6.89E-02 8.97E-02 8.99E-02
3
8.37E-02 8.63E-02 9.62E-02
8.62E-02 8.76E-02 1.02E-01
8.88E-02 8.82E-02 1.04E-01
LSMOP3
2
9.78E-02 1.22E-01 1.68E-01
1.02E-01 1.25E-01 1.83E-01
1.09E-01 1.30E-01 1.84E-01
3
3.81E-01 6.55E-01 4.88E-01
4.07E-01 6.93E-01 5.19E-01
7.70E-01 7.46E-01 7.38E-01
LSMOP4
2
7.15E-02 4.27E-02 1.28E-01
7.31E-02 7.48E-02 1.31E-01
8.45E-02 8.26E-02 1.34E-01
3
1.95E-01 2.23E-01 2.45E-01
2.11E-01 2.25E-01 2.47E-01
2.12E-01 2.29E-01 2.62E-01
LSMOP5
2
5.02E-01 3.77E-01 3.39E-01
5.96E-01 4.02E-01 3.39E-01
6.05E-01 5.70E-01 3.49E-01
3
7.97E-01 5.40E-01 1.07E+00
8.80E-01 5.42E-01 1.22E+00
9.69E-01 6.72E-01 2.86E+00
LSMOP6
2
7.20E-01 7.42E-01 7.41E-01
8.73E-01 7.45E-01 8.42E-01
4.00E+00 7.45E-01 8.61E-01
3
1.15E+01 1.30E+00 2.51E+00
1.98E+01 2.75E+00 2.67E+00
5.17E+01 3.84E+00 3.56E+00
LSMOP7
2
6.07E-02 5.87E-02 1.26E-01
6.76E-02 7.64E-02 1.27E-01
8.19E-02 8.25E-02 1.30E-01
3
4.38E-01 3.83E-01 3.56E-01
5.84E-01 4.15E-01 3.82E-01
8.45E-01 6.01E-01 4.13E-01
LSMOP8
2
1.86E+01 3.34E+00 2.80E+00
2.20E+01 4.15E+00 3.46E+00
2.84E+01 2.15E+01 2.95E+01
3
1.04E+00 9.48E-01 1.85E+00
1.30E+00 9.48E-01 1.90E+00
1.36E+00 9.48E-01 1.91E+00
LSMOP9
2
2.96E+00 2.11E+00 1.56E+00
3.63E+00 2.35E+00 2.00E+00
3.92E+00 2.54E+00 2.18E+00
3
1.58E+01 1.05E+01 4.94E+00
1.96E+01 1.26E+01 5.28E+00
3.17E+01 1.45E+01 5.60E+00
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Table 6.5. The best, median and worst HV values obtained by the compared algorithms on
six-objective and ten-objective instances. The best values are highlighted.
Problem M KnEA NSGA-III MOEA/D-PBI
LSMOP1
6
0.757416 0.000000 0.869792
0.349743 0.000000 0.850823
0.255639 0.000000 0.000000
10
0.003256 0.000000 0.997836
0.000000 0.000000 0.978354
0.000000 0.000000 0.000000
LSMOP2
6
0.998625 0.999116 0.998684
0.630340 0.999097 0.998624
0.602992 0.999074 0.998572
10
0.999991 0.999996 0.999986
0.999986 0.999992 0.999982
0.764970 0.999990 0.999974
LSMOP3
6
0.993922 0.957604 0.934446
0.992378 0.941893 0.930172
0.976414 0.933254 0.911709
10
0.975114 0.968214 0.999167
0.968172 0.964965 0.998992
0.964558 0.961809 0.995092
LSMOP4
6
0.997997 0.998009 0.995526
0.996517 0.997859 0.995379
0.994155 0.997739 0.995132
10
0.999949 0.999982 0.999952
0.999366 0.999976 0.999940
0.993225 0.999967 0.999931
LSMOP5
6
0.000000 0.000000 0.504953
0.000000 0.000000 0.503705
0.000000 0.000000 0.503131
10
0.000000 0.000000 0.504326
0.000000 0.000000 0.503723
0.000000 0.000000 0.503172
LSMOP6
6
0.000000 0.000000 0.498662
0.000000 0.000000 0.497519
0.000000 0.000000 0.496376
10
0.000000 0.009868 0.499782
0.000000 0.000000 0.499764
0.000000 0.000000 0.499730
LSMOP7
6
0.855603 0.648896 0.890549
0.779489 0.578480 0.498882
0.740627 0.552876 0.497193
10
0.415911 0.441583 0.501301
0.000000 0.428688 0.498251
0.000000 0.001062 0.494633
LSMOP8
6
0.000000 0.000000 0.094465
0.000000 0.000000 0.000000
0.000000 0.000000 0.000000
10
0.000000 0.000000 0.134535
0.000000 0.000000 0.000000
0.000000 0.000000 0.000000
LSMOP9
6
0.000000 0.000000 0.288760
0.000000 0.000000 0.259038
0.000000 0.000000 0.158676
10
0.000000 0.000000 0.076446
0.000000 0.000000 0.044334
0.000000 0.000000 0.013705
180 CHAPTER 6. BENCHMARK L-MOPS AND L-MAOPS
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(a) IM-MOEA
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(b) MOEAD-DE
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(c) NSGA-II
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(d) IM-MOEA
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(e) MOEAD-DE
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(f) NSGA-II
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(g) IM-MOEA
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(h) MOEAD-DE
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(i) NSGA-II
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(j) IM-MOEA
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(k) MOEAD-DE
0 0.5 1 1.5
0
0.5
1
1.5
f1
f 2
(l) NSGA-II
Figure 6.4. The non-dominated front obtained by each algorithm on 2-objective LSMOP1 (a,
b, c), LSMOP3 (d, e, f), LSMOP5 (g, h, i) and LSMOP7 (j, k, l) in the run associated with
the best IGD value.
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Figure 6.5. The parallel coordinates of non-dominated front obtained by each algorithm on
10-objective LSMOP1 (a, b, c), LSMOP3 (d, e, f), LSMOP5 (g, h, i), LSMOP7 (i, j, l) in the
run associated with the best HV value.
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nonlinear variable linkages (LSMOP5 to LSMOP8). MOEA/D-DE shows promising performance
on problems with highly multi-modal tness landscapes such as LSMOP8. NSGA-II shows the
best potential in dealing with problems with irregular PFs, e.g., LSMOP9.
Further observations can be made from the results presented in Fig 6.4, where the bi-objective
PF approximated by the six compared algorithms is plotted. We can observe that the PFs
approximated by MOEA/D-DE show much better distribution than those obtained by NSGA-
II. Another observation we can make is that although NSGA-II does not obtain well distributed
solutions on problems such as LSMOP1 and LSMOP5, it is more likely to achieve the extreme
solutions of the PFs. To be more specic, on LSMOP1 and LSMOP3, it seems that function
f1 is relatively easier than f2, since the f1 values of the obtained solutions are much smaller.
It is due to the fact that dierent numbers of decision variables are correlated with f1 and f2.
Our results show that, with the non-uniform group size generator presented in (6.6) and (6.7),
a number of 60 and 145 decision variables are correlated with f1 and f2, respectively. While
on LSMOP5 and LSMOP7, by contrast, it turns out that f2 becomes relatively easier to solve.
This is caused by the overlapped correlations (C2, also refer to Fig. 6.2) thus applied in these
two test problems, where f1 is correlated with all the 205 decision variables in xs, while f2 is
only correlated with the 145 decision variables in the second variable group. In addition, since
the distribution of the Pareto optimal solutions is much more diverse due to the linear/nonlinear
variable linkages, NSGA-II is only able to obtain some extreme solutions on problems such as
LSMOP1 and LSMOP3.
Based on the above observations, it can be concluded that the proposed test problems are
able to introduce various degrees of diculties into dierent objective functions by applying
dierent variable group sizes and correlation matrices.
Results on Many-objective Instances
This set of test problems are of 600- and 1000-dimensional and have six or ten objectives, respec-
tively. The statistical results of the HV values obtained by KnEA, NSGA-III and MOEA/D-PBI
are summarized in Table 6.5. Again, none of the three algorithms is able to signicantly out-
perform the others on all these instances. KnEA shows the best performance on LSMOP3,
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while NSGA-III shows the best performance on LSMOP2 and LSMOP4, and MOEA/D-PBI
shows the best performance on LSMOP5, LSMOP6 and LSMOP9. In addition, both KnEA
and NSGA-III fail to obtain any solution within the reference point for calculating HV on
LSMOP5, LSMOP8 and LSMOP9, while in contrast, MOEA/D-PBI shows robust performance
on LSMOP5 to LSMOP9, which have nonlinear variable linkages on the PSs.
We have also plotted the parallel coordinates of the PF approximated by each compared
algorithm on the 10-objective instances in Fig. 6.5 for further analysis. It can be seen that
the approximate PFs obtained by MOEA/D-PBI have signicantly better convergence perfor-
mance than KnEA and NSGA-III, although the solution density is quite sparse on LSMOP5
and LSMOP7, which are two test problems with nonlinear variable linkages on the PSs. The
distribution of the approximate PFs obtained by KnEA and NSGA-III are similar, while the
former shows signicantly better convergence performance.
To gain more insights into the performance of the compared MOEAs on the proposed test
problems, we have checked the nal populations obtained by each algorithm. It turns out that the
number of non-dominated solutions obtained by MOEA/D-PBI in the nal population is much
smaller than those obtained by KnEA and NSGA-III. For example, on the 10-objective LSMOP7,
the number of non-dominated solutions obtained by MOEA/D-PBI is on 58 on average, while it
is 275 for both KnEA and NSGA-III, which is consistent with the setting of the population size.
In addition, most of the non-dominated solutions obtained by MOEA/D-PBI are very close to
each other or even overlapped, which is consistent with the observation shown in Fig. 6.5 (b)
and Fig. 6.5 (c). By contrast, although the number of non-dominated solutions obtained by
KnEA and NSGA-III is large, most of them are of low convergence quality. It is due to the fact
that the selection in both KnEA and NSGA-III is still dominance based, while the majority of
solutions in many-objective problems are naturally non-dominated. Thus, a sucient number
of non-dominated solutions can always be maintained in the population, even though some of
them have poor convergence quality.
To summarize, it turns out that none of the compared algorithms is able to obtain a solution
set with both satisfying convergence and distribution on the many-objective instances, especially
on LSMOP5 to LSMOP9, which have nonlinear variable linkages on the PS.
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6.6 Summary
This chapter introduces a new method for creating test problems for multi- and many-objective
optimization with a large number of decision variables by extending the design principles used
in creating multi-objective optimization and large-scale optimization test problems. Firstly, the
decision variables are divided into a number of groups of dierent sizes. Secondly, the variable
groups are correlated with dierent objective functions, and the correlations can be dened
easily by means of a correlation matrix. Thirdly, the decision variables have mixed separability.
Nine test problems are instantiated based on the proposed generic principle. Among them,
LSMOP1 to LSMOP4 have a linear PF, LSMOP5 to LSMOP8 have a nonlinear PF, and
LSMOP9 has a disconnected PF. In addition, the rst four test problems (LSMOP1 to LSMOP4)
are designed to have linear variable linkages, while the other ve test problems (LSMOP5 to
LSMOP9) have nonlinear variable linkages. Regarding the tness landscapes, six widely used
basic functions in the single-objective optimization literature have been adopted, three of which
are separable and the other three are non-separable. Finally, three types of correlation relation-
ships between the variable groups and the objective functions are proposed, including separable
correlation, overlapped correlation and the full correlation.
To assess the proposed test problems, six representative MOEAs have been tested on the
nine instantiations. We have rst tested IM-MOEA, MOEA/D-DE and NSGA-II on bi- and
three-objective instances, where the number of decision variables is 200 and 300, respectively.
Furthermore, we have tested KnEA, NSGA-III and MOEA/D-PBI on six-objective and ten-
objective instances, where the number of decision variables is 600 and 1000, respectively. Our
experimental results indicate that the compared algorithms show various strength and weakness
on dierent test problems, and none of them is able to eciently solve all the proposed problems.
This demonstrates that there is a demand for new MOEAs for solving L-MOPs and L-MaOPs.
It is worth noting that the nine test problems considered in the empirical study is a small
set of instantiations created using the proposed design method. Thanks to the extensibility and
generic nature of the proposed design principles, more test problems having dierent separability
and correlation properties can be generated.
Chapter 7
Summary and Future Work
In this thesis, we have presented how to optimize large problems using nature inspired opti-
mization algorithms such as PSO and EAs. To begin with, we have classied large optimization
problems into four categories. Correspondingly, we have proposed two PSO variants and two
MOEAs to tackle various large optimization problems, together with a benchmark problem suite
of large optimization problems. In the chapter, we summarize this thesis and point out some
research directions for future work.
7.1 Summary
Firstly, this thesis has provided a comprehensive categorization of large optimization problems.
Apart from the single-objective optimization problems with a large number of decision variables
(L-SOPs), which are well known as large-scale optimization problems in the single-objective
literature, we have also claried the other three types of large optimization problems: multi-
objective optimization problems with a large number of decision variables (L-MOPs), many-
objective optimization problems (MaOPs) and many-objective optimization problems with a
large number of decision variables (L-MaOPs). Such a comprehensive categorization is a clear
guideline to the future research on large optimization problems.
Secondly, this thesis has proposed two PSO variants for solving L-SOPs. The rst PSO
variant is known as the competitive swarm optimizer (CSO) which is inspired from natural
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competitive mechanism. Both theoretical and experimental results show that CSO is promising
for solving L-SOPs which have up to 5000 decision variables. The second PSO variant is known
as the social learning PSO algorithm (SL-PSO) which is inspired from social learning phenomena.
By adopting dimension-dependent parameter adaption, SL-PSO is not only able to solve low-
dimensional problems, but also capable of handling L-SOPs. To the best of our knowledge,
CSO, as well as SL-PSO, is the rst attempt to remove both the global best position and the
personal best position in PSO, aiming to achieve better exploration and exploitation capability.
Thirdly, this thesis has proposed an inverse model based multi-objective evolutionary algo-
rithm (IM-MOEA) for solving L-MOPs. While most MOEAs perform stochastic search in the
decision space, the proposed IM-MOEA directly samples candidate solutions in the objective
space and maps them back to the decision space via inverse models. IM-MOEA, which has
linear time complexity with respect to the number of decision variables, shows promising perfor-
mance on some L-MOPs with more than 100 decision variables. In addition, IM-MOEA is able
to sample new solutions a posteriori without performing exhaustive stochastic search, which is
able to reduce the computational cost on large optimization problems.
Fourthly, this thesis has proposed a reference vector guided evolutionary algorithm (RVEA)
for solving MaOPs. In order to tackle the issue of dominance resistance, RVEA adopts a speci-
cally tailored scalarization function, known as the angle penalized distance (APD), as the crite-
rion for elitism selection. In addition, since it is very unlikely to approximate the whole Pareto
optimal set in high-dimensional objective space, a preference articulation method is designed
to enable RVEA to obtain the sub solution set according to user preferences. Empirical results
indicate that RVEA performs robustly on a variety of MaOPs with up to 10 objectives.
Finally, this thesis has suggested a benchmark test suite of L-MOPs and L-MaOPs. Since
it is believed that the development of natural inspired optimization algorithms undergoes a co-
evolution with the development of benchmark test problems, we hope that such a benchmark
test suite is able to call for the development of new nature inspired optimization algorithms
dedicated to solving L-MOPs and L-MaOPs.
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7.2 Future Work
The development of nature inspired optimization algorithms for solving large problems is still
in the infancy, and there is still much to be investigated and studied in the future. Based on the
work we have done, two potential research directions for future work are summarized as follows.
Expensive large problems. Nature inspired algorithms, which are population based, usually
require a large number of tness evaluations to perform stochastic searches, especially in
the optimization of large problems. For example, in the benchmark tests of 1000-D L-
SOPs in Chapter 3, the algorithms are run with a number of 5,000,000 tness evaluations
in each optimization process. Since the tness evaluations of benchmark test problems are
very cheap, such a large number of tness evaluations is still tolerable in our empirical
studies. In many real-world application such as the structural design [234, 235], however,
the tness evaluations can be very expensive. For such expensive optimization problems,
the surrogate assisted techniques are often applied to approximating the objective functions
to reduce the time cost of tness evaluations [196], while most existing surrogate models
are only applicable to very small-sized (e.g.,30-D) problems. Therefore, it is still an open
issue regarding how to tackle such expensive large problems.
Ultra large problems. Currently, the studies on large optimization problems are still limited
to hundreds or thousands of decision variables. Nowadays, however, some optimization
problems can involve as many as millions of decision variables. For example, to optimize
the structure of a complex network with 1000 nodes, there will be 1,000,000 possible
connections in total. Such ultra large optimization problems are far beyond the handling
scope of existing nature inspired optimization algorithms. Therefore, it is interesting to
investigate if it is possible to extend the proposed algorithms to optimize such ultra large
problems. One potential extension is to apply parallel computing techniques to improve
the computational concurrency of the proposed algorithms; another potential extension is
to design ecient methods to decompose an ultra large problem into a group of smaller
sub-problems, such that each sub-problem can be solved using the proposed algorithms.
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Appendix A
Denitions of Test Functions
Table A.1. Denitions of 12 Basic Single-objective Test Functions.
Name Function Search range
Sphere f1(X) =
nP
i=1
x2i [ 100; 100]n
Schwefel 2.22 f2(X) =
nP
i=1
jxij +
nQ
i=1
xi [ 10; 10]n
Schwefel 1.2 f3(X) =
nP
i=1
(
iP
j=1
xj)
2 [ 100; 100]n
Schwefel 2.21 f4(X) = max jxi; i  i  nj [ 100; 100]n
Rosenbrock f5(X) =
n 1P
i=1
(100(x2i   xi+1)2 + (xi   1)2) [ 30; 30]n
Step f6(X) =
nP
i=1
bxi + 0:5c2 [ 100; 100]n
Schwefel f7(X) = 418:9829  n +
nP
i=1
 xi  sin(
pjxij) [ 500; 500]n
Rastrigin f8(X) =
nP
i=1
(x2i   10 cos(2xi) + 10) [ 5:12; 5:12]n
Ackley f9(X) =  20 exp( 0:2
s
1
n
nP
i=1
x2i )  exp( 1n
nP
i=1
cos(2xi)) + 20 + e [ 32; 32]n
Griewank f10(X) =
nP
i=1
x2i
4000
 
nQ
i=1
cos(
xip
i
) + 1 [ 600; 600]n
Penalized 1
f11(X) =

n
8<:10sin2(y1) +
n 1X
i=1
(yi   1)2[1 + 10sin2(yi+1)] + (yn   1)2
9=;
+
nX
i=1
u(xi; 10; 100; 4);
y =1 +
1
4
(xi + 1)
[ 50; 50]n
Penalized 2
f12(X) =0:1
8<:sin2(3x1) +
n 1X
i=1
(xi   1)2[1 + sin2(3xi+1)] + (xn   1)2[1 + sin2(2xn)]
9=;
+
nX
i=1
u(xi; 5; 100; 4)
[ 50; 50]n
In f11 and f12, u(xj ; a; k;m) =
8>>><>>>:
k(xj   a)m; xj > a
0;  a  xj  a
k( xj   a)m; xj <  a
All functions are scalable to the search dimensionality denoted by n.
The global optimum is 0 for all functions.
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Table A.2. Denitions of 10 Modied ZDT and DTLZ test functions with linear and
nonlinear variable linkages.
Instance Variables Objectives Characteristics
F1 [0; 1]n
f1(x) = x1
f2(x) = g(x)[1 
q
f1(x)=g(x)]
g(x) = 1 + 9(
nX
i=2
((1 + 
i
n
)xi   x1)2)=(n  1)
convex PF
linear variable linkage
F2 [0; 1]n
f1(x) = x1
f2(x) = g(x)[1  (f1(x)=g(x))2]
g(x) = 1 + 9(
nX
i=2
((1 + 
i
n
)xi   x1)2)=(n  1)
concave PF
nonuniformly distributed
linear variable linkage
F3 [0; 1]n
f1(x) =   exp( 4x1)sin6(6x1)
f2(x) = g(x)[1  (f1(x)=g(x))2]
g(x) = 1 + 9(
nX
i=2
((1 + 
i
n
)xi   x1)2)=(n  1)
concave PF
linear variable linkage
F4 [0; 1]n
f1(x) = cos(

2
x1) cos(

2
x2)(1 + g(x))
f2(x) = cos(

2
x1) sin(

2
x2)(1 + g(x))
f3(x) = sin(

2
x1)(1 + g(x))
g(x) =
nX
i=3
((1 + 
i
n
)xi   x1)2
concave PF
linear variable linkage
3 objectives
F5 [0; 1]n
f1(x) = x1
f2(x) = g(x)[1 
q
f1(x)=g(x)]
g(x) = 1 + 9(
nX
i=2
(xi
1
1+ i
n   x1)2)=(n  1)
convex PF
nonlinear variable linkage
F6 [0; 1]n
f1(x) = x1
f2(x) = g(x)[1  (f1(x)=g(x))2]
g(x) = 1 + 9(
nX
i=2
(xi
1
1+ i
n   x1)2)=(n  1)
concave PF
nonuniformly distributed
nonlinear variable linkage
F7 [0; 1]n
f1(x) =   exp( 4x1)sin6(6x1)
f2(x) = g(x)[1  (f1(x)=g(x))2]
g(x) = 1 + 9(
nX
i=2
(xi
1
1+ i
n   x1)2)=(n  1)
concave PF
nonlinear variable linkage
F8 [0; 1]n
f1(x) = cos(

2
x1) cos(

2
x2)(1 + g(x))
f2(x) = cos(

2
x1) sin(

2
x2)(1 + g(x))
f3(x) = sin(

2
x1)(1 + g(x))
g(x) =
nX
i=3
(xi
1
1+ i
n   x1)2
concave PF
nonlinear variable linkage
3 objectives
F9 [0; 1] [0; 10]n 1
f1(x) = x1
f2(x) = g(x)[1 
q
f1(x)=g(x)]
g(x) =
nX
i=2
(xi
1
1+ i
n   x1)2
4000
 
nY
i=2
cos(
xi
1
1+ i
n   x1p
i  1 ) + 2
convex PF
nonlinear variable linkage
multimodal with Griewank
function
F10 [0; 1] [0; 10]n 1
f1(x) = x1
f2(x) = g(x)[1 
q
f1(x)=g(x)]
g(x) = 1 + 10(n  1) +
nX
i=2
[(xi
1
1+ i
n   x1)2   10 cos(2(xi
1
1+ i
n   x1))]
convex PF
nonlinear variable linkage
multimodal with Rastrigin
function
Appendix B
Performance Indicators for MOEAs
To evaluate the quality of the solution sets obtained by MOEAs, the inverted generational
distance (IGD) [12,236] and hypervolume (HV) [201] are used as two performance indicators in
this thesis.
Inverted generational distance (IGD)
Let P  be a set of uniformly distributed solutions along PF. Let P be an approximation to PF.
The inverted generational distance between P  and P can be dened as:
IGD(P ; P ) =
P
v2P  d(v; P )
jP j ; (B.1)
where d(v; P ) is the minimum Euclidean distance from the point v to P . The IGD metric is
able to measure both diversity and convergence of P if jP j is large enough, and a smaller IGD
value indicates a better performance.
Hypervolume (HV)
Let y = (y1; :::; ym) be a reference point in the objective space which is dominated by all Pareto
optimal solutions. Let P be the approximation to PF. The HV value of P (with regard to y)
is the volume of the region which is dominated by P and dominates y.
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Appendix C
Generation of Uniform Reference
Vectors
Figure C.1. An illustration of how to generate the uniformly distributed reference vectors in
a three-objective space. In this case, 10 uniformly distributed reference points are rst
generated on a hyperplane, and then they are mapped to a hypersphere to generate the 10
reference vectors.
To generate uniform reference vectors, rstly, a set of uniformly distributed points on a unit
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hyperplane are generated using the canonical simplex-lattice design method [233]:8>><>>:
ui = (u
1
i ; u
2
i ; :::; u
M
i );
uji 2 f 0H ; 1H ; :::; HH g;
MP
j=1
uji = 1;
(C.1)
where i = 1; :::; N with N being the number of uniformly distributed points, M is the objective
number, and H is a positive integer for the simplex-lattice design. Then, the corresponding unit
reference vectors vi can be obtained by the following transformation:
vi =
ui
kuik ; (C.2)
which maps the reference points from a hyperplane to a hypersphere, an example of which is
shown in Fig. C.1. According to the property of the simplex-lattice design, given H and M , a
total number of N =
 
H+M 1
M 1

uniformly distributed reference vectors can be generated.
Appendix D
Hybrid Electric Vehicle Controller
Model
The seven objectives in the HEV controller model are dened as follows.
Fuel consumption (FC): This objective is correlated with CO2 emissions, and the simulator
directly computes fuel consumption using engine eciency maps. In addition, the battery
charge remaining at the end of the trip is also considered.
Battery stress (BS): Due to the importance of battery lifetime in a hybrid electric vehicles,
the operation strategy has to consider the impact of controller actions (battery usage)
on battery lifetime. However, since accurate battery aging models are very complex and
dicult to calibrate, in our simulator, a simplied model is adopted by considering (dis-
)charging current and battery temperature. If current or temperature leaves a specied
safety zone, it is considered that battery stress is generated. Therefore, the optimization
target is to minimize these stress events. To be specic, battery stress BS is computed as
function over all discrete time (simulation) steps t as:
BS =
X
t
(BScurrent(t) + cT BStemp(t)) ; (D.1)
with current-induced stress Scurrent given by:
BScurrent(t) = I(t)
2; (D.2)
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where I(t) is the deviation of the battery current at time t from the save range, assumed
here as [ 60;+160] A.
And battery temperature stress BStemp is computed similarly as
BStemp(t) = T (t)
2; (D.3)
with T (t) as the deviation of battery temperature from the safe operating range (here
assumed as [15; 25] C). The relative battery temperature stress weight cT is manual-
ly chosen as cT = 0:08. Battery temperature and currents are taken directly from the
simulation software.
Operation changes (OPC): A start and stop of the engine can often be felt by the driver.
It is therefore advisable to keep the frequency of on/o switches of the combustion engine
below a certain level. We compute the number of on/o switches that happen within less
than a given interval time (we chose 60 s) after the last on/o switch and try to minimize
this number:
OPC =
X
k
H(jtk   tk 1j < 60s) ; (D.4)
where k is the index of engine on/o change events, and tk the time when change event k
occurs. The step function H(x) is 1 when x is true (1), and zero otherwise.
Emission: While CO2 emissions are directly proportional to the consumed fuel, other emissions
like NOx only occur when the combustion engine is on and the catalytic converter has not
yet reached its operation temperature. We therefore compute emissions (excluding CO2)
considering the current system temperature in a simple model of a catalytic converter:
Scat(t) = 1:0  (Tcat(t)=T opcat); (D.5)
where Scat is the status of the catalytic converter, Tcat the current catalytic converter
temperature taken from the simulator and T opcat the nominal (maximum) operation tem-
perature of the catalytic converter. Tcat will increase when the combustion engine is on
and decrease when the combustion engine is o.
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Based on catalytic converter status, the emissions are calculated as:
Emission =
X
t
ICE(t)  Scat(t) (D.6)
which is the sum over the complete driving cycle with the product of engine ON states
(ICE = [0 = o; 1 = on]) times the current catalytic converter status.
Urban operation (UO): HEVs are a potential answer to pollution and noise problems in
metropolitan areas, if the operation strategy manages to keep the combustion engine o
while driving in the city. For this objective we count the number of simulation time steps
when the engine is on while the vehicle is driving with v  50 km/h (urban speed limit).
UO =
X
t
ICE(t) H(v(t)  50) (D.7)
Noise: A vehicle generates noise from various sources, the two most important ones being tire
and wind noise resulting from motion on the one hand and engine noise on the other
hand. While the former cannot be avoided given a target speed of the vehicle, the latter
is inuenced by the operation strategy. We model wind and tire noise after [237] and
engine noise using measured data. The noise objective will only consider instances when
the engine noise exceeds tire and wind noise, because otherwise it will not be perceived by
the driver:
Noise =
X
t
Noise  (Nengine(t) NWind(t))2 ; (D.8)
where Noise is one if engine noise Nengine(t) exceeds wind noise NWind(t) and zero oth-
erwise (values are in dB).
Battery state of charge (SOC): Since we translate the remaining state of charge into re-
duced fuel consumption, the operation strategy might decide to end the trip with a higher
nal state-of-charge. But there are several reasons to prefer a lower SOC: Firstly, for
some battery types, lifetime is higher when the battery is kept at a lower state of charge;
secondly, when the vehicle arrives with full batteries at a charging station, it cannot use
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grid electricity to recharge. We therefore compute the accumulated SOC level (the area
under the SOC curve) as our nal objective:
SOC =
X
t
(SOC(t)  SOCmin)2 ; (D.9)
with an SOCmin of 20%.
Appendix E
Terminologies
Linearity: the linear correlations between decision variables and objective functions.
Multimodality: a property to characterize whether a tness landscape has multiple local op-
tima.
Non-linearity: the non-linear correlations between decision variables and objective functions.
Scalarization: to scalarize an objective vectors into scalar values.
Variable linkage: the correlations between the decision variables on the Pareto optimal sets.
Variable separability: a property to characterize the interactions between the decision vari-
ables.
Polynomial mutation: a mutation operator that simulates binary-encoded bit-ip mutation
on real-valued decision variables.
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