A symmetry-breaking Hopi bifurcation in an O(2)-symmetric system has eigenvalues of multiplicity two. When the circular symmetry is broken these eigenvalues split into two pairs. The consequences of this splitting in the nonlinear regime are analysed in detail. It is found that the perturbation selects the phase of the standing wave (sw) solutions and that two sw branches, differing in phase by n, bifurcate from the trivial solution in succession. Pure travelling waves (TW) are no longer possible. Instead two new solution branches denoted by TW' and MW' bifurcate from the sw branches in acondary steady-state and Hopf bifurcations, respectively. In contrast to the TW', the MW' only exist at small amplitudes, terminating on the rw' branch in either global or tertiary Hapf bifurcations.
Introduction
Systems with circular or approximately circular symmetry arise in many physical appiications. The symmetry may originate in the geometry of the system or be a consequence of the model. Typical of the latter are systems with translation and reflection invariance in one dimension on which periodic boundary conditions are imposed. Such systems are equivariant with respect to the symmetry group O(2) of rotations and reflections of a circle. When an 0(2)-invariant equilibrium in such a system undergoes a symmetry-breaking bifurcation the multiplicity of the critical eigenvalue is two. For example, in the case of a symmetry-breaking Hopf bifurcation, the centre eigenspace is four-dimensional. In this case the bifurcation gives rise to two branches of symmetry-breaking solutions, hereafter referred to as standing waves (SW) and travelling (rotating) waves (TW) . The normal form describing this bifurcation has O(2) x S(l) symmetry [13] . The presence of the extra S(1) phase-shift symmetry (in time) is a well known feature of the Hopf bifurcation and leads to the possibility of spatio-temporai symmetries. i n the preseni case ihe S W are invariani under the reflection 2(2), while the TW are invariant under the spatio-temporal symmetry group S q 2 ) [13], i.e. under spatial translations followed by appropriate temporal phase shifts.
Perfectly symmetric systems are rare, however, and are likely to be influenced by a variety of imperfections. Imperfections which do not break the symmetry merely change slightly the coefficients of the normal forms. In the generic problem they 095l-7715/9l/020399+29~3.50 @ I991 IOP Publishing Ltd and LMS Publishing Ltd therefore have no effect. But small symmetry-breaking effects may induce qualitatively new features. First attempts towards a systematic study of the effects of a broken continuous symmetry have been made in [I21 for the case of a generic steady-state bifurcation in which an O(2) symmetry is broken completely. This problem was discussed rigorously in the context of singularity theory. For the 0(2)-equivariant Hopf bifurcation the effects of breaking the reflection symmetry are simply to elucidate [4, 241 since the remaining translation (and phase-shift) symmetry guarantees that the normal form equations decouple into amplitude and phase equations. In this case sw are no longer possible and instead two bifurcations, into left and right W , occur in succession.
The SW solution becomes a modulated travelling wave (MW) , and it bifurcates from either the left or the right W branch in a secondary bifurcation [24] . In contrast when the translation symmetry is broken instead of the reflection symmetry the amplitude and phase equations no longer decouple and the analysis becomes significantly more involved. In addition, since the translation symmetry SO(2) has subgroups of the form Z,(n 2 2), there are many ways in which it can be broken. In this paper we describe in some detail the effect of imperfections which break SO(2) down to the identity; the effects of imperfections which are equivariant under Z,(n = 3,n 2 5 ) are considered in [22, 231.
The motivation for this problem is provided by a variety of convection systems. In these systems an 0(2)-invariant equilibrium, usually the conduction state, loses stability at a Hopf bifurcation as a parameter, the Rayleigh number, is raised. An important example is provided by convection in a binary fluid mixture [15] . A distinct example, but one with identical symmetry properties, is provided by the oscillatory instability of a roll pattern. In these examples the theory based on the presence of an exact O(2) symmetry has met with considerable success in explaining the relative stability between the sw and TW; in particular it accounts for the preference for TW observed in both experiments [21, 251 and numerical simulations [18, 191 of large aspect ratio binary fluid convection. On the other hand, the presence of the inevitable sidewalls breaks the translation symmetry, and it is clear that this must have a significant effect on the bifurcation behaviour. Traditionally the effect of sidewalls has been studied using the method of multiple scales which results in partial differential equations for the slowly varying envelope function [I, 3, 51 . In contrast the approach we take is based purely on symmetry considerations and yields ordinary differential equations for the amplitudes of the bifurcating modes. The relation between the two approaches is explored in [7] . The sidewalls break the translation symmetry completely, hut do not affect the reflection symmetry provided the boundary conditions at the two ends are identical. If the symmetry-breaking is weak we are able to relate the solutions of the problem with broken symmetry (hereafter referred to as the 'imperfect problem') to those of the fully symmetric problem (the 'perfect problem'). We find that pure TW are no longer possible solutions; instead two types of SW bifurcate from the trivial solution in succession. These waves differ in phase by I( and may be thought of as being due to 'pinning' by the sidewalls. We also find that travelling waves are produced in a secondary steady-state bifurcation and modulated travelling waves in a secondary Hopf bifurcation. The latter correspond to travelling waves whose direction of propagation reverses periodically in time. The key to understanding the behaviour and interconnection of these solutions is provided by the presence of a subsidiary Takens-Bogdanov bifurcation. In this paper we provide a detailed analysis of the neighborhood of this bifurcation as well as of other parameter regimes. The emphasis is on describing all the possible small amplitude solutions and their stability properties. We also observe that the S(1) phase-shift symmetry is a symmetry of the normal form only, and hence is expected to be broken at some level. As a consequence'we expect narrow regions of chaos near the global bifurcations predicted by the Takens-Bogdanov analysis [6] . Consequently chaos is expected close to the primary bifurcation in the envelope equations as well.
The paper is organized as follows. In section 2 we review the necessary theory for the perfect problem, and then introduce the generic perturbations breaking the translation symmetry. Section 3 is devoted to the analysis of the sw branches and their stability, including the analysis of the Takens-Bogdanov bifurcation. The calculation of the necessary coefficients in the Takens-Bogdanov normal form is relegated to appendix A. In section 4 we discuss the analogue in the imperfect problem of the TW branches. The results are summarized in the form of bifurcation diagrams in section 5. The paper concludes with a discussion of their implications.
The perfect problem
The Hopf bifurcation with O(2) symmetry is described by the normal form [13, 151 In this paper we are interested in the effects of breaking the rotation symmetry. In order to isolate these we perturb equations (2.1) with terms that preserve the remaining reflection and phase-shift symmetries (2.26 and c). The strongest effect will come from terms that are linear in the amplitudes U , w. The only such perturbation has the form 6 = g(2, 1 U 12, 1 w 12)u + e* w = g(,1,1 w 12, 1 U 12)w + ZG (2.7) where e = FeiQ is a complex parameter. Here E denotes the magnitude of the symmetrybreaking effects, assumed to be small, while a denotes their phase. Although we arrived at (2.7) purely on the hasis of symmetry arguments, we show elsewhere [7] that identical equations follow from a multiple-scale analysis of a Hopf bifurcation in a spatially extended system confined in a large aspect ratio box. In this example explicit expressions for E and a are obtained.
We refer to the system (2.7), with g expanded to third order as in (2.3), as the 'imperfect problem' and devote the remainder of this paper to its study. Note that the imperfect problem has a Hopf bifurcation at A = E = 0. However, since (2.7) lacks the full O(2) symmetry, this Hopf bifurcation cannot be interpreted in the 0(2)-equivariant context. Instead we view it as a double Hopf bifurcation with 1 :I resonance, endowed with a special structure due to the fact that we are close to an O(2) symmetry.
The pure modes and their stability properties
In terms of the polar coordinates (2.4) the imperfect problem (2.7) becomes (to cubic order) iI = (A + a,x: + ~,A')x, + ex2 cos (8 -a) x, = (A + arx; + b,A2)x2 + exI cos(8 + a) (3.la)
where 0 0, + 0, and A' = x: + x : denote the total phase and amplitude, respectively.
Observe that, in contrast to the perfect problem, the total phase 0 does not decouple from the amplitude equations as soon as the rotation symmetry is broken (e # 0). The phase difference, 0, -02, remains decoupled, however, owing to the remaining S(I) equivariance. Note that for E # 0 equation (3.14 has a singularity on the set defined by x l x 2 = 0 (i.e. uw = 0). In the 0(2)-symmetric problem ( E = 0) this set is invariant under the flow and contains the TW. For E # 0 the set {(u,w)luw = O} is no longer invariant. Although equations (3.1) could in this case be rewritten in terms of the basic invariant functions of the remaining S(l)xZ(Z)-symmetry, at no stage do we find any ambiguity in interpreting the results of calculations based on (3.1). The singularity on the set ((xI.x2)IxIx2 = 0) is an artefact of the coordinate change from Cartesian to polar coordinates.
To study the effect of the imperfection we introduce the variables A,& defined by By setting 4 = = 0 we obtain {cos 0 + (fe)A2sin +(ac cosa + ai sin a)} cos 4 = 0 sin 0 = + P s i n 24(a, sin a -ai cosa). From these equations it follows that for stationary states of (3.3) with 4 = n/2 (i.e.
x, = x2) the total phase 0 has one of the two values: 0 or n. Consequently the system At this stage it is instructive to interpret the primary bifurcations in group theoretic terms. For E # 0 the system (2.7) is equivariant under the symmetry group r = S(1) x Z(2), where S(1) and Z(2) act according to y,(u,w) = (e'"u,e-'"w) and K(U,W) = (*,U).
It is easy to see that r possesses the two maximal isotropy subgroups Z2(ti) and Z2(h-) where iz = Y~K . and that the submaximal isotropy subgroup is already trivial. The fixed point subspaces Fix(Z2(ti)) and Fix(Z,(Z)) are spanned by (u.8) and (U,-@, respectively. Consequently both are two-dimensional and the equivariant branching lemma 1131 applies, guaranteeing the existence of primary Hopf branches with these symmetries. In fact, the solutions swo and S W~, determined in ( 3 . 3 , correspond to Hopf branches in, respectively, Fix(Z2(K)) and Fix(Z2(E)). There are no general results that prohibit the existence of primary branches with submaximal subgroups, but our explicit calculations show that these cannot occur in our problem.
To determine secondary bifurcations from the sw solutions we linearize equations This is an oscillation in both 0 and 4, and so is an oscillation in the amplitudes xI,x2,
We refer to this solution as MW' since it differs in character from the MW solution that occurs in the perfect problem when (x,,x2) with x I # x2 becomes a possible solution [16] . In the (u,w)-space the Mw'-solution produces motion on a two-torus. Of the two frequencies that are present, the first is related to the basic Hopf frequency, while the new frequency describes oscillations in xI, x2 and hence reversals in the direction of propagation of the pattern. Near the Hopf bifurcation equations (3.3) can be put into the normal form
where the local bifurcation parameter p is defined by
and the cubic Hopf coefficient U is given by
with (3.126)
The bifurcation is supercritical when U < 0. Observe that it is possible for this coefficient to vanish. The MW' branch exists only locally in 1. and has no counterpart in the perfect problem. A key to its bifurcation and stability properties is provided by the TakensBogdanov bifurcation (see, e.g., [14] ) that occurs on a SW branch when the secondary Hopf and steady-state bifurcations coalesce. At such a point Q2 = 0, a condition that is satisfied on the SVV,,,~ branch when
with the upper (lower) signs corresponding to SW, , (sw,). Note that there are two distinct solutions on either branch. Let a = a. be one of these solutions on one of the two branches and define A,, by (3.12~) with a = a,, and p = 0. Near (ao,&) the flow on the centre manifold for (3.3) is determined by a two-dimensional system which can be transformed to a Takens-Bogdanov normal form with Z(2)-symmetry. A lengthy calculation, described in appendix A, shows that the latter takes the form
v / e = {2u/p -4v/ sin as](x/ cosn,) (2u/p)y + Mx' + N x 2 y 
In ( 
The travelling waves and their stability
In this section we study the time-independent solutions of (3.3) with 4 # n/2. These are the TW' solutions which are created from the primary branches SW,,~ in secondary pitchfork bifurcations. We begin by introducing scaled variables, In the remainder of this paper we confine attention to the case n/2 < y < n, i.e.
o > c > -1
This restriction constitutes no loss of generality since equations (4.2) with parameters
the transformation 0 -t -8,t + -t. The remaining y-range n < y < 271 is easily obtained from 0 < y < z by noting that (4.2) are unchanged under the replacements (a, y) -, (a + n, y + n) and (A, k, t) + (-2, -k, -1).
The TW' solutions can be expressed in the form 
We discuss first the geometrical properties. Recall that TW' is created in a secondary pitchfork bifurcation from one of the sw branches. This bifurcation point is given by
(4.8)
As sin 4 varies from 1 to 0 (4 varies from n / 2 to either 0 or n), A2 -A; increases towards infinity, while A -AB approaches either + infinity ( k > 0) or -infinity (k < 0).
This variation may or may not be monotonic, however, depending on the value of 8.
There may occur a minimum of A' at P, Thus P, exists only for p2 > f, or equivalently for n/4 < fl < 3n/4. Although the existence of a minimum is important for the behaviour of the TW' branch, it is not associated with a change in stability. In Contrast, stability does change at tertiary saddle-node or limit-point bifurcations. These occur at PI = (A,,Ll) given by aA/d(sin 4) = 0: We denote the region in R below C, by II(c) (see figure 4) and its complement R\II(c) by R,. In R, the discriminant of (4.11) is positive, i.e. there are two real solutions of (4.12), while in II(c) the discriminant is negative so that real solutions of (4.12) do not exist. In appendix B we show that to the solutions of (4.12) there correspond two angles pi = /3,(k,c) (i = 1,2) satisfying 0 < PI < p2 < II such that the saddle-node P, exists for p in the range PI < p < p2 if (k,c) E R,. For (k,c) in region II(c) PI does not exist. In figure 5 the form of the pi is shown as function of k for fixed c. Here the value k, is defined by the condition that B2 = 3a/2 -y . This occurs in R along the curve C, : k = b ( c ) c/(l -2c2) (4.14)
which is also shown in figure 4 . The values k = k, in figure 5(b) correspond to the curve C, (equation (4.13) ). In order to illustrate how figures 6 and 7 were obtained, we describe the case I(a) in more detail. In figure 5(a) this region corresponds to the interval -c < k < CO from which we deduce directly the order of the critical angles as shown in figure 6. For 0 < 8 < BI PI and P, do not exist and, because p < 3n/2--y, sw, bifurcates first from the trivial solution; consequently in this 8-interval the diagram A,(i) occurs. Crossing fl, leads to the creation of P, and we obtain B,(i) for BI < 8 < n/4. At B = 7114 the point P,,, emerges from the secondary bifurcation point P, so that B,(ii) occurs for n/4 < fl < II --y. Since the succession of P, and P, reverses at fl = B -7, B,(iii) occurs for B -y < 8 < ni2. When crossing 0 = n/2 P, moves from sw, to swo without a change of the shape of the TW' branch, i.e. we obtain D, for n/2 < p < p2. At / I = p2 and fl = 3n/4 the points P, and P, successively disappear. Consequently C,(ii) occurs for B2 < p < 3z/4 and C,(i) occurs for 3n/4 < fl < 3n/2 -y. Finally, at fl = 3n/2 -y the two s W branches come together and change their relative position for 8 > 3n/2-y with P, staying on sWo. This leads to Ao(i) for 3x/2 -y < 8 < n (more precisely: for 3 n / 2 -y < P < f l I +~) . We now discuss the stability of the TW' branch. Linearizing the system (4.2) about a. = (1 -X){k -p(2kp + s')X}.
We consider first the asymptotic behaviour of the eigenvalues 5. When X
(i.e.
A -CQ, 1 1 1-m) these approach tI = k, c2,3 = ,c is, so that the asymptotic stability assignments for the cases I, 11 and 111 are, respectively, (+--),(+--) and (---). One sign in the assignment changes at the saddle-node P,, determined by a. = 0 for X # 1.
This procedure yields the condition (4.9a). Two signs may change simultaneously at a tertiary Hopf bifurcation on the TW' branch. This bifurcation is, however, very difficult to analyse in general and we have not pursued it. We simply note that the condition for a Hopf bifurcation (a,, + a l a 2 = O,a, < 0) generates a cubic equation for X. Thus there are at most three Hopf bifurcations on the TN" branch.
A singularity of higher codimension occurs when a Hopf bifurcation and the saddlenode coalesce. This may either happen in a Takens-Bogdanov bifurcation (without symmetry), where the frequency of the periodic branch vanishes, or in a coupled Hopf steady-state bifurcation where the frequency is non-zero. In the former case the Hopf point approaches PI and then disappears while in the latter case it crosses PI. In this section we restrict attention to determining the region in R in which a coupled Hopf steady-state bifurcation exists. The condition for this singularity is a2 = 0, a l < 0, with X evaluated at PI, i.e. X = sin2 4, (equation (14.10a) ).
The equation a2 = 0 yields From (4.20) we conclude that (k -2c) and z must have opposite signs in order that a coupled Hopf Steady-State bifurcation can occur. A further condition is that PI exists, i.e. the RHS of (4.10a), with pqs and p 2 = 1 -q2 given by (4.19) must be less than 1. This leads to the inequality 0 > zI 4c2 + 4kc -3k2 + 4k(k3 + 3k2c i 5kc2 + 2~').
(4.22)
The result of a numerical investigation of the conditions z = 0 and z, = 0 in R is sketched in figure 8 . The curve z = 0 possesses three branches of which two are bounded and the remaining one is unbounded. The curve z, = 0 possesses two bounded branches, one of which has a tangential contact with the unbounded branch of z = 0 at k = -c = &/2. Since, however, z, > 0 on the unbounded branch of z = 0 it does not lead to the existence of coupled Hopf steady-state bifurcations. These can only occur in the regions denoted RI in figure 8 , bounded by the two bounded branches of z = 0, which are, therefore, the only curves of interest. On z = 0 we encounter a very degenerate situation because the linearization about PI corresponds to a nilpotent 3 x 3 Jordan block. In the discussion of the bifurcation diagrams presented in section 5 we will exclude the region RI from consideration. A similar analysis is possible for the Takens-Bogdanov bifurcation (without symmetry) occurring at P,, but is omitted. Instead, we obtain information about this singularity from the local unfolding of a degenerate Takens-Bogdanov bifurcation (with Z, symmetry) on a sw branch in which the coefficient M vanishes. 
The perturbed bifurcation diagrams
In the preceding sections we have described the different types of non-trivial solutions admitted by the perturbed normal form (3.3); in this section we bring this information together. The aim is to classify the bifurcation diagrams, including TW', MW' and their stabilities, as a function of the parameters p and (k,c) as far as possible. The results are presented in a manner similar to those of the geometric discussion of scction 4: the three main regions I, 11, 111 of R are divided into subregions 1.1, 1.2 etc. and for each subregion a bifurcation sequence is presented, i.e. the P-segment [0, n] is divided into a number of intervals by 'critical angles' at which the qualitative type of the diagrams changes. The region R , is excluded from the discussion.
We reca!! briefly the 'geoxet:ic t:axsitioxs' disc-ssed ir. sectioa 4. The sadd!e=r.ode (P,) is created on crossing 6 = PI and annihilated on crossing / 3 = p2. At p = 11/2 the secondary bifurcation point moves from SW, to sw0 and at fl = 3n/2-y sw, and sw0 merge before interchanging their relative position. In the following we do not take the transitions occuring at p = n/4,3n/4,n -y into account since these involve only the minimum P,,, of A on Tw' which is not associated with a change of stability. corresponding to the amplitudes on sw, at the Hopf and the secondary bifurcation point P,, respectively. These points coalesce at the Takens-Bogdanov bifurcation, i.e. 
J5
(Ikl-+m) 3
By considering the RHS of (5.6) on the boundary lines c = 0 and c = -1 of the region R we find that NI > 0 for -&/3 < c < 0 and for k-(c) < k < k+(c) whereas NI < 0 for k < k-(c) and for k > k+(c). The coeficients M I and M, vanish along the cume c = 2 k / m for k > 0 and k < 0, respectively. Each of these branches intersects C, once. Finally, the intersection of MI = 0 and N , = 0 takes place on the line k + c = 0 at (k,c) = (&/2)(l,-l), giving rise to a highly degenerate situation since the unperturbed problem is here of codimension-three. as it should be. We conclude that the following ordering of p1,~,,S1,6, holds in the regions marked in figure 9:
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p1 < 6, < p2 < 6, 6, < 1, < p2 < 6, p, < 8, < 6, < 6, p, < 6, < 6, < p, 
5
Recall that saddle-nodes do not exist in regions 11.4 and 11.5. In figure 4 these were combined in the region II(c).
The division of the fl-segment 0 < p < 71 into intervals by the angles 6,, S,, , ! I , , f12, The stabilities along Tw' are obtained from standard stability exchange rules, starting at the secondary bifurcation point P,, and from the known asymptotic behaviour of the eigenvalues. The form of the ~w ' b r a n c h close to the Takens-Bogdanov bifurcation at p = 6 . is uniquely determined by the signs of the coefficients (Mi. Nj) = 1,Z).
If they are the same at both Takens-Bogdanov points, i.e. sgnM, = sgnM, and sgnN, = sgnN, (regions 1.4, 5, 11.3, 5, HIS), we make the plausible assumption that the form of MW' does not change when / 3 passes from 6, to 6,. If they are different there must occur a number of transitions of codimension-two which change the shape and the stabilities of Mw'. These occur between those diagrams which are connected by broken arrows in figures 1&12(a) . The arrows indicate that the transition between the two diagrams is not direct but involves a whole sequence of transitions which may contain Takens-Bogdanov bifurcations without symmetry at the saddle-node of TW' and degenerate Hopf and global bifurcations. We were not able to give an exact analysis of these transition sequences. Conjectured sequences are sketched in figures I&l2(c).
Here we have made use of the fact that near the lines M j = 0 or N j = 0 we are close to degenerate Takens-Bogdanov bifurcations whose unfoldings are known. In [SI a normal form corresponding to Mi = 0 is analysed. A codimension-four bifurcation corresponding to M . = N j = 0 is discussed in [9] . It contains both M i = 0 and branch which changes from subcriticality to supercriticality and terminates in both cases in a heteroclinic bifurcation. Typically such a change involves two transitions, namely a degenerate Hopf bifurcation followed by a degenerate heteroclinic bifurcation or conversely, so that during the transition a limit point is born and then destroyed again. For example, the transition B2, ++ 83, in figure 12(c) is likely to be of this type. Because these sequences are obvious we have not resolved them in figures 10-12(c).
In figures 10-12(b) and (c) we have restricted attention to that part of the MW' branch which is created at the Hopf bifurcation on the sw branch. Its global behaviour was deduced from the Takens-Bogdanov bifurcation on SW. There may be additional Hopf bifurcations on TW' which create further MW' branches. If these occur they must do so in pairs because otherwise the asymptotic stability of TW' would not be correct.
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Discussion and conclusion
In this paper we have described in detail the generic properties of a Hopf bifurcation with nearly circular symmetry. The problem was formulated as a perturbation of the Hopf bifurcation with O(2) symmetry, and the effect of adding small terms breaking the rotation symmetry while preserving the reflection and phase-shift symmetries of the normal form was examined. The main qualitative conclusions have already been noted in [6] . Specifically when the rotation symmetry is broken the complex eigenvalues of multiplicity two are split into two pairs. As a result the primary bifurcation is to two types of standing waves, distinguished by their overall phase 0 = 0, II, which bifurcate in succession. This is in contrast to the perfect problem in which a whole circle of Sw (0 undefined) bifurcates simultaneously. In the perturbed (imperfect) problem pure travelling (rotating) waves (TW) are no longer possible solutions. Instead their place is taken by a new type of solution, called TW', which is a superposition of left and right TW whose amplitudes depend on the bifurcation parameter. The TW' bifurcate in secondary pitchfork bifurcations from either swo or sw, and at larger amplitudes look more like pure TW. In contrast to the perfect problem in which a superposition of left and right travelling waves results in a two-frequency (modulated) travelling wave, here the TW' have a single frequency. This is to be thought of as the result of phase-locking promoted by the broken rotation symmetry. Note in particular that there is no uniformly rotating reference frame in which the TW' are time-independent, in contrast to the TW. In addition to these differences the broken rotation symmetry forces an entirely new solution, called MW', in which the amplitudes of the left and right TW oscillate in time. Consequently, the MW' are a two-frequency oscillation characterized by a low frequency oscillation between left and right travelling waves. The MW' appear in a secondary Hopf hifurcation from the sw0 or SW, branches, and terminate again in either a global bifurcation or a tertiary Hopf hifurcation on the TW' branch. Consequently, this branch occurs locally in ,4 and amplitude, and is superseded either with or without hysteresis by the TW' as ,4 increases. The MW' have no counterpart in the perfect problem and unlike the TW' may or may not be present. Their existence depends crucially on the phase OL of the symmetry-breaking perturbation.
It should be emphasized that our approach is not rigorous in the sense that we do not prove that the symmetry-breaking terms at linear order capture all the qualitative aspects of breaking the rotation symmetry. The possibility exists, therefore, that higher order symmetry-breaking terms may introduce new behaviour, particularly near the global bifurcations associated with the MW' branch. Within these limitations we have (6) ...... 
2.
A- given an essentially complete discussion of the sequence of transitions expected as the bifurcation parameter , ? varies. A variety of regimes are distinguished, depending primarily on the phase a of the symmetry-breaking perturbation.
Elsewhere [7] we have explored an application of these ideas to the coupled complex Ginzburg-Landau equations describing, for example, binary fluid convection [I, 51. This application is useful in that it provides a physical illustration of the phenomena previously described. Here the O(2) symmetry introduced by the use of periodic ouunuary W I I U~L I U~S on a iine is broken by ihe presence of disiani sidewaiis, and ihe equations reduce locally to the normal form (2.7) [7] . The resulting TW' correspond to the travelling waves observed in the experiments 1211 or in numerical studies of the Ginzburg-Landau equations on a finite domain [5] , while the MW' correspond to the reversing or blinking patterns first found by direct numerical simulation [IO] and subsequently observed experimentally [I 1, 201. Indeed the prediction of the MW' state [6] by the abstract arguments used here to construct equations (2.7) indicates both their power and generality. The analysis described here provides a number of additional and more specific predictions for both the simulations and the experiments. For example, since the perturbation phase I I depends, as might be expected, on the aspect ratio L of the cell, the results of this paper imply that the blinking state should come and go as L is varied. The results provide specific predictions as to the nature. of the bifurcations Breaking the rotation symmetry is not the only way to break the O(2) x SI symmetry of the normal form. In [2] it is shown that breaking the SI normal form symmetry does not destroy the modulated travelling waves (MW) present near certain degeneracies in the Hopf bifurcation with O(2) symmetry. In particular the flow on the two-torus remains linear and no frequency-locking takes place. If, however, the SO(2) symmetry is already broken, as here, then the additional breaking of the phase-shift symmetry produces transversal intersections of stable and unstable manifolds near the global bifurcations associated with the MW' branch resulting in chaos 
Q",L, 1.7 p*"*"*u.
The coupling of both rotation and reflection symmetry-breaking terms is expected to result in a variety of new behaviour, which is, however, beyond the scope of the present paper. The third eigenvalue is given by (a, + 2b, For this linearized system a centre manifold reduction yields w = 2p/pa,. Applying (A.6), followed by an appropriate pdependent linear near-identity transformation, leads finally to the linear unfolding terms present in (3.146).
Appendix B. Existence of the saddle-node on TW'
For (k,c) E R, we denote the two real solutions for q2 of (4.12) by From (B.7) we deduce that sgn q+ = sgn k sgn q-= -sgn(k + c).
(B.8)
Together with figure 13 these equations imply that the shapes of q+ are as shown in figure 14 which, in turn, determines directly the qualitative behaviour of pk (q+ = cosp,) sketched in figure 5 . In section 4 we have set PI = min{p+,P-} and p2 = max{p+,p-}. That PI exists in the range PI < p < p2 follows by evaluating G at q2 = 1, i.e. p = 0, so that kG = -k2 < 0, and from the fact that the zeros of G are non-degenerate.
