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Introduction 
Multi objective optimisation currently is an 
essential practice in many bussiness, management and 
engineering application. Multi objective optimisation 
problem is multifaceted and solving the problem is to 
seek compromised solution based on a set of 
conflicting objectives [1-4]. As there will be no unique 
solution in a multi objective optimisation problem [5], 
a set of ‘trade-off’ solutions, referred as Pareto 
optimum solutions, compromising the objectives is 
produced [6-7]. 
Nowadays, evolutionary algorithms are widely 
used to deal with multi objective optimisation problem 
[8-9]. Multi objective evolutionary algorithms are 
inspired from imitating the successful characteristics 
of natural phenomena or biological species [4,6]. 
This paper introduces a new multi objective 
evolutionary algorithm by integrating the particle 
swarm optimisation (PSO) algorithm with a modified 
bats sonar algorithm (MABSA). The proposed 
algorithm also adopted non-Pareto technique; the 
weighted sum approach to solve the multi objective 
optimisation problem. The results from computer 
simulations on several multi objective optimisation 
benchmark test functions prove that this new hybrid 
algorithm can serve as a viable multi objective 
evolutionary algorithm option for solving multi 
objective optimisation problems. 
The remainder of the paper is organised as follows. 
Section 2 discusses about the standard PSO algorithm 
while Section 3 describes on the MABSA approach. 
Section 4 deals with the hybridisation between PSO 
and MABSA as a new algorithm for solving multi 
objective optimisation problems. The computer 
simulation set up is discussed in Section 5, while the 
performance of D-PSO-MABSA algorithm on 
established multi objective optimisation benchmark 
test functions are discussed in Section 6. Section 7 is 
presented the results obtained from the performance of 
D-PSO-MABSA in solving the engineering design 
problem of a four bar plane truss. The conclusion are 
finally drawn in Section 8.  
Particle Swarm Optimisation (PSO) 
Particle swarm optimisation (PSO) is an 
evolutionary computation technique developed in 
1995 which inspired from the social behaviour of a 
swarm of birds and fishes [10]. PSO has 
characteristics that are more attractive than the 
existing evolutionary computation. The characteristics 
include memory that can be maintained by any 
individual in the algorithm, build cooperation between 
the individuals and sharing of information between the 
individuals [10]. The algorithm has a simple 
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theoretical framework, is easy to code into a computer 
programme and can generate high quality and focused 
solutions in relatively shorter computation times [11], 
than other metaheuristic methods. 
In PSO, all particles are treated as valueless 
particles of g-dimensional search space [10]. Each 
particle will record its current coordinate in the 
problem space associated with its personal best 
solution, pbest. Meanwhile, the overall best solution 
and the location obtained so far by any particle in the 
swarm is labelled as gbest. 
The concept of PSO involves changing the velocity 
of every particle toward the pbest and gbest. For 
instance, the position of jth particle is represented as:  
 𝑥" = 𝑥",%, 𝑥",&, … , 𝑥",(                        (1) 
 
where g is total dimension of the space. The jth best 
previous position represented as: 
 𝑝𝑏𝑒𝑠𝑡" = 𝑝𝑏𝑒𝑠𝑡",%, 𝑝𝑏𝑒𝑠𝑡",&, … , 𝑝𝑏𝑒𝑠𝑡",(                 (2) 
 
where the best pbestj among all particles in the swarm 
is denoted as gbest. The velocity of jth particle is 
represented as:  
 𝑣" = 𝑣",%, 𝑣",&, … , 𝑣",(                        (3) 
 
The new velocity and position of each particle at each 
iteration can be calculated as: 
 𝑣",((01%) = 𝑤. 𝑣",((0) + 𝑐% ∗ 𝑟𝑎𝑛𝑑( ) ∗ <𝑝𝑏𝑒𝑠𝑡",( −𝑥",((0)> + 𝑐& ∗ 𝑟𝑎𝑛𝑑( ) ∗ <𝑔𝑏𝑒𝑠𝑡( − 𝑥",((0)>  
 and                                                                                
 𝑥",((01%) = 𝑥",((0) + 𝑥",((01%), 𝑗 = 1,2, … , 𝑛	and	𝑔 =1,2, … ,𝑚		  
 where	                                    
 
 −𝑉MNO ≤ 𝑣",((0) ≤ 𝑉MNO ,        (4) 
 
 
n number of particles in a group 
m number of members in a particle 
t pointer of iterations (generations) 𝑣",((0) velocity of particle  j at iteration t 𝑉MNO maximum velocity 𝑐%, 𝑐& acceleration constant 
rand ( ) random number between 0 and 1 𝑝𝑏𝑒𝑠𝑡" pbest of particle j 
gbest gbest of the swarm 
 
Here, the parameter maximum velocity (𝑉MNO) 
determines the resolution (or fineness) in the search 
space between the current velocity and target velocity 
[12]. 𝑉MNO   is applied to damping the particles velocity 
to avoid the swarm system explode when the particles’ 
searching process increase with time [13]. So each 
particle’s velocity in every dimension is tied to the 𝑉MNO value [12]. 𝑉MNO value is set at the start of the 
iteration process and remains constant till iterations 
end [13]. 
Acceleration constant (𝑐%) and (𝑐&) are important in 
determining the motion trajectory of particles [13] and 
controlling the influence of stochastic components of 
social and cognitive on overall particle’s velocity [14]. 
[14] divided the constant 𝑐% as self-confidence factor 
to represent confidence level in every particle while 𝑐& 
is a swarm-confidence factor that represents the 
confidence level of particles to their neighbourhood. 
[10,14] had set the value of 𝑐% and 𝑐& to 2.0 so that 
particles will attract to the	𝑝𝑏𝑒𝑠𝑡 and 𝑔𝑏𝑒𝑠𝑡 position 
equally. By setting to this value also enables smooth 
particles trajectory and permits particles to explore far 
from the target location before being tugged back to 
the appropriate region. 
In general, inertia weight (𝑤) is set in iteration 
decreasing mode as follows: 
 
 𝑤 = QRSTUQRVWX0YZRST × 𝑖𝑡𝑒𝑟                        (5) 
 
 
Here, 𝑖𝑡𝑒𝑟 is current iteration while 𝑖𝑡𝑒𝑟MNO is total 
number of iteration used. A suitable value of 𝑤MNO is 
0.9 while 𝑤MX] is 0.4 [12-13]. This 𝑤 as suggested by 
[15] is a mechanism to control the exploration and 
exploitation abilities in the swarm. The 𝑤 value will 
drive the momentum of particles on current velocity 
influencing a new velocity [14]. So, this parameter 
will balance between local and global search [12], 
besides encourage the algorithm to shift from 
exploration mode to exploitation mode in order to find 
optimum solution [13]. Figure 1 shows the PSO 
pseudo code..  
Modified Adaptive Bats Sonar Algorithm 
(MABSA) 
A colony of bats is able to construct good 
communication and sharing information between each 
other about roast site or foraging area [16]. 
Echolocation of bats is the ability of bat to produce 
sound with echo beyond the frequency range of human 
hearing and used for general orientation and finding 
prey [17]. Thus, the bats echolocation-based algorithm 
namely adaptive bats sonar algorithm (ABSA) is 
developed by [18] was inspired from the echolocation 
process of bats to search and capture prey. Then, the 
modified adaptive bats sonar algorithm (MABSA) is 
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introduced [19] based upon some modification on the 
ABSA.   
The  number of iterations (MaxIter) or generations 
used in MABSA are kept at 100. This quantity is 
favourably enough for the bats to explore fully the d 
numbers of search space dimension (Dim) for the best 
prey or global best fitness (FGB). The chosen value is 
in line with maximum MaxIter used in the PSO 
algorithm when the algorithm was first introduced by 
[10].  
Inspired by a description of the number of bats in a 
colony by biologists [20], the number of bats (Bats) or 
population in MABSA was selected in the range (700, 
1000). By having a larger number of bats, a discovery 
of the FGB value becomes more resourceful such that 
there will be a pool of solutions (prey) that can be 
evaluated to obtain the best ones. 
 
The beam length (L) is sets as: 
 𝐿 = Rand	 × < ``aVbc%d%×fN0g>                       (6) 
 
where the solution range (SSsize) is the value between 
the upper search space (SSMax) limit and the lower 
search space (SSMin) limit as: 
 𝑆𝑆gXiY = 𝑆𝑆jNO − 𝑆𝑆jX]                       (7) 
 
Every dimension (Dim) has its specific or known as 
Dim constraints. The solution range is divided into 
micron scale, such as 10% of the overall population of 
bats in the search space. The percentage is marked as 
possible search space size of each bat to emit sound 
without colliding with one another. The random value 
of L is offered to make real variation of beam lengths 
of each number of beams (NBeam) at every Dim (but 
stay within the Dim constraints) at every iteration. 
This fixation pushes every bat at each dimension to 
search in larger perimeter each time with the 
opportunity to diversify the search tactic during 
iterations and thus may find the global best solution 
that may be near to them. Moreover, a momentum term 
(µ) is used in MABSA as a tool to control the risk of 
convergence to a local optimum, as well as an extra 
chance to search for optimum solution in a wider range 
within the 𝑆𝑆gXiY. The µ is defined as: 
 𝐿]YQ = 𝐿klm(1 ± 𝜇)                                    (8) 
 
where 0 < 𝜇 < 1. 
 
Altringham et al. [16] have reported that the pulse 
emission rate grows bit by bit up to 200 per second as 
the bat keeps updating the location of the object until 
it catches the prey. This phenomenon is incorporated 
into the MABSA approach as beam number increment 
(BNI). The BNI is defined in terms of the maximum 
number of beams (NBeamMax) and minimum number of 
beams (NBeamMin) as: 
 
 
Figure 1. Pseudo code of Particle Swarm Optimisation algorithm. 
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𝐵𝑁𝐼 = <ufYNMvSTUufYNMvVWjNOw0YZ > × 𝑖𝑡𝑒𝑟       (9) 
 
where 𝑁𝐵𝑒𝑎𝑚jNO = 200 and 𝑁𝐵𝑒𝑎𝑚jX] = 20.  
 
Thus, 𝑁𝐵𝑒𝑎𝑚 is defined as: 
 𝑁𝐵𝑒𝑎𝑚 = 𝑁𝐵𝑒𝑎𝑚jX] + 𝐵𝑁𝐼        (10) 
 
The BNI method mimics the original pulse rate 
emitted by the bat as it increases gradually toward the 
end of the search. As a result, BNI will provide a 
balance between global exploration and local 
exploitation thus requiring less iteration on average to 
find a sufficiently optimum solution.  
Each NBeam with L is emitted from the starting 
position (posSP) with specific angle location. Figure 2 
shows angle locations for single batch of beam 
transmitted by a bat. The MABSA limits the first beam 
to have 𝜃M not more than 45° from horizontal axis and 
the (𝜃X) is set as follows: 
  𝜃X = <&|U}RufYNM>        (11) 
 
where 𝜃M = 𝑟𝑎𝑛𝑑 ≤ 0.7854. By setting 𝜃X as such, 
the beams will sweep at random	360° around the bats 
through iterations such a way that the searching 
process will neither be too aggressive (overlay a 
circle) nor to slow (underlay a circle). 
 
 
Figure 2. Single batch of beams transmitted by a bat 
[19]. 
The level of best fitness solution found in the 
algorithm has been raised up to four stages in the 
developed MABSA. The main target is mentioned 
before; FGB, while another three levels are starting 
position fitness (FSP), local best fitness (FLB) and 
regional best fitness (FRB). Meanwhile, there are three 
levels of best solution found by the algorithm in PSO 
[14]. The levels are personal best (pb) which is the 
best solution for every particle, local best (lb) which is 
the neighbourhoods best solution and global best (gb) 
is the global best solution of among the pb. These three 
levels are similar to FLB, FRB and FGB of MABSA 
respectively. 
In PSO, the lb improve the overall performance of 
algorithm where the individual lb influenced the 
performance of immediate neighbours [21-22]. 
Ultimately, the neighbourhoods preserve swarm 
diversity by hindering the flow of information through 
the network [23]. This move prevents the particles 
reach to the global best particle immediately or trap in 
a local optimum but allows them to explore larger 
search space [22-23]. This beneficial element inspired 
to an existence of FRB which functioning as 
neighbourhoods best solution-MABSA version. As an 
addition, FRB also forms the main link between FLB and 
FGB values. So FRB act as leverage instrument to 
balance finely between exploration (diversification) 
and exploitation (intensification) processes of the 
algorithm and so to help the algorithm escape from 
premature convergence. 
The initialisation of these levels will help the 
MABSA refine the search for the solution by a colony 
of bats in the search space in each step and leave out 
bad solutions immediately. As a result, the algorithm 
takes less time to converge to the optimum solution. In 
point of fact, [21] mentioned that many type of 
research shown that communication between 
individuals within a group is important where the 
performance of the group in overall is affected by the 
structure of the social network. Besides, [22] argued 
that the distribution of information via distant 
acquaintances be crucial, such that it posses 
information that a colleague might not. In conjunction 
to that, the four levels of the best solution created in 
MABSA ideally match with the information transfer 
mechanisms practised by a colony of bats as explored 
by [16]. These are intentional signalling match to FSP, 
local enhancement match to FLB, social facilitation 
match to FRB and imitative learning match to FGB.  
The end point position (posi) for each transmitted 
beam in MABSA is calculated as: 
 𝑝𝑜𝑠X = α × 𝑝𝑜𝑠` + 𝛽 × 𝐿(𝑐𝑜𝑠[𝜃M + (𝑖 − 1)𝜃]),𝑖 = 1,… ,𝑁		                  (12) 
 
where 𝑝𝑜𝑠` is beam’s starting position. In the above 
equation, there are two random variables and one 
constant. The first random variable is called position 
adaptability factor (α) where 0 < 𝛼 < 1. This factor 
is included to make sure that every bat is able to adapt 
to the new 𝑝𝑜𝑠` faster as derived from the previous 𝑝𝑜𝑠`, local best position (𝑝𝑜𝑠f) , regional best 
position (𝑝𝑜𝑠f) and global best position (𝑝𝑜𝑠f). 
This factor has the same characteristic as random walk 
method. The second random variable is collision 
avoidance factor (β) where 0 < 𝛽 < 1. The factor is 
essential to avoid the beams from overlapping or 
incidentally colliding with other bats’ beam as every 
bat has produced a number of beams from new 𝑝𝑜𝑠` 
simultaneously. 
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The only constant in this equation is beam-tuning 
constant (ω) which is equal to 2. This constant also 
can be considered as acceleration constant. The 
function of this constant is to strengthen β such that ω 
will divert the angle of transmited beam to the new 
angle in the designated search space. The value 2 is 
selected because it will give a good balance. If a very 
high value is selected, it will destroy the influence of 
the beam angle such that the orientation of new bat 
position will be catastrophic. A smaller value, on the 
other hand, will not make any significant change to the 
angle of transmitted beam. 
The MABSA is also equipped with bounce back 
strategy. This will confirm that every 𝑝𝑜𝑠X achieved 
by each bat during the iterations is worth considering 
as possible optimum 𝑝𝑜𝑠f for the algorithm. When 
each beam is transmitted from every bat, it will be 
verified to ensure that the 𝑝𝑜𝑠X of the transmitted beam 
does not fall beyond 𝑆𝑆jNO or below 𝑆𝑆jX]. If the 𝑝𝑜𝑠X 
reaches outside 𝑆𝑆`XiY, the transmitted beam will be 
diverted automatically to new location inside the 
labelled 𝑆𝑆`XiY using one of the following equations: 
 𝑝𝑜𝑠X = α × 𝑆𝑆jNO − 𝜏, 𝑖 = 1,… ,𝑁		             (13a) 
 𝑝𝑜𝑠X = α × 𝑆𝑆jNO + 𝜏, 𝑖 = 1,… ,𝑁		             (13b) 
 
These equations contain bounce back repositioning 
factor (τ) where the value is 0 < 𝜏 < 1. This factor is 
to help the bats to relocate a beam transmission to a 
new beams’ end point from the maximum or minimum 
search space. This factor will avoid overwriting other 
bats’ beam end points. The bounce back repositioning 
factor is the fastest contigency action of bats to swing 
to newly transmitted beam’s end point after hitting the 
designated search space boundaries. This strategy 
helped to reduce much time to spend to consider the 
previous factors (which are: position adaptability 
factor, collision avoidance factor or beam-tuning 
constant) as normal bats do. 
The reciprocal altruism characteristic has further 
been incorporated into MABSA to strengthen the 
procedure of colony searching for the best solution. 
This reciprocal altruism behaviour widely runs 
through a colony of bats as reported by many 
researchers in bats ecology [16, 24-25]. By inserting 
this behaviour into the algorithm, a member of the 
colony will disseminate and sharing the location of the 
best fitness found so far to other bats. As a result, all 
bats will fly to the best prey ever found when the 
search process comes to an end. The adoption of this 
real prey hunting behaviour of the colony of bats into 
the algorithm is symbolised by two levels of arithmetic 
mean. 
For every bat, the arithmetic mean evaluate the 
balancing point between posSP, posLB and posRB in 
current iteration (t) with posGB of the latest FGB to be 
appoint as a new posSP for next iteration (t+1). The first 
level of arithmetic mean involves measuring of central 
tendency between posSP, posLB and posRB of each bat 
for current iteration only. Next, the second level of 
arithmetic mean find the central tendency between the 
position value resulted from the first level of 
arithmetic mean and posGB. As results, during new 
iteration, every bat will start transmit a set of new 
beams from the posSP which has been specified after 
considering (or sharing) the balancing point of the 
positions of all four level of best fitness solution; FSP, 
FLB, FRB and FGB. The two levels of arithmetic mean is 
expressed as follows: 
 𝑝𝑜𝑠`(𝑡 + 1) = a()a()a()& + 𝑝𝑜𝑠f (14)          
 
The overall steps of the MABSA are presented as 
the pseudo code in Figure 3. 
 
A Dual-Particle Swarm Optimisation-Modified 
Adaptive Bats Sonar Algorithm (D-PSO-
MABSA) 
A dual level search strategy is adopted through 
integration of the two algorithm for getting the Pareto 
optimum set of the problem considered as shown in 
Figure 4. This hybrid algorithm is named dual-particle 
swarm optimisation-modified adaptive bats sonar 
algoritm (D-PSO-MABSA). The D-PSO-MABSA 
algorithm uses the weighted sum approach to combine 
all objectives into a single objective. The weights are 
generated randomly from a uniform distribution. By 
doing so, the Pareto optimum set can be acquired 
efficiently as well as Pareto front would be estimated 
appropriately. 
Here, the dual level searching process means that 
at every time to obtain Pareto optimum point, there are 
always two levels of search. During the first level, 
PSO acts as a global search agent of the algorithm with 
its embedded global (exploration) and local 
(exploitation) search components. As an explorer, the 
PSO is first to discover and mark a potential location 
of a solution in the compound of designated search 
space. The PSO will run according to its standard 
algorithmic procedures such as locating new velocity 
and position to obtain the pbest and gbest. 
In the second level search process, the optimum 
solutions obtained by the PSO are used to initialise the 
starting positions of the population in the MABSA. 
The MABSA considered as a local search agent of the 
developed algorithm also has its global search 
(diversification component) and local search 
(intensification component). Here, MABSA works as 
a follower to find the optimum solutions starting from 
the prospective location previously marked by the 
PSO within the designated search space. 
Yahya et al. 
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Figure 3. Pseudo code of Modified Adaptive Bats Sonar Algorithm. 
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Figure 4. Pseudo code of Dual-Particle Swarm Optimization-Modified Adaptive Bats Sonar Algorithm. 
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The MABSA first set the number of individuals in the 
population randomly between 700-1000 bats at every 
iteration. The value has been inspired from the real 
population of bats in a colony. Then, PSO will follow 
suit although the standard PSO algorithm has 100-200 
number of particles only. The equivalence of 
population size between PSO and MABSA is crucial 
to a smooth phase transition of the final solution found 
by the PSO and inherited by MABSA during the 
algorithm runs. Thus, the population size criterion will 
act as a look-alike handshaking or acknowledgement 
procedure of the dual level search process.  
MABSA proceeds through its normal search 
procedure in transmitting the sound beams by bats into 
the dedicated search space to get posLB and FLB and 
finally posRB and FRB. This operation runs until the 
specified maximum iterations. As in the original 
MABSA, the posGB with its FGB resulting from the 
overall iterations will be declared as the best optimum 
solution to the problem studied. The optimum solution 
thus obtained is considered as one Pareto optimum 
point. The developed algorithm will repeatedly run 
until the total number of Pareto optimum points are 
obtained to get a complete set of Pareto. 
There are two factors are considered to set PSO as 
global search agent and MABSA as local search agent. 
These factors are inspired by the real behaviour of both 
swarm groups. As noted, PSO is represented based on 
a swarm of birds flying in search of food while 
MABSA is based on a colony of bats flying for 
capturing preys. The factors are swarm flight attitude 
and swarm searchings strategy. 
The first factor is the flight attitude of the swarm. 
A good global search agent has a capability of viewing 
and monitoring the search space from the highest 
position. The broad perspective from the higher 
ground makes it easier for the agent to mark possible 
areas within the search space containing potential 
solutions that would be a true exploration process in 
swarm intelligence. A local search agent is, on the 
other hand, needed to verify the location of potential 
solutions found by a global search agent. To be a good 
local search agent, the agent must have the ability to 
observe and inspect the solutions from stone’s throw 
view. This exploitation process should be put after the 
exploration process so that the solutions developed by 
a global agent could be validated properly by the local 
search agent. In reality, the bar-headed goose that is a 
family of birds can fly to the highest up to 6437 m [26]. 
Meanwhile, according to research by [27], bats only 
fly less than 10 m above the sea level. These facts have 
enthused PSO to be defined as global search agent 
while MABSA as local search agent. 
Looking at the proposed swarm searching strategy, 
there is a distinct line between the searching strategy 
of PSO and MABSA. In the PSO, the algorithm 
utilises the velocity and positioning of particles to 
evaluate the obtained solution whereas MABSA 
depends on the transmission and positioning of sound 
beams. In the real world, birds can fly with a velocity 
between 20 to 30 mph [28]. With this fast speed, the 
searching process of PSO may miss locations of good 
solutions on their way towards other possible target 
solutions. Moreover, the velocity of particles in PSO 
itself makes the particle or bird to move in a single line 
thus not covering a broad search area at one time. The 
sound beams transmitted in MABSA are multi line 
able to disperse and sweep a large search envelope. 
Thus, the issue of missing good solutions in a smaller 
area of designated search space does not arise. Hence, 
the sequence of searching process as applied in any 
good swarm intelligence method is followed here 
where coarse searching (diversification) is done first 
by PSO followed by fine searching (intensification) by 
MABSA. In this context, labelling PSO as global 
search agent and MABSA as local search agent in the 
proposed hybrid algorithm D-PSO-MABSA is 
reasonable choice given their characteristics. 
Computer Simulation Set Up 
The proposed D-PSO-MABSA algorithm was 
coded using MATLAB software version 
Matlab®R2013a. Computer simulations of the D-
PSO-MABSA algorithm on several multi objective 
optimisation benchmark test functions and an 
engineering design problem were performed on 
Intel®CoreTM i5 processor of 2400 CPU @ 3.10GHz 
with 4.00GB RAM. 
The computer simulation are divided into two 
parts. The objective of the first part is to show the 
superior performance of the D-PSO-MABSA 
algorithm with established multi objective 
optimisation benchmark test functions. The two test 
functions namely, Zitzler-Deb-Thiele’s (ZDT) 1 and 
Schaffer function 1 are involved. 
The second part is to test the performance of D-
PSO-MABSA algorithm on an engineering design 
problem. A four bar plane truss problem is selected as 
a platform for the proposed algorithm. The problem is 
run several different suite of Pareto points. 
Performance of D-PSO-MABSA Algorithm on 
Established Multi Objective Optimisation 
Benchmark Test Functions 
Zitzler-Deb-Thiele’s function (ZDT 1) 
This function was among the well-known 
benchmark test function used to evaluate an algorithm 
developed for solving the multi objective optimisation 
problem. The function constitutes an unconstrained 
problem and has a convex Pareto front [29]. The 
function is defined as: 
 Minimise 
 𝐹%(𝑥) = 𝑥% 
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and                                                                                
 𝐹&(𝑥) = <1 + ]U% ∑ 𝑥X]X& >  1 − ¡¢£( ¤		                      (15) 
 where	     
 0 ≤ 𝑥X ≤ 1 1 ≤ 𝑖 ≤ 20   
 
Table 1 shown 15 Pareto optimum point tabulated 
in terms of F1 and F2. The values of w1 and w2 are 
recorded to show linear increasing and decreasing in 
weighted sum values respectively. The search for each 
single Pareto optimum point was conducted over 100 
iterations of D-PSO-MABSA algorithm. Figure 5 
shows the Pareto optimum set of ZDT 1 function. It is 
noted that the proposed algorithm achieved a set of 
Pareto optimum points each comprising a non-
dominated solution. Moreover, the set of non-
dominated solutions successfully formed convex 
Pareto front as expected witht the result obtained by 
[29]. 
 
Table 1. ZDT 1 function test results. 
w1 w2 F1 F2 
0.0667 0.9333 1.0000 0.0000 
0.1333 
0.2000 
0.2667 
0.3333 
0.4000 
0.4667 
0.5333 
0.6000 
0.6667 
0.7333 
0.8000 
0.8667 
0.9333 
1.0000 
0.8667 
0.8000 
0.7333 
0.6667 
0.6000 
0.5333 
0.4667 
0.4000 
0.3333 
0.2667 
0.2000 
0.1333 
0.0667 
0.0000 
0.9999 
0.9999 
1.0000 
1.0000 
0.5625 
0.3265 
0.1914 
0.1110 
0.0625 
0.0330 
0.0156 
0.0059 
0.0012 
0.0003 
0.0000 
0.0000 
0.0000 
0.0000 
0.2500 
0.4286 
0.5625 
0.6668 
0.7500 
0.8183 
0.8750 
0.9229 
0.9652 
0.9838 
 
 
Figure 5. Pareto front for ZDT 1 function. 
Schaffer function 1 
This function has been used by [30] to evaluate 
their algorithm; Pareto archived evaluation strategy 
(PAES) in solving the multi objective optimisation 
problem. The function constitutes an unconstrained 
problem, has a convex Pareto front and is defined as: 
 Minimise 
 𝐹%(𝑥) = 𝑥& 
 and                                                                                
 𝐹&(𝑥) = (𝑥 − 2)	&	                                                            (16) 
 where	     
 −10 ≤ 𝑥X ≤ 10 1 ≤ 𝑖 ≤ 20   
 
In this case study, the D-PSO-MABSA is applied 
to find 30 Pareto optimum points. Table 2 shows the 
results of F1 and F2 after using the values of w1 and w2 
accordingly. The developed algorithm was run over 
100 iterations for the search of each Pareto optimum 
point. 
Table 2. Schaffer function 1 test results. 
w1 w2 F1 F2 
0.0333 
0.0667 
0.1000 
0.1333 
0.1667 
0.2000 
0.2333 
0.2667 
0.3000 
0.3333 
0.3667 
0.4000 
0.4333 
0.4667 
0.5000 
0.5333 
0.5667 
0.6000 
0.6333 
0.6667 
0.7000 
0.7333 
0.7667 
0.8000 
0.8333 
0.8667 
0.9000 
0.9333 
0.9667 
1.0000 
0.9667 
0.9333 
0.9000 
0.8667 
0.8333 
0.8000 
0.7667 
0.7333 
0.7000 
0.6667 
0.6333 
0.6000 
0.5667 
0.5333 
0.5000 
0.4667 
0.4333 
0.4000 
0.3667 
0.3333 
0.3000 
0.2667 
0.2333 
0.2000 
0.1667 
0.1333 
0.1000 
0.0067 
0.0333 
0.0000 
3.7357 
3.4837 
3.2401 
3.0054 
2.7762 
2.5624 
2.3514 
2.1495 
1.9604 
1.7755 
1.6085 
1.4365 
1.2856 
1.1383 
1.0000 
0.8709 
0.7511 
0.6402 
0.5361 
0.4454 
0.3592 
0.2847 
0.2154 
0.1603 
0.1130 
0.0712 
0.0407 
0.0183 
0.0046 
0.0000 
0.0045 
0.0178 
0.0400 
0.0710 
0.1114 
0.1594 
0.2177 
0.2850 
0.3598 
0.4456 
0.5355 
0.6423 
0.7502 
0.8706 
1.0000 
1.1380 
1.2845 
1.4397 
1.6074 
1.7759 
1.9618 
2.1505 
2.3589 
2.5588 
2.7685 
3.0042 
3.2338 
3.4771 
3.7341 
3.9985 
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As noted in Figure 6, the developed algorithm 
performed well with the Scheffer function 1; the 
Pareto optimum points obtained were non-dominated 
solutions and formed a smooth Pareto front. The 
results thus obtained match those reported by [29] 
particularly when considering the values of both 
objective functions F1 and F2 as shown in Figure 7. 
 
 
Figure 6. Pareto front for Schaffer function 1. 
 
Figure 7. Plot of separated F1 and F2 of Schaffer 
function 1. 
 
Performance of D-PSO-MABSA in Solving the 
Engineering Design Problem of a Four Bar 
Plane Truss 
This multi objective engineering design problem 
was considered by [31] after developed by Stadler and 
Dauer in 1992. The problem is to design a four bar 
plane truss as shown in Figure 8. 
 
 
 
Figure 8. A four bar plane truss [31]. 
 
The design has two objectives, namely to minimise 
the volume of the truss (F1) and at the same time to 
minimise its joint displacement, ∆(𝐹&). This can be 
expressed as: 
 Minimise 
 𝐹%(𝑥) = 𝐿¦2𝑥% + √2𝑥& + ¨𝑥© + 𝑥ª« 
 and                                                                                
 𝐹&(𝑥) = 𝐹𝐿𝐸 ­ 2𝑥% + 2√2𝑥& − 2√2𝑥© + 2𝑥ª®	 
 subject	to 
  𝐹𝜎¤ ≤ 𝑥% ≤ 3  𝐹𝜎¤ 
 √2 𝐹𝜎¤ ≤ 𝑥& ≤ 3  𝐹𝜎¤ 
 √2<¢¶> ≤ 𝑥© ≤ 3 <¢¶>                                                  (17) 
  𝐹𝜎¤ ≤ 𝑥ª ≤ 3 𝐹𝜎¤ 
 where	     
 𝐹 = 10𝑘𝑁 𝐸 = 2 × %d¸¹uºM»    𝐿 = 200𝑐𝑚 𝜎 = 10𝑘𝑁𝑐𝑚&  
 
It is expected that the non-dominated solutions 
forming the Pareto front will be as shown in Figure 9. 
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Figure 9. The true (or global) Pareto front of a four 
bar plane truss problem [31]. 
 
To show the ability of the developed D-PSO-
MABSA algorithm to find the trade-off solutions of 
the problem, five dissimilar number of Pareto 
optimum sets were used. The sets adopted were 40, 
100, 500, 1000 and 4000. Figure 10a to 10e shows the 
results for the different number of Pareto optimum sets 
respectively. 
Referring to the Figure 10a, when a set of 40 Pareto 
points is used, there were six non-dominated solutions 
produced by the algorithm. These six points were non-
dominated solutions that formed a Pareto front as a 
basis to relate to the two objectives studied. With the 
number of Pareto points increased to 100, as shown in 
Figure 10b, there were seven non-dominated solutions 
forming the Pareto front approximately similar to that 
reported by [31]. 
After the number of Pareto points had been 
increased to 500 and 1000 as in Figure 10c and Figure 
10d respectively, both cases resulted in a few of non-
dominated vectors besides the huge amount of 
dominated vectors. Nevertheless, these small groups 
of non-dominated vectors successfully resulted in a 
Pareto front that connected the true relationship 
between both objectives to minimise the volume and 
minimise joint displacement of the truss. 
However, when 4000 Pareto points were 
considered as shown in Figure 10e, the solutions 
concentrated more toward the centre of the designated 
search space. Here also, the non-dominated solutions 
appear to be significantly clearer. These non-
dominated solutions formed a Pareto front similar to 
that reported by [31]. Indeed, the value of F1 here was 
smaller as compared to the reference figure while the 
value of F2 remained similar. 
To conclude, the D-PSO-MABSA algorithm 
performed well to optimise the design of a four bar 
plane truss. The performance was proven by the ability 
of the developed algorithm to result in a Pareto front 
from non-dominated solutions with any number of 
Pareto optimum solution considered. These Pareto 
fronts provided good compromise solutions of 
minimising two different objectives named the volume 
and the joint displacement of the truss. 
Conclusion 
This paper has introduced a hybridisation of 
particle swarm optimisation with a modified adaptive 
bats sonar algorithm to solve multi objective 
optimisation problems with weighted sum method as 
an approach. A dual level searching for multi objective 
optimisation problem using PSO and MABSA has 
been proposed. The proposed approach includes two 
factors to justify the relevance of this hybridisation 
strategy. The factors are swarm flight attitude and 
swarm searching strategy. 
The proficiency of the developed algorithm to 
solve the multi objective optimisation problem has 
been examined through two different sets of computer 
simulation tests. The first test was about the 
performance of the algorithm on established multi 
objective optimisation benchmark test functions. The 
second test was to show the capability of the algorithm 
to solve an engineering design problem which is a four 
bar plane truss. The computer simulation results have 
proved the ability of the D-PSO-MABSA algorithm to 
solve a multi objective optimisation problem. The 
application of the proposed algorithm to solve 
practical multi objective optimisation problem in 
engineering context will be considered in future 
works. 
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