Abstract. In the paper we construct a solution to the Cauchy problem for a non-stationary third order composite type equation and we study some of its properties.
Introduction
The aim of the present work is to study some properties of solution to equation
in the domain = {( ; ) : −∞ < < ∞, 0 < } subject to the initial condition ( 1 , 2 , . . . , , 0) = ( 1 , 2 , . . . , ), −∞ < < ∞.
If = 1 in (1), we obtain the equation
which was studied in work [2] . In this work, there were constructed the fundamental solution to equation (3) and potential theory, as well as there were developed the method of studying boundary value problems and Cauchy problem for equation (3) . Later the solution to the Cauchy problem for equation (3) was constructed in work [16] in a wider class and some of its properties were studied. By the same method there was constructed a solution to the Cauchy problem for the equation of high odd order [15] 2 +1
+1
+ (−1) = 0.
If we let = 2 in (1), we obtain the equation
We note that solutions to equation (4) and linear Zakharov-Kuznetsov equation (see [4] , [5] )
have similar aysmptotic properties at infinity. Zakharov-Kuznetsov equation (5) describes ion-acoustic wave processes in plasme [20] . The equation to the Cauchy problem for equation (4) was constructed in work [8] .
The solvability class for the Cauchy problem in the classes of functions growing at infinity was determined first in work by A.N. Tikhonov [18] for the heat equation. Further study for differential equation of odd order in the classes of functions growing at infinity was made by means of the theory of generalized functions [9, 10, 11, 12, 13, 19] . At present, the most complete theory for linear equations of even order (for instance, for linear equations of parabolic type) was developed in [3, 14, 17] .
In work [1] there was constructed the fundamental solution to equation (1) in space R
(
where
is the Airy function satisfying the equation
Function ( ) satisfies the following identities
Main results
Theorem 1. Let ( 1 , . . . , ) be a piece-wise continuous function with a compact support ( , ) = { : }, = 1, , ( , ) ⊂ R and having an bounded variation. Then the function
The validity of the first part of the theorem follows immediately from the properties of the fundamental solution to equation (1) and the hypothesis of the theorem. The second part is proven separately w.r.t. each spatial variable. Since the proof of this part of the theorem is similar to work [16] and makes no essential troubles, we do not dwell on it.
Theorem 2. Let function ( 1 , . . . , ) be continuous and have a bounded variation on each bounded domain ( , ) = { : }, = 1, , ( , ) ⊂ R , and the variation of the function
be bounded as < 0 for each 0 = . Moreover, let
}︃
as → ∞, < , = 1, , + = ; and
as < , where 1 , 2 are positive numbers. Then the function
satisfies equation (1) as > 0 and the condition
Proof. We begin by proving the first part of the theorem. We differentiate expression (10) w.r.t. to obtain
On the other hand,
While calculating the derivates we have made use of the identity (7). We get
Let us prove that under the hypothesis of the theorem the integral in the right hand side of (12) obtained by the formal differentiation converges. Let us study the convergence of integral (12) as = 1; other cases can be studied in the same way. Airy function satisfies the identities [16] :
for sufficiently large negative ;
for sufficiently large positive . Let = 1, 0 > 0, , = 2, 3, . . . , . We first consider the second term in the right hand side of (12) . Then by (12) we have
where are sufficiently large positive numbers. First we consider the integrals involving the expression 1 ( 1 , . . . , ; 2 , . . . , ; ) for sufficiently large positive 1 .
. Then by condition (13) we have
We see that this integral converges uniformly to zero as → ∞.
Then by (13) and the hypothesis of the theorem we have
The convergence of integrals 11 ( 1 , ), . . . , 1 ( , ) to zero as → ∞, = 1, 3, . . . , , is obvious. We consider integral 12 ( 2 , ):
. This is why integral 12 ( 2 , ) converges to zero as 2 → ∞. In the same we prove the convergence of the other integrals involving the expression 1 ( 1 , . . . , , 2 , . . . , , ) .
In what follows we shall make use of the following theorem.
Theorem 3 ([7]). Suppose that the variation of a function ( ) is bounded on an interval
where is the variation of a function on interval ( , ).
We proceed to the integrals involving the expression 3 ( 1 , . . . , , 2 , . . . , , ) for sufficiently large positive 1 .
. Then by (13) the hypothesis of the theorem we have
It is obvious that as ′ → ∞, integral 32 ( 2 , ), . . . , 3 ( , ) converges to zero. We consider integral 31 ( 1 , ):
It is clear that as 1 → ∞, the second integral in the right hand side of this relation converges to zero. This is why it is sufficient to study just the first integral in the right hand side:
. For sufficiently large positive 1 , the absolute value of this integral is bounded by 2 3
1
< . The existence of the integrals (see [6] )
means that the expression under the sup converges to zero as 1 → ∞. Therefore, integral
The convergence of integrals 33 ( 2 , ),. . . , 3 ( , ), 32 ( 2 , ), 31 ( 1 , ) follows from (16) and Theorem 3.
In the same we prove the convergence of the integrals involving the expression 3 ( 1 , . . . , , 1 , . . . , , ). Thus, we have proven that integral (12) converges uniformly in ( , ) . Therefore, by the arbitrariness of , , and 0 integral (12) converges uniformly in .
Let us prove identity (11) . We consider functions¯( 1 , . . . , ) with a compact support. We assume that + 1 0 − 1. We let¯( 1 , . . . , ) = Φ( , ) ( 1 , . . . , ), where
We consider the difference
We have
. By identities (13) and the hypothesis of the theorem for sufficiently large we obtain
Hence, 1 ( 1 , . . . , , ) tends to zero as → +0, → ∞. By Theorem 3, the second integral in (16) can be estimated as
Under the hypothesis of the theorem the first factor is bounded. Let us study ( , ) for sufficiently large ℎ . We have
∫︁ ( ) .
Let us estimate the first integral; other integrals can be estimates in the same way:
where = Thus, as → +0, ℎ → ∞, integral (17) uniformly converges to zero.
By means of the above theorem we can study the character of the growth for solutions ( 1 , . . . , , ) to the problem. For the sake of simplicity we study the such growth w.r.t. variable 1 .
By ( In view of (13), (14) and the hypothesis of Theorem 2 we have
