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Abstract— Deep learning has revolutionized computer vision
utilizing the increased availability of big data and the power
of parallel computational units such as graphical processing
units. The vast majority of deep learning research is conducted
using images as training data, however the biomedical domain
is rich in physiological signals that are used for diagnosis and
prediction problems. It is still an open research question how
to best utilize signals to train deep neural networks.
In this paper we define the term Signal2Image (S2Is) as
trainable or non-trainable prefix modules that convert signals,
such as Electroencephalography (EEG), to image-like repre-
sentations making them suitable for training image-based deep
neural networks defined as ‘base models’. We compare the
accuracy and time performance of four S2Is (‘signal as image’,
spectrogram, one and two layer Convolutional Neural Networks
(CNNs)) combined with a set of ‘base models’ (LeNet, AlexNet,
VGGnet, ResNet, DenseNet) along with the depth-wise and 1D
variations of the latter. We also provide empirical evidence
that the one layer CNN S2I performs better in eleven out of
fifteen tested models than non-trainable S2Is for classifying
EEG signals and present visual comparisons of the outputs of
some of the S2Is.
I. INTRODUCTION
Most methods for solving biomedical problems until re-
cently involved handcrafting features and trying to mimic
human experts, which is increasingly proven to be inefficient
and error-prone. Deep learning is emerging as a powerful so-
lution for a wide range of problems in biomedicine achieving
superior results compared to traditional machine learning.
The main advantage of methods that use deep learning
is that they automatically learn hierarchical features from
training data making them scalable and generalizable. This is
achieved with the use of multilayer networks, that consist of
million parameters [1], trained with backpropagation [2] on
large amount of data. Although deep learning is mainly used
in biomedical images there is also a wide range of physio-
logical signals, such as Electroencephalography (EEG), that
are used for diagnosis and prediction problems. EEG is the
measure of the electrical field produced by the brain and
is used for sleep pattern classification [3], brain computer
interfaces [4], cognitive/affective monitoring [5] and epilepsy
identification [6].
Yannick et al. [7] reviewed deep learning studies using
EEG and have identified a general increase in accuracy
when deep learning and specifically Convolutional Neural
Networks (CNNs) are used instead of traditional machine
learning methods. However, they do not mention which
specific characteristics of CNN architectures are indicated
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to increase performance. It is still an open research question
how to best use EEG for training deep learning models.
One common approach that previous studies have used
for classifying EEG signals was feature extraction from the
frequency and time-frequency domains utilizing the theory
behind EEG band frequencies [8]: delta (0.5-4 Hz), theta
(4-8 Hz), alpha (8-13 Hz), beta (13-20 Hz) and gamma
(20-64 Hz). Truong et al. [9] used Short-Time Fourier
Transform (STFT) on a 30 second sliding window to train a
three layer CNN on stacked time-frequency representations
for seizure prediction and evaluated their method on three
EEG databases. Khan et al. [10] transformed the EEGs
in time-frequency domain using multi-scale wavelets and
then trained a six layer CNN on these stacked multi-scale
representations for predicting the focal onset seizure demon-
strating promising results.
Feature extraction from the time-frequency domain has
also been used for other EEG related tasks, besides epileptic
seizure prediction. Zhang et al. [11] trained an ensemble
of CNNs containing two to ten layers using STFT features
extracted from EEG band frequencies for mental workload
classification. Giri et al. [12] extracted statistical and infor-
mation measures from frequency domain to train an 1D CNN
with two layers to identify ischemic stroke.
For the purposes of this paper and for easier future
reference we define the term Signal2Image module (S2I) as
any module placed after the raw signal input and before a
‘base model’ which is usually an established architecture for
imaging problems. An important property of a S2I is whether
it consists of trainable parameters such as convolutional and
linear layers or it is non-trainable such as traditional time-
frequency methods. Using this definition we can also derive
that most previous methods for EEG classification use non-
trainable S2Is and that no previous study has compared
trainable with non-trainable S2Is.
In this paper we compare non-trainable and trainable S2Is
combined with well known ‘base models’ neural network
architectures along with the 1D and depth-wise variations of
the latter. A high level overview of these combined methods
is shown in Fig. 1. Although we choose the EEG epileptic
seizure recognition dataset from University of California,
Irvine (UCI) [13] for EEG classification, the implications
of this study could be generalized in any kind of signal
classification problem. Here we also refer to CNN as a neural
network consisting of alternating convolutional layers each
one followed by a Rectified Linear Unit (ReLU) and a max
pooling layer and a fully connected layer at the end while
the term ‘layer’ denotes the number of convolutional layers.
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Fig. 1: High level overview of a feed-forward pass of the
combined methods. xi is the input, m is the Signal2Image
module, bd is the 1D or 2D architecture ‘base model’ for
d = 1, 2 respectively and yˆi is the predicted output. The
names of the labels are depicted at the right along with the
predictions for this example signal. The image between m
and bd depicts the output of the one layer CNN Signal2Image
module, while the ‘signal as image’ and spectrogram have
intermediate images as those depicted at the second and
third row of Fig. 2. Arrows denote the flow of the feed-
forward pass. For the 1D architectures m is omitted and no
intermediate image is generated.
II. DATA
The UCI EEG epileptic seizure recognition dataset [13]
consists of 500 signals each one with 4097 samples (23.5
seconds). The dataset is annotated into five classes with 100
signals for each class (in parenthesis the shortened label
names used in Fig. 1 and 2):
1) healthy patient while having his eyes open (Open),
2) healthy patient while having his eyes closed (Closed),
3) patient with tumor taken from healthy area (Healthy),
4) patient with tumor taken from tumor area (Tumor),
5) patient while having seizure activity (Epilepsy)
For the purposes of this paper we use a variation of the
database1 in which the EEG signals are split into segments
with 178 samples each, resulting in a balanced dataset that
consists of 11500 EEG signals.
III. METHODS
A. Definitions
We define the dataset D = {xi, yi}i=1...N where xi ∈
Zn and yi ∈ {1, 2, 3, 4, 5} denote the ith input signal
with dimensionality n = 178 and the ith label with five
possible classes respectively. N = 11500 is the number of
observations.
We also define the set of S2Is as M and the member of
this set as m which include the following modules:
• ‘signal as image’ (non-trainable)
• spectrogram (non-trainable)
• one and two layers CNN (trainable)
We then define the set of ‘base models’ as B and the
member of this set as bd where d = [1, 2] denotes the
1https://archive.ics.uci.edu/ml/datasets/
Epileptic+Seizure+Recognition
dimensionality of the convolutional, max pooling, batch nor-
malization and adaptive average pooling layers. B includes
the following bd along with their depth-wise variations and
their equivalent 1D architectures for d = 1 (for a complete
list refer to first two rows of Table. I):
• LeNet [14]
• AlexNet [1]
• VGGnet [15]
• ResNet [16]
• DenseNet [17]
We finally define the combinations of m and bd as the
members c of the set of combined models C. Using the
previous definitions, the aim of this paper is the evaluation
of the set of models C, where C is the combined set of M
and B i.e. C = M × B w.r.t. time performance and class
accuracy trained on D.
B. Signal2Image Modules
In this section we describe the internals of each S2I
module. For the ‘signal as image’ module, we normalized
the amplitude of xi to the range [1, 178]. The results were
inverted along the y-axis, rounded to the nearest integer and
then they were used as the y-indices for the pixels with
amplitude 255 on a 178× 178 image initialized with zeros.
For the spectrogram module, which is used for visualizing
the change of the frequency of a non-stationary signal over
time [18], we used a Tukey window with a shape parameter
of 0.25, a segment length of 8 samples, an overlap between
segments of 4 samples and a fast Fourier transform of 64
samples to convert the xi into the time-frequency domain.
The resulted spectrogram, which represents the magnitude
of the power spectral density (V 2/Hz) of xi, was then
upsampled to 178× 178 using bilinear pixel interpolation.
For the CNN modules with one and two layers, xi is
converted to an image using learnable parameters instead of
some static procedure. The one layer module consists of one
1D convolutional layer (kernel sizes of 3 with 8 channels).
The two layer module consists of two 1D convolutional
layers (kernel sizes of 3 with 8 and 16 channels) with the
first layer followed by a ReLU activation function and a 1D
max pooling operation (kernel size of 2). The feature maps
of the last convolutional layer for both modules are then
concatenated along the y-axis and then resized to 178× 178
using bilinear interpolation.
We constrain the output for all m to a 178 × 178 image
to enable visual comparison. Three identical channels were
also stacked for all m outputs to satisfy the input size
requirements for bd. Architectures of all bd remained the
same, except for the number of the output nodes of the last
linear layer which was set to five to correspond to the number
of classes of D. An example of the respective outputs of
some of the m (the one/two layers CNN produced similar
visualizations) are depicted in the second, third and fourth
row of Fig. 2.
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Fig. 2: Visualizations of the original signals and the outputs of the S2Is for each class. The x, y-axis of the first row are in
µV and time samples respectively. The x, y-axis of the rest of the subfigures denote spatial information, since we do not
inform the ‘base model’ the concept of time along the x-axis or the concept of frequency along the y-axis. Higher pixel
intensity denotes higher amplitude.
C. Evaluation
Convolutional layers of m were initialized using Kaiming
uniform [19]. Values are sampled from the uniform distribu-
tion U(−c, c), where c is:
c =
√
6
(1 + a2)k
(1)
,a in this study is set to zero and k is the size of the input
of the layer. The linear layers of m were initialized using
U(− 1√
k
, 1√
k
). The convolutional and linear layers of all bd
were initialized according to their original implementation.
We used Adam [20] as the optimizer with learning rate
lr = 0.001, betas b1 = 0.9, b2 = 0.999, epsilon  = 10−8
without weight decay and cross entropy as the loss function.
Batch size was 20 and no additional regularization was used
besides the structural such as dropout layers that some of the
‘base models’ (AlexNet, VGGnet and DenseNet) have.
Out of the 11500 signals we used 76%, 12% and 12% of
the data (8740, 1380, 1380 signals) as training, validation and
test data respectively. No artifact handling or preprocessing
was performed. All networks were trained for 100 epochs
and model selection was performed using the best validation
accuracy out of all the epochs. We used PyTorch [21] for
implementing the neural network architectures and train-
ing/preprocessing was done using a NVIDIA Titan X Pascal
GPU 12GB RAM and a 12 Core Intel i7-8700 CPU @
3.20GHz on a Linux operating system.
IV. RESULTS
As shown in Table. I the one layer CNN DenseNet201
achieved the best accuracy of 85.3% with training time 70
seconds/epoch on average. In overall the one layer CNN
S2I achieved best accuracies for eleven out of fifteen ‘base
models’. The two layer CNN S2I achieved worse even
compared with the 1D variants, indicating that increase of
the S2I depth is not beneficial. The ‘signal as image’ and
spectrogram S2Is performed much worse than 1D variants
and the CNN S2Is. The spectrogram S2I results are in
contrary with the expectation that the interpretable time-
frequency representation would help in finding good features
for classification. We hypothesize that the spectrogram S2I
TABLE I: Test accuracies (%) for combined models. The second row indicates the number of layers. Bold indicates the best
accuracy for each base model.
Dim, S2I
Model LeNet AlexNet VGGnet ResNet DenseNet
2 5 11 13 16 19 18 34 50 101 152 121 161 169 201
1D, none 72.6 78.8 76.9 79.0 79.5 79.3 81.5 82.5 81.4 78.8 81.4 81.8 83.3 82.1 82.0
2D, signal as image 67.9 68.3 74.1 74.7 72.7 72.5 73.3 71.7 74.1 72.3 74.1 74.7 72.5 75.2 75.0
2D, spectrogram 73.2 74.0 77.9 76.3 77.5 76.0 76.2 79.0 77.2 74.6 75.3 74.1 75.2 77.0 75.4
2D, one layer CNN 75.8 82.0 84.0 77.9 80.7 78.4 85.1 84.6 83.0 85.0 83.3 84.3 80.7 85.0 85.3
2D, two layer CNN 75.0 77.9 80.7 78.8 81.1 74.9 78.3 80.0 78.3 77.1 80.9 83.2 82.3 79.0 79.1
was hindered by its lack of non-trainable parameters. An-
other outcome of these experiments is that increasing the
depth of the base models did not increase the accuracy which
is inline with previous results [22].
V. CONCLUSIONS
In this paper we have shown empirical evidence that 1D
‘base model’ variations and trainable S2Is (especially the
one layer CNN) perform better than non-trainable S2Is.
However more work needs to be done for full replacing
non-trainable S2Is, not only from the scope of achieving
higher accuracy results but also increasing the interpretabil-
ity of the model. Another point of reference is that the
combined models were trained from scratch based on the
hypothesis that pretrained low level features of the ‘base
models’ might not be suitable for spectrogram-like images
such as those created by S2Is. Future work could include
testing this hypothesis by initializing a ‘base model’ using
transfer learning or other initialization methods. Moreover,
trainable S2Is and 1D ‘base model’ variations could also be
used for other physiological signals besides EEG such as
Electrocardiography, Electromyography and Galvanic Skin
Response.
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