This paper presents an algorithm for solving Bi-criteria Minimum Cost Dynamic Flow (BiCMCDF) problem with continuous flow variables. The approach is to transform a bi-criteria problem into a parametric one by building a single parametric linear cost out of the two initial cost functions. The algorithm consecutively finds efficient extreme points in the decision space by solving a series of minimum parametric cost flow problems with different objective functions. On each of the iterations, the flow is augmented along a cheapest path from the source node to the sink node in the time-space network avoiding the explicit time expansion of the network.
Introduction
Classical (static) network flow models have been well known as valuable tools for many applications [1] and therefore efficient algorithms have been developed. However, they fail to capture the dynamic property of many real-life problems, such as traffic planning, production and distribution systems, communication systems, and evacuation planning. Dynamic flows are widely used to model different network-structured, decision-making problems over time (see for example [2] and [3] ), but because of their complexity, dynamic flow models have not been investigated as well as classical flow models. The time is an essential component, either because the flows take time to pass from one location to another, or because the structure of the network changes over time.
On the other hand, in many combinatorial optimization problems, the selection of the optimum solution takes into account more than one criterion. For example, in transportation problems or in network flows problems, the criteria that can be considered are the minimization of the cost for selected routes, the minimization of arrival time at the destinations, the minimization of the deterioration of goods, the minimization of the load capacity that would not be used in the selected vehicles, the maximization of safety, reliability, etc. Often, these criteria are in conflict and for this reason, a multi-objective network flow formulation of the problem is necessary.
In this paper, the case of bi-criteria minimum cost dynamic flow problem is considered. The proposed method consists in iteratively generating efficient extreme points in the decision space by solving a series of minimum parametric cost flow problems with different objective functions. On each of the iterations, the flow is augmented along a cheapest path from the source node to the sink node in the time-space network avoiding the explicit time expansion of the network.
Further on, in Section 2 some basic dynamic network flow terminology is presented together with some results used in the rest of the paper. More specialized terminology is developed in later sections. Section 3 deals with the bi-criteria minimum cost dynamic flow problem and with the parametric approach for solving it. In Section 4 the development of the proposed algorithm is presented while in Section 5, is given an example that helps understanding the steps performed by the former algorithm in a discrete dynamic network. In the presentation to follow, some familiarity with flow algorithms is assumed and many details are omitted, since they are straightforward modifications of known results.
Terminology and Notations

Dynamic Network Flows
Many dynamic network flow problems are considered as  extensions of static network flow problems. These include maximum dynamic flow and minimum cost dynamic flow problems. The maximum dynamic flow problem seeks a dynamic flow which sends as many as possible a commodity from a single source to a single sink of the network within the time horizon T. The minimum cost dynamic flow problem seeks a dynamic flow that minimizes the total shipment cost of a commodity in order to satisfy demands at certain nodes within T.
Discrete-Time Dynamic Network Flows
A discrete dynamic network is a directed graph where is a set of nodes with
and T is a finite time horizon discretized into the set
 . An arc a from node i to node j is usually also denoted by . The following functions are associated with each arc
u i j  , which represents the maximum amount of flow that can enter the arc at time
h i j  , , and the time-dependent cost function 
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Th minimum cost dynamic flow problem is determine how a given amount of flow that simultane ae cycle is defined as a st nami is negative and whose capacity is greater ero.
Bi-Criteria Minimum Cost Dynamic Fl
e bi-criteria to neously minimizes two total costs should be sent from a source node to a sink node within the time horizon T, subject to the capacity limits on the arcs of the network. The successive shortest path approach adapted to the dynamic residual network is based on solving a series of successive shortest path problems, where each is solved in a residual time-space network. An amount of flow equal to the capacity of each minimum cost path obtained is augmented, until the entire flow has been sent etwork with a node t nd a finite time horizon T discretized from the source to the sink. The main difference among the algorithms consists in solving the shortest path problem in the dynamic residual network.
The Problem Formulation
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The value of the dynamic flow for a time denoted by v. Any vector f that satisfies the constraint (1 horizon T is 1.b), the flow conservation constraint (11.c) at the different node-time pairs and the bound constraint (11.d) is called a feasible solution of the bi-criteria minimum cost dynamic flow (BiCMCDF) problem.
The set of feasible solutions or decision space is denoted by F and its image through
is called objective space.
In general, there is no feasible solution imultaneously minimizes both ob of the (Bi-CMCDF) problem that s jectives. In other words, an optimum global solution does not exist. For this reason, the solutions of these problems are searched for among the set of efficient points. 
The Parametric Approach
g (BCLP) problems, ass and Saaty [8] provide an algorithm using the paraFor the bi-criteria linear programmin G metric programming technique. Geoffrion [9] discusses the availability of parametric programming for a broader class of bi-criteria problems. The functions   1 y f and   2 y f are assumed to be convex and the feasible region F is a compact convex set. The para proing problem is defined as:
He's procedure is not radically different from Gass and Saaty [8] . OJDM efficient extreme point or changes the direction of search in the objective space. Although the procedure is conceptually simple, it doesn't provide the λ -regions for each efficient point. Lee and Pulat [7] used the parametric programming procedure for the bi-crit ia minimum cost flow problem by modifying the out-of-kilter algorithm.
The approach that was proposed in this paper finds the efficien er t points in the decision space using a successive dynamic shortest augmenting path algorithm based on a linear parametric label setting procedure.
Instead of the two costs functions 
As it can easily be seen, for t alue parametric cost equals the co with the first ob mum cost as Similarly, the parametric cost function of a dynamic augmenting path from the start node s to node q ca   P q n be written as: 
The Pa tric Shortest Dynamic Path (PSDP) procedure is ted in Table 1 . Table 2 , returns the value of the parame ear parametric cost functions ter up to which one of the two lin of λ remains minimum. The two linear parametric functions to be compared, regarding the arguments of the function, are for all arcs in the time-dependent residual network. Then the algorithm successively finds parametric shortest dynamic paths and increases the flow until the value of the dynamic flow for the time horizon T equals the total deficit of all sink node-time pairs,  . In each of the iterations, the value of the parameter by which the parametric shortest dynamic path remains minimal is computed and then the algorithm reiterates with this new value of the parameter. The algorithm will terminate when the value of the parameter becomes equal to 1. The Successive Parametric Shortest Path (SPSP) algorithm is presented in Table 3 . (25) end; (26) end; (27) for all
end; (37) end; (38) end; (1) procedure next_lambda
(10) end; Table 3 . Successive Parametric Shortest Path (SPSP) algorithm. 
Example
In the discrete-time dynamic netwo ure 1(a), the problem is to send   units of flo rce node s (nod e horizon wh acity) of all ar w at e 1) ich is cs ar minimum bi-criteria cost from th to the sink node t (node 5) with set to T = 4. The upper bounds ( e set to ed by the algorithm are describe space with the non-do i ted in Figure 1(b 
