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Abstract
In this paper we prove the existence of the quadratic covariation [(@F=@xk)(X ); X k ] for all
16k6d, where F belongs locally to the Sobolev space W1;p(Rd) for some p>d and X is a
d-dimensional smooth nondegenerate martingale adapted to a d-dimensional Brownian motion.
This result is based on some moment estimates for Riemann sums which are established by
means of the techniques of the Malliavin calculus. As a consequence we obtain an extension of
Ito^’s formula where the complementary term is one-half the sum of the quadratic covariations
above. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let W = fWt , t 2 [0; T ]g be a d-dimensional Brownian motion, with d> 1. Con-
sider a d-dimensional square integrable martingale X = fXt; t 2 [0; T ]g. It is well
known that X has a representation of the form X kt =
Pd
i=1
R t
0 u
k; i
s dW
i
s ; where for
all k; i = 1; : : : ; d; uk; i are continuous and adapted stochastic processes satisfyingR T
0 Ejuk; is j2 ds<1.
Let F be a function which belongs locally to the Sobolev space W1;p(Rd) for some
p>d. The purpose of this paper is to prove the existence of the quadratic covariation
of the processes X k and (@F=@xk)(X ) for all k=1; : : : ; d; dened as the following limit
in probability:
@F
@xk
(X ); X k

t
= lim
n
X
ti2Dn; ti<t
(X kti+1 − X kti )

@F
@xk
(Xti+1)−
@F
@xk
(Xti)

; (1.1)
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where Dn is a sequence of partitions of [0; T ] such that
lim
n
sup
ti2Dn
(ti+1 − ti) = 0; sup
n
sup
ti2Dn
ti+1
ti
<1:
The existence of this limit will allow us to prove the following extension of the Ito^’s
formula:
F(Xt) = F(0) +
dX
k=1
Z t
0
@F
@xk
(Xs) dX ks +
1
2
dX
k=1

@F
@xk
(X ); X k

t
: (1.2)
Notice that for a smooth function F on Rd we have
dX
k=1

@F
@xk
(X ); X k

t
=
Z t
0
F(Xs) ds:
The result (existence of the quadratic covariation and Ito^’s formula) in the one-
dimensional case holds for any absolutely continuous function F such that its derivative
f belongs to L2loc(R) (Moret and Nualart, 2000), assuming suitable nondegeneracy and
regularity properties on the martingale X . The proof is based on the estimate
E(f(Xt)2Z)6
cp
t
kfk22 (1.3)
for any nice random variable Z , and for any function f2L2(R), which is derived
using the techniques of Malliavin calculus. Clearly, inequality (1.3) impliesZ T
0
E(f(Xt)2Z) dt62
p
Tckfk22:
When d> 1, (1.3) is replaced by E(f(Xt)2Z)6c0t−d=2kfk22, and the right-hand side
of this inequality is not integrable. However, using exponential estimates for the law
of Xt and applying Holder’s inequality for some p>d we can show, for some
constant M ,
E(f(Xt)2Z)6c0
Z
Rd
f(x)2t−d=2e−jxj
2=2tM dx6c00t−d=pkfk2p
and hence, if f2Lp(Rd), the right-hand side of this inequality is integrable. In this
paper we will make use of this argument and for this reason we are forced to assume
that the partial derivatives of our function F are locally in Lp(Rd) for some p>d.
The approach we use in this paper was introduced by Follmer et al. (1995) to
treat the case F(Bt); where F is an absolutely continuous function with locally square
integrable derivative and B is a one-dimensional Brownian motion. The results of
Follmer et al. (1995) have been extended to elliptic diusions by Bardina and Jolis
(1997) and to nondegenerate diusion processes with nonsmooth coecients in a recent
work of Flandoli et al. (2000).
In the d-dimensional case Follmer and Protter (2000), obtained an Ito^’s formula for
functions F 2W1;2loc of a Brownian motion starting at x0; where x0 must be outside of
some polar set. There are also results for multidimensional diusion processes when
F 2W1;ploc with p> 2_d (Rozkosz, 1996) and for cadlag processes, when F 2C1 and
has a locally Holder continuous derivative (Errami et al., 1999).
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Using integration with respect to the local time Wolf (1997) established an exten-
sion of Ito^’s formula for semimartingales and absolutely continuous functions with
derivative in L1loc satisfying some technical assumptions. Eisenbaum (1997) has proved
a generalization of Ito^’s formula to time-dependent functions of a Brownian mo-
tion, where the complementary term is a two-parameter integral with respect to the
local time.
By means of a regularization approach, Russo and Vallois (1995) obtained and Ito^’s
formula for C1 transformations of time reversible continuous semimartingales. In the
framework of Dirichlet forms, an extension of Ito^’s formula has been established by
Lyons and Zhang (1994).
The paper is organized as follows. Section 2 contains some basic material on
Malliavin calculus. In Section 3 we show a general result on the existence of the
quadratic covariation and Ito^’s formula for d-dimensional martingales (Theorem 5).
Section 4 is devoted to prove basic estimates for stochastic integrals and its deriva-
tives, and on the Sobolev norm of the inverse of the Malliavin matrix. Finally, in
Section 5 we apply these results to estimate the Riemann sums and deduce the main
result of the paper.
2. Preliminaries
Let W =fWt , t 2 [0; T ]g be a d-dimensional Brownian motion dened on the canon-
ical probability space (
;F; P). That is, 
 is the space of continuous functions from
[0; T ] to Rd which vanish at zero, F is the Borel -eld on 
 completed with
respect to P, and P is the Wiener measure. For every t 2 [0; T ] we denote by Ft
the -algebra generated by the random variables fWs; s6tg and the P-null sets. Let
H = L2([0; T ];Rd): For any h2H we denote the Wiener integral of h by W (h) =Pd
i=1
R T
0 h
i
t dW
i
t :
We will use the notation jxj (resp. jtj) for the Euclidian norm of a vector x in Rd
(resp. a tensor t in Rd⊗ j: : : ::⊗Rd). That is jtj2=Pdi1 ;:::;ij=1 (ti1 ; :::; ij)2: We will also make
use of the notation hx; yi for the scalar product in Rd.
Let us rst introduce the derivative operator D. We denote by C1b (Rn) the set of all
innitely dierentiable functions f: Rn ! R such that f and all of its partial derivatives
are bounded.
Let S denote the class of smooth cylindrical random variables of the form
F = f(W (h1); : : : ; W (hn)); (2.1)
where f belongs to C1b (Rn), and h1; : : : ; hn 2H . If F has form (2.1) we dene its
derivative DF as the d-dimensional stochastic process given by
DtF =
nX
i=1
@f
@xi
(W (h1); : : : ; W (hn))hi(t): (2.2)
We will denote D(k)F the kth component of DF .
The operator D is closable from SLp(
) into Lp(
;H) for each p>1. We will
denote by D1;p the closure of the class of smooth random variables S with respect to
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the norm
kFkp1;p = E(jF jp) + E(kDFkpH ):
We can dene the iteration of the operator D in such a way that for a smooth
random variable F , the derivative Dkt1 ;:::;tk F is a k-parameter process. Then, for every
p>1 and any natural number k we introduce the space Dk;p as the completion of the
family of smooth random variables S with respect to the norm
kFkpk;p = E(jF jp) +
kX
j=1
E(kDjFkpH⊗j): (2.3)
Let V be a real separable Hilbert space. We can also introduce the corresponding
Sobolev spaces Dk;p(V ) of V -valued random variables. More precisely, if SV denotes
the family of V -valued random variables of the form
F =
nX
j=1
Fjvj; vj 2V; Fj 2S;
we dene DkF =
Pn
j=1D
kFj ⊗ vj; k>1. Then Dk is a closable operator from SV 
Lp(
;V ) into Lp(
;H⊗k⊗V ) for any p>1. For any integer k>1 and any real number
p>1 we can dene a seminorm on SV by
kFkpk;p;V = E(kFkpV ) +
kX
j=1
E(kDjFkpH⊗j⊗V ):
We denote by Dk;p(V ) the completion of SV with respect the seminorm k : kk;p;V .
We will denote by  the adjoint of the operator D as an unbounded operator from
L2(
) into L2(
;H). That is, the domain of , denoted by Dom , is the set of H -valued
square integrable random variables u such that there exists a square integrable random
variable (u) verifying
E(F(u)) = E(hDF; uiH ) (2.4)
for any F 2S. We will make use of the notation (u)=R T0 us dWs. We refer to Nualart,
1995a,b for a detailed account of the basic properties of the operators D and .
The following integration by parts formula will be one of the main ingredients in
the proof of our results.
Proposition 1. Fix m>1 and 06a<b6T . Let Y =(Y 1; : : : ; Y d) be a random vector
in the space (Dm+1;p)d; for all p> 1. Dene the matrix
a;bY =
 
dX
k=1
Z b
a
D(k)t Y
iD(k)t Y
j dt
!
16i; j6d
: (2.5)
Suppose that a;bY is invertible a.s and (det 
a;b
Y )
−1 2Tp>1 Lp(
). Let Z 2Dm;p; for
all p> 1. Then; for any function f2C1b (Rd) and for any multi-index 2f1; : : : ; dgm
we have
E((@f)(Y )Z) = E(f(Y )Ha;b (Y; Z)); (2.6)
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where Ha;b (Y; Z) is recursively given by
Ha;b(i) (Y; Z) =
dX
j=1
Z b
a
Z(a;bY )
−1
ij DsY
j dWs;
Ha;b (Y; Z) = H
a;b
k (Y; H
a;b
(1 ;:::;k−1)(Y; Z)):
(2.7)
Proof. By the chain rule we have
Ds(f(Y )) =
dX
i=1
@if(Y )DsY i
and as a consequence we obtain,
Z b
a
hDsY j; Ds(f(Y ))i ds=
dX
i=1
@if(Y )(
a;b
Y )ij :
Hence, using the duality relationship (2.4) for the operator  yields
E(@if(Y )Z) = E
0
@ dX
j=1
(a;bY )
−1
ij Z
Z b
a
hDsY j; Ds(f(Y ))i ds
1
A
= E(f(Y )Ha;b(i) (Y; Z)):
We complete the proof by means of a recurrence argument.
Notice that by the Bouleau and Hirsch criterion (Bouleau and Hirsch, 1986) the
condition on a;bY implies that the law of Y is absolutely continuous with respect to
the Lebesgue measure on Rd. Moreover, if the assumptions of Proposition 1 hold with
m= d, then the density of Y is given by
p(x) = E(1fY>xgH
a;b
(1; :::;d)(Y; 1)): (2.8)
Corollary 2. Let Y = (Y 1; : : : ; Y d) be a random vector and Z a random variable
satisfying the assumptions of Proposition 1 with m=d. Suppose also EjZf(Y )2j<1;
where f2L2(Rd). Then; we have
E(f(Y )2Z) =
Z
Rd
f(x)2E(1fY>xgH
a;b
(1; :::;d)(Y; Z)) dx: (2.9)
Proof. We can assume that f is bounded by replacing f2 by f2^M and letting M tend
to innity. By the Lebesgue dierentiation theorem and using that Y has an absolutely
continuous probability distribution we obtain
n
2
d Z Y 1+(1=n)
Y 1−(1=n)
: : :
Z Yd+(1=n)
Yd−(1=n)
f(x1; : : : ; xd)2 dx1 : : : dxd ! f(Y 1; : : : ; Y d)2;
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a.s. as n tends to innity. For any xed x2Rd set
fn(x; y) =
n
2
d dY
i=1
1[xi−1=n; xi+1=n](yi);
gn(x; y) =
Z y1
−1
: : :
Z yd
−1
fn(x; 1; : : : ; d) d1 : : : dd:
(2.10)
Then, by the dominated convergence theorem and applying Proposition 1 with  =
(1; : : : ; d) to the function gn(x; ) we get
E(f(Y )2Z) = lim
n
n
2
d Z
Rd
f(x)2E
 
Z
dY
i=1
1[xi−1=n; xi+1=n](Y
i)
!
dx
= lim
n
Z
Rd
f(x)2E(fn(x; Y )Z) dx
= lim
n
Z
Rd
f(x)2E((@gn)(x; Y )Z) dx
= lim
n
Z
Rd
f(x)2E(gn(x; Y )H
a;b
(1; :::;d)(Y; Z)) dx
=
Z
Rd
f(x)2E(1fY>xgH
a;b
(1; :::;d)(Y; Z)) dx;
which completes the proof.
We will make use of the following estimate for the k : kk;p-norm of the divergence
operator (Nualart, 1995a,b).
Proposition 3. The operator  is continuous from Dk+1;p(V ⊗ H) into Dk;p(V ) for
all p> 1; k>0. Hence; for any u2Dk+1;p(V ⊗ H) we have
k(u)kk;p;V6ck;pkukk+1;p;V⊗H (2.11)
for some constant ck;p.
For any xed 06a<T the following conditional version of the duality relationship
between the derivative and divergence operators holds
E

F
Z T
a
ur dWrjFa

= E
Z T
a
hDrF; uri drjFa

(2.12)
for all F 2D1;2 and u such that u1[a;T ] 2Dom . Using this duality formula we can
formulate the following conditional version of equality (2.9).
Proposition 4. Let Y = (Y 1; : : : ; Y d) be a random vector and Z a random variable
satisfying the assumptions of Proposition 1 with m= d. Let A be an Fa-measurable
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random variable. Suppose also EjZf(Y )2j<1; where f2L2(Rd). Then; we have
E(f(Y )2Z jFa) =
X
f1;:::; dg
(−1)d−jj
Z
Q(A)
f(x)2
E(1fY i>xi; i2;Y i<xi; i 62gHa;b(1; :::;d)(Y; Z)jFa) dx; (2.13)
where Q(A) = fx2Rd: Ai <xi; i2 ; Ai >xi; i 62 g and jj is the cardinal of .
As a consequence, taking = f1; : : : ; dg, the conditional density of Y given Fa has
the following expression:
pa(x) = E(1fY>xgH
a;b
(1; :::;d)(Y; 1)jFa):
Proof. As in Corollary 2 we have
E(f(Y )2Z jFa) = lim
n
Z
Rd
f(x)2E(fn(x; Y )Z jFa) dx
= lim
n
X
f1;:::; dg
Z
Q(A)
f(x)2E(fn(x; Y )Z jFa) dx; (2.14)
where fn is dened by (2.10). For any =fi1; : : : ; ijgf1; : : : ; dg consider the function
gn(x; y) =
Z yi1
−1
: : :
Z yij
−1
Z 1
yij+1
: : :
Z 1
yid
fn(x; 1; : : : ; d) d1 : : : dd:
We have the following relationship between the functions fn and gn :
@gn(x; :) = (−1)d−jjfn(x; :)
with = (1; : : : ; d):
From (2.14) and using a conditional version of Proposition 1, which can be proved
easily using (2.12), yields
E(f(Y )2Z jFa)
=
X
f1;:::; dg
(−1)d−jj lim
n
Z
Q(A)
f(x)2E(@gn(x; Y )Z jFa) dx
=
X
f1;:::; dg
(−1)d−jj lim
n
Z
Q(A)
f(x)2E(gn(x; Y )H
a;b
 (Y; Z)jFa) dx
=
X
f1;:::; dg
(−1)d−jj
Z
Q(A)
f(x)2E(1fY i>xi; i2;Y i<xi; i 62gHa;b (Y; Z)jFa) dx;
which completes the proof.
Denition 1. For any function f2L2([0; T ]n); any random variable F 2Dk;p, and
any process u such that ut 2Dk;p for all t 2 [0; T ]; we dene k : ka;H⊗n ; k : kFak;p and
k : kFak;p;H as
kfka;H⊗n =
Z
[a; T ]n
f(s)2 ds
1=2
;
122 S. Moret, D. Nualart / Stochastic Processes and their Applications 91 (2001) 115{149
kFkFak;p =
8<
:E(jF jpjFa) +
kX
j=1
E(kDjFkpa;H⊗j jFa)
9=
;
1=p
;
kukFak;p;H =
8<
:E(kukpa;H jFa) +
kX
j=1
E(kDjukpa;H⊗( j+1) jFa)
9=
;
1=p
:
Then the following conditional version of inequality (2.11) holds
k(u1[a;T ])kFak;p6cpkukFak+1;p;H : (2.15)
3. Existence of the quadratic covariation and an extension of Ito^’s formula
Let X = fXt; t 2 [0; T ]g be a d-dimensional continuous and adapted stochastic pro-
cess. Consider a sequence Dn of partitions of [0; T ]. The points of a partition Dn will
be denoted by 0 = t0<t1<   <tk(n)<tk(n)+1 = T . We will assume that this sequence
satises the following conditions:
lim
n
sup
ti2Dn
(ti+1 − ti) = 0; L := sup
n
sup
ti2Dn
ti+1
ti
<1: (3.1)
Denition 2. Given two stochastic processes Y=fYt; t 2 [0; T ]g and Z=fZt; t 2 [0; T ]g
we dene their quadratic covariation as the stochastic process [Y; Z] given by the
following limit in probability, if it exists,
[Y; Z]t = limn
X
ti2Dn; ti<t
(Yti+1 − Yti)(Zti+1 − Zti):
Let W1;p(Rd) denote the Sobolev space of functions in Lp(Rd) such that the weak
rst derivatives belong to Lp(Rd): We denote by W1;ploc (Rd) the space of functions that
coincide on each compact set with a function in W1;p(Rd). For any F 2W1;ploc (Rd) we
denote by fk = @F=@xk the kth weak partial derivative of F .
The next result provides sucient conditions for the existence of the quadratic co-
variation [f(X ); X k ] for all k = 1; : : : ; d, when f:Rd ! R is in Lploc(Rd) and X is a
d-dimensional martingale. Under these conditions we can write a change-of-variable
formula for a process of the form F(Xt) with F in W1;p(Rd), where the last term of
the formula is the sum with respect to k of the quadratic covariations 12 [fk(X ); X
k ]; fk
being the kth weak partial derivative of F .
Theorem 5. Let X =f(X 1t ; : : : ; X dt ); t 2 [0; T ]g be a continuous and adapted stochastic
process of the form X kt =
Pd
i=1
R t
0 u
k; i
s dW
i
s , where for all k; i=1; : : : ; d; u
k; i is adapted
and
R T
0 (u
k; i
s )
2 ds<1 a.s. Suppose that for all > 0 there exist constants cj ; j=1; 2;
such that for any n; for any k and for any t 2 [0; T ]; we have,
P
Z T
0
f(X ks )
2juks j2 ds>

6c1kfk2p; (3.2)
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P
8>>><
>>>:

X
ti2Dn;
ti<t
[f(Xti+1)− f(Xti)](X kti+1 − X kti )

>
9>>>=
>>>;
6c2kfkp; (3.3)
for any function f in C1K (Rd) (innitely dierentiable with compact support). Then
the quadratic covariation [f(X ); X k ] exists for any function f in Lploc(Rd) and for
any k. Moreover, for any function F 2W1;ploc (Rd); the following Ito^’s formula holds
F(Xt) = F(0) +
dX
k=1
Z t
0
fk(Xs) dX ks +
1
2
dX
k=1
[fk(X ); X k ]t (3.4)
for all t 2 [0; T ]; where fk denotes the kth weak partial derivative of F:
Proof. Notice that by an easy approximation argument inequalities (3.2) and (3.3)
hold for any function f in Lp(Rd).
Fix t 2 [0; T ]; and set for all k = 1; : : : ; d;
V kn (f) =
X
ti2Dn; ti<t
[f(Xti+1)− f(Xti)](X kti+1 − X kti ):
For each n>0 set Kn=fx2Rd; jxj6ng and consider the stopping time Tn= infft: Xt
=2 Kng. Let > 0 and take n0 in such a way that P(Tn06t)6. Let g be an innitely
dierentiable function with support included in Kn0 such thatZ
Kn0
jg(x)− f(x)jp dx6p:
For all k = 1; : : : ; d; and n; m>n0 we have that
P(jV kn (f)− V km(f)j>)6 P(Tn06t) + P

Tn0>t; jV kn (f − g)j>

3

+P

Tn0>t; jV km(f − g)j>

3

+P

Tn0>t; jV kn (g)− V km(g)j>

3

6 + 2c2+ P

jV kn (g)− V km(g)j>

3

:
We know that limn;m P(jV kn (g) − V km(g)j>=3) = 0 for all k = 1; : : : ; d: As a con-
sequence, the quadratic covariation [f(X ); X k ] exists for any function f in Lploc(Rd),
and
P(j[f(X ); X k ]t j>)6c2kfkp (3.5)
for all k = 1; : : : ; d and for any f in Lp(Rd).
We can approximate F by functions Fn 2C2(Rd) \ Lp(Rd) in such a way that the
partial derivatives satisfy that kfnk − fkkp converges to zero as n tends to innity.
In order to show Ito^’s formula we can assume, by a localization argument, that the
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process Xt takes values in a compact set K Rd and that F and fk have support in
this set. We know that for each n Ito^’s formula holds, that is,
Fn(Xt) = F(0) +
dX
k=1
Z t
0
fnk (Xs) dX
k
s +
1
2
dX
k=1
[fnk (X ); X
k ]t : (3.6)
By (3.5) we have that [fnk (X ); X
k ]t converges in probability to [fk(X ); X
k ]t for all k=
1; : : : ; d; as n tends to innity. On the other hand, we need to prove that
R t
0 f
n
k (Xs) dX
k
s
converges in probability to
R t
0 fk(Xs) dX
k
s . This follows from the inequalities
P

Z t
0
(fk − fnk )(Xs) dX ks
>

6
M
2
+ P
Z t
0
(fk − fnk )2(Xs)juks j2 ds>M

6
M
2
+ cM1 kfnk − fkk2p:
Then taking the limit in (3.6) we obtain (3.4) and this completes the proof of the
theorem.
4. Basic estimates for stochastic integrals and Malliavin matrix
Let u = (ui; j)16i; j6d be a matrix of adapted processes ui; j = fui; jt ; t 2 [0; T ]g such
that E
R T
0 jusj2 ds<1. Set X kt =
Pd
i=1
R t
0 u
k; i
s dW
i
s . Let us introduce the following
hypotheses on the process u:
(H1)n;p For each t 2 [0; T ] we have ut 2Dn;2(Rd2 ), and for some p>2 we have
Ejurjp + EjDt1urjp +   + EjDt1 ; t2 ; :::; tnurjp6Kn;p
for any r; t1; : : : ; tn 2 [0; T ]:
(H2)
Pd
i=1 j
Pd
k=1 u
k; i
t vk j2>2> 0 for some constant , for all t 2 [0; T ] and for all
v2Rd such that jvj= 1.
(H3) jut j6M for some constant M; for all t 2 [0; T ].
This section will be devoted to obtain some estimations of the k : kn;p-norm of the
inverse of the Malliavin matrix a;bXb (Lemma 10 for n = 0 and Lemma 11) and of
Ha;b (Xb; Z) (Lemma 12), plus the conditional versions of these results (Lemmas 13
and 14). Lemmas 6{9, are previous estimates which are needed in order to prove the
above-mentioned results.
For the proof of the following results we will need Burkholder’s inequality for Hilbert
space valued martingales (see Metivier, 1982, E.2, p. 212). That is, if fMt; t 2 [0; T ]g
is a continuous local martingale with values in a Hilbert space H; then for any p>0
we have
EkMtkpH6bpE([M ]p=2t ); (4.1)
where
[M ]t =
1X
i=1
[hM; eiiH ]t
fei; i>1g being a complete orthonormal system in H:
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Lemma 6. Assume that u satises condition (H1)n;p for some p>2 and n>1. Then;
we have
sup
t1 ; :::; tn2[0; T ]
EjDt1 ;:::;tnXsjp6c1n;p; (4.2)
for some constant c1n;p of the form cpKn;p; where cp depends on p and T .
Proof. Using the properties of the derivative operator we can write for t1; : : : ; tn6t
Dt1 ; :::; tnXs =
nX
i=1
Dt1 :::ti−1 ; ti+1 :::t n uti +
Z s
t1__tn
Dt1 ;:::;tnur dWr:
As a consequence, applying Burkholder’s inequality (4.1) we obtain
EjDt1 ;:::;tnXsjp
62p−1
 
E

nX
i=1
Dt1 :::ti−1 ; ti+1 :::tn uti

p
+ E

Z s
t1__tn
Dt1 ;:::; t nur dWr

p
!
62p−1

np sup
t1 ;:::; tn
EjDt1 ;:::; tn−1utn jp + E

Z s
t1__tn
Dt1 ;:::;tnur dWr

p
62p−1npKn;p + 2p−1bpE
Z s
t1__tn
jDt1 ;:::; tnurj2 dr
p=2
6 2p−1Kn;p(np + bpTp=2);
where bp is the Burkholder constant. This proves (4.2).
Remark 1. The following inequality can be proved in an analogous way for any s>a:
E
Z
[a;T ]n
jDt1 ;:::; tnXsjp dt1 : : : dtnjFa

6 1n;pE
Z
[a;T ]n
jDt1 ;:::; tn−1utn jp dt1 : : : dtnjFa

+ 2n;pE
Z
[a;T ]n+1
jDt1 ;:::; tnurjp dt1 : : : dtn drjFa

;
where 1n;p = 2
p−1np and 2n;p = 2
p−1bpTp=2−1:
Lemma 7. Fix 06a<b6T . We dene a;bX k = X kb − X ka : Then
(i) If u satises condition (H1)1;p for some p>2; then
sup
t2[0; a]
EjDt(a;bX )jp6c1(b− a)p=2 (4.3)
for some constant c1 depending on K1;p; p and T .
(ii) If u satises condition (H1)2;p for some p>2; then
sup
t2[0; a]
E
Z T
0
jDsDt(a;bX )j2 ds
p=2
6c2(b− a)p=2 (4.4)
for some constant c2 depending on K2;p; p and T .
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Proof. Let us show (4.3). We know that for t6a
Dt(a;bX ) =
Z b
a
Dtus dWs: (4.5)
Hence, we can write using Burkholder’s inequality (4.1)
EjDt(a;bX )jp6 bpE
 Z b
a
jDtusj2 ds
!p=2
6 bp(b− a)p=2 sup
t; s
EjDtusjp
and (4.3) holds. In the same way, from (4.5) we have that if t <a
E
Z T
0
jDsDt(a;bX )j2 ds
p=2
=E
0
@Z T
0
Dtus1[a;b](s) +
Z b
a
DsDtu dW

2
ds
1
A
p=2
6 2p−1
(
(b− a)p=2 sup
s2[0; T ]
EjDsut jp + Tp=2−1E
Z T
0

Z b
a
DsDtu dW

p
ds
)
6 2p−1
8<
:K2;p(b− a)p=2 + Tp=2−1bpE
Z T
0
 Z b
a
jDsDtuj2 d
!p=2
ds
9=
;
6 2p−1K2;p(b− a)p=2(1 + Tp=2bp)
and we obtain (4.4).
Lemma 8. Assume u satises condition (H1)n;p for some n>0 and some p>2. Then;
we have
ka;bX kkn;p6c2n;p(b− a)1=2; (4.6)
for some constant c2n;p depending on Kn;p; n; p and T:
Proof. By the denition of k : kn;p-norm we have
ka;bX kkpn;p = Eja;bX k jp +
nX
j=1
kDj(a;bX k)kpH⊗j : (4.7)
For the rst summand using Burkholder’s inequality (4.1) yields
Eja;bX k jp = E

Z b
a
uks dWs

p
6 bpE
 Z b
a
juks j2 ds
!p=2
6 bp(b− a)p=2 sup
06s6T
Ejuks jp: (4.8)
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For the other terms, using again Burkholder’s inequality, we have that for all 16j6n
E
∥∥∥∥∥Dj
 Z b
a
uks dWs
!∥∥∥∥∥
p
H⊗j
=E
∥∥∥∥∥
jX
i=1
Dr1 ; :::; ri−1 ; ri+1 ; :::; rj u
k
ri1[a;b](ri) +
Z b
a
Dr1 ;:::; rj u
k
 dW
∥∥∥∥∥
p
H⊗j
6 2p−1jpE
 Z
[0; T ] j−1
Z b
a
jDr1 ; :::; rj−1ukrj j2 dr1 : : : drj
!p=2
+ 2p−1bpE
 Z b
a
kDjukk2H⊗j⊗Rd d
!p=2
6 2p−1(b− a)p=2

jpT ( j−1)p=2Kn;p + bp sup

EkDjukkpH⊗j⊗Rd

6 2p−1Kn;pT ( j−1)p=2(b− a)p=2(jp + bpTp=2): (4.9)
Finally from (4.8) and (4.9) we obtain (4.7).
Lemma 9. Let x= fxs; s2 [0; T ]g and y= fys; s2 [0; T ]g be d-dimensional stochastic
processes satisfying
Kxn;2p := sup
s2[a; b]
nX
i=0
E(kDixsk2pH⊗i⊗Rd)<1;
Kyn;2p := sup
s2[a; b]
nX
i=0
E(kDiysk2pH⊗i⊗Rd)<1 (4.10)
for some n>0 and some p>1: Then; for any 06a<b6T we have∥∥∥∥∥
Z b
a
hxs; ysi ds
∥∥∥∥∥
n;p
6c3n;p(K
x
n;2pK
y
n;2p)
1=2p(b− a) (4.11)
for some constant c3n;p depending on n and p.
Proof. In order to simplify the proof we will suppose d = 1: On one hand we
have that
E

Z b
a
xsys ds

p
6
 
E

Z b
a
x2s ds

p!1=2 
E

Z b
a
y2s ds

p!1=2
6 (b− a)p sup
s2[a; b]
(Ejxsj2p)1=2 sup
s2[a; b]
(Ejysj2p)1=2
6 (Kxn;2pK
y
n;2p)
1=2(b− a)p;
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where Kxn;2p and K
y
n;2p are the constants dened by (4.10). On the other hand, for each
16j6n we have
E
∥∥∥∥∥Dj
 Z b
a
xsys ds
!∥∥∥∥∥
p
H⊗j
=E
∥∥∥∥∥
jX
i=0

j
i
Z b
a
DixsDj−iys ds
∥∥∥∥∥
p
H⊗j
6(j + 1)p−1
jX
i=0

j
i
p
E
∥∥∥∥∥
Z b
a
DixsDj−iys ds
∥∥∥∥∥
p
H⊗j
6(j + 1)p−1(b− a)p

jX
i=0

j
i
p(
sup
s2[a;b]
EkDixsk2pH⊗i sup
s2[a;b]
EkDj−iysk2pH⊗( j−i)
)1=2
6(j + 1)p−1
jX
i=0

j
i
p
(Kxn;2pK
y
n;2p)
1=2(b− a)p
and (4.11) holds.
Lemma 10. Let (a;bXb )
−1 the inverse of the matrix a;bXb dened by (2:5). Suppose that
u satises hypotheses (H1)1;p0 for some p
0>12; and (H2). Then; for any 16p<
(p0 − 4)=4d we have
E[(a;bXb )
−1
ij ]
p6

k1 + k2E
Z
[0; T ]2
jDturjp0 dt dr

(b− a)−p; (4.12)
for some constants k1; k2 depending on p;p0; T; d and .
Proof. We have that
j(a;bXb )−1ij j= jAij(det a;bXb )−1j;
where Aij is the adjoint of (
a;b
Xb )ij. Hence,
Ej(a;bXb )−1ij jp6cd;pE[(det a;bXb )−2p]1=2E[kDXb1[a;b]k
4p(d−1)
H ]
1=2: (4.13)
For the second factor, using Lemma 6 with n= 1 and p= 4p(d− 1) yields
E(kDXb1[a;b]k4p(d−1)H ) = E
 Z b
a
jDsXbj2 ds
!2p(d−1)
6 (b− a)2p(d−1) sup
s
EjDsXbj4p(d−1)
6 c11;4p(d−1)(b− a)2p(d−1): (4.14)
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In order to estimate the rst factor we write
det a;bXb > infjvj=1
(vTa;bXb v)
d = inf
jvj=1
0
B@Z b
a
dX
k=1

dX
j=1
D(k)s X
j
b vj

2
ds
1
CA
d
:
Then we have for any h2 [0; 1] and using (H2)
Z b
a
dX
k=1

dX
j=1
D(k)s X
j
b vj

2
ds
=
Z b
a
dX
k=1

dX
j=1
vj(uj;ks +
dX
i=1
Z b
s
D(k)s u
j; i
r dW
i
r )

2
ds
>
1
2
Z b
a+(b−a)(1−h)
dX
k=1

dX
j=1
vjuj;ks

2
ds−
Z b
a+(b−a)(1−h)
dX
k=1

dX
i; j=1
vj
Z b
s
D(k)s u
j; i
r dW
i
r

2
ds
>
2(b− a)h
2
−
Z b
a+(b−a)(1−h)

Z b
s
Dsur dWr

2
ds
=
2(b− a)h
2
− Ih;
where
Ih =
Z b
a+(b−a)(1−h)

Z b
s
Dsur dWr

2
ds:
We choose h = 4=(b − a)2y1=d, where y>c := 4d=(b − a)d2d. Then, we can
write for any q>2
EjIhjq6 bq(b− a)q−1hq−1E
Z b
a+(b−a)(1−h)
 Z b
s
jDsurj2 dr
!q
ds
6 bq(b− a)2q−2h2q−2E
Z
[0; T ]2
jDsurj2q dr ds:
As a consequence,
E[(det a;bXb )
−2p] =
Z 1
0
2py2p−1Pf(det a;bXb )−1>yg dy
6 c2p + 2p
Z 1
c
y2p−1P

det a;bXb <
1
y

dy
6

4d
(b− a)d2d
2p
+ 2p
Z 1
c
EjIhjqy2p−1+q=d dy
6

4d
2d
2p
(b− a)−2dp + 2pbq

4
2
2q−2
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E
Z
[0; T ]2
jDsurj2q dr ds
Z 1
c
y2p−1−(q=d)+2=d dy
6 (b− a)−2dp42dp−4dp 1 + 2pbq4q−2q(b− a)q−2
 d
q− 2dp− 2

E
Z
[0; T ]2
jDsurj2q ds dr

6

c1 + c2E
Z
[0; T ]2
jDsurj2q ds dr

(b− a)−2dp; (4.15)
where c1 and c2 are constants depending on q; ; T; d and p, and provided q> 2dp+2.
We will take p0 = 2q> 4(dp+ 1)>12.
Finally, from (4.13){(4.15) we get (4.12).
Remark 2. With the additional hypothesis (H3) the following conditional version of
the previous result holds:
E[((a;bXb )
−1
ij )
pjFa]6 (b− a)−p

a1 + a2E
Z
[0; T ]2
jDturjp0 dt drjFa



b1 + b2E
Z
[0; T ]2
jDsurj4p(d−1) ds drjFa

for some constants a1; a2; b1; b2 depending on M; ; d; T; p and p0.
Proof. The proof is similar to that of Lemma 10. We have that
E[((a;bXb )
−1
ij )
pjFa]6cd;pE[(det a;bXb )−2pjFa]1=2E[kDXb1[a;b]k
4p(d−1)
H jFa]1=2:
The following conditional version of inequality (4.15) holds:
E[(det a;bXb )
−2pjFa]6(b− a)−2dp

k1 + k2E
Z
[0; T ]2
jDsurjp0 ds drjFa

: (4.16)
On the other hand, we have for some q>4;
E[kDXb1[a;b]kqH jFa]
=E
0
@ Z b
a
jDsXbj2 ds
!q=2
dsjFa
1
A
6E
0
B@
0
@Z b
a
us +
Z b
a
Dsu dW

2
ds
1
A
q=2
jFa
1
CA
6 2q−1
(
Mq(b− a)q=2 + (b− a)q=2−1E
 Z b
a

Z b
a
Dsu dW

q
dsjFa
!)
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6 2q−1
8<
:Mq(b− a)q=2 + bq(b− a)q=2−1E
0
@Z b
a
 Z b
a
jDsuj2 d
!q=2
dsjFa
1
A
9=
;
6 2q−1(b− a)q=2
(
Mq + bqTq=2−2E
 Z b
a
Z b
a
jDsujq d dsjFa
!)
: (4.17)
Hence, from (4.16) and using (4.17) with q= 4p(d− 1) we obtain
E[((a;bXb )
−1
ij )
pjFa]6 (b− a)−p

k1 + k2E
Z
[0; T ]2
jDsurjp0 ds drjFa
1=2


k 01 + k
0
2E
Z
[0; T ]2
jDsurj4p(d−1) ds drjFa
1=2
6 (b− a)−p

a1 + a2E
Z
[0; T ]2
jDsurjp0 ds drjFa



b1 + b2E
Z
[0; T ]2
jDsurj4p(d−1) ds drjFa

;
where for the last inequality we have used the fact that
p
x61 + x.
Lemma 11. Assume u satises (H1)n+1;p for all p>2 and some xed n>0;
and (H2). Then; for all p>2
k(a;bXb )−1kn;p6c4n;p(b− a)−1
for some constant c4n;p depending on n; p; ; T and Kn+1;p0 ; where p
0> 4dp(n+1)2+4.
Proof. For any 06k6n we can write
EkDk((a;bXb )−1)k
p
H⊗k
6c
X
i1++ir=k
Ek(a;bXb )−1Di1a;bXb : : : (a;bXb )−1Dir a;bXb (a;bXb )−1k
p
H⊗k
6c
X
i1++ir=k
E(kDi1a;bXb k
p
H⊗i1 : : : kDir a;bXb k
p
H⊗ir j(a;bXb )−1jp(1+r))
6c
X
i1++ir=k
E(kDi1a;bXb k
p(r+1)
H⊗i1 )
1=(r+1) : : : E(kDir a;bXb k
p(1+r)
H⊗ir )
1=(r+1)
E(j(a;bXb )−1jp(r+1)
2
)1=(r+1): (4.18)
In order to estimate the rst factors we put
EkDk(a;bXb )ijk
p
H⊗k 6 k(a;bXb )ijk
p
k;p
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=
∥∥∥∥∥
Z b
a
D
DsX ib; DsX
j
b
E
ds
∥∥∥∥∥
p
k;p
6 c0(b− a)p; (4.19)
where the last inequality has been obtained using Lemma 9 with x = DX ib and y =
DX jb (x and y satisfy the required hypotheses due to the Lemma 6). Finally, from
Lemma 10, (4.18) and (4.19) we obtain the desired result.
Lemma 12. Fix n; m>1; p>2 and 06a<b6T . Suppose that u satises hypotheses
(H1)n+m+1;p0 for all p
0>2 and (H2). Let Z 2Dn+m;2mp. Then; for any multi-index
2f1; : : : ; dgm we have
kHa;b (Xb; Z)kn;p6c5n;p(b− a)−m=2kZkn+m;2mp; (4.20)
where c5n;p is a constant depending on p; T; d and .
Proof. Using the continuity of the operator  we have
kHa;b (Xb; Z)kn;p
=kHa;b(m)(Xb; Ha;b(1; :::; m−1)(Xb; Z))kn;p
=
∥∥∥∥∥∥
dX
j=1
(Ha;b(1; :::; m−1)(Xb; Z)(
a;b
Xb )
−1
ij DX
j
b 1[a;b])
∥∥∥∥∥∥
n;p
6dp−1kHa;b(1; :::; m−1)(Xb; Z)kn+1;2p
dX
j=1
k(a;bXb )−1ij kn+1;4pkDX
j
b 1[a;b]kn+1;4p
6dpkHa;b(1; :::; m−1)(Xb; Z)kn+1;2pk(a;bXb )−1kn+1;4pkDXb1[a;b]kn+1;4p: (4.21)
Using Lemma 6 it is easy to see that
kDXb1[a;b]kn+1;4p6c(b− a)1=2 (4.22)
and then, by Lemma 11, (4.21) and (4.22) we get
kHa;b(1; :::; m)(Xb; Z)kn;p6c0(b− a)−1=2kHa;b(1; :::; m−1)(Xb; Z)kn+1;2p:
By an iteration procedure we obtain (4.20).
Now we will deduce the conditional versions of the last two results.
Lemma 13. Fix n>0; p>2: Assume u satises (H1)n+1;p0 for all p>2; (H2)
and (H3): Let 06a<b6T . Then there exists a random variable Zan;p such that
k(a;bXb )−1kFan;p6(b− a)−1Zan;p; (4.23)
where Zan;p has the form
Zan;p = c
nX
r=1

1 + 1r E
Z
[0; T ]2
jDtusjp0r dt dsjFa

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

1 + 2r E
Z
[0; T ]2
jDtusj4p(r+1)2(d−1) dt dsjFa


(
1 +
n+1X
m=0
r;mE
Z
[a;T ]m+1
jDs1 ;:::;smusjp(r+1) ds1: : : dsm dsjFa
)
(4.24)
for some constants p0r such that p(r + 1)
2< (p0r − 4)=4d and 1r ; 2r ; r;m depending
on ;M; p; d; r; p0r and T .
Proof. As in proof of (4.18) in Lemma 11 we can write for 16k6n
E(kDk((a;bXb )−1)k
p
a;H⊗k jFa)
6c
X
i1++ir=k
fE(kDi1a;bXb k
(r+1)p
a;H⊗i1 jFa) : : : E(kDir a;bXb k
(r+1)p
a;H⊗ir jFa)
E(j(a;bXb )−1jp(r+1)
2 jFa)g1=(r+1): (4.25)
We can obtain the following conditional version of inequality (4.19):
E(kDk(a;bXb )ijk
q
a;H⊗k jFa)
=E
 ∥∥∥∥∥Dk
 Z b
a
hDsX ib; DsX jb i ds
!∥∥∥∥∥
q
a;H⊗k
jFa
!
=E
0
@
∥∥∥∥∥
kX
m=0

k
m
Z b
a
hDmDsX ib; Dk−mDsX jb i ds
∥∥∥∥∥
q
a;H⊗k
jFa
1
A
6(k + 1)q−1
kX
m=0

k
m
q
E
 ∥∥∥∥∥
Z b
a
hDmDsX ib; Dk−mDsX jb i ds
∥∥∥∥∥
q
a;H⊗k
jFa
!
6c(b− a)q−1(b− a)k( q2−1)

kX
m=0
E
Z
[a;T ]m+1
jDs1 ; :::; sm+1X ibj2q ds1 : : : dsm+1jFa
1=2
E
Z
[a;T ]k−m+1
jDs1 ; :::; sk−m+1X jb j2q ds1 : : : dsk−m+1jFa
1=2
6c(b− a)qT (kq=2)−k−1
k+1X
m=0
E
Z
[a;T ]m
jDs1 ; :::; smXbj2q ds1 : : : dsmjFa

: (4.26)
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Notice that we need q>4: From (4.26) taking q = (r + 1)p and using Remark 1 we
obtain
E(kDka;bXb k
q
a;H⊗k jFa)6 (b− a)q

k+1X
m=0
m;qE
Z
[a;T ]m+1
jDs1 ; :::; smusjq ds1 : : : dsm dsjFa

;
(4.27)
where the constants m;q have the form m;q =C(2m−1; q + 
1
m;q); with C depending on
k; q and T and 1m;q; 
2
m;q the constants of the Remark 1.
Using Remark 2 with exponent p(r + 1)2 we have that there exist constants
p0r ; a1; r ; a2; r ; b1; r ; b2; r ; such that p(r + 1)
2< (p0r − 4)=4d and
E(j(a;bXb )−1jp(r+1)
2 jFa)
6(b− a)−p(r+1)2

a1; r + a2; rE
Z
[0; T ]2
jDtusjp0r dt dsjFa



b1; r + b2; rE
Z
[0; T ]2
jDtusjqr dt dsjFa

; (4.28)
where qr=4p(r+1)2(d−1): Hence, from (4.25), (4.27) and (4.28) we obtain for any
16j6n
E(kDj((a;bXb )−1)k
p
a;H⊗j jFa)
6c(b− a)p
jX
r=1

a1; r + a2; rE
Z
[0; T ]2
jDtusjp0r dt dsjFa
1=(r+1)


b1; r + b2; rE
Z
[0; T ]2
jDtusj4p(r+1)2(d−1) dt dsjFa
1=(r+1)

( j+1X
m=0
r;mE
Z
[a;T ]m+1
jDs1 ; :::; smusjp(r+1) ds1 : : : dsm dsjFa
)r=(r+1)
6c(b− a)p
nX
r=1

1 + a1; r + a2; rE
Z
[0; T ]2
jDtusjp0r dt dsjFa


(
1 +
n+1X
m=0
r;mE
Z
[a;T ]m+1
jDs1 ; :::; smusjp(r+1) ds1 : : : dsm dsjFa
)


1 + b1; r + b2; rE
Z
[0; T ]2
jDtusj4p(r+1)2(d−1) dt dsjFa

; (4.29)
where r;m = m;p(r+1) and for the last inequality we have used that x61 + x for all
< 1 and x>0: From (4.29) and Remark 2 we obtain (4.23).
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Lemma 14. Fix n>1; p>2: Suppose that u satises hypotheses (H2) and
(H1)n+m+1;p0 for all p0>2. Then; for any multi-index 2f1; : : : ; dgm we have
kHa;b (Xb; 1)kFan;p6c(b− a)−m=2Y an;p; (4.30)
where
Y an;p =
mY
i=1
Zin;pV
i
n;p (4.31)
with Zin;p = Z
a
n+i;2i+1p which is dened by (4:24) and V
i
n;p dened as
V in;p = 
i
0 +
n+i+1X
j=1
ijE

1 +
Z
[a; b] j+1
jDt1 :::tj urj2
i+1p dt1 : : : dtj drjFa

for some constants ij depending on M; d; T; n and p.
Proof. In the same way as in Lemma 12 and using also Lemma 13, we can obtain
the following inequality:
kHa;b (Xb; 1)kFan;p6 dpkHa;b(1; :::; m−1)(Xb; 1)kFan+1;2pk(a;bXb )−1kFan+1;4p
kDXb1[a;b]kFan+1;4p;H
6 dp(b− a)−1Zan+1;4pkHa;b(1; :::; m−1)(Xb; 1)kFan+1;2p
kDXb1[a;b]kFan+1;4p;H ; (4.32)
where Zan+1;4p is the random variable dened in Lemma 13. On the other hand, we
have
kDXb1[a;b]kFan+1;4p;H =
8<
:E
0
@ Z b
a
jDsXbj2 ds
!2p
jFa
1
A+ n+2X
j=2
E(kDjXbk4pH⊗j jFa)
9=
;
1=4p
:
For the rst term, using inequality (4.17) with the exponent 4p yields
E
0
@ Z b
a
jDsXbj2 ds
!2p
jFa
1
A
624p−1(b− a)2p
(
M 4p + b4pT 2p−2E
 Z b
a
Z b
a
jDsuj4p d dsjFa
!)
: (4.33)
For the other terms we make use of Remark 1. Then, for all 26j6n+ 2 we get
E(kDjXbk4pa;H⊗j jFa)
6E
 Z
[a;b] j
Ds1 ; :::; sjXb2 ds1 : : : dsj
2p
jFa
!
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6(b− a) j(2p−1)E
Z
[a;b] j
Ds1 ; :::; sjXb4p ds1 : : : dsjjFa

6(b− a)2pT j(2p−1)−2p

1j;4pE
Z
[a;T ] j
jDt1 ; :::; tj−1utj j4p dt1 : : : dtjjFa

+ 2j;4pE
Z
[a;T ] j+1
jDt1 ; :::; tj urj4p dt1 : : : dtj drjFa

: (4.34)
Hence, from (4.33) and (4.34) we obtain
kDXb1[a;b]kFan+1;4p;H6(b− a)2pV 1n;p;
where
V 1n;p = 
1
0 +
n+2X
j=1
1j E

1 +
Z
[a;b] j+1
jDt1 :::tj urj4p dt1 : : : dtj drjFa

(4.35)
or some constants 1j depending on T; j;M and p: Then, from (4.32) we have
kHa;b (Xb; 1)kFan;p6dp(b− a)−1=2Zan+1;4pV 1n;pkHa;b(1; :::; m−1)(Xb; 1)kFan+1;2p:
Applying recurrently the last inequality we obtain (4.30).
Remark 3. Notice that if u satises (H1)n+m+d+1;p0 for all p0>1; then by the proper-
ties of the derivative operator we have that Y ak;p 2Dd;p
0
for all p0>2:
5. Existence of quadratic covariation and Ito^’s formula for Brownian martingales
Let u = (ui; j)16i; j6d be a matrix of adapted processes ui; j = fui; jt ; t 2 [0; T ]g such
that E
R T
0 jusj2 ds<1. Set X kt =
Pd
i=1
R t
0 u
k; i
s dW
i
s .
We will assume henceforth that u satises hypothesis (H1)n;p for all p>2 and all
06n62d+1: We will call that hypothesis (H1). We will also suppose henceforth that
u satises (H2) and (H3).
Consider a partition = f0= t0<t1<   <tn+1 = tg of the interval [0; t] for some
xed t 2 [0; T ] satisying
L := sup
06i6n
ti+1
ti
<1: (5.1)
Set iX k = X kti+1 − X kti , for 06i6n. The main result of this section are the follow-
ing estimates, which, as we have seen before, imply the existence of the quadratic
covariation and the Ito^’s formula for the process X .
We will denote c and cp general constants which may change along of all this
section.
Lemma 15. There exists a constant c such that for any function f2Lp(Rd) for some
p> 2 and G 2D1;2d+1 we have
E(f(Xt)2G)6ct−d=pkfk2pkGkd;2d+1 : (5.2)
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Proof. By Corollary 2 with a= 0 and b= t; we have
E(f(Xt)2G) =
Z
Rd
f(x)2E(H 0; t(1; :::;d)(Xt; G)1fXt>xg) dx
6
Z
Rd
f(x)2(E(H 0; t(1; :::;d)(Xt; G))
2)1=2(E1fXt>xg)
1=2 dx:
Applying Lemma 12 with a= 0; b= t; n= 0 and p= 2 yields
E(H 0; t(1; :::;d)(Xt; G)
2)1=26ct−d=2kGkd;2d+1 : (5.3)
On the other hand, using the exponential inequality for martingales and Holder’s
inequality we have that
E(1fXt>xg)6
dY
k=1
P(X kt > x
k)1=d6
dY
k=1
e−(x
k )2=2tM 2d = e−kxk
2=2tM 2d; (5.4)
where M is the constant of hypothesis (H3). Then, from (5.3) and (5.4) we obtain
E(f(Xt)2G)6 ct−d=2kGkd;2d+1
Z
Rd
f(x)2e−kxk
2=2tM 2d dx
6 ct−d=2kGkd;2d+1kfk2p
Z
Rd
e−kxk
2q=2tM 2d dx
1=q
6 c

2M 2d
q
d=2q
t−d=2+d=2qkGkd;2d+1kfk2p; (5.5)
where q is such that (2=p) + (1=q) = 1; and as a consequence (5.2) holds.
Corollary 16. There exists a constant c such that for any function f2Lp(Rd) with
p>d we have
E
Z T
0
f(Xs)2juks j2 ds6ckfk2p: (5.6)
Proof. Applying Lemma 15 with G = juks j2 yields
E
Z T
0
f(Xs)2juks j2 ds6 ckfk2p
Z t
0
s−d=pkjuks j2kd;2d+1 ds
6 ckfk2p sup
s
kjuks j2kd;2d+1
Z T
0
s−d=p ds:
It only remains to prove that sups kjuks j2kd;2d+1<1. For any 16j6d we have
EkDj(juks j2)kpH⊗j = E
∥∥∥∥∥2
dX
i=1
j−1X
m=0

j − 1
m

Dmuk; is D
j−muk; is
∥∥∥∥∥
p
H⊗j
6 c
dX
i=1
j−1X
m=0
E(kDmuk; is k2pH⊗m+1)1=2E(kDj−muk; is k2pH⊗j−m+1)1=2
6 c0Kd;2p;
and that completes the proof.
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Proposition 17. There exists a constant c such that for any function f2Lp(Rd) with
p>d we have
E

nX
i=0
f(Xti)iX
k

2
6ckfk2p: (5.7)
Proof. By the isometry of Ito^’s stochastic integral we have
E

nX
i=0
f(Xti)iX
k

2
= E
nX
i=0
f(Xti)
2
Z ti+1
ti
juks j2 ds

:
Then using Lemma 15 with G =
R ti+1
ti
juks j2 ds yields
E
nX
i=0
f(Xti)
2
Z ti+1
ti
juks j2 ds

6ckfk2p
nX
i=0
t−d=pi
∥∥∥∥
Z ti+1
ti
juks j2 ds
∥∥∥∥
d;2d+1
: (5.8)
In order to estimate the last factor, we make use of the Lemma 9 with x = y = uk ,
a= ti and b= ti+1, and we get∥∥∥∥
Z ti+1
ti
juks j2 ds
∥∥∥∥
d;2d+1
6c0(ti+1 − ti): (5.9)
Finally, from (5.8) and (5.9) we obtain
E

nX
i=0
f(Xti)iX
k

2
6 cc0kfk2p
nX
i=0
t−d=pi (ti+1 − ti)
6 cc0Ld=pkfk2p
Z t
0
s−d=p ds
6 c00kfk2p;
where L is the constant appearing in condition (5.1).
Proposition 18. There exists a constant c such that for any function f2C1K (Rd) we
have
E

nX
i=0
f(Xti+1)iX
k

2
6ckfk2p: (5.10)
Proof. In order to prove the proposition we will establish the following inequalities:
Sk1 :=E
nX
i=0
f(Xti+1)
2(iX k)26c1kfk2p; (5.11)
Sk2 :=E
X
i<j
f(Xti+1)f(Xtj+1)iX
kjX k6c2kfk2p: (5.12)
Proof of (5.11). Using Lemma 15 with G = (iX k)2 and t = ti+1 we have
Sk16ckfk2p
nX
i=0
t−d=pi+1 k(iX k)2kd;2d+1 : (5.13)
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Using Holder’s inequality for the k : kk;p-norms and Lemma 8 with p=2d+2 and n=d
we obtain
k(iX k)2kd;2d+1 6 kiX kk2d;2d+2
6 c(ti+1 − ti)
and hence, from (5.13) we get
Sk1 6 ckfk2p
nX
i=0
(ti+1 − ti)t−d=pi+1
6 ckfk2p
Z t
0
s−d=p ds
6 c0kfk2p:
Proof of (5.12). Our objective is to transform the martingale increments iX k and
jX k into terms which involve only Lebesgue integrals. More precisely, if Skij:=
E(f(Xti+1)f(Xtj+1)iX
kjX k), we derive an equality of the form
Skij = E(f(Xti+1)f(Xtj+1)C
k
ij);
where
kCkijk26c
(ti+1 − ti)(tj+1 − tj)p
ti+1(tj+1 − ti+1)
: (5.14)
Using the duality relationship between the derivative operator D and the Ito^ stochastic
integral we can write for i< j
Skij = E(f(Xti+1)f(Xtj+1)iX
kjX k)
= E
 
f(Xti+1)f(Xtj+1)iX
k
Z tj+1
tj
ukt dWt
!
= E
 Z tj+1
tj
dX
l=1
uk;lt D
(l)
t (f(Xti+1)f(Xtj+1)iX
k) dt
!
=
dX
m=1
E
 
f(Xti+1)iX
k(@mf)(Xtj+1)
Z tj+1
tj
dX
l=1
uk;lt D
(l)
t X
m
tj+1 dt
!
=
dX
m=1
E(f(Xti+1)iX
k(@mf)(Xtj+1)(ru
k
j X
m
tj+1));
where for any random variable F we write
rukj F =
dX
l=1
Z tj+1
tj
uk; lt D
(l)
t F dt:
We now apply Proposition 1 to Y = Xtj+1 and to Z = f(Xti+1)iX
krukj X mtj+1
and to the interval [a; b] = [ti+1; tj+1] in order to get rid o the partial derivatives
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of f. Of course, new derivatives will appear from the Skorohod integral Hti+1 ; tj+1(m)
(Xtj+1 ; f(Xti+1)iX
krukj X mtj+1) and a further analysis will be necessary. Then, Proposi-
tion 1 yields
E(f(Xti+1)iX
k(@mf)(Xtj+1)(ru
k
j X
m
tj+1))
=E(f(Xtj+1)H
ti+1 ; tj+1
(m) (Xtj+1 ; f(Xti+1)iX
k(rukj X mtj+1)))
=E(f(Xti+1)f(Xtj+1)iX
kBk;mij );
where
Bk;mij = H
ti+1 ; tj+1
(m) (Xtj+1 ;ru
k
j X
m
tj+1):
Applying again the duality relationship to the increment iX k we obtain
E(f(Xti+1)f(Xtj+1)iX
kBk;mij )
=E
 Z ti+1
ti
dX
l=1
uk;lt D
(l)
t (f(Xti+1)f(Xtj+1)B
k;m
ij ) dt
!
=
dX
n=1
E((@nf)(Xti+1)f(Xtj+1)B
k;m
ij (ru
k
i X
n
ti+1))
+
dX
n=1
E(f(Xti+1)(@nf)(Xtj+1)B
k;m
ij (ru
k
i X
n
tj+1))
+E(f(Xti+1)f(Xtj+1)(ru
k
i B
k;m
ij )): (5.15)
Notice that we still have twice the derivative of the function f that must be
eliminated. In order to do this, we write
Dt(f(Xti+1)f(Xtj+1)) =f(Xtj+1)
dX
n=1
(@nf)(Xti+1)DtX
n
ti+1
+f(Xti+1)
dX
n=1
(@nf)(Xtj+1)DtX
n
tj+1 : (5.16)
Multiplying both members of (5.16) by DtX mtj+1 and integrating in the interval [ti+1; tj+1]
yieldsZ tj+1
ti+1
hDtX mtj+1 ; Dt(f(Xti+1)f(Xtj+1))i dt = f(Xti+1)
dX
n=1
(@nf)(Xtj+1)(
ti+1 ; tj+1
Xtj+1
)mn
and as a consequence
f(Xti+1)(rf)(Xtj+1) = (ti+1 ; tj+1Xtj+1 )
−1
Z tj+1
ti+1
hDtXtj+1 ; Dt(f(Xti+1)f(Xtj+1))i dt

(5.17)
where rf = (@1f; : : : ; @df)0. Multiplying both members of (5.16) by DtX mti+1
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and integrating in the interval [0; ti+1] yieldsZ ti+1
0
hDtX mti+1 ; Dt(f(Xti+1)f(Xtj+1))i dt
=f(Xtj+1)
dX
n=1
(@nf)(Xti+1)(Xti+1 )mn
+f(Xti+1)
dX
n=1
(@nf)(Xtj+1)
Z ti+1
0
hDtX mti+1 ; DtX ntj+1i dt
and as a consequence
(rf)(Xti+1)f(Xtj+1)
= −1Xti+1
Z ti+1
0
hDtXti+1 ; Dt(f(Xti+1)f(Xtj+1))i dt − f(Xti+1) ij(rf)(Xtj+1)

;
(5.18)
where the matrix  ij is dened by
( ij)mn =
Z ti+1
0
hDtX mti+1 ; DtX ntj+1i dt:
Substituting (5.17) into (5.18) we get
(rf)(Xti+1)f(Xtj+1)
= −1Xti+1
Z ti+1
0
hDtXti+1 ; Dt(f(Xti+1)f(Xtj+1))i dt
− ij(ti+1 ; tj+1Xtj+1 )
−1
Z tj+1
ti+1
hDtXtj+1 ; Dt(f(Xti+1)f(Xtj+1))i

: (5.19)
From (5.15) we have
Skij =
dX
m=1
E((rf)0(Xti+1)(ru
k
i Xti+1)f(Xtj+1)B
k;m
ij )
+
dX
m=1
E((rf)0(Xtj+1)(ru
k
i Xtj+1)f(Xti+1)B
k;m
ij )
+E(f(Xti+1)f(Xtj+1)(ru
k
i B
k;m
ij )); (5.20)
where ruki Xtj+1 = (ru
k
i X
1
tj+1 ; : : : ;ru
k
i X
d
tj+1) and ru
k
i Xti+1 = (ru
k
i X
1
ti+1 ; : : : ; ru
k
i X
d
ti+1): Now
substituting (5.19) and (5.17) into (5.20) we obtain
Skij =
dX
m=1
E
(Z tj+1
ti+1
hDtXtj+1 ; Dt(f(Xti+1)f(Xtj+1))i dt
0
(ti+1 ; tj+1Xtj+1 )
−1GkijB
k;m
ij
)
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+
dX
m=1
E
(Z ti+1
0
hDtXti+1 ; Dt(f(Xti+1)f(Xtj+1))i dt
0
(−1Xti+1 )(r
uk
i Xti+1)B
k;m
ij
)
+E(f(Xti+1)f(Xtj+1)(ru
k
i B
k;m
ij ));
where
Gkij =ru
k
i Xtj+1 −  0ij(−1Xti+1 )r
uk
i Xti+1
=ruki (Xtj+1 − Xti+1)−	ij(−1Xti+1 )r
uk
i Xti+1 (5.21)
and 	ij is the matrix dened as
(	ij)mn =
Z ti+1
0
hDt(Xmtj+1 − Xmti+1); DtX nti+1i dt: (5.22)
Applying the duality relationship we obtain
Skij = E(f(Xti+1)f(Xtj+1)C
k
ij);
where
Ckij =
dX
m;n=1
n
Hti+1 ; tj+1(n) (Xtj+1 ; G
k;n
ij B
k;m
ij ) + H
0; ti+1
(n) (Xti+1 ;ru
k
i X
n
ti+1B
k;m
ij ) +ru
k
i B
k;m
ij
o
:
(5.23)
Let us prove that the terms Ckij satisfy condition (5.14). Applying Lemma 12 with
n= 0; p= 2 and m= 1; yields
EjCkijj26 c1
dX
m;n=1
n
(tj+1 − ti+1)−1kBk;mij k21;8kGk;nij k21;8
+ t−1i+1kBk;mij k21;8kru
k
i X
n
ti+1k21;8 + Ejru
k
i B
k;m
ij j2
o
: (5.24)
Then, we will make use of the following estimates:
kBk;mij k1;861(tj+1 − tj)(tj+1 − ti+1)−1=2; (5.25)
kGkijk1;862(ti+1 − ti)(tj+1 − ti+1)1=2; (5.26)
sup
t2[0; T ]
EjDtBk;mij j463(tj+1 − tj)4(tj+1 − ti+1)−2; (5.27)
Ejruki Bk;mij j264(ti+1 − ti)2(tj+1 − tj)2(tj+1 − ti+1)−1: (5.28)
Proof of (5.25). Applying Lemma 12 to the random variable Z = rukj Xtj+1 and with
a= ti+1, b= tj+1 and = (m) we have
kBk;mij k1;86c51;8(tj+1 − ti+1)−1=2kru
k
j X
m
tj+1k2;16: (5.29)
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Using Lemma 9 with x= uk ; y=DXmtj+1 ; a= tj; b= tj+1; n= 2 and p= 16 we obtain
krukj X mtj+1k2;166c(tj+1 − tj): (5.30)
Notice that hypothesis (H1) and Lemma 6 imply that x and y satisfy the hypotheses
required to apply Lemma 9. That is Kx2;32<1 and Ky2;32<1. Substituting (5:30) into
(5.29) yields (5.25).
Proof of (5.26). From the denition of Gij and using Holder’s inequality for k : kk;p-
norms we have that
kGkijk1;86kru
k
i (Xtj+1 − Xti+1) k1;8 + ck	ijk1;16k−1Xti+1 k1;16kr
uk
i Xti+1k1;32:
For the rst term, we apply Lemma 9 with x = uk ; y = D(Xtj+1 − Xti+1); a = ti and
b = ti+1; n = 1 and p = 8: Notice that inequalities (4.3) and (4.4) imply that for
all p>2
Ky1;p = sup
t2[0; ti+1]
EjDt(Xtj+1 − Xti+1)jp + sup
t2[0; ti+1]
E
Z T
0
jDsDt(Xtj+1 − Xti+1)j2 ds
p=2
6 (c1 + c2)(tj+1 − ti+1)p=2
and that allows us to apply Lemma 9. Hence,
kruki (Xtj+1 − Xti+1)k1;86 c(Kx1;16Ky1;16)1=16(ti+1 − ti)
6 c0(tj+1 − ti+1)1=2(ti+1 − ti): (5.31)
In order to estimate the term k	ijk1;16 we apply again Lemma 9 with x = D(Xtj+1 −
Xti+1); y = DXti+1 ; a = 0 and b = ti; n = 1 and p = 16: As we have seen before
Kx1;p6c(tj+1 − ti+1)p=2. By Lemma 6 we have also that Ky1;p6c0. Thus,
k(	ij)k1;166 c(Kxn;32Kyn;32)1=32ti+1
6 c00ti+1(tj+1 − ti+1)1=2: (5.32)
The term kruki Xti+1k1;32 can be estimated in a similar way obtaining
kruki Xti+1k1;326c(ti+1 − ti): (5.33)
Finally, Lemma 11 implies k−1Xti+1 k1;166ct
−1
i+1; and using inequalities (5.31), (5.32) and
(5.33) we get (5.26).
Proof of (5.27). Using the denition of Bk;mij we have that for all s2 [ti; ti+1]
DsB
k;m
ij =Ds(H
ti+1 ; tj+1
(m) (Xtj+1 ;ru
k
j X
m
tj+1))
=
dX
l=1
Z tj+1
ti+1
Ds(DtX ltj+1(
ti+1 ; tj+1
Xtj+1
)−1ml ru
k
i X
m
ti+1) dWt:
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With s xed we have, by the continuity of  from D1;p(H) into Lp(
)
EjDsBk;mij j46 c
dX
l=1
n
kDsD:X ltj+1(
ti+1 ; tj+1
Xtj+1
)−1ml ru
k
i X
m
ti+11[ti+1 ; tj+1](:)k41;4
+ kD:X ltj+1Ds((
ti+1 ; tj+1
Xtj+1
)−1ml )ru
k
i X
m
ti+11[ti+1 ; tj+1](:)k41;4
+ kD:X ltj+1(
ti+1 ; tj+1
Xtj+1
)−1ml Ds(ru
k
i X
m
ti+1)1[ti+1 ; tj+1](:)k41;4
o
6 ckDsD:Xtj+11[ti+1 ; tj+1](:)k41;8k(ti+1 ; tj+1Xtj+1 )
−1k41;16
kruki X mti+1k41;16 + kD:Xtj+11[ti+1 ; tj+1](:)k41;8
kDs((ti+1 ; tj+1Xtj+1 )
−1)k41;16kru
k
i X
m
ti+1k41;16
+ kD:Xtj+11[ti+1 ; tj+1](:)k41;8k(ti+1 ; tj+1Xtj+1 )
−1k41;16
kDs(ruki X mti+1)k41;16
:= A1 + A2 + A3:
Applying twice Lemma 6 with p= 8 and n= 2; 3 we have that
kDsD:Xtj+11[ti+1 ; tj+1]( : )k81;8
=E
Z tj+1
ti+1
jDsDrXtj+1 j2 dr
4
+ E
Z T
0
Z tj+1
ti+1
jDtDsDrXtj+1 j2 dr dt
4
6(tj+1 − ti+1)4(c12;8 + T 4c13;8): (5.34)
On the other hand, using Lemma 9 with x= uk ; y=DXmti+1 ; a= ti; b= ti+1; n=1 and
p= 16 we have
kruki X mti+1k41;166c(ti+1 − ti)4: (5.35)
Finally, from (5.34), (5.35) and using also Lemma 11 with a= ti+1 and b= tj+1; n=1
and p= 16 we get
A16c(tj+1 − ti+1)−2(ti+1 − ti)4:
The rst factor of A2 can be estimated in the same way as (5.34). That is
kD:Xtj+11[ti+1 ; tj+1]( : )k41;86c(tj+1 − ti+1)2: (5.36)
For the second factor, applying again Lemma 11 with a= ti+1 and b= tj+1 yields
kDs((
ti+1 ; tj+1
Xtj+1
)−1)k41;166 k(
ti+1 ; tj+1
Xtj+1
)−1Ds(
ti+1 ; tj+1
Xtj+1
)(
ti+1 ; tj+1
Xtj+1
)−1k41;16
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6 k(ti+1 ; tj+1Xtj+1 )
−1k81;64kDs(
ti+1 ; tj+1
Xtj+1
)k41;32
6 c(tj+1 − ti+1)−8kDs(
ti+1 ; tj+1
Xtj+1
)k41;32: (5.37)
In order to estimate the term kDs(ti+1 ; tj+1Xtj+1 )k
4
1;32, we have that
Ds((
ti+1 ; tj+1
Xtj+1
)mn) =
Z tj+1
ti+1
DsDrX mti+1DrX
n
tj+1 dr +
Z tj+1
ti+1
DrXmti+1DsDrX
n
tj+1 dr
and applying Lemma 9 to the rst summand with x = DsDXmti+1 ; y = DX
n
tj+1 ; a =
ti+1; b = tj+1; n = 1 and p = 32; and to the second summand with x = DXmti+1 ; y =
DsDX ntj+1 ; a = ti+1; b= tj+1; n= 1 and p= 32; we obtain
kDs(
ti+1 ; tj+1
Xtj+1
)k41;326c0(tj+1 − ti+1)4 (5.38)
and hence, substituting (5.38) into (5.37) yields
kDs((
ti+1 ; tj+1
Xtj+1
)−1)k41;166cc0(tj+1 − ti+1)−4: (5.39)
We notice that x and y satisfy the hypotheses of Lemma 9 due to Lemma 6. Finally,
from (5.36), (5.39) and (5.35) we get
A26c(tj+1 − ti+1)−2(ti+1 − ti)4:
For the third factor of A3, using twice Lemma 9, one with x=Dsuk ; y=DXmti+1 ; a=
ti; b=ti+1; n=1 and p=16 and another with x=uk ; y=DsDXmti+1 ; a=ti; b=ti+1; n=1
and p= 16, we have
kDs(ruki X mti+1)k41;16
6 23
∥∥∥∥
Z ti+1
ti
DsukrDrX
m
ti+1 dr
∥∥∥∥
4
1;16
+ 23
∥∥∥∥
Z ti+1
ti
ukrDsDrX
m
ti+1 dr
∥∥∥∥
4
1;16
6 c(ti+1 − ti)4; (5.40)
and from (5.36), (5.40) and using also Lemma 11 with a = ti+1 and b = tj+1 yields
A36c(tj+1 − ti+1)−2(ti+1 − ti)4:
Then, inequality (5.27) holds.
Proof of (5.28). Applying Lemma 9 with x = uk ; y = DBk;mij ; a = ti; b = ti+1; n = 0
and p = 2 we obtain (5.28). Notice that it can be applied since by (5.27) y satises
the required hypotheses.
Finally, inequality (5.14) is a consequence of (5.25){(5.28).
To nish the proof of Proposition 18, we have by (5.14)
Sk2 =
X
i<j
E(f(Xi+1)f(Xtj+1)C
k
ij)
6
X
i<j
E(f(Xti+1)
2f(Xtj+1)
2)1=2(E(Ckij)
2)1=2
6 c
X
i<j
(ti+1 − ti)(tj+1 − tj)p
ti+1
p
tj+1 − ti+1 E(f(Xi+1)
2f(Xj+1)2)1=2: (5.41)
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Using (2.13) and Lemma 14 we get
E(f(Xti+1)
2f(Xtj+1)
2) = E(f(Xti+1)
2E(f(Xtj+1)
2jFti+1))
=
X
f1; :::; dg
(−1)d−jjE
 
f(Xti+1)
2
Z
Q(Xti+1 )
f(x)2
E(1fX ktj+1>xk ; k2;X ktj+1<xk ; k 62gH
ti+1 ; tj+1
(1; :::;d) (Xtj+1 ; 1)jFti+1) dx
!
6 c(tj+1 − ti+1)−d=2
X
f1; :::; dg
E
 
f(Xti+1)
2Yi
Z
Q(Xti+1 )
f(x)2
E(1fX ktj+1>xk ; k2;X ktj+1<xk ; k 62gjFti+1)
1=2 dx
!
; (5.42)
where Yi = Y
ti+1
0;2 is dened by (4.31). On the other hand, using the properties of the
conditional expectation, and also Txebixev’s inequality we have that for all x2Q(Xti+1)
and for all k > 0
E(1fX ktj+1>xk ; k2;X
k
tj+1
<xk ; k 62gjFti+1)
6
8<
:
dY
k2
P(X ktj+1>x
k jFti+1)
dY
k 62
P(X ktj+1<x
k jFti+1)
9=
;
1=d
6
dY
k2
P

exp

k(X ktj+1 − X kti+1)−
2k
2
hX k − X kti+1itj+1

> exp

k(xk − X kti+1)−
2k
2
M 2(tj+1 − ti+1)

jFti+1
1=d

dY
k 62
P

exp

k(X kti+1 − X ktj+1)−
2k
2
hX kti+1 − X kitj+1

> exp

k(X kti+1 − xk)−
2k
2
M 2(tj+1 − ti+1)

jFti+1
1=d
6
dY
k2
exp

−k
d
(xk − X kti+1) +
2k
2d
M 2(tj+1 − ti+1)

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

E

exp

k(X ktj+1 − X kti+1)−
2k
2
hX k − X kti+1itj+1

jFti+1
1=d

dY
k 62
exp

−k
d
(X kti+1 − xk) +
2k
2d
M 2(tj+1 − ti+1)



E

exp

k(X kti+1 − X ktj+1)−
2k
2
hX kti+1 − X kitj+1

jFti+1
1=d
=exp
 
− 1
d
dX
k=1
kSk(xk − X kti+1) +
M 2(tj+1 − ti+1)
2d
dX
k=1
2k
!
;
where Sk = sign(xk−X kti+1) and the last equality comes from the fact that fexp(k(X kt −
X kti+1)−2k =2hX k−X kti+1it); t>ti+1g is a martingale for all k and for all k . Then, choosing
k = Sk(xk − X kti+1)=M 2(tj+1 − ti+1) which is positive; we obtain
E(1fX ktj+1>xk ; k2;X
k
tj+1
<xk ; k 62gjFti+1)6exp

− jx − Xti+1 j
2
2dM 2(tj+1 − ti+1)

: (5.43)
From (5.42) and (5.43) and using Holder’s inequality with some p; q such that 1=p+
2=q= 1; we get
E(f(Xti+1)
2f(Xtj+1)
2)
6c(tj+1 − ti+1)−d=2
E
 
f(Xti+1)
2Yi
Z
Rd
f(x)2exp
 
− jx − Xti+1 j
2
4dM 2(tj+1 − ti+1)
!
dx
!
6c0(tj+1 − ti+1)−d=pkfk2pE(f(Xti+1)2Yi):
Applying Lemma 15 with G = Yi and t = ti+1 we have
E(f(Xti+1)
2f(Xtj+1)
2)6c0(tj+1 − ti+1)−d=pt−d=pi+1 kfk4pkYikd;2d+1 : (5.44)
From Remark 3 we have that kYikd;2d+1<1: Then, using (5.41) and (5.44) yields
Sk2 6Ckfk2p
X
i<j
(ti+1 − ti)(tj+1 − tj)
(ti+1(tj+1 − ti+1))d=2p+1=2
6Ckfk2p
X
i<j
(ti+1 − ti)t−d=2p−1=2i+1
Z t
ti+1
1
(s− ti+1)d=2p+1=2 ds
6CT−d=2p+1=2

− d
2p
+
1
2
−1
kfk2p
Z T
0
t−d=2p−1=2 dt
6C0kfk2p:
and this completes the proof.
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From Theorem 5 it follows that Corollary 16, Propositions 17 and 18, imply the
existence of the quadratic covariation and the Ito^’s formula for F(Xt) where Xt =
(
Pd
i=1
R t
0 u
1; i
s dW
i
s ; : : : ;
Pd
k=1
R t
0 u
d; i
s dW
i
s ). These results hold if the process u satises
hypotheses (H1){(H3). We can provide a local version of this result. Let us introduce
the following class of processes.
We denote by U the class of matrices d  d of adapted processes verifying the
following conditions:
(i) f
mg are mesurable sets increasing to 
; and u equals um on 
m.
(ii) For each m>1 the matrix of process um satises hypotheses (H1){(H3) with
constants Kmn;p; m and Mm.
Now we can state the main result of this section.
Theorem 19. Let u be a process in the class U. Set Xt = (X 1t ; : : : ; X
d
t ) where X
k
t =Pd
i=1
R t
0 u
k; i
s dW
i
s : Consider a sequence Dn of partitions of [0; T ] verifying conditions
(3.1). Then; for any function f in Lp(Rd) with p>d the quadratic covariation
[f(X ); X k ] exists; and for any function F in W1;p(Rd) the following Ito^’s formula
holds:
F(Xt) = F(0) +
dX
k=0
Z t
0
fk(Xs) dXs +
1
2
dX
k=0
[fk(X ); X k ]t ;
for all t 2 [0; T ]; where fk are the weak partial derivatives of F .
Proof. The proof is straightforward consequence of Theorem 5, Corollary 16, Propo-
sitions 17 and 18.
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