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The article discusses the problem s o f  structural synthesis o f  large discrete systems 
with predefined behavior, which assumes transition o f  a given input signal into required reference 
output signal. A  com bined method for building the procedure o f  synthesis based on evolutionary 
methods and mathematical analysis o f  Petri nets has been proposed. An evolutionary procedure 
o f  structural synthesis o f  large discrete systems with static inter-com ponent links has been 
developed. Computational experiments performed with the use o f  the built model give evidence 
to the efficiency o f  the proposed synthesis procedure.
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Structural-parametric synthesis of large 
discreet systems with specified behavior is a 
variation of the more generic scientific and 
practical problem: synthesis of systems with pre­
defined behavior that are able to transfonn a given 
input vector (data, substance, energy, etc.) into 
the required output vector1'3.
This paper will propose an approach for 
solving the task of structural synthesis of large 
discrete systems with predefined behavior, which 
is based on three m ajor theories: im itation 
modeling, evolutionary methods and Petri nets. 
Choice of these tools for solving the task of 
structural and parametric synthesis is explained 
by the fact that the majority of tasks in this area 
may be related to the multi-criteria class, since 
in solving them it is necessary to consider many 
factors. In solving tasks of this kind, one should
* To whom all correspondence should he addressed.
pay attention not only to the structure of large 
discrete systems (sets of elements in the links 
between them) but to adjustment of elements in 
the possible range of their functioning, as well1. 
The essence of this problem lies in the fact that 
in the presence of 10 components and about 10 
instances of each component, the number of 
possible configurations would be 10л10 (without 
taking into account the possib ility  of 
reconfiguration by dynamic changing elemental 
links, or changing param eters of elem ents 
operation). This significantly  com plicates 
searching for the required configuration of a large 
discrete system with predefined behavior in this 
area (in case of a random search, configuration 
becomes virtually impossible to find), therefore 
the m ethod of introducing elem ents of 
determination into random search was adopted. 
For this purpose, the most suitable are 
evolutionary methods4'6.
The most coimnon methods for this class 
of tasks are genetic algorithms and genetic 
programming (using these methods makes it
possible to reduce the time of searching for a 
large discrete system configuration that works not 
only with changing elements of the system, but 
with the links between them that change during 
operation), and changes in elements settings. 
These methods require adaptation to the subject 
area. This paper proposes to use the theory of 
nested Petri nets (w hich are a rather new 
mathematical tool) as a tool for adapting the 
genetic algorithm. This will make it possible to 
combine two approaches: genetic programming 
and genetic algorithms4 due to the use of the 
following properties: nesting (describing genetic 
algorithm at top level and presentation of labels 
of subsequent levels as genotypes, i.e., models 
of synthesized large discrete systems with 
predefined behavior), and building trees of 
achievable labels (tree-like coding in genetic 
prograimning).
Methodology 
Genetic algorithms
Genetic algorithms reflect the principles 
of natural selection and genetics: survival of the 
most promising individuals, inheritance, and 
mutations. With that, there is a possibility to 
influence the search process by setting certain 
parameters3'6.
The main differences between genetic 
algorithms and traditional methods are as follows:
1. Genetic algorithms deal with solutions 
presented as a line of code. Codes are 
converted  w ithout regard to their 
semantics411.
2. The search process is based on using 
several points in the space of solutions 
sim ultaneously. This elim inates 
the possibility for an efficiency function, 
which is not unimodal, from unwanted 
getting into the local extremum.
3. In searching, the genetic algorithm uses 
only the information about permissible 
values of parameters and the efficiency 
function, which leads to a considerable 
increase in speed of response.
4. Forthe synthesis of new points, the genetic 
algorithm uses probability rules, and for 
transfer from  points to points - 
deterministic rules. Such a combination of 
rules is much more efficient, as compared 
to using them separately.
The theory of the genetic algorithms also uses a 
number of biological tenns.
A code string describing the possible 
solution, and its structure, is called a genotype. 
Code interpretation from the point of view of the 
solved task is called a phenotype. For the subject 
area in question, a phenotype would be some 
design solution in the fonn of a structural diagram 
of a computing device. The code is also called a 
chromosome.
A set of chrom osom es used 
simultaneously by the genetic algorithm at each 
stage of the search is called a population. The size 
of population (number of chromosomes) is 
usually recorded and used as one of genetic 
algorithm characteristics. A population is updated 
by creating new chromosomes and deleting old 
ones. This is how generations of populations 
change.
Generating new chromosomes is based 
on modeling the reproduction process: a pair of 
parents produces a pair of children. The crossover 
operator is responsible for generation, and in 
general, it is used for every pair of parents with 
a certain  probability. The value of such 
probability, along with the size of the population, 
is one o f the characteristics o f a genetic 
algorithm
The mutation operator is applied to the 
chrom osom es o f the new population. The 
probability of applying this operator to the 
chromosome is also a parameter of the genetic 
algorithm
The selection  operator perform s 
selection of parents’ crossovers for producing 
children, and the reproduction operator is 
responsible for selecting chromosomes to be 
deleted. In both cases, selection is made based 
on chromosome quality, which is detennined by 
the value of efficiency function  o f this 
chromosome.
The genetic algorithm stops working in 
the following cases:
1. The number of generations that the user lias 
defined before starting the algorithm has 
been processed.
2. Quality of all chromosomes exceeded the 
value defined by the user before starting 
the algorithm
3. The chrom osom es have become
homogeneous to the extent that their 
im provem ent from  generation to 
generation occurs very slowly.
Work of the genetic algorithm in tenns 
of the subject area of structural synthesis of large 
discrete systems in question may be described as 
follows:
The initial set o f configurations is 
formed by the experts. These solutions are 
subsequently coded into chromosomes that will 
be directly used by the genetic algorithm. It is in 
this stage already that the actual task of selecting 
the way of presenting the structural diagram of 
the synthesized system in fonn of a code line 
processed by the genetic algorithm occurs.
The parent chrom osom es for 
reproduction are selected, and chromosomes 
deleted in accordance with the natural “The 
Strongest Survive” principle. At this stage, the 
problem of setting selection and reduction by the 
operator is important, which reflect peculiarities 
o f system s structural synthesis. A sim ilar 
problem  occurs in  defin ing the crossover 
operator, which should model the transfer of 
properties between various structural schemes of 
the system.
The genetic algorithms often use the 
elitism strategy that deals with transferring the 
best chromosomes of the current population to 
the next population without changes. Such an 
approach ensures maintaining high quality of 
the population- 3’ 5’12.
The m utation operator introduces 
random  changes into chrom osom es, thus 
expanding the area of the search space.
Repeated use of reduction, selection, 
crossover, and mutation operators contributes to 
im proving the quality o f each individual 
chrom osom e, and as a consequence, the 
population in general, reflecting the main goal of 
the genetic algorithm, i.e., improving the quality 
of the initial population. The main result of the 
genetic algorithm work is a chromosome of the 
final population on which the target function takes 
its extreme value.
Use of genetic algorithm s adaptation in 
various subject areas
As m entioned above, the genetic 
algorithm s are a strategic approach to the 
problem, which should be adapted to a certain
subject area by setting parameters, and defining 
operators of the genetic algorithm. With that, the 
genetic algorithm becomes related to the subject 
area in question, and cannot be used for solving 
problems in another subject area811.
Selection of parameters, operators and 
the type of chromosomes influences the search 
stability and speed, i.e., the main indicators of the 
genetic algo rithm ’s efficiency. Speed is 
detennined by the time required for achieving one 
of the stopping criteria stated above by the 
algorithm. Stability is the ability of a genetic 
algorithm to increase quality of the population, 
and to exceed local extrema.
For increasing speed, genetic algorithms 
may be subjected to multisequencing both at the 
level of organizing work of the algorithm, and at 
the level of its implementation in a computer.
At the level of work organization, 
multisequencing is performed due to structuring 
the population, which may be performed in two 
ways.
The first method is called the «islands 
concept», and consists in dividing the population 
into classes, the members of which cross only 
between themselves within the limits of the class, 
occasionally  exchanging chrom osom es on 
the basis of random sampling. The second method 
is called the “concept of crossover in the local 
area” and consists in setting a metric space on a 
population, the chromosomes of which are 
subjected to crossing only with their nearest 
neighbors2’35.
Thus, given the possibility of parallel 
work of the genetic algorithm on a structured 
population, its presentation on structured Petri 
nets that also makes it possible to perform 
simulation modeling of the system’s behavior 
becomes important1316.
In case of multisequencing at the level 
o f im plem entation, bo th  the stated above 
processes of crossing in pairs of parents, and the 
process of calculating the value of the efficiency 
function and using the mutation operator to 
chrom osom es, may be im plem ented 
simultaneously on several subsystems within the 
in tegrated  system , w orking in parallel. In 
describing the genetic algorithm based on the 
Petri nets theory, the task of their implementation 
on parallel Petri processors becomes important
and promising.
Stability of the search depends on 
parameters of the genetic algorithm operators.
For the crossover operator, such a 
parameter is the level of difference between 
children and parent chromo somes: the greater the 
difference is, the more stable the search is, but 
search speed is lower (the best result is achieved 
in longer time).
For the mutation operator, the parameter 
that influences stability of the search is the 
probability of its use: low probability ensures 
stable search and does not cause deterioration of 
chromosomes’ quality.
The selection operator is related to 
search stability in the following way: constant 
selection of the strongest chromosomes usually 
causes convergence to the local extremum, while 
selection o f w eak chrom osom es causes 
deterioration of the population’s quality. The same 
is true for the reduction operator, too.
As to the influence of the population 
size on stability  of the genetic algorithm , 
increased num ber o f chrom osom es in  the 
population expands the search area; however one 
should reduce population to the initial size, 
otherwise speed of the genetic algorithm will 
decrease (sim ilar algorithm s are called 
generational)8.
Development of generational algorithms 
led to emergence of adaptive genetic algorithms 
that changed their parameters during work. The 
nGA concept em erged, w hich represents 
multilevel genetic algorithms where the bottom 
level improves the population, and the top level 
optimizes parameters of the bottom one with 
regard to its speed and stability11.
Using Petri nets for describing genetic  
algorithms
Thus, given the possibility of multilevel 
organization of a genetic algorithm, the task of 
its implementation in nested Petri nets becomes 
important.
Considering aforesaid, we can point out 
the following general properties of Petri nets11’ 
13-16, is-23 ancj 0f die genetic algorithm, justifying 
the advantage of using Petri nets for describing 
genetic algorithms.
1. Independence from the subject area;
2. Concurrency;
3. Probability and detenninateness;
4. Structuredness;
5. Multilevel structure.
This paper will focus on solving the problem of 
structural synthesis of large discreet system with 
fixed structure (i.e., links between elements in 
large discreet systems w ith predeterm ined 
behavior cannot rebuild themselves in the process 
of processing the predefined reference vectors 
at the input and output of system) with the use of 
proposed methods.
RESULTS
Problem statement
Let us consider the following simplest 
class of tasks of structural synthesis of large 
discrete systems with predefined behavior. 
Given:
S=<F,C> ...(1)
where S is a large discrete system with 
predefined behavior, the synthesis of which should 
be performed, F = const is system structure, С = 
const is part of your system.
c= (Cl;...,cR), ...(2)
where Ci is the i-th component of the 
large d iscrete system, R is the num ber of 
components in the large discrete system.
Ci={cij}“ i
...(3)
where С is the i-th instance of the i-th4 J
component. Mi is the number of instances of the 
i-th component.
P = {hJk=i
...(4)
where P is the number of properties that 
the synthesized large discrete system  with 
predefined behavior can have, Pk is the k-th 
property of Pt, L is the number of properties of 
set P.
Required: for the given property , which 
the large discrete system with predefined behavior 
S should have, select one instance of each 
component Ci so that the large discrete system
S = (F-(CW M --cw J )  ,
••• W/
has property Pt0.
Problem solution
To solve this problem, let us use the 
genetic algorithm adapted to the solution with the 
help of nested Petri nets.
The genetic algorithm should be adapted 
to a certain subject area by setting parameters and 
defining operators of the genetic algorithm. In 
using genetic algorithms, alternative solutions are 
presented as a line of symbols with fixed links, 
and called a genotype. Therefore, special attention 
should be paid to formal description of the 
genotype.
In our case, the solution is a large 
discreet system S, definition (l)-(3) of which is
Fig. 1. Correspondence between component and instances
Fig. 2. Relationship between components
presented in the problem  statem ent. This 
definition shows that large discrete system S is 
described as a line of symbols (5). For obtaining 
description of large discreet discrete system S 
(1), its structure F and composition С in the 
language of Petri nets should be defined.
From definitions (2) and (3) it follows 
that composition С is completely defined by the 
components, therefore each component Ci should 
be described as a Petri net, and this, in turn, means 
that each instance of components Ci should be 
defined in the language of Petri nets.
Let us consider an instance of Cij. Let 
us denote the Petri net modeling this instance as 
PNij. With regard to the fact that the instances of 
various components interact, each instance should 
be assigned inputs and outputs, which, naturally, 
would be modeled by positions of the PNij net. 
Let us denote the set of input and output positions 
as INij and OUTij, respectively.
Now let us consider component Ci. The 
structure of this component is fully determined 
by the instance of Cij, which represents it. The 
components interact via inputs and outputs that 
are simulated by the set of input and output 
positions, which would be denoted as INi and 
OUTi, respectively. N aturally, one-to-one
, Р | , :И |- П М ;  J  jiLT: OUX -» OUT-
correspondence 41 1
should exist between elements of sets in IN and 
IN, as well between OUTij and OUTi. All said 
above about components and instances may be 
illustrated in Figure 1.
Let us denote the Petri net that models 
com ponent Ci as PNi. If com ponent Ci is 
represented by instance then .
Finally, let us consider structure F of a 
large discreet system  S. It is com pletely 
determ ined by in teraction  betw een the 
components, which is naturally simulated by 
transitions in Petri net. Let us denote the set of 
such transitions as T.
Every transition t e T connects output 
positions of some components Cn, Ci2, .... CiA 
with input positions of some other components 
c lA+i- c lA+2- ••• - c iA+b- which is graphically 
illustrated in Figure 2.
R
correspondence F :T llom*) completely
defines structure F  of system S.
Thus, a Petri net modeling system S  may 
be described as a line of code
PN = (PNl,...,PNi,...,PNR,T,E),
where PN. is model of component С , and 
set of transitions T and compliance E  detennine 
structure F  of system S.
According to the problem statement, out 
of all possible models of system .S', the one, which 
w ould have redefined behavior, should be 
selected. Reaction to input signals will be 
considered as system behavior. To do so, inputs 
and outputs should be selected, to be modeled by 
positions in the PN  net. Let us define sets of input 
and output positions as /  \  and OUT, respectively.
R R
Obviously, IN c  [JIN; ancj OUT <z (JOUT;
i=l i=l
Behavior of system S  will be a pair of 
non-negative integer vectors 
zm = (Т'■ ■ Z:) an d ,z0ut = (zi'!T- ZU ) 
where z™ is the number of labels received at the 
V-th input position before starting the PN network 
, Z°UT is the number of labels received at the W- 
th  output of position after stopping the PN  
network, and Vg and Wg are the numbers of 
elements of /Л and OUT sets, respectively.
Consequently, set P of properties that the 
synthesized system may have is modeled by set 
z =!zklk=i' where zt =(z ,^z^1UT) is the model of 
property Pk in form of a pair of non-negative 
integer vectors.
Thus, the task  is reduced to the 
following. Out of all hypothetically possible 
models PN  of system S, the one with Zk property 
is to be found.
For checking whether the PN  model has 
ZA property, this model should be fonned, its input
should receive vector /] .., after which the PN  net 
should be started; after the net is stopped, the 
number of labels at output OUT  should be 
compared with vector ZqUT .
The next step of the solution is defining 
the proxim ity measure for model PN  to Z
properties. To do so, first vector z |'N should be
supplied to input IN  of the model, and vector Zom 
should be received at the outlet. The proximity
degree will be determined by the notion of metric 
space, and by treating the obtained vector Zom
and the reference vector Zqut as elements of
Euclidean space sqwo , i.e., a m ultitude of 
ordered sets o f W0 o f real num bers 
x = (xx,.. . ,  x Wq ) with distance
• •(6)
where У = (у ь  • • ■ = У w0 ) •
The lower is, the closer PN
model to property Zk is. Formula (6) may be 
extended for the case of a different value of 
coordinate-wise proximity of the obtained vector 
to the reference:
W0
Pi{xu )  = lL a M ,- > \ \  , a +  a2 +... + dw =1, af  a2 
,..., a e ”0w
However, in this case additional 
problems occur, related to sensitivity of the 
distance to possible errors in defining weight
aw (1). If Pl(zOUT,ZqUT)= о, 
then /fV'nlodcl has property Zk. It is natural to 
consider distance p, as an efficiency function.
The operators of genetic algorithm  
manipulate the genotypes presented as a code line 
of symbols. In the theory of Petri nets, analog 
operators are transitions. It is therefore natural 
to simulate operators of a genetic algorithm by 
transitions in a Petri net. With regard to the fact 
that transitions manipulate Petri net labels, it is 
necessary to use such a Petri nets extension, 
where the labels can simulate a code line of 
symbols. Such an extension is represented by 
nested Petri nets (multilevel Petri nets or L-Petri 
nets). In our case, the code line is a Petri net. 
Therefore, we can use extension of nested Petri 
nets.
Thus, operators of a genetic algorithm 
will be modeled by transition of nested Petri net, 
and genotypes will be modeled by macro-labels.
Let us denote the initial population as
G°=(PN1,...PN2n), 
where PNi is the i-th model of the designed object 
in the fonn of a Petri net, 2n is fixed population
size. For the sake of sim plicity o f further 
description, it is assumed that the size of the 
population is an even number.
Let us place every PN' model at a 
corresponding position Ai as macro-labels of a 
nested Petri net.
The selection operator is modeled by 
SEL transition, which will copy PN' from position 
A' and place these copies at positions В1, B2, ..., 
B2"1, I f 1, ..., B2"'1, If" as a macro-labels. Let us 
denote the macro-labels at positions If" ' and I f 1 
as PN22"1 and PNJ2i. Macro labels are placed at 
positions If, ..., B2n in accordance with the value 
of efficiency function (6) according to the rule: 
the less is the value of the function, the lower is 
the number of the position where the macro-label 
is placed. Thus, in position B1 the best macro­
label is placed, in position B2 - a slightly worse 
macro-label, etc. up to position If", where the 
worst macro-label will be placed.
The crossover operator is modeled by 
CROSS' transition, which will take macro-labels 
/ I f 2"' and PNj2‘ from positions If" ' and I f 1, cross 
them over and place new macro-labels and into 
positions D2l_1 and D21, respectively. Macro-labels 
are crossed over according to the following rule:
1. From set {1,2,...,R}, a random number 
is selected, which we will denote as r.
2. Let us select the m odel of r-th  
component from genotypes I l f 2"' and PNj2‘.
p N J2i-1 = ^p]\fJ2i-l  ^ ^ p ] \[J2 i- l ,..., PNJj2' - 1 ,T ,F ^
P N j2i = ,...,PN;J2i ,...,P N JR2i ,T ,F ^
3. Swapping the selected models we obtain new 
macro-labels.
PN p1- 1 = ^PNp1- 1 „.„PN ; 21 .....PN j21- 1, T,F^
PN1,21 = ^PNp1 .....PN;121- 1 .....PN121 ,T,F^
The mutation operator is modeled by a 
MUT2i transition, which will take macro-label
PN;!2' from position D2i, perform its mutation
and place the new m acro-label P N ^1 int0
position E2i. The macro-label undergoes mutation 
according to the following rule:
1. From set {1,2,... ,R}, a random number is
selected, which we will denote as r.
2. Let us select the model of r-th component 
from genotype.
3. From the set of models of instances of 
our r-th component, let us randomly select 
a new model, which we will denote a s , and 
replace model with it, thus obtaining a new 
macro-label.
The operator of mutation for macro-label 
at position D2i-1 is modeled in a similar way.
The reduction operator is modeled by 
RED transition, which will take macro-labels from 
positions Er ... ,Ebi and from positions A p ... A v  
remove the worst macro-labels and place the 
remaining at positions. 12, ... ,A,n. Macro-labels are 
deleted according to the following rule:
1. Efficiency function (6) is calculated for 
each macro-label.
2. In position A l the best macro-label is 
placed, in position A2 - a slightly worse 
macro-label, etc. up to position A2n, where 
the worst macro-label will be placed. Let 
us denote the macro-label at position. 1; as
PN*.1
3. All other macro labels are deleted. Note 
that exactly 2n macro labels will be deleted.
The structure of a nested Petri net with indication 
of all macro-labels is shown in Figure 3.
DISCUSSION
The work of the proposed model of a 
genetic algorithm adapted for solving the problem 
of structural synthesis with the use of nested Petri 
nets can be described in the following way:
1. For each component C, build model PN  
for each of its instances С...
J
2. Build model of structure F, defining the 
set of transitions T and correspondence E.
3. Define property Pk that a large discrete 
system with predefined behavior S  should 
have, as a pair of vectors
Z k = (Z DNZ OUt )-
4. Form initial population G°.
5. Set the number of cycles for the work of a 
nested Petri net and/or conditions for its 
stop as the value of efficiency function
•P i
6. Place the initial population G° of the nested
proposed Petri net.
7. Start the nested Petri net.
8 . A f te r  s to p p in g  th e  n e s te d  P e tr i  n e t, 1. 
position  A  w ill contain  m odel P N  o f  the 
la rg e  d isc re te  sy s tem  th a t w o u ld  b es t 
satisfy the Zk property.
The use o f  various param eters o f  the 
proposed procedure may lead to various solutions 
o f  the problem  o f synthesis, w hich m ay be united 
into a selection set, after w hich the final selection 
is perform ed by the decision-m aker on  the basis 2 . 
o f  his ow n (often non-fonnalized) preferences.
CONCLUSION
T h e m a in  r e s u lt  o f  th is  w o rk  is  3 
form alization and algorithm ization o f  the process 
o f  la rg e  d is c re e t  sy s te m s  w ith  p r e d e f in e d  
b e h a v io r  b y  fo rm in g  a s o lu t io n  w ith  f ix e d  4 . 
structure out o f  predefined com ponents.
R e s o lu t io n  o f  th is  p ro b le m  is 
significantly com plicated by the huge num ber o f 
possible options o f  im plem entation, out o f  w hich 
it is necessary  to  choose the ones sa tisfy in g  
predefined behavior. Three theories w ere used for 
s o lv in g  th is  p ro b le m : e v o lu t io n  m e th o d s , 
sim ulation m odeling, and Petri nets. To overcom e 
th is  p rob lem , g enetic  a lg o rith m s ad ap ted  fo r 
resolving this prob lem  by using 2-level nested 5. 
Petri nets w ere used.
The proposed approach w ill further be 
u sed  fo r  structu ra l syn thesis o f  large d iscre te  (y 
system s w ith  predefined behavior and dynam ic 
inter-com ponent relations. This suggests w orking 7  
o f the genetic algorithm  not only w ith com ponents 
o f  the syn thesized  system , b u t w ith  re la tions 
betw een elem ents, too. This com plicates solving 
o f  th e  p ro b le m  w ith  th e  u se  o f  the  e x is tin g  
m ethods, since  the se a rch  area  s ig n ific an tly  
increases. F or solving m ore com plex problem , 8-
next w orks w ill use an  individual layer o f  inter­
elem ent relations - “ in ter-elem ent bus” . It w ill 
m ake it p o ss ib le  to  o p tim ize  the  p ro ce ss  o f  
s y s te m  s y n th e s is  w ith  th e  u se  o f  g e n e tic  
algorithm  on  the base o f  nested Petri nets. 9
In  theo ry , it seem s p ro m is in g  to  ex ten d  the  
proposed approach to the tasks o f  structural and 
param etric  synthesis o f  large discrete system s 1 0 . 
w ith  changing structure and com position o f  the 
used elem ents.
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