The regularisation of the λ φ 4 4 -model on noncommutative Moyal space gives rise to a solvable QFT model in which all correlation functions are expressed in terms of the solution of a fixed point problem. We prove that the non-linear operator for the logarithm of the original problem satisfies the assumptions of the Schauder fixed point theorem, thereby completing the solution of the QFT model.
2004. Eberhard Zeidler initiated a meeting of one of us (RW) with Vincent Rivasseau. This contact led to a first joint publication [5] which brought the perturbative renormalisation proof of [2] closer to the constructive renormalisation programme [6] . The growing group around Vincent Rivasseau progressed much faster: they reproved the renormalisation theorem in position space [7] , derived the Symanzik polynomials [8] , extended the method to the Gross-Neveu model [9] and so on [10] .
The most important achievement started with a remarkable three-loop computation of the β -function by Margherita Disertori and Vincent Rivasseau [11] in which they confirmed that at a special self-duality point [12] , the β -function vanishes to three-loop order. Eventually, Margherita Disertori, Razvan Gurau, Jacques Magnen and Vincent Rivasseau proved in [13] that the β -function vanishes to all orders in perturbation theory. The central idea consists in combining the Ward identity for an U(∞) group action with Schwinger-Dyson equations.
We felt that the result of [13] goes much deeper: Using these tools it must be possible to solve the model! Indeed we succeeded in deriving a closed equation for the two-point function of the self-dual model [14] , which we renormalised and solved perturbatively to 3rd order. The equation is a non-linear integral equation for a function G(α, β ) =: G αβ on the unit square 0 ≤ α, β < 1:
where
and Y = lim α→0
. A solution would be the key step to compute all higher correlation functions. Unfortunately, all our attempts to solve this equation failed, forcing us to put the problem aside for two years.
During the QFT workshop in November 2011 in Leipzig, one of us (RW) had the chance to meet Eberhard Zeidler and to report about the programme: that we succeeded to reduce all difficulties of a QFT model to a single equation, but failed to solve it. Eberhard Zeidler immediately offered help. He studied the problem (1)+(2) during the following three weeks, unfortunately without success.
This exchange led to a renewed interest and a subsequent major breakthrough in spring 2012: We noticed that after suitable rescaling of G αβ to G ab , now with a, b ∈ [0,Λ 2 ], the difference function D ab = a b (G ab − G a0 ) satisfies a linear singular integral equation of Carleman type [15] (the singular kernel is the N αβ -integral in (2) ). We proved in [16] , and with corrections in [17] concerning a possible non-trivial solution of the homogeneous Carleman equation [18] , [19] , that given the boundary function G a0 with G 00 ≡ 1, the full two-point function G ab reads x−a we denote the finite (or truncated) Hilbert transform. We are mainly interested in the one-sided Hilbert transform
. As shown in [17] , this result is correct for λ < 0, which is the interesting case for reflection positivity [20] . For λ > 0 one has to multiply (3) by a factor (1 + Λ 2 Λ 2 −a (aC + F(b))), where C is a constant and F(b) an arbitrary function with F(0) = 0. The symmetry condition G ab = G ba of a two-point function leads for a = 0 and λ < 0 to the consistency condition (in the limit Λ → ∞)
Equation (4) is a much simpler problem than (1)+ (2) . In [16] we already proved existence of a solution for λ > 0 via the Schauder fixed point theorem. This case turned out to be much less interesting than λ < 0: Reflection positivity is excluded for λ > 0 [20] , and the formulae (3)+(4) need to be corrected by a winding number [17] . The proof for λ > 0 given in [16] does not generalise to the opposite sign. In this paper we fill the gap and prove that (4) has a solution for − 1 6 ≤ λ < 0. The key is to focus on the logarithm of G a0 , which is an unbounded function. We are able to control the divergence at ∞ and prove uniform continuity of the Hilbert transform on such spaces. For − 1 6 ≤ λ ≤ 0 we are able to verify the assumptions of the Schauder fixed point theorem so that (4) has a solution with good additional properties. We would like to warn the reader that the estimates are cumbersome.
The Schauder fixed point theorem is a central topic in Eberhard Zeidler's book [24, Chap. 2] . It follows from Brouwer's fixed point theorem for which an elementary proof is given in [27, §77] .
It is a pleasure to dedicate this paper to Prof. Eberhard Zeidler who showed constant interest in our programme and provided strategic help. From our early common interaction on we were strongly supported by the MPI (and ESI in Vienna), which allowed our longstanding fruitful interaction. We congratulate Prof. Zeidler to his birthday and wish him many happy recurrences. We hope he enjoys the connection between quantum field theory [21] [22] [23] and non-linear functional analysis [24] [25], [26] , [27] .
Logarithmically bounded functions
Consider the following vector space of real-valued functions
These functions vanish at zero and grow/decrease at most logarithmically at ∞. We equip LB with the norm
Indeed, f LB = 0 means f (0) = 0 and | f ′ | = 0, hence f ′ = 0 and thus f (x) = 0 everywhere. The addional | f (0)| is redundant but makes it easier to formulate the proofs.
Proposition 1 (LB, LB ) is a Banach space.
Proof Given a Cauchy sequence ( f n ) n∈N in LB. This means f n (0) = 0 for every n, and for every ε > 0 there is
By the completeness of R, the sequence (1 + x) f ′ n (x) n∈N converges at every x ≥ 0 and defines a limit function (1 + x)g(x) := lim n→∞ (1 + x) f ′ n (x). Taking the limit m → ∞ above shows that
Therefore, the limit function t → (1 + t)g(t) and hence t → g(t) is continuous. As such it can be integrated over any compact interval. We define a function f (x) by
This means f (0) = 0, and by the fundamental theorem of calculus the function f is differentiable at every x ≥ 0, and f ′ (x) = g(x) is continuous. Expressing this as
Hence, ( f n ) n∈N converges to a function f ∈ C 1 (R + ) in the LB-norm. By construction we have f ∈ LB, hence (LB, LB ) is complete.
Consider for − 1 3 < λ < 0 the following subset
Lemma 1 K λ is a norm-closed subset of the Banach space LB.
Proof The evaluation maps ev, ev x : LB → R, with ev( f ) = f (0) and ev x ( f ) = (1 + x) f ′ (x) are continuous maps from LB to R. Hence, the following subset is closed in LB:
In the sequel we use implicity the fact that the Hilbert transform of a function that simultaneously belongs for some p > 1 to L p ([Λ 2 , ∞[ and to the α-Hölder space on ]0,Λ 2 [ for some 0 < α < 1 is again a Hölder-continues function with the same Hölder exponent α. For functions on ]−π, π[ this was proved by Priwaloff [28] for a variant of the Hilbert transform. This proof is easily generalised to ]0,Λ 2 [. The L p condition is necessary for Hilbert transforms over R and clearly extends to the one-sided Hilbert transform over R + .
This means that for f ∈ K λ the following maps are well defined (possibly with integrals restricted to [ε,Λ 2 ]; the convergence on R + will be verified in the following section): In the following three sections we prove three main results (for a restricted set of |λ |): that T maps K λ into itself, that T is norm-continuous on K λ and that the image T K λ ⊆ K λ is relatively compact: (5) , (6) and (7) . Then for any f ∈ K λ one has
In particular, T has a fixed point f
Proof The domain K is also convex. Then i),ii),iii) are the requirements of the Schauder fixed point theorem [24, Chapter 2] to guarantee existence of fixed point T f * = f * . The proof of i),ii),iii) is given in the following subsections.
In this way we prove existence of function G 0b = G b0 which satisfies (4) for all 0 ≤ b ≤ Λ . For b > Λ 2 there is possibly a discrepancy. Since both sides of (4) belong to K λ the error is ≤ (1 + Λ 2 )
To put it differently, for every ε > 0 there is G 0b ∈ exp K λ such that the difference between lhs and rhs of (4), and consequently also the difference between their derivatives, is < ε. This statement means that (4) has a solution in C 1 0 (R + ).
T preserves K λ
Integrating the definition (7) of K λ from a to x > a yields
which we reinterpet as
We take the one-sided Hilbert transform:
The Hilbert transform (11) becomes maximal if for x > a we use the maximal
e f (a) . Conversely, the Hilbert transform becomes minimal if for x > a we use the minimal
Note that the analogue only for H ∞ a [e f (•) ] would not hold; in that case the opposite boundaries of K λ would contribute to x < a versus x > a, and there is no chance of a reasonable estimate! We can reformulate (12) as
We prove the following result which covers a slightly more general case:
Proposition 2 For any µ < 1, with µ = 0, and β > 0 one has
Proof We use the following indefinite integrals:
This is proved via x-differentiation using
x and use of the recursion relations [29, §9.137 ] for the hypergeometric function. With a large cut-off Λ 2 we have for µ < 1
where the special values B(1,
µ for the Beta function have been used. The limit ε → 0 is controlled by the following result in [30] (already claimed, but not proved, in Ramanujan's notebooks) for zero-balanced hypergeometric functions: If
Here
Γ (x) , and γ = −ψ(1) is the Euler-Mascheroni constant. Since
we can add the corresponding log-terms to (16b) and use (17) to conclude that the two lines (16b) converge in the limit ε → 0 to
where [29, §8.365.8] has been used. This finishes the proof.
Inserting (14) for β = 1 and µ = |λ |, (13) gives the following bounds valid for any f ∈ K λ :
Together with (10) taken at x = 0 we obtain for the function R f defined in (8a) the following bounds:
This means that the upper bound is smaller than |λ |πa cot(|λ |π) + 1 (1+a) |λ | ≤ |λ |πa cot(|λ |π) + 1.
In the lower bound we use [29, §9.137.12 ] to write the hypergeometric function as
. This gives, partly expressed in terms of |λ r | :=
We have to show that F λ r (a) is of positive mean for a certain integral. This is easy to check for a computer, but we want to make it rigorous. For a lower bound we can remove the numerator (1 + 2|λ r |) in the middle line of (20) . The remaining piece 1 |λ r | 1+|λ r |a (1+a) |λr | − 1 is positive for 0 < |λ r | < 1 by a particular case of Bernoulli's inequality. Then its |λ r |-derivative reads
Using again Bernoulli's inequality, the numerator is
vanishes at x = 0 and has negative derivative for any x > 0. Consequently,
We expandF λ r (a) in the last line of (20) into a power series and take the |λ r |-derivative:
Hence alsoF λ r (a) is decreasing in |λ r |, and sufficient for extending this decrease to 
From (21b) we conclude thatF is convex in a for any fixed |λ r |, and (21a) shows that F starts negative near a = 0 and diverges (in case of |λ r | < 
We prove:
Lemma 3
The function F(a) defined in (22) has the following properties:
. Differentiation gives with (21a)
(1 + a) We have now collected all information to prove:
Proof The region 0 ≤ a ≤ 1 2 follows from convexity of F, the region a ≥ 6 because F is monotonously increasing for a ≥ Observe that (8b) implies T f (0) = 0 and
The inequality of Lemma 2 together with the lower bound (23) are now used to derive bounds for T f ′ (b). The inequality R f (t) ≤ 1 + |λ |π cot(|λ |π) leads to
We thus confirm that T preserves the lower bound of K λ . Proving that T preserves the other bound, i.e. T f ′ (b) +
αβ
. This gives for any f ∈ K λ and with partial use of |λ r | :=
For 0 ≤ |λ | ≤ 1 6 we have cot(|λ r |π) ≥ 1. We are therefore within the convergence domain of the arctan series, and Leibniz' criterion gives upper and lower bounds:
For the sake of transparence we abbreviate
|λ |π , γ := cot(|λ r |π) , 
All contributions are manifestly negative. That negativity continues to all c k , but the expressions become of exceeding length. It does not make much sense to display these formulae. Instead we give in Figure 1 This finishes the proof that T maps K λ into itself.
T is uniformly continuous on K λ , but not contractive
Take f , g ∈ LB with f − g LB := δ . This means −
for all x ∈ R + . Integration from a to x > a yields
Together with (10) we deduce the following inequalities valid for x > a
e g(a) .
We subtract
e g(a) =: ≤ 1+x 1+a
. (29) Conversely, for x < a we start from 1 + a
, which together with (10) leads to
We subtract e g (x) e g(a) =: 
With these preparations we can prove that
varies slowly with f :
the bound
Proof We take the Hilbert transform of (29) and (30) . The principal value limit can be weakened to improper Riemann integrals:
The second integral I 2 known from [29, §3.231.6+ §3.231.5]:
(33a)
We have used the power series expansion [29, §8.363.3] for the difference of digamma functions. The result is uniformly bounded for |λ | < 
Here we have expanded the hypergeometric functions into a power series and rearranged them to differences which admit the limit ε → 0. The line (33c) is monotonous in a and thus can be estimated by its limit a → ∞. The same argument gives a possible uniform estimate of (33b).
The last estimate is enough for continuity, but not for contractivity. We write (33b) as a double integral:
This gives together with (33a) and the estimate (33c') the claimed result.
Together with Lemma 5 we have thus proved for the map R defined in (8a):
. For any f , g ∈ K λ with f −g LB = δ one has the pointwise bound
The rhs ranges from
where we have inserted the lower bound R f (t) ≥ 1 + |λ |πt cot( |λ |π 1−2|λ | ) + |λ |F(t) derived in Lemma 2. We write this as corresponding decomposition
LB .
We start with the easiest contribution τ = 2 where we substitute u = |λ |πt:
There is no doubt that F(t) is of positive mean also for this integral (the small-u-region is suppressed) so that it is safe to put F( . ) → 0. We postpone this proof and temporarily work with the conservative estimate 1 + |λ |F( 
which becomes arbitrarily small for λ → 0.
The contribution τ = 1 is more difficult, but can be controlled. Again we expect F(t) to be of positive mean. We postpone the proof and temporarily work with a conservative
to write
where (after integration by parts)
The maximum of C λ is governed by the function log x |λ |
x |λ | which reaches 1 e at x = e 1 |λ | . For the range of |λ | under consideration, this becomes huge so that all other terms except for x |λ | ≈ e become negligible. Therefore we expect
A numerical investigation confirms this.
It remains the contribution from τ = 3. There is a short cut resulting from the crude
. Inserting this relation into (39) gives
We show that this naïve bound is optimal. For that we start from Taylor's formula
Up to an order |λ | 2 -error we may replace F(t) → 0. Then
where A λ := 
We need the following integrals
We specify to α > 1 (the other cases are analytic continuations):
This shows lim α→∞Cλ (α) = 1. The next-to-leading terms turn out to be 1 − 
Equicontinuity and Arzelà-Ascoli theorem
The remaining task is to prove a variant of the Arzelà-Ascoli theorem which establishes that if a subset T ⊆ LB is equicontinuous and pointwise bounded, then T is compact. We start with the equicontinuity:
Lemma 6
The subset T K λ ⊆ LB is equicontinuous in the norm topology of LB. More precisely, given ε > 0 one has
Proof We estimate via (24)
We have the following upper bound:
We ignore possible cancellations and add the upper bound
Taking also the supremum in x we conclude
The rhs is ≤ |a − b| for any 0 ≤ |λ | ≤ The standard Arzelá-Ascoli theorem concerns continuous functions on compact spaces. This can largely be generalised to C (X,Y ) equipped with the compact-open topology relative to general Hausdorff spaces X,Y , see [31] . The idea is to prove that for an equicontinuous family T , the compact-open topology and the pointwise topology coincide. Pointwise compactness of T (x) for every x ∈ X implies compactness of ∏ x∈X T (x) by Tychonoff's theorem, thus compactness of the equicontinuous family T in the compact-open topology. We cannot make use of this setting because to prove continuity of T we had to control the Hilbert transform via the global behaviour of functions in K λ . It seems unlikely that this can be replaced by a local control in the compact-open topology.
Being forced to work in norm topology, the only chance to rescue Arzelá-Ascoli for equicontinuous families in LB is to restrict to compact subsets of R + . This is not unreasonable because we worked originally over the cut-off space [0,Λ 2 ]. We find it necessary to reprove the Arzelá-Ascoli theorem for equicontinuous subsets of LB.
Lemma 7 The subset T K λ ⊆ LB is relatively compact in the LB topology if restricted to any compact interval
Proof Choose any Λ 2 > 0. The family T K λ ⊆ LB is bounded and equicontinuous on [0,Λ 2 ] with respect to f → (1 + x) f ′ (x). On metric spaces such as LB, compactness is equivalent to sequentially compactness. We thus have to prove that any sequence ( f k ) ∈ T K λ has a LB -convergent subsequence when restricted to [0,Λ 2 ]. Given ε > 0, there is for every 0 < x < Λ 2 an open ε 3 -neighbourhood U ε 3 (x) := {y ∈ R + : |y − x| < ε 3 } which by the equicontinuity of T K λ has the property that
These U ε ε . Start at x 1 and note that ((1 + x 1 ) f ′ k (x 1 )) k∈N is bounded for every member of the sequence ( f k ). By the Bolzano-Weierstraß theorem there is a subsequence (
And so on. This eventually produces a subsequence ( f k N ) k N ∈N of ( f k ) which has the property that
Convergence implies that for every i = 1, . . . , N there is a K i (ε) ∈ N such that
In other words, any sequence ( f k ) k∈N in T K λ has a subsequencef ℓ∈N such that (1 + x)f ′ ℓ (x) ℓ∈N converges uniformly on any compact interval [0,Λ 2 ] to a differentiable limit function which belongs to the closure T K λ ⊆ K λ . This means that T K λ is LB -relatively compact in LB if restricted to [0,Λ 2 ].
Conclusions
In proving existence of a solution of (4) we closed a major gap in our programme to construct a solvable quantum field theory model in four dimensions. In [17] we have studied the numerical iteration of (4) in the spirit of the Banach fixed point theorem and convinced ourselves that the iteration converges numerically. As shown in Figure 2 there is perfect agreement between the numerical solution (at λ = − 1 2π ) and the analytically established fixed point domain exp(K λ ).
The numerical treatment [17] leaves no doubt that the solution G 0b inside exp(K λ ) is unique. It would be very desirable to prove this also analytically. As shown in the appendix where we prove that also G 0b = 1 solves (4) for λ < 0, the restriction to exp(K λ ) is essential. (blue dots) with the domain exp K λ (shaded region, defined in (7)) in which we proved existence of a fixed point. Observe the big variation of b-intervals and corresponding values G 0b .
We slightly missed in Prop. 4 the contractivity criterion of the Banach fixed point theorem. If we knew the asymptotic exponent lim b→∞ −log G 0b log(1+b) then we could considerably improve the bound (33b) by an integration from the other end. Another strategy would be to prove that, starting with the very good estimate f (0) (b) := log G (0) 0b = −(1 − |λ |) log(1 + b), one has (T f (n) )(b) =: f (n+1) (b) ≥ f (n) . Together with the boundedness proved here, such a monotonicity would also imply uniqueness.
As discussed in [20] and [17] it is very important to know that G 0b is a Stieltjes function (see e.g. [32] ). We have no doubt that this is true, but the proof is missing. The boundaries of exp(K λ ) are Stieltjes and the numerical solution is parallel to these boundaries ( Figure 2 ). We made recently some progress in this direction using results of this paper in an essental way: We can prove that any fixed point solution G 0b of (4) inside exp(K λ ) has a holomorphic continuation z → G 0z to complex z with Re(z) > −1 + |λ | 5 (in fact a bit more) and satisfies the anti-Herglotz property Im(G 0z ) ≤ 0 for Im(z) > 0 in that half space. To prove the Stieltjes property we have to extend these results to the cut plane C \ ] − ∞, 0], see [32] . The estimates proved in this paper will definitely be relevant for this step.
A The fixed point operator applied to the constant function
We have proved in sec. 3 that the operator T defined in (8b) maps K λ defined in (7) into itself. We add a small note showing the existence of fixed points outside K λ . Concretely we show that T 0 converges pointwise to 0 for Λ 2 → ∞. We have to reintroduce a finite cut-off Λ 2 to make sense of the Hilbert transform of exp(0) = 1, namely H Λ 2 p (1) = The terms 1 u(1+q) are added to improve the deacy at infinity. We put z = qe iε in the first {... } and z = qe i(2π−ε) in the second {... }. Then for ε → 0 we have For z = |z|e iφ with 0 < φ < π one has Im(−u(1 + z) + log(ze −iπ )) = −u|z|sin φ − (π − φ ) < 0. Therefore, the residue equation 0 = u(1 + z) + log(ze −iπ ) has solutions only on the negative real axis: z = −x and u(1 − x) = log x with unique solution x = 1. This gives 
.
Insertion into (A.1) gives 4) which is pointwise convergent to 0 for Λ 2 → ∞. This means that G 0b = exp(0) = 1 for all b is a solution of (4) for λ < 0. This solution is interesting in so far as the numerical investigation in [17] shows a phase transition at critical coupling constant λ c ≈ −0.39. For λ c < λ ≤ 0 we find qualitative agreement with exp(K λ ), see Figure 2 , whereas for λ < λ c we have G 0b = 1 in a whole neighbourhood of b = 0. This suggests that λ c locates the transition between solutions G 0b ∈ exp(K λ ) and G 0b = exp(0) = 1.
