We used 6 hours of continuous vertical records from 2320 sensors of the Valhall Life of Fields Seismic network to compute 2 690 040 cross-correlation functions between the full set of sensor pair combinations. We applied the 'Helmholtz tomography' approach combined with the ambient noise correlation method to track the wave front across the network with every station considered as a virtual source. The gradient of the interpolated phase travel time gives us an estimate of the local phase speed and of the direction of wave propagation. By combining the individual measurements for every station, we estimated the distribution of Scholte's wave phase speeds with respect to azimuth. The observed cosine pattern indicates the presence of azimuthal anisotropy. The elliptic shape of the fast anisotropy direction is consistent with results of previous shear wave splitting studies and reflects the strong seafloor subsidence due to the hydrocarbon reservoir depletion at depth and is in good agreement with geomechanical modeling.
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Introduction
Seismic anisotropy information is complementary to that of isotropic velocity and is becoming more and more important in exploration and engineering seismology [e.g., Tsvankin et al., 2010] . Many studies about azimuthal anisotropy were carried out by analyzing the shear-wave splitting (SWS) of compressional waves converted at different interfaces. However, depending on the depth of the interface where P-waves are converted, the measured anisotropy integrates the varying anisotropy along the whole ray path and it may be difficult to infer its depth distribution properly. Surface-wave dispersion (the larger the period, the deeper the surface-wave sensitivity) and the fact that they travel horizontally along the Earth surface allow us to retrieve the 3D distribution of anisotropy using this type of waves. The azimuthal anisotropy at the global and regional scales is often retrieved from surface-waves emitted by earthquakes [e.g. The noise correlation approach has also been applied to continuous records from industrial seismic networks to extract reflection response [Draganov et al., 2007] and surface waves [Mordret et al., 2012a] . In the present paper, we use the data of the Valhall Life of Fields Seismic network (LoFS, Fig. 1 Mordret et al. [2012a] showed that the ambient noise recorded during the considered six hours is strongly affected by two operating platforms: one in the center of the network and another one at the south ( 
Method
We consider every station i as a virtual source recorded by all other stations. We illustrate the processing with one virtual source (station 371, Fig. 1 [Biondi , 1992] to compute phase speeds c(r) :
where A is the the spectral amplitude at frequency ω. The symbols ∇ and ∆ stand for the gradient and the Laplacian, respectively. As a result, at every position r we obtain a set of local phase speeds and a set of local wave propagation directions (taken as the gradient direction) measured for every virtual source i. We then study the dependence of this phase speed on the local wave propagation direction ψ to evaluate the different Fourier series expansion of the azimuthal anisotropy in azimuth ψ, taken positive clockwise with respect to North.
Helmholtz tomography
Our approach of Helmholtz tomography is described in details by Mordret et al. [2012b] .
We briefly summarise here main steps highlighting when there are differences from Mordret et al. of all selected paths to other stations is less than 180
• . On average, we reject ∼ 55 % of the CCs based on the above criteria. We measure the phase travel-time using the equation of the spectral phases ϕ(ω) of a single-mode surface waves [Mordret et al., 2012b] :
where ω is the angular frequency, n · 2π is the intrinsic 2π phase ambiguity (n ∈ Integer) and ϕ 0 is a real constant term containing the spatial propagation term and the initial source phase.
For every selected CC, we then compute the frequency dependent phase travel-time :
We do not need to solve for the initial phase ambiguity because the constant term in Depending on its location in the model (at the periphery or in the center of the network) each cell is spanned by the measurements from 0 up to ∼300 virtual sources. We used the inferred relationship between the local phase velocities and local directions of propagation to compute the azimuthal anisotropy at each point of the grid.
Parameterization of the azimuthal anisotropy
Smith and Dahlen [1973] showed that for a slightly anisotropic medium at any given frequency, the surface-wave phase velocity relationship with the azimuth ψ is in the form of an even order sinusoid with 180
• and 90
• periodicity. Similarly to Lin and Ritzwoller
[2011a], we find that overlaying the usual 2ψ and 4ψ component, there is also sometimes a 360
• periodicity or 1ψ component. We thus chose the following functional form to fit our phase velocity measurements with respect to the azimuth:
Equation 4 represents a truncated Fourier series analysis of our data. Here c 0 is the average phase velocity for one station,
are the peak-to-peak relative amplitude of the 1ψ, 2ψ, 3ψ and 4ψ terms and φ 1 , φ 2 , φ 3 and φ 4 define the orientation of the fast axes for the 1ψ, 2ψ, 3ψ and 4ψ terms, respectively.
Tu reduce uncertainties, we follow Lin et al. Fig. 3 ). We fitted these final averaged measurements in a weighted least-square sense with Equation 4 and obtained the red curve in Fig. 3 . We defined the misfit of our inversion at a single station as the standard deviation between the measured and the predicted phase speeds. We only keep for interpretation the stations with a misfit smaller than 15 m/s.
Results
Because in this study we have a similar data coverage as Mordret et al. [2012a] , we assume that the spatial resolution of our anisotropy measurements has the same order of magnitude, i.e. about 320 m at 0.7 s period. Thus, to have independent anisotropy measurements at 0.7 s, we inverted for the azimuthal anisotropy at every 6th station (every 300 m in the along cable direction). Fig. 4A shows the map of the fast axis and amplitude of the 2ψ anisotropy obtained at 0.7 s with the Helmholtz tomography approach.
The 2ψ anisotropy exhibits an elliptic pattern roughly centered on the main exploitation platform with a high amplitude anisotropy ring about 2-3 km from the platform. Our data quality criterion selection removed all stations in a 1.5 km radius circle around the platform because of the low SNR of the CCs in this area [Mordret et al., 2012a] and also some measurements on the western and eastern lines because the mesurements are less constrained on the edges of the network and because these regions are more heterogeneous with strong velocity gradients [Mordret et al., 2012a] . We also observe in these parts significant 1ψ and 3ψ components (Supplementary material, Fig. S2 ) suggesting that they might be partially caused by a poor azimuthal coverage. On average, the amplitudes of
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Discussion and Conclusion
The elliptic pattern of the 2ψ anisotropy at Valhall is well-known and is due to the showed that such a subsidence created a maximum principal horizontal stress that was tangential to the subsidence bowl.
Two different mechanisms may be considered to explain the observed 2ψ anisotropy 
Anisotropy from average phase velocities
To check the robustness of the obtained results, we measured the phase velocity variations with the azimuth with a different method. We started the analysis with the same D R A F T April 1, 2013, 11:21pm D R A F T set of phase travel times for each station. By dividing the distances between the central station and the surrounding ones by the phase travel times between these stations and sorting these average phase velocities as a function of the azimuth (Fig. S5 ), we were able to retrieve a clear anisotropic pattern (Fig. 4B) . The fit of these data with Equation 4 give results that are generally consistent with our previous method (Fig. S5 ). Because this method averages the velocity fluctuations along the straight ray between the virtual source and the stations, it results in a smoother circular shape and stronger 1ψ anisotropic signals ( Fig. 4B and Supplementary material, Fig. S2-S3-S5 ). Although a-priori less accurate than using local gradients, this method is a good proxy for the azimuthal anisotropy measurements with very dense seismic networks.
1ψ term
The 1ψ velocity measurements. The 1ψ anisotropy is then larger at stations located on strong velocity gradients and points from the slower structure to the faster [Mordret et al., 2012a, and Supplementary material, Fig. S2 ].
Conclusion
We measured the exploration-induced anisotropy in a shallow seafloor by combining two approaches that appeared during recent years : (1) the passive noise-based interferometric methods and (2) the Helmholtz tomography applied to the data from a very dense seismic array. We would like to emphasize two aspects of this study. First, the methods we used are robust, straightforward and simple to implement because, beside the cosine fitting, they do not involve formal inversion. Second, we showed that only 6. Supplementary materials Figure S1 : Schematic representation of the phase velocity computation (at station 595). A) The discrete travel times are spatially located at their corresponding stations. B) The travel times are interpolated onto a 50 m × 50 m regular grid and the travel time surface is cropped at the distances where the measurements become too sparse. C) The spatial gradient of the travel time surface is computed to give an estimate of the local phase slowness. D) The discrete amplitude data are interpolated onto the same grid than the travel times and the Laplacian-ofthe-amplitude term of eq. 1 is computed and removed from the gradient term to give E) the distribution of local phase velocity as the magnitude of the vectors and F) the distribution of the local direction of wave propagation (black arrows, only every 5th arrows are shown for the clarity of the figure) as the direction of the vectors. The background color of frame F) shows the difference between the local direction of wave propagation and the straight ray approximation between the central station and each point of the grid. 
