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We calculate the Wigner function for massive spin-1/2 particles in an inhomogeneous electromag-
netic field to leading order in the Planck constant ~. Going beyond leading order in ~ we then derive
a generalized Boltzmann equation in which the force exerted by an inhomogeneous electromagnetic
field on the particle dipole moment arises naturally. Furthermore, a kinetic equation for this dipole
moment is derived. Carefully taking the massless limit we find agreement with previous results.
The case of global equilibrium with rotation is also studied. Finally, we outline the derivation of
fluid-dynamical equations from the components of the Wigner function. The conservation of total
angular momentum is promoted as an additional fluid-dynamical equation of motion. Our frame-
work can be used to study polarization effects induced by vorticity and magnetic field in relativistic
heavy-ion collisions.
I. INTRODUCTION
Relativistic heavy-ion collisions (HICs) create a new
phase of hot and dense strong-interaction matter, the
quark-gluon plasma (QGP) [see e.g. Ref. [1]]. The in-
teraction rates between its constituents are sufficiently
large that the matter rapidly reaches a state which can
be described by fluid dynamics [2]. In non-central HICs
the global angular momentum generates a non-vanishing
vorticity of the QGP fluid. Furthermore, in such colli-
sions a strong magnetic field is formed due to the electric
current produced by the spectator protons constituting
the colliding ions.
In the QGP, quarks can be considered as (nearly) mass-
less fermions. The interplay between the chiral anomaly
on the one hand and the magnetic field and the fluid
vorticity on the other hand gives rise to novel transport
phenomena called chiral effects. Two such phenomena
are the chiral magnetic effect (CME) [3] and the chiral
vortical effect (CVE) [4], where a charge current is in-
duced along the direction of the magnetic field and the
vorticity, respectively. Large-scale experimental efforts
are currently under way to discover these phenomena in
HICs [for a recent review, see Ref. [5]].
From the theoretical point of view, it is therefore
mandatory to develop a theory which allows to study
such transport phenomena in chiral fluids. One approach
is chiral kinetic theory, which has been derived using var-
ious methods, e.g. the classical action [6–14], the Wigner
function [15–20], and the world-line formalism [21–23].
In Refs. [15, 16] it was shown that, using Wigner func-
tions, one is able to recover the “side-jump” phenomenon
first discussed in Refs. [11, 13] in order to ensure to-
tal angular-momentum conservation in binary collisions.
Furthermore, the inclusion of the chiral effects in fluid
dynamics was studied in Refs. [4, 24, 25].
Another intriguing phenomenon occurring in the ro-
tating QGP is that particles in the medium can be po-
larized in a way resembling the Einstein-de Haas [26]
and Barnett effects [27]. Recently, the STAR Collabora-
tion presented experimental evidence for the alignment of
the spin of Λ hyperons with the global angular momen-
tum in peripheral HICs [28]. This finding revealed, for
the first time, the strong vortical structure of the QGP.
Many theoretical works have explored spin-polarization
mechanisms triggered by vorticity in HICs. In particu-
lar, the importance of the spin-orbit interaction [29–31]
and the relation between spin polarization and thermal
vorticity in local thermodynamical equilibrium have been
studied [32–35]. A fluid-dynamical description, which in-
cludes the space-time evolution of the spin polarization,
was proposed in Refs. [36–39]. However, this formulation
is based on a specific choice for the energy-momentum
and spin tensors. The physical implications of different
sets of energy-momentum and spin tensors in fluid dy-
namics was investigated in Ref. [40].
Although there has been intense theoretical activity
which has led to a deeper understanding of the transport
properties of chiral matter, few studies have attempted
to derive a covariant kinetic theory for massive particles
using Wigner functions [41, 42]. The aim of this paper
is to fill this gap. We derive kinetic theory for massive
spin-1/2 particles in an inhomogeneous electromagnetic
field as a basis to study polarization effects in HICs. Our
starting point is the covariant formulation of the Wigner
function [43–49]. In order to solve the equations of mo-
tion for the Wigner function, we employ an expansion in
the Planck constant ~ and truncate at the lowest non-
trivial order. This approximation is valid if the following
two assumptions hold:
(i) ~|γµ∇µW | ≪ m|W |, where W is the Wigner func-
tion, m is the particle mass, ∇µ represents the gra-
dient operator in Eq. (6) [45, 50], and the modu-
lus applies to each component of the corresponding
matrix in Dirac space,
(ii) ~≪ ∆R∆P , where ∆R is a spatial scale over which
the electromagnetic field tensor varies significantly
and ∆P a momentum scale over which the Wigner
function varies significantly.
2Assumption (i) implies that the ~–expansion is effectively
a gradient expansion. Assumption (ii) allows to truncate
the power-series expansion of the Bessel functions enter-
ing the equations of motion of the Wigner function [45].
Under these assumptions, we first give an explicit
derivation of the leading-order solution. Then, consid-
ering the equation of motion for the Wigner function to
first and second order in ~, we derive a generalized Boltz-
mann equation, where the external force acting on the
particles is given by two contributions. The first one is
the Lorentz force, which gives rise to the usual Vlasov
term, and the second one is the Mathisson force [51], i.e.,
the force exerted on the particle’s dipole moment in an
inhomogeneous electromagnetic field. In our context, the
dipole moment arises from the spin of the particle. We
show how to take the massless limit, obtaining a result
that agrees with previous works [15, 16]. We also study
the solution of the Boltzmann equation in the case of
global equilibrium with rigid rotation. Finally, we derive
fluid-dynamical equations of motion with spin degrees of
freedom from the Wigner function using the canonical
definitions of the energy-momentum and spin tensors. In
accordance with previous works [36, 40], the conservation
of the total angular momentum is promoted as an addi-
tional fluid-dynamical equation, where the divergence of
the spin tensor is related to the antisymmetric part of
the energy-momentum tensor.
We use units c = kB = 1 throughout this paper. It is
useful to explicitly keep Planck’s constant ~, since it will
be our power-counting parameter. The convention for the
metric tensor is gµν = diag(+1,−1,−1,−1) and ǫ0123 =
−ǫ0123 = +1 for the rank-four Levi-Civita tensor. We use
the notation aµbµ ≡ a · b for the scalar product of two
four-vectors aµ, bµ and a · b for the corresponding scalar
product of two spatial vectors a,b. A two-dimensional
vector in spin space is denoted by ~a. The electromagnetic
four-potential is Aµ, where the electromagnetic charge
is absorbed into its definition. We denote the dipole-
moment tensor as Σµν . This quantity corresponds to
the spin tensor Sµν of Refs. [11, 13]. In this paper the
term “spin tensor” is reserved for the rank-three Lorentz
tensor Sλ,µν .
II. EQUATIONS FOR THE WIGNER
FUNCTION FOR MASSIVE FERMIONS
The Wigner function is defined as the Fourier trans-
form of the two-point correlation function [44],
Wαβ(x, p) =
∫
d4y
(2π~)4
e−
i
~
p·y
× 〈: ψ¯β(x1)U(x1, x2)ψα(x2) :〉 . (1)
Here, x1 and x2 are the space-time coordinates of two
different points, with yµ ≡ xµ1−xµ2 and xµ ≡ (xµ1+xµ2 )/2.
The gauge link is defined as
U(x1, x2) = exp
[
− i
~
yµ
∫ 1/2
−1/2
dtAµ(x + ty)
]
. (2)
In this paper, Aµ will be treated as an external, clas-
sical field (otherwise, the gauge link would need to be
path-ordered). The particular choice of path for the in-
tegration between x1 and x2 ensures that p
µ is the kinetic
momentum. Note that the factors 2π~ in the denomina-
tor in Eq. (1) belong to the phase-space volume and do
not participate in the ~–counting employed throughout
this paper.
Starting from the Dirac equation and its adjoint,
(i~γ ·D −m)ψ = 0 = ψ¯(i~γ ·D† +m) , (3)
where Dµ ≡ ∂xµ + i~Aµ is the covariant derivative, one
can derive the kinetic equation for the Wigner function
as [44]
(γ ·K −m)W (x, p) = 0 . (4)
Here one has defined the operator
Kµ ≡ Πµ + 1
2
i~∇µ , (5)
with the generalized space-time derivative and momen-
tum operators
∇µ ≡ ∂µx − j0(∆)Fµν∂pν , (6)
Πµ ≡ pµ − ~
2
j1(∆)F
µν∂pν , (7)
where ∆ ≡ ~2 ∂p · ∂x and Fµν = ∂µxAν − ∂νxAµ is the elec-
tromagnetic field-strength tensor. We should emphasize
that in Eq. (4) the space-time derivative ∂x contained in
∆ only acts on Fµν , but not on the Wigner function. The
functions j0(x) = sinx/x and j1(x) = (sinx−x cosx)/x2
are spherical Bessel functions. If we assume that the par-
ticles only interact with the classical electromagnetic field
but not among themselves (which, in the language of ki-
netic theory, is the limit of the collisionless Boltzmann-
Vlasov equation), Eq. (4) is exact and contains the full
dynamics of the Wigner function.
In order to derive a kinetic equation for massive
spin-1/2 particles, it is advantageous to decompose
the Wigner function in terms of a basis formed by
the 16 independent generators of the Clifford algebra
{1, γ5, γµ, γ5γµ, σµν}, with γ5 ≡ iγ0γ1γ2γ3 and σµν ≡
i
2 [γ
µ, γν ],
W =
1
4
(
F + iγ5P + γµVµ + γ5γµAµ + 1
2
σµνSµν
)
.
(8)
The coefficients F ,P ,Vµ,Aµ, and Sµν are real functions
of the phase-space coordinates x, p and correspond to
the scalar, pseudo-scalar, vector, axial-vector, and ten-
sor components of the Wigner function. Some of them
3have an obvious physical meaning [52]. For example, Vµ
is the fermion four-current and Aµ is related to the spin
density. Using the trace properties of the Dirac matrices,
the coefficients in Eq. (8) are given by
F = Tr(W ) ,
P = −iTr(γ5W ) ,
Vµ = Tr(γµW ) ,
Aµ = Tr(γµγ5W ) ,
Sµν = Tr(σµνW ) . (9)
ReplacingW in Eq. (4) by the decomposition (8), we find
the following complex-valued equations:
K · V −mF = 0 ,
K · A+ imP = 0 ,
KµF + iKνSνµ −mVµ = 0 ,
iKµP + 1
2
ǫµναβK
νSαβ +mAµ = 0 ,
−iK[µVν] − ǫµναβKαAβ −mSµν = 0 , (10)
where A[µBν] ≡ AµBν−AνBµ. Decomposing these equa-
tions into their real and imaginary parts, we obtain a set
of coupled equations which determine the coefficients in
the decomposition (8) of the Wigner function. The real
parts read
Π · V −mF = 0 , (11)
~
2
∇ · A+mP = 0 , (12)
ΠµF − ~
2
∇νSνµ −mVµ = 0 , (13)
−~
2
∇µP + 1
2
ǫµναβΠ
νSαβ +mAµ = 0 , (14)
~
2
∇[µVν] − ǫµναβΠαAβ −mSµν = 0 , (15)
and the imaginary parts are
~∇ · V = 0 , (16)
Π · A = 0 , (17)
~
2
∇µF +ΠνSνµ = 0 , (18)
ΠµP + ~
4
ǫµναβ∇νSαβ = 0 , (19)
Π[µVν] +
~
2
ǫµναβ∇αAβ = 0 . (20)
In the next sections, we will explicitly solve Eqs. (11) –
(20) to zeroth order in ~, and then derive kinetic equa-
tions which the general solution has to fulfill up to first
order in ~.
III. ZEROTH-ORDER SOLUTION
To zeroth order in ~, the operator Kµ = pµ and Eq.
(4) reduces to
(γ · p−m)W (0)(x, p) = 0 . (21)
The solution is given by [41, 50]
W
(0)
αβ (x, p) = W
+
αβ(x, p) +W
−
αβ(x, p) , (22)
where
W+αβ(x, p) =
1
(2π~)3
∫
d4q θ(q0)δ(q2 −m2)δ4(p− q)
×
∑
rs
uα(q, r)u¯β(q, s)f
(0)+
rs (x,q) , (23)
W−αβ(x, p) = −
1
(2π~)3
∫
d4q θ(q0)δ(q2 −m2)δ4(p+ q)
×
∑
rs
vα(q, s)v¯β(q, r)f
(0)−
sr (x,q) (24)
are the contributions from positive and negative ener-
gies, respectively. Here, f+rs(x,q) and f
−
sr(x,q) are the
distribution functions for fermions and anti-fermions, re-
spectively, which are in general matrices in spin space.
The spin indices label spin states parallel, r, s = +, or
anti-parallel, r, s = −, to the quantization direction s in
the rest frame of the particle, respectively.
This spin quantization direction can in principle be
chosen arbitrarily. However, the most convenient choice
is to quantize the spin with respect to the polarization
direction [41, 45]. In other words, we choose a spin basis
in which the new distribution functions f˜±rs are diagonal,
i.e.,
f˜ (0)±rs = f
(0)±
s δrs . (25)
In App. A we demonstrate that such a choice is always
possible, at the expense of introducing space-time depen-
dent spinors, cf. Eq. (A7). We will also use the diagonal
basis in the calculation of the contributions of higher or-
der in ~ in the following sections.
As shown in App. A, the spin quantization direction
n(0)µ is given by
n(0)µ(x, p) ≡ θ(p0)n+µ(x,p)− θ(−p0)n−µ(x,p) , (26)
where
n+µ(x,p) =
(
n+ · p
m
, n+ +
n+ · p
m(m+ Ep)
p
)
,
n−µ(x,p) =
(
n− · p
m
, −n− − n
− · p
m(m+ Ep)
p
)
. (27)
Here, n± is the spin quantization direction in the rest
frame of the particle/anti-particle [cf. Eq. (A6)] and
Ep =
√
p 2 +m2. The spin quantization direction n±
transforms as an axial vector under Lorentz boosts and
parity transformations. We show in App. A that n±
depends in general on p and x, thus n±µ is defined lo-
cally. The vector n(0)µ is aligned with the polarization
direction and agrees with the classical spin vector, i.e.,
as we will see later, it obeys the classical equation for
spin precession in an electromagnetic field, the so-called
4Bargmann–Michel–Telegdi (BMT) equation [53]. More-
over, n(0)µ fulfills p · n(0) = 0 (which can be seen us-
ing Eqs. (A9) and (A10) and applying the Dirac equa-
tion for the u– and v–spinors as well as the identity
u¯(p, r)γ5u(p, s) = v¯(−p, r)γ5v(−p, s) = 0).
Equations (22) – (24) represent the solution obtained
in Ref. [50] for vanishing electromagnetic fields. However,
this is also the solution for non-vanishing electromagnetic
fields, since the form of Eq. (4) remains the same. The
momentum variable pµ is then the kinetic (and not the
canonical) momentum.
Closer inspection of Eq. (4) reveals that Eq. (22) with
Eqs. (23), (24) is also a solution to Eq. (4) at arbitrary or-
der in ~, if γ·∇W (0) = 0 and γµFµν∂pνW (0) = 0 (because
then the ~–dependence of the operator Kµ vanishes). In
the absence of electromagnetic fields, one at least needs
to require that γ · ∂xW (0) = 0. In the full solution, i.e.,
the solution to all orders in ~, the momentum variable
q is no longer equal to the kinetic momentum p. This
is obviously not the case for Eqs. (23), (24), since they
are proportional to ∼ δ4(p∓ q), see also the discussion in
Ref. [50].
Now we easily obtain the coefficients of the decompo-
sition (8) using Eqs. (9) and (25). We find
F (0)(x, p) = mδ(p2 −m2)V (0)(x, p) ,
P(0)(x, p) = 0 ,
V(0)µ (x, p) = pµδ(p2 −m2)V (0)(x, p) ,
A(0)µ (x, p) = mn(0)µ (x,p)δ(p2 −m2)A(0)(x, p) ,
S(0)µν (x, p) = mΣ(0)µν (x,p)δ(p2 −m2)A(0)(x, p) , (28)
with
V (0)(x, p) ≡ 2
(2π~)3
∑
es
θ(e p0)f (0)es (x, ep) (29)
and
A(0)(x, p) ≡ 2
(2π~)3
∑
es
s θ(e p0)f (0)es (x, ep) (30)
where e = ±, f (0)es are the distribution functions in the
diagonal basis, and the dipole-moment tensor is defined
as
Σ(0)µν (x, p) = −
1
m
ǫµναβp
αn(0)β , (31)
for the proof, see App. A.
IV. GENERAL SOLUTION UP TO ORDER ~
In this section we derive the general solution for Eqs.
(11) – (20) to first order in ~. We emphasize that these
equations are not independent from each other. We prove
in App. B that Eq. (18) can be derived from Eqs. (11),
(15), (16), (20), and Eq. (19) can be derived from Eqs.
(12), (15), (17), (20). Thus, one can ignore Eqs. (18),
(19) when solving this system of partial differential equa-
tions.
Using Eqs. (12), (13), (14) one can express the pseudo-
scalar, vector, and axial-vector parts P , Vµ, and Aµ as
follows:
P = − ~
2m
∇ · A ,
Vµ = 1
m
ΠµF − ~
2m
∇νSνµ ,
Aµ = ~
2m
∇µP − 1
2m
ǫµναβΠ
νSαβ . (32)
Inserting them back into Eqs. (11), (15) one obtains the
modified on-shell conditions for the scalar and tensor
components,
(Π ·Π−m2)F = ~
2
Πµ∇νSνµ ,
(Π ·Π−m2)Sµν = −ΠαΠ[µSν]α −
~
2
∇[µΠν]F
−~
2
4
∇[µ∇αSν]α +
~
2
ǫµναβΠ
α∇βP .
(33)
Equations (32), (33) are equivalent to Eqs. (11) – (15).
In general, the right-hand sides are non-vanishing, which
indicates that the Wigner function contains off-shell ef-
fects.
From their definitions (6), (7), we observe that the op-
erators ∇µ and Πµ can be expanded in a series of powers
in ~2. In order to derive the semi-classical limit, we may
truncate these series at order ~0 and ~2, respectively,
∇µ =
∞∑
n=0
~
2n∇(2n)µ = ∇(0)µ +O(~2) ,
Πµ =
∞∑
n=0
~
2nΠ(2n)µ
= pµ − ~
2
12
(∂αxF
µν)∂pν∂pα +O(~4) , (34)
where ∇(0)µ ≡ ∂µx − Fµν∂pν . We also expand the func-
tions F ,P ,Vµ,Aµ,Sµν into power series in ~, e.g.,
F =
∞∑
n=0
~
nF (n) . (35)
Inserting these expansions into Eqs. (11) – (20) and then
comparing order by order in ~ one can get a set of equa-
tions which we will analyze up to second order in ~ in
the remainder of this section.
A. Zeroth order in ~
We first analyze the on-shell conditions (33) for the
scalar and tensor components to leading order in ~ and
5show that the direct calculation of the Wigner function
to this order presented in Sec. III is consistent with these
conditions. To order O(~0), Eq. (33) reads
(p2 −m2)F (0) = 0 ,
(p2 −m2)S(0)µν = 0 , (36)
where we have used pνS(0)νµ = 0, which is the constraint
equation (18) to zeroth order in ~. The general solution
of the above equations reads
F (0) = mV (0) δ(p2 −m2) ,
S(0)µν = mΣ(0)µνA(0) δ(p2 −m2) , (37)
where V (0),Σ
(0)
µνA(0) are up to now arbitrary functions
which do not have singularities at p2 = m2. We also
demand that they go to zero sufficiently fast for large
momenta (in order to neglect boundary terms when per-
forming an integration by parts). Comparing to the
previous section, we can identify V (0) with the spin-
symmetric combination (29) and A(0) with spin-anti-
symmetric combination (30) of the zeroth-order distri-
bution function, as well as Σ
(0)
µν with the dipole-moment
tensor, which satisfies pµΣ
(0)
µν = 0 in order to fulfill Eq.
(18). In order to be consistent with Eq. (31), we demand
Σ(0)µνΣ
(0)
µν = 2.
With the help of Eq. (32) we can now write down the
remaining components of the Wigner function to leading
order in ~,
P(0) = 0 ,
V(0)µ = pµV (0) δ(p2 −m2) ,
A(0)µ = −
1
2
ǫµναβ p
νΣ(0)αβA(0) δ(p2 −m2) . (38)
It is straightforward to check that our solutions (37), (38)
satisfy Eqs. (16) – (20). All zeroth-order solutions are
on mass-shell and agree with the results from the direct
calculation of the Wigner function in Sec. III.
B. First order in ~
The starting point for our analysis of the contributions
of next-to-leading order in ~ is again the on-shell equation
(33). The O(~) part reads
(p2 −m2)F (1) = 1
2
pµ∇(0)νS(0)νµ =
1
2
FµνS(0)µν ,
(p2 −m2)S(1)µν = −pαp[µS(1)ν]α −
1
2
∇(0)[µ pν]F (0)
= FµνF (0) , (39)
where we used pµS(0)νµ = 0 and the relation
pνS(1)µν =
1
2
∇(0)µ F (0) , (40)
which follows from Eq. (18) to first order in ~. Here the
leading-order functions S(0)µν and F (0) have been obtained
in the previous subsection. The solutions to Eq. (39) can
in general be written as
F (1) = m
[
V (1) δ(p2 −m2)
− 1
2
FµνΣ(0)µνA
(0) δ′(p2 −m2)
]
,
S(1)µν = m
[
Σ¯(1)µν δ(p
2 −m2)− FµνV (0)δ′(p2 −m2)
]
.
(41)
Here, Σ¯
(1)
µν is, up to a factor m, the on-shell part of the
first-order dipole moment. We note that Σ¯
(1)
µν is not nor-
malized. The functions V (1) and Σ¯
(1)
µν will be determined
from the kinetic equations that we will derive below. The
function V (1) can be identified as the O(~) correction to
the spin-symmetric combination of the distribution func-
tion. Using Eq. (40), we derive a constraint for Σ¯
(1)
µν ,
pνΣ¯(1)µν δ(p
2 −m2) = 1
2
δ(p2 −m2)∇(0)µ V (0) . (42)
Expanding all quantities in Eq. (32) into power series
in ~, to O(~) we obtain
P(1) = − 1
2m
∇(0)µA(0)µ ,
V(1)µ =
pµ
m
F (1) − 1
2m
∇(0)νS(0)νµ ,
A(1)µ =
1
2m
∇(0)µ P(0) −
1
2m
ǫµναβp
νS(1)αβ . (43)
Inserting the zeroth- and first-order solutions from Eqs.
(37), (38), and (41), we can derive the first-order pseudo-
scalar, vector, and axial-vector functions,
P(1) = 1
4m
ǫµναβ∇(0)µ
[
pνΣ
(0)
αβA
(0) δ(p2 −m2)
]
,
V(1)µ = δ(p2 −m2)
[
pµV
(1) +
1
2
∇(0)νΣ(0)µνA(0)
]
−
[
1
2
pµF
αβΣ
(0)
αβ +Σ
(0)
µνF
ναpα
]
A(0)δ′(p2 −m2) ,
A(1)µ = mn¯(1)µ δ(p2 −m2) + F˜µνpνV (0) δ′(p2 −m2),(44)
where
n¯(1)µ ≡ −
1
2m
ǫµναβp
νΣ¯(1)αβ (45)
is the first-order on-shell correction to n
(0)
µ A(0).
To first order in ~, the constraints (16), (20) read
∇(0) · V(0) = 0 ,
p[µV(1)ν] +
1
2
ǫµναβ∇(0)αA(0)β = 0 . (46)
6They lead to the kinetic equations of the particle distri-
butions and the dipole moment to zeroth order in ~; for
details see App. C,
δ(p2 −m2) p · ∇(0)V (0) = 0 ,
δ(p2 −m2) p · ∇(0)A(0) = 0 ,
δ(p2 −m2)
[
p · ∇(0)Σ(0)µν − Fα[µΣ(0)ν]α
]
= 0 . (47)
C. Second order in ~
As we have shown in the previous subsection, the
zeroth-order kinetic equations are derived from the first-
order constraint equations. In order to obtain the first-
order kinetic equations, we focus on the second-order
parts of Eqs. (16), (20),
∇(0) · V(1) = 0 ,
p[µV(2)ν] +Π
(2)
[µ V
(0)
ν] +
1
2
ǫµναβ∇(0)αA(1)β = 0 , (48)
with the operator Π
(2)
µ = − 112 (∂xαFµν)∂αp ∂νp . After some
calculation (cf. App. C), one derives the following kinetic
equations,
0 = δ(p2 −m2)
[
p · ∇(0)V (1)
+
1
4
(∂αxF
µν)∂pα
(
Σ(0)µνA
(0)
) ]
−1
2
δ′(p2 −m2)Fαβp · ∇(0)
(
Σ
(0)
αβA
(0)
)
,
0 = δ(p2 −m2)
[
p · ∇(0)Σ¯(1)µν
−Fα[µΣ¯(1)ν]α +
1
2
(∂xαFµν)∂
α
p V
(0)
]
−δ′(p2 −m2)Fµν p · ∇(0)V (0) . (49)
Multiplying the second equation (49) by − 12m ǫαβµνpβ
and using Eq. (45), we obtain a kinetic equation for n¯
(1)
µ ,
0 = δ(p2 −m2)
[
p · ∇(0)n¯(1)µ − Fµν n¯(1)ν
− 1
2m
pν(∂xαF˜µν)∂
α
p V
(0)
]
+δ′(p2 −m2) 1
m
F˜µνp
νp · ∇(0)V (0) , (50)
where F˜µν ≡ 12ǫµναβFαβ is the dual field-strength tensor.
V. KINETIC EQUATIONS FOR SPIN-1/2
PARTICLES
In order to summarize our results in a compact form,
we define the resummed functions
V ≡ V (0) + ~V (1) +O(~2) ,
Σ¯µν ≡ Σ(0)µνA(0) + ~Σ¯(1)µν +O(~2) . (51)
Using these resummed functions, the components the
Wigner function, given by Eqs. (37), (38) to zeroth order
in ~ and by Eqs. (41), (44) to first order in ~, can be
written as
F = m
[
V δ(p2 −m2)− ~
2
FµνΣ¯µν δ
′(p2 −m2)
]
+O(~2) ,
P = ~
4m
ǫµναβ∇(0)µ
[
pνΣ¯αβ δ(p
2 −m2)]+O(~2) ,
Vµ = pµ
[
V δ(p2 −m2)− ~
2
FαβΣ¯αβ δ
′(p2 −m2)
]
+
~
2
∇(0)ν [Σ¯µν δ(p2 −m2)]+O(~2) ,
Aµ = −1
2
ǫµναβp
ν
[
Σ¯αβ δ(p2 −m2)
− ~FαβV δ′(p2 −m2)]+O(~2) ,
Sµν = m
[
Σ¯µν δ(p
2 −m2)− ~FµνV δ′(p2 −m2)
]
+O(~2) . (52)
The undetermined functions V and Σ¯µν satisfy one con-
straint equation,
pνΣ¯µν δ(p
2 −m2) = ~
2
δ(p2 −m2)∇(0)µ V +O(~2) , (53)
and two kinetic equations, which are the sum of Eqs. (47)
and (49),
0 = δ(p2 −m2)
[
p · ∇(0)V + ~
4
(∂αxF
µν)∂pαΣ¯µν
]
−~
2
δ′(p2 −m2)Fαβ p · ∇(0)Σ¯αβ +O(~2) ,
0 = δ(p2 −m2)
[
p · ∇(0)Σ¯µν − Fα[µΣ¯ν]α
+
~
2
(∂xαFµν)∂
α
p V
]
−~δ′(p2 −m2)Fµν p · ∇(0)V +O(~2) . (54)
Up to first order, we find that Eqs. (52), (53), and (54)
are invariant under the following transformation
Σ¯µν → ̂¯Σµν = Σ¯µν + (p2 −m2)δΣ¯µν ,
V → V̂ = V − ~
2
FµνδΣ¯µν , (55)
or the transformation
V → V̂ = V + (p2 −m2)δV ,
Σ¯µν → ̂¯Σµν = Σ¯µν − ~FµνδV . (56)
Here δΣ¯µν and δV are arbitrary functions, which should
be nonsingular on the mass-shell p2 = m2. The invari-
ance can be easily proved by using the property of the
Dirac δ-function −xδ′(x) = δ(x). Note that the first (sec-
ond) transformation does not affect the on-shell value of
7Σ¯µν (V ) because the factor p
2−m2 in front of δΣ¯µν (δV )
vanishes on the mass-shell.
It is possible to show that without loss of generality
one can omit the terms proportional to the derivative of
the delta function in the kinetic equations (54). In order
to prove this, let us consider the p0-integrated version of
the last term in the second kinetic equation (54). For
any function G(x, p), we have∫
dp0 δ′(p2 −m2)G(x, p)p · ∇(0)V
=
∫
dp0
1
2p0
G(x, p)
[
∂p0δ(p
2 −m2)] p · ∇(0)V
= −
∫
dp0
1
2p0
δ(p2 −m2)G(x, p)∂p0 p · ∇(0)V +O(~) ,
(57)
where we integrated by parts in the last step and used
Eq. (47). Applying the transformation (56) to Eq. (57)
and choosing δV such that
δ(p2 −m2)2p0p · ∇(0)δV = −δ(p2 −m2)∂p0p · ∇(0)V ,
(58)
(where we assume that δV is non-singular at p2 = m2)
we find∫
dp0 δ′(p2 −m2)G(x, p)p · ∇(0)V̂ = O(~) . (59)
A similar procedure can be applied to the first kinetic
equation (54). This proves that the terms proportional
to the derivative of the delta function in the kinetic equa-
tions (54) are actually of order O(~2), and we obtain
0 = δ(p2 −m2)
[
p · ∇(0)V̂ + ~
4
(∂αxF
µν)∂pα
̂¯Σµν]
+O(~2) ,
0 = δ(p2 −m2)
[
p · ∇(0) ̂¯Σµν − Fα[µ ̂¯Σν]α
+
~
2
(∂xαFµν)∂
α
p V̂
]
+O(~2) . (60)
The kinetic equations (60) are the main result of the
present paper. For the sake of notational convenience,
we will omit the hat in the following.
In order to write the first kinetic equation (60) in terms
of the distribution functions, we define
V (x, p) ≡ 2
(2π~)3
∑
es
θ(e p0)fes (x, ep) , (61)
where f±s = f
(0)±
s + ~f
(1)±
s . Because of the theta func-
tion, the support of the distribution function for anti-
particles is different from the one for particles. Thus,
these distribution functions have to fulfill the first equa-
tion (60) separately [45]. Then, using Eqs. (30), (51),
and (61), the first equation (60) can be written as
0 =
∑
s
δ
(
p2 −m2) [p · ∇(0)
+ s
~
4
(∂µxF
νρ)∂pµΣ
(0)
νρ
]
θ(±p0)f±s . (62)
To conclude this section, we remark that the terms
containing the derivative of the delta function, although
they do not contribute to the kinetic equations, lead to a
modification of the on-shell condition of the components
of the Wigner function. Noting that
δ
(
p2 −m2 − s~
2
FµνΣ(0)µν
)
= δ(p2 −m2)
−s~
2
FµνΣ(0)µν δ
′(p2 −m2) +O(~2) ,(63)
we can for instance combine Eqs. (37) and (41) and use
Eqs. (29) and (30) to obtain to order O(~)
F = F (0) + ~F (1)
=
2
(2π~)3
m
∑
s
δ
(
p2 −m2 − s~
2
FµνΣ(0)µν
)
× [θ(p0)f+s + θ(−p0)f−s ] . (64)
Thus, to first order in ~ the on-shell condition is modified
to
p2 = m2s ≡ m2 + s
~
2
FµνΣ(0)µν . (65)
In the following, we discuss the massless limit and the
classical case, as well as some consequences for global
equilibrium and fluid dynamics.
VI. MASSLESS LIMIT
In this section, we explain how to obtain the massless
limit of the currents Vµ and Aµ, cf. Eqs. (38) and (44).
The crucial step is to replace the dipole-moment tensor
(31) for m 6= 0 by the corresponding one for m = 0.
Obviously, this cannot be achieved simply by taking the
limit m→ 0 in Eq. (31).
For massive particles, the dipole-moment tensor as well
as the particle’s position are uniquely defined in the rest
frame. The Pauli–Lubanski operator is defined as [54]
Nˆµ = − 1
2m
ǫµνρσσνρPˆσ , (66)
where Pˆµ ≡ i~Dµ is the (kinetic) momentum operator.
In the rest frame, the Pauli–Lubanski operator fulfills the
commutation relations of an angular momentum. Let
ψ, ψ¯ be solutions of the Dirac equation (3). Then the
dipole-moment tensor Σµν ≡ ψ¯σµνψ fulfills pµΣµν = 0,
where pµ is the eigenvalue of Pˆµ. Thus,
Σµν = − 1
m
ǫµναβpαnβ , (67)
8with nβ = ψ¯Nˆβψ. This agrees with Eq. (31), if ψ = u or
v.
On the classical level, Σµν is the intrinsic angular-
momentum tensor about the center of mass. In a rel-
ativistic theory, the center of mass of a particle is frame-
dependent. In order to have a frame-independent defini-
tion of Σµν , one requires pµΣ
µν = 0 as a gauge condi-
tion. This requirement identifies the dipole-moment ten-
sor (67) as the intrinsic angular-momentum tensor about
the center of mass in the rest frame of the particle [55].
For massless particles there is no rest frame, thus both
the position (in the classical case the center of momen-
tum) and the dipole-moment tensor can at first be de-
fined in an arbitrary frame, which makes them frame-
dependent. For massless particles, the polarization vec-
tor nµ is always parallel to the momentum pµ. Thus, the
requirement pµΣ
µν = 0 can no longer be used as a gauge
condition, since Eq. (67) automatically satisfies this con-
straint. [In the massless limit, one also needs to change
the normalization of the spinors to u¯u = 2|p| [50].] If we
choose the dipole-moment tensor to be defined in a frame
characterized by a time-like four-vector uµ, we can choose
the gauge condition uµΣµν = 0 [13]. Consequently, the
frame vector uµ must assume the role of pµ in Eq. (67).
Moreover, since nµ and pµ are parallel for massless par-
ticles, the momentum pµ can assume the role of nµ in
Eq. (67). Finally, in order to obtain the massless case
we need to replace the normalization factor 1/m in Eq.
(67). The energy of a massive particle in its rest frame
is p0rf =
√
p2. If the particle is on the mass-shell, this is
equivalent to p0rf = m. The energy of a massless particle
in the rest frame of uµ, however, is p0u = p · u. Thus, it
is natural to replace the normalization 1/m in Eq. (67)
by 1/(p · u). We emphasize that this replacement can
only be done in the presence of a δ-function which sets
the rest-frame energy equal to the mass m. The explicit
expression for the dipole-moment tensor in the massless
case is then given by
Σµνu = −
1
p · uǫ
µναβuαpβ , (68)
which agrees with the definition of the “spin tensor”
in Ref. [13]. This tensor corresponds classically to the
intrinsic angular momentum about the center of mo-
mentum as seen from the frame where uµ = (1, 0, 0, 0)
and will have the quantum-mechanical properties of an
angular-momentum operator in that frame.
With this knowledge, we can make the transition be-
tween the Wigner functions of massive and massless
particles. For zero fermion mass, Eqs. (15) and (20)
decouple. By defining right- and left-handed currents
Jµχ ≡ 12 (Vµ + χAµ), χ = ± for right-/left-handed parti-
cles, we have to order ~
~
2
(∇µJνχ −∇νJµχ) = χ ǫµναβpαJχ,β . (69)
These equations have been solved in Refs. [15, 17, 18],
with the result
Jµχ = δ(p
2)
(
pµ + χ
~
2
Σµνu ∇ν
)
fχ
+χ ~F˜µνpνδ
′(p2)fχ , (70)
where fχ is the distribution function for right-/left-
handed fermions and uµ is the four-velocity of an ar-
bitrary frame. We remark that in the massive case, s
describes “spin up” or “spin down”, which corresponds
to positive or negative helicity in the massless limit
(mnµ → pµ). On the other hand, the currents above
are defined for given chirality χ. Since helicity and chi-
rality are identical for massless particles, but opposite for
massless anti-particles, the relation between chirality χ
and spin/helicity s is χ = e s with e = ± representing
particles/anti-particles.
To obtain the massless limit of our solutions, we re-
place the massive dipole-moment tensor by the mass-
less one, Σ(0)µν → Σµνu . In order to obtain the vector
current for the massless case from Eq. (44), we need to
consider the term ∼ ∇(0)νΣ(0)µν . We first pull the con-
stant factor 1/m out of the derivative and then replace
δ(p2−m2)/m = δ(p2−m2)/
√
p2 → δ(p2)/(p·u). Finally,
replacing pµ/m→ uµ, mnµ → pµ in this term we find
V(1)µ,m=0 = δ(p2)
[
pµV
(1) +
1
2 p · uǫµναβ∇
(0)νpαuβA(0)
]
−
[
1
2
pµF
αβΣu,αβ + Σu,µνF
ναpα
]
A(0)δ′(p2) .
(71)
In Ref. [15] the frame-vector uµ is assumed to be indepen-
dent of space-time coordinates. In order to compare to
the solution found in that reference, we adopt the same
assumption. Evaluating the derivatives, contracting the
ǫ-tensors, and using p2δ′(p2) = −δ(p2), we find from Eqs.
(38) and (71)
Vµm=0 = δ(p2)
[
pµV +
~
2
Σµνu ∇(0)ν A(0)
]
+~F˜µνpνA
(0)δ′(p2) +O(~2) , (72)
where V = V (0) + ~V (1). Note that V (1) depends on
the frame vector uµ such that the whole expression (72)
is frame independent [13, 17, 20]. To obtain the axial-
vector current in the massless case from Eqs. (38) and
(44), we note that the general solution of Eq. (42) reads
Σ¯(1)µν = Σv,µνA
(1) +
1
2 p · u
(
uν∇(0)µ − uµ∇(0)ν
)
V (0) ,
(73)
where the first and second terms depend on arbitrary
time-like unit vectors uµ and vµ, respectively. Here, one
makes use of the first equation (47) to see that the con-
straint (42) is fulfilled. Inserting Eq. (73) into Eq. (44),
and replacing the zeroth order dipole-moment tensor Σ
(0)
µν
9by Σu,µν , we find
Aµm=0 = δ(p2)
[
pµA+
~
2
Σµνu ∇(0)ν V (0)
]
+~F˜µνpνV
(0)δ′(p2) +O(~2) , (74)
where A ≡ A(0) + ~A(1), with A(1) dependent on uµ.
Note that, in order for the above axial current to be
frame-independent, the function A(1) cannot depend on
vµ. Adding and subtracting Eqs. (72) and (74), we re-
cover the result (70). Acting with ∇µ on this equation,
one can derive the chiral kinetic theory of Refs. [15–20].
VII. COMPARISON TO THE CLASSICAL CASE
In this section, we show that Eq. (62) gives rise to the
first and second Mathisson–Papapetrou–Dixon (MPD)
equations [51, 56] as well as to the BMT equation [53],
which were derived for classical, extended, spinning parti-
cles with non-vanishing dipole moment. Comparing Eq.
(62) to the generic form of the collisionless relativistic
Boltzmann–Vlasov equation [56, 57]
p · ∂xfs +m∂pµ(Fµs fs) = 0 , (75)
where fs is the distribution function, F
µ
s = dp
µ/dτ is
the external force, pµ = mdxµ/dτ and τ the world-line
parameter, we find that in our case
Fµs =
1
m
[
Fµνpν + s
~
4
(∂µxF
νρ)Σ(0)νρ
]
, (76)
i.e., the external force is given as the sum of the Lorentz
force and the Mathisson force. This is the first MPD
equation [51, 56]. In Refs. [51, 56], the kinetic equation
for particles with classical dipole moment mµν was de-
rived. Our results agree with those, setting
mµν −→ gµB s
2
Σ(0)µν , (77)
with Bohr’s magneton µB ≡ e~/(2m), where e is the
electric charge, and the gyromagnetic ratio g = 2, as
expected for Dirac particles with spin 1/2.
The evolution of the dipole-moment tensor is given by
the third equation (47), which can be rewritten as
mΣ˙(0)µν = F
α
[µΣ
(0)
ν]α , (78)
where we used
Σ˙(0)µν ≡ (x˙α∂xα + p˙α∂pα)Σ(0)µν (79)
with Fµs given by Eq. (76) to zeroth order. Equation (78)
is identical to the second MPD equation [51, 56]. Using
Eq. (31), we obtain
mΣ˙(0)µν = −ǫµναβ
(
pαn˙(0)β − 1
m
Fλαpλn
(0)β
)
. (80)
Inserting Eq. (78) and contracting with ǫρσµν yields
pρ
(
mn˙(0)σ + F
µ
σn
(0)
µ
)
−pσ
(
mn˙(0)ρ + F
µ
ρn
(0)
µ
)
= 0 . (81)
Contracting with pρ and using Eq. (76) to zeroth order
in ~, we conclude that
mn˙(0)µ = Fµνn
(0)ν . (82)
This is the BMT equation for classical spin precession in
an electromagnetic field [53].
VIII. GLOBAL EQUILIBRIUM
Equation (62) determines the single-particle distribu-
tion function f±s in a general non-equilibrium state. A
special solution is obtained in global equilibrium, which
we will consider in this section.
A necessary condition for equilibrium is vanishing en-
tropy production. Assuming the standard form of the
collision term, the distribution function in equilibrium
must have the form [13, 56]
feqs = (e
gs + 1)−1 , (83)
with gs being a linear combination of the collisional in-
variants, namely, charge, kinetic momentum pµ, and to-
tal angular momentum
Jµνs = L
µν + s
~
2
Σ(0)µν +O(~2) , (84)
which is the sum of orbital angular momentum Lµν =
x[µpν] and spin angular momentum, which to first order
is given by the dipole-moment tensor s~2Σ
(0)µν . (Also the
canonical momentum πµ is conserved in a collision and
could be used instead of the kinetic momentum. Here,
we will at first use the kinetic momentum, since it is
independent of space-time coordinates, as well as gauge-
independent.) Thus,
gs = p · b(x) + as(x) + 1
2
Ωµν(x)J
µν
s . (85)
Here, bµ(x), as(x), and Ωµν(x) are Lagrangian multipli-
ers, which can depend on x. Since Jµνs is anti-symmetric,
the symmetric part of Ωµν can be dropped without loss
of generality.
Let us consider the case of global equilibrium with rigid
rotation. Using Eq. (84), Eq. (85) can be written as
gs = p · β(x) + as(x) + s~
4
Ωµν(x)Σ
(0)µν , (86)
where βµ(x) ≡ bµ(x) + Ωνµ(x)xν . In global equilibrium,
the Boltzmann equation (62) needs to be fulfilled. From
the part of Eq. (62) proportional to the derivative of feqs
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we obtain
0 =
{
pµ∂xµ +
[
Fµνpν + s
~
4
Σ
(0)
νλ
(
∂µxF
νλ
)]
∂pµ
}
gs
= pµ [∂xµas(x) + Fνµβ
ν(x)] + pµpν∂xµβν(x)
+s
~
4
Σ(0)ρσp · ∂xΩρσ(x) (87)
+s
~
4
[
Σ(0)ρσβ(x) · ∂xFρσ +Σ(0)µ[σF ρ]µ Ωρσ(x)
]
,
where we used Eq. (47). This equation is fulfilled, if
∂xµβν + ∂xνβµ = 0 ,
∂xµas(x) = Fµνβ
ν(x) ,
∂xµΩλν(x) = 0 , (88)
which makes the terms in the first and second line of Eq.
(88) vanish. The terms in the third line of Eq. (87) can
be shown to vanish if bµ is constant, since then Ωµν is
equal to the thermal vorticity, i.e.,
Ωµν = ωµν ≡ 1
2
(∂xµβν − ∂xνβµ) . (89)
For the proof, one also employs the relation
βα∂xαFµν − Fαµ∂xνβα + Fαν∂xµβα = 0 , (90)
which can be proven with the help of the homogeneous
Maxwell equations and Eq. (88). These equilibrium con-
ditions agree with those found in the classical case [56]
and those using covariant statistical mechanics [58]. Note
that the second equation (88) implies that, in the rest
frame of βµ, an electric field is cancelled by a gradient in
as. It is amusing to note that, without electromagnetic
fields, the tensor Ωµν does not need to be equal to the
thermal vorticity.
We introduce the Lie derivative of Aµ along the direc-
tion of βλ as
LβAµ(x) ≡ β(x) · ∂xAµ(x)− A(x) · ∂xβµ(x) . (91)
Choosing a gauge in which LβAµ = 0, we can rewrite Eq.
(88) as
∂xµ [as(x)− A(x) · β(x)] = 0 . (92)
Defining
−β(x)µs(x) ≡ as(x) − A(x) · β(x) = const , (93)
the function gs becomes
gs = βπ · U − βµs + s~
4
Σ(0)µνωµν . (94)
Here, πµ ≡ pµ+Aµ is the canonical momentum, Uµ is the
fluid velocity, β ≡ 1/T is the inverse temperature, and
µs is the chemical potential for particles with spin s (for
anti-particles, we need to reverse the sign of the chemical
potential). This form of gs, and thus the distribution
function feqs , agrees in the massless and field-free limit
to the one suggested in Ref. [13]. Moreover, recalling the
definition (A12), (A13) of the dipole-moment tensor one
can prove that the distribution function agrees with the
one proposed in Ref. [33] to first order in ~ if µ+ = µ−
and if the electromagnetic field vanishes.
The part of Eq. (62) which is proportional to f±s van-
ishes if µ+ = µ− to zeroth order in ~. In the presence of
a spin imbalance, ∆µ ≡ µ+ − µ− 6= 0, it only vanishes if
(∂λxF
νρ)(∂pλΣ
(0)
νρ ) = 0 . (95)
The reason that global equilibrium with spin imbalance
can in general not be realized for massive particles is that
in this case the axial-vector current is only conserved if
the pseudo-scalar function P = 0, see also Eq. (12).
To zeroth order in ~, the distribution function is given
by
f (0)s = (e
g(0)
s + 1)−1 , (96)
with
g(0)s = β(π · U − µs) . (97)
We define the dual thermal vorticity tensor as ω˜µν ≡
1
2ǫµναβω
αβ . Now we calculate the vector current by in-
serting the distribution function (83) into the equation
for Vµ = V(0)µ + ~V(1)µ , cf. Eqs. (38), (44). With
∇(0)ν f (0)s =
∂f
(0)
s
∂g
(0)
s
(πα∂xνβα + β
α∂xνAα − Fναβα)
=
∂f
(0)
s
∂g
(0)
s
pαωνα , (98)
where we used LβAα = 0, Taylor-expanding
feqs = f
(0)
s +
s~
4
Σ(0)µν ω
µν ∂f
(0)
s
∂g
(0)
s
+O(~2) , (99)
and noting that
δ(p2 −m2)
(
Σ(0)µνpρωνρ +
1
2
Σ(0)ρνpµωρν
)
= −δ(p2 −m2)mω˜µνnν , (100)
where we used p·n = 0 and δ(p2−m2)p2 = δ(p2−m2)m2,
we find
Vµ = 2
(2π~)3
∑
s
[
δ(p2 −m2)
(
pµ −ms~
2
ω˜µνnν
∂
∂g
(0)
s
)
+ms~F˜µνnνδ
′(p2 −m2)
− s~
2m
δ(p2 −m2)ǫµναβpα
(
∇(0)ν nβ
)]
×
[
θ(p0)f (0)+s + θ(−p0)f (0)−s
]
+O(~2) . (101)
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The current given by Eq. (101) contains contributions
which are not parallel to pµ. To first order in ~, particles
are not transported parallel to their momenta. The term
containing F˜µν in Eqs. (101) is caused by off-shell effects
and describes the vector current induced by electromag-
netic fields, which yields the analogue of the CME in the
case of non-zero mass. On the other hand, the term con-
taining ω˜µν describes the current induced by vorticity
and thus gives the analogue of the CVE.
We furthermore calculate the axial-vector current. In
order to do so, it is convenient to decompose the tensor
Σ¯
(1)
µν introduced in Eq. (41) in the following way,
Σ¯(1)µν ≡
1
2
χµν + Ξµν . (102)
The tensor Ξµν is anti-symmetric and satisfies p
µΞµν =
0. On the other hand, χµν represents the dipole mo-
ment induced by the gradients of the distribution func-
tion since, according to Eq. (42), it satisfies
pνχµν = ∇(0)µ V (0) . (103)
Inserting V (0) into Eq. (103) and using Eq. (98) we can
derive the following constraint for χµν ,
pνχµν = p
νωµνV
(0)′ , (104)
where we adopted the short-hand notation
V (0)′ ≡ 2
(2π~)3
∑
s
∂
∂g
(0)
s
[
θ(p0)f (0)+s + θ(−p0)f (0)−s
]
.
(105)
The most general solution of Eq. (104) can be written as
χµν =
[
κ1ωµν − κ2
v · p (vµωνα − vνωµα)p
α
]
V (0)′ , (106)
where κ1,2 are arbitrary coefficients which satisfy κ1 +
κ2 = 1, and v
µ is an arbitrary vector such that v · p 6= 0.
Other possible terms which vanish when being contracted
with the momentum are absorbed into Ξµν . The decom-
position into χµν and Ξµν is not unique, but allows for
the transformations
Ξµν → Ξµν − C
2
[ωµν +
1
v · p(vµωνα − vνωµα)p
α]V (0)′ ,
χµν → χµν + C[ωµν + 1
v · p (vµωνα − vνωµα)p
α]V (0)′ ,
(107)
with C being an arbitrary function of x and p. For any
value of κ2, we can apply the above transformation with
C ≡ κ2 to Eq. (106), which yields
χµν = (κ1 + κ2)ωµνV
(0)′ = ωµνV
(0)′ . (108)
Thus, we can set κ2 = 0 without loss of generality. In
other words, it is always possible to isolate the contribu-
tion proportional to ωµν in the decomposition for Σ¯
(1)
µν .
This decomposition will assume a physical meaning when
looking at the kinetic equation for Sµν .
Inserting Eq. (102) into Eq. (49), we obtain
0 = p · ∇(0)
(
1
2
χµν + Ξµν
)
− Fα[µ
(
1
2
χν]α + Ξν]α
)
+
1
2
(∂xαFµν)∂
α
p V
(0) . (109)
Noting that p·∇(0)χµν = 0 and using Eqs. (90) and (108),
we find that the χµν -dependent part vanishes and
p · ∇(0)Ξµν = Fα[µΞν]α , (110)
which is the second MPD equation for Ξµν . This part
of the dipole-moment corresponds, together with the
zeroth-order dipole moment, to the classical spin preces-
sion in electromagnetic fields.
We now derive from Eq. (44) the full axial-vector part
of the Wigner function up to first order in ~, i.e.,
Aµ = 2
(2π~)3
∑
s
[
δ(p2 −m2)
×
(
smn(0)µ − ~
2
ω˜µνpν
∂
∂g
(0)
s
)
+ ~F˜µνpνδ
′(p2 −m2)
]
×
[
θ(p0)f (0)+s + θ(−p0)f (0)−s
]
−~
2
ǫµναβpνΞαβ δ(p
2 −m2) +O(~2) . (111)
By looking at the different terms in Eq. (111), we identify
three contributions to the axial-vector current in the mas-
sive case. The first term in the second line and the term
in the last line describe the spin precession in the presence
of an electromagnetic field according to the BMT equa-
tion. We remark that the function Ξµν is not specified
and has to be determined through Eq. (110). The second
term in the second line gives rise to the axial current in
the direction of the vorticity, which is the analogue of the
axial chiral vortical effect (ACVE). Finally, the term in
the third line describes the axial current along the mag-
netic field, which is the analogue of the chiral separation
effect (CSE). These terms are analogous to those found
in Refs. [35, 41, 59].
IX. FLUID-DYNAMICAL EQUATIONS
In this section, we present the equations of motion of
the fluid-dynamical variables, i.e., of the net particle-
number current and the energy-momentum tensor. We
also give an equation for the spin tensor, which supple-
ments these equations in the case of spin-1/2 particles.
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The net particle-number current is defined as
Jµ(x) ≡ 〈: ψ¯(x)γµψ(x) :〉 =
∫
d4pVµ(x, p) . (112)
Inserting the zeroth- and first-order solutions (38), (44)
into Eq. (112) we obtain
Jµ =
∫
dP pµ
[
V (0) + ~V (1)
]
+
~
2
∂xν
∫
dP Σ(0)µνA(0)
+
~
4
Fαβ
∫
dP ∂µp
[
Σ(0)αβA(0)
]
, (113)
where dP ≡ d4p δ(p2 −m2).
Equation (16) represents the conservation law for the
vector component of the Wigner function. Integrating
this equation over kinetic 4-momentum, we immediately
obtain the conservation law for the net particle-number
current,
∂xµJ
µ(x) =
∫
d4p
[∇µ + j0(∆)Fµν∂νp ]Vµ(x, p) = 0 ,
(114)
where we assumed that Fµν is independent of pν and
Vµ vanishes sufficiently rapidly for large momenta, which
ensures the vanishing of a boundary term.
The Lagrangian operator for a Dirac spinor in an elec-
tromagnetic field is [45]
L = ψ¯
[
i
~
2
γ ·
(−→
D −←−D†
)
−m
]
ψ − 1
4
FµνFµν . (115)
From the Lagrangian we can derive the canonical energy-
momentum tensor as follows,
T µν =
〈
:
∂L
∂(∂xµψ)
∂νxψ + ∂
ν
x ψ¯
∂L
∂(∂xµψ¯)
+
∂L
∂(∂xµAα)
∂νxAα − gµνL :
〉
= T µνmat + T
µν
int + T
µν
em , (116)
where we have separated the total energy-momentum
tensor into three parts: the gauge-invariant matter part
T µνmat, the part containing the interaction between gauge
potential and matter current, T µνint, and the electromag-
netic part T µνem,
T µνmat =
~
2
〈
: ψ¯γµ(i
−→
Dν − i←−D†ν)ψ :
〉
=
∫
d4p pνVµ ,
T µνint = A
ν
〈
: ψ¯γµψ :
〉
= Aν
∫
d4pVµ ,
T µνem =
1
4
gµνFαβFαβ − Fµα∂νxAα . (117)
Note that none of these are in general symmetric under
µ↔ ν. The total energy-momentum tensor is conserved
∂xνT
µν = 0, which can be checked using the Dirac and
Maxwell equations. However, the matter part is not con-
served,
∂xµT
µν
mat(x) = F
να(x)Jα(x) . (118)
This equation can be derived by acting ∂xµ on Vµ in the
definition of T µνmat, cf. first equation (117), then using Eq.
(16), and finally integrating by parts. Inserting Eqs. (38),
(44) into the energy-momentum tensor, we get
T µνmat =
∫
dP pµpν
[
V (0) + ~V (1)
]
+
~
2
∂xα
∫
dP pνΣ(0)µαA(0)
+
~
4
gµνFαβ
∫
dP Σ
(0)
αβA
(0)
−~
2
F να
∫
dP Σ(0)µαA(0)
+
~
4
Fαβ
∫
dP pµ∂νp
[
Σ
(0)
αβA
(0)
]
. (119)
The total canonical angular momentum tensor is cal-
culated as follows,
Jλ,µν = xµT λν − xνT λµ + ~
4
〈
: ψ¯{γλ, σµν}ψ :〉
−(FλµAν − FλνAµ) . (120)
The first two terms, xµT λν − xνT λµ, can be interpreted
as the orbital angular-momentum tensor. The remain-
ing terms constitute the spin angular-momentum tensor,
which can be further separated into a matter and a field
part. The spin tensor of matter can be defined as [33]
Sλ,µνmat (x) ≡
1
4
〈
: ψ¯{γλ, σµν}ψ :〉
= −1
2
ǫλµνρ
∫
d4pAρ(x, p) . (121)
With the help of Eq. (20) we find, to any order in ~,
~ ∂xλS
λ,µν
mat (x) = T
νµ
mat(x)− T µνmat(x) , (122)
where we assumed that boundary terms vanish. Thus,
the spin of matter is not conserved separately. To zeroth
order in ~, T µνmat is symmetric according to Eq. (119),
thus both sides of Eq. (122) vanish. To first order in
~, both sides are non-zero. Inserting the zeroth-order
Wigner function into Eq. (121) we obtain
S
(0)λ,µν
mat (x) =
1
2
∫
dP
[
pλΣ(0)µν + pµΣ(0)νλ
− pνΣ(0)µλ
]
A(0) . (123)
The above expressions for the energy-momentum and
spin tensor emerge directly from Noether’s theorem and
thus correspond to the canonical ones. However, one
can obtain different sets of tensors by applying pseudo-
gauge transformations that keep the conservation laws
for energy-momentum and spin. It has been shown that
using different sets of tensors related through this pseudo-
gauge freedom is not equivalent and leads to different
measurable quantities [40]. We should mention that a
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similar derivation of fluid-dynamical equations of motion
from the Wigner function for massless particles including
the conservation of total angular momentum was carried
out in Ref. [19].
Note that with Eq. (122), we can also prove that
∂xνT
µν
mat = F
µαJα, the form of the equation of motion
for the matter energy-momentum tensor given in Refs.
[60, 61].
X. CONCLUSIONS
In this paper we have derived kinetic theory for mas-
sive spin-1/2 particles in an inhomogeneous electromag-
netic field starting from the covariant formulation of the
Wigner function. Carrying out an expansion in ~ and
truncating it at first order, we found a general solution of
the equations of motion. We showed how to consistently
take the massless limit and demonstrated agreement with
previous works, which describe the CME and CVE. One
of the crucial results of our work is the derivation of the
collisionless Boltzmann equation for particles that carry
a dipole moment due to their spin. We also recovered
well-known results in the classical limit. The external
force acting on the particles is the sum of the Lorentz
force and the Mathisson force, i.e., the first MPD equa-
tion. The time evolution of the dipole moment follows
the second MPD equation, and the spin polarization pre-
cesses according to the BMT equation. Moreover, as an
example, we studied the case of a rigidly rotating fluid in
global equilibrium. In particular, we found the conditions
that the Lagrange multipliers related to the conservation
of charge, energy, momentum, and angular momentum
have to satisfy in order for the distribution function to
be a solution of the Boltzmann equation. Finally, fluid-
dynamical equations of motion are provided, in which the
spin tensor is included among the evolved densities.
A straightforward extension of this work could be the
inclusion of a collision term into our generalized Boltz-
mann equation and the derivation of the equations of mo-
tion for dissipative relativistic magneto-hydrodynamics
for spin-1/2 particles. This could be achieved using the
method of moments, following Refs. [60, 61], where this
has already been done for spin-0 particles. Another po-
tential extension would be the derivation of a transport
equation starting from the equal-time Wigner-function
formalism [46].
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Note added
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function approach. Other related work, which appeared
after the submission of this paper, can be found in
Refs. [63, 64].
Appendix A: Diagonal spin basis
In this appendix, we show how to diagonalize the dis-
tribution function by choosing the spin quantization di-
rection along the polarization direction. The axial-vector
current which one obtains directly from Eq. (22) reads
A(0)µ (x, p) =
1
(2π~)3
δ(p2 −m2)
×
∑
rs
[
θ(p0)u¯(p, s)γµγ
5u(p, r)f (0)+rs (x,p)
− θ(−p0)v¯(−p, r)γµγ5v(−p, s)f (0)−sr (x,−p)
]
.(A1)
The distribution functions f (0)± are Hermitian matrices
in spin space and can thus be diagonalized by a unitary
transformation [50]. Since the Pauli matrices σi together
with the unit matrix are a basis of the space of Hermitian
(2×2) matrices, the distribution functions can be written
as [37, 65]
f (0)e = ae + be · σ , (A2)
with some coefficients ae and be and e = ± represents
positive-/negative-energy states.
In the rest frame, the standard spinors u and v are
given as [54]
u(0,+) =
√
2m (1, 0, 0, 0)T ,
u(0,−) =
√
2m (0, 1, 0, 0)T ,
v(0,+) =
√
2m (0, 0, 1, 0)T ,
v(0,−) =
√
2m (0, 0, 0, 1)T . (A3)
Note that u(0,+) corresponds to a particle with spin
parallel to the z-direction, while v(0,+) corresponds to
an anti-particle with spin anti-parallel to the z-direction.
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We diagonalize the distribution functions f (0)e in the
rest frame,
f (0)es δrs =
∑
r′s′
(De)†rr′f
(0)e
r′s′ D
e
s′s , (A4)
with De being 2× 2 matrices in spin space,
De =
(
~de+,
~de−
)
, (A5)
where ~de± are the eigenvectors of b
e ·σ corresponding to
the eigenvalues ±, respectively,
(ne · σ) ~de± = ±e ~de± , (A6)
where ne ≡ be/
√
be · be is the unit vector along the di-
rection of be. Note that the distribution functions f (0)e
in general depend on the space-time coordinates xµ, thus
the transformation matrices De as well as ne are defined
locally. We then define the following spinors, which can
be derived by rotating the standard ones,
u˜(x,0, s) ≡
∑
s′
u(0, s′)D+s′s(x) =
√
2m
(
~d+s
~0
)
,
v˜(x,0, s) ≡
∑
s′
v(0, s′)D−s′s(x) =
√
2m
(
~0
~d−s
)
.
(A7)
The spinors u˜(x,0,±) and v˜(x,0,±) now correspond to
particles/anti-particles with spin parallel/anti-parallel to
n±. Using Eqs. (A4) and (A7) we obtain∑
rs
u¯(0, s)γµγ5u(0, r)f (0)+rs (x,0)
=
∑
rs
¯˜u(x,0, s)γµγ5u˜(x,0, r)f (0)+s (x,0)δrs
= 2m
∑
s
s
(
0,n+
)
f (0)+s (x,0) , (A8)
and similarly for the v–spinors. Then, performing a
Lorentz transformation we obtain∑
rs
u¯(p, s)γµγ5u(p, r)f (0)+rs (x,p)
= 2m
∑
s
s n+µ(x,p,n+)f (0)+s (x,p) , (A9)
and similarly∑
rs
v¯(−p, s)γµγ5v(−p, r)f (0)−rs (x,−p)
= 2m
∑
s
s n−µ(x,−p,−n−)f (0)−s (x,−p) , (A10)
where n±µ is given by Eq. (27). We rewrite the axial-
vector current as
A(0)µ = mn(0)µ A(0)δ(p2 −m2) , (A11)
where the vector n
(0)
µ (x, p) and the distribution function
A(0)(x, p) are determined by Eqs. (26) and (30), respec-
tively.
Furthermore, we define
sΣ+µν(x,p) ≡ 1
2m
¯˜u(x,p, s)σµν u˜(x,p, s) , (A12)
and
sΣ−µν(x,p) ≡ 1
2m
¯˜v(x,−p, s)σµν v˜(x,−p, s) . (A13)
We have
Σ±µν(x,p) = − 1
m
ǫµναβpαn
±
β (x,p) , (A14)
which can be easily checked in the rest frame using the
Dirac representation of the γ–matrices and [σi, σj ] =
2iǫijkσk. Defining
Σ(0)µν(x, p) ≡ θ(p0)Σ+µν(x,p)− θ(−p0)Σ−µν(x,p) ,
(A15)
we obtain the tensor current S(0)µν as
S(0)µν (x, p) =
1
(2π~)3
δ(p2 −m2)
×
∑
s
[
θ(p0)¯˜u(x,p, s)σµν u˜(x,p, s)f
(0)+
s (x,p)
− θ(−p0)¯˜v(−p, s)σµν v˜(−p, s)f (0)−s (x,−p)
]
= mΣ(0)µν (x, p)δ(p
2 −m2)A(0)(x, p) . (A16)
Using
¯˜u(x,p, s)u˜(x,p, s) = −¯˜v(x,−p, s)v˜(x,−p, s)
= 2m,
¯˜u(x,p, s)γ5u˜(x,p, s) = ¯˜v(x,−p, s)γ5v˜(x,−p, s)
= 0 ,
¯˜u(x,p, s)γµu˜(x,p, s) = −¯˜v(x,−p, s)γµv˜(x,−p, s)
= 2pµ , (A17)
the calculation of F (0), P(0), and V(0)µ is straightforward.
Finally, we stress that the diagonalization procedure
for the distribution function described in this appendix is
in general possible also at higher order in ~, even though
the exact form of the spinors is not known.
Appendix B: Redundancy of Eqs. (11) – (20)
In this section we prove that Eqs. (11) – (20) are not
independent from each other. Combining Eqs. (11), (15),
(16), and (20), we derive
0 =
~
2m
∇µ (Π · V −mF)− 1
2m
Πµ (~∇ · V)
− 1
m
Πν
(
~
2
∇[µVν] − ǫµναβΠαAβ −mSµν
)
+
~
2m
∇ν
(
Π[µVν] +
~
2
ǫµναβ∇αAβ
)
. (B1)
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After some calculation we obtain
~
2
∇µF +ΠνSνµ
=
~
2m
([∇µ,Πν ] + [∇ν ,Πµ])Vν + ~
2m
[Πν ,∇ν ]Vµ
+
1
2m
ǫµναβ
(
[Πν ,Πα] +
~
2
4
[∇ν ,∇α]
)
Aβ . (B2)
The commutators can be easily calculated using the def-
inition of the operators (7):
[Πµ,Πν ] = −~j1(∆)Fµν − ~
2
∆j′1(∆)Fµν ,
[Πµ,∇ν ] = ∆j1(∆)Fµν − j0(∆)Fµν ,
[∇µ,∇ν ] = 2
~
∆j0(∆)Fµν , (B3)
where j′1(x) ≡ ddxj1(x). Using the definitions of the
spherical Bessel functions we can prove
xj0(x)− 2j1(x) − xj′1(x) = 0 . (B4)
Inserting the commutators into Eq. (B2) and using the
above relation, one finds that the right-hand side of Eq.
(B2) vanishes, and we just obtain Eq. (18).
Analogously, we can construct the following equation
using Eqs. (12), (15), (17), and (20),
0 =
1
m
Πµ
(
~
2
∇ · A+mP
)
− ~
2m
∇µ (Π · A)
− ~
4m
ǫµναβ∇ν
×
[
~
2
(∇αVβ −∇βVα)− ǫαβρσΠρAσ −mSαβ]
− 1
2m
ǫµναβΠ
ν
(
ΠαVβ −ΠβVα + ~
2
ǫαβρσ∇ρAσ
)
,
(B5)
from which we get
ΠµP + ~
4
ǫµναβ∇νSαβ
= − ~
2m
([Πµ,∇ν ] + [Πν ,∇µ])Aν + ~
2m
[Πν ,∇ν ]Aµ
+
1
2m
ǫµναβ
(
[Πν ,Πα] +
~
2
4
[∇ν ,∇α]
)
Vβ . (B6)
Analogously to Eq. (B2), the right-hand side of Eq. (B6)
vanishes and we obtain Eq. (19).
Appendix C: Derivation of kinetic equations
In this appendix we show some technical details we
used when deriving the kinetic equations (47), (49). First
we focus on the kinetic equation for the zeroth-order
dipole-moment tensor Σ
(0)
µν and the axial distribution
function A(0). We insert the vector part of Eq. (43) into
Eq. (46) and use the relation A(0)µ = − 12m ǫµναβpνSαβ(0),
to derive
0 = − 1
2m
[
pµ∇(0)αS(0)αν − pν∇(0)αS(0)αµ
]
− 1
4m
ǫµναβ∇(0)αǫβγρσpγS(0)ρσ
= − 1
2m
{[
∇(0)αp[µ
]
S(0)ν]α + pα∇(0)α S(0)µν
}
. (C1)
Inserting the zeroth-order solution we get
δ(p2 −m2)
{
p · ∇(0)
[
Σ(0)µνA
(0)
]
− Fα[µΣ(0)ν]αA(0)
}
= 0 .
(C2)
The dipole-moment tensor is normalized, Σ(0)µνΣ
(0)
µν =
2, thus contracting the above equation with Σ(0)µν we
obtain
δ(p2 −m2)p · ∇(0)A(0) = 0 , (C3)
where we have used
Σ(0)µν
[
FαµΣ
(0)
να − FανΣ(0)µα
]
= 2FαµΣ
(0)µνΣ(0)αν = 0 ,
(C4)
because Fαµ is anti-symmetric and Σ
(0)µνΣ
(0) α
ν is sym-
metric under α ↔ µ. Inserting Eq. (C3) into Eq. (C2)
one obtains the kinetic equation for Σ
(0)
µν .
The kinetic equation for V (1) is derived from the first
line of Eq. (48). According to Eq. (43), V(1) can be ex-
pressed in terms of F (1) and S(0)µν . Thus we get
1
m
p · ∇(0)F (1) + 1
2m
∇(0)µ∇(0)νS(0)µν = 0 . (C5)
The dipole-moment tensor is anti-symmetric in its in-
dices, so we can use the commutator [∇(0)µ,∇(0)ν ] =
(∂αxF
µν)∂pα to simplify the second term. Using also the
zeroth- and first-order solutions we obtain
0 =
1
m
p · ∇(0)F (1) + 1
4m
(∂αxF
µν)∂pαS(0)µν
= δ(p2 −m2)p · ∇(0)V (1)
−1
2
δ′(p2 −m2)p · ∇(0)
[
FαβΣ
(0)
αβA
(0)
]
+
1
4
(∂αxF
µν)∂pα
[
Σ(0)µνA
(0)δ(p2 −m2)
]
= δ(p2 −m2)
{
p · ∇(0)V (1)
+
1
4
(∂αxF
µν)∂pα
[
Σ(0)µνA
(0)
]}
−1
2
δ′(p2 −m2)Fαβp · ∇(0)
[
Σ
(0)
αβA
(0)
]
. (C6)
In order to derive the kinetic equation for the first-
order dipole-moment tensor, we first need V(2)µ , which is
calculated by expanding Eq. (32) into a series in ~ and
identifying the ~2 term,
V(2)µ =
1
m
pµF (2) + 1
m
Π(2)µ F (0) +
1
2m
∇(0)νS(1)µν . (C7)
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Inserting this, as well as A(1)µ from Eq. (43) into the sec-
ond line of Eq. (48) we get
0 =
1
m
(
[Π(2)µ , pν ]− [Π(2)ν , pµ]
)
F (0) − 1
2m
p · ∇(0)S(1)µν
+
1
2m
(
[∇(0)α, pµ]S(1)αν − [∇(0)α, pν ]S(1)αµ
)
. (C8)
The commutators are given by [∇(0)α, pµ] = F αµ and
[Π(2)µ , pν ]− [Π(2)ν , pµ] = −
1
4
(∂xαFµν)∂
α
p . (C9)
Inserting the solutions for F (0) and S(1)µν from Eqs. (37)
and (41) into Eq. (C8) and using the above commutators,
one obtains the kinetic equation for Σ¯
(1)
µν .
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