Background: While machine learning-based models are rapidly emerging as promising screening tools in critical care medicine, the identification of homogeneous subphenotypes within populations with heterogeneous conditions such as pediatric sepsis may facilitate attainment of high-predictive performance of these prognostic algorithms. This study is aimed to identify subphenotypes of pediatric sepsis and demonstrate the potential value of partitioned data/subtyping in predictive analytics.
Introduction
The early recognition and management of sepsis remain among the greatest challenges in pediatric emergency medicine [1] - [3] . Sepsis is directly responsible for more than 4,000 childhood deaths per year in the U.S. and globally is associated with more than 6 million neonatal and early childhood deaths [4] - [6] . One-third of children who die in pediatric intensive care units (PICUs) within the U.S. have severe sepsis [7] . Excluding newborn and maternal stays, in 2012 there were approximately 1.8 million pediatric hospital admissions in the U.S., with an aggregated hospital annual cost of more than $20B [8] . Over 70% of these hospitalizations occurred in general hospitals as opposed to freestanding children's hospitals. [9] Early recognition and timely, aggressive therapy are of pivotal importance to improve the outcomes of pediatric sepsis patients [1] - [5] . However the automated discrimination of the critically ill from normal pediatric patients presenting with abnormal temperature in the emergency department (ED) is challenging for several reasons [14] [15] . Current pediatric sepsis screening tools are largely based on systemic inflammatory response syndrome (SIRS) criteria [16] , designed to maximize sensitivity, while exhibiting poor specificity [17] and positive predictive value (PPV) [18] , prompting modifications to improve specificity and PPV [19] . Although the recent consensus-based redefinition of adult sepsis (Sepsis-3) [20] selected the sequential organ failure assessment (SOFA) scoring system to address poor SIRS specificity, the derivation and validation of age-adjusted SOFA based screening tools for use in pediatrics [21] remain incomplete. Supervised machine learning (ML) sepsis predictive algorithms with the potential to improve the screening performance of rule-based systems have been proposed [22] [23] , while generally limited by lack of large samples of high quality training data [23] , i.e. accurately identified sepsis. Moreover, sepsis is highly heterogeneous, with variable clinical presentations depending on the initial site of infection, the stage of sepsis at presentation, causative organism, pattern of acute organ dysfunction (OD), and underlying health status of the patient [24] . Such heterogeneity in population implies heterogeneity in relationships between explanatory and response variables within partitions, potentially posing serious challenges in predictive model building seeking to identify common explanatory data patterns in observed data associated with an outcome [25] .
The basic concept of precision medicine is the identification of subphenotypes of patients based on characteristics such as medical history, genetic makeup or electronic health record data (EHR), that will respond to subgroup-targeted personalized drugs or treatments [26] . Many efforts have been made to identify sepsis subphenotypes by using genomics and transcriptomics [27] . While genotyping is not currently routinely performed in daily clinical practice, recent large cohort studies indicate that unsupervised clustering analytics using routinely available clinical data extracted from EHRs may be useful to identify clinically useful partitions towards reducing heterogeneity in syndromic diseases. Specifically, well-validated mixture modeling statistical techniques such as Latent Class Analysis (LCA) [28] and Latent Profile Analysis (LPA) [29] - [30] that aim to recover hidden groups within observed data have been used with readily available clinical data to detect potentially useful subphenotypes associated with different mortality outcomes and response to treatment in adult sepsis [31] [32] and acute respiratory distress syndrome (ARDS) [33] .
To our knowledge, current ML algorithms used to predict sepsis do not yet target homogeneous subphenotypes in sepsis populations, and in general ignore most of existing sepsis domain knowledge [34] . The predictive performance benefits of incorporating prior knowledge such as subphenotype diversity into modern ML algorithms are not well understood [35] .
In this study, we integrate prior knowledge of the heterogeneity in a pediatric sepsis population into predictive model building by identifying subphenotypes that share common underlying pathophysiology as statistically expressed in observed clinical data (e.g. vitals signs, laboratory measurements). Specifically, we hypothesize that using LPA-identified subphenotypes of sepsis subjects [32] in training data to build predictive models on more homogeneous partitioned data [25] will result in improved predictive validity when compared to models derived from treating all patients as a single homogeneous group. Prior work has demonstrated the value of problem domain classification semantics in the enhancement of mortality risk predictive models [36] . For pediatric sepsis LPA and predictive modeling, following IRB approval, we retrospectively analyzed data abstracted from medical records of 6,446 pediatric patients presenting to one of six MedStar Health System admitting facilities in the DC-Baltimore metropolitan area that occurred from 2013-2018. The median age of this cohort was 9 years with an average length of stay (LOS) of 85.49 hrs.
Methods and Results: LPA

Data for Latent Profile Analysis
For this study, sepsis was defined as a life-threatening organ dysfunction caused by a dysregulated host response to infection per Sepsis-3 definition [20] . To identify sepsis cases we adopted the method used by Zhang [32] , and screened for patients with documented or suspected infection, plus the presence of organ dysfunction. ICD diagnosis codes for a bacterial or fungal infection were used to define infection (see Table   A3 in Appendix for SQL used to detect ICD-9 infection codes Zhang [32] ; ICD-10 equivalents were used for post-2015 encounters). Similarly ICD diagnosis and/or procedure codes (identifying mechanically ventilated patients) were used to identify organ dysfunction [32] . A patient was defined to have organ dysfunction if he or she had ICD-9 code (or ICD-10 equivalents) as follows: unspecified thrombocytopenia (287.5), hypotension (458.9), acute and subacute necrosis of liver (570) Using the definition, 134 (2.1%) of the 6446 pediatric patients meet the diagnostic criteria for sepsis. In seeking pediatric sepsis subphenotypes, we sought to use clinical features following onset in our LPA analysis. The determination of time points of sepsis onset for sepsis patients was based on age-adjusted SOFA criteria [21] , shown as a concept map in Fig. 1 . Onset time was defined as the time when any component in age-adjusted SOFA was found abnormal.
Latent Profile Analysis
All available post-onset clinical data and lab measurements of 134 sepsis patients were considered as profile-defining variables in the LPA modelling; profiling was conducted without consideration of clinical outcomes. Details on clinical variable selection, data cleaning and a complete list of the clinical variables included in the LPA models are listed in Table 1 . Unless specified, medians of measurements were extracted. Median imputation was applied to each variable with missing values. Given the small sample size we were unable to exclude features with large amounts of missing data. To select a model fitting the data best, a series of Latent profile models with different number of components are fitted, and Bayesian Information Criteria (BIC) is used for model selection [37] .
Latent profile model estimation is based on Gaussian finite mixture modelling methods [38] . It assumes that the population is composed of a finite number of components. Mixture model parameters, i.e. components' 
LPA Results
BIC criterion suggests a 4-component VEI model (i.e. diagonal, varying volume, and equal shape) fits the data best ( Figure 2 ). Numbers of patients assigned into subphenotypes are 33 in subphenotype 1, 35 in subphenotype 2, 39 in subphenotype 3, and 27 in subphenotype 4. Table 2 and Fig. 3 (box plots of distribution of clinical features) shows differences in clinical features between profiles. Profiles 1 and 3 had the lowest mortality and included pediatric patients from different age groups. Profile 4 patients characterized by neurological dysfunction (lowest GCS total score) and highest mortality rate (22.2%); profile 2 characterized by respiratory dysfunction (low PaO2). Both profiles 2 and 4 patients had significant more vasopressor use, while profile 2 patients had lowest mean blood pressure. Table A1 for more information about model indices in legend). Table 2 Simple Statistics between 4 subphenotypes Abbreviations: PTT partial thrombin time, BP blood pressure, GCS Glasgow Coma Scale, INR international normalized ratio, IQR interquartile ratio, PaCO2 partial pressure of carbon dioxide, PaO2 arterial partial oxygen pressure, pH potential hydrogen, SD standard deviation, HR heart rate, RR respiratory rate. *: measurements are logarithmic transformed.
Figure 3 Differences in clinical features by four subphenotypes
Methods and Results: Predictive Modeling
For predictive modeling, training data was partitioned into 4 groups according to profile assignment, and predictive models were developed and evaluated within these subphenotypes. For example, for the profile 1 prediction we used 6312 non--septic cases as control data combined with the data of the 33 profile1 cases for a total of 6345 training samples. (Data from other profiles were excluded.) The profile 1 predictive performance (against an independent test set) of these profile specific sepsis models were compared with the predictive performance achieved by including all profiles in training data and predicting "any" sepsis. In effect we are comparing how accurately we can predict a sepsis subphenotype vs "any" sepsis which may be important if we can achieve higher performance prediction for a high-risk sepsis subphenotype (e.g. subphenotype 4) than for the sepsis population as a whole.
Training Data for Predictive Modeling
Non-septic patients of the 6446-patient cohort are used as negative controls in the predictive modeling.
Features considered in the predictive model building include: 1) vital signs: heart rate, respiratory rate, body temperature, systolic blood pressure, diastolic blood pressure, GCS; 2) laboratory tests: ALT, AST, chloride, glucose, potassium, sodium, hematocrit, creatinine, PTT, INR, and platelet count; 3) blood gas measurements: pH, lactic acid, base deficit, bicarbonate, fraction of inspired oxygen, partial pressure of arterial oxygen, fraction of inspired oxygen, and partial pressure of arterial carbon dioxide. Four sets of features were extracted from data defined on different periods after admission: over first 6, 12, 24 hours following admission and over the whole length of stay. 
Predictive Models
Predictive models, including gradient boosted machine (GBM) [40] and random forest (RF) [41] , were built for all cases and each phenotype separately, with all non-sepsis subjects as the control group. Missing values were replaced by medians of each variables. Synthetic Minority Over-Sampling Technique (SMOTE) was applied to resample data [42] . Data was split into a training (70%) and test set (30%). Cross validation was used for tuning hyperparameters: number of trees, interaction depth, learning rate, minimum number of observations in nodes for GBM model; and number of trees for RF model. Tuned models were used to evaluate performance of predicting sepsis in the test set, and the model with best performance is selected. Confidence intervals of performance metrics were obtained by bootstrapping method [43] . To compare performance (e.g. AUC) between models, the method proposed by Delong et al. [44] was applied, with the null hypothesis that the true difference in performance metrics was equal to 0.
Predictive Model Results
Predictive models were built for all cases and each phenotype separately. Performances of predictive models evaluated using validation set are listed in Table 4 . Model based on early 6-and 12-hour data generally yielded slightly poorer performance when comparing with models based on 24-hour and whole LOS data.
Results also suggest that, providing sufficient data (e.g. 24 hours or longer stay data), significant improvements in AUC are obtained to predict phenotype 2 (p=0.0077 with 24-hour data, and p=0.0029 with whole LOS data) and phenotype 4 (p<0.0001 with 24-hour data, and p=0.0014 with whole LOS data) when comparing with the AUC from the model considering all phenotypes together. As indicated by Table  2 , the two phenotypes are probably high-risk cases who used significantly more vasopressor, and phenotype 4 also had the highest mortality. Importance of features in predicting phenotypes were found to be different across phenotypes (Appendix Table A2 ). GCS and FIO2 ranked top in predicting phenotype 4, while age and creatinine ranked top in predicting other phenotypes. 
Discussion
Using routinely available clinical variables this study applied LPA clustering to group pediatric sepsis patients to identify four latent profiles (i.e. homogeneous subphenotypes) and derived separate predictive models for each subphenotype. The predictive models performed better on specific subphenotypes of sepsis patients than on the sepsis cohort overall, thus supporting our primary hypothesis. Further, we found that, prediction was better in two specific subphenotype groups than in the other subphenotypes. Profile 4 patients were characterized by neurological dysfunction (lowest GCS total score) and highest mortality rate (22.2%); profile 2 characterized by respiratory dysfunction (low PaO2). Patients with profiles 2 and 4 had significant more vasopressor use, while profile 2 patients had lowest BP. Although our study did not focus on this issue, given ongoing concerns regarding the use of aggressive fluid management in some patients [45] , the identification of these subphenotypes may help triage pediatric sepsis patients that respond differently to aggressive fluids treatment [32] [46] .
At an AUC of .98 compared to AUC of .88 (p < .0001) for Profile 4 using data within 12 hours following admission, our results suggest that significantly improved performance of prediction can be obtained for pediatric sepsis subphenotypes at high risk of mortality. Although there are significant differences in physiology, underlying conditions, mortality rates and even prevalence of sepsis between pediatric and adults, a recent related study of adult sepsis also found four sepsis phenotypes with different demographics, laboratory values, and patterns of organ dysfunction, with treatment outcomes sensitive to changes in the distribution of these subphenotypes [47] .
There are a number of ways to perform agnostic clustering, such as hierarchical cluster analysis, selforganizing map, K-means consensus clustering [48] , and latent class analysis (LCA) [28] , [30] , [49] . Latent class analysis (LCA) and latent profile analysis (LPA) are techniques that aim to recover hidden groups from observed data. They are similar to clustering techniques but more flexible because they are based on an explicit model of the data and allow you to account for the fact that the recovered groups are uncertain by deriving clusters using a probabilistic model that describes distribution of the data. So instead of looking for clusters with some arbitrary chosen distance measure, LPA fits a model that describes distribution of the data and based on this model you assess probabilities that certain patients are members of certain latent profiles. LCA and LPA are useful when you want to reduce many continuous (LPA) or categorical (LCA) variables to a few subgroups. They can also help experimenters in situations where the treatment effect is different for subgroups, but the subgroups have not been identified [50] . For sepsis, LPA seems to be an appropriate clustering choice given the continuous variables underlying organ dysfunction and since it allows the modeling of a latent structure underlying the observed data (e.g. "dysregulated host response") rather than just modeling similarities based on a distance metric (e.g. k-means clustering) [32] .
It is known that heterogeneity in population poses a great challenge to predictive modeling. First, the training data may be comprised of instances from not just one distribution, but several distributions juxtaposed together. In the presence of multimodality within the classes, there may be imbalance among the distribution of different modes in the training set. Hence, some of the modes may be underrepresented during training, resulting in poor performance on those modes during the testing stage. Second, while some of the modes of a particular class may be easy to distinguish from modes of the other class, there may be modes that participate in class confusion, i.e., reside in regions of feature space that overlap with instances from other classes. The presence of such overlapping modes can degrade the learning of any classification model trained across all modes of every class. Third, even if we are able to learn a predictive model that shows reasonable performance on the training set, the test set may have a completely different distribution of data instances than the training set, as the populations of training and test sets can be different. Hence, the training performance can be quite misleading as it may not always be reflective of the performance on test instances. For these reasons, identifying homogeneous subgroups within heterogeneous population mitigate the impact of population's heterogeneity in predictive model building. Significant differences in importance of features across subphenotype predictive models (e.g. subphenotypes 2 and 4 as seen in Table A3 in the Appendix), compared to the entire cohort support this line of reasoning.
Several limitations must be acknowledged in this study. First, this study used EHR data which were produced by routine clinical practice with significant missing data, although in many cases missing data may not be at random and training feature "missingness" may reflect clinical decisions that can be modeled [51] .
As described above imputations were performed for variables containing missing values. Although there are many sophisticated methods to deal with missing values, significant bias may be introduced for those with missing rates greater than 40% [52] . For example, in this study the number of missing serum lactate observations was high while studies show that in children treated for sepsis in the emergency department, lactate levels greater than 36 mg/dL (4 mmol/L) were associated with mortality, but also had a low sensitivity, potentially explaining the level of "missingness" [53] . While its use is not endorsed in pediatric sepsis guidelines [54] , the measurement of lactate levels may have utility in early risk stratification of pediatric sepsis [53] . Second, although restricting the variables used for modeling to those available in clinical practice is reasonable, it may limit the separation of classes. It would be better to use biomarkers and genomics as well, since studies indicate they may contribute in pediatric sepsis subphenotyping [55] .
Combining clinical data and biological data in LPA-based phenotyping may improve homogeneities of sepsis sub-phenotypes towards further enhancement of predictive performance of ML within subgroups. However, inflammatory or genetic biomarker biomarkers were not routinely obtained and therefore were not available in the MedStar database. Finally, the study was based on a relatively small sample size and requires external validation with other datasets.
Conclusions
Rapid protocolized treatment is known to improve sepsis outcomes, however especially in children, early diagnosis remains challenging due to age-dependent heterogeneity and complex presentation [56] . Moreover, there is growing recognition of the presence of sepsis subphenotypes identified by profiling clinical data that respond differently to treatment [47] . While promising machine learning models derived over large samples have the potential to accurately identify children with sepsis hours before clinical recognition [56] , the potential benefits of incorporating sepsis subphenotype knowledge in training data is unknown. This study utilized LPA to identify four clinically meaningful pediatric sepsis subphenotypes in training data and, for two of these subphenotypes with the highest mortality, derived enhanced predictive models on the partitioned data. These experiments suggest that LPA is an applicable tool useful in analyzing heterogeneous pediatric sepsis to identify subphenotypes beneficial for building enhanced predictive pediatric sepsis models. Additional studies with larger data samples needed to validate our findings. 6.3 Availability of data and materials. The data that support the findings of this study, performed under a NIH SBIR grant (see Funding below), may be available from MedStar Health Research Institute (MHRI), but restrictions apply to the availability of these data, which were made available under a data sharing/Business Associate Agreement and with IRB review. In general, MHRI medical record data are not publicly available. Study data however may be available from the authors upon reasonable request and with MHRI permission.
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