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For ultra-high dimensional data analysis, recent statistical methods focused on the 
selection of main effects. Due to computational complexity and feasibility, it’s more 
challenging when it comes to the screening of important interaction covariates. 
With the recent advent of genotyping techniques, genetic data for genome-wide 
association studies (GWAS) have become increasingly available, which entails the 
development of efficient and effective statistical approaches. Although many such 
approaches have been developed and used to identify single-nucleotide polymorphisms 
(SNPs) that are associated with complex traits or diseases, only a small number of them 
are able to detect gene–gene interactions among different SNPs. However, because of an 
extremely large number of SNP–SNP combinations in GWAS, the model dimensionality 
can quickly become so overwhelming that no prevailing variable selection methods are 
capable of handling this problem. In this paper, we present a statistical framework for 
characterizing main genetic effects and epistatic interactions in a GWAS study. 
Specifically, we first propose a three-stage sure independence screening procedure 
MMLE and generate a pool of candidate SNPs and interactions. Regularization 
regression methods, such as LASSO are then applied to further identify important genetic 
effects. Simulation studies show that the procedure is computationally efficient and has 
an outstanding finite sample performance in selecting potential main effects as well as 
interactions. We apply the proposed framework to analyze an ultrahigh-dimensional 
Lung Cancer data set. It shows the capability of our procedure to improve the 
performance in illness classification prediction. 
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第 1 章  绪论 
1.1. 研究背景 
考虑线性回归模型  y Xβ ε中 p 维参数向量 β的估计问题，  1 2, , ,
T
nY Y Yy
是 n 个因变量观测值，  1 2,
T
 pX x x , , x 是 n×p 的随机设计矩阵，其中
1 2, px x , , x 相互独立，  1 2, , ,
T
p   β 是 p 维参数向量，而  1 2, , ,
T
 ε pε  ε   ε 则
是 p 维随机误差向量。当解释变量个数 p 较小时，或者 p n 时，可以按照通常采
用的普通最小二乘法（OLS）构建模型，进行参数估计，但当维度 p 很高时，或者








   alog p O n ，其中 0a  ，或者不严谨地称之为超高维，即维度的增长速度远
远大于观测值个数的增长速度。而且，高维回归中广泛存在的噪音积累现象更是已
经得到了统计学家和计算机科学家们的广泛关注。 

















第 1 章  绪论 
2 
 
Friedman（1993）提出的 bridge 回归，Tibshirani（1996）提出的 LASSO 方法，
SCAD（Fan and Li, 2001; Kim, Choi and Oh, 2008; Zou and Li, 2008），LARS 算法
（Efron, Hastie, Johnstone and Tibshirani, 2004），elastic net 的方法（Zou and Hastie, 
2005; Zou and Zhang, 2009），适应性 LASSO（Zou, 2006），以及 Dantig 选择器










1 2, , , pX X X 表示预测变量，
记
1 2, ,X ( , )pX X X ，并进行标准化变换  




当维数 p 大于样本个数 n 时，我们可以从四个方面考察回归分析所面临的新
问题及其困境。 




















图 1：最大样本相关系数绝对值分布，维度 p 分别为 100，1000 
其次，当维度 p 不断增长时，体型庞大的总体的协方差矩阵 Σ也可能因估计
精度不够、存储困难等原因而变得不易处理，这大大增加了变量选择的难度。 
再次，非零系数的绝对值的最小值 i 可能会随 n 增加而不断衰减，并最终接
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1 2, , , pX X X 相互独立，且服从标准正态分布，则设计矩阵是n p 阶矩阵，且每
一行都是生成于多元正态分布  0,1N 的一个观察值。变量之间的最大绝对值样本
相关系数可能很大，由于变量设定为彼此独立，这很违背我们的直觉。为此，我们
设置 n=60，p 分别为 100 和 1000，进行了 500 次模拟，计算最大样本相关系数绝
对值（Maximum Absolute Sample Correlation, MASC），图 1给出了预测变量的
MASC 在两种设定下的密度图，一方面较强的相关性是我们要说明的结果，并且



























维度 p 远大于观测值数 n 时也能得出一致的结果。Zhu, Li and Zhu （2011） 则提
出了一种多指标的模型无关的独立学习方法，并表明该种基于变换的 Pearson 相关
性学习方法具有排序一致性的性质。也即是说，即使维度 p 以比 n 以更快的速度





义，也是本文实证分析的重要基石之一。紧接着，Ji and Jin （2010） 提出两步
法，即所谓的 UPS 方法，先是通过单一阈值筛选，再运用含惩罚项的最小二乘法
作进一步选择和参数估计，进而从理论上证明，在特定的设定条件下，UPS 要比
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