A technique for precise measurement of the modulation transfer function (MTF), suitable for characterization of 
Introduction 28
Development and application of state-of-the-art x-ray optics with sub-Angstrom rms 29 roughness and sub-microradian slope variation requires adequate development of surface 30 profilometers and measurement methods [1, 2] , as well as performance evaluation methods 31 based on rigorous metrology information about the optics. The standard list of output 32 parameters of a profilometer measurement includes values of roughness (residual slope) 33 averaged over an area or along a sample line limited by the bandwidth of the profilometer that 34 is used rather than on the bandwidth required by the particular application [3] . These 35 parameters generally do not provide a sufficient description of the surface that can be used for 36 local finish polishing or for evaluation of the performance of the optic in a particular 37 application. Moreover, the measured surface height (slope) distributions are affected by the 38 instrumental response function, also known as the point-spread function (PSF) [4] . As a result, 39 the measured distribution is a convolution of the ideal surface profile inherent for the surface 40 under test (SUT) with the instrumental PSF. The PSF contains contributions from the 41 instrument's optical system, detector, signal processing, software algorithm, and 42 environmental factors [4] . Generally, these contributions are difficult to account for 43
separately. An additional complication of finding the instrumental response function and 44 corresponding correction of the measurement result arises due to the convolution operation. 45
In many applications, rigorous information about the expected performance of the optic can 46 be obtained from a statistical description of the surface topography. The description is based 47 on power spectral density (PSD) distributions of the surface height and slope (see e.g., Refs. 48
[5-9] and references therein). For example, the measured PSD distributions provide a closed 49 set of data necessary for three-dimensional calculations of scattering of light by the optical 1 surfaces [10] [11] [12] . 2
Another example is effective combining (stitching) of the metrology data obtained with 3 different profilers. Such a problem appears when characterizing beamline performance of 4 short wavelength (EUV and X-Ray) optics. In this case, in order to cover the wide range of 5 important spatial frequencies from the very low, which affects figure, to the high frequency 6 range, which produces undesirable flare, the metrology from different instruments with 7 significantly different spatial frequency bandwidths needs to be combined into a single global 8 measurement [9] . Analysis in the spatial frequency domain is necessary because correction of 9 instrumental distortions is more straightforward in the frequency domain rather than in the 10 spatial domain. Indeed, a convolution in the spatial domain is equivalent to a multiplication in 11 the spatial frequency domain, which is a far simpler process. 12
In the spatial frequency domain the PSF is related to the optical transfer function (OTF). The 13 OTF is generally a complex function comprised of a magnitude and phase portion, known as 14 the modulation transfer function (MTF) and phase transfer function (PTF), respectively [4] . In 15 the course of PSD measurement, the surface PSD is obtained by the square modulus of a 16 straightforward discrete Fourier transform of the measured height distribution. Thus the phase 17 portion of the OTF drops out which provides the following relation: 18 2 
MTF PSD PSD
SUT measured × = .
(
1) 19
The MTF in Eq. (1) is the total MTF of the instrument and, to the extent that the response of 20 the instrument can be characterized as a linear system, is a product of 
where n is an integer) must obey two conditions for its correlation function. First, the 36 autocorrelation of the sequence must sum to 1 2 − n . That means that the cyclical correlation 37 functions of the sequence, which is determined as 38 arrays which are sets of rectangular grooves pseudo-randomly distributed over a uniform 1D 19 and 2D grid, respectively. Figure 1 illustrates the design. The pitch of the grid determines the 20 width of the smallest element of the pattern (fundamental period) and, therefore, the inherent 21
Nyquist frequency of the BPR pattern. The BPR patterns generated with a maximum filling 22 factor of about 50% provide improved signal-to-noise ratios of the PSD spectra of the test 23 surface. The inherent PSD spectrum of such a grating is independent of spatial frequency 24 (white-noise-like). Therefore, any deviation of a PSD spectrum measured with a real 25 instrument from a white-noise-like spectrum would be a measure of the instrumental MTF. 26
Note that the PSD from a BPR grating or array is a result of the groove distribution and is not 27 particularly sensitive to the groove shape or roughness of the groove surfaces, top and bottom 28 [25, 26] . Due to the deterministic binary character, the BPR test surfaces are easy to specify for 2 standard micro-and nano-fabrication processes. For the purpose of MTF measurement, an 3 ideal surface based on a BPR pattern is determined as a set of rectangular grooves of binary 4 height levels with grooves and peaks corresponding to values of 1 and 0 in the BPR sequence 5 or array (Fig. 1) . The optimal height, 0 h , and fundamental element size (pitch), Δ , depend on 6 the specifics of the instrument under calibration. 7
The value of Δ effectively determines the Nyquist spatial frequency of the test surface,
. This is the frequency up to which the inherent PSD of the BPR test surface is 9 expected to be flat. The lower bound is determined by the total size of the surface, which is 10 equal to the product of Δ and the number of columns/rows in the BPRA,
for the x-and y-directions, respectively. 12
For an effective MTF measurement over the entire spatial frequency range of the instrument, 13 the test surface bandwidth should sufficiently cover that of the instrument. 
12 where the dimensionless quantity Θ is the reflectivity polarization factor that for the case of 13 an S polarized source can be approximated by the sample reflectance, and i θ is the incidence 14 angle. Therefore, the scatterometer measurements provide an independent characterization of 15 the inherent PSD distribution of the BPR arrays. A receiver placed on a precise goniometer stage can be moved in the plane of incidence, 25
providing angle sensitive detection of the scattered light. In order to put the receiver in the far 26 field region, the incident beam is usually focused with a mirror, so that the light reflected from 27 the sample is focused on the receiver aperture. The receiver has four different sized apertures. 28 A 300 µm aperture is used close to specular; and the largest aperture (approximately 14 mm) 29 is used far from the specular reflection. Aperture change, angles, and step sizes are 30
programmable. An automatic change of the electronic gain and source neutral density filter, as 31 well as the aperture, allows for covering 14 orders of magnitude of dynamic range of BRDF 32 8 measurements as the receiver angle scans through the specular reflection into the wings of the 1 grazing scatter. The BRDF noise floor is about 10 -8 sr -1 with a silicon diode detector and 10 -10 2 sr -1 with a PMT. 3
In the course of measurements with the BPR arrays, the source angle of incidence was at a 4 near-normal angle of 5º. The measurements were made with the samples oriented so that one 5 axis of the grid pattern was in the plane of incidence with the detector angle scanned between 6 ±90º relative to the surface normal. In this arrangement, the measured BRDF is basically an 7 average of the plane-of-incidence slices of the 2D PSD that is equivalent to the 1D PSD in the slice 8 direction.
9
The BSDF curves for all three patterns are shown in Fig. 5 . The two peaks in the wings of the 10 scatter curves are from the first order diffraction from the 600 nm fundamental period for the 11 488 nm illumination wavelength. 12
The corresponding 2D PSD curves shown in Fig. 6 are the result of computation from the 13 BRDF curves using Eq. 
MTF correction of PSD measurements with interferometric microscopes 27
The Br-etched BPRA samples described above were used as standard test surfaces for MTF Besides the resolution of the instrument, the measured roughness of the sample depends on 16 the undersampling effect due to the instrument pixel size of 0.98 μm. For real experimental 17 arrangements, when an instrument with finite detector pixel size is used, one can not expect 18 the grid of the BPR array projected onto the detector to line up exactly with the boundaries of 19 each detector pixel. Moreover, in the general case, the grating pattern is undersampled and the 20 pixel area encompasses more than one array element. 21
In order to account for the under-sampling effect, we simulate the height distribution seen 22
with an ideal microscope with a pixel size corresponding to the used objective that is larger 23 than the pitch of the BPRA. In this case, assuming linearity of the measurements, the height 24 value seen in a given pixel can be modeled by averaging over the height of the BPRA 25 elements (or the area parts of the elements) covered by the pixel. Application of the procedure 26 to the measurement shown in Fig. 8 provides an undersampled height distribution with a 27 reduced rms roughness of 17.6 nm, which is still larger than the measured one. As shown 28 below, the rest of the difference is due to the instrumental MTF. 29
The under-sampled height distribution of the BPRS can be used in order to evaluate its 30 inherent (theoretical) 2D PSD distribution. For the experimental arrangement corresponding 31
to Fig. 8 , the theoretical tangential and sagittal 1D PSD distributions obtained this way are 32 presented in Fig. 9 together with the rough 1D PSD measured with the microscope. Because 33 the high quality of the BPRA sample under test, the low spatial frequency level of the 34 theoretical and experimental spectra is the same. Therefore, in order to get the MTF 35 calibration of the instrument, it is enough to directly use Eq. (1) assuming a flat inherent PSD 36 with an amplitude corresponding to the calculated rms roughness of 17.6 nm. 37 equipped with 10× objective. The roughness from the theoretical PSD is 17.6 4 nm (rms); the experimental roughness measured over the same frequency range 5 is 9.7 nm (rms) -compare with Fig. 8 . In order to suppress the variation of the 6 spectra, averaging over four measurements with shifted BPRA sample was 7 performed. A similar approach was used to calculate the theoretical PSD. 8
The described ab initio MTF calibration can be compared with the previous empirical 9 calibration of the same instrument performed a few years ago [7] . Unfortunately, a direct 10 comparison became impossible because from that time the instrument software has been 11 upgraded from the version 4 to the version 5. As it was experimentally determined, the new 12 software includes additional averaging over each two neighbor tangential pixels. The 13 averaging was, probably, included in order to fix an asymmetry of the read-out process of the 14 Micromap TM -570 detector described in Ref. [7] . As a result, with the new software the 15 effective resolution of the instrument has been reduced and the correction procedure applied 16 in Ref. with sampling with finite pixels (see, e.g., Ref.
[52]). The cosine multiplicands depict the 23 averaging over two neighbor pixels. Another primary MTF effect that should be also 24 accounted in the analytical expression for the MTF is that of the lens aperture. The MTF for a 25 diffraction-limited objective with incoherent illumination is given by [52,53] 26 [ ] The MTF-corrected and uncorrected 1D PSD distributions corresponding to the measurement 7 in Fig. 11 are presented in Fig. 12 . The MTF correction applied is the same as one described 8 above and used to get the PSD data shown Fig. 9 . The rms roughness estimated from the 9 corrected PSD with decreased frequency bandwidth is 2.2 Å that should be compared with 10 value 1.6 Å corresponding to the uncorrected measurement. The 20× objective PSD curves in Fig. 13 indicate that the BPRA patterns are matched quite 7 well to the spatial frequency range covered by this objective. The restored spectra are flat, as 8 they should be for the white noise source array. The MTF model parameters appear to give the 9 proper correction factors. The 2.5× objective spectra in Fig. 14 appear to be overcorrected by 10 the nominal MTF correction parameters. The corrected spectra appear to increase at high 11 frequencies, departing from the expected flat white noise spectrum. The reason for this 12 discrepancy is not currently understood. Note that the detector pixel cutoff frequency occurs 13 at a significantly lower spatial frequency than the BPRA feature Nyquist frequency. There is 14 much more high frequency content in these arrays beyond the lens Nyquist frequency in this 15 case than in the 20× objective measurements. Some of that higher frequency content may be 16 aliased back into the lower frequency range, resulting in the upturn at the high frequency end 17 of each corrected spectrum. Another possibility is that the NA value for the 2.5× objective is 18 too small. A larger NA value would move the lens cutoff frequency to a higher value, 19 reducing the amount of the correction in the sampled region below the detector Nyquist 20 frequency. The exact cause of this discrepancy is under investigation. 21
22
A measurement with the NewView 20x objective on a polished molybdenum surface is shown 1 in Fig. 15 . A typical profile is show in the upper frame. The surface consists of an array of 2 plateaus of various sizes rising above the base level with an average RMS roughness of about 3 5nm. The nature of this profile is very much like the random telegrapher's signal that has an 4 exponential autocovariance function.
[55] The spectrum of such a random process has a 1/f 2 5 high frequency dependence, so we can expect the PSD of this surface to follow an inverse-6 square spatial frequency dependence. This is indeed the case as shown in the lower frame of 7 Fig. 15 , where the 1D PSDs for each row in the 640x480 pixel camera field of view are 8 averaged and various MTF corrections applied. The high frequency tail of the corrected curve 9 does indeed have exactly an inverse-square power law dependence (neglecting the aliasing 10 near the Nyquist frequency Unlike most conventional test surfaces, the inherent PSD of the BPR gratings and arrays has a 10 deterministic white-noise-like character. This allows the direct determination of the 1D and 11 2D MTF, respectively, with a sensitivity uniform over the entire bandwidth of a profilometer. 12
The BPRA sequences and arrays precisely satisfy the requirement of ease of specification and 13 reproducibility of the test surface when used as a certified standard. 14 The spectral characteristics of the BPR gratings and arrays are mathematically rigorous, 15 reproducible and amenable to simulation, allowing one to deterministically construct a 16 sequence (array) with an ideal ('one-bit' wide) autocorrelation function and an absolute step 17 value optimal for a particular instrument. 18
The binary height distributions with two normalized heights, '1' and '0', are easily specified 19 for a number of production processes, including nano-and micro-lithography. For example, 20
an optimized nano-fabrication process described in [49] provides the BPRAs with almost 21 ideal rectangular shape of the elements. The BPRAs have allowed ab initio MTF calibration 22 of the interferometric microscopes under investigation in the present work. 23
The distinguishing property of the BPR array is that its PSD spectrum is a result of the 24 distribution of the elements, rather than the element shape. This determines a low sensitivity 25 of the BPRA-PSD spectrum to the shape perturbations demonstrated in [48] . In the presence 26 of fabrication imperfections, the element shape perturbations lead to only a 10-15% 27 perturbation of the inherent PSD of a BPRA. Moreover, it is possible to approximate the 28 perturbation to the inherent PSD [48] . Because the overall magnitude of the BPRG-PSD 29 spectrum is determined by the depth of the grooves, the contribution of the roughness of the 30 substrate can be easily made to be insignificant. 31
In conclusion, the MTF calibration method involving BPR test surfaces can be adapted to a 32 large variety of profiling instruments including interferometers, interferometric microscopes, 33 scanning probe and scanning electron microscopes, scatterometers, etc. For example, existing 34 methods of nano-and micro-lithography are capable of fabrication of BPR surfaces with 35 extremely small (a few nm) and relatively large (dozens and hundreds of microns) 36 fundamental periods suitable for SPMs and large field of view interferometers, respectively. 37
In the case of an SEM, a test BPR sample can be fabricated as a side-cut multilayer coating. 38
The binary character of the multilayer would be provided by use of two materials with 39 different contrast. The material and thickness of a particular layer would be determined from a 40 suitable BPR sequence as a product of the value of an elementary thickness and the number of 41 the repeated identical elements in the sequence. Certain commercial equipment, instruments, or materials are identified in this document. Such 7 identification does not imply recommendation or endorsement by the US Department of 8 Energy, LBNL, BNL, or ALS, nor does it imply that the products identified are necessarily 9 the best available for the purpose. 10 11
