synchronous transfer mode (ATM) technology holds the promise of providing various multimedia applications with quality of service (QoS) guarantees in a high-speed network. ATM is a fast switching and multiplexing technique that employs fixed-size packets called cells, and uses sophisticated traffic control algorithms to provide QoS guarantees to individual applications. Several high-speed wide area ATMbased networks are now deployed and in operation, providing an opportunity to experimentally characterize the performance and evaluate results obtained by mathematical analysis and computer simulation. This kind of experimentation will provide valuable insight into practical network management issues as well as enable the fine tuning of network controls to obtain the most efficient operation in the next generation of broadband networks. In this article, we describe an ongoing experimental study of various traffic engineering issues in a wide area ATM network.
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The major issue that we have concentrated on in the first phase of this multiphase research project is to determine accurate models of network traffic and the quantitative changes in traffic as it traverses the network. Such characterization of ATM traffic is important since it allows the development of accurate call admission and congestion control mechanisms at internal switching nodes where the characteristics of the traffic from an application may be significantly different from that generated at the source. For instance, if the peak rate requirement of a traffic stream increases as it traverses the network due to interference with other traffic, downstream switching nodes may have to reserve more bandwidth for this stream than upstream nodes. Related work on ATM traffic characterization uses stochastic process analyses, simulation, and, more recently, measurements from operational networks (primarily ATM LANs) [1] [2] [3] [4] [5] . A significant difference between our work and most other measurementbased projects is that our measurements were conducted in a wide area environment with emphasis on the ATM cell level traffic characteristics.
The traffic measurement experiments described in this article are of two types. The first kind of experiment is tailored to study a traffic stream with known characteristics, after it has traveled through multiple switches, subject to varying background traffic rates. The objective of this type of experiment is to quantify the statistical changes in the tagged traffic stream as it traverses the network. Various cell level QoS parameters of interest, such as the end-to-end cell delay, cell loss, and cell delay jitter for the tagged traffic stream, were measured and statistically analyzed in order to quantitatively characterize the effects of the network on the tagged stream. The second type of experiment involves the measurement and analysis of traffic generated by IP applications on the network and is aimed at characterizing application traffic at points deep in the network, far from the source. The statistics of the interarrival pattern of ATM cells were determined. Specifically, the mean and peak rates of the connection, along with the distributions of the burst interarrival time, gap length, and burst length were studied.
THE EXPERIMENTAL SETUP
The basic experiment consisted of utilizing a high-speed ATM hardware measurement device to gather data from the very high-speed Backbone Network Service (vBNS) ATM network. Here we mention only the salient features of the vBNS that are relevant to our experiments, for additional vBNS information see [6] and the vBNS Web page at http://www.vbns.net. The vBNS is a wide area ATM network, operating at OC-3 rates (155 Mb/s). It is funded by the United States government through the National Science Foundation (NSF), and operated by the MCI corporation. The vBNS spans the continental United States, interconnecting the five NSF funded Supercomputing Centers (SCC): Cornell Theory Center, National Center for Atmospheric Research, National Center of Supercomputer Applications, Pittsburgh Supercomputer Center, and San Diego Supercomputer Center. The vBNS also provides connectivity to four network access points (NAPs) located at New York (Sprint), Chicago (Ameritech), San Francisco (Pac Bell) and Washington, DC (MFS). A list of the vBNS nodes and network access points (NAPs) is provided in Table 1 . The vBNS was originally intended to provide a means for remote users to access the SCCs and to provide high bandwidth in support of distributed processing for a "supercomputing meta-center." The role of the vBNS was later expanded so that networking researchers can use the vBNS as a resource for scheduled network and application experiments with a stated focus on "high bandwidth meritorious applications."
A logical map of the vBNS is given in Fig. 1 . At the time the measurements reported here were conducted the vBNS consisted of 15 OC-3 links and 20 switching nodes (11 Cisco Lightstream 2020 and 9 GDC APEX switches) with MCI as the service provider. 1 Part of the vBNS shares physical links with MCI's commercial ATM network (connected by the GDC switches). In the shared backbone portion of the physical network, the vBNS is allocated a variable bit rate virtual path with a peak rate of 155 Mb/s and a sustained rate which is a fraction of the peak rate. The configuration of the vBNS during the data collection period (9/95-8/96) did not implement priority traffic classes, traffic policing, or shaping and all switch queues implement a FCFS discipline. The various network nodes listed in Table are logically interconnected by a full mesh of ATM permanent virtual channels (PVCs). Each SCC node on the vBNS is identically equipped offering network access via routed FDDI, routed HIPPI, and ATM UNI (OC-3). Figure 2 shows the equipment configuration at each SCC node. Direct native mode ATM is supported by the Lightstream switch, IP over FDDI is supported by both the Netstar Gigarouter and the Cisco 7000 router, and IP over HIPPI is provided by the Netstar. Depending on the SCC node connectivity to the wide area ATM network is provided by one or two OC-3 lines from the Lightstream.
The Hewlett-Packard Broadband Tester (BBT) utilized in collecting measurements is a modular test platform intended for high-speed protocol testing. The BBT used here was equipped with a Cell Protocol Processor (CPP) hardware module, a 155 Mb/s SONET Optical Line Interface, and software that implements the ATM Adaptation Layers and has segmentation and reassembly (SAR) capabilities. The CPP can both generate and capture cell-based traffic at rates from 0 to 155 Mb/s. The CPP can generate multiple ATM cell streams at constant and variable bit rates. The generated cells can be given any user-supplied values including the virtual path identifier (VPI), the virtual channel identifier (VCI), the cell loss priority (CLP), and the generic flow control (GFC). In addition, the BBT can insert the time of a cell's creation into the payload of the generated cell. For cell capture, the CPP is equipped with an 8 MB cell capture buffer, which can hold 131,073 ATM cells. The desired cells can be filtered by VPI, VCI, CLP, or any other value both before capture in the CPP buffer. Functional and value triggers can be set to both initiate and end cell capture-based on external events such as Unix timers or values occurring in the cell header or payload.
The BBT 155 Mb/s SONET Optical Line Interface (OLI) has cell generation and capture facilities similar to those of the CPP. The OLI can be configured to repeat SONET/SDH mapped signals from its optical input to its optical output, while copying the frame to the CPP. Thus the BBT can be placed inline between two switches and repeat/monitor traffic. This enables monitoring and capture of ATM cells from an ATM-based SONET signal traveling between switches without disturbing the operation of the network.
In the experiments described below the broadband tester was used in two ways, namely:
•As a source and sink of a traffic stream •As an inline monitor of traffic on a link Also, for all experiments, the broadband tester was attached to the psc.edu LAN, and we were able to modify parameters via the Internet and start/stop experiments remotely from our university lab.
There are many pragmatic hurdles in conducting a controlled measurementbased study, especially in a wide area network where very fine control over all network components may not be possible due to technical limitations and administrative concerns. Further, due to the high-speed s nature of the network, fast and accurate measurement equipment is required, which has technical and cost implications. The main limitations of our experimental setup were:
• The limited size of the capture buffer on the HP BBT • The inability to completely control all traffic on the vBNS • The sustained cell rate limit placed on vBNS traffic on the communication links that the vBNS shares with MCI's commercial ATM network (connected by GDC ATM switches) We were able in part to overcome these limitations as follows. As mentioned earlier, the maximum number of cells that the CPP module of the HP tester can capture at one time is 131,073 ATM cells. Thus the duration of our experiments were limited by the capture buffer size and the rate at which traffic was generated/captured from a VC. In order to determine reasonably valid statistical estimates of the traffic behavior each experiment was replicated many times (from 15-50 times).
Since the network was not entirely dedicated to our experiment, it was impossible to minutely control the background traffic on the vBNS. However, using the vBNS SNMP statistics (collected on the Lightstream switches -available on the vBNS Web page) which show the average link utilizations over roughly 10 min intervals, we attempted to schedule our experiments when background loading in the network on the portions used by us was negligible. Experimental results were discarded when the background loading checked after the experiment showed significant loading not generated by our experiments.
In order to cope with the sustained cell rate limit placed on vBNS traffic which crosses the MCI commercial ATM backbone, the aggregate bit rate of background and tagged traffic streams was kept low in experiments using the shared portion of the network. Additionally several sets of experiments were designed to have only a portion of the traffic of interest (e.g., the tagged stream) traverse the shared backbone, while other traffic streams generated traveled on those parts of the vBNS where the full OC-3c rate is available.
A minor limitation of the BBT was that while generating multiple streams of traffic simultaneously, there would be slight differences in the rate of the traffic generated. Thus, some of the traffic rates are at unconventional values.
EXPERIMENTS CONDUCTED

A
s noted above, two classes of experiments were conducted. The first set of experiments were tailored to study the impact of traversing multiple switches on the transport of a tagged traffic stream with known characteristics. For this set of experiments, the BBT was attached to its own vBNS Lightstream ATM Switch single mode OC-3 interface at the Pittsburgh Supercomputer Center (PSC) (Fig. 2) . Our experiments consisted of setting up a (permanent) virtual channel (VC) between the BBT at PSC and one of several vBNS nodes (NOR, DNG, HSJ, NCAR, or SDSC nodes) and looping the VC back to the HP BBT at PSC. For example, the virtual channel between PSC and NOR was looped back to the BBT at PSC to create a three-switch hop VC (PSC-NOR-PSC).
The BBT was used to generate a traffic stream of a specified rate (referred to as the tagged traffic stream) which was transmitted through the network over the dedicated VC and captured upon its return to the BBT. The objective of our experiment was to quantify the variations in end-to-end cell delay, cell delay jitter, and the cell interarrival times (as observed by the BBT after the cells had traversed the VC) of the tagged traffic stream. To study these effects under the conditions of various network loads, a background traffic stream was generated that contended with the tagged traffic stream at one or more switching nodes. Hence, the experiments can be viewed as a tandem series of queues (1 per hop) with the tagged traffic traveling through all queues and background traffic interfering at the various queues. The experimental parameters varied were the rate and distribution of the background traffic, the rate and distribution of the tagged traffic and the number of hops traversed. More than 70 different traffic scenarios have been studied; for the sake of brevity a subset of the results are presented.
Here we report results for the case of a constant bit rate (CBR) tagged traffic stream. This is a logical starting point for our experiments since deviation from CBR characteristics is relatively easy to measure and interpret. Further, several simulation and analytical studies investigating the performance of CBR traffic transport in ATM networks have recently appeared in the literature, and we are able to compare our results with these studies. CBR traffic can arise from many traffic sources, such as fixed rate coded voice and video, emulation of T1, T3, or other rate connections for virtual private networks, and the transport of traffic from existing circuit switched networks. CBR traffic is expected to impose end-toend delay, delay jitter, and cell loss requirements on ATM networks. The delay jitter is essentially a measure of the change in the interarrival times of the cells of a connection. The delay jitter is of particular importance as it affects the sizing of playout buffers for CBR applications and the synchronization of end points in the transport of circuit switched traffic. Note that the vBNS switches were not configured in circuit emulation mode for the transport of circuit switched CBR traffic. Thus we are observing the behavior of a periodic traffic source stream on a VC that may be more appropriate for a variable bit rate connection. Another way to interpret the results on the shared portions would be that the distortion in the CBR stream caused by the network is a best case distortion for a VBR connection. Table 2 . 2 Contending background loading generated by the BBT was at the following three levels, which, for ease of identification, have been labeled Series 1, 2, and 3, respectively, in the rest of the article: Series 1 -no background traffic; Series 2 -two CBR background streams with aggregate bit rate of 40.832 Mb/s; Series 3 -two CBR background streams with aggregate bit rate of 130.688 Mb/s. For Series 2 and 3, the background traffic generated was routed in a manner such that it contended with the tagged traffic stream at only one switching node and the background traffic did not traverse the MCI commercial ATM backbone.
In performing these experiments we computed the tagged traffic send-to-receive cell delay times, consecutive cell interarrival times, and the cell delay jitter by placing timestamps in the tagged VC cells. Specifically, each tagged VC ATM cell generated by the tester was timestamped with a departure time placed in the cell's payload. Similarly, each cell on its return to the tester after traversing the VC, was timestamped with its arrival time. If we let the departure and arrival timestamps of the k th cell at the monitoring point be denoted by t k d and t k a , respectively, then the end-to-end delay for the k th cell, d k is simply the difference between the arrival and the departure timestamps, i.e.,
The interarrival time between the k th and the (k + 1) th cell, denoted by IA k is then given by
Similarly, the inter-departure time between the k th and the (k + 1) th cell, denoted by ID k can be defined as
Note that for CBR traffic, ID k is equal to a constant, that depends on the rate of the traffic. The cell delay jitter is essentially a measure of the change in the time between consecutive cells of a connection (i.e., the change in the interarrival times). Thus the cell delay jitter DJ k induced by the network is defined by the sequence
It can be seen that DJ k measures the amount of distortion in the captured traffic's interarrival time, IA k . If no distortion of the cell's interarrival times occurred in the network, the delay jitter, DJ k should be zero. It should be noted that delay jitter as defined here can take on both positive and negative values.
Positive values correspond to cell spreading where cells k and (k + 1) are captured with IA k larger than the cell spacing when generated, whereas negative delay jitter values indicate cell clustering with the cells k and (k + 1) captured with smaller IA k than the generated cell spacing. In general, endto-end negative delay jitters can be compensated for by buffering the cells at the exit from the network. However, negative delay jitter in the interior of the network can result in the VC temporarily exceeding its declared peak rate. In contrast, large positive delay jitters will induce distortion noticeable to the end user and are difficult to compensate for. However, negative delay jitters can be used to smooth out the positive delay jitter values seen by the end user -as long as the negative delay jitter has not caused an exceeding of the channel's peak rate that has triggered policing of the channel. All of the performance metrics above can be expressed in ATM cell slots by dividing their observed values by the transmission time for an ATM cell. (2.72 µs at OC-3 rates).
In the second set of experiments, we captured applications traffic on the vBNS. The design of these experiments was more challenging due to the following reasons. Firstly, at the time of the measurements there were relatively few applications using the vBNS, and we had to coordinate closely with the vBNS technical staff to learn about any scheduled applications. Further, in spite of our best efforts, we were unable to determine what specific applications generated the traffic, other than the fact they were IP applications. Since the BBT was physically located at the PSC, we were able to capture only the traffic to/from PSC. And finally, since we had only a single measurement equipment, we were able to obtain measurements at one point only, i.e., unlike the first set of experiments, we do not have end-to-end measurements. Thus the main focus of these measurements was to statistically characterize the captured traffic. We do not claim that the characteristics of the IP applications captured by us are that of typical applications. However, the significance of these experiments lies the fact in that modeling real applications traffic is absolutely essential in designing ATM traffic control algorithms, and there are relatively few studies on real applications traffic in ATM networks.
For these experiments, the BBT was connected inline on the SONET link between NOR and PSC at the Lightstream switch at PSC. The captured traffic discussed here was generated by IP applications during the 1995 Supercomputing Conference (SC '95) held in San Diego and were the result of various demonstrations. Because the cells carried by the monitored VC did not originate with the BBT, only the cell's arrival timestamp (t k a , k ≥ 1) is available. From inspection of the captured timestamps, we determined that the monitored VC carried variable-bit rate (VBR) traffic.
Following Jain and Routhier [7] , we characterize the applications traffic as a sequence of bursts of consecutive cells separated by gaps of idle time between the bursts. Specifically, we define a group of back-to-back cells at the peak rate of the VC under study as a burst and the time elapsed between the initiation of bursts is termed the gap. Figure 3 illustrates the VBR traffic characterization definitions for burst l and l + 1. For the applications monitored, statistics on the peak rate, mean rate, burst length, gap length, and the burst interarrival times were determined in ATM cell time units using data gathered over several measurement periods of the same application.
EXPERIMENTAL RESULTS
I
n this section, the results from our various experiments are presented. Only representative and significant results are presented for the sake of brevity.
In the first set of experiments, the parameters of interest are the end-to-end delay, delay jitter, and the changes in the cell interarrival statistics of a CBR tagged stream, as a function of the number of hops traversed as well as the background loading conditions (Series 1-3) . For each case, the s Table 2 . Number of switch hops. Table 2 than can be inferred from Fig. 1 
PSC-NOR-PSC 3 PSC-PYM-PSC 4 PSC-DNG-PSC 9 PSC-HSJ-PSC 15 PSC-NCAR-PSC 17 PSC-SDSC-PSC 21
VC Path # Switch Hops
The number of hops for all paths other than the PSC-NOR-PSC VC is larger in
. This is due to the manner in which the vBNS virtual path is routed over the GDC switches of the commercial network.
histograms of the end-to-end delay, delay jitter, and interarrival parameters in units of cell transmission units were computed. Figures 4 and 5 indications of performance observed. Still, the values of the range variables are indicative of the actual performance that will be seen by applications on a live network. By examining histograms similar to Figs. 4 and 5 for a variety of cases, several interesting trends can be determined and theoretical assumptions evaluated. For example, the distribution of the end-to-end delay and delay jitter are of interest. We attempted to fit both continuous (Normal, Exponential, Gamma, and Weibull) and discrete (Binomial and Poisson) distributions to the end-to-end delay and the delay jitter data. For each data set, the approximate shape of the distribution and the coefficient of variation (or index of dispersion for discrete distributions) were used to select appropriate standard distributions to test against. Standard statistical procedures for fitting a probability distribution to data were followed for each data set and each candidate distribution function. Specifically, the following procedure was followed. The estimated parameters for each distribution was calculated using maximum likelihood estimators (MLEs). Then the probability plot (P-P plot) and quantile plot (Q-Q plot) were used to assess the fit of the distribution. Finally, a chi-square test was conducted for a statistical goodness of fit test. For each distribution, a suitable number of histogram bin sizes were tried so as to obtain the best fit. Although the observed values of the parameters of interest were not discrete, there was considerable clustering around integer values. By grouping the measured values of the parameters into the closest integers, a discrete distribution was obtained. In doing so, the mean value of the parameters do not change. Attempts at fitting several standard discrete distributions to the discrete histograms were then made, using a similar procedure as for the continuous distributions. At this time, none of the measured data (as determined by the ChSquare tests) fits any of the standard continuous or discrete distributions tried. In contrast to our results, the ATM Forum has proposed a uniform distribution for the cell delay variation (CDV) which seems conservative compared to the data observed in our experiments. Also, in [5] it was shown that the 1-point CDV and the end-to-end delay distribution could be fitted accurately to a Gamma distribution over a wide range of network parameters. As noted above, the Gamma distribution did not fit our observed data.
Another quantity of interest is the queuing delay incurred which can be determined from the end-to-end delay by subtracting the known propagation delay, BBT delay and the switch latencies. In [5] , using simulation, it was shown that the end-to-end cell queuing delay never exceeded the range [0, 60] cells or [0, 164.1 µs] at even very heavy loads. This article concluded that the 1 ms limit on the range of the cell delay variation placed by the ATM Forum and ITU-T seemed to be rather high. However, from our measurements, we observe the same parameter of the order of 500 µs in a relatively lightly loaded network, suggesting that the 1 ms limit may be realistic. Additional observations can be made concerning the statistical changes in the mean cell delay and the cell delay variation as the number of switch hops changes. It was found that the mean queuing delay was basically a linear function of the number of hops for the Series 1 case. A simple linear regression model fit the measured data and the rate of the CBR source had no effect on the mean delay.
The normalized autocorrelation function of the end-to-end delay of cells i and i + k, i.e., at a lag of k, is useful in determining the dependency between cells at lag k. If 
The value of ρ(k) is between -1 and +1. ρ(k) = 0, for k > 0 implies that the end-to-end delay is uncorrelated.
Figures 6 and 7 contain end-to-end delay autocorrelation plots for the 4125 kb/s tagged stream under different number of hops. Figure 6 contains the autocorrelation plot for a single call for Series 1 and the 3-hop path. Figure 7 contains the correlation plots for the 21 hop path, again for the Series 1 case. Obviously, the correlation plots vary significantly with the number of hops. In general it was observed that the delay becomes more positively correlated as the path length increases, which is contradictory to the observations made in the simulation study in [5] .
Even though the tagged traffic as generated by the BBT is CBR, variable network delays cause changes in the interarrival times of the cells on their return to the BBT. When cells arrive faster than the nominal arrival rate, the VC experiences an increase in the peak rate used by the channel. In a few infrequent cases, queuing delays encountered cause cells to arrive at the tester with almost a 100 percent increase in peak rate. However, the typical increases in the peak rate were below 10 percent and one metric of the peak rate increase is the fraction of traffic that experienced a given peak rate increase. Figure 8 shows the fraction of traffic that experienced a specific peak rate increase versus the percentage increase, for various path lengths, with no background traffic, keeping the tagged CBR rate at 4125 kb/s. Notice that as the path length increases, the fraction of traffic suffering a large increase in peak rate, also increases. Figure 9 contains the fraction of traffic versus the percentage increase in peak rate for various bit rates, with no background traffic, and a fixed number of hops of 17. It can be seen that the peak rate increase is less than 4 percent for bit rates less than 4125 kb/s. Over this path, the peak rate increase is normally less than 10 percent. Observe that as the CBR rate increases the percentage increase in the peak rate increases as well. As shown in Figs. 8 and 9 the increase in percentage peak rate is typically less than 10 percent, but a significant fraction (more than 10 percent in many cases) of the traffic can experience a peak rate increase on the order of 5 percent. Note that the percentage peak increase could have been inferred from the delay jitter histograms as well. Peak rate increases are important to study since it has bandwidth allocation implications. For instance, if the peak rate increases with the number of hops (as in the cases discussed above), more bandwidth needs to be allocated to the downstream switching nodes to maintain the quality of service. Alternately, peak rate policing schemes could be employed at switches to ensure that the peak rate remains constant.
To characterize the changes in the CBR traffic characteristics as a function of the rate of the CBR stream and the number of hops traversed by the tagged CBR stream, the coefficient of variation (COV) for its interarrival time after traversing a specific number of hops is examined. A pure CBR stream has a COV value of 0. Thus the farther the COV value from 0, the bigger is the distortion from its CBR characteristics. Figure 10 shows the COV increases for the tagged VC stream versus the number of hops traversed for different CBR rates. Observe that the COV increases with an increase in the number of hops, as well as the rate of the tagged stream. This was also observed in the study done in [3] . The standard deviation of the end-to-end cell delay over an N-hop path has been approximated by the cell delay variation across a single switch times the square root of the number of switching nodes (√ -N) in the path. This is the basis for a law called the square root rule, developed by the ATM Forum B-ICI specification [8] . This approximation assumes that the delay introduced by a single switch is normally distributed, and does not make any assumptions about the switch loading or the distribution of the traffic stream of interest. The standard deviation (σ) of the end-to-end delay versus the square root of the number of switch hops for the 4125 Kbs traffic is plotted in Fig. 11 . The σ per switch is estimated from the 3-hop path data. The solid line in this figure is a regression model for the square root rule; the dashed lines above and below the regression line represent the regression model's 90 percent confidence interval. The standard deviation as predicted by the square root rule is also shown. This figure shows that the rule seems to hold at lower number of hops. However, the 90 confidence intervals of the measured end-to-end delay standard deviations do not include the value suggested by the square-root rule for larger number of hops. For all cases measured, the square-root rule overestimated the standard deviation at larger number of hops.
The effect of the background traffic rate on the end-to-end delay jitter parameter is illustrated in Figs. 12 and 13 , which contain the histograms of the delay jitter for Series 1 and 3, respectively. As expected, the standard deviation of the delay jitter increases with the background load. The histogram plot of Fig. 13 shows that the distribution spreads out over a wider range with the increase in the background load. The effect of background interfering traffic on the percentage peak rate increase is identical, with an increase in contending background traffic resulting in an increase in the percentage peak rate.
For the second type of experiments, application traffic on the vBNS was captured. In this article one set of application traffic is presented. Only the interarrival statistics can be computed, owing to the availability of only a single point of measurement. The histograms of the burst interarrival times and the burst length for this application are presented in Figs. 14 and 15, respectively. The peak rate of the application traffic was found to be the OC-3 line rate of 155.51 Mb/s, with an average burst size of 5.729 cells, and an average rate of 1.889 Mb/s. The burst interarrival and the interburst gap times had relatively large standard deviations. The maximum burst length observed was relatively small (23 cells), but this can be attributed to the relatively high peak rate assigned to the connection. The burstiness of the traffic measured by the ratio of the peak rate to the average rate is 82.32, indicating that the traffic is very bursty. For the burst gap, and the burst interarrival time, we attempted to fit the exponential distribution to the data following standard statistical procedures as discussed above. However, none of the distributions tested for any of the data sets passed a Chi-square goodness of fit test. We also checked for self-similarity, but found that the Hurst parameter was small, indicating the data is not self similar.
SUMMARY AND CONCLUSIONS
I
n this article, we have presented results from an ongoing traffic measurement and modeling research project on the vBNS ATM network. One of the primary goals of this project is the empirical verification and validation of the theories developed in previous research. The main emphasis of the experiments reported here was to examine performance trends of CBR traffic with increases in the number of hops traversed and background traffic. It was found that standard probability distributions did not fit measures such as cell delay, delay jitter, and cell interarrival time. From our analysis, the square root rule is fairly accurate in estimating the cell delay variation suffered by a traffic stream traversing several switch hops. Further, the peak rate of a connection consistently increases with the number of hops traversed. The higher the rate of the CBR stream, the larger is the percentage increase. These experiments with CBR traffic provide a benchmark to understand the phenomena that effects cell level traffic characteristics in operational ATM networks. We also presented measurement results of ATM cell level behavior of IP application traffic. These results illustrate the difficulty in determining a simple model for IP traffic at the ATM cell level for use in ATM performance studies. One possible model would be to draw samples from empirically determined histograms similar to the ones provided in the article. 
