Introduction
Robust control theory now gives the engineer a set of analysis tools for linear models which include two types of uncertainty: additive noise and block structured, norm bounded perturbations entering the model in a linear factional manner. Once a system is modeled, and the engineer is confident of the applicability of the model, the theory gives techniques for designing systems which are theoreticaUy robust with respect to the these uncertainties. No theory makes statements about the performance or the stability of the actual physical system. Therein lies the problem for the engineer. Before the robust control methods can be applied the uncertainty must, in some ens, be identified. Current identification methods are well developed in the case where all of the residuals, or uncertainty, are attributed to additive noise. For models with both additive noise and norm bounded perturbations no such identification methods exist.
Once a model has been determined, perhaps by ad hoc methods, there must be some method of evaluating its applicability to the actual physical system. The engineer must be confident that the model will describe all input output behaviors of the system. This condition can never be guaranteed but it is possible to test a necesary condition: that the model be able to describe all observed input output behaviors of the system-This is simply the model invalidation question to be discussed here.
In this paper, the model invalidation question is translated into an optimization problem: find the minimum norm noise input meet- Figure 1 . In identification experiments certain inputs to the system are known. These are denoted by u and partitioned from the other unknown inputs: w. In a physical system u might be actuator inputs and w might represent noise and disturbances. w is asumed to belong to a norm bounded set: llwll 1. Measured outputs are represented by e and are also assumed to be known.
The A is also norm bounded but can in general be block diagonal. 
This condition is reminiscent of that for the upper bound to u:
Equation2. This is fomalized in the fdlwing theorem.
Theorem 9 There exist D C D such that u (,,(DP ID-PD) < A detailed examination of the dual function on the boundary is postponed until Section 6. The result of interest here is that it is always possible to solve the single uncertainty block case (Section 6.4).
This allows the calculation of an lower bound on the minimu m IwII required to account for the observed datum.
If the structure of the uncertainty is ignored a simpler problem can be posed. This is equivalent to simply setting f 1. Denote the solution to this as At and wt. * The subspace produces a zero output at e and is orthogonal to the contribution of the input u. The last item can be loosely interpreted as saying that neither the input u nor the output e provides any information on a subspace of vectors achieving the uncertainty block constraints exactly. It is interesting to note that this is always the case when u = 0. If the p analysis problem is formulated in this framework, as it is in Section 6.5, this will always be the case.
Finding a Kuhn Tucker Saddlepoint on 9A
The previous section demonstrated that on the boundary there exists a subspace which does not affect the output e and is unaffected by the input u. This gives a degree of freedom which can sometimes be exploited to solve the problem on the boundary. This is investigated in this section. Lenmma 20 For scalar e = 1, u = 0, and a model P such that
