We quantize the particle dynamics in AdS N +1 ×S M spacetime in static gauge, which leads to the coordinate representation with wave functions depending only on spatial coordinates. The energy square operator is quadratic in canonical momenta and contains a scalar curvature term. We analyze the self-adjointness of this operator and calculate its spectrum. We then construct unitary representations of the isometry group SO(2, N)×SO(M + 1) and calculate the quantum relation between the Casimir numbers.
Introduction
In this paper we quantize the AdS×S particle dynamics in static gauge. We use the quantization scheme of [1] based on a covariant construction of the energy square operator in the coordinate representation, where the wave functions depend only on spatial coordinates. Let us first outline the scheme, which we present here in a slightly modified form.
Particle dynamics in a spacetime with coordinates x µ , µ = (0, 1, ..., N ) and a metric tensor g µν (x) can be described by the following action in the first order formalism
Here M is the particle mass, λ is a Lagrange multiplier and its variation provides the massshell condition
Using the Faddeev-Jackiw reduction [2] in the gauge
from (1) we get an ordinary Hamiltonian system
where p 2 0 , as a function of the spatial coordinates and momenta (x n , p n ) (n = 1, ..., N ), is obtained from the constraint (2) and the gauge fixing condition (3) .
Notice that here we have modified the form of the standard static gauge x 0 = τ used in [1] . However, this modification does not change the quantization scheme and it appears more convenient for a Hamiltonian treatment of (4) in a static spacetime, as well as for the generalization to string theory [3] .
A static spacetime metric tensor can be represented in the form
where g 00 and g mn are functions only of the spatial coordinates x n . In this case the particle energy E(p, x) = −p 0 > 0 is conserved and from (2) follows that
with Λ(x) := −g 00 (x) > 0. Thus, the Hamiltonian in (4) corresponds to a motion of a particle in the potential field
2 Λ(x) and in a curved background with metric tensor
1 We neglect the total derivative term
It is natural to quantize this system in the coordinate representation, where the wave functions ψ(x) form a Hilbert space with covariant scalar product
On the basis of DeWitt's construction for quadratic in momenta operators [4] , it was argued in [1] that the energy square operator is given by
Here ∆ h is the covariant Laplace-Beltrami operator for the metric tensor h mn and R h (x) denotes the corresponding scalar curvature. The solution of the eigenvalue problem for (9) then provides the energy operator in diagonal form.
The coefficient in front of the scalar curvature term has been a subject of discussions during decades (see [5] and references therein). Therefore it is useful to comment on the value of this coefficient,
, chosen in (9). For the particle dynamics in AdS N +1 this coefficient was calculated in [1] from the commutation relations of the symmetry generators. In this case R h (x) corresponds to the curvature of a semi-sphere and, therefore, it is constant. The obtained constant shift in the energy square operator provides its spectrum in the form (E 0 +n) 2 , with fixed E 0 and a non-negative integer n, that leads to the correct energy spectrum for the AdS particle.
For a generic N + 1 dimensional static spacetime the same value of the coefficient
follows from the equivalence between the static gauge quantization and the covariant quantization based on the Klein-Gordon type equation. The covariant quantization is a more conventional approach to the AdS×S particle dynamics [6] . The general case with arbitrary dimensions and radii in this approach was analyzed in [7] from the perspective of scalar field propagators. A fixed gauge approach to the AdS 5 × S 5 particle dynamics was considered in [8] in the context of string theory. Our aim here is to apply the static gauge quantization scheme to AdS N +1 ×S M particle. AdS N +1 will be realized as a hyperbola
, with I = (1, ..., M + 1). In the next section we deal with the classical case, preparing the system for quantization.
Geometry on AdS
M has N = N + M spatial coordinates and we associate the first N coordinates with the AdS part and the rest M coordinates with S M . The time coordinate x 0 is given by the polar angle θ in the (X 0 ′ , X 0 ) plane. We parameterize the embedding coordinates of R 2,N as follows
where the coordinates x a are given on the N-dimensional unit disk.
The choice of coordinates φ α on S M is not important for our calculations, since the quantization of the spherical part is trivial. We use the Greek letters (α, β) for tensorial indices on S M and they run from N + 1 to N + M. The induced metric tensor on AdS N +1 ×S M has the structure (5) with
where g ab corresponds to the spatial part of AdS N +1
and g αβ is the metric tensor on S M . Note that the scalar curvature for g mn is given by
It is worth mentioning that the metric tensor (12) corresponds to the Euclidean AdS space (Lobachevski plane) and after the rescaling (7) with the Weyl factor
it becomes the metric tensor on the unit semi-sphere (see Fig. 1 ) with
The total background metric tensor h mn defined by (7) has a similar to (11) block structure and from (15) we find the integration measure in (8) to be
where κ = R/R S and µ S is the SO(M + 1) invariant measure on the unit sphere. The Laplace-Beltrami operator for the metric tensor h mn then reads
where
is the inverse to h ab and ∆ S is the Laplace-Beltrami operator on the unit sphere.
To calculate R h , one can use the transformation rule (A.1) of scalar curvatures under Weyl rescalings. With the help of (13) it leads to
Now we consider the dynamical integrals related to the SO(2, N) × SO(M + 1) isometry transformations
Here p a and π α are the canonically conjugated variables to x a and φ α , respectively, p 0 is the negative square root of
and the coefficients of the momentum variables are the components of the Killing vector fields (see (A.3) in Appendix)
Since we use dimensionless coordinates, the momentum variables p a , π α and the energy are also dimensionless.
2 The minimal energy corresponds to the vanishing momenta and the maximal value of ρ (i.e. ρ = 1), that yields E
The vector field components for the boost generators in (22) depend on the time coordinate θ and to use them in (20), one has to make the replacement θ → Eτ corresponding to the gauge fixing (3). This calculation for the boost generators at τ = 0 yields
From the canonical Poisson brackets {p a , x b } = δ ab follows that the energy square (21) and the boosts (24) satisfy the Poisson bracket relations
where J ab have the standard form of the rotation generators
and they correspond to the dynamical integrals (20) for the SO(N) rotations in AdS N +1 . Equations (25) and (26) are then equivalent to a part of the commutation relations of the symmetry group Lie algebra. The rest part of the algebra is trivially fulfilled, since the rotation generators both in AdS N +1 and S M commute with the energy square (21). Thus, the Poisson bracket algebra of the dynamical integrals (20) is not deformed by the Hamiltonian reduction, which is a consequence of their gauge invariance for the initial system (1) .
Concluding this section we comment on the Casimir numbers of the isometry groups. From (22) and (23) follows (see (A.4) in Appendix) that 1 2
and due to the mass-shell condition (2) we find 1 2
Notice that this constant coincides with E 2 min .
2 In fact, E 2 corresponds to the energy square in units of 1/R 2 .
Quantization
In this section we first investigate the eigenvalue problem for the energy square operator. Then we construct the isometry group generators and check the algebra of their commutators. Finally, we derive the quantum version of the relation between the Casimir numbers (29). The energy square operator is defined by (9) and in our case its eigenfunctions can be written in the following factorized form The operator E 2 on the AdS part then is given by
with constant parameters
and
corresponds to the scalar curvature term 3 obtained by (13) and
is the angular momentum contribution from rotations on S M . The operator (31) has the same structure as in the AdS space, but with deformed parameters, which depend on the spherical part as well. Note that the pure AdS case corresponds to M = 0 = L.
Introducing the radial variable on the unit disk r 2 := x a x a = 1 − ρ 2 , we find x a ∂ a = r ∂ r and the second order derivative operator in (31) takes the form
which is obviously invariant under the SO(N) rotations in AdS N +1 . Taking into account this symmetry in the operator (31), one can further factorize the eigenfunctions (30)
Here Y l 1 ,··· l (ϕ) are again the spherical harmonics, but now on the unit sphere S N −1 (N > 1), 4 which can be treated as the boundary of the unit disk. Using the parametrization of the radial variable r = cos σ, with σ ∈ (0, π/2], and the rescaling of the radial wave function
we find that f (σ) satisfies the Schrödinger equation with the Pöschl-Teller potential [9]
The integration measure for the scalar product of wave functions f (σ) is just dσ and the Schrödinger operator in (38), therefore, is Hermitian.
Notice that B ≥ 3/4, except for the two cases
To have the Schrödinger operator in (38) bounded from below (see [10] ), we assume A ≥ −1/4. This condition bounds the parameter M 2 R 2 . We are looking for normalizable solutions of (38) . To analyze them, it is convenient to introduce the parameters
which are the large roots of the equations µ(µ − 1) = A and ν(ν − 1) = B, respectively. The behavior of a solution of (38) at the boundaries is given by
The normalizability of f (σ) then requires that c 2 = 0 if µ ≥ 3/2, and d 2 = 0 if ν ≥ 3/2. The case B ≥ 3/4 is equivalent to ν ≥ 3/2 and the corresponding solution of (38) for d 1 = 1 and d 2 = 0 is given by
with the following parameters of the hypergeometric function
Since the wave function (37) has to be regular at σ = π/2, the solution (43) describes the two exceptional cases (40) as well. To analyze the behavior of this solution at the boundary σ = 0, let us consider the following two solutions of (38)
where f 1 (σ) corresponds to c 1 = 1, c 2 = 0 in (42) and f 2 (σ) to c 1 = 0, c 2 = 1.
The properties of hypergeometric functions then provide
If µ ≥ 3/2, the normalizability condition c 2 = 0 requires a = −n with integer n, and this condition leads to the energy spectrum
The dependence on L (and on the mass parameter and the radii) is contained in the parameter A (see (39) and (34)). Let us now take
, which corresponds to − . In this case the solution (43) is normalizable for any (even complex) values of E 2 , which means that the Schrödinger operator in (38) is not essentially self-adjoint. However the analysis of the deficiency indices [10] shows that this operator has self-adjoint extensions. There are two different acceptable self-adjoint extensions with wave function f 1 (σ) and f 2 (σ), which are specified by the following boundary behavior at σ → 0
The energy spectrum in the first case is obviously given again by (48) and in the second case one finds c − b = −n, which is equivalent to
For N = 1 we use the parametrization x 1 = − cos σ, with σ ∈ (0, π), and the same rescaling as in (37). This leads again to the Schrödinger equation (38) with vanishing B
−∂
If A ≥ 3/4, the Schrödinger operator in (51) is essentially self-adjoint with spectrum
where n is non-negative integer and µ is given by (41). If −1/4 ≤ A < 3/4 the Schrödinger operator in (51) is not self-adjoint and one can consider two different self-adjoint extensions similarly to the higher dimensional cases.
An interesting case here is A = 0 (i.e. µ = 1), which corresponds to a free particle in a box. The operator −∂ 2 σσ is then characterized by two different self-adjoint extensions. The corresponding eigenstates are give by the trigonometric functions
where f 1, n and f 2, n satisfy Dirichlet and Neumann boundary conditions, respectively. Now we discuss the isometry group generators. The quantization of the rotation generators both on S M and AdS N +1 is trivial. Up to the factor (−i), these operators are given by the corresponding vector fields obtained from (22)-(23). Therefore, it suffices to discuss the construction of the boost generators only.
We introduce the boost operators, which correspond to the functions (24), similarly to the AdS case [1] 
with
The calculation of the commutation relations of the operators x a and V a with the energy square operator (31) is straightforward (see (A.7) in Appendix) and we obtain the quantum version of the Poisson bracket relations (25)
Note that the value (32) for the constant C 1 is important to verify the second relation in (56). This confirms the value of the coefficient of the scalar curvature term in (9) .
From the commutation relations (56) follow the commutators
where Z a = J a0 ′ − iJ a0 and Z * a = J a0 ′ + iJ a0 are the lowering and raising operators in the so(2, N) algebra. Then it remains to calculate the commutators between the boosts only.
In particular, by (54) one gets
To simplify the right hand side here, we apply the same trick as in [1] . Using the commutation relation [E, J a0 ′ ] = iJ a0 , which follows from (57), one finds the operator equality
The operator in the parentheses of (58), therefore, corresponds to the generator of SO(N) rotations (27) given by
The other commutators between the boost operators are computed in a similar way and they realize the algebra (26) on the quantum level.
The lowering and raising operators Z a and Z * a provide an alternative way for calculation of the energy spectrum. One can start with the ground state ψ 0 of the operator (31). This state is a SO(N) scalar and it is annihilated by the lowering operators
The ground state wave function ψ 0 (ρ) then satisfies the equations
where E 0 denotes the energy of the ground state. Using (A.6), we find the solution
up to a normalization constant c 0 . The normalizability condition with integration measure (16) restricts the minimal energy by the unitarity bound in the AdS space [11] 
The wave function (63) should also be an eigenfunction of the energy square operator (31) with eigenvalue E 2 0 . This condition relates E 0 to other parameters of the theory in the form
where A is given by (39). If 1/4 ≤ A < 3/4 one gets two solutions of (65) as above. However, since A is unbounded for increasing L, one has to take only the large root E + 0 of (65). The action of the raising operators on the ground state shifts the energy levels by one and we obtain the same spectrum as above and the following representation of the isometry group
where D E 
Finally, we consider the quantum version of the relation (29) between the Casimir numbers. In the calculation of the Casimir number operator of the SO(2, N) group one can use the identity (59) for the term −J a0 ′ J a0 ′ and the factors √ E in the term −(J a0 ′ J a0 ′ + J a0 J a0 ) can be removed by the same trick as in (58). The computation of the remaining part is straightforward, and taking into account that 1 2 L IJ L IJ = −∆ S , we find
Notice that the quantum correction here vanishes for κ = 1 (i.e. R = R s ) and N + 1 = M. The unit disk here is tangent to the Lobachevski plane at the pole. The coordinates on the disk used in the parametrization (10) correspond to the stereographic projection onto the disk made from the origin of the 3d space. The unit half-sphere is also tangent to the disk at the pole. The same coordinates parameterize the unit half-sphere by the vertical projection.
