In this article, we study a branching random walk evolving in a (macroscopic) time-inhomogeneous environment. We compute the asymptotic of the maximal displacement up to a o(n 1/3 ). The first order is obtained as the solution of an optimization problem, while the second term is of order n 1/3 , and comes from random walks estimates. This result partially answers a conjecture of Fang and Zeitouni. Moreover, we compute the asymptotic of the so-called "consistent maximal displacement".
Introduction
A branching random walk on R is a process which evolves as follows: it starts with one particle located at the origin at time 0. At each time k, every particle currently in the process dies, each one leaving a certain number of children, which are positioned around their parent according to independent versions of a point process, whose law may depend on the time. If the law of the point process governing the reproduction does not depend on the time, the process is called the (time-homogeneous) branching random walk.
Let us introduce some notation. We denote by T the genealogical tree of the process, and for a given particle x ∈ T in the process, |x| is the generation at which x is alive, and V (x) is its position. The branching random walk is referred to as (V (x), x ∈ T). We are interested in the maximal displacement at time n, i.e. the random variable
In the case of time-homogeneous branching random walk, the asymptotic of the maximal displacement is well-understood. Biggins [6] proved the existence an explicit constant v such that Mn n −→ n→+∞ v. Hu and Shi [14] proved that in regular cases, there exits θ > 0, depending on the law of the point process such that lim n→+∞ M n − nv log n = −3 2θ in probability.
Addario-Berry and Reed [2] independently obtained that M n − m n is tight, where m n = vn − 3 2θ log n. Finally, Aidékon [3] proved the convergence in law of M n − m n to a random shift of a Gumble distribution.
In this article, we study a branching random walk in which the law of the point process used by particles to reproduce evolves at macroscopic scale. Let (L t ) t∈ [0, 1] be a family of random point processes and n ∈ N. We consider the branching random walk (V (n) (x), x ∈ T (n) ) in which particles alive at time k reproduce using independent copies of L (k+1)/n , and particles alive at time n die without giving birth to any child. The quantity we estimate here is
This question has been recently studied by Fang and Zeitouni [10] in a special case: a Gaussian binary branching random walk. The process is a branching random walk with n steps of time, in which every particles has two children. The child displacement is an independent Gaussian random with variance σ 2 1 (respectively σ 2 2 ) if the child is alive before time n 2 (respectively between time n/2 and n). For this process, the asymptotic of M n strongly depends on the sign of σ 1 − σ 2 , but this asymptotic remain a first linear order, plus a logarithmic correction and fluctuations of order 1, as in the time-homogeneous case. The coefficient of the logarithmic correction exhibit a phase transition at σ 1 = σ 2 .
The study of the maximal displacement in a time-inhomogeneous branching Brownian motion, the continuous time counterpart of the branching random walk, with smoothly varying environment has been started in [11] . In this process particles have 2 children at rate 1, and move using independent Brownian motions with variance σ 2 t/n at time t ≤ n. In [11] , Fang and Zeitouni conjectured that for such processes, under good restrictions, one has M n = nv + g(n) + O P (1) for some function g such that −∞ < lim inf n→+∞ g(n) n 1/3 ≤ lim sup n→+∞ g(n) n 1/3 ≤ 0.
They proved this result for smoothly decreasing variance.
Using PDE techniques, Nolen, Roquejoffre and Ryzhik established a more precise result in [21] . They proved, again in the case of decreasing variances that
for l * an explicit constant. Maillard and Zeitouni [19] obtained, independently from our result, a more precise result for g, g(n) = l * n 1/3 − σ 1 log n.
Our main result is somehow similar to the one of Nolen, Roquejoffre and Ryzhik, but for more general mechanisms of reproduction. In particular, we allow more general displacement than Gaussian random variables, and the law of the number of children of a particle may depend on the time. In the rest of the article, the dependence in n is implicit if clear in the context, and we write (V (x), x ∈ T) for the time-inhomogeneous branching random walk of length n. We denote by C a positive constant, which may change from line to line and only depends on the law of (L t , t ∈ [0, 1]). For any x ∈ R, we write x + = max(x, 0) the positive part of x, and x − = − min(x, 0) its negative part.
We only consider branching random walks that never dies out, and that are supercritical, more precisely, we suppose that 1) and that there exists ǫ > 0, ρ > 0 and x ∈ R such that sup t∈ [0, 1] P(L t = ∅) = 0 and ∃ǫ > 0, inf
For x ∈ T, we write
• x k the ancestor of x alive at generation k,
• L (x) = (V (y) − V (x), y child of x) the point process used by the children of x,
• for x ′ ∈ T, x ∧ x ′ is the most recent common ancestor of x and x ′ .
The law of the branching random walk can be characterized in the following way: {L (x) , |x| ≤ n − 1} is a set of independent random variables such that L its Cramér transform. We observe that κ t and κ and, unless other regularity conditions are explicitly stated, we also assume that
We denote by D = D([0, 1]) the set of right-continuous functions with left limits (which we sometimes call càdlàg functions) on [0, 1], endowed with the Skorokhod topology. For any β ∈ D, we denote by E t (β) = t 0 κ * s (a s )ds the energy of the path β. Standard computations for branching random walks (see, e.g. [7] ) give us that, as n → +∞
We thus would expect approximatively e −nEt(β) particles which stay at any time "near the path β j/n " until time t. However, if at some time t ∈ [0, 1], E t (β) > 0 the path cannot be followed, since with high probability there is no particle which stay close to the path until time t. As a consequence, we define the following optimization problem
where the supremum is taken over D. The solution v to (S) is expected to be the largest value a path effectively followed by particles in the branching random walk can end up with. This problem can be related to the one solved for the GREM in Bovier and Kourkova [8] .
In Section 2, we prove existence, uniqueness and regularity of the path α which is maximizing the optimization problem S. Moreover, we prove that
We suppose that the measure with (non-decreasing) repartition function admits a densityθ with respect to the Lebesgue measure. We make the following assumptions
For the sake of simplicity in the proofs, we add a second order integrability condition
(1.8)
The main result of this article is the following. The presence of the first zero of the Airy function of first kind is closely related to the result of Takács [22] , a computation of the Laplace transform of the area under a Brownian excursion. In particular, for an excursion of length t, the result is of order e a 1 2 −1/3 t+o(t) . Airy functions are introduced in (3.1) and (3.2) . For more about these functions, see, for example [1] .
These arguments can be extended to obtain an asymptotic for a few other quantities such as the consistent maximal displacement of the branching random walk, which we define now. For any given x ∈ T, we denote by
the maximal delay some ancestor of the particle x can have with respect to the optimal path. The consistent maximal displacement of the branching random walk is defined as follows:
This quantity corresponds to the smallest distance with respect to the optimal path at which it is possible to put a barrier below which particles get deleted, such that the system still survives with positive probability. We obtain the following asymptotic for the consistent maximal displacement. 
where
After the study of (S) in Section 2, we introduce in Section 3 the manyto-one lemma, and use it to compute the probability for a particle to follow a particular path. In Section 4, we use these results to obtain a general result about the maximal displacement among particles in a particular path. We apply this result to obtain the proofs of Theorems 1.1 and Theorem 1.2 in Section 5.
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Identification of the optimal path
In this section, we study the optimization problem (S). We begin with the proof of the uniqueness of the solution.
Lemma 2.1. We suppose (1.1), and that (κ * t (a), t ∈ [0, 1], a ∈ R) is jointly càdlàg with respect to t, and continuous with respect to a. In other words, for any sequence (t n , a n , n ≥ 0) converging to (t, a), if (t n ) is decreasing, then
and if t n is increasing the limit still exists, and is written κ * t− (a).
There is at most one solution to (S).
Uniqueness comes from the strict convexity of the Cramér transforms.
Proof. We suppose there exist two different solutions β and β ′ to (S). As β = β ′ , there exist t ∈ (0, 1) and ǫ, δ > 0 such that for all s ∈ [t, t + ǫ), β s ≥ β ′ s + δ, up to a relabelling of β and β ′ . We write γ = β+β ′ 2 . By strict convexity of the κ * t functions, we obtain that for all s ∈ [t + ǫ/2, 1], To obtain the existence of a solution of (S), we use a version of existence of Lagrange multipliers in Banach spaces, proved in [18] . For E, F two Banach spaces and J : E → F , J is said to be differentiable at point u ∈ E if there exists a linear continuous mapping from E to F , noted D u J, verifying 
and J and g are both differentiable at point u, there exists λ ∈ F * such that
A straightforward application of this theorem to (S) enables us to prove the following result. Lemma 2.3. We suppose (1.1), and that κ * is jointly càdlàg in time and C 1 in space, and α is the solution of (S). For t ∈ [0, 1], we write
The function (θ t ) is a càdlàg increasing function which is constant on {t ∈ [0, 1] : E t (α) < 0}, and E 1 (α) = 0. 
Observe that (2.1) implies that ds µ(ds) = θ s . As a consequence, (2.2) can be rewritten as
, we define the function
We observe that k ∈ K and that
So f is concave, and its right derivative 1 θ is decreasing. Finally, (2.3) can be rewritten as
by use of the Stieltjes integration. Using the fact that, for t ∈ [0, 1], E t (α) ≤ 0 we conclude that E 1 (α) = 0 and that
Consequently, θ is increasing on {t ∈ [0, 1] : E t (α) = 0} and remains constant on the complementary set. Lemma 2.3 can be used to narrow down to a compact set the set of possible maxima for (S), which enables to prove the existence of the maximum. Proof. For t ∈ [0, 1], we denote by a t the solution of the equation κ * t (x) = 0, and θ t = ∂ a κ * t (a t ). These two functions are càdlàg, using the implicit function theorem. Let α be a càdlàg function on [0, 1], we suppose α is a solution to (S). We write θ t = ∂ a κ * t (α t ). We know that for all t ≥ 0, E t (α) ≤ 0. Let t ∈ (0, 1) be such that E t (α) = 0. In this case, the function s → E s (α) is at a local maximum, so we have
Using the fact that, for all s ∈ [0, 1], κ * s and ∂ a κ * s are increasing functions, we deduce that α t ≤ a t and α t− ≥ a t− , and the same inequalities hold for θ and θ. In particular, if t is in the interior of {t ∈ [0, 1] : E t (α) = 0}, then θ t = θ t .
For t ∈ [0, 1] such that E t (α) < 0, θ is constant, and writing s = sup{r < t : E r (α) = 0}, we have θ t = θ r ≤ θ r .
So in both situations, we have
the modified continuity modulus of β, we have
As a consequence, we know that if α is a solution of (S), then θ belongs to the set Θ = {f ∈ D : f ≤ θ and ∀δ > 0, ω
The set of càdlàg functions Θ is non-empty (θ ∈ Θ), and is uniformly equicontinuous and bounded. Arzelà-Ascoli theorem thus implies that Θ is a compact set in D for the Skorokhod topology. Moreover, the solution of (S) lies in the following set A = {(∂ θ κ s (θ s ), θ ∈ Θ}, which is compact, being the continuous image of Θ by ∂ θ κ. As a consequence, there exists a solution α * to the problem
We now prove that this solution α * is indeed a solution of (S).
Consequently,
We conclude that α * is a local maximum of
By convexity, this is the unique global maximum.
We now prove that if κ * is smoother, then so is the solution α.
Proof. For all t ∈ [0, 1] such that E t (α) < 0, θ is constant in a neighbourhood of t, so α is derivable at this point. We now suppose that E t (α) = 0. In this case, t is a maximal point for the function (E s (α), s ∈ [0, 1]). As a consequence, the right derivative at time t is negative, and the left derivative is positive; in particular,
, so α t− ≥ α t and θ t− ≥ θ t using the fact that κ * t and ∂ a κ * t are both increasing. Since θ is increasing, we obtain θ t− = θ t , so α and θ are continuous at point t.
Consequently, E t (α) is a C 1 function, so using once again the facts that t is a local maximum for E t (α) and that in this case, κ * t (α t ) = 0, we can write, for small h,
In the same way, using the fact that θ is locally increasing, we obtain lim inf
which proves that α (and θ) are Lipschitz.
We finish this sequence of results about the solution of (S) with the the following lemma which gives, under good assumptions, an explicit solution. Lemma 2.6. We suppose (1.1), (1.5) and that κ * ∈ C 1,2 . For t ∈ [0, 1], denote by β t the solution of κ * t (x) = 0, and θ t = ∂ a κ *
t (α t ). We observe that θ t is also the solution of h∂ θ κ t (h) = κ t (h). If θ is non-decreasing then β is the solution of (S).
Proof. We observe that θ is a C 1 function, using the implicit function theorem. We denote by α the solution of the optimisation problem (S), and
Moreover, for all t ∈ [0, 1], using the convexity of κ * t , we have
so we obtain
which proves that β is a solution at least as good as α. As the solution is unique, β is the solution of (S).
Many-to-one lemma and random walk estimates
We give in this section an overview of the results we use to obtain the asymptotic in the maximal displacement. The first result, the many-to-one lemma, links additive moments of a branching random walk with the law of a random walk. In this setting, it is useful to obtain some estimates of moments of a timeinhomogeneous random walk, which are given in a second time. Finally, we use these two results to compute the number of particles in the branching random walk which "stay in a good path".
The many-to-one lemma
We introduce the many-to-one lemma, which links moments of some functionals of branching random walks and of a random walk. This result has been stated and extended in many forms, first appearance going back at least to Kahane and Peyrière [15] .
In the following, we denote by (ϕ t , t ∈ [0, 1]) a continuous function such that there exists δ > 0 verifying
We set (X k,n , k ≤ n, n > 0) a triangular array of independent random variables such that for all measurable non-negative function f ,
Observe that E(X k,n ) = 0. For t ∈ [0, 1], we denote by
. We now write, for n > 0 and k ≤ n
the time-inhomogeneous random walk, the path followed and the energy associated to the function ϕ respectively. We write, for x ∈ R, P x the law of S (n) + x, and E x the associated expectation.
The many-to-one lemma can be stated as follows.
Lemma 3.1 (Many-to-one lemma). For all measurable non-negative function f and n
Proof. For all measurable non-negative function f , we denote by
It is easily checked by induction on n that
Using the fact that
Finally, by use of the Abel transform, we obtain
Lemma 3.1 enables us to compute moments of the branching random walk. We compute, in the next subsection, the functionals of random walks that appear in the computation of the number of particles following a given path.
Some random walk estimates
We recall some basic properties of the Airy functions. For x ∈ R, denote by
the Airy functions of first and second kinds. They are two linearly independent solutions to the differential equation
with Ai a bounded function, and Bi(x) → +∞ as x → +∞. We denote by (a k , k ≥ 1) the sequence of zeros (negative) of the Airy function, listed in the decreasing order. In particular, a 1 is used to express the asymptotic of M n .
We also write, for h ≥ 0
which exists, by sub-additivity and is a C 1 function. In particular,
We now denote by (X k,n , n ≥ 0, k ≤ n) a triangular array of independent centred random variables. We suppose there exists a continuous positive function σ such that
and λ > 0 such that sup
We set S
, and, for y ∈ R, let P y be the law of S (n) + y and E y the corresponding expectation.
Let f and g be two continuous functions such that ∀t
. Let h be a positive increasing function, such that the Stieltjes measure d(h − h(0)) admit a densityḣ with respect to the Lebesgue measure, and thatḣ is Riemann-integrable. Let F and G be two subsets of [0, 1] such that 1 F and 1 G are Riemann-integrable. We also suppose that
We refer I n as to the path followed by the the random walk. We write, for y > 0
The following estimate holds. 
This lemma can be seen as an extension of (the upper bound in) the Mogulskii estimate, in the computation of the probability for a random walk to stay in a path of width n 1/3 . In Lemma 3.2, if t ∈ F c , the lower frontier at time t is replaced by e cSnt , which penalises low paths. For n ≥ 1 and j ≤ n, we denote by
We obtain a lower bound for
This lemma is proved, as well as the previous one, in the appendix. Using these two estimates and the many-to-one lemma, we compute in the next section the number of particles in a branching random walk following a good path.
Probability of the existence of a path in the branching random walk
In this section, we compute the probability there exists a particle in the branching random walk that follows a given path or, more precisely, a particle such that the sequence of positions of ancestors follows a given path. This path is at distance O(n 1/3 ) from the optimal path α. To compute this probability, we compute the first two moments of the number of particles in this path and conclude by the Cauchy-Schwarz inequality, and some truncating arguments.
We recall that α is the solution of (S), and
In the following, we assume (1.1), (1.2), (1.5), (1.6), (1.7) and (1.8).
We set (X k,n , n > 0, k ≤ n) a triangular array of random variables such that for all non-negative measurable function f ,
We also write, for n > 0 and k ≤ n,
the time-inhomogeneous random walk, the path followed, and the energy associated with θ, obtained by an application of Lemma 3.1.
Using the fact that α and κ * are Lipschitz, we have
As in the previous section, we denote by f and g two continuous functions such that ∀t ∈ [0, 1], f (t) < g(t), and f (0) < 0 < g(0). Let F and G be two subsets of [0, 1] such that 1 F and 1 G are Riemann-integrable. We also assume that
We write, as in the previous section, for 0 ≤ j < n,
We denote by
Number of particles staying in a path
To obtain good bounds for the branching random walk, it is often useful to compute the two following quantities: the number of particles which cross, at some point, a frontier; and the number of particles which, staying below this frontier, are at terminal time close to it. We begin with some notation. We denote by
the particles which followed the path α (n) + I n until they crossed the upper boundary for the first time, and
the number of such particles. 
Proof. This lemma is proved using Lemmas 3.1 and 3.2. We partition the number of particles computed in A n (f, g) with respect to their generation, and obtain, by use of Lemma 3.1, 
using the fact that either θ j+1/n = θ j/n , or S (n) j is bounded from above by g j/n n 1/3 . As g is bounded,
Applying Lemma 3.2, for all a ≤ A,
Let δ > 0, and choose A > 0 large enough such that
we have
Consequently, lim sup
Letting δ → 0 ends the proof.
Lemma 4.1 is used to obtain an upper bound for the maximal displacement of the branching random walk. If this quantity is small, then with high probability, no particle (among the ones staying above f at any time in F ) crosses the frontier g at some time in G. To obtain a lower bound, it is enough to compute the first two orders of the number of particles which, staying in the path α (n) + I n , are at time n close to g 1 n 1/3 . We denote by
, and
Lemma 4.2.
Under assumptions (1.1), (1.5), (1.6) and (1.7), we have
Moreover, if we add the hypothesis (1.8), and if sup t∈G c E t (α) < 0, then
Proof. This lemma is obtained in the same way as the previous one, using Markov property, the many-to-one lemma, and finally the random walk estimates to conclude. By the many-to-one lemma,
We apply Lemma 3.2 and obtain lim sup
To obtain a lower bound, we reduce the length of interval I
We apply Corollary 3.3,
We are now interested in the second order of B n (f, g, v), or in other words, in the mean number of pairs of particles which stay in the path. To do this, we partition these pairs of particles with respect to the generation of their most recent common ancestor,
where Λ k (x) is the number of pairs of descendants of x which follow the good path until time n. By the Markov property,
where the sum is taken over all pair (ℓ, ℓ ′ ) of distinct children of x, and, for k < n and y ∈ R,
where we denote by S
k + y the end part of the random walk starting form y, obtained by an application of the many-to-one lemma. We have 
Using (1.8), we have
applying Lemma 3.1. For a ≤ A, we write
We set δ > 0, and choose A > 0 large enough such that
we obtain, writing
We now use the fact that |E (n) n | ≤ C, and that inf t∈G c E t (α) < −ρ < 0, to obtain
Finally, using Lemma 3.2, letting n then A go to +∞, we obtain lim sup
These last two lemmas are the key to obtain good estimates on the probability that there exists a particle following the path I n + α (n) until time n. In particular, the next corollary highlights the special role played by functions g that are solutions of
Corollary 4.3. Under the assumptions of Lemma 4.2, if sup t∈G
Proof. Since B n ∈ Z + a.s. we have, using the Cauchy-Schwarz inequality,
2 ).
Using Lemma 4.2 allows us to conclude.
Maximal displacement among a set of particles
We write, for n ∈ N,
the set of particles above the frontier f at any time t ∈ F . We take interest in
with the convention max ∅ = −∞. This quantity is understood as the maximal displacement in the branching random walk with selection. Any particle which is at some time j ∈ F n below the barrier α (n) j − f j/n n 1/3 get deleted, as well as all its descendants. We denote, for ǫ > 0, by
For all λ ∈ R, denote by g λ the solution of the equation (4.2) or equivalently, by Stieltjes integration by part, the solution of the differential equation g(0) = λ and
which exists, thanks to the Cauchy-Lipschitz theorem.
Lemma 4.4 (Asymptotic tails).
We assume (1.1), (1.5), (1.6), (1.7) and (1.8), and that
Proof. Let λ > 0, we denote by g = g λ , and suppose that ∀t ∈ F ∩ G, g t > f t . Then,
using the fact that n ∈ G n . As a consequence, Lemma 4.1 implies
Let ǫ > 0. We have, for all v > 0,
Applying Corollary 4.3 gives that lim inf
We now let ǫ → 0, we obtain,
Letting v → 0 implies lim inf
This result for the tails of M n (f, F ) can be strengthened to obtain an almost sure convergence.
Corollary 4.5. Under the assumptions of Lemma 4.4, and (
Proof. Let ǫ > 0. We have lim sup
Applying the Borel-Cantelli lemma leads to
To obtain a lower bound, we begin with an use of (1.2). There exists ǫ > 0, ρ > 0 and x ∈ R such that
Let (Z k , k ∈ N) a Galton-Watson process in which individuals make one child with probability 1 − ρ, and two with probability ρ. The moment generating function associated to this reproduction law is defined, for s ∈ [0, 1], by
After δn 1/3 units of time, the number of particles in the branching random walk that are to the right of δn 1/3 x stochastically dominates Z δn 1/3 . Using the Markov property and Lemma 4.4, for any η ∈ R and n large enough, each one of those particles has probability at least e −ηn 1/3 to have a descendant at time n to the right of m n = α
As a consequence, we obtain
We observe that f is C 2 , convex and increasing on [0, 1], with f ′ (0) = 1 − ρ < 1 and f ′ (1) = 1 + ρ > 1. As a consequence, we have, for all k ≥ 0
In particular, if we set k =
Choosing η > 0 small enough such that δn
Consequently, applying the Borel-Cantelli estimate, and letting η and δ goes to zero, we obtain lim inf
which ends the proof.
In the next section, we use Lemma 4.4 and its corollary to obtain the asymptotic of the maximal and the consistent maximal displacement.
Asymptotic of some quantities of interest
In the next subsection, we compute the maximal displacement of the timeinhomogeneous branching random walk. In Subsection 5.2, we compute the consistent maximal displacement. As in the previous section, α stands for the solution of (S), all other notation remaining the same.
The maximal displacement
The first quantity we study here is the maximal displacement, defined by
We recall that
where a 1 is the first zero of the Airy function of first kind.
Theorem 5.1 (Asymptotic of the maximal displacement).
Under hypotheses (1.1), (1.5), (1.6), (1.7) and (1.8), for all l > 0, we have
Moreover, under the additional assumption (1.2), we have
Proof. The asymptotic of M n is obtained using Lema 4.4 and Corollary 4.5, using the fact that
with the notation of (4.3). We first solve (4.5). The function g λ is the solution of
which is easily solved as
Lemma 4.4 applied to λ = l * + l gives the tail of the maximal displacement, whereas Corollary 4.5 gives the almost sure convergence. This result can be made more explicit with some more assumptions, using Lemma 2.6.
Corollary 5.2. Under the assumptions of Theorem 5.1, we denote by θ t the solution of h∂ θ κ t (h) = κ t (h). If θ is a non-decreasing function, then
Proof. For t ∈ [0, 1], we write β t the solution of κ * t (x) = 0. Applying Lemma 2.6, β is the solution of (S), and ∂ a κ *
An application of Theorem 5.1 finishes the proof.
Let us apply the corollary to the special case of a point process defined as
where N is an integer-valued random variables, with E(N ) = β > 1 and P(N = 0) = 0; and (l t j , j ≥ 0) i.i.d. random variables with law N (0, σ t ), where σ is a C 2 , positive, decreasing function. In this case,
as a consequence
which is consistent with the results obtained in [19] and [21] .
The consistent maximal displacement of the branching random walk
We are now interested in the consistent maximal displacement. We recall that this quantity is defined as
We also denote by
We observe that for all µ ≥ 0, using definition (4.3), we have
The results we prove here extend, in some sense, the estimates obtained independently by [9] and [12] , for the consistent maximal displacement of the time-homogeneous branching random walk. In the following, we denote by w h the solution of
and denote by
Theorem 5.3. Under hypotheses (1.1), (1.5), (1.6) and (1.8), for all λ > 0, we have lim
Proof. Let λ, µ > 0. We first solve (4.5), with f = −µ and F = [0, 1]. We denote by g λ,µ the solution of
and observe that, since
The function W is continuous, strictly increasing and
Let λ > 0 and ǫ > 0. We write, for t
Applying Lemma 4.4 gives that
As a consequence lim inf
The upper bound in Theorem 5.3 can be obtained applying Lemma 4.1 to functions f and g, we obtain lim sup
We now apply Corollary 4.5, which gives
Remark 5.4. We observe that in the case of a time-homogeneous branching random walk,θ = E(α) = 0, so Theorem 5.3 becomes
which is the result proved in [12] and [9] .
Applying Lemma 4.4 and Corollary 4.5 also enables to compute the maximal displacement among particles with consistent maximal displacement greater than λn 1/3 . We denote by
Corollary 5.5. For all λ > λ * , we have
Remark 5.6. We recall that
Using this observation, we remark that
which is almost the maximal displacement of the branching random walk. In particular, if {t ∈ [0, 1] :θ t = E t (α) = 0} is a set of Lebesgue measure 0, we have
A Proof of the random walk estimates
In this section, we prove Lemmas 3.2 and 3.3. The section is organized as follows: in Subsection A.1, we study the limits of a Brownian functional, using the Feynman-Kac formula. In Subsection A.2, we prove that the limit of the same functional, applied to a random walk, lead to the same asymptotic. Finally, we prove Lemmas 3.2 and 3.3 in Subsection A.3.
A.1 Exponential rate of growth of some Brownian functionals
In this subsection, B stands for a standard Brownian motion starting from point x under the law P x (the associated expectation is written E x ). We begin with a computation of the exponential rate of growth of the Laplace transform of the area under a Brownian motion staying positive.
Lemma A.1. For c ≥ 0, 0 < a < b, we denote by
Proof. Let c ≥ 0, using the Feynman-Kac formula, u c is the solution of
Observe that in particular
. Using the Sturm-Liouville theory, the solution to this equation (starting from time 1), can be written as a series of eigenfunctions in the following way. For t ≥ 1 and x ≥ 0,
with f = 0 and λ ∈ R. The solutions of (A.1) are given by
Consequently, using the fact that Ai is bounded, we have log sup
as t goes to +∞. Let 0 < a < b and 0 < a
which is solved in the same way. We obtain again log inf
We now obtain an estimate for the Laplace transform of the area under a Brownian motion staying in an interval, using the function Ψ defined in (3.3). and, for a < a
We have, for all δ > 0 log sup
Proof. By use of the Brownian scaling
As a consequence, we define for h ≥ 0,
Using the Feynman-Kac formula enables to obtain an other expression for H. We observe that u h is the solution to the following equation,
Using once again the Sturm-Liouville theorem, u h can be written as as a series of eigenfunctions, for t ≥ 0 and x ≥ 0
where f a non-null function and λ ∈ R. For h ∈ R, ψ ∈ R and x ∈ [0, 1], denote by
) is a solution of 
which concludes the proof of the upper bound. The proof of the lower bound is obtained the same way.
Remark A.3. This lemma implies in particular that
Before closing this Brownian parenthesis, we state the following lemma which will be useful to approach 
Proof. Using Brownian scaling, we have
We write ω δ (B) = ω δ,1 (B). For all n ≥ 0, we also write
For all x ≥ 0, we have
As a consequence, for all α < 1 2 , there exists a constant K large enough such that for all x ≥ 1,
Let f a function such that max n≥0 2 n/3 ω n (f ) = h, and s < t ∈ [0, 1]. We denote by p = min{n ∈ N : 2 −n ≤ t − s} and k = min{n ∈ N : n2 −p ≥ s}. Using the dyadic development of t−k2 −p and k2
In this case, by triangular inequality we obtain,
where K 2 is a large enough constant, so
As a consequence,
which leads to
As a result,
In the next subsection, we prove that we can use these estimates of moments of Brownian motions, to obtain estimates of random walks.
A.2 From the random walk to the Brownian motion
To obtain good estimates in the approximation of the (time-inhomogeneous) random walk by a Brownian motion, we use a time-inhomogeneous equivalent of the KMT Theorem : the Sakhanenko Theorem.
Theorem A.5 (Sakhanenko exponential inequality). Let X = (X 1 , . . . X n ) be a sequence of independent centred random variables. We suppose there exists
We can construct a sequence X = ( X 1 , . . . X n ) with the same law as X; and Y a sequence of centred Gaussian random variables with same covariance than X such that
and C 0 is a universal constant.
From now on, we set (X k,n , k ≤ n, n > 0) a triangular array of independent centred random variables. We suppose there exists a continuous function (
We write σ = inf t∈ [0, 1] σ t and σ = sup t∈ [0, 1] σ t . We also suppose there exists λ > 0 such that for all 0 ≤ k ≤ n,
We write, for n > 0 and k ≤ n, S
X k,n a time-inhomogeneous random walk, and for all x ∈ R, denote by P x the law of S (n) + x, and E x the corresponding expectation. Lemma A.6. For c ≥ 0, n ≥ 0 and x ∈ R, we denote by
, and for u < v < 0, by
and, for all a < u and v < b < 0 lim inf
Proof. Using Theorem A.5, we construct a Brownian motion B, and, for n ≥ 1, random walks S (n) with the same law as S (n) such that, writing t
Using this construction, we have, for x ∈ R, c ∈ [0,
so, shifting the initial point we obtain
Applying the Hölder's inequality, with p = 
Let A > 0, we write r n = An 2/3 and K = 
where, for k < K, we write, using the Brownian scaling property
. We write, for δ > 0
we have, for n ≥ 0 large enough
Consequently, writing
Let ǫ > 0, we apply once again Hölder's inequality, to obtain
We apply Lemma A.4, as n → +∞, E e 2Acq ǫ ωA,n → 0, as a consequence lim sup
We now let A → +∞, and apply Lemma A.1,
which leads to the expected upper bound.
To obtain the lower bound, we use the same method. Let ǫ > 0, Theorem A.5 implies that
so, restricting the computation to the trajectories such that ∆ n ≤ ǫn
writing, by use of the scaling property (Y n (c, u, v) )
so letting A → +∞ as well as ǫ → 0, we obtain the lower bound.
The same methods, applied to the random walks in an interval, lead to the following lemma.
Lemma A.7. For c, d ≥ 0 and n ≥ 0 and x ∈ R, we denote by
, and for u < v < 0,
A.3 Proof of the random walk estimates
In the following, we denote by f and g two continuous functions such that ∀t ∈ [0, 1], f (t) < g(t) and f (0) < 0 < g(0), and h a positive increasing function such that the Stieltjès measure d(h− h(0)) admit a densityḣ with respect to the Lebesgue measure which is Riemann-integrable. Let F and G be two subsets of The term (A.5) of the asymptotic comes from the path followed by the random walk. The term (A.6) is obtained using Lemma A.2, while (A.7) is related to Lemma A.1. Set, for n ≥ 1 . We observe first that for all x ∈ I (n) j ,(h j+1/n −h j/n )x ≤ (h j+1/n −h j/n )g j/n n 1/3 , so We also write We now take a ∈ F c A ∩ G A . In this case, we remove the lower bound of the path to find a good upper bound for α a,A . We observe that (g a,A − f a,A , y) where we write, for d ≥ 0 In the same way, for a ∈ F 
