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It is well-known that the asymptotic expansion of the trace of the heat kernel for Laplace operators
on smooth compact Riemmanian manifolds can be obtained through termwise integration of the
asymptotic expansion of the on-diagonal heat kernel. It is the purpose of this work to show that, in
certain circumstances, termwise integration can be used to obtain the asymptotic expansion of the
heat kernel trace for Laplace operators endowed with a suitable polynomial potential on unbounded
domains. This is achieved by utilizing a resummed form of the asymptotic expansion of the on-
diagonal heat kernel.
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I. INTRODUCTION
The heat kernel is one of the most widely used spectral functions in many areas of mathematics and
physics [41]. For instance, in the ambit of spectral geometry, the heat kernel provides an invaluable tool
for the analysis of the geometry of a Riemannian manifold [20, 21]. In addition, the heat kernel plays
a pivotal role in the study of the one-loop effective action in quantum field theory and quantum gravity
[3, 16, 27]. The heat kernel is usually introduced as follows: Let M be a smooth compact Riemannian
manifold, and let V be an Hermitian vector bundle over M . We denote by P a Laplace-type operator
acting on the space of smooth sections of V, namely C∞(V) . Under these assumptions the operator P is
essentially selfadjoint [20]. If ∂M , ∅ one considers boundary conditions that ensure the existence of a
unique selfadjoint extension for P. For t > 0 the one-parameter family of operators
K(t) = exp (−tP) , (1.1)
forms a semigroup of bounded operators on L2(V), the space of square integrable sections of V, called
the heat semigroup. Let ϕn ∈ L2(V), with n ∈ N+, be the eigenfunctions of P and let λn ∈ R be the
corresponding eigenvalues which form an increasing sequence bounded from below. By using the above
notation, one defines the heat kernel K(t|x, x′) ∈ C∞((0,∞) × M × M) associated with the heat semigroup
∗ Electronic address: fuccig@ecu.edu
2(1.1) as [20]
K(t|x, x′) =
∞∑
n=1
e−tλnϕn(x) ⊗ ϕ∗n(x′) , (1.2)
where λn are counted with their algebraic multiplicity. The function (1.2) satisfies the following parabolic
partial differential equation
(∂t + P) K(t|x, x′) = 0 , (1.3)
with the initial condition
K(0|x, x′) = δ(x, x′) , (1.4)
where δ(x, x′) denotes the covariant delta function, and appropriate boundary conditions if ∂M , ∅. The
semigroup (1.1) can be proved to belong to the set of trace-class operators. This implies that the trace of
(1.1) exists and is defined as
TrL2e
−tP =
∫
M
TrVK(t|x, x)dvol , (1.5)
where TrV represents the vector bundle trace, and dvol is the volume element of the Riemannian manifold.
The vast majority of research that focuses on the heat kernel has been performed for operators P on
smooth compact Riemannian manifolds with or without boundary (see e.g. [10, 21, 27, 41] and references
therein). Complete results are also available for the coefficients of the heat kernel expansion of a Laplace-
type operator endowed with an integrable potential defined on an unbounded domain. In this case the
computation is performed by utilizing scattering theory and the appropriate Jost functions or, equivalently,
the phase shift [27, 30]. Of particular importance, especially in the ambit of quantum mechanics and
quantum field theory, is the Schro¨dinger operator and its associated semigroup. A Schro¨dinger operator,
which we will denote byH , is a Laplace type operator having the following general form [5]
H = −∆ + V(x) , (1.6)
where ∆ =
∑n
i=1 ∂
2/∂x2
i
and the real function V(x) describes a potential. In many cases of physical interest
the Schro¨dinger operator (1.6) acts on suitable functions defined on the entire space Rn. Although H is a
Laplace type operator all the properties outlined earlier in this section, which are enjoyed by the operator
P and the semigroup e−tP, do not immediately and trivially transfer to the Schro¨dinger operator H and
its associated semigroup K(t) = e−tH . This is mainly due to the fact that the operator H is defined on an
unbounded domain. It can be proved, however, that for a wide variety of potentials of physical interest the
Schro¨dinger semigroup e−tH is not only well defined but also a trace-class operator for all t > 0.
3In fact, if V(x) ∈ L∞
loc
(Rn) is a measurable locally bounded real-valued and positive function in Rn for
which lim|x|→∞ V(x) = +∞ and V0 = infx∈Rn V(x) ≥ 0 then the operator H is essentially selfadjoint, and
its spectrum is real, discrete, with finite multiplicity and forms an increasing sequence approaching infinity
[2, 5, 33]. In addition, the eigenfunctions ofH form an orthogonal basis of the space L2(Rn).
Under these assumptions, the operator H generates, when t > 0, a strongly continuous (heat) semi-
group K(t) [23] for which the associated integral (heat) kernel K(t|x, x′) ∈ C∞((0,∞) × Rn × Rn) can be
found through a representation in terms of the Feynman-Kac formula [35, 36]. In this work we will be
mainly concerned with the analysis of the small-t asymptotic expansion of the trace of the heat kernel for
Schro¨dinger operators H . For this reason, we will restrict the set of allowable potentials V(x) to those for
which the heat semigroup is of trace-class. In [2] one can find sufficient conditions that need to be imposed
on the potential V(x) in order for the semigroup K(t) to be intrinsically ultracontractive; a property which
implies that K(t) is a trace class operator (see e.g. [14] Appendix A). In this work we will consider smooth
radially symmetric polynomial potentials, namely V(|x|) ∈ C∞(Rn) such that V(x) = V(|x|) and, in addition,
lim|x|→∞ V(x) = +∞ and V0 = infx∈Rn V(x) ≥ 0. For radially symmetric smooth polynomial potentials for
which V0 ≥ 0 and satisfy the abovementioned properties of growth at infinity, the semigroup K(t) is intrin-
sically ultracontractive, except for the harmonic oscillator potential for which the semigroup is intrinsically
hypercontractive [2, 12, 14, 15]. In both cases, however, it can be proved that K(t) is of trace class, that
K(t|x, x′) ∈ L2((0,∞) × Rn × Rn) [14], and that the trace is given by the formula [5]
TrL2e
−tH =
∫
Rn
K(t|x, x)dx . (1.7)
The outline of the paper is as follows. In the next section we construct a suitable parametrix for the heat
kernel of the Schro¨dinger operator H . In Section III we then prove that the obtained parametrix is indeed
the small-t asymptotic expansion of the Schro¨dinger heat kernel. In Section IV we prove that termwise
integration of the small-t asymptotic expansion of the on-diagonal Schro¨dinger heat kernel provides the
small-t asymptotic expansion of its trace. We then illustrate the termwise integration method by computing
the asymptotic expansion of the trace of the heat kernel associated with the one-dimensional Schro¨dinger
operator containing specific spherically symmetric polynomial potentials. The Conclusions summarize the
main results and point to a few directions for future research.
II. THE SCHRO¨DINGER HEAT KERNEL AND ITS PARAMETRIX
For Laplace type operators P defined on a smooth compact Riemannian manifold M of dimension d
with or without boundary it can be shown, in particular, that there exists a small-t asymptotic expansion of
4the associated on-diagonal heat kernel [20, 28, 29, 37–39] of the form
K(t|, x, x) ∼ 1
(4πt)d/2
∞∑
k=0
tkbk(x) , (2.1)
where bk(x) are universal coefficients constructed from local geometric invariants of the manifold M and
its boundary ∂M. The small-t asymptotic expansion of the trace of the heat kernel is then obtained by
integrating each coefficient bk(x) over the manifold M and over its boundary ∂M. In more details one has
K(t) ∼ 1
(4πt)d/2
∞∑
k=0
tkbk , (2.2)
where bk is written in terms of the sum of a volume and boundary integral of the local invariants [9, 19, 20]
bk =
∫
M
bk(x)dx +
2k−1∑
m=0
∫
∂M
Nmbk,m(y)dy , (2.3)
where Nm is the m-th normal covariant derivative [27].
At this point we consider the case of a Schro¨dinger operator H defined on Rn. The operator H is an
elliptic second-order partial differential operator for which it is assumed that the potential V(x) ∈ L∞
loc
(Rn)
is smooth and satisfies the conditions lim|x|→∞ V(x) = +∞ and V0 = infx∈Rn V(x) ≥ 0. These represent a set
of sufficient conditions which allow one to shown that the small-t asymptotic expansion of the on-diagonal
heat kernel associated with the operator H has a form similar to the one displayed in (2.1) [7, 22], namely
K(t|x, x) ∼ 1
(4πt)n/2
∞∑
k=0
tkak(x) . (2.4)
If the heat semigroup generated by H has also the additional property of being of trace class, then one can
analyze the small-t asymptotic expansion of the corresponding trace. The small-t asymptotic expansion of
the trace of the heat semigroup K(t) cannot, however, be obtained by simply integrating over Rn the local
coefficients ak(x) of the expansion of the on-diagonal heat kernel K(t|x, x). In fact, the local coefficients
ak(x) are constructed with invariants containing powers of the potential function V(|x|) and its derivatives
[13, 20, 21, 27, 41]. Integrating these coefficients over Rn would lead to meaningless divergent quantities
since the potential V(|x|) is assumed to satisfy the condition lim|x|→∞ V(|x|) = +∞ and is, therefore, non-
integrable. The main purpose of this work is to propose a method that overcomes the abovementioned
difficulties and that allows for the derivation of the small-t asymptotic expansion of the trace of K(t) from
the one for the on-diagonal heat kernel K(t|x, x) for the case of Schro¨dinger operators on unbounded domains
endowed with polynomial potentials satisfying the conditions stated in the previous section. Under these
assumptions the semigroup is trace class and its trace is given by the expression in (1.7).
5As a starting point we consider, instead of the asymptotic expansion (2.4), its partially resummed form
[25, 31]
K(t|x, x) ∼ 1
(4πt)
n
2
e−tV(|x|)
∞∑
k=0
tkAk(|x|) , (2.5)
where all the powers of V(|x|) in the expansion have been “summed” into the exponential factor and the
coefficients Ak(|x|) contain only the derivatives of the potential V(|x|). If we were studying the trace of the
heat kernel associated with the Laplacian on a smooth compact Riemannian manifold with no boundary,
then its small-t asymptotic expansion could be obtained by simply performing a termwise integration of
the small-t asymptotic expansion of the on-diagonal heat kernel [20, 21, 27]. It is tempting, then, to utilize
a similar argument to obtain the small-t asymptotic expansion of K(t) from the one of K(t|x, x) in (2.5)
since the term by term integration of (2.5) can be formally performed. In fact, the presence of the negative
exponent in (2.5) guarantees the convergence of the integrals when t > 0 because V(|x|) → +∞ for |x| →
+∞. This procedure, however, seems to be not justified at first since in order for the small-t asymptotic
expansion of K(t) to be given by the termwise integration of the expansion of K(t|x, x) in (2.5) not only
all the ensuing integrals must be finite but also the expansion (2.5) needs to be uniform with respect to
the integration variable x (see e.g. [6], Theorem 1.7.5). Although the latter condition is a sufficient one
for termwise integration, it is not necessary. Indeed it can be proved that uniformity of the asymptotic
expansion is a condition that is too strong and can be relaxed [24].
In what follows we will show that even though the remainder RN(t, x) of the asymptotic expansion (2.5)
depends explicitly on the variable x, namely
K(t|x, x) = 1
(4πt)
n
2
e−tV(|x|)
N∑
k=0
tkAk(|x|) + RN(t, x) , (2.6)
its integral satisfies the property ∫
Rn
RN(t, x)dx = O(t
N− n
2
+α) , (2.7)
with α > 0, and, hence, the asymptotic expansion of K(t) can be obtained from the expression
K(t) =
1
(4πt)
n
2
N∑
k=0
tk
(∫
Rn
e−tV(|x|)Ak(|x|)dx
)
+ O(tN−
n
2
+α) , (2.8)
by performing the Laurent expansion of the integral in parentheses around t = 0.
The first step of our analysis consists in the explicit evaluation of the remainder RN(t, x) of the asymptotic
expansion in (2.5). This can be achieved by constructing a parametrix kN(t|x, y) of order N for the following
heat equation [7] (
∂
∂t
+H
)
K(t|x, y) = 0 with lim
t→0
K(t|x, y) = δ(x, y) . (2.9)
6Since the parametrix kN(t|x, y) is essentially a solution of (2.9) valid for small values of t, we consider an
ansatz of the form
kN(t|x, y) = 1
(4πt)
n
2
e−
1
t
p(x,y)−tV(|x|)
N+1∑
k=0
tkAk(x, y) . (2.10)
By utilizing the above ansatz in the equation (2.9) and by recalling that H = −∆ + V(|x|) we obtain the
relation
e−
1
t
p
(4πt)
n
2
[
1
t2
(
p − (∇p)2
)
+
1
t
(
∆p + 2(∇p) · ∇ − n
2
)
+
∂
∂t
− ∆ + V
] e−tV
N+1∑
k=0
tkAk(x, y)
 = 0 (2.11)
where, for typographical convenience, we have set p = p(x, y) and V = V(|x|). The equation (2.11) can be
solved recursively for p(x, y) and Ak(x, y). First, we choose the function p(x, y) so that the most singular
term as t → 0 in (2.11) vanishes. This leads to the Hamilton-Jacobi equation
p − (∇p)2 = 0 , (2.12)
whose solution is [16]
p(x, y) =
1
4
(x − y)2 . (2.13)
By using the expression (2.13) for p(x, y) and by explicitly computing the action of the operator in (2.11)
we obtain the relation
e−
1
4t
(x−y)2−tV
(4πt)
n
2
N+1∑
k=0
{
tk−1[(x − y) · ∇ + k] − tk[(x − y) · ∇V + ∆]
+tk+1[∆V + 2(∇V) · ∇] − tk+2(∇V)2
}
Ak(x, y) = 0 . (2.14)
By setting equal to zero the coefficient of each power of t in equation (2.14) we obtain a set of transport
equations that allow us to compute recursively the functions Ak(x, y). From the coefficient of t
−1 in (2.14)
we get
(x − y) · ∇A0(x, y) = 0 , (2.15)
which is satisfied, by using the initial condition in (2.9), when A0(x, y) = 1.
From the coefficient of t0 we obtain the transport equation
(x − y) · ∇A1(x, y) + A1(x, y) − (x − y) · ∇V = 0 . (2.16)
where we have used the fact that A0(x, y) = 1. By setting x(s) = y + s(x − y) with s ∈ [0, 1] [7], one has
(x − y) · ∇ = d/ds and equation (2.16) becomes(
d
ds
+ 1
)
A1(x(s), y) −
d
ds
V(|x(s)|) = 0 . (2.17)
7The solution of (2.17) can be found in terms of an integral and has the form
A1(x, y) = V(|x|) −
∫ 1
0
V(|y + s(x − y)|)ds . (2.18)
The vanishing of the coefficient of t in (2.14) leads to the following equation determining A2(x, y)
[
(x − y) · ∇ + 2] A2(x, y) = [(x − y) · ∇V + ∆ − ∆V] A1(x, y) , (2.19)
where, once again, we have used A0(x, y) = 1. By using the explicit expression for A1(x, y) in (2.18) we can
write the solution for A2(x, y) as
A2(x, y) =
∫ 1
0
s2V(|x(s)|)(x − y) · ∇V(|x(s)|)ds
−
∫ 1
0
s2(x − y) · ∇V(|x(s)|)
[∫ 1
0
V(|y + s′(x(s) − y)|)ds′
]
ds
−
∫ 1
0
s
[∫ 1
0
s′2∆V(|y + s′(x(s) − y)|)ds′
]
ds . (2.20)
From the vanishing of the coefficients of tk with 2 ≤ k ≤ N we obtain the relations
[
(x − y) · ∇ + k + 1] Ak+1(x, y) = qk(x, y) , (2.21)
where we have defined the function
qk(x, y) = Ak(x, y)(x−y) ·∇V +∆Ak(x, y)−Ak−1(x, y)∆V −2(∇V) · (∇Ak−1(x, y))+Ak−2(x, y)(∇V)2 . (2.22)
By using the expression for kN(t|x, y) in (2.10) with p(x, y) given by (2.13) and the coefficients Ak(x, y)
found above we get
kN(t|x, y) =
1
(4πt)
n
2
e−
(x−y)2
4t
−tV(|x|)
N+1∑
k=0
tkAk(x, y) . (2.23)
which satisfies the relation
(
∂
∂t
+H
)
kN(t|x, y) = RN(t, x, y) , (2.24)
where RN(t, x, y) is defined as
RN(t, x, y) = −
e−
1
4t
(x−y)2−tV
(4πt)
n
2
qN+1(x, y)t
N+1 . (2.25)
When N ≥ n/2 − 1 the function kN(t|x, y) ∈ C∞([0,∞),Rn,Rn) is a parametrix for the kernel K(t|x, y) [7],
which means, in particular, that kN(t|x, y) provides an approximation of K(t|x, y) when x and y are close and
when t is small.
8III. CONSTRUCTION OF THE HEAT KERNEL ASYMPTOTIC EXPANSION
The parametrix kN(t|x, y) found in the previous section can be used to generate the small-t asymptotic
expansion of the Schro¨dinger heat kernel K(t|x, y). In addition, the function RN(t, x, y) in (2.25) can be
proved to yield an expression for the remainder of the asymptotic expansion of K(t|x, y).
While the Schro¨dinger heat kernel K(t|x, y) satisfies the heat equation (2.9), the parametrix kN(t|x, y) sat-
isfies the associated non-homogeneous equation (2.24) with the initial condition limt→0 kN(t|x, y) = δ(x, y).
According to Duhamel’s principle, the solution kN(t|x, y) of the non-homogeneous heat equation can be
written in terms of the solution K(t|x, y) of the associated homogeneous one as follows [40]
kN(t|x, y) = K(t|x, y) +
∫ t
0
∫
Rn
K(t − τ|x, z)RN(τ, z, y)dzdτ . (3.1)
By utilizing the convolution of f (t, x, y) and g(t, x, y) [7]
( f ∗ g)(t, x, y) =
∫ t
0
∫
Rn
f (t − τ, x, z)g(τ, z, y)dzdτ , (3.2)
valid for any two functions for which the integral on the right hand side is well-defined, the solution (3.1)
can be rewritten as
kN(t|x, y) = K(t|x, y) + (K ∗ RN) (t, x, y) . (3.3)
At this point, the equation (3.3) relating kN(t|x, y) and K(t|x, y) can be formally solved for K(t|x, y) to
give
K(t|x, y) =
[
kN ∗ (1 + RN)−1
]
(t|x, y) . (3.4)
In order to define the quantity (1 + RN)
−1 we use the geometric series and obtain the following formal
expression for the Schro¨dinger heat kernel [7]
K(t|x, y) = kN(t|x, y) +
kN ∗
∞∑
l=1
(−1)l(RN)∗l
 (t|x, y) , (3.5)
where (RN)
∗l denotes the function RN(t, x, y) convoluted with itself l times. We are left, now, with the task
of proving that this formal procedure indeed gives the desired asymptotic expansion of the Schro¨dinger
heat kernel. First, one needs to prove that the infinite series in (3.5) does converge uniformly to a function
Q(t, x, y) ∈ C∞([0,∞),Rn,Rn). One, then, needs to show that the expression for K(t|x, y) given in (3.5)
solves the initial value problem (2.9) and, finally, that (3.5) provides a small-t asymptotic expansion of
K(t|x, y) [34].
9By utilizing the definition (3.2), the term (RN)
∗l can be written explicitly as
(RN)
∗l(t, x, y) =
∫ t
0
∫ t1
0
· · ·
∫ tl−2
0
∫
Rn
· · ·
∫
Rn
RN(t − t1, x, z1)RN(t1 − t2, z1, z2)
× RN(t2 − t3, z2, z3) · · ·RN(tl−1, zl−1, y)dzl−1dzl−2 · · · dz1dtl−1dtl−2 · · · dt1 , (3.6)
which leads to the inequality
∣∣∣(RN)∗l(t, x, y)∣∣∣ ≤
∫ t
0
∫ t1
0
· · ·
∫ tl−2
0
∫
Rn
· · ·
∫
Rn
|RN(t − t1, x, z1)| |RN(t1 − t2, z1, z2)|
× |RN(t2 − t3, z2, z3)| · · · |RN(tl−1, zl−1, y)| dzl−1dzl−2 · · · dz1dtl−1dtl−2 · · · dt1 . (3.7)
Now, from (2.25) we have the estimate
|RN(t, x, y)| ≤ tN−
n
2
+1e−
1
4t
(x−y)2−tV |qN+1(x, y)| . (3.8)
Since the functions qk(x, y) are constructed from powers of the potential V and its derivatives (cft. (2.22))
and since V is a polynomial function satisfying the conditions stated at the beginning of the paper, we can
conclude that |qk(x, y)| is a polynomial function as well. When x , y, which is the only case we need to
focus on for the purpose of estimating the integrals in the convolution, one can utilize Lemma (4.1) of [7]
to conclude that for all ǫ > 0 and small enough there exist α = 1 − ǫ and a constant CN such that (3.8) can
be written as
|RN(t, x, y)| ≤ CN tN−
n
2
+1e−
α
4t
(x−y)2−tV . (3.9)
By using the last estimate in the inequality (3.7) and the fact that for n ≥ 2, exp{−(tn−2 − tn−1)V} ≤ 1, we
obtain
∣∣∣(RN)∗l(t, x, y)∣∣∣ ≤ MN
∫ t
0
∫ t1
0
· · ·
∫ tl−2
0
∫
Rn
· · ·
∫
Rn
(t − t1)N+1−
n
2 (t1 − t2)N+1−
n
2 · · · tN+1−
n
2
l−1 e
−(t−t1)V
× e− α4(t−t1) (x−z1)2e− α4(t1−t2) (z1−z2)2 · · · e− α4tl−1 (zl−1−y)2dzl−1dzl−2 · · · dz1dtl−1dtl−2 · · · dt1 . (3.10)
The integrals over the variables zi represent simply a convolution of gaussian functions and can be computed
by iteration by noticing that for all a > 0 and b > 0 one has
∫
Rn
e−a(x−z)
2
e−b(z−y)
2
dz =
(
π
a + b
) n
2
e
ab
a+b
(x−y)2 . (3.11)
The last remark allows us to write
∫
Rn
· · ·
∫
Rn
e
− α
4(t−t1) (x−z1)
2
e
− α
4(t1−t2) (z1−z2)
2 · · · e− α4tl−1 (zl−1−y)2dzl−1dzl−2 · · · dz1
=
(
2π
α
) n(l−1)
2
t−
n
2 (t − t1)
n
2 (t1 − t2)
n
2 · · · (tl−2 − tl−1)
n
2 t
n
2
l−1e
− α
4t
(x−y)2 . (3.12)
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The result obtained for the convolution of gaussian functions can be used in (3.10) to get
∣∣∣(RN)∗l(t, x, y)∣∣∣ ≤ MN
(
2π
α
) n(l−1)
2
e−
α
4t
(x−y)2 t−
n
2
×
∫ t
0
∫ t1
0
· · ·
∫ tl−2
0
(t − t1)N+1(t1 − t2)N+1 · · · tN+1l−1 e−(t−t1)Vdtl−1dtl−2 · · · dt1 . (3.13)
We are now left with the task of analyzing the integrals over the variables ti. By performing the change of
variables ti = tsi we have∫ t
0
∫ t1
0
· · ·
∫ tl−2
0
(t − t1)N+1(t1 − t2)N+1 · · · tN+1l−1 e−(t−t1)Vdtl−1dtl−2 · · · dt1
= tl(N+2)−1
∫ 1
0
∫ s1
0
· · ·
∫ sl−2
0
(1 − s1)N+1(s1 − s2)N+1 · · · sN+1l−1 e−t(1−s1)Vdsl−1dsl−2 · · · ds1 . (3.14)
Since 0 < sl−1 < sl−2 < · · · < s1 < 1 we can provide the following bound for the above integrals
tl(N+2)−1
∫ 1
0
∫ s1
0
· · ·
∫ sl−2
0
(1 − s1)N+1(s1 − s2)N+1 · · · sN+1l−1 e−t(1−s1)Vdsl−1dsl−2 · · · ds1
≤ tl(N+2)−1
∫ 1
0
∫ s1
0
· · ·
∫ sl−2
0
e−t(1−s1)Vdsl−1dsl−2 · · · ds1
=
tl(N+2)−1
(l − 2)!
∫ 1
0
e−t(1−s1)V sl−21 ds1 . (3.15)
By exploiting the second mean value theorem one can show that there exists γ ∈ (0, 1) such that
tl(N+2)−1
(l − 2)!
∫ 1
0
e−t(1−s1)V sl−21 ds1 =
tl(N+2)−1
(l − 1)! e
−tVγl−1 . (3.16)
Based on the last remarks we have the following inequality
∣∣∣(RN)∗l(t, x, y)∣∣∣ ≤ MN
(
2π
α
) n(l−1)
2 e−tV
(l − 1)!e
− α4t (x−y)2 t−
n
2+l(N+2)−1 , (3.17)
which is bounded as t → 0 when l ≥ (n + 2)/(2N + 4). By using the estimate (3.17) one can conclude that
the series
Q(t, x, y) =
∞∑
l=1
(−1)l(RN)∗l(t, x, y) , (3.18)
converges uniformly in x, y, and t ∈ (0,∞) when l ≥ (n + 2)/(2N + 4) to define a function Q(t, x, y) ∈
C∞([0,∞),Rn,Rn). This condition is satisfied for l ∈ N+ by simply considering N ≥ n/2 − 1 terms in the
expansion (2.23).
From (3.18) we can therefore conclude that the expression for the Schro¨dinger heat kernel K(t|x, y) in
(3.5) is well defined. We only need to show, now, that K(t|x, y) in (3.5) is indeed a solution of the initial
value problem (2.9). By using (3.5), with the definition (3.18), in the heat equation (2.9) we obtain(
∂
∂t
+H
)
K(t|x, y) =
(
∂
∂t
+H
) [
kN(t|x, y) + (kN ∗ Q)(t, x, y)
]
= RN(t, x, y) +
(
∂
∂t
+H
)
(kN ∗ Q)(t, x, y) . (3.19)
11
The last term of the chain of equalities in (3.19) can be explicitly computed by recalling the definition of
convolution in (3.2)
(
∂
∂t
+H
) [
(kN ∗ Q)(t, x, y)
]
=
(
∂
∂t
+H
) ∫ t
0
∫
Rn
kN(t − τ|x, z)Q(τ, z, y)dzdτ
= Q(t, x, y) +
∫ t
0
∫
Rn
RN(t − τ|x, z)Q(τ, z, y)dzdτ
= Q(t, x, y) + (RN ∗ Q)(t, x, y) . (3.20)
This result, once substituted in (3.19), leads to the relation
(
∂
∂t
+H
)
K(t|x, y) = RN(t, x, y) + Q(t, x, y) + (RN ∗ Q)(t, x, y) . (3.21)
The right-hand-side of the last equation can actually be simplified further. In fact, by recalling the definition
of Q(t, x, y) in (3.18) we have that
(
∂
∂t
+H
)
K(t|x, y) = RN(t, x, y) +
∞∑
l=1
(−1)l(RN)∗l(t, x, y) +
∞∑
l=1
(−1)l(RN)∗(l+1)(t, x, y) = 0. (3.22)
In addition, it is not difficult to prove that
lim
t→0
K(t|x, y) = lim
t→0
kN(t|x, y) = δ(x, y) . (3.23)
Equation (3.22) and the limit (3.23) hence show that the Schro¨dinger heat kernel K(t|x, y), given by the
formula (3.5), is the solution to the initial value problem (2.9).
In terms of the explicit expression for kN(t|x, y) given in (2.23) the Schro¨dinger heat kernel K(t|x, y) can
be rewritten as
K(t|x, y) = 1
(4πt)
n
2
e−
(x−y)2
4t
−tV(|x|)
N+1∑
k=0
tkAk(x, y) + rN(t, x, y) , (3.24)
where we have introduced the notation
rN(t, x, y) = (kN ∗ Q)(t, x, y) . (3.25)
It is important, at this point, to analyze in more details the term rN(t, x, y). It is clear, from the definition
(3.18) of Q(t, x, y), that the smallest power of t in rN(t, x, y) comes from the convolution of kN(t|x, y) and
RN(t, x, y). To estimate this convolution we follow the same argument used to find a bound for RN(t, x, y).
From the definition (3.2) we have
|(kN ∗ RN)(t, x, y)| ≤
∫ t
0
∫
Rn
|kN(t − τ|x, z)| |RN(τ, z, y)| dzdτ . (3.26)
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Moreover, according to (2.23) we can write, for small t,
|kN(t|x, y)| ≤ t−
n
2 e−tV e−
1
4t
(x−y)2
N+1∑
n=0
|Ak(x, y)| . (3.27)
The coefficients Ak(x, y) are polynomial functions since they are constructed from the derivatives of V and
their powers. By using an argument similar to the one employed to obtain (3.9) from (3.8), one can prove
that for all ǫ > 0 and small enough there exist α = 1− ǫ and a constant cN such that (3.27) can be expressed
as
|kN(t|x, z)| ≤ cN t−n/2e−tV e−
α
4t
(x−y)2 . (3.28)
By exploiting the estimate in (3.9) and the one in (3.28) one can rewrite (3.26) as
|kN(t|x, y) ∗ RN(t, x, y)| ≤ gN
∫ t
0
∫
Rn
(t − τ)− n2 τ− n2+N+1e−(t−τ)V e− α4(t−τ) (x−z)2e− α4τ (z−y)2dzdτ
= gN
(
2π
α
) n
2
t−
n
2 e−
α
4t
(x−y)2
∫ t
0
τN+1e−(t−τ)Vdτ , (3.29)
where the equality is obtained by using (3.11) and gN > 0 is a suitable constant. By changing variables
τ = ts and by applying the second mean value theorem to the resulting integral one can show that there
exists a constant δN > 0 such that
|(kN ∗ RN)(t, x, y)| ≤ δN t−
n
2
+N+2e−tV e−
α
4t
(x−y)2 . (3.30)
The last bound proves that the smallest power of t in rN(t, x, y) is t
− n
2
+N+2 and, hence, the expression (3.24)
is a legitimate small-t asymptotic expansion which can be written as
K(t|x, y) = 1
(4πt)
n
2
e−
(x−y)2
4t
−tV(|x|)
N+1∑
k=0
tkAk(x, y) + O
(
t−
n
2
+N+2
)
, (3.31)
where the remainder satisfies the non-uniform bound in the variables x and y displayed in (3.30).
IV. ASYMPTOTIC EXPANSION OF THE TRACE OF THE SCHRO¨DINGER HEAT KERNEL
The small-t asymptotic expansion of the on-diagonal Schro¨dinger heat kernel can be easily obtained
from the expression (3.24) by performing the coincidence limit y → x. It is then not very difficult to get the
formula
K(t|x, x) = 1
(4πt)
n
2
e−tV(|x|)
N+1∑
k=0
tkAk(|x|) + rN(t, x) , (4.1)
where the remainder rN(t, x) is bounded, according to (3.30), as follows
|rN(t, x)| ≤ δN t−
n
2+N+2e−tV(|x|) . (4.2)
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The trace of the Schro¨dinger semigroup is given by the expression in (1.7). By using the expansion (4.1)
we obtain
K(t) =
1
(4πt)
n
2
N+1∑
k=0
(∫
Rn
Ak(|x|)e−tV(|x|)dx
)
tk +
∫
Rn
rN(t, x)dx . (4.3)
It is important at this point to analyze in detail the small-t behavior of the integrals appearing in the
sum in (4.3). Due to the fact that V(|x|) is radially symmetric we can use spherical coordinates and write
V(|x|) = V(r) where r > 0 denotes the radial coordinate. We define
I(k, t) =
∫
Rn
Ak(|x|)e−tV(|x|)dx = S n
∫ ∞
0
rn−1Ak(r)e−tV(r)dr , (4.4)
where S n = 2π
n/2/Γ(n/2) is the result of the integration over the angular variables. Since the potential V(r)
is assumed to be a polynomial function one can write V(r) in the form
V(r) =
q∑
j=0
c jr
j . (4.5)
The potential has to be chosen such that the conditions stated at the beginning of the paper are satisfied.
This implies that we need to assume that cq > 0, which guarantees that V(r) → ∞ as r → ∞, and that c0 ≥ 0
is large enough so that infr>0V(r) ≥ 0.
Performing the change of coordinates cqtr
q = s in the integral in equation (4.4) allows us to express the
integral I(k, t) in a form which is suitable for the analysis of its small-t expansion
I(k, t) = S n
qc
n/q
q t
n/q
∫ ∞
0
s
n
q
−1
e−sAk

(
s
tcq
)1/q exp
{
− t
q−1∑
j=0
c j
(
s
tcq
) j/q }
ds . (4.6)
The small-t expansion, with s fixed, of the exponential containing the polynomial in (s/tcq)
1/qcan be com-
puted from the relation
exp
{
− t
q−1∑
j=0
c j
(
s
tcq
) j/q }
=
M∑
n=0
(−1)n
n!

q−1∑
j=0
c j
(
s
tcq
) j/q
n
tn + O
(
t
M+ 1
q
)
. (4.7)
To rearrange the sum in (4.7) we utilize the expression

q−1∑
j=0
c j
(
s
tcq
) j/q
n
=
(q−1)n∑
l=0
Dnl
(
s
tcq
) l
q
, (4.8)
which can be obtained from the multinomial expansion (see e.g. [1, 32]) with coefficients
Dnl =
l∑
n0=[l/q−1]
l−n0∑
n1=0
· · ·
l−n0−...−nq−4∑
nq−3=0
(
n
n0
)(
n0
n1
)
· · ·
(
nq−3
l − n0 − . . . − nq−3
)
×
c
n−n0
0
c
n0−n1
1
· · · c2nq−3+n0+...+nq−4−l
q−2 c
l−n0−n1−...−nq−3
q−1 . (4.9)
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By utilizing (4.8) in the expression (4.7) and by rearranging the ensuing sum in increasing powers of t one
obtains
exp
{
− t
q−1∑
j=0
c j
(
s
tcq
) j/q }
=
Mq∑
j=0
H j(s)t
j
q + O
(
t
M+ 1
q
)
, (4.10)
where one needs to have M ≥ j in order to account for all the terms proportional to t j/q. In (4.10), H0(s) = 1
and H j(s) with j ≥ 1 are polynomials in s1/q of the form
H j(s) =
j∑
p=
⌈
j
q
⌉
(−1)p
p!
D
p
pq− j
(
s
cq
) pq− j
q
. (4.11)
In the last expression we have used the standard symbol ⌈x⌉ to denote the ceiling function.
The next step consists in the study of the small-t behavior of Ak
((
s/tcq
)1/q)
. To accomplish this task we
first need to derive some properties of the coefficients Ak(r). The general form of Ak(r) can be identified by
utilizing dimensional arguments [27]. In this framework the coefficients Ak(r) have dimension l
2k where l
represents a unit of length [20, 21, 27]. By denoting by pV the powers of V(r) and by p∇ the powers of the
derivative ∂k we have for each coefficient Ak(r), k ≥ 0, the relation [27]
2pV + p∇ = 2k , (4.12)
which holds true since the potential V(r) and the derivative ∂k have dimension l
2 and l, respectively.
At this point a few remarks are in order. As already mentioned earlier, Ak(r) contains no powers of V(r).
This implies, in particular, that p∇ > 0. In addition, since derivatives of higher powers of the potential,
namely Vn(r), can be written as a linear combination of the derivatives of V(r), the independent invariants
in Ak(r) that can be constructed from the potential V(r) must satisfy the constraint pV ≤ p∇. From the
relation (4.12) it is not difficult to realize that the coefficients Ak(r) contain an even number of derivatives
and, therefore, have the general form in terms of the variable (s/tcq)1/q
Ak

(
s
tcq
)1/q =
γk∑
l=0
Ωkl
(
s
tcq
) l
q
, (4.13)
where γk is an integer which can be found by using (4.8). The terms Ω
k
l
are real coefficients computable
from the explicit expression of Ak(r) which, in turn, are obtained from the recurrence relations for Ak(x, y)
given in Section II by using V(r) in (4.5). The coefficient γk provides the highest power of r appearing in
Ak(r) which can be obtained by maximizing pV ∈ N+ within the constraint pV ≤ p∇ mentioned above. For
k = 0, and k = 1 we use the fact that A0(r) = 1 and that A1(r) = 0, obtained from (2.18) once the limit y → x
is performed, to conclude that γ0 = γ1 = 0. For k ≥ 2, the maximum value of pV is attained at p¯V = ⌊2k/3⌋
and the corresponding value of p∇ ∈ N+, satisfying the above mentioned constraint, is p¯∇ = 2(k − ⌊2k/3⌋),
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where ⌊x⌋ denotes the floor function. From the above remarks we can conclude that for a potential V(r) of
the form displayed in (4.5) the highest power of r entering Ak(r) is qp¯V − p¯∇ which implies that
γk =
⌊
2k
3
⌋
(q + 2) − 2k , (4.14)
for k ≥ 2.
By using (4.10) and (4.13) in the integral (4.6) we obtain
I(k, t) = S n
qc
n/q
q t
n
q
+
γk
q
∫ ∞
0
s
n
q
−1
e−s

γk∑
l=0
Ωkl
(
s
cq
) l
q
t
γk−l
q


Mq∑
j=0
H j(s)t
j
q
 ds + O
(
t
−n+Mq+1
q
)
, (4.15)
The integral in (4.15) can be explicitly computed once the product of the two sums has been performed and
organized in increasing powers of t. The Cauchy product formula allows us to rearrange the product of the
sums in the previous equation as follows

γk∑
l=0
Ωkl
(
s
cq
) l
q
t
γk−l
q


Mq∑
j=0
H j(s)t
j
q
 =
Mq+γk∑
p=0
Λkp(s)t
p
q , (4.16)
where the coefficients Λkp(s) can be found to have the form
Λkp(s) =
p∑
n=max{0,p−γk}
Ωkγk−p+nHn(s)
(
s
cq
) γk−p+n
q
. (4.17)
By using the relation (4.16) in (4.15) we obtain the desired small-t asymptotic expansion
I(k, t) = S n
c
n/q
q t
n
q
+
γk
q
Mq+γk∑
p=0
T n,kp t
p
q + O
(
t
−n+Mq+1
q
)
, (4.18)
where the newly introduced coefficients T n,kp have the form (cf. (4.17) and (4.11)),
T n,kp =
1
q
p∑
j=max{0,p−γk}
j∑
l=
⌈
j
q
⌉
(−1)l
l!
Ωkγk−p+ jD
l
lq− jc
p−γk−lq
q
q
∫ ∞
0
s
n+γk−p+lq
q
−1
e−sds . (4.19)
By explicitly evaluating the elementary integral appearing in (4.19) we obtain
T n,kp =
1
q
p∑
j=max{0,p−γk}
j∑
l=
⌈
j
q
⌉
(−1)l
l!
Ωkγk−p+ jD
l
lq− jc
p−γk−lq
q
q Γ
(
n + γk − p + lq
q
)
. (4.20)
The expansion in (4.18) can now be used to obtain an expression for the sum in (4.3) as follows
1
(4πt)
n
2
N+1∑
k=0
(∫
Rn
Ak(|x|)e−tV(|x|)dx
)
tk =
S n
c
n
q
q (4π)
n
2 t
n
2
+ n
q
N+1∑
k=0

Mq+γk∑
p=0
T n,kp t
p−γk
q
+k
 + tN+1O
(
t
−n+Mq+1
q
)
. (4.21)
From the right-hand-side of (4.21) we need to extract all the terms in the double-sum up to and including
those of order tN+1 and organize them in increasing powers of t. To correctly compute the coefficients of
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the small-t expansion from (4.21) we need to take into account only the terms in the double-sum of (4.21)
that have a power of t satisfying the inequality 0 ≤ p − γk + qk ≤ q(N + 1). This automatically imposes a
restriction on the parameter M which needs to satisfy the equation M = N + 1 when k = 0 and M = 0 when
k = N + 1. Furthermore, in order to obtain the correct remainder in (4.21) one has to set, in the reminder
term, M = 0. This simply conveys the fact that the first term contributing to the reminder is the one in the
inner sum for which p = γN+1. Under these conditions one can rearrange the double-sum in (4.21) to obtain
1
(4πt)
n
2
N+1∑
k=0
(∫
Rn
Ak(|x|)e−tV(|x|)dx
)
tk =
S n
c
n
q
q (4π)
n
2 t
n
2+
n
q
q(N+1)∑
j=0
a jt
j
q + O
(
t
− n
2
− n−1−q(N+1)
q
)
, (4.22)
where the coefficients a j of the above asymptotic expansion can be obtained from the following relation by
equating like powers of t
N+1∑
k=0
Mq+γk∑
p=0
T n,kp t
p−γk+qk
q =
q(N+1)∑
j=0
a jt
j
q . (4.23)
In more details one can find
a j =
vmax∑
v=0
T
n,v
j+γv−vq , (4.24)
where vmax represents the largest integer satisfying the inequality vmaxq − γvmax ≤ j.
We need to analyze, now, the remainder term in (4.3). By recalling (4.2) and by using spherical coordi-
nates, rN(t, x) in (4.3) can be bounded, for small values of t, as follows∣∣∣∣∣
∫
Rn
rN(t, x)dx
∣∣∣∣∣ ≤ S nδN t− n2+N+2
∫ ∞
0
rn−1e−tV(r)dr . (4.25)
The same change of variable exploited earlier, namely cqtr
q = s, allows us to rewrite the integral in (4.25)
as
∫ ∞
0
rn−1e−tV(r)dr =
1
qc
n
q
q t
n
q
∫ ∞
0
s
n
q
−1
e−s exp
{
− t
q−1∑
j=0
c j
(
s
tcq
) j/q }
ds . (4.26)
By using the result in (4.10) it is not very difficult to obtain the following small-t asymptotic expansion of
the integral in (4.26)
∫ ∞
0
rn−1e−tV(r)dr =
1
qc
n
q
q t
n
q
Mq∑
j=0
t
j
q
∫ ∞
0
s
n
q−1e−sH j(s)ds + O
(
t
− n−Mq−1q
)
(4.27)
From the above expression it is not difficult to realize that the leading term in the small-t expansion of the
integral is the one corresponding to the index j = 0. This statement allows us to conclude that (4.25) can be
written as
∣∣∣∣∣
∫
Rn
rN(t, x)dx
∣∣∣∣∣ ≤ δN S nn c
− n
q
q Γ
(
n
q
+ 1
)
t
− n
2
− n
q
+N+2
, (4.28)
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and, therefore,
∫
Rn
rN(t, x)dx = O
(
t
− n
2
− n
q
+N+2
)
(4.29)
Finally, by using the results (4.22) and (4.29) in (4.3) we find the following small-t asymptotic expansion
of the trace of the Schro¨dinger heat kernel
K(t) =
S n
c
n
q
q (4π)
n
2 t
n
2+
n
q
N∑
j=0
a jt
j
q + O
(
t
− n2− n−1−Nq
)
. (4.30)
A few remarks are in order at this point. It is well known that the leading small-t behavior of the trace of
the heat kernel K(t) for a Laplace-type operator on a d-dimensional compact Riemannian manifold M with
or without boundary is [20, 27]
K(t) ∼ 1
(4πt)
d
2
Vol(M ) , (4.31)
namely the leading term is O(t−d/2). In the case of the Schro¨dinger operator with an appropriate polynomial
potential studied here the form of the leading term of the trace of the associated heat kernel differs from
the one described above. In fact, the expression (4.30) clearly shows that the leading term of the small-t
asymptotic expansion of K(t) not only depends on the dimension n of the Euclidean space but also on the
degree of growth q of the potential V(r) as
K(t) ∼
21−dΓ
(
d
q
)
qc
d
q
q Γ
(
d
2
)
t
d
2
+ d
q
, (4.32)
a behavior that was also observed in [13] once we set cq = 1. This implies, in particular, that it is the large-r
behavior of the potential V(r) that determines the leading small-t behavior of K(t).
V. SPECIFIC POLYNOMIAL POTENTIALS
In this Section we use the general results obtained earlier to find the coefficients of the asymptotic expan-
sion of the trace of the on-diagonal Schro¨dinger heat kernel for specific spherically symmetric polynomial
potentials defined on the Euclidean space Rd. According to the formula (4.24) the coefficients of the asymp-
totic expansion (4.30) are written in terms of the expressions T n,kp in (4.20) which have been introduced in
the process of organizing the various small-t expansions, encountered throughout the calculations, in in-
creasing powers of t. The coefficients T n,kp can be found with the help of a simple computer program once
the dimension of the underlying Euclidean space and the polynomial potential have been specified. In ad-
dition, once a specific polynomial potential has been chosen, the coefficients Ωk
l
in (4.13) can be extracted
18
from the terms Ai which, in turn, can be computed from the recurrence relation (2.21). In particular one can
find the following lower order coefficients (cf. [13, 31])
A0(x) = 1 , A1(x) = 0 ,
A2(x) = −1
6
∆V(x) , A3(x) = − 1
60
∆2V(x) +
1
12
∇ jV(x)∇ jV(x) ,
A4(x) = − 1
840
∆3V(x) +
1
72
(∆V(x))2 +
1
90
∇i∇ jV(x)∇i∇ jV(x) + 1
30
∇iV(x)∇i∆V(x) . (5.1)
Higher order ones can be computed with an algebraic computer program.
The simplest and most studied example of polynomial potential is represented by a d-dimensional spher-
ically symmetric harmonic oscillator potential V(r) = cr2, with c > 0. In this case the eigenvalues of the
associated operator are known explicitly and they are λn1,...,nd =
√
c(n1 + · · ·+ nd + d/2) with n1, . . . , nd ≥ 0.
The trace of the heat kernel can be computed in closed form and coincides with the partition function of the
d-dimensional harmonic oscillator, namely
K(t) =
1[
2 sinh
(√
ct
)]d . (5.2)
The small-t asymptotic expansion for K(t) can be easily obtained from its the Laurent expansion in the
neighborhood of t = 0. For instance, when d = 3 we have from (5.2)
K(t) =
1
8c3/2t3
− 1
16
√
ct
+
17
√
ct
960
+ O(t3) . (5.3)
The simple case of the spherically symmetric harmonic oscillator potential can provide a check of the
method presented in this work. By setting d = 3 and by using the potential V(r) = cr2 in (5.1) it is not
difficult to obtain
Ω00 = 1 , Ω
1
0 = 0 , (5.4)
Ω20 = −c , Ω30 = 0 , Ω31 = 0 , Ω32 =
c2
3
. (5.5)
In order to compute the first two non-vanishing coefficients of the small-t expansion of K(t) we need to set
q = 2 in (4.20) to get
T 3,kp =
1
2
p∑
j=max{0,p−γk}
j∑
l=
⌈
j
2
⌉
(−1)l
l!
Ωkγk−p+ jD
l
2l− jc
p−γk−2l
2 Γ
(
3 + γk − p + 2l
2
)
. (5.6)
By noticing that S 3 = 4π, the last expressions together with (4.23) allow us to write the small-t expansion
of K(t) in (4.30), for the potential under consideration, as
K(t) =
1
2
√
πc3/2t3
4∑
j=0
a jt
j
2 + O
(
t−
1
2
)
, (5.7)
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where the coefficients a j can be found to be
a0 =
√
π
4
, a1 = a2 = a3 = 0 , a4 = −
√
πc
8
, (5.8)
which agree, as expected, with the ones in (5.3).
For our next non-trivial example we consider a spherically symmetric quartic oscillator potential, namely
a potential of the general form
V(r) = c0 + c2r
2 + c4r
4 , (5.9)
where we assume that V(r) is defined on R3. Here and in the remaining examples below, we assume that
the coefficients c j in the potential function V(r) are such that V(r) → ∞ as r → ∞ and infr>0V(r) ≥ 0. By
using (5.9) in (5.1) one can obtain the following coefficients Ω
j
i
Ω00 = 1 , Ω
1
0 = 0 , (5.10)
Ω20 = −c2 , Ω21 = 0 , Ω22 = −
10
3
c4 , (5.11)
Ω30 = −2c4 , Ω32 =
1
3
c22 , Ω
3
4 =
4
3
c2c4 , Ω
3
6 =
4
3
c24 , Ω
3
1 = Ω
3
3 = Ω
3
5 = 0 . (5.12)
The terms Ω
j
i
provided above can be used to obtain the coefficients of the small-t asymptotic expansion of
the trace of the heat kernel up to and including the one proportional to t1/4. By setting q = 4 in (4.20) we
get the expression
T 3,kp =
1
4
p∑
j=max{0,p−γk}
j∑
l=
⌈
j
4
⌉
(−1)l
l!
Ωkγk−p+ jD
l
4l− jc
p−γk−4l
4
4
Γ
(
3 + γk − p + 4l
4
)
, (5.13)
which together with (4.24) allows us to compute the coefficients a j. In more details the asymptotic expan-
sion of the trace of the heat kernel when a quartic oscillator potential in considered has the form
K(t) =
1
2
√
πc
3/4
4
t9/4
10∑
j=0
a jt
j
4 + O(t1/2) , (5.14)
where the non-vanishing coefficients a j have the form
a0 =
1
4
Γ
(
3
4
)
, a2 = − c2
16
√
c4
Γ
(
1
4
)
, (5.15)
a4 =
1
c4
(
3
32
c22 −
1
4
c0c4
)
Γ
(
3
4
)
, (5.16)
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a6 = − 1
c
3/2
4
(
5
384
c32 −
1
16
c0c2c4 +
5
48
c24
)
Γ
(
1
4
)
, (5.17)
a8 =
1
c2
4
(
7
512
c42 −
3
32
c0c
2
2c4 +
3
16
c2c
2
4 +
1
8
c20c
2
4
)
Γ
(
3
4
)
, (5.18)
and
a10 = − 1
c
5/2
4
(
3
2048
c52 −
5
384
c0c
3
2c4 +
13
384
c22c
2
4 +
1
32
c20c2c
2
4 −
5
48
c0c
3
4
)
Γ
(
1
4
)
. (5.19)
As a final example we consider a spherically symmetric sestic oscillator potential
V(r) = c0 + c2r
2 + c4r
4 + c6r
6 , (5.20)
defined on R3. The coefficients Ω
j
i
associated with the above potential are
Ω00 = 1 , Ω
1
0 = 0 , (5.21)
Ω20 = −c1 , Ω22 = −
10
3
c2 , Ω
2
4 = −7c3 , Ω21 = Ω23 = 0 , (5.22)
Ω30 = −2c2 , Ω32 = −14c3 +
1
3
c21 , Ω
3
4 =
4
3
c1c2 , Ω
3
6 =
4
3
c22 + 2c1c3 (5.23)
Ω38 = 4c2c3 , Ω
3
10 = 3c
2
3 , Ω
3
1 = Ω
3
3 = Ω
3
5 = Ω
3
7 = Ω
3
9 = 0 (5.24)
which have been computed by using (5.9) in (5.1). These terms can be used to compute the asymptotic
expansion of the trace of the heat kernel up to and including the terms proportional to t−1/3. Setting q = 6
in (4.20) provides the formula
T 3,kp =
1
6
p∑
j=max{0,p−γk}
j∑
l=
⌈
j
6
⌉
(−1)l
l!
Ωkγk−p+ jD
l
6l− jc
p−γk−6l
6
6
Γ
(
3 + γk − p + 6l
6
)
, (5.25)
which used in conjunction with (4.24) will produce the coefficients a j. More explicitly, the small-t asymp-
totic expansion of the trace of the heat kernel associated with the Schro¨dinger operator endowed with a
sestic oscillator potential of the form (5.20) reads
K(t) =
√
π
2
√
c6t
2
10∑
j=0
a jt
j
6 + O(t−1/6) , (5.26)
with the non-vanishing coefficients
a0 =
√
π
6
, a2 = −
c4
36c
2/3
6
Γ
(
1
6
)
, (5.27)
21
a4 =
1
c
4/3
6
(
5
72
c24 −
1
6
c2c6
)
Γ
(
5
6
)
, (5.28)
a6 = −
√
π
c2
6
(
1
48
c34 −
1
12
c2c4c6 +
1
6
c0c
2
6
)
, (5.29)
a8 =
1
c
8/3
6
(
91
31104
c44 −
7
432
c2c
2
4c6 +
1
36
c0c4c
2
6 +
1
72
c22c
2
6 −
7
72
c36
)
Γ
(
1
6
)
, (5.30)
and
a10 = −
1
c
10/3
6
(
187
31104
c54 −
55
1296
c2c
3
4c6 +
5
72
c22c4c
2
6 +
5
72
c0c
2
4c
2
6 −
1
6
c0c2c
3
6 −
5
24
c4c
3
6
)
Γ
(
5
6
)
. (5.31)
We would like to point out that in all previous examples we have only computed, for the sake of brevity,
the first few non-vanishing coefficients of the small-t asymptotic expansion of K(t). Obviously higher order
coefficients can be computed easily once higher order coefficients Ak are found.
VI. CONCLUSIONS
In this work we have shown that the small-t asymptotic expansion of the trace of the heat kernel for a
Laplace operator endowed with a spherically symmetric polynomial potential can be obtained by termwise
integration of the small-t expansion of the associated on-diagonal heat kernel. In order for the ensuing inte-
grals to be well defined we used a resummed form of the heat kernel which contains the negative exponent
of the potential (cf. (2.23)). The method outlined in Section IV has been implemented in Section V to
find the small-t asymptotic expansion of the trace of the Schro¨dinger heat kernel K(t) for some specific
spherically symmetric polynomial potentials. The approach developed in this work provided, in a fairly
straightforward way, explicit formulas for the terms of the asymptotic expansion of K(t).
This work represents only a first step towards the development of a more general technique that would
allow the explicit computation of the coefficients of the asymptotic expansion of the trace of the heat kernel
for suitable Laplace-type operators on unbounded domains. The results obtained here could be useful
for the study of quantum fields that are confined within polynomial potentials. In particular our paper
could complement the analysis of Bose-Einstein condensation in polynomial potentials which has been
considered, for example, in [4, 26].
While this work is focused on spherically symmetric polynomial potentials, it would certainly be very
interesting to study and classify all the types of potentials that allow for a termwise integration of the
resummed form of the expansion of the heat kernel, hence extending and improving the results obtained in
22
this paper. Another important aspect of the study of heat kernels on unbounded domains, consists in the
analysis of the heat kernel asymptotic expansion for a Laplace operator with a spherically symmetric and
exponentially increasing potential. In this case the resulting Schro¨dinger operator is essentially selfadjoint
with a real spectrum which is increasing and bounded from below. It would be of particular interest to
analyze whether the method described in this work can be extended to the case of exponentially increasing
potentials. It has been shown in [13] that the small-t expansion of K(t) in the presence of exponentially
increasing potentials is non-standard and contains logarithmic terms similar to the case of non-smooth
manifolds (see e.g. [8, 17, 18]). Due to this non-standard behavior of the small-t asymptotic expansion we
expect that the termwise integration method developed in this work will need to be somewhat modified in
order to treat the case of exponentially increasing potentials. Based on the formulas developed in this paper
one cannot infer, in a simple and direct way, how the logarithmic terms appear in the small-t asymptotic
expansion of the trace of the heat kernel in the case of exponentially increasing potentials. However, if the
termwise integration method can be shown to be valid in this case then the logarithmic term in the small-t
asymptotic expansion arises from the integration of the A0 term of the small-t expansion, in its partially
resummed form, of K(t|x, x) in (2.5) as it has been argued in [13].
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