Introduction {#Sec1}
============

Stochastic modeling has come to play an important role in many branches of science and industry. Such models have been used with great success in a variety of application areas, including biology, epidemiology, mechanics, economics and finance. Most stochastic differential equations (SDEs) are nonlinear and cannot be solved explicitly, whence numerical solutions are required in practice. Numerical solutions to SDEs have been discussed under the Lipschitz condition and the linear growth condition by many authors (see \[[@CR1]--[@CR7]\]). Higham et al. \[[@CR2]\] gave almost sure and moment exponential stability in the numerical simulation of SDEs. Many authors have discussed numerical solutions to stochastic delay differential equations (SDDES) (see \[[@CR8]--[@CR12]\]). Cao et al. \[[@CR8]\] obtained MS-stability of the Euler-Maruyama method for SDDEs. Mao \[[@CR12]\] discussed exponential stability of equidistant Euler-Maruyama approximations of SDDES. The explicit Euler scheme is most commonly used for approximating SDEs with the global Lipschitz condition. Unfortunately, the step size of Euler method for SDEs has limits for research of stability. Therefore, the stability of the implicit Euler scheme to SDEs is known for any step size. However, in this article we propose an explicit method to show that the exponential Euler method to SLSDDEs is proved to share the stability for any step size by the property of logarithmic norm.

The paper is organized as follows. In Section [2](#Sec2){ref-type="sec"}, we introduce necessary notations and the exponential Euler method. In Section [3](#Sec3){ref-type="sec"}, we obtain the convergence of the exponential Euler method to SLSDDEs under Lipschitz condition and the linear growth condition. In Section [4](#Sec4){ref-type="sec"}, we obtain the exponential stability in mean square of the exponential Euler method to SLSDDEs. Finally, two examples are provided to illustrate our theory.

Preliminary notation and the exponential Euler method {#Sec2}
=====================================================
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$R^{n}\times R_{+}$\end{document}$.

Convergence of the exponential Euler method {#Sec3}
===========================================

We will show the strong convergence of the exponential Euler method ([2.4](#Equ4){ref-type=""}) on equations ([2.1](#Equ1){ref-type=""}).

Theorem 3.1 {#FPar1}
-----------

*Under conditions* (H1), (H2) *and* (H3), *the exponential Euler method approximate solution converges to the exact solution of equations* ([2.1](#Equ1){ref-type=""}) *in the sense that* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \lim_{h\rightarrow0}E\Bigl[\sup_{0\leq t\leq T} \bigl\vert y(t)-x(t) \bigr\vert ^{2}\Bigr]=0. \end{aligned}$$ \end{document}$$

In order to prove this theorem, we first prepare two lemmas.

Lemma 3.1 {#FPar2}
---------

*Under the linear growth condition* (H2), *there exists a positive constant* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$C_{1}$\end{document}$ *such that the solution of equations* ([2.1](#Equ1){ref-type=""}) *and the continuous exponential Euler method approximate solution* ([2.4](#Equ4){ref-type=""}) *satisfy* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E\sup_{-\tau\leq t\leq T} \bigl\vert y(t) \bigr\vert ^{2}\vee E\sup_{-\tau\leq t\leq T} \bigl\vert x(t) \bigr\vert ^{2}\leq C_{1}\bigl(1+E \vert \xi \vert ^{2}\bigr), \end{aligned}$$ \end{document}$$ *where* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$C_{1}=\max\{3e^{2 \vert A \vert T}e^{6e^{2 \vert A \vert T}T(T+4)L_{2}},e^{2 \vert A \vert T}T(T+4)L_{2}e^{6e^{2 \vert A \vert T}T(T+4)L_{2}}\}$\end{document}$ *is a constant independent of* *h*.

Proof {#FPar3}
-----

It follows from ([2.4](#Equ4){ref-type=""}) that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \bigl\vert y(t) \bigr\vert ^{2} =&\biggl\vert e^{At}\xi+ \int^{t}_{0}e^{A(t-\underline{s})}f\bigl(\underline {s},z(s),z(s-\tau)\bigr)\,d s \\ &{}+ \int^{t}_{0}e^{A(t-\underline{s})}g\bigl(\underline{s},z(s),z(s-\tau )\bigr)\,dB(s)\biggr\vert ^{2} \\ \leq&3\biggl[ \bigl\vert e^{At}\xi \bigr\vert ^{2}+ \biggl\vert \int ^{t}_{0}e^{A(t-\underline{s})}f\bigl(\underline{s},z(s),z(s-\tau)\bigr)\,d s \biggr\vert ^{2} \\ &{}+ \biggl\vert \int^{t}_{0}e^{A(t-\underline{s})}g\bigl(\underline {s},z(s),z(s-\tau)\bigr)\,dB(s) \biggr\vert ^{2}\biggr]. \end{aligned}$$ \end{document}$$ By Hölder's inequality, we obtain $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \bigl\vert y(t) \bigr\vert ^{2} \leq&3\biggl[ \bigl\vert e^{At}\xi \bigr\vert ^{2}+T \int_{0}^{t} \bigl\vert e^{A(t-\underline {s})}f\bigl(\underline{s},z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\ &{}+ \biggl\vert \int_{0}^{t}e^{A(t-\underline{s})}g\bigl(\underline {s},z(s),z(s-\tau)\bigr)\,dB(s) \biggr\vert ^{2}\biggr]. \end{aligned}$$ \end{document}$$ This implies that for any $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$0\leq t_{1}\leq T$\end{document}$, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& E\sup_{0\leq t\leq t_{1}} \bigl\vert y(t) \bigr\vert ^{2} \\& \quad \leq 3\biggl[E\sup_{0\leq t\leq t_{1}} \bigl\vert e^{At}\xi \bigr\vert ^{2}+TE\sup_{0\leq t\leq t_{1}} \int_{0}^{t} \bigl\vert e^{A(t-\underline{s})}f\bigl(\underline {s},z_{1}(s),z_{2}(s)\bigr) \bigr\vert ^{2}\,ds \\& \qquad {}+E\sup_{0\leq t\leq t_{1}} \biggl\vert \int_{0}^{t}e^{A(t-\underline{s})}g\bigl(\underline {s},z(s),z(s-\tau)\bigr)\,dB(s) \biggr\vert ^{2}\biggr] \\& \quad \leq 3\biggl[E\sup_{0\leq t\leq t_{1}} \bigl\vert e^{At} \bigr\vert ^{2} \vert \xi \vert ^{2}+TE\sup _{0\leq t\leq t_{1}} \int_{0}^{t} \bigl\vert e^{A(t-\underline{s})} \bigr\vert ^{2} \bigl\vert f\bigl(\underline{s},z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\& \qquad {}+E\sup_{0\leq t\leq t_{1}} \bigl\vert e^{At} \bigr\vert ^{2} \biggl\vert \int_{0}^{t}e^{-A\underline {s}}g\bigl(\underline{s},z(s),z(s-\tau)\bigr)\,dB(s) \biggr\vert ^{2}\biggr]. \end{aligned}$$ \end{document}$$ By Doob's martingale inequality, it is not difficult to show that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \begin{aligned}[b] E\sup_{0\leq t\leq t_{1}} \bigl\vert y(t) \bigr\vert ^{2} & \leq 3\biggl[e^{2 \vert A \vert T}E \vert \xi \vert ^{2} \\ &\quad {}+Te^{2 \vert A \vert T}E \int_{0}^{t_{1}} \bigl\vert f\bigl(\underline{s},z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\ &\quad {}+4e^{2 \vert A \vert T}E \int_{0}^{t_{1}} \bigl\vert e^{-A\underline{s}}g\bigl(\underline{s},z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds\biggr] \\ &\leq3e^{2 \vert A \vert T}\biggl[E \vert \xi \vert ^{2}+TE \int_{0}^{t_{1}} \bigl\vert f\bigl(\underline{s},z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\ &\quad {}+4e^{2 \vert A \vert T}E \int_{0}^{t_{1}} \bigl\vert g\bigl(\underline{s},z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds\biggr]. \end{aligned} $$\end{document}$$ Making use of (H2) yields $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E\sup_{0\leq t\leq t_{1}} \bigl\vert y(t) \bigr\vert ^{2} \leq&3e^{2 \vert A \vert T}\biggl[E \Vert \xi \Vert ^{2} \\ &{}+\bigl(T+4e^{2 \vert A \vert T}\bigr)L_{2}E \int _{0}^{t_{1}}\bigl(1+ \bigl\vert z(s) \bigr\vert ^{2}+ \bigl\vert z(s-\tau) \bigr\vert ^{2} \bigr)\,ds\biggr] \\ \leq&3e^{2 \vert A \vert T}E \Vert \xi \Vert ^{2}+3e^{2 \vert A \vert T}T \bigl(T+4e^{2 \vert A \vert T}\bigr)L_{2} \\ &{}+6e^{2 \vert A \vert T}\bigl(T+4e^{2 \vert A \vert T}\bigr)L_{2} \int_{0}^{t_{1}}E\sup_{-\tau\leq u\leq s} \bigl\vert y(u) \bigr\vert ^{2}\,ds. \end{aligned}$$ \end{document}$$ Thus $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E\sup_{-\tau\leq t\leq t_{1}} \bigl\vert y(t) \bigr\vert ^{2} \leq&3e^{2 \vert A \vert T}E \Vert \xi \Vert ^{2}+3e^{2 \vert A \vert T}T \bigl(T+4e^{2 \vert A \vert T}\bigr)L_{2} \\ &{}+6e^{2 \vert A \vert T}\bigl(T+4e^{2 \vert A \vert T}\bigr)L_{2} \int_{0}^{t_{1}}E\sup_{-\tau\leq u\leq s} \bigl\vert y(u) \bigr\vert ^{2}\,ds. \end{aligned}$$ \end{document}$$ By Gronwall's inequality, we get $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E\sup_{-\tau\leq t\leq T} \bigl\vert y(t) \bigr\vert ^{2} \leq C_{1}, \end{aligned}$$ \end{document}$$ where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$C_{1}=(3e^{2 \vert A \vert T}E \Vert \xi \Vert ^{2}+3e^{2 \vert A \vert T}T(T+4e^{2 \vert A \vert T})L_{2})e^{6e^{2 \vert A \vert T}T(T+4e^{2 \vert A \vert T})L_{2}}$\end{document}$. In the same way, we obtain $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E\sup_{-\tau\leq t\leq T} \bigl\vert x(t) \bigr\vert ^{2} \leq C_{1}, \end{aligned}$$ \end{document}$$ where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$C_{1}=(3e^{2 \vert A \vert T}E \Vert \xi \Vert ^{2}+3e^{2 \vert A \vert T}T(T+4e^{2 \vert A \vert T})L_{2})e^{6e^{2 \vert A \vert T}T(T+4e^{2 \vert A \vert T})L_{2}}$\end{document}$. The proof is completed. □

The following lemma shows that both $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$y(t)$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$z(t)$\end{document}$ are close to each other.

Lemma 3.2 {#FPar4}
---------

*Under condition* (H2). *Then* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E \bigl\vert y(t)-z(t) \bigr\vert ^{2}\leq C_{2}(\xi)h, \quad\forall t\in[0,T], \end{aligned}$$ \end{document}$$ *where* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$C_{2}(\xi)$\end{document}$ *is a constant independent of* *h*.

Proof {#FPar5}
-----

For $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t\in[0,T]$\end{document}$, there is an integer *k* such that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t\in[t_{k},t_{k+1})$\end{document}$. We compute $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \bigl\vert y(t)-z(t) \bigr\vert ^{2} \leq&3\bigl[ \bigl\vert e^{A(t-t_{k})}-I \bigr\vert ^{2} \vert y_{k} \vert ^{2}+ \bigl\vert e^{A(t-t_{k})}f(t_{k},y_{k},y_{k-m}) (t-t_{k}) \bigr\vert ^{2} \\ &{}+ \bigl\vert e^{A(t-t_{k})}g(t_{k},y_{k},y_{k-m}) \bigl(B(t)-B(t_{k})\bigr) \bigr\vert ^{2}\bigr] \\ \leq&3\bigl[ \bigl\vert e^{A(t-t_{k})}-I \bigr\vert ^{2} \vert y_{k} \vert ^{2}+ \bigl\vert e^{A(t-t_{k})} \bigr\vert ^{2} \bigl\vert f(t_{k},y_{k},y_{k-m}) \bigr\vert ^{2} \bigl\vert (t-t_{k}) \bigr\vert ^{2} \\ &{}+ \bigl\vert e^{A(t-t_{k})} \bigr\vert ^{2} \bigl\vert g(t_{k},y_{k},y_{k-m}) \bigr\vert ^{2} \bigl\vert \bigl(B(t)-B(t_{k})\bigr) \bigr\vert ^{2}\bigr], \end{aligned}$$ \end{document}$$ where *I* is an identity matrix. Taking the expectation of both sides, we can see $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E \bigl\vert y(t)-z(t) \bigr\vert ^{2} \leq&3\bigl[ \bigl\vert e^{A(t-t_{k})}-I \bigr\vert ^{2}E \vert y_{k} \vert ^{2}+h^{2}e^{2 \vert A \vert T}E \bigl\vert f(t_{k},y_{k},y_{k-m}) \bigr\vert ^{2} \\ &{}+he^{2 \vert A \vert T}E \bigl\vert g(t_{k},y_{k},y_{k-m}) \bigr\vert ^{2}\bigr]. \end{aligned}$$ \end{document}$$ Using the linear growth conditions, we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E \bigl\vert y(t)-z(t) \bigr\vert ^{2} \leq&3\bigl[ \bigl\vert e^{A(t-t_{k})}-I \bigr\vert ^{2}E \vert y_{k} \vert ^{2}+h^{2}e^{2 \vert A \vert T}L_{2}E\bigl(1+ \vert y_{k} \vert ^{2}+ \vert y_{k-m} \vert ^{2}\bigr) \\ &{}+he^{2 \vert A \vert T}L_{2}E\bigl(1+ \vert y_{k} \vert ^{2}+ \vert y_{k-m} \vert ^{2}\bigr)\bigr] \\ \leq&3\bigl[ \bigl\vert e^{A(t-t_{k})}-I \bigr\vert ^{2}C_{1}+ \bigl(h^{2}+h\bigr)e^{2 \vert A \vert T}L_{2}(1+2C_{1}) \bigr]. \end{aligned}$$ \end{document}$$ Since $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\vert e^{A(t-t_{k})}-I_{k} \vert \leq e^{ \vert A \vert h}-1\leq \vert A \vert he^{ \vert A \vert h}\leq \vert A \vert he^{ \vert A \vert T}$\end{document}$, we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E \bigl\vert y(t)-z(t) \bigr\vert ^{2}\leq C_{2}(\xi)h, \end{aligned}$$ \end{document}$$ where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$C_{2}(\xi)=3 \vert A \vert ^{2}Te^{2 \vert A \vert T}C_{1}+3(T+1)e^{2 \vert A \vert T}L_{2}(1+2C_{1})$\end{document}$ is a constant independent of *h*. The proof is completed. □

Proof of Theorem [3.1](#FPar1){ref-type="sec"} {#FPar6}
----------------------------------------------

By ([2.2](#Equ2){ref-type=""}) and ([2.4](#Equ4){ref-type=""}), we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \bigl\vert x(t)-y(t) \bigr\vert ^{2} \\& \quad \leq 2 \biggl\vert \int_{0}^{t}\bigl[e^{A(t-s)}f\bigl(s,x(s),x(s- \tau )\bigr)-e^{A(t-\underline{s})}f\bigl(\underline{s},z(s),z(s-\tau)\bigr)\bigr]\,ds \biggr\vert ^{2} \\& \qquad {}+2 \biggl\vert \int_{0}^{t}\bigl[e^{A(t-s)}g\bigl(s,x(s),x(s- \tau)\bigr) \\& \qquad {}-e^{A(t-\underline{s})}g\bigl(\underline{s},z(s),z(s-\tau)\bigr)\bigr]\,d B(s) \biggr\vert ^{2}. \end{aligned}$$ \end{document}$$ By Hölder's inequality, we obtain $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \begin{gathered}[b] \bigl\vert x(t)-y(t) \bigr\vert ^{2} \\ \quad \leq 6T \int_{0}^{t} \bigl\vert e^{A(t-s)}f \bigl(s,x(s),x(s-\tau)\bigr)-e^{A(t-\underline {s})}f\bigl(s,x(s),x(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\ \qquad {}+6T \int_{0}^{t} \bigl\vert e^{A(t-\underline {s})}f \bigl(s,x(s),x(s-\tau)\bigr) \\ \qquad {}-e^{A(t-\underline{s})}f\bigl(s,z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\ \qquad {}+6T \int_{0}^{t} \bigl\vert e^{A(t-\underline {s})}f \bigl(s,z(s),z(s-\tau)\bigr)-e^{A(t-\underline{s})}f\bigl(\underline {s},z(s),z(s-\tau) \bigr) \bigr\vert ^{2}\,ds \\ \qquad {}+6 \biggl\vert \int_{0}^{t}\bigl[e^{A(t-s)}g\bigl(s,x(s),x(s- \tau )\bigr) \\ \qquad {}-e^{A(t-\underline{s})}g\bigl(s,x(s),x(s-\tau )\bigr)\bigr]\,dB(s) \biggr\vert ^{2} \\ \qquad {}+6 \biggl\vert \int_{0}^{t}\bigl[e^{A(t-\underline {s})}g\bigl(s,x(s),x(s- \tau)\bigr)-e^{A(t-\underline{s})}g\bigl(s,z(s),z(s-\tau )\bigr)\bigr]\,dB(s) \biggr\vert ^{2} \\ \qquad {}+6 \biggl\vert \int_{0}^{t}\bigl[e^{A(t-\underline {s})}g\bigl(s,z(s),z(s- \tau)\bigr) \\ \qquad {}-e^{A(t-\underline {s})}g\bigl(\underline{s},z(s),z(s-\tau)\bigr)\bigr]\,dB(s) \biggr\vert ^{2}. \end{gathered} $$\end{document}$$ This implies that for any $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$0\leq t_{1}\leq T$\end{document}$, by Doob's martingale inequality, we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E\sup_{0\leq t\leq t_{1}} \bigl\vert x(t)-y(t) \bigr\vert ^{2} \leq&6TE\sup_{0\leq t\leq t_{1}} \int_{0}^{t} \bigl\vert e^{A(t-s)}f \bigl(s,x(s),x(s-\tau)\bigr) \\ &{}-e^{A(t-\underline{s})}f\bigl(s,x(s),x(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\ &{}+6TE\sup_{0\leq t\leq t_{1}} \int_{0}^{t}E \bigl\vert e^{A(t-\underline{s})}f \bigl(s,x(s),x(s-\tau )\bigr) \\ &{}-e^{A(t-\underline{s})}f\bigl(s,z(s),z(s-\tau )\bigr) \bigr\vert ^{2}\,ds \\ &{}+6TE\sup_{0\leq t\leq t_{1}} \int_{0}^{t}E \bigl\vert e^{A(t-\underline{s})}f \bigl(s,z(s),z(s-\tau )\bigr) \\ &{}-e^{A(t-\underline{s})}f\bigl(\underline {s},z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\ &{}+6E\sup_{0\leq t\leq t_{1}} \bigl\vert e^{At} \bigr\vert ^{2} \biggl\vert \int _{0}^{t}e^{-As}g\bigl(s,x(s),x(s- \tau)\bigr) \\ &{}-e^{-A\underline{s}}g\bigl(s,x(s),x(s-\tau)\bigr)\,dB(s) \biggr\vert ^{2} \\ &{}+6E\sup_{0\leq t\leq t_{1}} \bigl\vert e^{At} \bigr\vert ^{2} \biggl\vert \int_{0}^{t}e^{-A\underline {s}}g\bigl(s,x(s),x(s-\tau) \bigr) \\ &{}-e^{-A\underline {s}}g\bigl(s,z(s),z(s-\tau)\bigr)\,dB(s) \biggr\vert ^{2} \\ &{}+6E\sup_{0\leq t\leq t_{1}} \bigl\vert e^{At} \bigr\vert ^{2} \biggl\vert \int_{0}^{t}e^{-A\underline {s}}g\bigl(s,z(s),z(s-\tau) \bigr) \\ &{}-e^{-A\underline {s}}g\bigl(\underline{s},z(s),z(s-\tau)\bigr)\,dB(s) \biggr\vert ^{2}. \end{aligned}$$ \end{document}$$ We compute the first item in ([3.18](#Equ22){ref-type=""}) $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& E\sup_{0\leq t\leq t_{1}} \int_{0}^{t}E \bigl\vert e^{A(t-s)}f \bigl(s,x(s),x(s-\tau)\bigr) \\& \qquad {}-e^{A(t-\underline{s})}f\bigl(s,x(s),x(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\& \quad \leq E\sup_{0\leq t\leq t_{1}} \int_{0}^{t} \bigl\vert e^{A(t-s)}-e^{A(t-\underline{s})} \bigr\vert ^{2}E \bigl\vert f\bigl(s,x(s),x(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\& \quad \leq L_{2}E\sup_{0\leq t\leq t_{1}} \int_{0}^{t} \bigl\vert e^{A(t-\underline{s})} \bigr\vert ^{2} \bigl\vert e^{A(\underline {s}-s)}-I \bigr\vert ^{2}E\bigl(1+ \bigl\vert x(s) \bigr\vert ^{2}+ \bigl\vert x(s-\tau) \bigr\vert ^{2}\bigr)\,ds \\& \quad \leq L_{2}e^{2 \vert A \vert T}T \bigl\vert e^{A(\underline{s}-s)}-I \bigr\vert ^{2}(1+2C_{1}). \end{aligned}$$ \end{document}$$ We compute the following two formulas in ([3.18](#Equ22){ref-type=""}): $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& E\sup_{0\leq t\leq t_{1}} \int_{0}^{t}E \bigl\vert e^{A(t-\underline{s})}f \bigl(s,x(s),x(s-\tau )\bigr)-e^{A(t-\underline{s})}f\bigl(s,z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\& \quad \leq L_{1}e^{2 \vert A \vert T} \int_{0}^{t_{1}}E\bigl( \bigl\vert x(s)-z(s) \bigr\vert ^{2}+ \bigl\vert x(s-\tau)-z_{2}(s) \bigr\vert ^{2}\bigr)\,ds \\& \quad \leq 2L_{1}e^{2 \vert A \vert T} \int_{0}^{t_{1}}E\bigl( \bigl\vert x(s)-y(s) \bigr\vert ^{2}+ \bigl\vert y(s)-z(s) \bigr\vert ^{2} \\& \qquad {}+ \bigl\vert x(s-\tau)-y(s-\tau) \bigr\vert ^{2}+ \bigl\vert y(s-\tau)-z(s-\tau) \bigr\vert ^{2}\bigr)\,ds \\& \quad \leq 4L_{1}e^{2 \vert A \vert T}TC_{2}(\xi)h \\& \qquad {}+2L_{1}e^{2 \vert A \vert T} \int_{0}^{t_{1}}E\bigl( \bigl\vert x(s)-y(s) \bigr\vert ^{2}+ \bigl\vert x(s-\tau)-y(s-\tau) \bigr\vert ^{2}\bigr)\,ds \end{aligned}$$ \end{document}$$ and $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& E\sup_{0\leq t\leq t_{1}} \int_{0}^{t}E \bigl\vert e^{A(t-\underline{s})}f \bigl(s,z(s),z(s-\tau )\bigr) \\& \qquad {}-e^{A(t-\underline{s})}f\bigl(\underline {s},z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\& \quad \leq K_{1} e^{2 \vert A \vert T}TE\bigl(1+ \bigl\vert z(s) \bigr\vert ^{2}+ \bigl\vert z(s-\tau) \bigr\vert ^{2}\bigr)h \\& \quad \leq K_{1} e^{2 \vert A \vert T}T(1+2C_{1})h. \end{aligned}$$ \end{document}$$ In the same way, we can obtain $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& E\sup_{0\leq t\leq t_{1}} \bigl\vert e^{At} \bigr\vert ^{2} \biggl\vert \int _{0}^{t}e^{-As}g\bigl(s,x(s),x(s- \tau)\bigr) \\& \qquad {}-e^{-A\underline{s}}g\bigl(s,x(s),x(s-\tau)\bigr)\,dB(s) \biggr\vert ^{2} \\& \quad \leq 4e^{2 \vert A \vert T}E \int_{0}^{t_{1}} \bigl\vert e^{-As}g \bigl(s,x(s),x(s-\tau)\bigr)-e^{-A\underline{s}}g\bigl(s,x(s),x(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\& \quad \leq 4L_{2}e^{4 \vert A \vert T}T \bigl\vert e^{A(\underline{s}-s)}-I \bigr\vert ^{2}(1+2C_{1}). \end{aligned}$$ \end{document}$$ We compute the following two formulas in ([3.18](#Equ22){ref-type=""}): $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& E\sup_{0\leq t\leq t_{1}} \bigl\vert e^{At} \bigr\vert ^{2} \biggl\vert \int_{0}^{t}e^{-A\underline {s}}g\bigl(s,x(s),x(s-\tau) \bigr) \\& \qquad {}-e^{-A\underline {s}}g\bigl(s,z(s),z(s-\tau)\bigr)\,dB(s) \biggr\vert ^{2} \\& \quad \leq 4e^{2 \vert A \vert T}E \int_{0}^{t_{1}} \bigl\vert e^{-A\underline{s}}g \bigl(s,x(s),x(s-\tau)\bigr)-e^{-A\underline {s}}g\bigl(s,z(s),z(s-\tau)\bigr) \bigr\vert ^{2}\,ds \\& \quad \leq 16L_{1}e^{4 \vert A \vert T}TC_{2}(\xi )h+8L_{1}e^{4 \vert A \vert T} \int_{0}^{t_{1}}E\bigl( \bigl\vert x(s)-y(s) \bigr\vert ^{2} \\& \qquad {}+ \bigl\vert x(s-\tau)-y(s-\tau ) \bigr\vert ^{2}\bigr)\,ds \end{aligned}$$ \end{document}$$ and $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& E\sup_{0\leq t\leq t_{1}} \bigl\vert e^{At} \bigr\vert ^{2} \biggl\vert \int_{0}^{t}e^{-A\underline {s}}g\bigl(s,z(s),z(s-\tau) \bigr) \\& \qquad {}-e^{-A\underline {s}}g\bigl(\underline{s},z(s),z(s-\tau)\bigr)\,dB(s) \biggr\vert ^{2} \\& \quad \leq 4e^{2 \vert A \vert T}E \int_{0}^{t} \bigl\vert e^{-A\underline{s}}g \bigl(s,z(s),z(s-\tau)\bigr)-e^{-A\underline{s}}g\bigl(\underline {s},z(s),z(s-\tau) \bigr) \bigr\vert ^{2}\,ds \\& \quad \leq 4K_{1} e^{4 \vert A \vert T}T(1+2C_{1})h. \end{aligned}$$ \end{document}$$ Substituting ([3.19](#Equ23){ref-type=""}) - ([3.24](#Equ28){ref-type=""}) into ([3.18](#Equ22){ref-type=""}), we have $$\documentclass[12pt]{minimal}
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                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& E\sup_{0\leq t\leq t_{1}} \bigl\vert x(t)-y(t) \bigr\vert ^{2} \\& \quad \leq 6T\bigl(T+4e^{2 \vert A \vert T}\bigr)L_{2}e^{2 \vert A \vert T} \bigl\vert e^{A(\underline{s}-s)}-I \bigr\vert ^{2}(1+2C_{1}) \\& \qquad {}+12\bigl(T+4e^{2 \vert A \vert T}\bigr)L_{1}e^{2 \vert A \vert T} \int_{0}^{t_{1}}E\sup_{0\leq \nu\leq s} \bigl\vert x(\nu)-y(\nu) \bigr\vert ^{2}\,ds \\& \qquad {}+6T\bigl(T+4e^{2 \vert A \vert T}\bigr)K_{1}e^{2 \vert A \vert T}(1+2C_{1})h \\& \qquad {}+24T\bigl(T+4e^{2 \vert A \vert T}\bigr)L_{1}e^{2 \vert A \vert T}TC_{2}(\xi)h. \end{aligned}$$ \end{document}$$ By Gronwall's inequality, since $\documentclass[12pt]{minimal}
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                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\vert e^{A(\underline{s}-s)}-I \vert \leq \vert A \vert he^{ \vert A \vert T}$\end{document}$, we can show $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& E\sup_{0\leq t\leq T} \bigl\vert x(t)-y(t) \bigr\vert ^{2} \\& \quad \leq \bigl[6e^{2 \vert A \vert T}T(T+4) \bigl(L_{2} \vert A \vert ^{2}h^{2}e^{2 \vert A \vert T}+K_{1}h\bigr) (1+2C_{1}) \\& \qquad {}+24T(T+4)L_{1}e^{2 \vert A \vert T}T(C_{2}(\xi )h \bigr]e^{12T(T+4)L_{1}e^{2 \vert A \vert T}}. \end{aligned}$$ \end{document}$$ As a result, $$\documentclass[12pt]{minimal}
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                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \lim_{h\rightarrow0}E\Bigl[\sup_{0\leq t\leq T} \bigl\vert y(t)-x(t) \bigr\vert ^{2}\Bigr]=0. \end{aligned}$$ \end{document}$$ The proof is completed. □

Exponential stability in mean square {#Sec4}
====================================

In this section, we give the exponential stability in mean square of the exact solution and the exponential Euler method to semi-linear stochastic delay differential equations ([2.1](#Equ1){ref-type=""}). For the purpose of stability study in this paper, assume that $\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f(t,0,0)=g(t,0,0)=0$\end{document}$.

Stability of the exact solution {#Sec5}
-------------------------------

In this subsection, we will show the exponential stability in mean square of the exact solution to semi-linear stochastic delay differential equations ([2.1](#Equ1){ref-type=""})under the global Lipschitz condition. Next we will give the main content of this subsection.

### Theorem 4.1 {#FPar7}

*Under condition* (H1), *if* $\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
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                \begin{document}$1+2\mu[A]+4L_{1}<0$\end{document}$, *then the solution of equations* ([2.1](#Equ1){ref-type=""}) *with the initial data* $\documentclass[12pt]{minimal}
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                \usepackage{mathrsfs}
                \usepackage{upgreek}
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                \begin{document}$\xi\in C^{b}_{\mathbf{F}_{0}}([-\tau,0];R^{n})$\end{document}$ *is exponentially stable in mean square*, *that is*, $$\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E \bigl\vert x(t) \bigr\vert ^{2}\leq\widetilde{B}^{-1}(\tau)E \vert \xi \vert ^{2}e^{t\ln(\widetilde{B}(\tau))^{\frac{1}{2\tau}}},\quad t\geq0, \end{aligned}$$ \end{document}$$ *where* $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
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                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\widetilde{B}(\tau)=e^{B_{1}\tau}-\frac{B_{2}}{B_{1}}(1-e^{B_{1}\tau })$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
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                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$B_{1}=1+2\mu[A]+2L_{1}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$B_{2}=2L_{1}$\end{document}$.

By Ito's formula and the delay term of the equation, we give the proof of Theorem [4.1](#FPar7){ref-type="sec"}. The highlight of the proof is that we give the mean square boundedness of the solution to the equation by dividing the interval into $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$[0,\pi],[\pi,2\pi],\ldots,[k\pi,(k+1)\pi]$\end{document}$. Then we give a proof of the conclusion by $\documentclass[12pt]{minimal}
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                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t\geq0,t\geq2\pi,t\geq4\pi,\ldots,t\geq2n\pi$\end{document}$. In the process of dealing with the semi-linear matrix, we use the definition of the matrix norm.

### Definition 4.1 {#FPar8}

\[[@CR12]\]

SDDEs ([2.1](#Equ1){ref-type=""}) are said to be exponentially stable in mean square if there is a pair of positive constants *λ* and *μ* such that for any initial data $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\xi\in C^{b}_{\mathbf{F}_{0}}([-\tau,0];R^{n})$\end{document}$, $$\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} E \bigl\vert x(t) \bigr\vert ^{2}\leq\mu E \vert \xi \vert ^{2}e^{-\lambda t},\quad t\geq0. \end{aligned}$$ \end{document}$$ We refer to *λ* as the rate constant and to *μ* as the growth constant.

### Definition 4.2 {#FPar9}

\[[@CR14]\]

The logarithmic norm $\documentclass[12pt]{minimal}
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                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mu[A]$\end{document}$ of *A* is defined by $$\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
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                \begin{document} $$\begin{aligned} \mu[A]=\lim_{\Delta\rightarrow0^{+}}\frac{ \Vert I+\Delta A \Vert -1}{\Delta}. \end{aligned}$$ \end{document}$$ Especially, if $\documentclass[12pt]{minimal}
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                \begin{document}$\Vert\cdot\Vert$\end{document}$ is an inner product norm, $\documentclass[12pt]{minimal}
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                \begin{document}$\mu[A]$\end{document}$ can also be written as$$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \mu[A]=\max_{\xi\neq 0}\frac{\langle A\xi,\xi \rangle}{\Vert\xi\Vert^{2}}. \end{aligned}$$ \end{document}$$

### Lemma 4.1 {#FPar10}

*Let* $\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\widetilde{B}(t)=e^{B_{1}t}-\frac{B_{2}}{B_{1}}(1-e^{B_{1}t})$\end{document}$. *If* $\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$B_{1}<0$\end{document}$, $\documentclass[12pt]{minimal}
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                \begin{document}$B_{2}>0 $\end{document}$ *and* $\documentclass[12pt]{minimal}
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                \begin{document}$B_{1}+B_{2}<0$\end{document}$, *then for all* $\documentclass[12pt]{minimal}
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                \begin{document}$\widetilde{B}(t)$\end{document}$ *is decreasing*.

### Proof {#FPar11}

It is known from $\documentclass[12pt]{minimal}
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                \begin{document}$B_{1}<0$\end{document}$, $\documentclass[12pt]{minimal}
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                \begin{document}$B_{1}+B_{2}<0$\end{document}$ that for all $\documentclass[12pt]{minimal}
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                \begin{document}$$\widetilde{B}(t)=\frac{B_{1}+B_{2}}{B_{1}}e^{B_{1}t}-\frac{B_{2}}{B_{1}}>0 $$\end{document}$$ and $$\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\widetilde{B}(t)=e^{B_{1}t}-1+\frac{B_{2}}{B_{1}}\bigl(e^{B_{1}t}-1 \bigr)+1=\frac {(B_{1}+B_{2})(e^{B_{1}t}-1)}{B_{1}}+1\leq1. $$\end{document}$$ For all $\documentclass[12pt]{minimal}
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                \begin{document}$$\widetilde{B}^{'}(t)=(B_{1}+B_{2})e^{B_{1}t}< 0. $$\end{document}$$ Thus $\documentclass[12pt]{minimal}
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                \begin{document}$\widetilde{B}(t)$\end{document}$ is decreasing. The proof is complete. □

### Proof of Theorem [4.1](#FPar7){ref-type="sec"} {#FPar12}

By Itô's formula and Definition [4.2](#FPar9){ref-type="sec"}, for all $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} d \bigl\vert x(t) \bigr\vert ^{2} =& \bigl[\big\langle 2x(t),Ax(t)+f\bigl(t,x(t),x(t-\tau)\bigr)\big\rangle \\ &{}+ \bigl\vert g\bigl(t,x(t),x(t-\tau)\bigr) \bigr\vert ^{2} \bigr]\,dt \\ &{}+2x^{T}(t)g\bigl(t,x(t),x(t-\tau)\bigr)\,dB(t) \\ \leq&\bigl[2\big\langle x(t),Ax(t)\big\rangle +2\big\langle x(t),f\bigl(t,x(t),x(t-\tau)\bigr)\big\rangle \\ &{}+ \bigl\vert g\bigl(t,x(t),x(t-\tau)\bigr) \bigr\vert ^{2} \bigr]\,dt \\ &{}+2x^{T}(t)g\bigl(t,x(t),x(t-\tau)\bigr)\,dB(t) \\ \leq&\bigl[B_{1} \bigl\vert x(t) \bigr\vert ^{2}+B_{2} \bigl\vert x(t-\tau) \bigr\vert ^{2}\bigr]\,dt \\ &{}+2x^{T}(t)g\bigl(t,x(t),x(t-\tau)\bigr)\,dB(t), \end{aligned}$$ \end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} d\bigl(e^{-B_{1}t} \bigl\vert x(t) \bigr\vert ^{2}\bigr) =&-B_{1}e^{-B_{1}t} \bigl\vert x(t) \bigr\vert ^{2}\,dt+e^{-B_{1}t}\,d \bigl\vert x(t) \bigr\vert ^{2} \\ \leq&-B_{1}e^{-B_{1}t} \bigl\vert x(t) \bigr\vert ^{2}\,dt+e^{-B_{1}t}\bigl[B_{1} \bigl\vert x(t) \bigr\vert ^{2}+B_{2} \bigl\vert x(t-\tau ) \bigr\vert ^{2}\bigr]\,dt \\ &{}+2e^{-B_{1}t}x^{T}(t)g\bigl(t,x(t),x(t-\tau)\bigr)\,dB(t) \\ \leq&e^{-B_{1}t}B_{2} \bigl\vert x(t-\tau) \bigr\vert ^{2}\,dt \\ &{}+2e^{-B_{1}t}x^{T}(t)g\bigl(t,x(t),x(t-\tau)\bigr)\,dB(t). \end{aligned}$$ \end{document}$$ Integrating ([4.6](#Equ37){ref-type=""}) from 0 to *t* yields $$\documentclass[12pt]{minimal}
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Stability of the exponential Euler method {#Sec6}
-----------------------------------------

In this subsection, under the same conditions as those in Theorem [4.1](#FPar7){ref-type="sec"}, we will obtain the exponential stability in mean square of the exponential Euler method ([2.4](#Equ4){ref-type=""}) to SLSDDEs ([2.1](#Equ1){ref-type=""}) in Theorem [4.2](#FPar15){ref-type="sec"}. It is shown that the stability region of the numerical solution to the equation is the same as that of the analytical solution, which means that our method is effective.

### Definition 4.3 {#FPar13}
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### Lemma 4.2 {#FPar14}
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### Theorem 4.2 {#FPar15}
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### Proof {#FPar16}

Squaring and taking the conditional expectation on both sides of ([2.3](#Equ3){ref-type=""}), noting that $\documentclass[12pt]{minimal}
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Numerical experiments {#Sec7}
=====================

In this section, we give several numerical experiments in order to demonstrate the results about the strong convergence and the exponential stability in mean square of the numerical solution for equations ([2.1](#Equ1){ref-type=""}). We consider the test equation $$\documentclass[12pt]{minimal}
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Conclusions {#Sec8}
===========

In this paper, we study convergence and exponential stability in mean square of the numerical solution for the exponential Euler method to semi-linear stochastic delay differential equations under the global Lipschitz condition and the linear growth condition. Firstly, Theorem [3.1](#FPar1){ref-type="sec"} gives the exponential Euler approximation solution converging to the analytic solution with the strong order $\documentclass[12pt]{minimal}
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