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Abstract
A key task in the field of modeling and analyzing nonlinear dynamical systems is the
recovery of unknown governing equations from measurement data only. There is a wide
range of application areas for this important instance of system identification, rang-
ing from industrial engineering and acoustic signal processing to stock market models.
In order to find appropriate representations of underlying dynamical systems, various
data-driven methods have been proposed by different communities. However, if the
given data sets are high-dimensional, then these methods typically suffer from the curse
of dimensionality. To significantly reduce the computational costs and storage consump-
tion, we propose the method MANDy which combines data-driven methods with tensor
network decompositions. The efficiency of the introduced approach will be illustrated
with the aid of several high-dimensional nonlinear dynamical systems.
Keywords: Nonlinear dynamics, system identification, data-driven methods,
tensor networks, tensor-train format
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1 Introduction
The identification of governing equations from data plays an increasingly important role in
the field of nonlinear dynamical systems. After all, in many practically relevant situations,
the actual underlying model that captures a dynamical system is unknown, while the only
information available is data arising from the natural time evolution. In this instance
of system identification, given time-dependent measurement data, the task at hand is to
reconstruct the underlying system, merely assuming that the governing equations can be
accurately approximated by linear combinations of preselected basis functions. We consider
autonomous dynamical systems given by ordinary differential equations (ODEs). Many
physical – even chaotic – systems have a simple ODE structure comprising only a small
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number of terms, e.g., monomials or trigonometric functions and combinations thereof.
That is, if we choose a large set of basis functions, then a system may be described in terms
of only a few of these basis functions, or – in other words – the governing equations are
sparse in the high-dimensional space of selected basis functions, cf. [1, 2, 3]. Essentially,
we are interested in the relationship between two data sets, namely measurements of X(t)
and measurements of X˙(t) at certain time points t. The methods we will discuss below (as
well as the approach we propose), however, can be applied to a wider range of problems.
For instance, we could also consider discrete dynamical systems or stochastic differential
equations (SDEs). The so-called SINDy approach [4] has also already been extended to
identify the governing equations of SDEs, see [5].
The challenge here is to recover the dynamics (i.e., to recover F such that X˙(t) = F (X(t)))
from a rather small number of measurements of the time-dependent states X(t) and the
corresponding derivatives. This can be accomplished by using different approaches, see,
for example, [6]. One of them is symbolic regression [7], where evolutionary algorithms
reveal appropriate models that fit the given measurement data by combining mathematical
expressions. Unfortunately, symbolic regression is in general too expensive and the con-
vergence might be slow for high-dimensional data sets because discovering the governing
equations from measurement data in a high-dimensional space Rd can be prohibitively ex-
pensive in terms of memory consumption and computational costs. This phenomenon is
often referred to as the “curse of dimensionality”. Also neural networks can be used to
approximate the governing equations of dynamical systems (and, in fact, to approximate
any multidimensional function), see [8]. As for the symbolic regression, knowledge about
the governing equations is not needed a priori for these purely data-driven methods. How-
ever, the approximation based on neural networks does not necessarily lead to interpretable
representations of the governing equations since the given data is only interpolated by using
artificial activation functions, e.g., radial basis functions.
In [4], Brunton et al. proposed an algorithm for the sparse identification of nonlinear
dynamical systems (SINDy). Given data measurements of states and corresponding deriva-
tives, a certain set of basis functions has to be chosen a priori. Based on sequential least-
squares approximations and an iterative selection of relevant basis functions – which is
comparable to iterative hard thresholding [9] – the application of SINDy often results in a
sparse representation of the underlying system, provided that we choose suitable basis func-
tions. We could also add an L1-regularization term to the regression problem if sparsity of
the solution should be enforced. In the community of compressed sensing, this method is
known as the least absolute shrinkage and selection operator (LASSO), see [10]. However,
for large data sets (particularly for large dimensions d) the above methods still suffer from
the curse of dimensionality. Thus, there is a need for efficient methods that are able to
recover the governing equations of high-dimensional nonlinear dynamical systems.
In this work, we combine the data-driven discovery of the underlying dynamics with
the computation of pseudoinverses of tensor-network decompositions. Tensors are gener-
alizations of vectors and matrices represented by multidimensional arrays with multiple
indices. The interest in low-rank tensor decompositions has been growing rapidly over the
last years since several tensor formats such as the canonical format [11, 12], the Tucker
format [13, 14], and the hierarchical Tucker format [15, 16] have shown that it is possible
to mitigate the curse of dimensionality for many high-dimensional problems. Tensor-based
methods have been successfully applied to many different application areas, e.g., quantum
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physics [17, 18, 19, 20, 21], chemical reaction dynamics [22, 23], machine learning [24, 25],
and high-dimensional data analysis [26, 27].
It turned out that one of the most promising tensor formats is the so-called tensor-train
format (TT format) [28, 29, 30] or, equivalently, the matrix product state (MPS) format
[31, 32]. It is a special case of the hierarchical Tucker format and combines the advantages
of the canonical format and the Tucker format, i.e., the storage consumption of a tensor
train does not depend exponentially on the number of dimensions and there exist robust
algorithms for the computation of best approximations. The fact that the TT format
has emerged independently in several fields of science signifies its importance. In quantum
physics, the MPS representation, on the one hand, dates back to work on the density-matrix
renormalization group [17]. On the other hand, pure finitely correlated states [33] are again
basically quantum states in the TT format, originating in mathematical physics in efforts
to generalize notions of hidden Markov models. Within numerical mathematics, the use
of tensor network decompositions and approximations is rather new, which has led to an
exciting development. However, many questions are still open, specifically when it comes to
the convergence when approximating solutions of systems of linear equations given in the
TT format, cf. [34]. For an overview of different low-rank tensor approximation approaches,
we refer to [35, 36, 19].
The new role of tensor decompositions for data analysis techniques and especially com-
pressed sensing was already discussed in, e.g., [27, 37, 38]. Using the TT format we shift
the focus from sparse structures to low-rank or data-sparse structures. That is, instead of
determining sparse vectors or matrices, we aim at recovering dynamical systems by utilizing
tensor decompositions with a moderate number of core elements. Applying the approach
proposed in [27] to construct pseudoinverses in the TT format, we can extend the method
to identify governing equations so that low-rank representations of the data can be utilized
to reduce the computational complexity as well as the memory requirements. Referring to
SINDy, we call our method MANDy, which is short for multidimensional approximation of
nonlinear dynamical systems.
Data-driven discovery of dynamical systems will continue to play an increasingly impor-
tant role. Here, we will show that rewriting mathematical methods by exploiting low-rank
tensor decompositions enables the reconstruction of high-dimensional systems which cannot
be analyzed by conventional methods. The main contributions of this paper are:
• combination of data-driven methods with tensor decomposition techniques for the recov-
ery of governing equations, reducing computational costs as well as storage consumption,
• extension of the pseudoinverse computation in the TT format (developed for tensor-based
dynamic mode decomposition in [27]),
• derivation of different basis decompositions in the TT format,
• demonstration on realistic problems from physics and engineering.
This work is organized as follows: In Section 2, we introduce SINDy and give a brief
overview of the TT format and pseudoinverses in the TT format. In Section 3, we derive
the tensor-based reformulation of SINDy. Numerical results are presented in Section 4.
Section 5 concludes with a brief summary and a future outlook.
3
2 Notation and preliminaries
In this section, we will introduce an approach called SINDy to identify ordinary differential
equations from data, the tensor-train format, and an algorithm to compute pseudoinverses
in the tensor-train format. By combining these techniques, we are able to discover the
governing equations of high-dimensional dynamical systems.
2.1 Sparse identification of nonlinear dynamics
We will consider autonomous ordinary differential equations of the form X˙(t) = F (X(t)),
whereX(t) ∈ Rd is the state of the system at time t and F : Rd → Rd is a function. Assuming
we have m measurements of the state of the system, given by Xk, k = 1, . . . ,m, and the
corresponding time derivatives, given by Yk = X˙k, the goal is to reconstruct the function F .
To this end, we choose a set of basis functions (also called dictionary) D = {ψ1, ψ2, . . . , ψp},
with ψj : Rd → R, and define the vector-valued function Ψ: Rd → Rp by
Ψ(X) =
[
ψ1(X) ψ2(X) . . . ψp(X)
]T
.
The transformed data matrix Ψ(X ) is then defined by
Ψ(X ) = [Ψ(X1) . . . Ψ(Xm)] ∈ Rp×m. (1)
We now wish to determine the coefficient matrix
Ξ =
[
ξ1 ξ2 . . . ξd
] ∈ Rp×d
such that the cost function
∥∥Y −ΞTΨ(X )∥∥
F
is minimized. Each column vector ξi of Ξ then
corresponds to one function Fi via
(Yk)i = Fi(Xk) = ξ
T
i Ψ(Xk),
where the entries of ξi determine which basis functions are used for the reconstruction.
Thus, we obtain a model of the form X˙(t) = ΞTΨ(X(t)). One approach to compute
an optimal coefficient matrix in the least-squares sense is the use of the pseudoinverse of
Ψ(X ). That is, we determine Ξ by ΞT = Y · (Ψ(X ))+, where + denotes the pseudoinverse.
Additionally, SINDy aims at finding a sparse coefficient matrix Ξ [4]. This is accomplished
by iteratively removing basis functions corresponding to small entries that might not be
required for the reconstruction. Provided that the governing equations can be expressed in
terms of the basis functions, SINDy may completely recover the dynamical system. The
iterative elimination of basis functions could be omitted if the number of snapshots is large
enough so that the solution of the initial least-squares problem is already close to the true
solution. Alternatively, a LASSO-based (see, e.g., [10]) approach can be used to identify
the coefficients.
If the time derivatives are not available and need to be approximated by finite differences,
the resulting X˙ data might be noisy and necessitate denoising techniques. Also measurement
data will in general contain noise and require regularization. For more details, see [4] and
references therein.
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Example 2.1 (Illustration of SINDy). To illustrate the sparse identification process, let us
begin with a simple example. Consider Chua’s circuit, see, e.g., [39], given by
x˙1 = α(x2 − x1 − g(x1)),
x˙2 = x1 − x2 + x3,
x˙3 = −βx2,
(2)
where α and β are real parameters and g : R → R is a nonlinear function. We will set
α = 10, β = 14.87, and g(z) = δ1 z + δ2 z |z|, with δ1 = −87 and δ2 = 463 . Let us try to
recover the governing equations of Chua’s circuit from data. We simulate the system for
t = 0, . . . , 20 with a step size of h = 0.01 and the initial condition X1 = [−1.13, 0.004, 0.45]T ,
thus X ,Y ∈ R3×2000. Here, we use the exact derivatives.
(i) Using a basis comprising monomials of order up to and including two in each dimension,
i.e.,
Ψ1(X) =
[
1 x1 x
2
1 x2 x1x2 x
2
1x2 . . . x
2
2x
2
3 x1x
2
2x
2
3 x
2
1x
2
2x
2
3
]T
, (3)
we obtain the following coefficient matrix
ΞT1 =

1 x1 x21 x2 x1x2 x
2
1x2 x
2
2 x1x
2
2 x
2
1x
2
2 x3 ...
−0.06 1.10 0.35 9.61 −1.77 −1.97 1.05 3.85 1.07 −0.07 . . .
0 1 0 −1 0 0 0 0 0 1 . . .
0 0 0 −14.87 0 0 0 0 0 0 . . .
.
The coefficients for the second and third function are identified correctly, whereas the first
equation cannot be represented by the basis functions and all coefficients are unequal to
zero, approximating the missing basis function. The resulting trajectories are shown in
Figure 1 (a).
(ii) If we use a different set of basis functions, given by
Ψ2(X) =
[
1 x1 x2 x3 |x1| x1 |x1| x2 |x1| x3 |x1| . . . x3 |x3| x3 |x3|
]T
(4)
the system is recovered correctly as
ΞT2 =

1 x1 x2 x3 |x1| x1|x1|
0 1.42 10 0 0 −0.6349 . . .
0 1 −1 1 0 0 . . .
0 0 −14.87 0 0 0 . . .
.
All remaining coefficients are numerically zero. The simulation results are shown in Fig-
ure 1 (b). 4
Remark 2.2 (Dependence of SINDy on basis functions). The example illustrates that in
order to obtain an accurate representation of the system, a priori knowledge about the
governing equations might be required, which is in general not available when the method is
applied to measurement data or data stemming from black-box models. If the basis functions
are not chosen appropriately, then SINDy will not faithfully reproduce the dynamics of the
system.
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Figure 1: Simulation of Chua’s circuit and the identified systems for t = 0, . . . , 100 with a
step size of h = 0.01. (a) Using a basis comprising only monomials leads to incorrect sim-
ulation results, the identified system does not capture the full dynamics. (b) Constructing
a basis that contains also x1 |x1| leads to correct results, the original and identified system
are identical up to numerical errors.
2.2 The tensor-train format
Tensors of order d are multidimensional arrays T ∈ Rn1×···×nd . Figure 2 shows a number
of simple examples. The different dimensions ni ∈ N for i = 1, . . . , d are called modes.
Elements of tensors are accessed by Tj1,...,jd ∈ R, with 1 ≤ ji ≤ ni. If we fix certain
indices, colons are used to indicate the free modes (similar to Matlab’s or Python’s colon
notation). The storage consumption of a tensor can be estimated as O(nd), where n is the
maximum of all mode sizes n1, . . . , nd. Storing a d-dimensional tensor may be infeasible
for large d since the number of elements of a tensor grows exponentially with the order.
This is typically called the curse of dimensionality. However, it is possible to mitigate
this by exploiting low-rank tensor approximations. If the underlying correlation structure
admits such a decomposition, an enormous reduction in complexity can be achieved. The
basic idea is to decompose tensors T ∈ Rn1×···×nd into different components using tensor
products, see [40].
(a)
1
0
1
1
0

(b)
1 0 1 0
0 1 1 0
1 1 0 1
1 0 1 0
0 1 0 1

(c)1 0 1 11 0 0 0
0 1 1 0
0 1 1 01 0 0 1
1 1 1 1
1 1 0 10 1 1 0
1 0 0 1

Figure 2: Low-dimensional tensors represented by arrays: (a) A tensor of order 1 is a
vector. (b) A tensor of order 2 is a matrix. (c) A tensor of order 3 can be visualized as
layers of matrices.
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Examples of tensor formats are rank-one tensors [41, 42] and the canonical format [43, 44].
A tensor T ∈ Rn1×···×nd of order d is called a rank-one tensor if it can be written as the
tensor product of d vectors. A tensor in the canonical format is simply the sum of rank-one
tensors. For our purposes, we will rely on the tensor-train format (TT format) [29, 30], a
special case of the hierarchical Tucker format [15, 16]. A tensor in the TT format is given
by
T =
r0∑
k0=1
· · ·
rd∑
kd=1
T
(1)
k0,:,k1
⊗ · · · ⊗T(d)kd−1,:,kd . (5)
The TT ranks r0, . . . , rd, where r0 = rd = 1, determine the storage consumption of a
tensor train and its complexity. Lower ranks imply a lower memory consumption and
lower computational costs. Therefore, our aim is to compute low-rank approximations of
high-dimensional tensors in the TT format. Figure 3 shows the graphical representation
– motivated by [34] – of a tensor train T ∈ Rn1×···×nd . A core is depicted by a circle
with different arms indicating the modes of the tensor and the rank indices. For more
information, we refer to [36, 42].
r1 r2 rd−1
n1 n2 n3 nd−1 nd
Figure 3: Graphical representation of tensor trains. Here, the first and the last core are
considered as matrices, the other cores are tensors of order 3.
We represent the TT cores as two-dimensional arrays containing vectors as elements. For
T ∈ Rn1×···×nd with cores T(i) ∈ Rri−1×ni×ri , a single core is written as
r
T(i)
z
=
uwwwwwwv
T
(i)
1,:,1 · · · T(i)1,:,ri
...
. . .
...
T
(i)
ri−1,:,1 · · · T
(i)
ri−1,:,ri
}~ . (6)
We then use the notation T =
q
T(1)
y ⊗ · · · ⊗ qT(d)y for representing tensor trains T,
see [45, 46]. This can be regarded as a generalization of the standard matrix multiplication
where the cores contain vectors as elements instead of scalar values. Just like multiplying
two matrices, we compute the tensor products of the corresponding elements and then sum
over the columns and rows, respectively.
In order to construct matricizations and vectorizations – also called tensor unfoldings [34] –
we define a bijection φN for the mode set N = (n1, . . . , nd)
T ∈ Nd with
φN : {1, . . . , n1} × · · · × {1, . . . , nd} → {1, . . . ,
d∏
k=1
nk},
(j1, . . . , jd) 7→ j1, . . . , jd := φN (j1, . . . , jd),
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where j1, . . . , jd is the single-index representation of the corresponding multi-index (j1, . . . , jd).
Typically, bijections based on reverse lexicographic ordering (column-major order in Matlab
and Fortran) or colexicographic ordering (row-major order in Numpy and C++) are used,
see, e.g., [47].
Definition 2.3 (Matricization and vectorization). Let N = (n1, . . . , nd)
T be a mode set
and T ∈ Rn1×···×nd a tensor. For two ordered subsets N ′ = (n1, . . . , nl)T and N ′′ =
(nl+1, . . . , nd)
T of N with 1 ≤ l < d, the matricization of T with respect to N ′ and N ′′
is given by (
T
∣∣∣∣N ′′N ′
)
j1,...,jl,jl+1,...,jd
= Tj1,...,jd . (7)
The vectorization of T is given by
vec(T) :=
(
T
∣∣∣∣N
)
j1,...,jd
= Tj1,...,jd .
Definition 2.3 can also be generalized to arbitrary subsets of the mode set N , see, e.g., [36].
We will here, however, only need the special case described above. Given a TT core T(i) ∈
Rri−1×ni×ri , we now define
L
(
T(i)
)
= T(i)
∣∣∣∣riri−1,ni and R(T(i)) = T(i)
∣∣∣∣ni,riri−1 . (8)
The matricization L (T(i)) is called the left-unfolding of T(i) and R (T(i)) the right-
unfolding of T(i), see [34]. A TT core is called left-orthonormal if its left-unfolding is
orthonormal with respect to the columns, i.e.,(
L
(
T(i)
))T · L(T(i)) = T(i) ∣∣∣∣ri−1,niri ·T(i)
∣∣∣∣riri−1,ni = I ∈ Rri×ri ,
and right-orthonormal if its right-unfolding is orthonormal with respect to the rows, i.e.,
R
(
T(i)
)
·
(
R
(
T(i)
))T
= T(i)
∣∣∣∣ni,riri−1 ·T(i)
∣∣∣∣ri−1ni,ri = I ∈ Rri−1×ri−1 .
Algorithms for the left- and right-orthonormalization, respectively, can be found in [30, 36].
Note that a tensor T remains the same if we apply an (exact) orthonormalization procedure
to it. The algorithms simply compute a different but equivalent representation.
2.3 Pseudoinverses in the TT format
We now explain how to compute pseudoinverses of matricizations of tensors in the TT
format. Later, we aim at applying this technique to the tensorized counterpart of the matrix
Ψ(X ) defined in (1). It was shown that the pseudoinverse of certain tensor unfoldings can be
computed directly in the TT format. We will briefly recapitulate the main idea, details can
be found in [27]. Given a tensor T ∈ Rn1×···×nd×m (e.g., a tensor containing m snapshots
of a d-dimensional system with dimensions n1, . . . , nd) in the TT format, we consider the
matricization
T = T
∣∣∣∣mn1,...,nd . (9)
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The standard way to calculate the pseudoinverse T+ is based on using its singular value
decomposition (SVD), i.e., T = U ΣV T with UTU = V TV = I. The pseudoinverse of T is
then given by
T+ = V Σ−1UT . (10)
Initial tensor train
n1 n2 nd m
1 r1 rd 1
Left- and right-
orthonormalization
n1 n2 nd m
1 s1 sd sd 1
Σ
Pseudoinverse
n1 n2 ndm
1 s1sd sd
Σ−1
Figure 4: Computation of the pseudoinverse of a tensor train: After left- and right-
orthonormalization of the initial tensor train (half-filled circles), the pseudoinverse can be
represented as a cyclic tensor train with reordered cores. Note that we here depict the spe-
cial case of the pseudoinversion of a tensor T ∈ Rn1×···×nd×m, the general case is considered
in [27].
In order to directly construct the pseudoinverse T+ from a TT representation of T, we
apply the two orthonormalization procedures. That is, we left-orthonormalize the TT cores
from T(1) to T(d) and right-orthonormalize the core T(d+1). Doing this, we obtain a global
SVD of the matricization T . Similar to (10), the pseudoinverse T+ can then be obtained by
reordering the cores, see Figure 4. A detailed description of the corresponding algorithms can
be found in [27], where we have shown how to generalize the orthonormalization procedure
to arbitrary matricizations of tensor trains. Algorithm 1 describes the pseudoinversion
procedure for a tensor train T ∈ Rn1×···×nd×m in detail.
An important aspect is that we do not need to compute the pseudoinverse of T explicitly.
Instead, we only orthonormalize the TT cores and compute the matrix Σ by executing the
lines 1 to 5 of Algorithm 1. We then store the representation
T+ =
r1∑
k1=1
· · ·
rd∑
kd=1
σ−1kd ·T
(d+1)
kd,:,1
⊗T(1)1,:,k1 ⊗ · · · ⊗T
(d)
kd−1,:,kd ∈ Rm×n1×···×nd ,
which can be either regarded as the sum of rd tensor trains scaled by σ
−1
1 , . . . , σ
−1
rd
or as a
9
Algorithm 1 Pseudoinversion of tensor trains.
Input: Tensor train T ∈ Rn1×···×nd×m.
Output: Pseudoinverse of T = T
∣∣∣∣mn1,...,nd .
1: Left-orthonormalize T(1), . . . ,T(d−1) and right-orthonormalize T(d+1).
2: Compute SVD of L (T(d)), i.e., L (T(d)) = UΣV T with Σ ∈ Rs×s.
3: Define U ∈ Rrd−1×nd×s as a reshaped version of U with Uk,x,l = Uk,x,l.
4: Define V ∈ Rs×m by R (V) = V T · R (T(d+1)).
5: Set T(d) to U, T(d+1) to V, and rd to s.
6: Define U˜ =
(∑r0
k0=1
· · ·∑rd−1kd−1=1 T(1)k0,:,k1 ⊗ · · · ⊗T(d)kd−1,:,:)
∣∣∣∣rdn1,...,nd .
7: Define V˜ = T(d+1)
∣∣∣∣rdm .
8: Define T+ = V˜ Σ−1 U˜T .
cyclic tensor train [42] as depicted in Figure 4. It holds that
T+
∣∣∣∣n1,...,ndm =
(
T
∣∣∣∣mn1,...,nd
)+
.
For the orthonormalization procedures, we only consider compact/reduced SVDs, i.e.,
only the nonzero singular values and corresponding singular vectors are stored. It is also
possible to use truncated SVDs within Algorithm 1, i.e., we discard all singular values σk
with σk/σmax < ε, where σmax is the largest singular value and ε a given threshold. In this
way, we can reduce the computational costs and the storage consumption even further.
Lemma 2.4 (Complexity of the pseudoinverse computation). The computational effort of
Algorithm 1 can be estimated as O(d · n · r3 +m · r2), where n is the maximum of the first
d modes and r the maximum of all TT ranks.
Proof. The overall computational costs of Algorithm 1 can be estimated by the number
of applied SVDs. The complexity of calculating an SVD of a left-/right-unfolding can
be estimated as O(n · r3). Since we compute the left-orthonormalizations of the first d
cores and the right-orthonormalization of R(T(d+1)) ∈ Rr×m, we obtain the estimation
O(d · n · r3 +m · r2), assuming that r ≤ m.
3 Tensor-based reformulation of SINDy
After introducing SINDy and the TT format, we will now show how to combine the data-
driven recovery of dynamical systems with tensor decompositions. We restrict ourselves to
a set of basis functions D = {ψ1, . . . , ψp}, ψj : R → R, and corresponding basis matrices
whose entries are given by products of the given basis functions applied to the different
dimensions of all snapshots. Note that the basis functions ψj , j = 1, . . . , p, are now defined
on R and not on Rd as in Section 2.1. Exploiting the TT format for the construction of
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the tensorized counterpart of the basis matrix Ψ(X ), we are able to express large numbers
of combinations of the basis functions ψ1, . . . , ψp in a compact way as tensor-products of
the one-dimensional basis functions. By doing this, we can not only reduce the storage
consumption of the basis matrix but may also lower the computational costs compared to
the conventional SINDy-like implementation.
In what follows, we will describe different approaches for the tensor-based construction
and show how to solve the minimization problem
min
Ξ
‖Y −ΞTΨ(X )‖F (11)
directly in the TT format. Here, Ξ and Ψ(X ) denote the tensorized counterparts of the
matrices Ξ and Ψ(X ) introduced in Section 2. As mentioned in the introduction, we call
our method MANDy.
3.1 Basis decomposition
We will consider two different types of basis decompositions. Let X = [x1, . . . , xd]
T ∈ Rd
be a vector and ψj : R → R, j = 1, . . . , p, basis functions. We consider the two rank-one
decompositions
Ψcm(X) = Ψ
(1)
cm(X)⊗ · · · ⊗Ψ(d)cm(X) =
ψ1(x1)...
ψp(x1)
⊗ · · · ⊗
ψ1(xd)...
ψp(xd)
 ∈ Rp×···×p (12)
and
Ψfm(X) = Ψ
(1)
fm (X)⊗ · · · ⊗Ψ(p)fm (X) =
ψ1(x1)...
ψ1(xd)
⊗ · · · ⊗
ψp(x1)...
ψp(xd)
 ∈ Rd×···×d. (13)
That is, for (12) we apply all basis functions to one specific element of the vector X in
each core while we apply only one basis function to all elements of X in each core of (13).
Analogously to the row and column major order of multidimensional arrays, we call Ψcm a
coordinate-major decomposition and Ψfm a function-major decomposition. It holds that
(Ψcm(X))j1,...,jd = ψj1(x1) · . . . · ψjd(xd) and (Ψfm(X))j1,...,jp = ψ1(xj1) · . . . · ψp(xjp).
Using the decompositions (12) and (13), we can express the tensors Ψcm(X) and Ψfm(X)
in a storage-efficient way. The memory consumption of the full representations of the
tensors is O(pd) and O(dp), respectively, whereas the memory consumption of both rank-
one representations is O(p · d).
Remark 3.1 (Choice of rank-one decompositions). What we present here are only two
types of rank-one decompositions for a set of basis functions. In fact, other decompositions
are also possible and specific problems might necessitate more complex representations in
the future. However, we will focus on decompositions of the form (12) or (13).
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3.2 Multidimensional approximation of nonlinear dynamical systems
For m different vectors Xk = [xk,1, . . . , xk,d]
T ∈ Rd, k = 1, . . . ,m, stored in a matrix X (see
Section 2.1), we aim at using the decompositions (12) and (13) to construct counterparts of
the matrices
Ψcm(X ) =
[
Ψcm(X1) Ψcm(X2) . . . Ψcm(Xm)
] ∈ Rpd×m (14)
and
Ψfm(X ) =
[
Ψfm(X1) Ψfm(X2) . . . Ψfm(Xm)
] ∈ Rdp×m (15)
directly in the TT format. Here, Ψcm(Xk) ∈ Rpd and Ψfm(Xk) ∈ Rdp denote the vectoriza-
tions vec (Ψcm(Xk)) and vec (Ψfm(Xk)), respectively. Collecting the rank-one decomposi-
tions given in (12) for all vectors X1, . . . , Xm in a single TT decomposition, we obtain
Ψcm(X ) =
r
Ψ(1)cm(X )
z
⊗
r
Ψ(2)cm(X )
z
⊗ · · · ⊗
r
Ψ(d)cm(X )
z
⊗
r
Ψ(d+1)cm (X )
z
=
r
Ψ
(1)
cm(X1) · · · Ψ(1)cm(Xm)
z
⊗
uwvΨ
(2)
cm(X1) 0
. . .
0 Ψ
(2)
cm(Xm)
}~⊗ · · ·
· · · ⊗
uwvΨ
(d)
cm(X1) 0
. . .
0 Ψ
(d)
cm(Xm)
}~⊗
uwv e1...
em
}~ ∈ Rp×···×p×m,
(16)
where ek, k = 1, . . . ,m, denote the unit vectors of the standard basis in the m-dimensional
Euclidean space. Analogously, we can write
Ψfm(X ) =
r
Ψ
(1)
fm (X )
z
⊗
r
Ψ
(2)
fm (X )
z
⊗ · · · ⊗
r
Ψ
(p)
fm (X )
z
⊗
r
Ψ
(p+1)
fm (X )
z
=
r
Ψ
(1)
fm (X1) · · · Ψ(1)fm (Xm)
z
⊗
uwvΨ
(2)
fm (X1) 0
. . .
0 Ψ
(2)
fm (Xm)
}~⊗ · · ·
· · · ⊗
uwvΨ
(p)
fm (X1) 0
. . .
0 Ψ
(p)
fm (Xm)
}~⊗
uwv e1...
em
}~ ∈ Rd×···×d×m.
(17)
Both TT decompositions (16) and (17) have a TT rank of m and it holds that
Ψcm(X )
∣∣∣∣mp,...,p = Ψcm(X ) and Ψfm(X )
∣∣∣∣md,...,d = Ψfm(X ).
We could also express the basis tensors in the canonical format, but using the TT format
enables us to construct the pseudoinverse of Ψcm(X ) and Ψfm(X ) directly as a TT decom-
position, see Section 2.3. That is, we solve the minimization problem (11) by computing
the pseudoinverse of Ψcm(X ) or Ψfm(X ), respectively, in the TT format and obtain
ΞT = Y ·Ψcm/fm(X )+ (18)
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with
ΞT
∣∣∣∣p/d,...,p/dd = Y ·Ψcm/fm(X )+
∣∣∣∣p/d,...,p/dm = Y ·Ψcm/fm(X )+.
For a detailed description of the tensor contraction in (18), see Figure 5.
ΞT =
p/d p/d p/d
m
d
Y
1 r1rd/p rd/p
Σ−1
Ξ =
p/d p/d p/d d
r1 rd/p
Σ−1 ·Ψ(d/p+1)cm/fm (X ) · YT
Figure 5: Construction of the coefficient tensor Ξ: After the left-orthonormalization of the
first d or p cores, respectively, of Ψcm/fm(X ), the tensor Ξ can be obtained by contracting
the pseudoinverse with the data matrix Y. Since ΞT is a cyclic tensor train, the tensor Ξ
can be expressed as a standard tensor train where we only replace the last core.
Storing the TT cores of (16) and (17) in a sparse format, the memory consumption of
both representations can be estimated as O(p · d · m). The memory consumption of the
corresponding matricizations would be O(pd ·m) and O(dp ·m), respectively. This is the
first main advantage of the proposed decompositions: If the number of snapshots is not too
large (m pd or m dp), we are able to efficiently store all entries of the matrices (14) and
(15) in the TT decompositions (16) and (17), respectively. The second advantage is then
the fast computation of the pseudoinverse. The computational effort needed to compute
an SVD of the matrices (14) and (15) and to construct the pseudoinverse given in (10) can
be estimated as O(pd ·m2) and O(dp ·m2), respectively. In contrast to that, we only need
O(p · d ·m3) steps to compute the pseudoinverse of the TT representations (16) and (17),
see Lemma 2.4. On the other hand, if m & pd (or m & dp), then the tensor-train based
approach is computationally more expensive than the classical methods. However, we still
benefit from the reduced storage consumption of the basis tensor using MANDy.
Remark 3.2 (Right-orthonormality of the last core). Note that it is not necessary to
right-orthonormalize the last core of Ψcm/fm(X ) for the construction of its pseudoinverse
as shown in Algorithm 1 since the last core is already right-orthonormal by construction,
cf. (16) and (17).
Remark 3.3 (Special case of monomial basis functions). For the special case of monomial
basis functions, i.e., for a dictionary given by D = {ψ1, . . . , ψp} = {1, x, x2, . . . , xp−1} with
p = 2q, we can decompose the components of the coordinate-major rank-one tensor given
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in (12) even further by writing
ψ1(xi)
ψ2(xi)
...
ψp(xi)
 =

1
xi
...
x2
q−1
i
 =ˆ
[
1
xi
]
⊗
[
1
x2i
]
⊗
[
1
x4i
]
⊗ · · · ⊗
[
1
x2
q−1
i
]
,
which can be easily shown using
∑q−1
l=0 2
l = 2q − 1. We will not make use of this kind of
sub-decomposition in this work. Nevertheless, it may be advantageous for the identification
of governing equations involving higher-order monomials.
Remark 3.4 (Constraints on the coefficients). Even when using the TT format for the
construction of the tensors Ψcm(X ) and Ψfm(X ), respectively, it is possible to directly
include linear (dimensionwise) constraints on the coefficients stored in Ξ. A tensor train
that encodes the extra conditions on the coefficients can be seen as an additional snapshot.
Together with a corresponding vector appended to Y, we can incorporate the (weighted)
contraints.
4 Numerical results
In this section, we will present three numerical examples for the application of MANDy,
namely Chua’s circuit (which was already introduced in Example 2.1), the Fermi–Pasta–
Ulam–Tsingou problem [48], and the Kuramoto model [49]. The numerical experiments have
been performed on a Linux machine with 128 GB RAM and an Intel Xeon processor with
a clock speed of 3 GHz and 8 cores. The algorithms have been implemented in Python 3.6
and collected in the toolbox Scikit-TT available on GitHub: https://github.com/PGelss/
scikit_tt.
4.1 Chua’s circuit
As a first experiment, let us consider our example from Section 2.1 again with the intent to
illustrate how using tensor products of simple functions allows for the construction of rich
sets of basis functions. The first set of basis functions (3) used in Example 2.1 corresponds
to the coordinate-major rank-one decomposition
Ψ1(X) =
 1x1
x21
⊗
 1x2
x22
⊗
 1x3
x23
 ∈ R3×3×3.
As we have seen, these ansatz functions do not lead to a correct recovery of the system
dynamics. Instead we have to use a basis set including the absolute values of the coordinates.
The basis vector given in (4) then corresponds to the function-major rank-one decomposition
Ψ2(X) =

1
x1
x2
x3
⊗

1
|x1|
|x2|
|x3|
 ∈ R4×4. (19)
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As for the matrix-based approach in Example 2.1, the approximate coefficient tensor is
numerically equal to the exact coefficient tensor (see Appendix A.1) when we apply MANDy
with the basis decomposition Ψ2 and choose the same parameters and number of snapshots.
This small example already shows the advantage of using tensor decompositions in terms
of storage consumption. For the sparse TT representation of the basis tensor (see (13) and
(17)), we only have to store 18000 entries whereas the matricized counterpart would have
32000 entries.
4.2 Fermi–Pasta–Ulam–Tsingou problem
Let us now consider the Fermi–Pasta–Ulam–Tsingou model, which was introduced by the
eponymous physicists and mathematicians in 1953. The underlying model represents a
vibrating string by a system of coupled oscillators fixed at the respective end points of the
string.
x1 x2 xd−1 xd
Figure 6: Fermi–Pasta–Ulam–Tsingou model: Representation of a vibrating string by a
set of masses coupled by springs.
Here, we consider a dynamical system described by a second-order differential equation
X¨(t) = F (X(t)) where the right-hand side does not depend on X˙. A very large number of
problems in astronomy, molecular dynamics, and other areas of physics are of this form, as
this type of differential equation is an immediate consequence of Newtonian mechanical laws.
Moreover, it makes no difference for our methods whether we have given data measurements
[X1, . . . , Xm] and [X˙1, . . . , X˙m] or [X1, . . . , Xm] and [X¨1, . . . , X¨m]. Let us consider the model
variant with cubic forcing terms, which is of the form
x¨i = (xi+1 − 2xi + xi−1) + β
[
(xi+1 − xi)3 − (xi − xi−1)3
]
, (20)
i = 1, . . . , d, where xi represents the displacement of the ith oscillator from its original
position, see Figure 6. We assume the ends of the chain to be fixed, i.e., x0 = xd+1 = 0.
The parameter β ∈ R represents the nonlinear force between the oscillators.
For our first numerical experiment, we consider d = 10 oscillators. We compare our
proposed method with the matrix-based solution of the least-squares problem given in (11).
For this purpose, we choose random displacements in [−0.1, 0.1] for each oscillator and
compute the (exact) second derivatives using (20) with β = 0.7. As basis functions we
choose D = {1, x, x2, x3}. This then results in the representation of 410 combinations of
function evaluations for every snapshot if we use the coordinate-major ansatz, see (12),
such that
Ψcm(X ) ∈ R4×···×4×m for X =
[
X1 X2 . . . Xm
] ∈ R10×m,
where m is the number of considered snapshots.
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Figure 7: Application of MANDy to the Fermi–Pasta–Ulam–Tsingou problem: (a) CPU
times needed for the computation of the coefficient tensor Ξ and the matricized counterpart
Ξ, respectively. For m = 6000, the CPU time of the matrix-based approach is extrapolated
since storing the matrices for calculations with m > 5000 would require too much memory.
(b) Relative errors between the approximate solutions and the exact solution. Results are
shown for the tensor-based approach (using different thresholds for orthonormalizations) as
well as for the matrix-based approach. For ε ≤ 10−9, the relative errors of MANDy are
numerically indistinguishable from those of the SINDy-like approach.
Figure 7 shows the CPU times and relative errors of MANDy for varying m. We see
that we are able to reduce the time needed for computing the coefficient tensor/matrix
significantly – at least within the considered range of snapshot numbers with m 410. For
MANDy, we also included the construction of the tensor train Ψcm(X ) in the CPU times,
whereas the runtimes for the matrix-based approach only consist of the times needed to
solve the minimization problem. Without using truncated SVDs for the orthonormalization
procedures, we obtain a speed-up of approximately up to five. The runtimes decrease even
further when we set a threshold ε > 0 for the SVDs.
4 6 8 10 12 14 16 18 20
d
6000
5000
4000
3000
2000
1000
m
Relative errors for ε = 10−10
10−7
10−6
10−5
10−4
10−3
10−2
10−1
Figure 8: Relative errors for different parameters: The relative errors between the approxi-
mate and the exact solutions for the coefficient tensor depending on d and m are shown. All
parameter combinations for m and d to the right of the dashed line could only be handled
using the tensor-based method MANDy.
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At the same time, we obtain nearly the same relative errors between the approximate
and the exact solution, cf. Appendix A.2. As shown in Figure 7 (b), there is in fact no
noticeable difference between the error produced by the matrix-based approach and the
tensor-based approach with thresholds of ε ≤ 10−9. Moreover, we can consider higher
numbers of snapshots and dimensions using MANDy. This is shown more clearly in Figure 8,
where we plot the relative errors in dependence of m and d. In particular, we were not able
to compute a matrix-based solution using standard SINDy for d ≥ 12 since the basis matrix
Ψcm(X ) simply becomes too large. Using MANDy, we can even approximate the solution
with a relative error smaller than 10−1 for d = 20 and m = 6000 (which implies a basis
tensor Ψcm(X ) with 420 · 6000 ≈ 6.6 · 1015 elements).
4.3 Kuramoto model
As a third example for the application of MANDy, we consider the Kuramoto model. The
model describes the behavior of a large number of coupled oscillators on a circle. First
introduced by Yoshiki Kuramoto in 1975, see [50], it has been studied extensively over the
last decades.
xi
ωi
Figure 9: Kuramoto model: Simulation of coupled oscillators on a ring.
The governing equations – including an external forcing, see [49] – can be written as
dxi
dt
= ωi +
K
d
d∑
j=1
sin(xj − xi) + h sin(xi), i = 1, . . . , d, (21)
where d is the number of oscillators, K the coupling strength, h the external forcing pa-
rameter, ωi the ith natural frequency, and xi the angular position of the ith oscillator, see
Figure 9. Here, we assume an identical coupling between all oscillators as well as a constant
forcing parameter. In detail, we consider d = 100 oscillators and set K = 2 and h = 0.2.
Furthermore, we choose intrinsic frequencies equidistantly distributed in [−5, 5].
Now, we intend to identify the governing equations from simulation data. We choose the
set of basis functions given by D = {sin(x), cos(x)} and use the function-major decomposi-
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tion (13) which leads to tensors of the form
Ψfm(X) =

1
sin(x1)
...
sin(xd)
⊗

1
cos(x1)
...
cos(xd)
 ∈ Rd+1×d+1. (22)
Similar to the dictionary used for Chua’s circuit, see Section 4.1, we added the basis function
1 to both cores in order to ensure that also functions of the form sin(xi) and cos(xi) appear
in the large basis set. Note that sin(x±y) = sin(x) cos(y)± cos(x) sin(y) so that the system
can indeed be represented by the chosen basis. We simulate the Kuramoto model from
t0 = 0 to t1 = 1020 using an implementation of the BDF method as described in [51] and
take 10 snapshots within each second of simulation time, i.e., the time points corresponding
to the snapshots are {0, 0.1, 0.2, . . . , 1019.9, 1020}. That is, we consider 10201 data points
which would for the matrix case mean that the matrix Ψfm(X ) is square. As the initial
distribution, we randomly place the oscillators on the ring. Then, based on the obtained
data points X1, . . . , X10201 and corresponding derivatives X˙1, . . . , X˙10201, we recover the
dynamics using MANDy with a threshold of ε = 10−16. As in the previous examples, we
are able to compare our result with the exact solution given in Appendix A.3. We repeated
the experiment several times and never observed relative errors larger than 10−4. Applying
our recovered dynamics to another randomly chosen initial distribution of the oscillators, we
see that we are able to approximate the dynamics of the Kuramoto model accurately within
a time interval of nearly up to 100 seconds, see Figure 10. In terms of matrix representations,
the reason for the inaccuracy is that the matrix Ψfm(X ) does not have full rank.
Even if the computational overhead is bigger using MANDy compared to the classical
method, we are able to reduce the storage consumption by a factor of more than 50. Here,
a sparse representation of the tensor cores of Ψfm(X ) enables us to significantly reduce the
memory consumption.
5 Conclusion and outlook
5.1 Conclusion
In this work, we have proposed an approach for the data-driven recovery of governing equa-
tions of nonlinear dynamical systems. The presented approach – called MANDy, short for
multidimensional approximation of nonlinear dynamical systems – combines data-driven
methods with tensor-train decompositions. The aim of this approach is to reduce the mem-
ory consumption as well as the computational costs significantly and to mitigate the curse
of dimensionality. After explaining the SINDy method for identifying governing equations
based on a given basis set as well as the TT format, we have first shown how to use tensor
products of simple functions for the construction of rich sets of basis functions. We have
then explained how to rewrite the data-driven recovery in terms of tensor decompositions
and the tensor-based computation of pseudoinverses. The results, which have been illus-
trated with several examples of dynamical systems, clearly demonstrate that the proposed
algorithm needs less computational costs than the classical method if the number of data
points is small enough. However, even if a large number of snapshots is needed for the
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Figure 10: Application of MANDy to the Kuramoto model: The recovered dynamics are
applied to another random initial distribution of the oscillators and then compared with
the exact dynamics. Here, we only visualize the oscillators with indices i = 1, 11, . . . , 91.
The solid dots represent the positions according to the approximated dynamics whereas the
circles with the same color represent the positions according to the real dynamics.
recovery of the governing equations, we still benefit from the reduction of the memory con-
sumption. The work presented in this paper constitutes a first step towards tensor-based
techniques for the reconstruction of unknown systems purely from data measurements.
5.2 Outlook
The investigations carried out in this work offer a number of further promising considera-
tions. The above numerical experiments show convincingly that one can expect a significant
improvement of MANDy over SINDy, not only concerning the memory requirements used in
the recovery, but also in the computational effort. This advantage originates from exploiting
the underlying data structure by using low-rank tensor decompositions. Key to this is an
understanding of the correlations in the matrices that are approximated in the TT format.
Appendix A.4 provides some details on the correlation structure required to obtain accurate
TT approximations, requiring further research on the local correlation structure.
Other future research will include the investigation of perturbations of the data and
their influence on the reconstructed systems. We have observed that MANDy (as well as
methods like SINDy) is highly sensitive to noisy data, even if we only add a slight Gaussian
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noise to the measurements. In this context, the inclusion of approximate derivatives for the
recovery will also be of interest. A common way of adding noise is to take data generated by
X˙(t) = F (X(t)) + ξ, where ξ ∈ Rd is a vector capturing errors, either drawn i.i.d. reflecting
Gaussian noise, or generally with ‖ξ‖F < η for some constant η > 0. One might even hope
for proving recovery guarantees as they are common in the context of compressed sensing
[52, 53], given certain suitably structured data and noise levels.
Moreover, the construction of elaborate sets of basis functions has to be examined more
closely in the future. Here, we used a priori knowledge for the construction of the dictionary,
which is generally not known in practice. Additionally, parts of this work – in particular
the proposed basis decompositions – may be used for the development of other tensor-based
counterparts of methods such as EDMD or kernel EDMD. Accepting that the improved
performance originates from exploiting the correlation structure, one can hope that other
tensor networks are suitable for other kinds of data. Hierarchical tensor formats [15, 16, 54]
and entangled project pair states [19, 20] may be suitable as well. The hope is that the
present work stimulates such endeavors.
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A Exact coefficient tensors
For any pair of data matrices X ,Y related by one of the discussed ODE systems, the
following tensor product representations of the coefficient tensors Ξ satisfy Y = ΞTΨ(X )
where Ψ(X ) denotes the considered tensor of basis functions applied to the elements of X .
A.1 Exact solution for Chua’s circuit
For the chosen basis functions D = {x, |x|} and the function-major decomposition given in
(19), an exact tensor product representation of the coefficient tensor Ξ ∈ R(d+1)×(d+1)×d
corresponding to the ODE (2) is given by
Ξ =
uwwv

0
−α(1 + δ1)
α
0


0
−αδ2
0
0


0
1
−1
1


0
0
−β
0

}~⊗
uwwv
e1 0 0
e2 0 0
0 e1 0
0 0 e1
}~⊗
uve˜1e˜2
e˜3
}~ ,
with ei ∈ R4 and e˜j ∈ R3 being the ith/jth unit vector of the standard basis in the respective
space.
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A.2 Exact solution for the Fermi–Pasta–Ulam–Tsingou problem
For the chosen basis functions D = {1, x, x2, x3} and the coordinate-major decomposition
given in (16), an exact tensor product representation of the coefficient tensor Ξ ∈ R4×···×4×d
corresponding to the ODE (20) is given by
Ξ =
q−2e2 − 2βe4 e1 + 3βe3 −3βe2 βe1y⊗
uwwv
e1
e2
e3
e4
}~⊗ e1 ⊗ · · · ⊗ e1 ⊗ e˜1
+
d−1∑
k=2
e1 ⊗ · · · ⊗ e1 ⊗
q
e1 e2 e3 e4
y
⊗
uwwv
−2e2 − 2βe4 e1 + 3βe3 −3βe2 βe1
e1 + 3βe3 0 0 0
−3βe2 0 0 0
βe1 0 0 0
}~
︸ ︷︷ ︸
kth TT core
⊗
uwwv
e1
e2
e3
e4
}~⊗ e1 ⊗ · · · ⊗ e1 ⊗ e˜k
+ e1 ⊗ · · · ⊗ e1 ⊗
q
e1 e2 e3 e4
y⊗
uwwv
−2e2 − 2βe4
e1 + 3βe3
−3βe2
βe1
}~⊗ e˜d,
with ei ∈ R4 and e˜j ∈ Rd being the ith/jth unit vector of the standard basis in the
respective space.
A.3 Exact solution for the Kuramoto model
For the chosen basis functions D = {sin(x), cos(x)} and the function-major decomposi-
tion given in (22), an exact tensor product representation of the coefficient tensor Ξ ∈
R(d+1)×(d+1)×d corresponding to the ODE (21) is given by
Ξ = e1 ⊗ e1 ⊗
ω1...
ωd
+ h · d∑
k=1
ek+1 ⊗ e1 ⊗ e˜k
+
K
d
·
d∑
k=1
 d∑
l=1
l 6=k
ek+1
⊗ ek+1 ⊗ e˜k − Kd ·
d∑
k=1
ek+1 ⊗
 d∑
l=1
l 6=k
ek+1
⊗ e˜k,
with ei ∈ Rd+1 and e˜j ∈ Rd being the ith/jth unit vector of the standard basis in the
respective space.
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A.4 Role of entropies, locality and correlations
Since the considerations in this work rely strongly on the TT format, we briefly note what
type of correlation structure is required to arrive at an efficient TT approximation of a
given vector, cf. [55, 56]. Let us discuss to what extent this format can approximate a given
unstructured vector X ∈ Rd (as they are arising in SINDy). It is known, see [55], that for
any vector X, there exists a tensor train X with TT ranks r1, . . . , rd−1 = r (r0 = rd = 1)
for which the standard Euclidean vector norm satisfies
‖X−X‖2 ≤ 2
d−1∑
l=0
l(r),
with
l(r) :=
Ni∑
i=r+1
µil,
where {µil : i = 1, . . . , ni} are the eigenvalues of the partial traces over indices labeled
l + 1, . . . , d of the real symmetric matrices
Rl := trl+1,...,d(XX
T ).
In this sense, the global quality of the approximation of X by a suitable tensor train X can
be related to thresholding errors. These errors are expected to be small when correlations
are local and short-ranged. These correlations follow what is called an area law [56]. The
above bounds can then be brought into contact with entropic correlation measures, i.e.,
log(l(r)) ≤ S1/2(Rl)− log(2r),
where S1/2(Rl) = 2 log tr
(
R
1/2
l
)
denotes the 1/2-Renyi entropy which appropriately cap-
tures correlations. If the correlations in the vectors are short-ranged in this sense, an efficient
TT approximation is possible.
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