Distributions of order statistics and linear combinations of order statistics from an elliptical distribution as mixtures of unified skew-elliptical distributions  by Jamalizadeh, A. & Balakrishnan, N.
Journal of Multivariate Analysis 101 (2010) 1412–1427
Contents lists available at ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
Distributions of order statistics and linear combinations of order
statistics from an elliptical distribution as mixtures of unified
skew-elliptical distributions
A. Jamalizadeh a, N. Balakrishnan b,∗,1
a Department of Statistics, Shahid Bahonar University, Kerman, 76169-14111, Iran
b Department of Mathematics and Statistics, McMaster University, Hamilton, Ontario, Canada L8S 4K1
a r t i c l e i n f o
Article history:
Received 16 April 2009
Available online 4 January 2010
AMS subject classifications:
62H05
62H10
62E15
Keywords:
Elliptical distribution
Unified skew-elliptical distribution
Order statistics
Mixture distribution
Linear combination
Unified skew-normal distribution
Unified skew-t distribution
a b s t r a c t
We consider here the distributions of order statistics and linear combinations of order
statistics from an elliptical distribution. We show that these distributions can be
expressed as mixtures of unified skew-elliptical distributions, and then use these mixture
representations to derive their moment generating functions and moments, when they
exist.
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1. Introduction
Recently, Arellano-Valle and Genton [1] presented the density of the maximum of a vector of dependent random
variables. These authors also derived an expression for the density of the maximum in the case when the dependent
variables have an elliptical density function. Arellano-Valle and Genton [2] further presented expressions for densities of
order statistics from an exchangeable multivariate elliptically contoured distribution. In this paper, we revisit this problem
and prove in general that the distribution of an order statistic from the multivariate elliptically contoured distribution is a
mixture of unifiedunivariate skew-elliptical distributions, extending thework of Arellano-Valle andGenton [1]. Thismixture
representation also facilitates the derivation of themoment generating function andmoments of order statistics, if they exist,
through the moment generating function and moments of the unified univariate skew-elliptical distribution. Moreover, we
develop similar results for the joint distribution of linear combinations of order statistics arising fromamultivariate elliptical
distribution and express them as mixtures of unified multivariate skew-elliptical distributions.
To begin with, we shall list all the key notation that will be used throughout this paper: φ(·) for the standard normal
probability density function (pdf), Φ(·) for the standard normal cumulative distribution function (cdf), φn(·;µ,6) for the
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pdf ofNn(µ,6) (n-variate normal distributionwithmeanµ and covariancematrix6),Φn(·;µ,6) for the cdf ofNn(µ,6) (in
both singular and non-singular cases), simplyΦn(·;6) for the case when µ = 0, tn(·;µ,6, ν) for the pdf of tn(µ,6, ν) (n-
variate t distribution with location parameterµ, dispersionmatrix6, and ν degrees of freedom), Tn(·;µ,6, ν) for the cdf of
tn(µ,6, ν), simply Tn(·;6, ν) for the case when µ = 0, fECn
(·;µ,6, h(n)) for the pdf of ECn (µ,6, h(n)) (n-variate elliptical
distribution with location parameterµ, dispersionmatrix6, and density generator function h(n)), and FECn
(·;µ,6, h(n)) for
the cdf of ECn
(
µ,6, h(n)
)
. Moreover, in the casewhenwe do not knowwhether6 is singular or not, we shall use the notation
FECn
(·;µ,6, ϕ(n)), where ϕ(n) is the characteristic generator. For simplicity in notation, we shall also use FECn (·;6, h(n)) and
FECn
(·;6, ϕ(n)) for the case when µ = 0. Furthermore, for r ∈ N, let 1r ∈ Rr and Ir ∈ Rr×r denote a vector of ones and the
identity matrix, respectively.
It is useful to recall that an n-dimensional random vector X is said to have an elliptically contoured distribution with
location vector µ ∈ Rn, non-negative definite dispersion matrix 6 ∈ Rn×n, and characteristic generator ϕ(n), if centered
random vector X−µ has characteristic function of the form ϕ(n)X−µ (s) = ϕ(n)
(
sT6s
)
, for s ∈ Rn; see [3] for the most general
definition of this family of distributions. In this case, we denote, as mentioned above, X ∼ ECn
(
µ,6, ϕ(n)
)
, and its cdf by
FECn
(
x;µ,6, ϕ(n)). It is well known that this family of distributions is closed under linear transformation, marginalization,
and conditioning. In particular, if X ∼ ECn
(
µ,6, ϕ(n)
)
with 6 of full rank n, then 6−1/2 (X− µ) ∼ ECn
(
0, In, ϕ(n)
)
.
Moreover, if the pdf of X exists, it is of the form
fECn
(
x;µ,6, h(n)) = |6|− 12 h(n) ((x− µ)T 6−1 (x− µ)) , x ∈ Rn, (1)
where h(n) is the density generator function; see also [4]. In this case, ϕ(n) can be replaced by h(n) in the above notation, and
use the notation X ∼ ECn
(
µ,6, h(n)
)
.
Elliptically contoured distributions are closely connectedwithmultivariate skew-normal distributions. Azzalini andDalla
Valle [5] (see also the review article by Azzalini [6]) presented themultivariate skew-normal distribution forwhich Liseo and
Loperfido [7] gave a Bayesian interpretation, while Gonzalez-Farias et al. [8], Arellano-Valle and Genton [9], and Arellano-
Valle and Azzalini [10] all discussed various generalizations and multivariate forms of skew-normal and skew-elliptical
distributions. In particular, the last authors presented a unification of different forms of skew-normal and skew-elliptical
distributions. To be specific, let U and V be two random vectors of dimensions ofm and n, respectively, and(
U
V
)
∼ ECm+n
((
γ
µ
)
,
(
0 1T
1 6
)
, h(m+n)
)
. (2)
Then, the n-dimensional randomvectorX is said to have the unifiedmultivariate skew-elliptical distributionwith parameter
θ = (µ, γ,6,0,1) ,µ ∈ Rn, γ ∈ Rm,6 ∈ Rn×n,0 ∈ Rm×m,1 ∈ Rn×m, and density generator function h(m+n), denoted by
X ∼ SUECn,m
(
θ, h(m+n)
)
, if
X d=V | (U > 0) .
The density function of X is (see [10]), for x ∈ Rn,
fSUECn,m
(
x; θ, h(m+n)) = fECn
(
x;µ,6, h(n)) FECm (γ+1T6−1 (x− µ) ;0−1T6−11, h(m)w(x))
FECm
(
γ;0, h(m)) , (3)
where w (x) = (x− µ)T 6−1 (x− µ), which simply reduces to the density function fECn
(
x;µ,6, h(n)) in (1) when 1 = 0
and γ = 0. For more details on skewed distributions, one may refer to Arellano-Valle et al. [11] and Genton and Loperfido
[12].
In the normal case, i.e., when h(m+n) (u) = (2pi)−(m+n)/2 exp (−u/2) (u ≥ 0), we obtain the unified multivariate skew-
normal distribution, denoted by X ∼ SUNn,m (µ, γ,6,0,1), with density function (see [10])
φSUNn,m (x; θ) =
φn (x;µ,6)Φm
(
γ+1T6−1 (x− µ) ;0−1T6−11)
Φm (γ;0) .
Furthermore, when X ∼ SUNn,m (µ, γ,6,0,1), the moment generating function of X is available in an explicit form as
MSUNn,m (s; θ) =
exp
(
µT s+ 12 sT6s
)
Φm
(
γ+1T s;0)
Φm (γ;0) , s ∈ R
n. (4)
Distributions of order statistics and linear combinations of order statistics from multivariate normal and multivariate
elliptical distributions have been discussed by several authors, includingGupta and Pillai [13], Basu andGhosh [14], Nagaraja
[15], Balakrishnan [16], and Wiens et al. [17]. Recently, Genc [18] derived the exact distribution of linear combination of
order statistics from bivariate normal distribution, while Arellano-Valle and Genton [2,1] presented the exact distributions
of the largest order statistic and linear combinations of order statistics frommultivariate elliptical distributions. Jamalizadeh
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and Balakrishnan [19] derived the exact distributions of the order statistics from bivariate skew-normal and skew-tν
distributions. Jamalizadeh et al. [20] established a recursive scheme for the evaluation of the cdf of a linear combination of
order statistics from a bivariate t distribution. In contrast, Loperfido [21] derived the exact distribution of linear combination
of order statistics from an exchangeable bivariate elliptical distribution. Jamalizadeh and Balakrishnan [22] showed that
the cdf’s of order statistics from a trivariate normal distribution are mixtures of cdf’s of the generalized skew-normal
distributions and thenused thismixture form to derive themoment generating functions of order statistics and someexplicit
expressions for the moments; they also gave a similar discussion for the case of t distribution.
The rest of this paper is organized as follows. In Section 2, we consider a unified univariate skew-elliptically contoured
distribution, and focus on the normal and t cases. In Section 3, we discuss the distributions of order statistics from
a multivariate elliptically contoured distribution. Next, in Section 4, we discuss a unified multivariate skew-elliptical
distribution. Finally, in Section 5, we discuss the distribution of linear combinations of order statistics from a multivariate
elliptical distribution and show that it is indeed a mixture of the unified multivariate skew-elliptical distributions. Results
are then deduced for the special cases of multivariate normal and multivariate t distributions.
2. Unified univariate skew-elliptically contoured distribution
Let X and Y be two random variables of dimensions 1 and k ∈ N, respectively, with(
Y
X
)
∼ ECk+1
(
0,
(
 0
0T 1
)
, h(k+1)
)
,
where ∈ Rk×k is a positive definite dispersion matrix and h(k+1) is a density generator function.
A univariate random variable Xk,θ,h(k+1) , θ = (λ, γ,) ,λ, γ ∈ Rk, is said to have a unified skew-elliptically contoured
distribution, denoted by Xk,θ,h(k+1) ∼ SUEC
(
k, θ, h(k+1)
)
, if
Xk,θ,h(k+1)
d= X | (Y < λX + γ). (5)
Here, we denote gSUEC (x; k, θ, h(k+1)) and GSUEC (x; k, θ, h(k+1)) for the pdf and cdf of Xk,θ,h(k+1) , respectively. From the
definition in (5), we have, for x ∈ R,
gSUEC (x; k, θ, h(k+1)) = fEC1
(
x; h(1)) P (Y < λx+ γ | (X = x))
P (Y < λX + γ)
= fEC1
(
x; h(1)) FECk(λx+ γ,; h(k)x2 )
FECk(γ;+ λλT , h(k))
, (6)
where h(1) can be obtained in terms of h(k+1), and
h(k)
x2
(u) = h
(k+1)(u+ x2)
h(1)(x2)
, u ≥ 0. (7)
For simplicity in notation, let us denote
aSUEC (k, θ, h(k+1)) = P (Y < λX + γ) = FECk(γ;+ λλT , h(k)), (8)
so that the normalizing constant in (6), denoted by cSUEC (k, θ, h(k+1)), is simply
cSUEC (k, θ, h(k+1)) = 1aSUEC (k, θ, h(k+1)) . (9)
Remark 1. The unified univariate skew-elliptical random variable Xk,θ,h(k+1) ∼ SUEC
(
k, θ, h(k+1)
)
in (5), with pdf in (6), is a
special case of the unified multivariate skew-elliptical distribution in (3). Specifically, we have
Xk,θ,h(k+1) ∼ SUEC1,k
(
0, γ, 1,+ λλT ,λT , h(k+1)) .
In the following lemma, we present a useful representation of the SUEC distribution.
Lemma 1. If X = (X1, . . . , Xn)T ∼ ECn
(
µ,6, h(n)
)
and, for i = 1, . . . , n,X,µ and 6 are partitioned as
X =
(
X−i
Xi
)
, µ =
(
µ−i
µi
)
, 6 =
(
6−i−i σ−ii
σT−ii σii
)
, (10)
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then (
Xi − µi√
σii
)
| (X−i > 0) ∼ SUEC
(
n− 1, θ, h(n)) , (11)
where
θ =
(
σ−ii√
σii
,µ−i,6−i|i
)
with 6−i|i = 6−i−i − σ−iiσ
T
−ii
σii
. (12)
Proof. Let
(
Yn−1
X
)
∼ ECn
(
0,
(
6−i|i 0
0T 1
)
, h(n)
)
. Then, it is easy to show that
(
X−i
Xi
)
d=
(
µ−i
µi
)
+
Yn−1 + σ−iiX√σii√
σiiX
 , (13)
and so(
Xi − µi√
σii
)
| (X−i > 0) d= X |
(
−Yn−1 < σ−iiX√
σii
+ µ−i
)
∼ SUEC (n− 1, θ, h(n))
by the definition of SUEC in (5), where θ is as given in (12). 
2.1. Unified univariate skew-normal distribution
In the normal case, the density generator in (6) is
h(k+1) (u) = (2pi)−(k+1)/2 exp (−u/2) , u ≥ 0,
and so h(k)a (u) = h(k) (u) = (2pi)−k/2 exp (−u/2) , u, a ≥ 0. In this case, we obtain a unified univariate skew-normal
distribution. We denote this unified skew-normal distribution by Zk,θ ∼ SUN (k, θ), where θ = (λ, γ,). Specifically,
Zk,θ = X | (Y < λX + γ) ,
where X ∼ N (0, 1) independently of Y ∼ Nk (0,). In this case, we denote the pdf and cdf of Zk,θ ∼ SUN (k, θ) by
φSUN (z; k, θ) andΦSUN (z; k, θ), respectively. From the general form in (6), we have, for z ∈ R,
φSUN (z; k, θ) = cSUN(k, θ)φ (z)Φk (λz + γ;) (14)
where cSUN(k, θ) = 1
Φk(γ;+λλT )
.
In the special case when k = 1 and  = 1, the density function in (14) readily reduces to the extended skew-normal
density with two parameters as
φSUN (z; λ, γ ) = φ (z)Φ (λz + γ )
Φ
(
γ√
1+λ2
) , z, λ, γ ∈ R, (15)
which has been discussed earlier by Arnold and Beaver [23]; see also [24,25]. Jamalizadeh and Balakrishnan [22] discussed
the unified skew-normal distribution in the case when k = 2,λ = (λ1, λ2)T , γ = 0 and  =
(
1 ρ
ρ 1
)
. In this case, the
density function is (see [22])
φSUN (z; λ1, λ2, ρ) = cSUN(2, λ1, λ2, ρ)φ (z)Φ2 (λ1z, λ2z; ρ)
= (2pi) φ (z)Φ2 (λ1z, λ2z; ρ)
cos−1
(
−(ρ+λ1λ2)√
1+λ21
√
1+λ22
) , z, λ1, λ2 ∈ R, |ρ| < 1, (16)
whereΦ2 (·, ·; ρ) is the cdf of N2 (0, 0, 1, 1, ρ) (standard bivariate normal distribution with correlation coefficient ρ). They
then showed that the distributions of order statistics from a trivariate normal distribution are mixtures of the unified skew-
normal distributions in (16). By using this mixture form, they then derived the moment generating functions of order
statistics and also presented explicit expressions for the moments of order statistics; see [22] for more details.
It is easy to show that the density functions in (15) and (16) are log-concave and so are strongly unimodal. We now
show that this holds for the unified univariate skew-normal density function in (14) which is more general than these
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density functions. For this purpose, we consider the following partitions in addition to those in (10). For α, β, x ∈ Rp and
α = (α1, . . . , αp)T , β = (β1, . . . , βp)T and x = (x1, . . . , xp)T , let
α =
(
αi
α−i
)
, β =
(
βi
β−i
)
and x =
(
xi
x−i
)
, i = 1, . . . , p.
We then have the following lemma which is required to establish the result of interest.
Lemma 2. For s ∈ R and p ∈ N, we have
∂
∂s
FECp
(
αs+ β;6, h(p)) = p∑
i=1
(
αi√
σii
)
fEC1
((
αis+ βi√
σii
)
; h(1)
)
× FECp−1
((
α−i − αi
σii
σ−ii
)
s+
(
β−i −
βi
σii
σ−ii
)
;6−i|i, h(p−1)αis+βi
σii
)
.
Proof. We have
∂
∂s
FECp
(
αs+ β;6, h(p)) = αTF′ECp (αs+ β;6, h(p)) ,
where F′ECn
(
x;6, h(p)) is given by
F
′
ECp
(
x;6, h(p)) = ( ∂
∂x1
FECp
(
x;6, h(p)) , . . . , ∂
∂xp
FECp
(
x;6, h(p)))T
and
∂
∂xi
FECp
(
x;6, h(p)) = fEC1 (xi; σii, h(1)) FX−i|Xi=xi (x−i) , i = 1, . . . , p,
with fEC1
(·; σii, h(1)) being the pdf of EC1 (0, σii, h(1)) and FX−i|Xi=xi (·) being the cdf of the conditional distribution of X−i,
given Xi = xi, for i = 1, . . . , p.
Then, by using the properties of elliptical distributions, we can show that
∂
∂xi
FECp
(
x;6, h(p)) = 1√
σii
fEC1
((
αis+ βi√
σii
)
; h(1)
)
× FECp−1
((
x−i − σ−ii
σii
xi
)
+
(
β−i −
βi
σii
σ−ii
)
;6−i|i, h(p−1)αis+βi
σii
)
from which the required result follows. 
Remark 2. In the normal case, this result becomes
∂
∂s
Φp (αs+ β;6) =
p∑
i=1
(
αi√
σii
)
φ
(
αis+ βi√
σii
)
× Φp−1
((
α−i − αi
σii
σ−ii
)
s+
(
β−i −
βi
σii
σ−ii
)
;6−i|i
)
.
Theorem 1. The unified univariate skew-normal density function φSUN (z; k, θ) in (14) is strongly unimodal.
Proof. By using the result in Remark 2, we can obtain the second derivative of logφSUN (z; k, θ) and show easily that
∂2
∂z2
logφSUN (z; k, θ) < 0,
which proves that φSUN (z; k, θ) is strongly unimodal. 
The moment generating function of Zk,θ ∼ SUN (k, θ) can be easily derived either from (4) or directly from the density
function in (14).
Theorem 2. The moment generating function of Zk,θ ∼ SUN (k, θ) is, for s ∈ R,
MSUN (s; k, θ) = cSUN(k, θ) exp
(
1
2
s2
)
Φk
(
λs+ γ;+ λλT )
= exp
( 1
2 s
2
)
Φk
(
λs+ γ;+ λλT )
Φk
(
γ;+ λλT ) .
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Since the derivatives of Φk(λs+ γ;+ λλT ) can be obtained from the expression presented in Remark 2, the cumulants of
Zk,θ ∼ SUN(k, θ) can be derived from the cumulant generating function K(s) = logMSUN(s; k, θ) given by
K(s) = log cSUN(k, θ)+ 12 s
2 + logΦk(λs+ γ;+ λλT ), s ∈ R.
Thus, if κm denotes the mth cumulant of Zk,θ, we obtain
κm = Km(0) =

1+ ∂
m
∂sm
(
logΦk(λs+ γ;+ λλT )
)
s=0 , m = 2
∂m
∂sm
(
logΦk(λs+ γ;+ λλT )
)
s=0 , m 6= 2.
In particular, κ1 = E(Zk,θ), κ2 = µ2 = Var(Zk,θ), κ3 = µ3 and κ4 = µ4 − 3µ22, where µm = E
[(
Zk,θ − E(Zk,θ)
)m] for m ≥ 2.
In the following theorem, we present an expression for κ1 = E(Zk,θ), and for this purpose, for λ = (λ1, . . . , λk)T , γ =
(γ1, . . . , γk)
T , and+ λλT , we need the following partitions, for i = 1, . . . , k:
λ =
(
λi
λ−i
)
, γ =
(
γi
γ−i
)
,  =
(
ωii ω
T
−ii
ω−ii −i−i
)
,
+ λλT =
(
ωii + λ2i (ω−ii + λiλ−i)T
ω−ii + λiλ−i −i−i + λ−iλT−i
)
. (17)
Theorem 3. If Zk,θ ∼ SUN (k, θ), then
κ1 = E
(
Zk,θ
) = 1
Φk
(
γ;+ λλT )
k∑
i=1
λi√
ωii + λ2i
φ
 γi√
ωii + λ2i

×Φk−1
(
γ−i −
γi
ωii + λ2i
(ω−ii + λiλ−i) ;
(
+ λλT )−i|i) ,
where (
+ λλT )−i|i = −i−i + λ−iλT−i − (ω−ii + λiλ−i) (ω−ii + λiλ−i)Tωii + λ2i .
In the special case when γ = 0, the moments can be determined rather easily. If in this case we denote the generalized
skew-normal by Zk,λ,, we then have
E
(
Zk,λ,
) = 1
Φk
(
0;+ λλT )√2pi
k∑
i=1
λi√
ωii + λ2i
Φk−1
(
0; (+ λλT )−i|i) ,
where
(
+ λλT )−i|i is as given above. In this case, we can also obtain a recurrence formula for the moments of Zk,λ, ∼
SUN (k,λ,). For simplicity, we present in the following theorem this recurrence formula for the case when  is the
correlation matrix.
Theorem 4. We have, for m = 1, 2, . . . ,
E
(
Zm+1k,λ,
) = mE (Zm−1k,λ,)+ 1√2piΦk (0;+ λλT )
k∑
i=1
λiΦk−1
(
0;−i|i + λ∗i λ∗
T
i
)
(
1+ λ2i
)m+1
2
E
(
Zmk−1,λ∗i ,−i|i
)
,
where λ∗i = λ−i√
1+λ2i
.
By using the recurrence formula in Theorem 4 and the first moment of Zk,λ, presented above, we can easily derive the
moment of any degree.
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2.2. Unified univariate skew-t distribution
In the special case when in (6) the density generator function h(k+1) is
h(k+1) (u) = Γ
(
ν+k+1
2
)
Γ
(
ν
2
)
(νpi)
k+1
2
(
1+ u
ν
)−(ν+k+1)/2
, u ≥ 0,
for some ν > 0, the marginal and the conditional generator functions are given by
h(k) (u) = Γ
(
ν+k
2
)
Γ
(
ν
2
)
(νpi)
k
2
(
1+ u
ν
)−(ν+k)/2
, u ≥ 0,
and
h(k)a (u) =
Γ
(
ν+k+1
2
) (
ν+a
ν+1
)−k/2
Γ
(
ν+1
2
)
[pi (ν + 1)]k/2
{
1+
(
ν + 1
ν + a
)
u
ν + 1
}−(ν+k+1)/2
, u, a ≥ 0,
respectively. In this case, we obtain a unified univariate skew-t distribution which we denote by Wk,ν,θ ∼ SUt (k, ν, θ),
where θ = (λ, γ,). We shall also denote the pdf and cdf of Wk,ν,θ ∼ SUt (k, ν, θ) by tSUt (·; k, ν, θ) and TSUt (·; k, ν, θ),
respectively. From Eq. (6), the pdf ofWk,ν,θ ∼ SUt (k, ν, θ) is then obtained as
tSUt (x; k, ν, θ) = cSUt(k, ν, θ)t (x; ν) Tk
(
λx+ γ; ν + x
2
ν + 1 , ν + 1
)
, x ∈ R, (18)
where cSUt(k, ν, θ) = 1aSUt (k,ν,θ) = 1Tk(γ;+λλT ,ν) , and t (·; ν) is the pdf of the usual t distribution with ν degrees of freedom.
Theorem 5. The unified univariate skew-t density function tSUt (x; k, ν, θ) in (18) is unimodal.
Proof. By using Lemma 2, we can obtain the first and second derivatives of tSUt (w; k, ν, θ) and show that it is unimodal. 
Here, we present an explicit expression for the first moment of the unified univariate skew-t distribution. For this
purpose, we shall need the following lemma.
Lemma 3. If V ∼ χ2ν /ν (χ2ν denoting the chi-square distribution with ν degrees of freedom), then we have, for η ∈ R, τ ∈ Rp
and any integer 1 ≤ m < ν ,
E
[
V−m/2φ
(
ηV 1/2
)
Φp
(
τV 1/2;3)] = Γ ( ν−m2 ) (ν)ν/2
2(m+1)/2
√
piΓ
(
ν
2
) (ν + η2)−(ν−m)/2 Tp (√ν −m√
ν + η2 τ;3, ν −m
)
. (19)
Theorem 6. If Wk,ν,θ ∼ SUt (k, ν, θ) , θ = (λ, γ,), and λ, γ and are partitioned as in (17), then for ν > 1,
E
(
Wk,ν,θ
) = Γ ( ν−12 ) (ν)ν/2
2
√
piΓ
(
ν
2
)
Tk
(
γ;+ λλT , ν)
×
n∑
i=1
λi√
ωii + λ2i
(
ν + η2i
)−(ν−1)/2
Tk−1
 √ν − 1√
ν + η2i
τi;
(
+ λλT )−i|i , ν − 1
 ,
where ηi = γi√
ωii+λ2i
, τi = γ−i − γiωii+λ2i (ω−ii + λiλ−i), and
(
+ λλT )−i|i is as given in Theorem 3.
Proof. The result follows easily by using Lemma 3 and the first moment of the unified univariate skew-normal distribution
presented in Theorem 3. 
Remark 3. In the special case when γ = 0, the unified univariate skew-t , denoted by Wk,ν,λ, ∼ SUt (k, ν, θ), is a scale
mixture of the unified univariate skew-normal Zk,θ ∼ SUN (k, θ)with γ = 0, denoted by Zk,λ,. Specifically, we have
Wk,ν,λ, = V− 12 Zk,λ,,
where V ∼ χ2ν /ν independently of Zk,λ,. In this case, the moments ofWk,ν,λ, can be easily derived by using the moments
of Zk,λ,. In general, ifm (<ν) is an integer, we have
E
(
Wmk,ν,λ,
) = ( ν2 )m2 Γ ( ν−m2 )
Γ
(
ν
2
) E (Zmk,λ,) , m < ν.
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3. Distributions of order statistics from a multivariate elliptically contoured distribution
In this section, we show in general that the distribution of an order statistic from the multivariate elliptically contoured
distribution in (1) is a mixture of unified univariate skew-elliptical distributions discussed in the preceding section. This
generalizes the work of Arellano-Valle and Genton [1]. This mixture representation also enables us to derive the moment
generating function and moments of order statistics, if they exist, by using the moment generating function and moments
of the unified univariate skew-elliptical distribution.
To be specific, let X ∼ ECn(µ,6, h(n)),µ = (µ1, . . . , µn)T ,6 = [σij], and X(n) = (X(1), . . . , X(n))T is the vector of
order statistics obtained from X. Furthermore, let us use F(r)(t;µ,6, h(n)) and f(r)(t;µ,6, h(n)) for the cdf and pdf of X(r),
respectively, for r = 1, . . . , n. Also, for i = 1, . . . , n, let us consider the partitions of X, µ and 6 as in Eq. (10).
In the following theorem, we first present the mixture representation for F(n)(t;µ,6, h(n)), the cdf of X(n).
Theorem 7. The cdf of X(n) is the mixture, for t ∈ R,
F(n)(t;µ,6, h(n)) =
n∑
i=1
aSUEC (n− 1, θi, h(n)) GSUEC
(
t − µi√
σii
; n− 1, θi, h(n)
)
, (20)
where GSUEC (·; n− 1, θ, h(n)) denotes the cdf of SUEC(n− 1, θ, h(n)), aSUEC (n− 1, θ, h(n)) is as in (8), and for i = 1, . . . , n,
θi =
(
λi, γi,6−i|i
)
, λi = √σii 1n−1 − σ−ii√
σii
, γi = µi1n−1 − µ−i, (21)
and 6−i|i is as defined in (12).
Proof. We have
F(n)(t;µ,6, h(n)) = P
(
X(n) ≤ t
) = n∑
i=1
P(X(n) = Xi) P(Xi ≤ t | X(n) = Xi). (22)
Let us now consider the ith term on the RHS of (22). Then, we have
P(X(n) = Xi) = P (X−i < Xi1n−1) = P
(
µ−i + Yn−1 + σ−iiX√
σii
< µi1n−1 +√σii 1n−1X
)
= P (Yn−1 < λiX + γi)
= aSUEC (n− 1, θi, h(n)) (23)
by (8). Similarly, we have
P(Xi ≤ t | X(n) = Xi) = P
(
X ≤ t − µi√
σii
∣∣∣∣(Yn−1 < λiX + γi)) = GSUEC ( t − µi√σii ; n− 1, θi, h(n)
)
(24)
by (5). Combining the expressions derived in (23) and (24), we obtain
P(X(n) = Xi) P(Xi ≤ t | X(n) = Xi) = aSUEC
(
n− 1, θi, h(n)
)
GSUEC
(
t − µi√
σii
; n− 1, θi, h(n)
)
,
which completes the proof of the theorem. 
Corollary 1. Upon differentiating the expression of the cdf of X(n) in (20), we immediately obtain the pdf of X(n) as
f(n)
(
t;µ,6, h(n)) = n∑
i=1
fEC1
(
t;µi, σii, h(1)
)
FECn−1
(
λiyi + γi;6−i|i, h(n−1)y2i
)
,
where yi = t−µi√σii , which is identical to the result of Arellano-Valle and Genton [1].
In a similar manner, for deriving a mixture representation for F(r)(t;µ,6, h(n)), we shall first introduce the following
notation. Let 0 ≤ m ≤ n − 1 be an integer, and for integers 1 ≤ j1 < · · · < jm ≤ n, let Sj1···jm =
[
sijj1···jm
]
be a diagonal
(n− 1)× (n− 1)matrix such that
siij1···,jm =
{
1, if i = j1, . . . , jm
−1, if otherwise.
In particular, we have Sj1···jn−1 = In−1 and Sj0 = −In−1. Furthermore, let Xj1···jm = (Xj1 , . . . , Xjm)T , and for i = 1, . . . , n, let
the vector X−i−j1−···−jm (jk 6= i, k = 1, . . . ,m) be obtained from X by deleting Xi, Xj1 , . . . , Xjm .
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Theorem 8. The cdf of X(r), for r = 1, . . . , n, is the mixture
F(r)(t;µ,Σ, h(n)) =
n∑
i=1
∑
j1<···<jr−1
1≤jk≤n,jk 6=i
aSUEC (n− 1, θij1···jr−1 , h(n))
×GSUEC
(
t − µi√
σii
; n− 1, θij1···jr−1 , h(n)
)
for t ∈ R, (25)
where GSUEC (·; n− 1, θ) and aSUEC (n− 1, θ, h(n)) are as given before, and
θij1···jr−1 =
(
Sj1···jr−1λi, Sj1···jr−1γi, Sj1···jr−16−i|iSj1···jr−1
)
(26)
with λi and γi (for i = 1, . . . , n) being as given in (21).
Proof. First of all, we can write
F(r)(t;µ,6, h(n)) = P(X(r) ≤ r) =
n∑
i=1
P(Xi ≤ t, Xi = X(r)). (27)
Let us now consider the ith term on the RHS of (27) and write it as
P(Xi ≤ t, Xi = X(r)) =
∑
j1<···<jr−1
1≤jk≤n,jk 6=i
P
(
Xi ≤ t,max{Xj1···jr−1} < Xi < min
{
X−i−j1−···−jr−1
})
. (28)
Then,
P
(
Xi ≤ t,max{Xj1···jr−1} < Xi < min{X−i−j1−···−jr−1}
) = P (max{Xj1···jr−1} < Xi < min{X−i−j1−···−jr−1})
× P (Xi ≤ t | max{Xj1···jr−1} < Xi < min{X−i−j1−···−jr−1}) . (29)
We now have
P
(
max{Xj1···jr−1} < Xi < min{X−i−j1−···−jr−1}
) = P (Sj1···jr−1X−i < Sj1···jr−11n−1Xi)
= P(Sj1···jr−1Yn−1 < Sj1···jr−1λiX + Sj1···jr−1γi)
= aSUEC
(
n− 1, θij1···jr−1 , h(n)
)
(30)
by (8). Similarly, we obtain
P
(
Xi ≤ t | max{Xj1···jr−1} < Xi < min{X−i−j1−···−jr−1}
) = P
X − µi
σ
1
2
ii
| (Sj1···jr−1Yn−1 < Sj1···jr−1λiX + Sj1···jr−1γi)

= GSUEC
(
t − µi√
σii
; n− 1, θij1···jr−1 , h(n)
)
(31)
by (5). Now, upon substituting the expressions in (30) and (31) into (29), and subsequently into (28) and (27), we obtain the
required expression in (25). 
Remark 4. In the special case when r = n, Theorem 8 simply reduces to Theorem 7. If we take r = 1 in (25), we easily
obtain the cdf of the first order statistic as
F(1)(t;µ,6, f˜ (n)) =
n∑
i=1
aSUEC (n− 1, θ∗i , h(n)) GSUEC
(
t − µi√
σii
; n− 1, θ∗i , h(n)
)
,
where θ∗i =
(−λi,−γi,6−i|i) for i = 1, . . . , n.
Corollary 2. The pdf of X(r) is obtained readily from (25) as
f(r)
(
t;µ,6, h(n)) = n∑
i=1
∑
j1<···<jr−1
1≤jk≤n,jk 6=i
fEC1
(
t;µi, σii, h(1)
)× FECn−1 (Sj1···jr−1 (λiyi + γi) ; Sj1···jr−16−i|iSj1···jr−1; h(n−1)y2i ) ,
where yi = t−µi√σii .
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The following remark shows that, in the exchangeable case, the distribution of the rth order statistic is the generalized
skew-elliptical distribution. In the sequel, let Jn−1 denote the vector
(
1Tr−1,−1Tn−r
)T .
Remark 5. In the special case when X = (X1, . . . , Xn)T is exchangeable, i.e.,
X ∼ ECn
(
µ1n,σ2{(1− ρ)In + ρ1n1Tn}, h(n)
)
, µ ∈ R, σ > 0, − 1
n− 1 < ρ < 1,
we have
X(r) − µ
σ
∼ SUEC(n− 1, θ, h(n)),
where
θ = (σ(1− ρ)Jn−1, 0,σ2(1− ρ){In−1 + ρJn−1JTn−1}) .
In this case, the pdf of X(r) is (see [2] and its correction by Arellano-Valle and Genton [26]), for t ∈ R,
f(r)(t;µ, σ 2, ρ, h(n)) = n!
(r − 1)!(n− r)! fEC1
(
t;µ, σ 2, h(1))× FECn−1 (√1− ρJn−1y; In−1 + ρJn−1JTn−1, h(n−1)y2 ) ,
where y = t−µ
σ
.
Remark 6. From the mixture form in Theorem 8, we can easily derive the characteristic function of X(r). Specifically, if
ϕSEC (s; n − 1, θ, h(n)) denotes the characteristic function of Xn−1,θ,h(n) ∼ SUEC(n − 1, θ, h(n)), we have the characteristic
function of X(r) as
ϕ(r)
(
s;µ,Σ, h(n)) = n∑
i=1
e
√−1µis
∑
j1<···<jr−1
1≤jk≤n,jk 6=i
aSUEC (n− 1, θij1···jr−1 , h(n))
×ϕSUEC
(√
σii s; n− 1, θij1···jr−1 , h(n)
)
, s ∈ R. (32)
In the special case when X is exchangeable, the characteristic function in (32) reduces to
ϕ(r)
(
s;µ, σ 2, ρ, h(n)) = n!
(r − 1)!(n− r)!e
√−1µs ϕSUEC
(
σ s; n− 1, θ, h(n)) , s ∈ R,
with θ as given in Remark 5.
3.1. Special case of multivariate normal
We deduce the following corollary from the general expression in Theorem 8.
Corollary 3. If X ∼ Nn(µ,6), then the cdf and pdf of X(r) are the mixtures, for t ∈ R,
F(r) (t;µ,6) =
n∑
i=1
∑
j1<···<jr−1
1≤jk≤n,jk 6=i
aSUN(n− 1, θij1···jr−1)ΦSUN
(
yi; n− 1, θij1···jr−1
)
and
f(r) (t;µ,6) =
n∑
i=1
∑
j1<···<jr−1
1≤jk≤n,jk 6=i
φ (t;µi, σii)Φn−1
(
Sj1···jr−1
(
λiyi + γi
) ; Sj1···jr−16−i|iSj1···jr−1) ,
respectively, where yi = t−µi√σii ,ΦSUN (·; n− 1, θ) is the cdf of SUN (n− 1, θ), and θij1···jr−1 is as given in (26).
Remark 7. In this normal case, the moment generating function of X(r) is, for s ∈ R,
M(r) (s;µ,6) =
n∑
i=1
eµis+
1
2 σiis
2 ∑
1≤j1<···<jr−1≤n−1,jk 6=i
×Φn−1
(
Sj1···jr−1(σiiλis+ γi); Sj1···jr−1
(
6−i|i + λiλTi
)
Sj1···jr−1
)
. (33)
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Remark 8. In the special case when X ∼ Nn
(
µ1n,σ2{(1− ρ)In + ρ1n1Tn}
)
, µ ∈ R, σ > 0, − 1n−1 < ρ < 1, we simply
have
X(r) − µ
σ
∼ SUN(n− 1, θ),
where θ is as given in Remark 5. The corresponding moment generating function of X(r) becomes, for s ∈ R,
M(r)
(
s;µ, σ 2, ρ) = n!
(r − 1)!(n− r)! exp
(
µs+ 1
2
σ 2s2
)
Φn−1
(
σ
√
1− ρJn−1s; In−1 + Jn−1JTn−1
)
. (34)
If in addition X1, . . . , Xn are i.i.d. N (0, 1), then the above moment generating function of X(r) immediately reduces to
M(r) (s) = n!
(r − 1)!(n− r)! exp
(
1
2
s2
)
Φn−1
(
Jn−1s; In−1 + Jn−1 JTn−1
)
.
Corollary 4. If X ∼ Nn
(
µ1n,σ2{(1− ρ)In + ρ1n1Tn}
)
, µ ∈ R, σ > 0, − 1n−1 < ρ < 1, the density function of X(r) (for
r = 1, . . . , n) is strongly unimodal.
We now briefly mention another application of the moment generating function of X(r) in (33). A random vectorW =
(W1, . . . ,Wn)T is said to have a n-variate log-normal distribution with parametersµ and6, denoted byW ∼ LNn (µ,6), if
(logW1, . . . , logWn)
d=X,
where X ∼ Nn(µ,6). IfW(n) =
(
W(1), . . . ,W(n)
)T denotes the vector of order statistics corresponding toW, we then have
logW(r)
d= X(r), (35)
and consequently the following corollary.
Corollary 5. We have, for r = 1, . . . , n,
E
(
W s(r)
) = M(r)(s;µ,6), s ∈ R,
where M(r)(s;µ,6) is the moment generating function of X(r) presented in (33).
3.2. Special case of multivariate t
We deduce the following corollary from the general expression in Theorem 8.
Corollary 6. If X ∼ tn(µ,6, ν), then the cdf and pdf of X(r) (for r = 1, · · · , n) are the mixtures, for w ∈ R,
F(r) (w;µ,6, ν) =
n∑
i=1
∑
j1<···<jr−1
1≤jk≤n,jk 6=i
aSUt(n− 1, ν, θij1···jr−1) TSUt
(
yi; n− 1, ν, θij1···jr−1
)
and
f(r) (w;µ,6) =
n∑
i=1
∑
j1<···<jr−1
1≤jk≤n,jk 6=i
t (w;µi, σii, ν) Tn−1
(
Sj1···jr−1
(
λiyi + γi
) ; Sj1···jr−16−i|iSj1···jr−1 , ν) ,
respectively, where yi = w−µi√σii , TSUt (·; n− 1, ν, θ) is the cdf of SUt (n− 1, ν, θ), and θij1···jr−1 is as given in (26).
Remark 9. In the special case when X ∼ tn
(
µ1n,σ2{(1− ρ)In + ρ1n1Tn}, ν
)
, µ ∈ R, σ > 0, − 1n−1 < ρ < 1, ν > 0, we
simply have
X(r) − µ
σ
∼ SUt(n− 1, ν, θ),
where θ is as given in Remark 5.
Now, by using Theorem 5 and Remark 10, we obtain the following corollary.
Corollary 7. If X ∼ tn
(
µ1n,σ2{(1− ρ)In + ρ1n1Tn}, ν
)
, µ ∈ R, σ > 0, − 1n−1 < ρ < 1, ν > 0, the density function of
X(r) (for r = 1, . . . , n) is unimodal.
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4. Unified multivariate skew-elliptically contoured distribution
In this section, we consider a multivariate generalization of the unified univariate skew-elliptical distribution discussed
earlier in Section 2. Here, we just mention the special case of normal distribution, while the case of t can be handled in an
analogous manner.
Let X and Y be random vectors of dimensions k1 and k, respectively, and let(
Y
X
)
∼ ECk+k1
(
0,
(
 0
0T Ik1
)
, ϕ(k+k1)
)
,
where  ∈ Rk×k is a non-negative definite dispersion matrix (possibly with rank () < k) and ϕ(k+k1) is a characteristic
generator. A k1-variate random vector Xk,θ,ϕ(k+k1) , θ = (1, γ,) ,1 ∈ Rk×k1 , γ ∈ Rk, is then said to have a unified
multivariate skew-elliptical distribution, denoted by Xk,θ ∼ SUECk1
(
k, θ, ϕ(k+k1)
)
, if
Xk,θ,ϕ(k+k1)
d=X | (Y < 1X+ γ) .
Let us denote the pdf and cdf of Xk,θ,ϕ(k+k1) ∼ SUECk1
(
k, θ, ϕ(k+k1)
)
by gSUECk1
(
x; k, θ, ϕ(k+k1)) and GSUECk1 (x; k, θ, ϕ(k+k1)),
respectively. Then,
gSUECk1
(
x; k, θ, ϕ(k+k1)) = fECk1
(
x; h(k1)) FECk (1x+ γ;, ϕ(k)xT x)
FECk
(
γ;+11T , h(k)) , x ∈ Rk1 . (36)
For simplicity, we use the following notation:
aSUECk1
(
k, θ, ϕ(k+k1)
) = FECk (γ;+11T , h(k)) ,
cSUECk1
(
k, θ, ϕ(k+k1)
) = 1
aSUECk1 (k, θ)
= 1
FECk
(
γ;+11T , h(k)) .
This multivariate distribution is a special case of the unified multivariate skew-elliptical distribution in (3). Specifically, if
Xk,θ ∼ SUECk1 (k, θ), then
Xk,θ,ϕ(k+k1) ∼ SUECk1,k
(
0, γ, Ik1 ,+11T ,1T , ϕ(k+k1)
)
.
It is important to mention here that, since  may be singular, Xk,θ,ϕ(k+k1) may be the unified singular skew-elliptical
distribution. For more details about the unified singular multivariate skew-normal and skew-elliptical distributions, one
may refer to [10].
Of course, if k1 = 1 and is a full-rank matrix (non-singular), then the unified multivariate skew-elliptical distribution
in (36) reduces simply to the unified univariate skew-elliptical distribution in (6). In the following lemma, which is in fact
a generalization of Lemma 1, we present a useful representation of the unified multivariate skew-elliptical distribution in
(36).
Lemma 4. If
(
X2
X1
)
∼ ECn2+n1
((
µ2
µ1
)
,6 =
(
622 621
612 611
)
, ϕ(n2+n1)
)
, where 611 and 622 are non-singular matrices with
rank(611) = n1 and rank(622) = n2, but 6may be singular with possibly rank(6) < n1 + n2, then
6
−1/2
11 (X1 − µ1) | (X2 > 0) ∼ SUECn1
(
n2, θ, ϕ(n2+n1)
)
,
where θ =
(
6216
−1/2
11 ,µ2,622.1
)
.
4.1. Unified multivariate skew-normal distribution
In the special case when the characteristic generator function in (36) is the characteristic function of the multivariate
normal distribution, we get a unified multivariate skew-normal distribution with pdf
φSUNk1
(z; k, θ) = φk1 (z)Φk (1z + γ;)
Φk
(
γ;+11T ) , z ∈ Rk1 . (37)
Recently, Arellano-Valle and Azzalini [10] discussed three types of unified singular multivariate skew-normal distributions;
in the case when  is a singular matrix in (37), the density function is of their Type 3. For more details, see Arellano-Valle
and Azzalini [10].
Interestingly, themoment generating function of the unifiedmultivariate skew-normal in (37) has an explicit expression
as
MSUNk1 (s; k, θ) =
exp
( 1
2 s
T s
)
Φk
(
1s+ γ;+11T )
Φk
(
γ;+11T ) , s ∈ Rk1 . (38)
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5. Linear combinations of order statistics from the multivariate elliptical distribution
5.1. General results
Arellano-Valle and Genton [2] presented an expression for the pdf of LX(n) (see Proposition 2 of their paper), where
L ∈ Rp×n is a matrix of rank p andX(n) = (X(1), . . . , X(n))T is the vector of order statistics obtained fromX ∼ ECn(µ,6, h(n)).
But unfortunately, their formula seems to be in error due to a mistake in the conditional distribution involved in their
proof. In this section, we derive the cdf of LX(n) as a mixture of unified multivariate skew-elliptical distributions in (36), and
then obtain from it the correct form of the density of LX(n). As a special case, we also show that the distribution of a linear
combination of order statistics, aTX(n), where a ∈ Rn is an arbitrary non-zero vector of coefficients, is in fact a mixture of
the unified univariate skew-elliptical distributions. This mixture form also enables the derivation of themoment generation
function and the moments, when they exist, of this linear combination of order statistics. Finally, we deduce the results for
the special cases of multivariate normal and multivariate t distributions.
To this end, as in [2], we first note that X(n) ∈ P (X), where P (X) = {Xi = PiX; i = 1, . . . , n!} is the collection
of random vectors Xi corresponding to the n! different permutations of the components of X, and Pi ∈ Rn×n are the
permutation matrices with Pi 6= Pj for all i 6= j. Further, let D ∈ R(n−1)×n be a difference matrix such that DX =
(X2 − X1, X3 − X2, · · · , Xn − Xn−1), i.e., the ith row of D is eTn,i+1 − eTn,i, i = 1, . . . , n − 1, where e1, . . . , en are the n-
dimensional unit basis vectors, and µi = Piµ and 6i = Pi6PTi .
Theorem 9. The cdf of LX(n) is the mixture, for t ∈ Rp,
FLX(n)
(
t;µ,6, h(n)) = n!∑
i=1
aSUECp
(
n− 1, δi, ϕ(n−1+p)
)× GSUECp ((L6iLT )−1/2 (t− Lµi) ; n− 1, δi, ϕ(n−1+p)) , (39)
where aSUECp
(· , δ, ϕ(n−1+p)) is as defined above, GSUECp (·; n− 1, δ, ϕ(n−1+p)) is the cdf of SUECp (n− 1, δ, ϕ(n−1+p)), and, for
i = 1, . . . , n!,
δi =
(
D6iLT
(
L6iLT
)−1/2
,Dµi,D6iD
T − D6iLT
(
L6iLT
)−1 L6iDT) .
Proof. We have
FLX(n)
(
t;µ,6, h(n)) = P (LX(n) ≤ t) = n!∑
i=1
P
(
LXi ≤ t,X(n) = Xi
)
=
n!∑
i=1
P (LXi ≤ t,DXi ≥ 0)
=
n!∑
i=1
P (DXi ≥ 0) P (LXi ≤ t | DXi ≥ 0)
=
n!∑
i=1
P (DXi ≥ 0)× P
((
L6iLT
)−1/2 (LXi − Lµi) ≤ (L6iLT )−1/2 (t− Lµi) | DXi ≥ 0) . (40)
Now, for i = 1, . . . , n!,(
DXi
LXi
)
∼ ECn−1+p
((
Dµi
Lµi
)
,
(
D6iDT D6iLT(
D6iLT
)T L6iLT
)
, ϕ(n−1+p)
)
.
Consequently, the ith term on the RHS of (40), upon using Lemma 4, can be expressed as
P
((
L6iLT
)−1/2 (LXi − Lµi) ≤ (L6iLT )−1/2 (t− Lµi) | DXi ≥ 0)
= GSUECp
((
L6iLT
)−1/2 (t− Lµi) ; n− 1, δi, ϕ(n−1+p))
and since
P (DXi ≥ 0) = aSUECp
(
n− 1, δi, ϕ(n−1+p)
)
,
the theorem follows. 
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Remark 10. Upon differentiating the expression of the cdf of LX(n) in (39), we readily obtain the density function of LX(n),
for t ∈ Rp, as
fLX(n)
(
t;µ,6, h(n)) = n!∑
i=1
fECp
(
t; Lµi, L6iLT
)× FECn−1 (D6iLT (L6iLT )−1 (t− Lµi) ;−Dµi,
× D6iDT − D6iLT
(
L6iLT
)−1 L6iDT , ϕ(n−1)qi(t) ) , (41)
where, for i = 1, . . . , n!, qi (t) =
(
t− Lµi
)T (L6iLT )−1 (t− Lµi). Note that [2], in Proposition 2 of their paper, present the
same pdf as in (41) but erroneously having 0 in place of−Dµi.
From Theorem 9, we readily obtain the following corollary which shows that the distribution of a linear combination of
order statistics is a mixture of the unified univariate skew-elliptical distributions.
Corollary 8. The cdf of aTX(n) is the mixture
FaTX(n)
(
t;µ,6, h(n)) = n!∑
i=1
aSUEC
(
n− 1, δi, ϕ(n)
)
GSUEC
(
t − aTµi√
aT6ia
; n− 1, δi, ϕ(n)
)
, t ∈ R (42)
where GSUEC (·; n− 1, θ, ϕ(n)) denotes the cdf of SUEC(n− 1, θ, ϕ(n)), aSUEC
(
k, θ, ϕ(n)
)
is as defined above, for i = 1, . . . , n!,
δi =
(
D6ia√
aT6ia
,Dµi,D6iD
T − (D6ia) (D6ia)
T
aT6ia
)
.
It is important to mention here that in the special case when
∑n
i=1 ai 6= 0, the cdf of aTX(n) is in fact a mixture of cdf’s of
the unified univariate skew-elliptical distributions in (6). Specifically, in this case ϕ(n) in (42) can be replaced by h(n).
Remark 11. In the special case when X = (X1, . . . , Xn)T is exchangeable, i.e.,
X ∼ ECn
(
µ1n,σ2{(1− ρ)In + ρ1n1Tn}, h(n)
)
, µ ∈ R, σ > 0, − 1
n− 1 < ρ < 1,
we obtain
aTX(n) − µ
n∑
i=1
ai
σ
√
(1− ρ)
n∑
i=1
a2i + ρ
(
n∑
i=1
ai
)2 ∼ SUEC (n− 1, δ, ϕ(n)) ,
where
δ =
 σ (1− ρ)Da√
(1− ρ)
n∑
i=1
a2i + ρ
(
n∑
i=1
ai
)2 , 0, σ 2 (1− ρ)D
In −
(1− ρ)
n∑
i=1
a2i
(1− ρ)
n∑
i=1
a2i + ρ
(
n∑
i=1
ai
)2
DT
 .
5.2. Special case of multivariate normal
When X ∼ Nn(µ,6), the cdf of LX(n) can be easily deduced from the general form in (39).
Corollary 9. If X ∼ Nn(µ,6), then the cdf of LX(n) is the mixture
FLX(n) (t;µ,6) =
n!∑
i=1
aSUNp (n− 1, δi) ΦSUNp
((
L6iLT
)−1/2 (t− Lµi) ; n− 1, δi) , t ∈ Rp,
whereΦSUNp (·; n− 1, δ) is the cdf of SUNp (n− 1, δ)with pdf as in (37) and, for i = 1, 2, . . . , n!, δi are as given in Theorem 9.
In this case, the moment generating function of LX(n) can also be easily obtained from the mixture form in Corollary 9 by
using (38).
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Corollary 10. If X ∼ Nn(µ,6), the moment generating function of LX(n) is
MLX(n) (s;µ,6) =
n!∑
i=1
exp
(
Lµis+ 12 s
T (L6iLT ) s)Φn−1 (D (6iLT s+ µi) ;D6iDT ) , s ∈ Rp.
Next, when X ∼ Nn(µ,6), the cdf of aTX(n) can be easily deduced from the general form in (42) as given in the following
corollary.
Corollary 11. If X ∼ Nn(µ,6), then the cdf of aTX(n) is the mixture
F aTX(n) (t;µ,6) =
n!∑
i=1
aSUN (n− 1, δi) ΦSUN
(
t − aTµi√
aT6ia
; n− 1, δi
)
, t ∈ R, (43)
whereΦSUN (·; n− 1, δ) is the cdf of SUN (n− 1, δ) and, for i = 1, . . . , n!, δi are as given in Corollary 8.
Corollary 12. In the special case when X ∼ Nn
(
µ1n,σ2{(1− ρ)In + ρ1n1Tn}
)
, we simply have
aTX(n) − µ
n∑
i=1
ai
σ
√
(1− ρ)
n∑
i=1
a2i − ρ
(
n∑
i=1
ai
)2 ∼ SUN (n− 1, δ) ,
where δ is as given in Remark 11.
Now, by using Theorem 1 and Corollary 12, we obtain the following corollary.
Corollary 13. In the case when X ∼ Nn
(
µ1n,σ2{(1− ρ)In + ρ1n1Tn}
)
, the density function of aTX(n) is strongly unimodal.
From the moment generating function of LX(n) in Corollary 10, we can readily derive the moment generating function of
aTX(n) in the multivariate normal case, which is presented in the following corollary.
Corollary 14. If X ∼ Nn (µ,6), the moment generating function of aTX(n) is given by
MaTX(n) (s;µ,6) =
n!∑
i=1
exp
(
aTµis+ 12
(
aT6ia
)
s2
)
Φn−1
(
D
(
6ias+ µi
) ;D6iDT ) , s ∈ R.
Just as we derived the single moments of order statistics from a multivariate log-normal distribution in Corollary 4, we can
obtain in an analogous manner the product moments of these order statistics from the moment generating function presented in
Corollary 12. For this purpose, as in Section 3, let W = (W1, . . . ,Wn)T ∼ LNn (µ,6) and
(
W(1), , . . . ,W(n)
)T be the vector of
order statistics obtained fromW. Then, we readily obtain the following result from Corollary 14.
Corollary 15. If a = (a1, . . . , an)T ∈ Rn, we have
E
(
W a1(1)W
a2
(2) · · ·W an(n)
)
= MaTX(n) (1;µ,6)
=
n!∑
i=1
exp
(
aTµi + 12
(
aT6ia
))
Φn−1
(
D
(
6ia+ µi
) ;D6iDT ) .
5.3. Special case of multivariate t
When X ∼ tn (µ,6, ν), the cdf of aTX(n) can be easily deduced from the general form in (42).
Corollary 16. If X ∼ tn (µ,6, ν), then the cdf of aTX(n) is the mixture
F aTX(n) (t;µ,6, ν) =
n!∑
i=1
aSUt (n− 1, ν, δi) TSUt
(
t − aTµi√
aT6ia
; n− 1, ν, δi
)
, t ∈ R
where TSUt (·; n− 1, ν, δ) is the cdf of SUt (n− 1, ν, δ) and for i = 1, . . . , n!, δi are as given in Theorem 9.
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Corollary 17. If X ∼ tn
(
µ 1,σ2{(1− ρ)In + ρ11T }, ν
)
, then we have
aTX(n) − µ
n∑
i=1
ai
σ
√
(1− ρ)
n∑
i=1
a2i − ρ
(
n∑
i=1
ai
)2 ∼ SUt (n− 1, ν, δ) ,
where δ is given as in Remark 11.
Now, by using Theorem 5 and Corollary 17, we obtain the following corollary.
Corollary 18. In the special case when X ∼ tn
(
µ1n,σ2{(1− ρ)In + ρ1n1Tn}, ν
)
, the density function of aTX(n) is unimodal.
6. Concluding remarks
In this paper, we have derived the exact distributions of order statistics and linear combinations of order statistics from a
multivariate elliptical distribution in terms of the unified skew-elliptical distributions. The corresponding results for skew-
elliptical distributions have not been considered in the literature. In this connection, [19] derived the exact distribution of
order statistics from bivariate skew-normal and bivariate skew-t distributions and Crocetta and Loperfido [27] obtained
the exact sampling distribution of L-statistics. By adopting the same approach as in this paper, the distributions of order
statistics and linear combinations of order statistics from the unified multivariate skew-elliptical distribution, with pdf in
(3), may be shown to be mixtures of distributions of the unified univariate and multivariate skew-elliptical distributions
discussed here. Work is currently under progress on these issues, and we hope to report these findings in a future paper.
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