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ON THE SOJOURN TIME OF A GENERALIZED BROWNIAN MEANDER
F. IAFRATE1 AND E. ORSINGHER1
Abstract. In this paper we study the sojourn time on the positive half-line up to time t of a
drifted Brownian motion with starting point u and subject to the condition that min0≤z≤l B(z) >
v, with u > v. This process is a drifted Brownian meander up to time l and then evolves as a
free Brownian motion. We also consider the sojourn time of a bridge-type process, where we add
the additional condition to return to the initial level at the end of the time interval. We analyze
the weak limit of the occupation functional as u ↓ v. We obtain explicit distributional results
when the barrier is placed at the zero level, and also in the special case when the drift is null.
Keywords: Drifted Brownian Meander, Brownian Excursion, Feynman–Kac functional, Weak Conver-
gence, Tightness, Elastic Brownian motion
1. Introduction
The Brownian meander is a Brownian motion {B(t) , t ≥ 0} evolving under the condition that
min0≤s≤tB(s) > 0. If the additional condition that B(t) = c > 0 is assumed then we have the
Brownian excursion which is the bridge of the Brownian meander.
Early results in this field emerged in the study of the behaviour of random walks conditioned to
stay positive where the Brownian meander was obtained as the weak limit of such conditional
processes ([2], [10]). In the same spirit the distribution of the maximum of the Brownian meander
and excursion has been derived in [13]. Further investigations about such distributions have been
presented in [6]. Some important results can also be found in the classical book by Itoˆ and McKean
[11]. The notion of Brownian meander as a conditional Brownian motion and problems concerning
weak convergence to such processes have been treated in [8]. More recently analogous results have
been obtained in the general setting of Le´vy processes (see for example [5]).
Brownian meanders emerge in path decompositions of the Brownian motion. In particular Denisov
([7]) shows that a Brownian motion around a maximum point can be represented (in law) by means
of a two-sided Brownian meander, which is constructed by gluing together two meanders.
These processes also arise in several scientific fields. Possible applications range from SPDE’s with
reflection ([4]) to enumeration of random graphs (see [12] for a survey of the results in this field).
In the recent paper [9] the authors have studied the drifted Brownian meander, and provided a
construction of such a process within the general setting of weak convergence of measures ([3]).
We consider below a Brownian motion with drift which alternates intervals where it behaves as a
meander and as a free Brownian motion. The aim of this paper is to study the sojourn distribution
on (0,∞) of a Brownian motion with drift Bµ(t), t > 0 which is a drifted meander up to time
0 < l < t and in [l, t] is a drifted Brownian motion with Rayleigh distributed starting point.
Our aim is therefore the analysis of the r.v.
Γµl,t =
∫ t
l
1[0,∞)(B
µ(s))ds (1.1)
under the condition that {
min
0≤s≤l
Bµ(s) > v,Bµ(0) = u
}
, l < t (1.2)
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In order to obtain explicit results for (1.1) we will consider the case where u ↓ v, v = 0, µ = 0. In
this case we have that
lim
u→0
P
{
Γl,t ∈ ds
∣∣∣ min
0≤z≤l
B(z) > 0, B(0) = u
}
= (1.3)
=


1
pi
√
s(t− l − s)
s
s+ l
ds 0 ≤ s < t− l
√
l
t
s = t− l
Also the case with µ 6= 0 is considered but for a non-zero drift the sojourn time distribution
of Γµl,t loses the arc-sine form (1.3). As a byproduct of our analysis we give the distribution
P {Γµt ∈ ds|Bµ(0) = x} and establish its connection with the transition function of the elastic
Brownian motion. The condition that min0≤s≤l Bµ(s) > 0 implies that there is a positive proba-
bility of never crossing the zero level during (l, t).
In the last part of the paper we consider a Brownian motion which behaves as a meander in [0, l]
and at time t > l is obliged to pass through some point y. This is a sort of generalized Brownian
excursion. For the generalized Brownian excursion we have that
P
{
Γµl,t ∈ ds
∣∣∣ inf
0<z≤l
Bµ(z) > 0, Bµ(0) = 0, Bµ(t) = 0
}
(1.4)
=
1
t
√
l
t− l
{
t− 2l√
l(t− l) −
t− 2(l+ s)√
(l + s)(t− l − s)
}
ds .
Result (1.4) does not depend on the drift µ because in the Brownian excursion the condition
Bµ(t) = 0 cancels the drift effect.
A special case of (1.4) is l = t/2 and (1.4) reduces to
P
{
Γµt
2 ,t
∈ ds
∣∣∣ min
0≤z≤l
B(z) > 0, B(0) = 0, B(t) = 0
}
=
=
4s
t
√
t2 − 4s2 ds 0 < s <
t
2
.
2. Preliminaries
Let {B(t), t ∈ [0, T ]} be a Brownian motion adapted to the natural filtration on some measurable
space (Ω,F) and let {Pu, u ∈ R} be a family of probability measures such that, under each
Pu, B is a Brownian motion and P (B(0) = u) = 1. We consider a drifted Brownian motion
{Bµ(t), 0 ≤ t ≤ T } defined as Bµ(t) = B(t) + µt , 0 ≤ t ≤ T , with µ ∈ R. The space C[0, T ] of its
sample paths, sometimes indicated as ω = ω(t), is endowed with the Borel σ-algebra C generated
by the open sets induced by the supremum metric.
For a given probability space (Ω,F, P ) we define the random function
Y : (Ω,F) 7→ (C[0, T ], C) . (2.1)
We take a probability measure ν on (C[0, T ], C) defined as
ν(A) = P (Y −1(A)) A ∈ C . (2.2)
For a set Λ ∈ C such that ν(Λ) > 0 we consider the space (Λ, C, ν( · |Λ)) which is the trace of
(C[0, T ], C, ν) on the set Λ, where the conditional probability measure ν( · |Λ) : Λ ∩ C 7→ [0, 1] is
defined in the usual sense as
ν(A|Λ) = ν(A ∩ Λ)
ν(Λ)
A ∈ C . (2.3)
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We then construct the space
(
Y −1(Λ),F∩ Y −1(Λ), P ( · |Y −1(Λ))) where
P (A|Y −1(Λ)) = P (A ∩ Y
−1(Λ))
P (Y −1(Λ))
for A ∈ F∩ Y −1(Λ) . (2.4)
Definition 2.1. Given a random function Y as in (2.1) and a set Λ ∈ C the conditional process
Y |Λ is defined as the restriction of Y to the set Λ:
Y |Λ : (Y −1(Λ),F∩ Y −1(Λ), P ( · |Y −1(Λ)) ) 7→ (Λ, C, ν( · |Λ)) (2.5)
The following lemma provides the conditions for a conditional process to be Markov (see [8]).
Lemma 2.1. Let Y be a Markov process on C[0, T ] and let Λ ∈ C such that ν(Λ) > 0. Let pi[0,t]
and pi[t,T ] be the projection maps on C[0, T ] onto C[0, t] and C[t, T ], respectively. If for all t ∈ [0, T ]
there exist sets At ∈ B(C[0, t]) and Bt ∈ B(C[t, T ]) such that Λ = pi−1[0,t]At ∩ pi−1[t,T ]Bt then Y |Λ is
Markov, where B denotes the Borel sigma-algebra.
In the following ν( · ) denotes the Wiener measure on (C[0, T ], C). For a Brownian motion starting
at u we usually write P ( · |B(0) = u) to denote Pu( · ) to underline the dependence on the starting
point. The drifted Brownian meander can be represented as a conditional process Bµ|Λu,v where
the conditioning event Λu,v is of the form
Λu,v =
{
min
0≤z≤t
Bµ(z) > v,Bµ(0) = u
}
.
Analogously the Brownian excursion is a conditional process Bµ|Λu,v,c with
Λu,v,c =
{
min
0≤z≤t
Bµ(z) > v, Bµ(0) = u,Bµ(t) = c
}
u, c > v .
We remark that the conditional processes introduced above are Markovian in light of Lemma 2.1.
For some fixed v > 0, we need to study the weak convergence of the measures νu,v := ν( · |Λu,v) as
u ↓ v. See Billingsley [3] for a treatise of the general theory of weak convergence. We here recall
the main concepts we will make use of.
Definition 2.2. Given a metric space (S, ρ) and a family Π of probability measures on (S,B(S)),
B(S) being the Borel σ−field on S, we say that Π is tight if
∀η > 0 ∃ compact K ⊂ S s.t. ∀ν ∈ Π ν(K) > 1− η.
The following theorem holds (see [3], Theorem 7.1, or [14], Theorem 4.15).
Theorem 2.1. Let {X(n)}n and X be stochastic processes on some probability space (Ω,F, P )
onto (C([0, T ]), C) and let {νn}n and ν, respectively, the induced measures. If for every m and for
every 0 ≤ t1 < t2 < · · · tm ≤ t, the finite dimensional distributions of (X(n)t1 , . . . , X
(n)
tm ) converge to
those of (Xt1 , . . . , Xtm) and the family {νn} is tight then νn ⇒ ν.
Exploiting these tools one is able to assess the existence of some process whose finite dimensional
distributions coincide with those of the weak limit νv of νu,v when u ↓ v. This measure will coincide
with that induced by Bµ|Λv where
Λv =
{
ω : inf
0<z<T
ω(z) > v, ω(0) = v
}
.
The following result holds concerning the weak convergence to the Brownian meander with drift([9])
Theorem 2.2. The following weak limit holds:
Bµ
∣∣∣{ min
0≤z≤t
Bµ > v,Bµ(0) = u
}
==⇒
u↓v
Bµ
∣∣∣{ inf
0<z<t
Bµ > v,Bµ(0) = v
}
(2.6)
This means that the continuous mapping theorem holds, i.e. νu,v ◦ g−1 u→v===⇒ νv ◦ g−1 for any
bounded uniformly continuous function g.
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3. Sojourn time of a generalized Brownian meander
In this section we study the random time spent by the drifted Brownian motion on the half-line
[0,∞) up to time t under the condition that in [0, l], l < t the conditions{
min
0≤z≤l
Bµ(z) > 0
}
and {Bµ(0) = u} (3.1)
are fullfilled.
In other words in [0, l] the particle behaves like a Brownian meander and then is free to move on
the whole line.
We therefore study the distribution of
Γµ(0,t) = l + Γ
µ
l,t = l+
∫ t
l
1[0,∞)(B
µ(s))ds (3.2)
The conditions (3.1) exert their effect on the distribution of the sojourn time Γl,t because the
position at time l of the Brownian particle is random.
It is well-known that for the non-drifted Brownian bridge the following result hold
P
{
Γt ∈ ds
∣∣∣B(0) = B(t) = 0} = ds
t
0 < s < t . (3.3)
If the starting point is {B(0) = u} than the distribution of the sojourn time becomes
P
{
Γt ∈ ds
∣∣∣B(0) = u,B(t) = 0} = (3.4)
=
√
t
2pi
e
u2
2t
∫ s
0
ue−
u2
2w√
w3(t− w)3 dw 0 ≤ s ≤ t , u > 0.
For u ↓ 0 the first-passage time distribution of a Brownian motion
f(u,w) =
ue−
u2
2w√
2piw3
→ δ(w)
and from (3.4) result (3.3) is retrieved as a special case.
For the sojourn time of the drifted Brownian motion it holds that (see (3.1) of [1])
P {Γµ ∈ ds,Bµ(t) ∈ dx} =


dsdx
2pi
e−
µ2t
2 +µx
∫ t
t−s
x√
z3(t− z)3 e
− x2
2(t−z) dz x > 0
dsdx
2pi
e−
µ2t
2 +µx
∫ t
s
−x√
z3(t− z)3 e
− x2
2(t−z) dz x < 0
(3.5)
In the book by Borodin and Salminen (1996) there is an alternative form to (3.5) (formula 2.1.4.8,
page 203) which reads
P {Γµ ∈ ds,Bµ(t) ∈ dx} =


dsdx
2pi
e−
µ2t
2 +µx
∫ ∞
0
z(z + x)√
s3(t− s)3 e
− (z+x)22s − z
2
2(t−s) dz x > 0
dsdx
2pi
e−
µ2t
2 +µx
∫ ∞
0
z(z − x)√
s3(t− s)3 e
z2
2s−
(z−x)2
2(t−s) dz x < 0
(3.6)
Result (3.5) has been obtained in Beghin, Nikitin, Orsingher (2003) by applying the conditional
Feynman–Kac functional. It can also be obtained by applying the Girsanov theorem to the non-
drifted joint distribution of (Γt, B(t)).
We here consider the family of measures {νlu, u > 0} defined as
νlu(A) = P
{
Bµ ∈ A
∣∣∣Λlu} A ∈ C, u > 0 (3.7)
where
Λlu = {ω ∈ C[0, t] : min
0≤z≤l
ω(z) > v, ω(0) = u}
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The tightness of the family of measures (3.7) can be proved following the same procedure as in [9].
In this way we can state the weak convergence of the measures
νlu ⇒u↓v νlv
holds where
νlv(A) = P
(
Bµ ∈ A
∣∣∣ inf
0<z≤l
Bµ(z) > v,Bµ(0) = v
)
A ∈ C
For our purposes we assume that v = 0.
Our main concern here is the study of the following sequence of probability measures
P
{
Γµl,t ∈ ds
∣∣∣ min
0≤z≤l
Bµ(z) > 0, Bµ(0) = u
}
(3.8)
P
{
Γµl,t ∈ ds
∣∣∣ min
0≤z≤l
Bµ(z) > 0, Bµ(0) = u,Bµ(t) = 0
}
(3.9)
0 < s < t − l, u > 0, l < t. In the next theorem we give the distribution (3.8), for u > 0. The
distribution (3.9) is treated in Section 4.
Theorem 3.1.
P
{
Γµl,t ∈ ds
∣∣∣ min
0≤z≤l
Bµ(z) > 0, Bµ(0) = u
}
(3.10)
=
∫∞
0
P
{
min0≤z≤lBµ(z) > 0, Bµ(l) ∈ dy
∣∣∣Bµ(0) = u}P {Γµl,t ∈ ds∣∣∣Bµ(l) = y}
P
{
min0≤z≤l Bµ(z) > 0,
∣∣∣Bµ(0) = u}
where
P
{
min0≤z≤lBµ(z) > 0, Bµ(l) ∈ dy
∣∣∣Bµ(0) = u}
P
{
min0≤z≤lBµ(z) > 0,
∣∣∣Bµ(0) = u} (3.11)
=
1√
2pil
(
e−
(y−u)2
2l − e− (y+u)
2
2l
)
e−
µ2l
2 +µ(y−u) dy∫∞
0
1√
2pil
(
e−
(y−u)2
2l − e− (y+u)22l
)
e−
µ2l
2 +µ(y−u) dy
and
P
{
Γµl,t ∈ ds
∣∣∣Bµ(l) = y} (3.12)
= e−
µ2(t−l)
2 +µy · 2eµy
∫ ∞
y
e−µwdw
∫ ∞
0
eµw
′we−
w2
2s√
2pis3
w′e−
w′2
2(t−l−s)√
2pi(t− l − s)3 dw
′ds.
Proof. The evaluation of the probability P
{
Γµl,t ∈ ds
∣∣∣Bµ(l) = x} can be performed applying the
Feynman–Kac functional. In order to simplify the notation we consider Γµ0,t = Γ
µ
t and the func-
tional
w(x, t) = E
{
e−
∫
t
0
k(Bµ(s))ds
∣∣∣Bµ(0) = x} (3.13)
which solves the Cauchy problem

∂w
∂t
=
1
2
∂2w
∂x2
− µ∂w
∂x
− k(x)w
w(x, 0) = 1
(3.14)
for
k(x) =
{
β x > 0
0 x < 0
The functional (3.13) coincides with the Laplace transform of the sojourn time
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Γµt =
∫ t
0
1[0,∞)(B
µ(s))ds (3.15)
By means of the transformation
w(x, t) = e−
µ2t
2 +µxz(x, t) (3.16)
the problem (3.14) is converted into

∂z
∂t
=
1
2
∂2z
∂x2
− β1[0,∞)(x)z
z(x, 0) = e−µx
(3.17)
For the Laplace transform Z(x, γ) =
∫∞
0 e
−γtz(x, t) dt we have
γZ − z(x, 0) = 1
2
d2Z
dx2
− β1[0,∞)(x)Z . (3.18)
By taking into account that we need a bounded solution of (3.14) and that z(x, 0) = e−µx we get
Z(x, γ) =


Be−x
√
2(γ+β) +
e−µx
β + γ − µ22
x > 0
Cex
√
2γ +
eµx
γ − µ22
x < 0
(3.19)
The continuity of Z and dZdx at x = 0 imply that
B =
2√
2(β + γ) + µ
(
1√
2γ − µ −
1√
2(β + γ)− µ
)
(3.20)
From (3.19), for x > 0, we have therefore
Z(x, γ) =
2e−x
√
2(γ+β)√
2(β + γ) + µ
(
1√
2γ − µ −
1√
2(β + γ)− µ
)
+
e−µx
β + γ − µ22
(3.21)
= 2eµx
∫ ∞
x
e−w(
√
2(γ+β)+µ)
(
1√
2γ − µ −
1√
2(β + γ)− µ
)
dw +
e−µx
β + γ − µ22
In order to develop (3.21) we need the following expressions
e−w(
√
2(γ+β)+µ) = e−µw
∫ ∞
0
e−(γ+β)t
we−
w2
2t√
2pit3
dt
1√
2γ − µ =
∫ ∞
0
e−w(
√
2γ−µ)dw =
∫ ∞
0
eµwdw
∫ ∞
0
e−γt
we−
w2
2t√
2pit3
dt
1√
2(γ + β)− µ =
∫ ∞
0
e−w(
√
2γ−µ)dw =
∫ ∞
0
eµwdw
∫ ∞
0
e−(γ+β)t
we−
w2
2t√
2pit3
dt
By composing all these terms we obtain Z(γ, x) explicitly as
Z(x, γ) = 2eµx
[ ∫ ∞
x
e−µwdw
∫ ∞
0
e−(γ+β)t
we−
w2
2t√
2pit3
dt
∫ ∞
0
eµw
′
dw′
∫ ∞
0
e−γt
′w′e−
w′2
2t′√
2pit′3
dt′
−
∫ ∞
x
e−µwdw
∫ ∞
0
e−(γ+β)t
we−
w2
2t√
2pit3
dt
∫ ∞
0
eµw
′
dw′
∫ ∞
0
e−(γ+β)t
′w′e−
w′2
2t′√
2pit′3
dt′
]
+ e−µx
∫ ∞
0
e−w(β+γ−
µ2
2 ) dw. (3.22)
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The inverse Laplace transform of (3.22) after a quick check becomes
z(x, t) = 2eµx
∫ ∞
x
e−µwdw
∫ ∞
0
eµw
′
dw′
∫ t
0
we−
w2
2s√
2pis3
w′e−
w′2
2(t−s)√
2pi(t− s)3 (e
−βs − e−βt)ds (3.23)
+ e−µx
∫ ∞
0
e−wβeµ
2 w
2 δ(t− w) dw
= 2eµx
∫ ∞
x
e−µwdw
∫ ∞
0
eµw
′
dw′
∫ t
0
βe−βz dz
∫ z
0
we−
w2
2s√
2pis3
w′e−
w′2
2(t−s)√
2pi(t− s)3 ds
+ e−µxe−tβe
µ2t
2 (by integrating by parts with respect to z)
= 2eµx
∫ ∞
x
e−µwdw
∫ ∞
0
eµw
′
dw′
∫ t
0
e−βz
we−
w2
2z√
2piz3
w′e−
w′2
2(t−z)√
2pi(t− z)3 dz
− 2eµxe−βt
∫ ∞
x
e−µwdw
∫ ∞
0
eµw
′
dw′
∫ t
0
we−
w2
2s√
2pis3
w′e−
w′2
2(t−s)√
2pi(t− s)3 ds
+ e−µxe−tβe
µ2t
2 .
In order to obtain the absolutely continuous part of the distribution of Γµt we need to multiply the
inverse Laplace transform of (3.23) (with respect to β) by the Girsanov term e−
µ2t
2 +µx.
In conclusion for 0 ≤ s < t we have that
P
{
Γµt ∈ ds
∣∣∣Bµ(0) = x} (3.24)
= e−
µ2t
2 +µx · 2eµx
∫ ∞
x
e−µwdw
∫ ∞
0
eµw
′we−
w2
2s√
2pis3
w′e−
w′2
2(t−s)√
2pi(t− s)3 dw
′ds.
The singular part of the distribution is instead
P
{
Γµt = t
∣∣∣Bµ(0) = x} = 1− 2e−µ2t2 +µx ∫ ∞
x
e−µw dw
∫ ∞
0
eµw
′
dw′
∫ t
0
we−
w2
2s√
2pis3
w′e−
w′2
2(t−s)√
2pi(t− s)3 ds
For µ = 0 we get
P
{
Γt ∈ ds
∣∣∣B(0) = x} = e− x
2
2s
pi
√
s(t− s)ds 0 ≤ s < t (3.25)
P
{
Γt = t
∣∣∣B(0) = x} = 1− ∫ t
0
e−
x2
2s
pi
√
s(t− s)ds =
2√
2pit
∫ x
0
e−
w2
2t dw. (3.26)

Remark 3.1. The distribution (3.24) can be written as
P
{
Γµt ∈ ds
∣∣∣Bµ(0) = x} = 1
2
e−
µ2t
2 +µxP0
{
Bel1 (s) ∈ dx
}
P0
{
Bel1 (t− s) ∈ d0
}
(3.27)
where Bel1 and B
el
2 are independent elastic Brownian motions. The elastic Brownian motion B
el
1
runs on the positive half-line and is defined as
Bel1 =
{
B+(t) t < T
0 t ≥ T
where B+ is a reflecting Brownian motion and T is a random time such that
P (T > t|Ft) = e−µL(0,t) µ > 0 (3.28)
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and L(0, t) is the local time at 0. The killing rate appearing in (3.28) coincides with the drift µ.
Since
2
∫ ∞
0
eµw
we−
w2
2(t−s)√
2pi(t− s)3 dw = 2
∫ 0
−∞
e−µw
|w|e− w
2
2(t−s)√
2pi(t− s)3 dw
the second term inside (3.24) can be interpreted as the probability that an elastic Brownian motion
Bel2 running on the negative half-line, starting at zero and visiting the barrier at time t − s. For
µ < 0 the elastic Brownian motions must be interchanged.
For Bel(t), t > 0 starting from an arbitrary y > 0 the transition density develops as
pel(x, t; y, 0) =
e−
(x−y)2
2t − e− (x+y)
2
2t√
2pit
+ 2eµ(x+y)
∫ ∞
x+y
e−µw
we−
w2
2t√
2pit3
dw
=
e−
(x−y)2
2t + e−
(x+y)2
2t√
2pit
− 2µeµ(x+y)
∫ ∞
x+y
e−µw
e−
w2
2t√
2pit
dw
and thus for y = 0 we obtain the distribution of Bel1 (t).
We extract from Theorem 3.1 the distribution of Γl,t for µ = 0 and u = 0 in the next theorem.
Theorem 3.2.
P
{
Γl,t ∈ ds| inf
0<z≤l
B(z) > 0, B(0) = 0
}
=
ds
pi
√
s(t− l − s)
s
s+ l
0 < s < t− l (3.29)
and
P
{
Γl,t = t− l| inf
0≤z≤l
B(z) > 0, B(0) = 0
}
=
√
l
t
. (3.30)
Proof. By taking the limit for u ↓ 0 and assuming µ = 0 in (3.10) we get
P
{
Γl,t ∈ ds
∣∣∣ inf
0≤z≤l
B(z) > 0, B(0) = 0
}
(3.31)
= lim
u↓0
∫ ∞
0
e−
(y−u)2
2l − e− (y+u)
2
2l√
2pil
P
{
Γl,t ∈ ds
∣∣∣B(l) = y}dy
∫ ∞
0
e−
(y−u)2
2l − e− (y+u)
2
2l√
2pil
dy
ds
= ds
∫ ∞
0
y
l
e−
y2
2l
e−
y2
2s
pi
√
s(t− l − s) dw
=
ds
pi
√
s(t− l − s)
s
s+ l
0 ≤ s < t− l
For s = t− l, µ = 0 and letting u ↓ 0 we have instead
lim
u↓0
P
{
Γl,t = t− l
∣∣∣ min
0≤z≤l
B(z) > 0, B(0) = u
}
(3.32)
=
∫ ∞
0
w
l
e−
w2
2l
∫ w
0
2√
2pi(t− l)e
− z2
2(t−l) dzdw
=
2√
2pi(t− l)
∫ ∞
0
e−
z2
2(t−l)
∫ ∞
z
w
l
e−
w2
2l dw dz
=
2√
2pi(t− l)
∫ ∞
0
e−
z2
2(t−l)
− z22l dz
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=
√
l
t

Remark 3.2. The distribution (3.29) can also be obtained as∫ ∞
0
P
{
B(l) ∈ dy
∣∣∣ inf
0<z≤l
B(s) > 0, B(0) = 0
}
P
{
Γl,t ∈ ds
∣∣∣B(l) = y}
= ds
∫ ∞
0
y
l
e−
y2
2l
e−
y2
2s
pi
√
s(t− l − s)dy =
ds
pi
√
s(t− l − s)
s
s+ l
This is because at time l the meander has a Rayleigh distributed position and then formula (3.25)
is applied.
Remark 3.3. We can write the distribution function of Γl,t as follows
P
{
Γl,t < z
∣∣∣ inf
0≤z≤l
B(z) > 0, B(0) = 0
}
=
1
pi
∫ z
0
√
s
t− l − s
ds
l + s
=
1
pi
∫ z
t−l
0
√
s
1− s
t− l
l + (t− l)sds
= 2
t− l
pi
∫ arcsin√ z
t−l
0
sin2 ϕ
t sin2 ϕ+ l cos2 ϕ
dϕ
=
2
pi
(t− l)
∫ arcsin√ z
t−l
0
tan2 ϕ
t tan2 ϕ+ l
dϕ
=
2
pi
(t− l)
∫ √ z
t−l−z
0
y2
ty2 + l
· dy
1 + y2
=
2
pi
∫ √ z
t−l−z
0
{
1
1 + y2
− l
ty2 + l
}
dy
=
2
pi
arctan
√
z
t− l − z −
2
pi
√
l
t
arctan
(√
t
l
√
z
t− l − z
)
=
2
pi
arcsin
√
z
t− l −
2
pi
√
l
t
arcsin
√
zt
(l + z)(t− l)
for 0 < z < t− l. Clearly for z = t− l we have that
P {Γl,t < t− l} = 1−
√
l
t
.
4. Sojourn time of the generalized excursion process with drift
We now consider the conditional process Bµ|Λlu,0 where
Λlu,0 = {ω ∈ C[0, t] : min
0≤z≤l
ω(z) > 0, ω(0) = u, ω(t) = 0} (4.1)
We introduce the family of measures {νlu,0, u > 0} defined as
νlu,0(A) = P
(
Bµ ∈ A
∣∣∣Λlu,0) A ∈ C, u > 0
Arguing as in Theorem 2.2 we have that the weak convergence νlu,0 ⇒u↓0 νl0,0 holds where
νl0,0(A) = P
(
Bµ ∈ A
∣∣∣ inf
0<z≤l
Bµ(z) > 0, Bµ(0) = 0, Bµ(t) = 0
)
A ∈ C, u > 0.
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We study below the sojourn time Γµl,t =
∫ t
l 1[0,∞)(B
µ(s))ds under the condition Λlu,0, i.e. when
the process is conditioned to remain positive up to time l and to return to zero at a subsequent
time t. In particular, we give the explicit limiting distribution of the sojourn functional Γµl,t under
the condition Λl0,0, that is when u approaches the zero level.
It is well known that the excursion process with drift, that is the bridge of the Brownian meander,
is not affected by the drift µ (see for example [9]). We here show that this is also true for the
distribution of the sojourn time Γµl,t.
The explicit distribution of Γµl,t under the condition (4.1) is
P
{
Γµl,t ∈ ds
∣∣∣ min
0≤z≤l
Bµ(z) > 0, Bµ(0) = u,Bµ(t) = 0
}
(4.2)
= lim
w↓0
∫∞
0 P
{
min0≤z≤lBµ(z) > 0, Bµ(l) ∈ dy
∣∣∣Bµ(0) = u}P {Γµl,t ∈ ds,Bµ(t) ∈ dw∣∣∣Bµ(l) = y}∫∞
0
P
{
min0≤z≤lBµ(z) > 0, Bµ(l) ∈ dy
∣∣∣Bµ(0) = u}P {Bµ(t) ∈ dw∣∣∣Bµ(l) = y}
Clearly
P
{
min
0≤z≤l
Bµ(z) > 0, Bµ(l) ∈ dy
∣∣∣Bµ(0) = u} = 1√
2pil
(
e−
(y−u)2
2l − e− (y+u)
2
2l
)
e−
µ2l
2 +µ(y−u) dy
(4.3)
For our analysis we must consider that
lim
u↓0
P
{
min0≤z≤l Bµ(z) > 0, Bµ(l) ∈ dy
∣∣∣Bµ(0) = u}∫∞
0
P
{
min0≤z≤l Bµ(z) > 0, Bµ(l) ∈ dy
∣∣∣Bµ(0) = u}P {Bµ(t) ∈ dw∣∣∣Bµ(l) = y} (4.4)
=
y
l
√
2pil
e−
y2
2l −µ
2l
2 +µy
∫∞
0
y
l
√
2pil
e−
y2
2l −µ
2l
2 +µy e
−
(w−y)2
2(t−l)√
2pi(t−l) e
−µ22 (t−l)+µ(w−y) dy
dy
We give an argument to prove that
P
{
Γµl,t ∈ ds,Bµ(t) ∈ dw
∣∣∣Bµ(l) = y} = P {Γ−µl,t ∈ ds,B−µ(t) ∈ dy∣∣∣B−µ(l) = w} (4.5)
where interchanging the starting point y with the final position w implies the change of sign in the
drift.
This can be intuitively inferred from the conditional Feynman–Kac functional written as
E
{
e−
∫
t
0
k(Bµ(s)) ds
∣∣∣Bµ(0) = u,Bµ(t) = 0} (4.6)
= lim
n→∞
∫
· · ·
∫
e−
∑n
j=1 V (xj)(tj+1−tj)P


n⋂
j=1
(Bµ(sj) ∈ dxj)
∣∣∣Bµ(0) = u,Bµ(t) = 0


for 0 = t0 < t1 < · · · < tn < tn+1 = t, and then interchanging past and future times. From formula
(3.5)
P
{
Γµl,t ∈ ds,Bµ(t) ∈ d0
∣∣∣Bµ(l) = y} = P {Γ−µl,t ∈ ds,B−µ(t) ∈ dy∣∣∣B−µ(l) = 0} (4.7)
=
ds dy
2pi
e−
µ2
2 (t−l)−µy
∫ t−l
t−l−s
y
e−
y2
2(t−l−z)√
z3(t− l − z)3 dz
=
ds dy
2pi
e−
µ2
2 (t−l)−µy
∫ s
0
y
e−
y2
2z√
z3(t− l − z)3 dz
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In view of all the arguments above the limit of (4.2) for u→ 0 yields
lim
u↓0
P
{
Γµl,t ∈ ds
∣∣∣ min
0≤z≤l
Bµ(z) > 0, Bµ(0) = u,Bµ(t) = 0
}
(4.8)
= lim
u↓0
∫∞
0
1√
2pil
(
e−
(y−u)2
2l − e− (y+u)
2
2l
)
e−
µ2l
2 +µ(y−u)e−
µ2(t−l)
2 −µy
∫ s
0 y
e−
y2
2z√
z3(t−l−z)3 dzdy∫∞
0
1√
2pil
(
e−
(y−u)2
2l − e− (y+u)22l
)
e−
µ2l
2 +µ(y−u)e−
(0−y−µ(t−l))2
2(t−l) dy√
2pi(t−l)
ds
2pi
=
√
t− l
2pi
∫∞
0
ye−
y2
2l dy
∫ s
0
y e
−
y2
2z√
z3(t−l−z)3dz∫∞
0
ye−
y2
2l e−
y2
2(t−l) dy
ds
=
t
2l
√
t− l
∫ s
0
dw√
w3(t− l − w)3
(√
lw
l + w
)3
ds
=
t
2
√
l
t− l
∫ s
0
dw√
(t− l− w)3(l + w)3 ds
=
t
2
√
l
t− l
∫ l+s
l
dw√
w3(t− w)3 ds
=
1
t
√
l
t− l
∫ arcsin√ l+s
s
arcsin
√
l
t
dϕ
sin2 ϕ cos2 ϕ
ds
=
1
t
√
l
t− l
{ √
l + s√
t− l − s −
√
l
t− l −
√
t− l − s√
l + s
+
√
t− l
l
}
ds
=
1
t
√
l
t− l
{
t− 2l√
l(t− l) −
t− 2(l + s)√
(l + s)(t− l − s)
}
ds 0 < s < t− l.
This proves the following theorem.
Theorem 4.1. The conditional distribution of Γµl,t under µ
l
0,0 is given by
P
{
Γµl,t ∈ ds
∣∣∣ inf
0<z≤l
B(z) > 0, B(0) = 0, B(t) = 0
}
=
t
2
√
l
t− l
∫ l+s
l
dw√
w3(t− w)3 ds (4.9)
=
1
t
√
l
t− l
{
t− 2l√
l(t− l) −
t− 2(l + s)√
(l + s)(t− l − s)
}
ds .
Remark 4.1. We note that the distribution of Γµl,t in the case of the generalized excursion has not
a singular component (differently from the meander). Furthermore the distribution (4.9) can be
regarded as that of the sojourn time on [0,∞) of a Brownian bridge with a Rayleigh distributed
starting point during an interval of length t − l. Moreover, we remark that for l = t2 the density
(4.9) simplifies as
P
{
Γµt
2 ,t
∈ ds
∣∣∣ inf
0<z≤t/2
B(z) > 0, B(0) = 0, B(t) = 0
}
= (4.10)
=
4s
t
√
t2 − 4s2ds 0 < s <
t
2
.
We observe that for l = 0 we retrieve in (4.9) the uniform distribution.
12 ON THE SOJOURN TIME OF A GENERALIZED BROWNIAN MEANDER
Remark 4.2. We are also able to show that the mean value of Γl,t under µ
l
0,0 is
E
(
Γµl,t
∣∣∣ inf
0<z≤l
B(z) > 0, B(0) = B(t) = 0
)
= (4.11)
=
t
2
√
l
t− l arccos
√
l
t
+
t− 2l
2
Proof. In view of an intermediate formula in (4.8) we have that
E
(
Γµl,t
∣∣∣ inf
0<z≤l
B(z) > 0, B(0) = B(t) = 0
)
=
t
2
√
l
t− l
∫ t−l
0
s
∫ s
0
dw√
(t− l − w)3(l + w)3 ds =
=
t
2
√
l
t− l
∫ t−l
0
dw√
(t− l − w)3(l + w)3
∫ t−l
w
s ds =
=
t
4
√
l
t− l
∫ t−l
0
(t− l)2 − w2√
(t− l − w)3(l + w)3 dw
=
t
4
√
l
t− l
∫ t−l
0
t− l + w√
(t− l − w)(l + w)3 dw
=
1
2
√
l
t− l
∫ pi
2
arcsin
√
l
t
{
t− 2l
sin2 ϕ
+ t
}
dϕ
=
t
2
√
l
t− l
(
pi
2
− arcsin
√
l
t
)
+
t− 2l
2

For l = 0 EΓµ0,t =
t
2 , while in the special case where l =
t
2 we have EΓ
µ
t
2 ,t
= tpi8 .
Remark 4.3. The distribution function of Γµl,t writes
P
{
Γµl,t < s¯
∣∣∣ inf
0<z≤l
Bµ(z) > 0, Bµ(0) = Bµ(t) = 0
}
= (4.12)
=
t
2
√
l
t− l
∫ s¯
0
ds
∫ s
0
dw√
(t− l− w)3(l + w)3 =
=
t
2
√
l
t− l
∫ s¯
0
s¯− w√
(t− l − w)3(l + w)3 dw
=
t
2
√
l
t− l
∫ arcsin√ l+s¯
t
arcsin
√
l
t
s¯+ l − t sin2 ϕ√
(t sin2 ϕ)3(t cos2 ϕ)3
2t sinϕ cosϕdϕ
=
1
t
√
l
t− l
∫ arcsin√ l+s¯
t
arcsin
√
l
t
[
s¯+ l
sin2 ϕ cos2 ϕ
− t
cos2 ϕ
]
dϕ
=
s¯+ l
t
√
l
t− l
∫ arcsin√ l+s¯
t
arcsin
√
l
t
[
d
dϕ
tanϕ− d
dϕ
cotϕ
]
dϕ−
√
l
t− l
∫ arcsin√ l+s¯
t
arcsin
√
l
t
d
dϕ
tanϕdϕ
=
s¯+ l
t
√
l
t− l
(√
l + s¯
t− (l + s¯) −
√
l
t− l −
√
t− (l + s¯)
l + s¯
+
√
t− l
l
)
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−
√
l
t− l
(√
l + s¯
t− (l + s¯) −
√
l
t− l
)
=
(s¯+ l)(t− 2l)
t(t− l) +
l
t− l −
2
t
√
l
t− l
√
(l + s¯)(t− l− s¯)
for 0 < s¯ < t − l . We note that for s¯ = t− l, this yields the value 1 as expected. From (4.12) it
emerges that
lim
t→∞
P
{
Γµl,t
t
< s¯
∣∣∣ min
0≤z≤l
Bµ(z) > 0, Bµ(0) = Bµ(t) = 0
}
= s¯ 0 < s¯ < 1
that is the random ratio
Γµ
l,t
t is asymptotically uniform on [0, 1].
For l = t2 the distribution function becomes
P
{
Γµt
2 ,t
< s¯
}
= 1−
√
t2 − 4s¯2
t
0 ≤ s¯ ≤ t
2
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