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CELLS IN AFFINE q-SCHUR ALGEBRAS
WEIDENG CUI, LI LUO, AND WEIQIANG WANG
Abstract. We develop algebraic and geometrical approaches toward canonical bases
for affine q-Schur algebras of arbitrary type introduced in this paper. A duality be-
tween an affine q-Schur algebra and a corresponding affine Hecke algebra is estab-
lished. We introduce an inner product on the affine q-Schur algebra, with respect
to which the canonical basis is shown to be positive and almost orthonormal. We
then formulate the cells and asymptotic forms for affine q-Schur algebras, and develop
their basic properties analogous to the cells and asymptotic forms for affine Hecke
algebras established by Lusztig. The results on cells and asymptotic algebras are also
valid for q-Schur algebras of arbitrary finite type.
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1. Introduction
1.1. Background. The q-Schur algebras of finite type A were introduced in [DJ89,
BLM90] via algebraic and geometric approaches. Recently, motivated by connections
to BGG category O, two of the authors [LW17] formulated q-Schur algebras Sfin of
arbitrary finite type, associated to an arbitrary subset Xˇf of (co)weights invariant
under a finite Weyl group W . For some specific choices of Xˇf in type A, this version of
q-Schur algebras reduces to the constructions in [DJ89, BLM90], and for other specific
choices of Xˇf in type B, it recovers the q-Schur algebras in [Gr97, BKLW18, FL15]; this
version of q-Schur algebras is different from other constructions in the literature; for
example, the Hecke endomorphism algebras studied in [DJM98, DS00] contain various
q-Schur algebras Sfin of type B/C/D as proper subalgebras. The canonical basis for
Sfin was constructed, and a geometric realization of Sfin and its canonical basis with
positivity was obtained in [LW17].
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The notion of left, right, and two-sided cells is natural from the viewpoint of canonical
basis of Hecke algebras [KL79]. A theory of cells for Hecke algebras has been developed
systematically by Lusztig [Lu85b, Lu87a, Lu87b, Lu89a, Lu95, Lu03] (see also [Shi86,
Xi94, BFO09]), and it has applications and connections to primitive ideals, nilpotent
orbits, representations of finite groups of Lie type. Some of the main properties for
cells of Hecke algebras are summarized in [Lu03] and become known as Properties
(P1)–(P15); these properties have been established for finite/affine Hecke algebras of
equal parameters among others, and some results require the positivity of canonical
bases, which are now known for Hecke algebras of general Coxeter groups thanks to
Elias-Williamson [EW14].
The properties of cells in Hecke algebras of finite and affine type A are much better
understood (see [Lu85a, Shi86]), and in finite type A it provides a reinterpretation
of the classic Robinson-Schensted correspondence; however there are several unsettled
conjectures for cells in affine Hecke algebras beyond type A (see [Lu89a]).
On the other hand, the q-Schur algebras of affine type A has been studied in [GV93,
Gr99, Lu99, Lu00, Mc12]; also see [FL3W1, FL3W2] for affine type C.
1.2. Goal. The main goal of this paper is to develop systematically a theory of cells for
the q-Schur algebras of finite and affine types in wide generality. To that end, we will
first formulate the notion of q-Schur algebras of arbitrary affine type in the generality
as done in [LW17] for finite type. We then formulate and establish the Schur algebra
counterparts of various basic concepts and properties of cells for Hecke algebras such
as a-function, Properties (P1)–(P15), and asymptotic algebras.
A theory of canonical basis for ıquantum groups arising from quantum symmetric
pairs have been developed in [BW18a, BW18b] (and in [BKLW18, LiW18, FL3W1]
for finite/affine type AIII). Therefore it is natural to expect that a theory of cells for
ıquantum groups should exist (for cells in quantum groups, see [Lu95] and also [Mc03]).
The results of this paper in classical types will be used in a subsequent work to develop
cells for ıquantum groups of (finite/affine) type AIII. Since the notion of cells makes
sense for q-Schur algebras of arbitrary type, it seems reasonable to formulate and study
cells at such a generality first.
1.3. Cells. The notion of q-Schur algebras of arbitrary affine type starts with a subset
Xˇf of coweights invariant under an (extended) affine Weyl group W˜ . Our construction
when taking Xˇf = Xˇ in affine type A reduces to the aforementioned construction
studied in [GV93, Gr99, Lu99, Lu00]. It is rather straightforward to formulate and
establish the affine counterparts of the main results on the canonical bases, positivity,
and their geometric realizations in [LW17] for finite type q-Schur algebras.
Based on canonical bases, cells and asymptotic forms for q-Schur algebras of finite
type A (a` la [BLM90, DJ89]) have been formulated by Du [Du95, Du96], while cells and
asymptotic forms for q-Schur algebras of affine type A have been studied by McGerty
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[Mc03]. This is made possible largely thanks to the q-Schur duality and the simpler
structures of cells for Hecke algebras of finite and affine type A.
The formulations of cells for the finite and affine q-Schur algebras of type A involve
various formulas in terms of matrices in [Du92, Du95, DDPW, Mc03] (for type B/C,
see [BKLW18, FL3W1, FL15]), which originated in [BLM90, Lu99]. In the generality
of affine q-Schur algebras of this paper, these formulas are often replaced uniformly by
formulas involving affine Weyl groups.
In this paper, we formulate an inner product on affine q-Schur algebras geometrically.
We establish a precise connection between this inner product and the inner product
defined algebraically in [Wi08, Wi11] for Schur algebroids. In particular, this establishes
the positivity and almost orthonormality of the inner product with respect to canonical
basis. Our general approach is actually simpler than some other approaches for affine
type A and C which cannot be generalized to our setting (see [Mc12, LiW18]).
We are able to formulate and establish Properties (P1)–(P15) (with one exception
which seems less relevant in the q-Schur algebra setting) for affine q-Schur algebras as
well as asymptotic Schur algebras. Under a mild regularity assumption, we show that
there is a one-to-one correspondence between the two-sided cells in the affine q-Schur
algebra and the two-sided cells in the corresponding extended affine Hecke algebra; see
Corollary 5.7.
It will also be interesting to develop a theory of cells for q-Schur algebras (of both
finite and affine type in wide generality) of unequal parameters (cf. [Lu03] for Hecke
algebras of unequal parameters).
1.4. Organization. The paper is organized as follows. In Sections 2–3 we develop
the basic constructions and properties for affine q-Schur algebras in wide generality,
following [LW17]. This also allows us to set up notations which are to be used in the
rest of the paper.
In Section 4, we fomulate an inner product on an affine q-Schur algebra, and show
that the canonical basis is positive and almost orthonormal with respect to the inner
product; see Theorem 4.4.
In Section 5, a characterization on the left, right, and two-sided cells for affine q-
Schur algebras is provided; see Proposition 5.6. Properties (P1)–(P15) for affine q-Schur
algebras are formulated in Theorem 5.8.
In Section 6, we formulate the asymptotic Schur algebras, and establish their relations
with affine q-Schur algebras and their left, right, and two-sided cells; see Proposition 6.4,
Theorem 6.5, Proposition 6.7.
We remark that the main results in Sections 4–6 are also new and valid for q-Schur
algebras of finite type with the same proofs.
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Council, Young Scholars Program of Shandong University and the NSF of China (grant
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2. Affine q-Schur algebras of arbitrary type
2.1. Affine Weyl groups and associated Hecke algebras. Let Φ be the root sys-
tem and Xˇ be the coweight lattice. Fix a simple system Π = {α1, . . . , αd} and denote
by {α∨1 , . . . , α∨d } their coroots. We denote by
Xˇdom = {i ∈ Xˇ | 〈αk, i〉 ∈ N,∀1 ≤ k ≤ d}
the set of dominant coweights.
The (finite) Weyl groupW is generated by the simple reflections {s1, s2, . . . , sd} with
identity 1. The extended affine Weyl group W˜ = Xˇ ⋊W is
W˜ = {tiw | i ∈ Xˇ, w ∈W} with titj = ti+j and wti = tw(i)w.
Let θ ∈ Φ be the unique highest root and θ∨ = 2θ(θ,θ) its coroot. Set s0 = tθ∨sθ; we have
s20 = 1. The (non-extended) affine Weyl group Waff is the subgroup of W˜ generated by
s0, s1, . . . , sd. There exists (cf. [Lu87b]) a finite abelian group Ω of W˜ such that
W˜ = Ω⋉Waff ,
and a length function ℓ : W˜ −→ Z with ℓ(si) = 1, for 0 ≤ i ≤ d, and
(2.1) Ω = {w ∈ W˜ | ℓ(w) = 0}.
There is a natural right action of W on the coweight lattice Xˇ defined by sending
(2.2) j ∈ Xˇ 7→ jw = w−1(j).
Fix n ∈ Z≥2. There exists a right action of W˜ on Xˇ given by (2.2) and (2.3) below:
(2.3) jti = j− ni.
In particular, the right action of s0 on Xˇ is
js0 = sθ(j− nθ∨).
Let v be an indeterminate and let
A = Z[v, v−1].
The (extended) affine Hecke algebra H˜ of W˜ is an A-algebra which is a free A-module
with basis Hw, for w ∈ W˜ , such that
HwHw′ = Hww′, if ℓ(ww
′) = ℓ(w) + ℓ(w′);
(Hsi − v−1)(Hsi + v) = 0, for i = 0, 1, 2, . . . , d.
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We shall write Hi = Hsi and Hi = Hti , for i ∈ Xˇ . The subalgebra H of H˜ generated
by H1,H2, . . . ,Hd is the Hecke algebra associated to W , and the (non-extended) affine
Hecke algebra Haff of H˜ is the subalgebra generated by H0,H1, . . . ,Hd.
For any i ∈ Xˇ , we define an element θi ∈ H˜ as follows. We write i = j − k with
j,k ∈ Xˇdom. Set θi = HjH−1k , which is independent of the choice of j and k. It has
been shown in [Lu89b] that
θiθj = θjθi, (∀i, j ∈ Xˇ).
Moreover, the elements Hwθi (w ∈ W, i ∈ Xˇ) form an A-basis for H˜ (see [Lu89b,
Proposition 3.7]), and there is an explicit commutation relation between θi and Hk (see
[Lu89b, Proposition 3.6]).
2.2. Affine q-Schur algebras. Fix an arbitrary W˜ -invariant subset of Xˇ :
Xˇf ⊂ Xˇ.
Denote
F =
{
i ∈ Xˇ ∣∣ − n < 2(i, α)
(α,α)
≤ 0,∀α ∈ Φ+
}
.
Then F ∩ Xˇf is a fundamental domain for W˜ acting on Xˇf (cf. [Jan03, pp.233]).
We define the following W -invariant finite set:
Ff =W (F ∩ Xˇf).
Set
Λf = {W˜ -orbits in Xˇf}.(2.4)
There exists a unique anti-dominant element in each W -orbit γ ⊂ Ff, which we denote
by iγ . Each W -orbit γ ⊂ Ff determines a unique W˜ -orbit (also denoted by γ) in Xˇf.
Thus we have a bijection
Λf ↔ {anti-dominant elements in Ff}, γ 7→ iγ .
Remark 2.1. Note that the sets F and hence Λf are always finite. A standard choice
of Xˇf is Xˇf = Xˇ .
Associated to Ff and Xˇf, we introduce the following free A-modules
T =
⊕
i∈Xˇ
Aui, TFf =
⊕
i∈Ff
Aui, Tf =
⊕
i∈Xˇf
Aui,
with bases given by the symbols ui, for i ∈ Xˇ, Ff and Xˇf, respectively. We shall refer
to {ui} as the standard basis for T, for TFf or for Tf.
The right action of W˜ on Xˇ induces a right action of W˜ on T (and Tf) by
ui · w = uiw.
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Define a right action of the Hecke algebra H on TFf as follows:
uiHk =


v−1ui, if isk = i;
uisk , if isk ≻ i;
uisk + (v
−1 − v)ui, if isk ≺ i,
(i ∈ Ff, 1 ≤ k ≤ d),(2.5)
and define a right action of θj (∀j ∈ Xˇ) on Tf by
(2.6) uiθj = ui−nj, (∀i ∈ Xˇf).
A right action of H˜ on Tf is determined by (2.5)–(2.6).
Introduce the following algebras (over A and Q(v), respectively):
(2.7) Sv = Sv(f) := EndH˜(Tf), Sv,Q = Q(v)⊗A Sv.
These algebras will be called affine q-Schur algebras. They include as special cases
various affine q-Schur algebras in the literature where W˜ is usually taken to be affine
type A or C, cf. [GV93, Lu99, Gr99, FL3W1, FL3W2]. Likewise, the q-Schur algebras
of arbitrary finite type introduced in [LW17] (as in (2.7) with H˜ replaced by H) include
various q-Schur algebras in the literature as special cases (cf. [BLM90, DJ89, Gr97,
BKLW18]).
2.3. A basis of affine q-Schur algebra. For any proper subset J ⊂ {0, 1, . . . , d}, let
WJ be the parabolic (finite) subgroup of W˜ generated by {sj | j ∈ J} and let wJ◦ be
the unique longest element in WJ . Let DJ be the set of minimal length right coset
representatives for WJ \ W˜ . We define
xJ =
∑
w∈WJ
vℓ(w
J
◦
)−ℓ(w)Hw.(2.8)
(Our convention for xJ here differs from some literature by a factor v
ℓ(wJ
◦
).)
For any γ ∈ Λf, we define the subset
(2.9) Jγ = {k | 0 ≤ k ≤ d, iγsk = iγ},
Note that Jγ is always a proper subset of {0, 1, . . . , d} for any γ ∈ Λf. Write
wγ◦ = w
Jγ
◦ , Wγ =WJγ , Dγ = DJγ , xγ = xJγ .
The subspace of Tf,
Tγ :=
⊕
i∈γ
Aui
is clearly a right H˜-module.
Lemma 2.2. There is a right H˜-module isomorphism
Tγ ∼= xγH˜, uiγ 7→ xγ ,
and hence, Tf ∼=
⊕
γ∈Λf
xγH˜.
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Proof. As a right H˜-module, Tγ (resp. xγH˜) is generated by uiγ (resp. xγ). We need
only show that no nonzero element of xγH˜ annihilates the vector uiγ . Suppose
H =
∑
w∈Dγ
cwxγHw 6= 0, (cw ∈ A are almost zero except finitely many w)
kills uiγ . Take w1 ∈ Dγ such that cw1 6= 0 and ℓ(w1) is maximal. We see the coefficient
of the term uiγw1 in uiγH is nonzero, which is impossible. 
Thanks to the above lemma, we can identify
Sv = EndH˜(⊕γ∈ΛfxγH˜) =
⊕
γ,ν∈Λf
Hom
H˜
(xνH˜, xγH˜).
Let
Dγν := Dγ ∩Dν−1
be the set of minimal length double coset representatives of Wγ \ W˜/Wν . For γ, ν ∈ Λf
and g ∈ Dγν , we define an element
φgγν ∈ Sv = EndH˜(⊕γ∈ΛfxγH˜),
which is determined by
φgγν(xν′) = δν,ν′v
ℓ(wν
◦
)HWγgWν , ∀ν ′ ∈ Λf,(2.10)
where
(2.11) HY :=
∑
w∈Y
v−ℓ(w)Hw for any finite subset Y ⊂ W˜ .
The following result is an affine counterpart of a property in Dipper-James [DJ86]
for finite type A. As remarked by Green in [Gr99], the proof therein remains valid for
infinite Coxeter groups with respect to finite parabolic subgroups; it carries over in the
generality of our setting exactly as in [LW17, Proposition 3.5].
Lemma 2.3. The set {φgγν | γ, ν ∈ Λf, g ∈ Dγν} is an A-basis of Sv.
2.4. q-Schur duality. A W˜ -orbit is regular if the action of W˜ on this orbit is transitive.
Assume that Λf contains at least one regular W˜ -orbit, say, ω. It is clear that Jω = ∅,
Wω = {1} and xω = H1. Moreover, Dωω = Dω = W˜ and Dγω = Dγ . We calculate that
(2.12) φgγω(xω) = HWγgWω = v
−ℓ(g)−ℓ(wγ◦ )xγHg
for any γ ∈ Λf and g ∈ Dγω = Dγ . Thus we can identify the element vℓ(g)+ℓ(w
γ
◦ )φgγω ∈ Sv
with the coset xγHg ∈ xγH˜ ∼= Tγ .
Proposition 2.4 (q-Schur duality). Suppose that Λf contains at least one regular W˜ -
orbit, and denote the right action of H˜ on Tf by Υ. Then the algebras Sv and H˜ satisfy
the following double centralizer property:
Sv = EndH˜(Tf),
EndSv (Tf) = Υ(H˜)
∼= H˜.
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Proof. The only nontrivial claim in the proposition is the inclusion EndSv (Tf) ⊂ Υ(H˜).
The proof of this inclusion is similar to the proofs of [Gr99, Theorem 2.3.3] and [LW17,
Theorem 3.8], and we sketch below. Let ψ ∈ EndSv (Tf). Using (2.12), we have
ψ(xγHg) = v
ℓ(g)+ℓ(wγ◦ )ψ
(
φgγω(xω)
)
= vℓ(g)+ℓ(w
γ
◦ )φgγω
(
ψ(xω)
)
; that is, ψ is completely de-
termined by its value on ψ(xω). In particular, ψ(xω) = φ
1
ωω
(
ψ(xω)
) ∈ xωH˜. Therefore
we have a natural identification EndSv(Tf)
∼= xωH˜, ψ 7→ ψ(xω). That is, endomor-
phisms in EndSv(Tf) are in one-to-one correspondence with elements of H˜ acting by
right multiplication. 
2.5. The canonical basis for Tf. Recall Ω in (2.1). The bar involution on H˜ is the
Z-algebra automorphism given by (cf. [Lu87b])
Hk = H
−1
k (0 ≤ k ≤ d), g = g (g ∈ Ω), and v = v−1.
Denote by “<” the Bruhat order on W˜ .
Take a W˜ -orbit γ ∈ Λf. For each w ∈ Dγ , there exists [KL79, Deo87] (and see
[Lu87b] for passing to the extended affine Hecke algebras) a unique element Cγw ∈ xγH˜
such that
(1) Cγw = C
γ
w,
(2) Cγw ∈ xγ(Hw +
∑
y∈Dγ ,y<w
vZ[v]Hy).
The elements {Cγw | w ∈ Dγ} forms an A-basis of xγH˜, which is called the canonical
basis or parabolic KL basis. If γ is regular (hence xγ = H1), then we are back to the
original KL basis of the affine Hecke algebra H˜, which will be denoted by Cw. We
denote
Cw =
∑
y≤w
py,w(v)Hy,(2.13)
for py,w(v) ∈ vN[v] (when y < w) and pw,w = 1.
The bar involution on T (or Tf) can be characterized by
uiγ = uiγ , for γ ∈ Λf;
uih = uih, for i ∈ Xˇ (or Xˇf) and h ∈ H˜.
By the identification in Lemma 2.2
ℜ : Tf ∼=
⊕
γ∈Λf
xγH˜, uiγ 7→ xγ ,
the A-module Tf admits a canonical basis
B(Tf) = {Ciγw := ℜ−1(Cγw) | γ ∈ Λf, w ∈ Dγ}.
This basis can be characterized by the following two properties:
(1) Ci = Ci, for i ∈ Xˇf;
(2) Ciγ ∈ uiγ +
∑
y∈Dγ ,y<w
vZ[v]uiγy, for γ ∈ Λf, w ∈ Dγ .
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2.6. The canonical basis for Sv. Set
(2.14) Ξ = {C = (γ, g, ν) | γ, ν ∈ Λf, g ∈ Dγν}.
We introduce a shorthand notation
HC = HWγgWν , where C = (γ, g, ν) and HWγgWν is defined in (2.11).(2.15)
For C = (γ, g, ν) ∈ Ξ, let g+γν be the longest element inWγgWν . In particular, 1+νν = wν◦
is the longest element in Wν . (A variant of) the following can be found in [Cur85].
Lemma 2.5. Let C = (γ, g, ν) ∈ Ξ. Then we have
(1) WγgWν = {w ∈W | g ≤ w ≤ g+γν};
(2) HC = v
−ℓ(g+γν)C
g+γν
+
∑
y∈Dγν
y<g
c
(γ,ν)
y,g Cy+γν
, for c
(γ,ν)
y,g ∈ A.
We define a bar involution ¯ on Sv as follows: for each f ∈ HomH˜(xνH˜, xγH˜) ⊂ Sv,
let f ∈ Hom
H˜
(xνH˜, xγH˜) ⊂ Sv be the H˜-linear map which sends xν = Cwν◦ to f(Cwν◦ ).
That is, we have
(2.16) f(xν′h) = δν′,νf(xν)h, for h ∈ H˜.
Hence it follows from Lemma 2.5 that
φgγν(Cwν◦ ) = v
ℓ(wν
◦
)−ℓ(g+γν )C
g+γν
+
∑
y∈Dγν
y<g
vℓ(w
ν
◦
)c(γ,ν)y,g Cy+γν ,(2.17)
φgγν(Cwν◦ ) = v
ℓ(g+γν)−ℓ(w
ν
◦
)
Cg+γν
+
∑
y∈Dγν
y<g
v−ℓ(w
ν
◦
)c
(γ,ν)
y,g Cy+γν
.(2.18)
For any (γ, g, ν) ∈ Ξ, we set
(2.19) [φgγν ] = v
ℓ(g+γν)−ℓ(w
ν
◦
)φgγν .
Then {[φgγν ] | (γ, g, ν) ∈ Ξ} forms an A-basis for Sv, which is called a standard basis.
Thanks to (2.17) and (2.18), we have
[φgγν ] ∈ [φgγν ] +
∑
g>y∈Dγν
A[φyγν ].
Similar to [Du92], we define
{φgγν} ∈ HomH˜(xνH˜, xγH˜), and hence {φgγν} ∈ Sv,
by requiring
{φgγν}(Cwν◦ ) = Cg+γν .
It follows by (2.16) that {φgγν} is bar invariant, i.e.,
(2.20) {φgγν} = {φgγν}.
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Following [Du92, (2.c), Lemma 3.8], we have
(2.21) {φgγν} ∈ [φgγν ] +
∑
y<g
vZ[v] [φyγν ].
More precisely, we have (cf. [Cur85, Du92])
(2.22) {φgγν} = [φgγν ] +
∑
y<g
py+γν ,g+γν [φ
y
γν ].
where py+γν ,g+γν ∈ vZ[v] are Kazhdan-Lusztig polynomials.
By Lemma 2.3, (2.19) and (2.21), the set
B(Sv) =
{{φgγν} | (γ, g, ν) ∈ Ξ}
forms an A-basis of Sv, which is called the canonical basis. We summarize this as
follows.
Proposition 2.6. There exists a canonical basis B(Sv) =
{{φgγν} | (γ, g, ν) ∈ Ξ} for
Sv, which is characterized by the properties (2.20)–(2.21).
3. A geometric setting for affine q-Schur algebras
3.1. Affine flag varieties. Let Fq be a finite field of q elements of characteristic > 3,
where q is a prime power. Let K = Fq((ε)) be the field of formal Laurent series over
Fq and o = Fq[[ε]] the ring of formal power series. Let G(K) (resp. G(Fq), G(o)) be a
connected algebraic group of rank d defined over K (resp. Fq, o). Write G = G(K). Fix
a Borel subgroup B ⊂ G(Fq), and we have an Iwahori subgroup I ⊂ G corresponding
to B. Associated to each proper subset J ⊂ {0, 1, . . . , d}, we have a standard parahoric
subgroup PJ . In particular, P∅ = I and P{1,...,d} = G(o). Recall Λf from (2.4) and Jγ
from (2.9). For each γ ∈ Λf, we denote Pγ = PJγ .
Set
F =
⊔
γ∈Λf
G/Pγ , B = G/I.
(Here
⊔
means disjoint union.)
There is a natural action of G on F and on B. So G can act diagonally on F ×B,
F×B and F×B, respectively. Recall Ξ from (2.14). The following lemma is standard,
see [IM65, BLM90, GL92] and also see [LW17, Lemma 4.1].
Lemma 3.1. There are natural bijections:
G \ (F ×F )←→ Ξ, G \ (F ×B)←→ Xˇf, G \ (B ×B)←→ W˜
Thanks to the above lemma, We shall denote these G-orbits by OC ,Oi and Ow,
respectively.
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3.2. Geometric q-Schur duality. Define
S′q := ZG(F ×F ), T′f,q := ZG(F ×B), H˜′q := ZG(B ×B)
to be the space of G-invariant Z-valued functions on F × F , F × B and B × B,
respectively. We denote by φC,q (resp. u
′
i,q and H
′
w,q) the characteristic function of the
orbit OC (resp. Oi and Ow).
It is well known that there is a convolution product on H˜′q, which gives us an Z-
algebra structure on H˜′q identified with the Hecke algebra H˜ specialized at v =
√
q−1
(cf. [IM65]). A similar convolution product gives us an A-algebra structure on S′q.
Moreover, there are a left S′q-action on T
′
f,q and a right H˜
′
q-action on T
′
f,q induced
by convolution products. By standard arguments which goes back to [IM65] (also see
[Lu99]), the structure constants for the algebras H˜′q, and S
′
q as well as for their bimodule
action on T′
f,q with respect to the basis {H ′w,q}, {φC,q} and {u′i,q} are polynomials in
q. Therefore, a substitution q ; v−2 allows us to define generic versions of H˜′q, S
′
q and
T′
f,q over A = Z[v, v
−1], denoted by H˜′,S′v ,T
′
f
, respectively. By Lemma 3.1, S′v (resp.
T′
f
and H˜′) is a free A-module with a basis {φC | C ∈ Ξ} (resp. {u′i | i ∈ Xˇf} and
{H ′w | w ∈ W˜}).
Here we precisely describe the convolution product on S′q for latter use. For triple
(A,B,C) ∈ Ξ × Ξ × Ξ, choose (f1, f2) ∈ OC and let mCA,B;q be the number of f ∈ F
such that (f1, f) ∈ OA and (f, f2) ∈ OB , then
(3.1) φA,qφB,q =
∑
C∈Ξ
mCA,B;qφC,q,
and
(3.2) φAφB =
∑
C∈Ξ
mCA,BφC
where mCA,B = m
C
A,B;q|q;v−2 ∈ A.
Theorem 3.2. We have the following commutative diagram:
S′v  T
′
f
	 H˜′
ℵ ↓≃ ↓≃ ‖
Sv  Tf 	 H˜
(3.3)
where the identifications are given by
φC 7→ φgγν , for C = (γ, g, ν) ∈ Ξ,
u′i 7→ v−ℓ(σ)ui, for i = iνσ with σ ∈ Dν ,
H ′w 7→ v−ℓ(w)Hw, for w ∈W.
This provides a geometric realization of the q-Schur duality if Λf contains at least one
regular W˜ -orbit.
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Proof. We shall use an index q to denote the specialization at v 7→ q− 12 or the elements
defined over the finite field Fq in this proof.
The isomorphism H˜′q
∼= H˜q given in [IM65] is built on some formal aspects of BN-
pairs or Tits systems; cf. [Ku02, Chapter V] or [DDPW, Theorem 4.37], where Sn is
replaced by W˜ here. The transitive G-set G/I gives rise to a permutation G-module
over Z, denoted by IndGI Z. The module Ind
G
I Z admits a natural basis {gI} indexed
by the distinct left cosets gI of I in G and is generated by I. Note, for any w ∈ W˜ ,
IwI = UwI = ⊔u∈UwuI is a finite union of left cosets of I, where Uw is a unipotent
subgroup of G with cardinality qℓ(w). We extend the notation X =
∑
a∈X0
aI ∈ IndGI Z
for a finite union of left cosets X = ⊔a∈X0aI of I in G. In particular, we have IwI :=∑
u∈Uw
uI ∈ IndGI Z. We have the following identifications [IM65]:
H˜′q = ZG(B ×B) ≃ EndG
(
IndGI Z
)op
.
In the above notations, H ′w,q acts on the generator I in Ind
G
I Z by H
′
w,qI = IwI.
Following the same argument as in the proof of [DDPW, Theorem 13.15], one sees
that ℵ : S′q → Sq, φC 7→ φgγν , for C = (γ, g, ν), is a Z-module isomorphism by verifying
that φC(Pγ) = φ
g
γ,ν(x′ν)(I). Below we shall verify that the map ℵ is an algebra isomor-
phism, adapting the proof of [DDPW, Theorem 13.15] (which is valid in finite type).
Here and below in this proof we denote x′µ = q
1
2
ℓ(wµ◦ )xµ.
By the Bruhat decomposition we have Pγ = ⊔w∈WγIwI and PγgPν = ⊔w∈WγgWνIwI.
Hence, we have
Pγ =
∑
w∈Wγ
H ′w,qI, PγgPν =
∑
w∈WγgWν
H ′w,qI.
Note that
S′q = ZG(F ×F ) ≃ EndG
( ⊕
λ∈Λf
IndGPλZ
)op
.
The G-orbit OC in F×F contains the element (Pγ/Pγ , gPν/Pν), where C = (γ, g, ν) ∈
Ξ, and hence φC,q acts on the generator Pλ of the G-module Ind
G
Pλ
Z by
φC,q(Pλ) = δγλPγgPν .
A similar argument to [DDPW, pp.549] shows that
PγgPν = ℘ · Pν , with ℘ =
∑
y∈(Wγ )χ
( ∑
u∈Uyg
u
)
yg,
where χ ∈ Λf is such that Wχ = Wγ ∩ gWνg−1, and (Wγ)χ = {y ∈ Wγ | ℓ(wy) =
ℓ(w) + ℓ(y),∀w ∈Wχ}.
For A = (ν,w, µ) and B = (γ, g, ν) in Ξ, we have
φA,qφB,q(Pγ) = φA,q(PγgPν) = ℘ · φA,q(Pν)
= ℘ · PνwPµ = ℘ ·
∑
z∈WνwWµ
IzI.
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Thus we have
φA,qφB,q(Pγ) = ℘ · I
∑
z∈WνwWµ
IzI =
∑
y∈(Wγ)χ
IywI
∑
z∈WνwWµ
IzI
=
∑
y∈(Wγ)χ
H ′yw,q
∑
z∈WνwWµ
H ′z,q(I) = φ
g
γνφ
w
νµ(x
′
µ)(I).
Therefore ℵ : S′q ≃ Sq is an algebra isomorphism.
Similarly, we can prove the identification for T′
f
≃ Tf and its compatibility with the
convolution products which lead to the left Schur algebra action and the right Hecke
algebra action. 
We still denote by φC ∈ S′q and φgγν ∈ Sq the elements corresponding to φC ∈ S′v
and φgγν ∈ Sv, respectively.
3.3. Canonical basis and positivity. For C = (γ, g, ν) ∈ Ξ and L ∈ F , we define
XLC := {L′ ∈ F | (L,L′) ∈ OC}.(3.4)
Recall g+γν is the longest element in WγgWν . The dimension of the Zariski closure
X
L
C(C) (a generalized Schurbert variety in G/Pν), which is independent of the choice
of L, is equal to the length of the minimal length representative in the coset g+γνWν ,
which can be written as follows.
Lemma 3.3. For any C = (γ, g, ν) ∈ Ξ, the dimension of the variety XLC(C) is
ℓ(g+γν)− ℓ(wν◦ ).
Lemma 3.3 allows us to define the following map
d· : Ξ −→ N,
C = (γ, g, ν) 7→ dC := ℓ(g+γν)− ℓ(wν◦ ).
(3.5)
We shall call
{[C] := vdCφC | C ∈ Ξ}(3.6)
a standard basis for S′v. Lemma 3.3 and (2.19) imply that the algebra isomorphism
ℵ : S′v −→ Sv in (3.3) satisfies
ℵ([C]) = [φgγν ].(3.7)
Let ICC , for C ∈ Ξ, be the shifted intersection complex associated with the closure
of the orbit OC such that the restriction of ICC to OC is the constant sheaf on OC .
Since ICC is G-equivariant, the stalks of the i-th cohomology sheaf of ICC at different
points in OC′ (for C
′ ∈ Ξ) are isomorphic. Let H i
OC′
(ICC) denote the stalk of the i-th
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cohomology sheaf of ICC at any point in OC′ . We set
PC′,C =
∑
i∈Z
dimH iOC′ (ICC) v
−i+dC−dC′ ,
{C} =
∑
C′≤C
PC′,C [C
′],
(3.8)
where the partial order “<” on Ξ is defined as follows:
(γ, g, ν) < (γ′, g′, ν ′) if and only if γ = γ′, ν = ν ′, g < g′.
By the properties of intersection complexes, we have
PC,C = 1, PC′,C ∈ vN[v] for C ′ < C.
As in [BLM90, 1.4], we have an anti-linear bar involution ¯ : S′v → S′v such that
{C} = {C}, ∀C ∈ Ξ.
We refer to B(S′v) = {{C} | C ∈ Ξ} as the canonical basis for S′v. Recall from (2.22)
the Kazhdan-Lusztig polynomials py+γν ,g+γν and the canonical basis element {φ
g
γν} in Sv.
Proposition 3.4. The algebra isomorphism ℵ : S′v → Sv in (3.3) matches the canonical
bases B(S′v) and B(Sv), i.e., ℵ({C}) = {φgγν}. In particular, we have
(3.9) PC′,C = py+γν ,g+γν for C
′ = (γ, y, ν) ≤ C = (γ, g, ν).
Proof. Recall from (3.7) that ℵ([C]) = [φgγν ]. Now the proposition follows by comparing
(2.22) and (3.8) and the uniqueness of canonical basis. 
For any A,B ∈ Ξ and any canonical basis element u ∈ B(Tf), we denote
(3.10) {A}{B} =
∑
C∈Ξ
gCA,B{C}, ℵ({A}) · u =
∑
u′∈B(Tf)
tu
′
A,uu
′
for gCA,B, t
u′
A,u ∈ A. The following positivity property (which generalizes [Lu99, LiW18])
follows from the geometric interpretation of these canonical bases and their multiplica-
tion/action in terms of perverse sheaves and their convolution products.
Proposition 3.5 (Positivity). Retain the notations (3.10). Then gCA,B, t
u′
A,u ∈ N[v, v−1].
3.4. An anti-automorphism of S′v. For any C = (γ, g, ν) ∈ Ξ, we shall denote
(3.11) Ct = (ν, g−1, γ)
which still lies in Ξ, and denote
ro(C) = γ, co(C) = ν;
indeed γ and ν are row/column vectors of some matrices in type A [BLM90, Lu99] or
type B/C [BKLW18, FL3W1]. Furthermore, we shall sometimes denote
(3.12) wC = g and w
+
C = g
+
γν .
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It is obvious that
(3.13) ℓ(wC) = ℓ(wCt), ℓ(w
+
C ) = ℓ(w
+
Ct
).
Furthermore, we have
(3.14) PC′,C = PC′t,Ct for any C
′ ≤ C,
which follows from (3.9) together with the fact that py−1,w−1 = py,w (∀y,w ∈ W˜ ) (cf.
[Lu03, §5.6]).
Lemma 3.6. The A-module homomorphism Ψ : S′v → S′v defined by
(3.15) Ψ([C]) = [Ct] (∀C ∈ Ξ)
is an anti-automorphism of S′v. Moreover, Ψ({C}) = {Ct}.
Proof. Take any A,B ∈ Ξ with co(A) = ro(B). We have
Ψ([A][B]) = Ψ(
∑
C
vdA+dB−dCmCA,B[C]) by (3.2) and (3.6)
=
∑
ro(C)=ro(A),co(C)=co(B)
vdA+dB−dCmCA,B[C
t]
and
Ψ([B])Ψ([A]) = [Bt][At] =
∑
C
vdAt+dBt−dCmCBt,At [C] by (3.2) and (3.6)
=
∑
ro(C)=ro(A),co(C)=co(B)
vdAt+dBt−dCtmC
t
Bt,At[C
t]
From the construction of the convolution product on S′v, we see that the structure
constants mCA,B (A,B,C ∈ Ξ) satisfy
mCA,B = m
Ct
Bt,At .
Furthermore, if co(A) = ro(B), ro(C) = ro(A) and co(C) = co(B), we have
dA + dB − dC = ℓ(w+A)− ℓ(wco(A)◦ ) + ℓ(w+B)− ℓ(wco(B)◦ )− ℓ(w+C ) + ℓ(wco(C)◦ )
by (3.5) and (3.12)
= ℓ(w+
At
)− ℓ(wco(Bt)◦ ) + ℓ(w+Bt)− ℓ(w+Ct) by (3.13)
= ℓ(w+
At
)− ℓ(wco(At)◦ ) + ℓ(w+Bt)− ℓ(w
co(Bt)
◦ )− ℓ(w+Ct) + ℓ(w
co(Ct)
◦ )
= dAt + dBt − dCt .
Therefore, we have Ψ([A][B]) = Ψ([B])Ψ([A]), which implies Ψ is an anti-automorphism
of S′v.
Finally,
Ψ({C}) = Ψ(
∑
D≤C
PD,C [D]) =
∑
D≤C
PD,C [D
t]
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=
∑
D≤C
PDt,Ct[D
t] by (3.14)
=
∑
D≤Ct
PD,Ct[D] = {Ct}.

4. Positivity of an inner product on affine q-Schur algebras
Following Lusztig [Lu99, Lu00] (cf. [Mc12, (3-3)]) in affine type A, we define a
natural inner product (·, ·) on S′v.
4.1. Adjunction property. Recall φC is the characteristic function of the orbit OC
and recall XLC from (3.4). We define an inner product (·, ·)q : S′q × S′q → Q by
(φC , φC′)q = δC,C′q
dC−dCt |XL′Ct |.
where |XL′
Ct
| is the number of points of the variety XL′
Ct
over Fq. We still denote by
[C] ∈ S′q the element corresponding to [C] ∈ S′v. Let fCA,B;q be the structure constants
of S′q with respect to the basis {[C] | C ∈ Ξ}. It follows from (3.1) and the definitions
of XL
′
Ct
and fCA,B;q that (cf. [Mc12])
|XL′Ct | = q
dC+dCt
2 f
(ν,1,ν)
Ct,C;q , where ν = co(C).
Therefore we have
([C], [C ′])q = δC,C′q
dC−dCt
2 f
(ν,1,ν)
Ct,C;q , where ν = co(C).(4.1)
Let fCA,B denote the structure constants of S
′
v with respect to the standard basis
{[C] | C ∈ Ξ}, i.e.,
[A] · [B] =
∑
C∈Ξ
fCA,B[C].(4.2)
The inner product (·, ·)q and (4.1) induce an inner product on S′v:
(·, ·) : S′v × S′v −→ A
([C], [C ′]) = δC,C′v
dCt−dCf
(ν,1,ν)
Ct,C
, where ν = co(C).
(4.3)
We define an A-module homomorphism ρ on S′v such that
ρ([C]) = vdCt−dC [Ct].(4.4)
Lemma 4.1. For any C ∈ Ξ, we have
ρ({C}) = vdCt−dC{Ct}.(4.5)
CELLS IN AFFINE q-SCHUR ALGEBRAS 17
Proof. By (3.14) we have PC′,C = PC′t,Ct for any C
′ ≤ C. Furthermore, since dCt −
dC = ℓ(w
ν
◦ ) − ℓ(wγ◦ ) for C = (γ, g, ν) ∈ Ξ, which does not depend on g, we have
dCt − dC = dC′t − dC′ for any C ′ ≤ C. Hence
ρ({C}) = ρ(
∑
C′≤C
PC′,C [C
′]) =
∑
C′≤C
PC′,Cv
dC′t−dC′ [C ′t]
= vdCt−dC
∑
C′t≤Ct
PC′t,Ct[C
′t] = vdCt−dC{Ct}.

Lemma 4.2. For any A,B,C ∈ Ξ, we have ({A}{B}, {C}) = ({B}, ρ({A}){C}).
Proof. It suffices to prove the same identity using the inner product in S′q. Since the
characteristic functions form a basis of S′q, it suffices to prove that
([A]φB , φC)q = q
dA−dAt
2 (φB , [A
t]φC)q.
Moreover we may assume that A = (γ,wA, µ), B = (µ,wB , ν) and C = (γ,wC , ν), as
otherwise both sides of the above identity are zero. The remaining part of the proof is
standard (which can be found in [Mc12, Proposition 3.2]), and will be skipped. 
4.2. Positivity of the inner product. Note that xJ in (2.8) is a canonical basis
element, i.e., xJ = CwJ . For proper subsets I, J ⊂ {0, 1, . . . , d}, we define IH˜J :=
xIH˜xJ . The A-linear anti-involution i : H˜→ H˜,Hx 7→ Hx−1 , induces an isomorphism
of A-modules
i : IH˜J −→ JH˜I .
We define the following bar invariant element in A:
π(J) = vℓ(w
J
◦
)
∑
w∈WJ
v−2ℓ(w).(4.6)
Following and slightly normalizing [Wi11, pp.4573, 4568], we define an inner product
〈·, ·〉 : IH˜J × IH˜J −→ A, 〈h, g〉 = coefficient of H
1
in
1
vℓ(w
J
◦ )π(J)
h · i(g).(4.7)
We remark that the inner product defined in [Wi11, pp.4573, 4568] differs from ours
by a factor vℓ(w
J
◦
).
In the following lemma we shall establish the precise relation between the two inner
products (4.3) and (4.7). Recall the canonical basis element Cw ∈ H˜ in (2.13).
Lemma 4.3. For any C,C ′ ∈ Ξ, we have
({C}, {C ′}) = 〈C(w+C)−1 ,C(w+C′ )−1〉.
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Proof. Recall the notation HC from (2.15).
Similar to the proof of [DDPW, Proposition 9.7] (which actually makes sense for any
type), for A = (γ,wA, µ) and B = (µ,wB , ν), we have
HAHB = v
ℓ(wµ◦ )π(Jµ)
∑
C
eCA,BHC ,(4.8)
where C = (γ, z, ν) runs over z ∈ Dγν , and eCA,B ∈ A.Moreover, we can writeHB = xµh
for some h ∈ H˜. Thanks to HAHB = π(Jµ)HAh and (2.10), we compute
φwAλµ φ
wB
µν (xν) =φ
wA
λµ (v
ℓ(wν
◦
)HB) = v
ℓ(wν
◦
)φwAλµ (xµ)h = v
ℓ(wν
◦
)+ℓ(wµ◦ )HAh
=vℓ(w
ν
◦
)+2ℓ(wµ◦ )
∑
C
eCA,BHC = v
2ℓ(wµ◦ )
∑
C=(λ,z,ν)
eCA,Bφ
z
λν(xν).
Hence, by (3.6) and (4.2) we have
fCA,B = v
2ℓ(wµ◦ )vdA+dB−dCeCA,B .(4.9)
Hence, for C = (γ,wC , ν) ∈ Ξ, we have by (4.3) and (4.9) that
([C], [C]) = v2ℓ(w
γ
◦ )v−dC+dCt vdC+dCt e
(ν,1,ν)
Ct,C
= v2ℓ(w
γ
◦ )+2dCt e
(ν,1,ν)
Ct,C
.(4.10)
On the other hand, using the notation in [Wi11, pp.4569], we set
JγHJνC := v
ℓ(w+
C
)HC .
By the definition (4.7) of the bilinear form 〈·, ·〉 and (4.8), we have〈
JγHJνC ,
JγHJνC
〉
= v2ℓ(w
+
C )e
(γ,1,γ)
C,Ct
,
〈
JνH
Jγ
Ct
, JνH
Jγ
Ct
〉
= v2ℓ(w
+
C )e
(ν,1,ν)
Ct,C
.(4.11)
Note that dCt = ℓ(w
+
C )− ℓ(wγ◦ ) by (3.5). Therefore, by (4.10)–(4.11) we have
([C], [C]) =
〈
JνH
Jγ
Ct
, JνH
Jγ
Ct
〉
.(4.12)
Moreover, we have (see [Wi11, Lemma 2.13])
([C], [C ′]) = 0 =
〈
JνH
Jγ
Ct
, JνH
Jγ
(C′)t
〉
, for C 6= C ′.(4.13)
By [Cur85] (also cf. [Du92, Lemma 1.5]) we have
C(w+C)
−1 =
JνH
Jγ
Ct
+
∑
C˜<Ct
P
C˜,Ct
JνH
Jγ
C˜
.(4.14)
The lemma now follows by (3.8) and (4.12)–(4.14). 
Theorem 4.4. For any C,C ′ ∈ Ξ, we have ({C}, {C ′}) ∈ δC,C′ + vN[v].
Proof. According to [Wi08, pp.9] and [Wi08, Theorem 5.4.1], the fully-faithfulness of
hypercohomology implies that the geometric form (using perverse sheaves) and the
algebraic form (using Soergel bimodules) agree. (We remark that the shift [−ℓ(wJ)]
in [Wi08, Theorem 5.4.1] disappears when using our normalized inner product (4.7).)
Therefore, we have
〈
C(w+C)
−1 ,C(w+
C′
)−1
〉 ∈ δC,C′ + vN[v]. The lemma now follows from
this and the identification of inner products in Lemma 4.3. 
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5. Cells in affine q-Schur algebras
We shall identify the affine q-Schur algebras S′v ≡ Sv and their canonical bases via
the isomorphism ℵ in Proposition 3.4, and use only the notation Sv in this section.
We shall provide a classification of left, right and two-sided cells in Sv and study their
properties, which is inspired by [Mc03]. The positivity of the canonical basis for Sv
will be used crucially which originates from the geometric construction.
5.1. The a-function. Let hzx,y denote the structure constants of H˜ with respect to the
KL canonical basis {Cw | w ∈ W˜}, that is,
Cx · Cy =
∑
z∈W˜
hzx,yCz.
Recall from (3.10) that gCA,B are the structure constants of Sv with respect to the
canonical basis B(Sv). Recall Jγ from (2.9), and π(J) from (4.6). The following lemma
establishes a relation between the above two structure constants, whose proof is similar
to the one for finite type A (cf. [Du92, Proposition 3.4]).
Lemma 5.1. For any A = (γ,wA, µ), B = (µ,wB , ν), C = (γ,wC , ν) ∈ Ξ, we have
π(Jµ)g
C
A,B = h
w+C
w+A ,w
+
B
.
Proof. Since Cwµ◦ is a q-symmetrizer, we have Cw
µ
◦
Cw+B
= π(Jµ)Cw+B
. We then compute∑
C∈Ξ
π(Jµ)g
C
A,BCw+C
= {A}{B}(π(Jµ)Cwν◦ ) = {A}(π(Jµ)Cw+B)
= {A}(Cwµ◦Cw+B) = {A}(Cwµ◦ )Cw+B
= Cw+A
Cw+B
=
∑
z∈W
hz
w+A ,w
+
B
Cz.
A comparison of the coefficients of C
w+C
of both sides gives us the desired equality. 
The a-function on W˜ introduced by Lusztig (cf. [Lu03, §13.6]) is defined as follows:
a : W˜ −→ N, a(z) = min{k ∈ N | vkhzx,y ∈ Z[v] for all x, y ∈ W˜}.
For any x, y, z ∈ W˜ , denote by γz−1x,y ∈ N the unique integer such that
hzx,y − γz
−1
x,y v
−a(z) ∈ v−a(z)+1Z[v].
It is clear by definition of the a-function that for each z ∈ W˜ there exist x, y ∈ W˜
satisfying γz
−1
x,y 6= 0.
For A,B,C ∈ Ξ, let nCA,B be the minimal nonnegative integer n such that vngCA,B ∈
Z[v]. Note that {nCA,B | A,B,C ∈ Ξ} is a finite set because of Lemma 5.1 and the fact
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(cf. [Lu85b, Theorem 7.2]) that vℓ(w0)hzx,y ∈ Z[v] for any x, y, z ∈ W˜ , where w0 is the
longest element in the finite Weyl group W . We define the a-function
a : Ξ→ Z,
which can be viewed as a q-Schur algebra analog of the a-function, as follows:
(5.1) a(C) = max
{
nCA,B + ℓ(w
µ
◦ )− ℓ(wν◦ )
∣∣∣∣ A,B ∈ Ξ, µ ∈ Λf,ro(B) = µ, co(B) = ν = co(C)
}
.
We remark that the a-function is well defined since for each C ∈ Ξ the set on the RHS
of (5.1) is finite, thanks to the finiteness of Λf and {nCA,B | A,B,C ∈ Ξ}.
It follows by definition of the a-function that va(C)+ℓ(w
ν
◦
)−ℓ(wµ◦ )gCA,B ∈ Z[v], for B =
(µ,wB , ν). Recall C
t from (3.11). We set
γC
t
A,B ∈ Z such that va(C)+ℓ(w
ν
◦
)−ℓ(wµ◦ )gCA,B − γC
t
A,B ∈ vZ[v].
By definition of the a-function, for each C ∈ Ξ, there exist A,B ∈ Ξ such that γCtA,B 6= 0.
5.2. Distinguished elements in Sv. We define ∆(z) ∈ N and nz ∈ Z \ {0} to be the
unique integers (cf. [Lu03, §14.1]) such that
p
1,z − nzv∆(z) ∈ v∆(z)+1Z[v].
An element z ∈ W˜ is called distinguished if a(z) = ∆(z).
Note that {(ν,1, ν)} = [(ν,1, ν)], and that, by Theorem 4.4, ({C}, [(ν,1, ν)]) ∈ N[v],
for ν ∈ Λf. For C ∈ Ξ with ro(C) = co(C), we define ∆(C) ∈ N and nC ∈ Z>0 to be
the unique integers such that
({C}, [(ro(C),1, ro(C))]) − nC v∆(C) ∈ v∆(C)+1Z[v].(5.2)
Lemma 5.2. For any C ∈ Ξ with ro(C) = co(C), we have a(C) ≤ ∆(C).
Proof. Let C = (ν,wC , ν). Choose A = (ν,wA, µ) and B = (µ,wB , ν), for µ ∈ Λf, such
that
gCA,B = γ
Ct
A,Bv
−a(C)−ℓ(wν
◦
)+ℓ(wµ◦ ) + higher degree terms, and γC
t
A,B 6= 0.(5.3)
We have the following inner product
({A}{B}, [(ν,1, ν)]) =
∑
E∈Ξ
gEA,B({E}, [(ν,1, ν)]).(5.4)
By Lemmas 4.1–4.2 and Theorem 4.4, we have
({A}{B}, [(ν,1, ν)]) = vdAt−dA({B}, {At}) ∈ vdAt−dAN[v].
By Proposition 3.5 and Theorem 4.4 again, all the summands on the RHS of (5.4) have
nonnegative integer coefficients. In particular, we must have
gCA,B({C}, [(ν,1, ν)]) ∈ vdAt−dAN[v].(5.5)
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On the other hand, since dAt − dA = ℓ(wµ◦ ) − ℓ(wν◦ ) by (3.5), it follows by (5.2)–(5.3)
that
gCA,B({C}, [(ν,1, ν)]) = nCγC
t
A,Bv
∆(C)−a(C)+dAt−dA + higher terms,(5.6)
where nCγ
Ct
A,B 6= 0. The desired inequality follows now by comparing (5.5)–(5.6). 
Definition 5.3. An element D ∈ Ξ is called distinguished if ro(D) = co(D) and
a(D) = ∆(D). Let D be the set of distinguished elements in Ξ.
The following lemma gives a characterization of distinguished elements in Sv.
Lemma 5.4. An element D ∈ Ξ is distinguished if and only if ro(D) = co(D) and
w+D ∈ W˜ is distinguished.
Proof. We can write D = (ν,wD, ν), for some ν ∈ Λf. By definition of the inner product
and (3.8), we have ({D}, [(ν,1, ν)]) = P(ν,1,ν),D. We see that P(ν,1,ν),D = pwν◦ ,w+D by
(3.9). By [Lu03, Theorem 6.6(c)], we have pwν◦ ,w+D
= v−ℓ(w
ν
◦
)p
1,w+
D
. Hence, we have
({D}, [(ν,1, ν)]) = v−ℓ(wν◦ )p
1,w+D
, and by definitions of ∆’s, we see
∆(w+D) = ∆(D) + ℓ(w
ν
◦ ).(5.7)
(=⇒) Suppose that D is distinguished, i.e., a(D) = ∆(D). By Lemma 5.1, we
have a(D) + ℓ(wν◦ ) ≤ a(w+D). By [Lu03, §15.2], we have a(w+D) ≤ ∆(w+D). Then
a(w+D) ≤ ∆(w+D) = ∆(D) + ℓ(wν◦ ) = a(D) + ℓ(wν◦ ) ≤ a(w+D). Hence a(w+D) = ∆(w+D),
i.e., w+D is distinguished.
(⇐=) Suppose that w+D is distinguished, i.e., a(w+D) = ∆(w+D). By Lemma 5.1, we
have a(D)+ℓ(wν◦ ) ≤ a(w+D). By [Lu03, Conj. 14.2(P13) and §15.6] we have γ
(w+D)
−1
(w+
D
)−1,w+
D
6=
0, that is, the structure constant h
w+
D
(w+D)
−1,w+D
has −a(w+D) as the lowest power of v, and
so a(w+D) ≤ a(D) + ℓ(wν◦ ) by Lemma 5.1 again. Hence
a(w+D) = a(D) + ℓ(w
ν
◦ ).(5.8)
By assumption a(w+D) = ∆(w
+
D) and (5.7)–(5.8), we conclude that a(D) = ∆(D), i.e.,
D is distinguished. 
Corollary 5.5. If D ∈ Ξ is distinguished then so is Dt.
Proof. It follows from Lemma 5.4 and the fact (cf. [Lu03, §14.1]) that if z ∈ W is
distinguished then so is z−1. 
5.3. Cells in Sv. For C,C
′ ∈ Ξ, we write C L C ′ (resp. C R C ′) if the canonical
basis element {C} appears with nonzero coefficient in the canonical basis expansion
of h{C ′} (resp. {C ′}h), for some h ∈ B(Sv). Write C LR C ′ if {C} appears with
nonzero coefficient in the canonical basis expansion of h{C ′}h′, for some h, h′ ∈ B(Sv).
These relations are pre-orders, and they induce the corresponding equivalence relations
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∼L, ∼R and ∼LR . We call the resulting equivalence classes the left, right and two-
sided cells of Ξ, respectively. Alternatively, a cell can be understood as consisting of
the canonical basis elements {C} in Sv parameterized by elements C in a cell of Ξ.
The same notions in the same notations above were defined for the extended affine
Weyl group W˜ or H˜ with respect to the KL canonical basis {Cw | w ∈ W˜}, cf. [KL79,
Lu03].
The following proposition provides a classification of left, right and two-sided cells
in Sv.
Proposition 5.6. Let C,C ′ ∈ Ξ. The following hold:
(1) C L C ′ if and only if co(C) = co(C ′) and w+C L w+C′ . Similarly, C R C ′ if
and only if ro(C) = ro(C ′) and w+C R w+C′ .
(2) C ∼L C ′ if and only if co(C) = co(C ′) and w+C ∼L w+C′ . Similarly, C ∼R C ′ if
and only if ro(C) = ro(C ′) and w+C ∼R w+C′ .
(3) C ∼LR C ′ if and only if w+C ∼LR w+C′.
(4) a(C) = a(w+C )− ℓ(wν◦ ) where ν = co(C).
Proof. (1) The proof is similar to that of [Du96, Lemma 2.2]. The “only if” part follows
from Lemma 5.1.
Conversely, suppose that co(C) = co(C ′) = γ and w+C L w+C′ . Then Cw+C appears
with nonzero coefficient in the product CwCw+
C′
for some w. Denote C = (λ,wC , γ) and
C ′ = (µ,wC′ , γ), for λ, µ ∈ Λf. By positivity of the structure constants with respect
to the Kazhdan-Lusztig basis and [Lu03, Theorem 6.6(b)], Cw+C
appears with nonzero
coefficient in Cwλ◦CwCw
µ
◦
Cw+
C′
. By [Cur85, (1.9)-(1.10)] Cwλ◦CwCw
µ
◦
is a linear combi-
nation of the elements Cw+D
(D = (λ,wD, µ) ∈ Ξ). Thus, Cw+C appears with nonzero
coefficient in some product C
w+D
C
w+
C′
. It follows by Lemma 5.1 and the hypothesis that
{C} appears with nonzero coefficient in {D}{C ′}, hence C L C ′.
The proof for the second claim on R is entirely similar.
(2) follows from (1).
(3) The “only if” part follows from Lemma 5.1.
Conversely, suppose that w+C ∼LR w+C′ . By [Lu87c, §3.1(k)(l)] there exists x ∈ W˜
such that w+C ∼L x ∼R w+C′ . Denote co(C) = γ and ro(C ′) = µ. Then by [KL79,
Proposition 2.4] we have x = w+D, for D = (µ,wD, γ) ∈ Ξ. Therefore, by (2) we have
C ∼L D ∼R C ′, hence C ∼LR C ′.
(4) By [Lu03, Conj. 14.2(P13) and §15.6] there exists a unique distinguished element
d in the left cell containing w+C such that γ
d
(w+C )
−1,w+C
6= 0. By [KL79, Proposition 2.4]
and [Lu03, Conj. 14.2(P6) and §15.6], this element d is the longest one in a double
coset of Wν\W˜/Wν . By Lemma 5.1, we have π(Jν)gCC,D = h
w+C
w+
C
,d
, for D = (ν,wD, ν)
with w+D = d. By [Lu03, Conj. 14.2(P7) and §15.6] we have γ
(w+C )
−1
w+C ,d
= γd
(w+C)
−1,w+C
6= 0.
Hence a(w+C ) ≤ a(C) + ℓ(wν◦).
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On the other hand, by Lemma 5.1 we have a(C) + ℓ(wν◦ ) ≤ a(w+C ). Thus (4) is
proved. 
Corollary 5.7. (1) There are finitely many two-sided cells in Sv.
(2) Suppose Λf contains at least one regular W˜ -orbit. Then there is a one-to-one
correspondence between the two-sided cells in Sv and the two-sided cells in H˜.
Proof. It has been known (cf. [Lu87a, Theorem 2.2(a)]) that there are finitely many
two-sided cells in the affine Hecke algebra H˜. Hence the corollary follows from this and
Proposition 5.6(3). 
5.4. Properties of cells in Sv. The following theorem is a q-Schur algebra analog of
properties for cells in Hecke algebras (cf. [Lu03, Conj. 14.2(P1)–(P15)], which holds for
finite/affine Hecke algebras of equal parameters [Lu03, §15]). (Note that a counterpart
is not formulated here for (P12) of [Lu03, Conj. 14.2] which compares the a-functions
for a Coxeter group and its parabolic subgroup.)
Theorem 5.8. The following properties hold.
(P1) For any C ∈ Ξ with ro(C) = co(C), we have a(C) ≤ ∆(C).
(P2) If D ∈ D and γDA,B 6= 0, for A,B ∈ Ξ, then B = At.
(P3) For each C ∈ Ξ, there is a unique D ∈ D such that γD
C,Ct
6= 0.
(P4) If C LR C ′ and co(C) = co(C ′), then a(C) ≥ a(C ′). Hence, if C ∼LR C ′ and
co(C) = co(C ′), then a(C) = a(C ′).
(P5) If D ∈ D and γD
At,A
6= 0 for A ∈ Ξ, then γD
At,A
= nD = 1.
(P6) If D ∈ D, then D = Dt.
(P7) We have γCA,B = γ
B
C,A = γ
A
B,C , for any A,B,C ∈ Ξ.
(P8) Suppose that γCA,B 6= 0, for A,B,C ∈ Ξ. Then A ∼L Bt, B ∼L Ct and C ∼L At.
(P9) If C L C ′ and a(C) = a(C ′), then C ∼L C ′.
(P10) If C R C ′ and a(Ct) = a(C ′t), then C ∼R C ′.
(P11) If C LR C ′, co(C) = co(C ′) and a(C) = a(C ′), then C ∼LR C ′.
(P13) Each left cell Γ in Sv contains a unique distinguished element D. Moreover, we
have γD
Ct,C
6= 0, for all C ∈ Γ.
(P14) We have C ∼LR Ct, for any C ∈ Ξ.
(P15) Let v′ be a second indeterminate and let gˆCA,B ∈ Z[v′, v′−1] be obtained from gCA,B
by the substitution v 7→ v′. If C,C ′, A,B ∈ Ξ with A,B belonging to the same
two-sided cell (saying c), then∑
A′∈c
gˆA
′
B,C′g
A
C,A′ =
∑
A′∈c
gA
′
C,B gˆ
A
A′,C′ .
Proof. (P1). It is Lemma 5.2.
(P2). Let co(D) = ν. Recalling (3.10), we have
({A}{B}, [(ν,1, ν)]) =
∑
E∈Ξ
gEA,B({E}, [(ν,1, ν)]).(5.9)
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By Corollary 5.5, we have Dt ∈ D and thus ∆(Dt) = a(Dt). The identity (5.6) in our
setting reads
gD
t
A,B({Dt}, [(ν,1, ν)]) = nDtγDA,BvdAt−dA + higher terms,(5.10)
where nDtγ
D
A,B 6= 0.
By Proposition 3.5 and Theorem 4.4, all the summands on the RHS of (5.9) have
nonnegative integer coefficients. Hence by (5.10) the coefficient of vdAt−dA on the RHS
of (5.9) is positive. By Lemmas 4.1–4.2, we have that the LHS of (5.9) equals to
vdAt−dA({B}, {At}). By Theorem 4.4, we must have B = At.
(P3). Let ro(C) = ν. We have by (3.10) that
({C}{Ct}, [(ν,1, ν)]) =
∑
E∈Ξ
gEC,Ct({E}, [(ν,1, ν)]).(5.11)
All the summands on the RHS of (5.11) have nonnegative integer coefficients, by Propo-
sition 3.5 and Theorem 4.4. The identity (5.6) in our setting reads
gEC,Ct({E}, [(ν,1, ν)]) = nEγE
t
C,Ctv
∆(E)−a(E)+dCt−dC + higher terms,(5.12)
with nE > 0 and ∆(E)− a(E) ≥ 0.
On the other hand, by Lemmas 4.1–4.2 and Theorem 4.4, we have
({C}{Ct}, [(ν,1, ν)]) = vdCt−dC ({Ct}, {Ct}) ∈ vdCt−dC (1 + vN[v]).(5.13)
A comparison of (5.11), (5.12) and (5.13) implies that there is a unique element
D ∈ Ξ such that
(5.14) nDtγ
D
C,Ct = 1,
and ∆(Dt)−a(Dt) = 0, i.e., Dt ∈ D. In particular, γD
C,Ct
6= 0. Thanks to Corollary 5.5,
we have D ∈ D.
(P4). By Lemma 5.1, we see that C LR C ′ implies w+C LR w+C′ . Hence a(w+C ) ≥
a(w+C′) by [Lu03, Conj. 14.2(P4) and §15.6]. Therefore a(C) ≥ a(C ′) by Proposition
5.6(4). Then the second statement follows.
(P6). (We prove (P6) before (P5).) We have γD
A,At
6= 0, for some A ∈ Ξ, by (P2).
Since the product {A}{At} is preserved by the anti-automorphism Ψ in (3.15), we have
0 6= gD
A,At
= gD
t
A,At
. By Proposition 5.6(4) and [Lu03, Proposition 13.9(a)], we have
a(D) = a(Dt). Hence 0 6= γDt
A,At
= γD
A,At
. Since D and Dt are both distinguished, we
have D = Dt by (P3).
(P5). By (5.14) and (P6), we have nDγ
D
At,A
= nDtγ
D
At,A
= 1. Note that nD > 0 and
γD
At,A
are both integers, which forces nD = γ
D
At,A
= 1.
(P7). We can assume that one of γCA,B , γ
B
C,A, γ
A
B,C is nonzero, saying γ
C
A,B 6= 0. Then
gC
t
A,B 6= 0. Hence we can write A = (λ,wA, γ), B = (γ,wB , ν) and Ct = (λ, (wC)−1, ν),
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for λ, γ, ν ∈ Λf. By Lemma 5.1 and Proposition 5.6(4), we have
γCA,B = γ
w+C
w+A ,w
+
B
, γBC,A = γ
w+B
w+C ,w
+
A
and γAB,C = γ
w+A
w+B,w
+
C
.
By [Lu03, Conj. 14.2(P7) and §15.6] we know γw
+
C
w+A ,w
+
B
= γ
w+B
w+C ,w
+
A
= γ
w+A
w+B,w
+
C
. Hence
γCA,B = γ
B
C,A = γ
A
B,C .
(P8). Since γCA,B 6= 0, from the proof of (P7) we have 0 6= γCA,B = γ
w+
C
w+A ,w
+
B
. By [Lu03,
Conj. 14.2(P8) and §15.6] we have w+A ∼L (w+B)−1, w+B ∼L (w+C )−1 and w+C ∼L (w+A)−1.
Thus by Proposition 5.6(2) we must have A ∼L Bt, B ∼L Ct and C ∼L At.
(P9). Since C L C ′, we have co(C) = co(C ′) and w+C L w+C′ by Proposition 5.6(1).
Since a(C) = a(C ′), by Proposition 5.6(4) we have a(w+C ) = a(w
+
C′), which implies
that w+C ∼L w+C′ by [Lu03, Conj. 14.2(P9) and §15.6]. Hence we obtain C ∼L C ′ by
Proposition 5.6(2).
(P10). If C R C ′, we have Ct L C ′t through the anti-automorphism Ψ in (3.15).
By (P9) we have Ct ∼L C ′t, and hence C ∼R C ′.
(P11). By Lemma 5.1, we see that C LR C ′ implies w+C LR w+C′ . Since co(C) =
co(C ′) and a(C) = a(C ′), we have a(w+C ) = a(w
+
C′) by Proposition 5.6(4). By [Lu03,
Conj. 14.2(P11) and §15.6] we have w+C ∼LR w+C′ . Hence we have C ∼LR C ′ by
Proposition 5.6(3).
(P13). Take any A ∈ Γ and let co(A) = ν. By [Lu03, Conj. 14.2(P13) and §15.6]
there exists a unique distinguished element d ∈ W˜ contained in the left cell containing
w+A . Set D = (ν,wD, ν) with w
+
D = d, which is distinguished by Lemma 5.4. Thanks to
Proposition 5.6(2), we have D ∼L A and hence D ∈ Γ. The uniqueness of D is clear.
For each C ∈ Γ, we must have co(C) = ν. By Lemma 5.1 and Proposition 5.6(4),
we have γD
Ct,C
= γd
(w+C )
−1,w+C
. By Proposition 5.6(2) we have d ∼L w+C , and hence
γd
(w+C )
−1,w+C
6= 0 by [Lu03, Conj. 14.2(P13) and §15.6]. Thus γD
Ct,C
6= 0.
(P14). Note w+
Ct
= (w+C )
−1. By [Lu03, Conj. 14.2(P13) and §15.6], we have w+C ∼LR
(w+C )
−1. Hence C ∼LR Ct by Proposition 5.6(3).
(P15). By Lemma 5.1, we have either gA
′
C,B = 0 or g
A′
C,B = π(Jν)
−1h
w+
A′
w+C ,w
+
B
, where
co(C) = ν; we have gˆAA′,C′ = 0 or gˆ
A
A′,C′ = πˆ(Jγ)
−1hˆ
w+A
w+
A′
,w+
C′
, where ro(C ′) = γ, πˆ(Jγ) is
obtained from π(Jγ) by the substitution v 7→ v′, and hˆw
+
A
w+
A′
,w+
C′
is obtained from h
w+A
w+
A′
,w+
C′
by the substitution v 7→ v′. Hence
∑
A′∈c
gA
′
C,B gˆ
A
A′,C′ =
∑
A′∈c
π(Jν)
−1πˆ(Jγ)
−1h
w+
A′
w+
C
,w+
B
hˆ
w+A
w+
A′
,w+
C′
.
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Similarly, we have∑
A′∈c
gˆA
′
B,C′g
A
C,A′ =
∑
A′∈c
π(Jν)
−1πˆ(Jγ)
−1hˆ
w+
A′
w+B,w
+
C′
h
w+A
w+C ,w
+
A′
.
By Proposition 5.6(3) and [Lu03, Conj. 14.2(P15) and §15.6] we have∑
A′∈c
h
w+
A′
w+C ,w
+
B
hˆ
w+A
w+
A′
,w+
C′
=
∑
A′∈c
hˆ
w+
A′
w+B ,w
+
C′
h
w+A
w+C ,w
+
A′
.
Hence (P15) follows from these identities. 
Corollary 5.9. Let C,C ′ ∈ Ξ. If C L C ′ and C ∼LR C ′, then C ∼L C ′.
Proof. Since C L C ′, we have co(C) = co(C ′). Since C ∼LR C ′, we have a(C) = a(C ′)
by Theorem 5.8(P4). Hence C ∼L C ′ by Theorem 5.8(P9). 
6. Asymptotic Schur algebras
6.1. The asymptotic Schur algebra JS. For a given two-sided cell c in W˜ , let H˜c
be the Z[v]-submodule of H˜ generated by Kazhdan-Lusztig elements Cy (y ∈ c). For
w ∈ c, let a(w) denote the smallest nonnegative integer n such that vnCw ⊂ H˜c. It has
been shown in [Lu95, §2] that
(6.1) a(w) = a(w) for any w ∈ W˜ .
Fix a two-sided cell c in Sv. Let Sv;c be the Z[v]-submodule of Sv generated by
the elements {{C} | C ∈ c}. For any C ∈ c, if there exists n ∈ Z≥0 such that
vn{C}Sv;c ⊂ Sv;c, then we set a(C) to be the smallest such n; otherwise, we set
a(C) =∞.
The following lemma shows that the functions a and a are the same, which will be
used in the proof of Lemma 6.2.
Lemma 6.1. For any C ∈ Ξ, we have a(C) = a(w+C )− ℓ(wν◦), where ν = co(C). Hence
the function a and a coincide, i.e.,
(6.2) a(C) = a(C), (∀C ∈ Ξ).
Proof. By [Lu03, Conj. 14.2(P13) and §15.6] there exists a unique distinguished element
d in the left cell containing w+C such that γ
d
(w+C )
−1,w+C
6= 0. By [Lu03, Conj. 14.2(P7) and
§15.6] we have γ(w
+
C
)−1
w+C ,d
= γd
(w+C )
−1,w+C
6= 0. Recall
h
w+C
w+C ,d
= γ
(w+C)
−1
w+C ,d
v−a(w
+
C ) + higher degree terms.
Set D = (ν, d, ν) ∈ Ξ. By Lemma 5.1, we have pνgCC,D = h
w+C
w+C ,d
. By Proposition 5.6(3),
C and D lie in the same two-sided cell. Hence we have a(w+C ) ≤ a(C) + ℓ(wν◦ ).
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On the other hand, by Lemma 5.1 and Proposition 5.6(3), we have a(C) + ℓ(wν◦ ) ≤
a(w+C ). Therefore the first statement holds. Then the second statement follows by
Proposition 5.6(4) and (6.1). 
For any two-sided cell c in Sv and ν ∈ Λf, denote
c[ν] = {C ∈ c | co(C) = ν}.
Lemma 6.2. (1) a(C) <∞ for any C ∈ Ξ.
(2) The function a is constant on c[ν] for any two-sided cell c in Sv and any ν ∈ Λf.
Proof. The statements are clear by (6.2) and Theorem 5.8(P4). 
Similar to [Lu95, §1.4], we can use Lemma 6.2 to define a Z-algebra JSc for each
two-sided cell c in Sv. This ring J
S
c has a Z-basis {tC | C ∈ c} with multiplication
tAtB =
∑
C∈c
γC
t
A,BtC .
Denote by B0 the set of all two-sided cells in Sv, which is finite by Corollary 5.7(1).
We shall denote by JS the direct sum of Z-algebras ⊕c∈B0JSc , which is an associative
Z-algebra. We shall call JS the asymptotic Schur algebra.
It is known (cf. [Lu87a, Theorem 2.2(b)]) that the number of distinguished elements
in W˜ is finite. We note that the set Λf is finite, too. Thus the set D and Dc := D ∩ c
are both finite by Lemma 5.4.
Lemma 6.3. The element
∑
D∈Dc
tD is the identity element of J
S
c , while
∑
D∈D tD is
the identity element of JS.
Proof. Here we only provide the proof for the second statement.
For A ∈ Ξ, we have
(
∑
D∈D
tD) · tA =
∑
D∈D
∑
B∈Ξ
γB
t
D,AtB
=
∑
D∈D
∑
B∈Ξ
γDA,BttB by Theorem 5.8(P7)
=
∑
D∈D
γDA,AttA by Theorem 5.8(P2)
= tA by Theorem 5.8(P3, P5).
Similarly, we can verify tA · (
∑
D∈D tD) = tA. Hence
∑
D∈D tD is the identity element
of JS. 
The following proposition gives a characterization of left, right and two-sided cells
in Sv.
Proposition 6.4. Let C,C ′ ∈ Ξ.
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(1) C ∼L C ′ if and only if tCtC′t 6= 0; C ∼L C ′ if and only if tC′ appears with
nonzero coefficient in tAtC for some A ∈ Ξ.
(2) C ∼R C ′ if and only if tCttC′ 6= 0; C ∼R C ′ if and only if tC′ appears with
nonzero coefficient in tCtA for some A ∈ Ξ.
(3) C ∼LR C ′ if and only if tCtAtC′ 6= 0 for some A ∈ Ξ; C ∼LR C ′ if and only if
tC′ appears with nonzero coefficient in tA′tCtA for some A
′, A ∈ Ξ.
Proof. The proof is similar to that of [Lu03, Proposition 18.4] by using Theorem 5.8
and the positivity of structure constants of Sv (cf. Proposition 3.5). 
The following theorem is a q-Schur algebra analog of the algebra homomorphism
for an Hecke algebra established in [Lu87a, §2.4] (see [Du95, Theorem 2.3] and [Mc03,
(4.9)] for finite and affine type A, respectively).
Theorem 6.5. Let c be a two-sided cell in Sv. Then the A-module homomorphism
Φc : Sv → A⊗ JSc defined by
Φc({C}) =
∑
D∈Dc,B∈c
gBC,DtB
is an algebra homomorphism. The A-module homomorphism Φ : Sv → A⊗ JS defined
by
Φ({C}) =
∑
c∈B0,D∈Dc,B∈c
gBC,DtB(6.3)
is an algebra homomorphism, preserving the identity elements.
Proof. Lemma 6.2 is the Property P1 in [Lu95, §1.4] for Sv (together with its canonical
basis B(Sv)). Lemma 6.3 shows that Sv and B(Sv) possess the Property P2 in [Lu95,
§1.5]. The Property P3 in [Lu95, §1.7] for Sv and B(Sv) is just Theorem 5.8(P15).
Hence, by [Lu95, Proposition 1.9(b)] we have the desired homomorphism Φc. Therefore
Φ is also an algebra homomorphism by noting that JScJ
S
c′ = 0 for c 6= c′.
Next we show that Φ preserves the identity elements of the two algebras. The identity
element of Sv is
∑
ν∈Λf
[(ν,1, ν)]; here we recall [(ν,1, ν)] = {(ν,1, ν)}. If D ∈ D with
co(D) = ν, then by Lemma 5.1 we have gB(ν,1,ν),D = δD,B . Hence
Φ([(ν,1, ν)]) =
∑
D∈D,co(D)=ν
tD.
Consequently, Φ(
∑
ν∈Λf
[(ν,1, ν)]) =
∑
D∈D tD. 
Remark 6.6. By Theorem 5.8 and Corollary 5.9, we can rewrite (6.3) as
Φ({C}) =
∑
D∈D,B∈Ξ,D∼LB
gBC,DtB
=
∑
D∈D,B∈Ξ,a(D)=a(B)
gBC,DtB.
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6.2. A double centralizer property. Let J˜ denote the asymptotic Hecke algebra
(an associative unital Z-algebra) associated to H˜ (cf. [Lu87a]). By definition, J˜ is
equipped with a Z-basis {tw | w ∈ W˜} with multiplication
txty =
∑
z∈W
γz
−1
x,y tz.
Suppose Λf contains at least one regular W˜ -orbit. Let ω be a regular orbit in Λf.
For any two γ, ν ∈ Λf, let J˜γν be the Z-submodule of J˜ generated by the elements
{tw | w ∈ D+γν}. We define a tensor space Tf by
Tf = ⊕γ∈ΛfJ˜γω.
Note that J˜ acts naturally on the right of Tf. Set Dω = {D ∈ D | co(D) = ω}
and e =
∑
D∈Dω
tD. Then e is idempotent and J
Se is isomorphic to Tf. Via the
isomorphism, Tf becomes a left J
S-module. We have the following double centralizer
property, which can be proved in the same way as for [Du95, Theorem 3.2].
Proposition 6.7. Suppose Λf contains at least one regular W˜ -orbit. We have
JS ∼= EndJ˜(Tf),
EndJS(Tf)
∼= J˜.
Remark 6.8. The results in Sections 2–3 are affine counterparts of the constructions
in [LW17] for q-Schur algebras of arbitrary finite type. On the other hand, the results
in Section 4 (Theorem 4.4), Section 5 (Proposition 5.6, Theorem 5.8), and Section 6
(Proposition 6.4, Theorem 6.5, Proposition 6.7) are valid for q-Schur algebras of finite
type with the same proofs.
Remark 6.9. According to [Lu87c, Conj. §3.15] and [BFO09, Theorem 4], the asymp-
totic algebra associated to each cell in a Hecke algebra of finite type admits an equivari-
ant K-group realization. An equivariant K-group realization for the asymptotic algebra
associated to each cell in a q-Schur algebra of finite type can be formulated similarly.
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