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A TOPOLOGICAL APPROACH TO INDICES OF GEOMETRIC
OPERATORS ON MANIFOLDS WITH FIBERED BOUNDARIES
MAYUKO YAMASHITA
Abstract. In this paper, we investigate topological aspects of indices of
twisted geometric operators on manifolds equipped with fibered boundaries.
We define K-groups relative to the pushforward for boundary fibration, and
show that indices of twisted geometric operators, defined by complete Φ or
edge metrics, can be regarded as the index pairing over these K-groups. We
also prove various properties of these indices using groupoid deformation tech-
niques. Using these properties, we give an application to the localization prob-
lem of signature operators for singular fiber bundles.
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1. Introduction
In this paper, we consider pairs of the form (M,π : ∂M → Y ), where M is a
compact manifold with boundary ∂M which is a closed manifold, and π : ∂M → Y
is a smooth submersion, equivalently a fiber bundle structure, to a closed manifold
Y . We call such pairs manifolds with fibered boundaries. We investigate topological
aspects of indices of geometric operators, namely spinc-Dirac operators, signature
operators and their twisted versions, on such manifolds. There are two purposes
of this paper. The first one is to formulate the index pairing on such manifolds.
We define K-groups relative to the pushforward for boundary fibration, and show
that indices of twisted geometric operators, defined by complete metrics of the form
(1.2), can be regarded as the index pairing over these K-groups. The second one is
to prove properties of these indices using groupoid deformation techniques. Using
these properties, we give an application to the localization problem of signature
operators for singular fiber bundles.
Singular spaces arise in various areas in mathematics. In particular, stratified
pseudomanifolds include many important examples of singular spaces, such as man-
ifolds with corners and algebraic varieties. Manifolds with fibered corners arise as
resolutions of stratified pseudomanifolds [ALMP12], and the simplest case, strati-
fied manifolds of depth 1, corresponds to manifolds with fibered boundaries. There
are some classes of metrics which is suited to encode the singularities of such spaces,
including (complete) Φ-metrics and edge metrics. To study pseudodifferential op-
erators with respect to such metrics, the corresponding pseudodifferential calculi,
called Φ-calculus and e-calculus, were introduced by [MM98] and [Maz91]. Since
then, analysis of elliptic operators in these calculi, in particular Fredholm theory
and spectral theory of geometric operators, has been developed by many authors
and there have been many applications to geometry of singular spaces, for example
see [ALMP12], [DLR15] and [LMP06].
Most of those works are analytic in nature, in the sense that they analyze in-
dividual operators under these calculi. On the other hand, it is natural to expect
more topological description of Fredholm indices of these operators, as in the case
of closed manifolds. One of related works in this direction is [MR06], in which they
formulate the index theorem for fully elliptic operators, as an equality of analytic
and topological indices defined on abelian groups of stable homotopy classes of full
symbols KΦ−cu(φ), which corresponds to K1(ΣM˚ (GΦ)) in our paper. We go in this
direction further, and show that, once we fix a class ⋆ of geometric operators we
are concerned with (for example ⋆ can be spinc or sign), the indices of twisted
operators can be formulated in terms of the pairing on more primary K-groups,
K∗(A⋆π), “K-groups relative to the ⋆ pushforward for boundary fibration”. This
paper is considered as a step to understand elliptic theory on singular spaces from
a more topological, or K-theoretical viewpoint.
In order to explain our index pairing on manifolds with fibered boundaries, first
we recall the index pairing on closed manifolds. LetM be a closed even dimensional
smooth manifold. Suppose we are given a complex vector bundle E over M , and
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a Clifford module bundle W over M , with a Dirac type operator DM . Then we
have the corresponding classes [E] ∈ K0(M) and [DM ] ∈ K0(M) in the K-theory
and the K-homology of M , and the index pairing of K0(M) and K0(M) sends this
pair to the index of the twisted Dirac operator, DEM , acting on the Clifford module
bundle W ⊗ˆE,
〈·, ·〉 : K0(M)⊗K0(M)→ Z
〈[E], [DM ]〉 = Ind(DEM ).(1.1)
Many examples of such an operator DM arise as “geometric operators” on compact
manifolds, such as spinc-Dirac operators and signature operators. Fixing a class of
geometric operator ⋆ and a corresponding geometric structure onM that determines
the operator DM , the above pairing is equivalently described as the pushforward
p⋆! : K
0(M)→ Z in K-theory.
The first main purpose of this paper is to generalize this index pairing to the case
of compact manifolds with fibered boundaries. It is stated in terms of K-theory
for some C∗-algebras. The C∗-algebras depend on the “geometric structure” we
choose to deal with, so here we explain the case of spinc-structures.
Assume we are given a compact even dimensional manifold with fibered boundary
(M,π : ∂M → Y ), and assume that the fibers of π has dimension n. If π is equipped
with a spinc-structure, we associate a C∗-algebra Aπ, whose K-groups fit into the
long exact sequence
· · · → K∗(M) π!◦i
∗
−−−→ K∗−n(Y )→ K∗−n(Aπ)→ K∗+1(M) π!◦i
∗
−−−→ · · ·
where π! is the Gysin map in K-theory π! : K
∗(∂M) → K∗−n(Y ) defined by the
fiberwise spinc-structure, and i is the inclusion i : ∂M → M (Definition 5.4 and
Proposition 5.5). Thus K-groups of this C∗-algebra, K∗(Aπ), can be regarded as
the K-groups relative to the spinc-pushforward of the boundary fibration.
From now on, we assume n, the dimension of M , is even. A pair of the form
(E, D˜Eπ ), where E is a complex vector bundle overM satisfying π![E] = 0 ∈ K0(Y ),
and the operator D˜Eπ is an invertible perturbation of the fiberwise spin
c-Dirac
operators by lower order odd self-adjoint operators, gives a class [(E, [D˜Eπ ])] ∈
K1(Aπ) (Lemma 5.7; the bracket in [D˜Eπ ] means that we actually only have to
consider the homotopy equivalence class of invertible perturbations). Furthermore,
a pair (P ′M , P
′
Y ) of (equivalence classes of) spin
c-structures on M and Y which is
compatible with the one on π at the boundary, gives a class in K1(Aπ). This is the
element [(P ′M , P
′
Y )]⊗ΣM˚ (GΦ) ∂M˚ (GΦ) ∈ KK1(Aπ,C) appearing in Theorem 5.24.
On the other hand, from the data (E, D˜Eπ , P
′
M , P
′
Y ) we can construct a Fredholm
operator by using Φ or edge metrics, as we now explain. For a manifold with fibered
boundary (M,π : ∂M → Y ), natural classes of complete riemannian metrics on the
interior arise as follows. First fix a splitting T∂M = π∗TY ⊕ T V ∂M and a collar
structure near the boundary. Consider metrics on M˚ which are on the collar of the
form
(1.2) gΦ =
dx2
x4
⊕ π
∗gY
x2
⊕ gπ and ge = dx
2
x2
⊕ π
∗gY
x2
⊕ gπ.
Here gY and gπ are some riemannian metrics on TY and T
V ∂M , respectively, and x
is a normal coordinate of the collar. These are called rigid Φ-metrics and rigid edge
metrics in the literature, respectively. In this paper, we adopt pseudodifferential
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calculus on Lie groupoids, which is due to [NWX99]. As constructed in [Nis00], the
groupoids corresponding to Φ and edge metrics are of the form
GΦ = M˚ × M˚ ⊔ ∂M ×π ∂M ×π TY × R⇒M
Ge = M˚ × M˚ ⊔ ∂M ×π ∂M ×π (TY ⋊R∗+)⇒M.
Using the given (equivalence classes of) spinc-structures, we can consider the spinc-
Dirac operator twisted by E under these metrics, denoted by DEΦ and D
E
e . For
Φ-case, the operator DEΦ restricts to the boundary operator of the form D
E
π ⊗ˆ1 +
1⊗ˆDTY×R. If we perturb this boundary operator to the invertible operator D˜Eπ ⊗ˆ1+
1⊗ˆDTY×R, we get the Fredholmness of the operator on the interior and get the
index, denoted by IndΦ(P
′
M , P
′
Y , E, [D˜
E
π ]) (Definition 4.16). The e-case is analogous,
and we define Inde(P
′
M , P
′
Y , E, [D˜
E
π ]).
Our main theorem, Theorem 5.24, proves the equality
IndΦ(P
′
M , P
′
Y , E, [D˜
E
π ]) = [(E, [D˜
E
π ])]⊗Api [(P ′M , P ′Y )]⊗ΣM˚ (GΦ) ∂M˚ (GΦ),
which can be regarded as a generalization of the index pairing (1.1).
In the case of signature operators, the arguments proceed in parallel. If we are
given a pair (M,π : ∂M → Y ) such that T VM are oriented, then we associate a
C∗-algebra Asignπ , whose K-groups can be regarded as the K-groups relative to the
signature pushforward of the boundary fibration. Given an orientation on M , we
get the corresponding index pairing formula, Theorem 5.38,
SignΦ(M,E, [D˜
sign,E
π ]) = [(E, [D˜
sign,E
π ])]⊗Asignpi [M
sign]⊗ΣM˚ (GΦ) ∂M˚ (GΦ).
These indices, being defined as indices of operators on Lie groupoids, can be
analyzed in terms of groupoids. We call groupoid deformation technique the follow-
ing type of arguments. Suppose we are given a compact manifold M and two Lie
groupoids G0 ⇒ M and G1 ⇒ M , equipped with geometric structures that deter-
mine the geometric operators Di ∈ Diff∗(Gi;Ei). If one can define a Lie groupoid
structure on G = G0 × {0} ⊔ G1 × (0, 1] ⇒ M × [0, 1], and a geometric structure
on G that restricts to ones on G0 and G1 by evaluation at 0 and 1 respectively,
then the associated geometric operator D satisfies D|M×{i} = Di. Under some nice
assumption on the groupoids, the element [ev0] ∈ KK(C∗(G), C∗(G0)) is a KK-
equivalence. Then, for example if the operators are elliptic, their index classes,
Ind(Di) ∈ K0(C∗(Gi)), are related as
Ind(D0)⊗C∗(G0) [ev0]−1 ⊗C∗(G) [ev1] = Ind(D1) ∈ K0(C∗(G1)).
Furthermore, assuming we have a closed saturated subset V ⊂ M such that Di|V
are invertible for i = 0, 1, we get the index classes IndM\V (Di) ∈ K0(C∗(Gi|M\V )).
If we can give G a geometric structure such that the associated operator D is
invertible when restricted to V × [0, 1], then we can relate these indices as
IndM\V (D0)⊗C∗(G0|M\V )[ev0]−1⊗C∗(G|M\V×[0,1])[ev1] = IndM\V (D1) ∈ K0(C∗(G1|M\V )).
This argument, though very simple, turns out to be useful in proving various prop-
erties of indices considered here, without any difficult analysis involved.
For example, in Proposition 3.8 (also see (4.17)), we prove that the indices defined
by Φ-metrics and e-metrics actually coincide for our settings,
IndΦ(P
′
M , P
′
Y , E, [D˜
E
π ]) = Inde(P
′
M , P
′
Y , E, [D˜
E
π ]).
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The proof is an application of the groupoid deformation technique, by considering
a groupoid of the form GΦ × {0} ⊔ Ge × (0, 1]. Also we prove the gluing formula
(Proposition 3.10), as well as a condition for vanishing of the indices (Proposition
3.13), using the such arguments.
As an application of properties obtained in this way, in Section 6, we explain
that the Φ (and e) indices of signature operators defined by the fiberwise invertible
perturbations, can be used to solve the localization problem of signature for the
singular fiber bundles. Suppose we are given a smooth map π : M4k → Xev
between closed oriented manifolds and X is partitioned into compact manifolds
with closed boundaries as X = U ∪ ∪mi=1Vi. Suppose that each Vi are disjoint, and
the restriction of π to U is a fiber bundle structure with structure group contained
in some nice subgroup G ⊂ Diff+(F ) of the orientation-preserving diffeomorphism
group of the typical fiber F . The submanifold U is regarded as the “regular part”
of this singular fiber bundle structure π. The localization problem is to define a
real number σ(Mi, Vi, π|Mi) ∈ R, which only depends on the data (Mi, Vi, π|Mi),
and write
Sign(M) =
m∑
i=1
σ(Mi, Vi, π|Mi).
This problem originates from algebraic geometry for the case where the typical
fiber is two dimensional, and the local signatures are constructed and calculated in
various areas of mathematics, including topology, algebraic geometry and complex
analysis. For example see [Mat96], [End00] for topological approaches and [Fur99]
for a differential geometric approaches. Also see [AK02] and the introduction of
[Sat13] for more survey on this problem.
In this situation, for each i the pair (π−1(Vi), π : π−1(∂Vi)→ ∂Vi) is a compact
manifold with fibered boundary, and π has the structure group G. The idea is
to fix an invertible perturbation of universal family of signature operators defined
on the classifying space, and pullback the perturbation to define the Φ-indices of
signature operators for each Vi. We verify this idea and construct functions σ with
the desired properties in the main theorem of Section 6, Theorem 6.2. In Section 7,
we give a particular example of this localization problem, where the typical fiber is
the two dimensional oriented closed manifold with genus g ≥ 2, and the group G is
the hyperelliptic diffeomorphism group. This is similar to the situation considered
in [End00] for the case whereM is four dimensional, but we consider a more general
situation where the dimension of M can be higher.
This paper is organized as follows. In Section 2, we give preliminaries on repre-
sentable K-theory, Lie groupoids and Φ, e-calculi. In Section 3 and Section 4, we
define the indices of twisted geometric operators in Φ and edge metrics, and prove
various properties, using the groupoid deformation technique. Section 3 is about
the case without the invertible perturbations, and Section 4 is for the case with
invertible perturbations. Although the results in Section 3 are covered by those in
Section 4, we separate this primitive case, because the author believes it makes it
easier to understand what is going on. We note that the properties proved in these
sections are not used in Section 5, so the readers who are only interested in the
index pairing need only to check the definitions of indices given in Definition 4.16
and Definition 4.24, and proceed to Section 5. In Section 5, we give the formulation
of the indices as index pairings over the K-groups relative to the boundary pushfor-
ward. In Section 6, we give the application of the those indices to the localization
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problem of signature for singular fiber bundles, and in Section 7, we apply this to
the case of singular hyperelliptic fiber bundles.
2. Preliminaries
2.1. Representable K-theory. In this subsection, we recall the definitions for
representable K-theory in [AS]. We only work with complex coefficients.
Let H be a separable infinite dimensional Hilbert space. Let Hˆ := H ⊕ H be
the Z2-graded separable infinite dimensional Hilbert space. Let B(H) and K(H)
denote the spaces of bounded operators and compact operators on H , respectively.
For two topological spaces X and Y , let [X,Y ] denote the set of homotopy classes
of continuous maps from X to Y .
Definition 2.1. (0) Let Fred(0)(Hˆ) denote the space of self-adjoint odd bounded
Fredholm operators A˜ on Hˆ such that A˜2 − I ∈ K(Hˆ), with the topology
coming from its embedding
Fred(0)(Hˆ)→ B(Hˆ)c.o. ×K(Hˆ)norm , A˜ 7→ (A˜, A˜2 − 1).
Here we denoted by B(Hˆ)c.o. the space of bounded operators equipped with
compact open topology, and by K(Hˆ)norm the space of compact operators
equipped with norm topology.
(1) Let Fred(1)(H) denote the space of self-adjoint bounded Fredholm operators
A on H such that A2 − I ∈ K(H), with the topology coming from its
embedding
Fred(1)(H)→ B(H)c.o. ×K(H)norm , A 7→ (A,A2 − 1).
Fact 2.2 ([AS04, Section3]). Fred(0)(Hˆ) and Fred(1)(H) are classifying spaces of
the functors K0 and K1, respectively, i.e., we have for any space X,
K0(X) = [X,Fred(0)(Hˆ)] and K1(X) = [X,Fred(1)(H)].
Fact 2.3 ([AS04, Proposition A2.1]). The space of unitary operators on H equipped
with compact open topology, denoted by U(H)c.o., is contractible.
Define the following spaces as
GL(0)(Hˆ) := GL(Hˆ) ∩ Fred(0)(Hˆ) and U (0)(Hˆ) := U(Hˆ) ∩ Fred(0)(Hˆ)(2.4)
GL(1)(H) := GL(H) ∩ Fred(1)(H) and U (1)(H) := U(H) ∩ Fred(1)(H),
equipped with the topology induced by the ones on Fred(0)(Hˆ) and Fred(1)(H).
Corollary 2.5. The spaces GL(0)(Hˆ), U (0)(Hˆ), GL(1)(H) and U (1)(H) are con-
tractible.
Proof. By Fact 2.3, the spaces U (0)(Hˆ) and U (1)(H) are contractible. The map
(A, t) → A|A|−t for t ∈ [0, 1] gives a retraction from GL(0)(Hˆ) to U (0)(Hˆ) and
from GL(1)(H) to U (1)(H), respectively. So we get the result. 
The definition of Hilbert bundles, which is suitable for our purposes, is as follows.
Definition 2.6 (Hilbert bundles). Let X be a space. A separable infinite dimen-
sional Hilbert bundle H → X is a fiber bundle whose typical fibers are separable
infinite dimensional Hilbert space H , with structure group U(H)c.o..
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A Z2-graded separable infinite dimensional Hilbert bundle Hˆ → X is a fiber
bundle whose typical fibers are Z2-graded separable infinite dimensional Hilbert
space H , with structure group U(Hˆ)c.o..
By [AS04, Proposition 3.1], the action of U(Hˆ)c.o. on Fred
(0)(Hˆ) is continu-
ous. Thus given a Z2-graded Hilbert bundle Hˆ → X , we also get the associated
Fred(0)(Hˆ)-bundle Fred(0)(Hˆ) → X . The analogous construction applies to the
ungraded case.
By Fact 2.3, we have the following.
Corollary 2.7. Any separable infinite dimensional Hilbert bundle is trivial, and
any choices of trivialization are homotopic.
2.2. Cl1-invertible perturbations. In this subsection, we discuss Cl1-invertible
perturbations for a family of Z2-graded Fredholm operators parametrized by a
possibly noncompact space. The symbol Ki denotes the representable K-theory.
The setting is as follows.
• Let X be a topological space.
• Let Hˆ = {Hˆx}x∈X → X be a Z2-graded separable Hilbert bundle (see
Definition 2.6).
• Let γ be the involution on Hˆ defining the Z2-grading.
• Let Fred(0)(Hˆ) = {Fred(0)(Hˆx)}x∈X → X be the Fred(0)(Hˆ)-fiber bundle
associated to Hˆ.
• Assume we are given an element F ∈ Γ(X ; Fred(0)(Hˆ)).
Let pr : X × [0, 1] → X be the canonical projection, and consider the Hilbert
bundle pr∗Hˆ → X × [0, 1]. For simplicity, we also denote this bundle by Hˆ →
X × [0, 1]. A Cl1-invertible perturbation for F is defined to be a homotopy from F
to an invertible family, as follows.
Definition 2.8 (Cl1-invertible perturbations). Let (X, Hˆ, F ) as above. An oper-
ator F˜ : Γ(X × [0, 1]; Hˆ) → Γ(X × [0, 1]; Hˆ) is called a Cl1-invertible perturbation
for F if
• F˜ ∈ Γ(X × [0, 1]; Fred(0)(Hˆ))
• F˜|X×{0} = F .
• F˜|X×{1} is a family of invertible operators.
Let us denote the set of Cl1-invertible perturbations for F by I˜(F ).
We introduce a natural homotopy equivalence relation on I˜(F ),
Definition 2.9. Let F˜ and F˜′ be two elements in I˜(F ). We say F˜ and F˜′ are
homotopic if there exists an operator F˜′′ : Γ(X × [0, 1]× [0, 1]; Hˆ)→ Γ(X × [0, 1]×
[0, 1]; Hˆ) such that
• F˜′′ ∈ Γ(X × [0, 1]× [0, 1]; Fred(0)(Hˆ)).
• F˜′′|X×[0,1]×{0} = F˜ and F˜′′|X×[0,1]×{1} = F˜ ′.
• F˜′′|X×[0,1]×{u} ∈ I˜(F ) for all u ∈ [0, 1].
Let us denote I(F ) the set of homotopy classes of elements in I˜(F ).
The following lemma follows directly from Fact 2.2.
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Lemma 2.10. The element F admits a Cl1-invertible perturbation if and only if
[F ] = 0 ∈ K0(X).
Lemma 2.11. Suppose F satisfies [F ] = 0 ∈ K0(X). Then I(F ) has a natural
structure of affine space over K−1(X)(:= [X,ΩFred(0)(Hˆ)]).
Proof. Assume we are given two elements in I(F ). By Corollary 2.7, we choose a
trivialization of the Hilbert bundle Hˆ ≃ Hˆ ×X , which is unique up to homotopy.
Take any representative of these elements and denote them by F˜0, F˜1 ∈ I˜(F ),
respectively. We explain the definition of the difference class [F˜1 − F˜0] ∈ K−1(X).
Define the continuous map F as follows.
F : X × [0, 1]→ Fred(0)(Hˆ)
F|X×[0,1] =
{
F˜1|X×{1−2t} for t ∈ [0, 1/2]
F˜0|X×{2t−1} for t ∈ [1/2, 1].
The image of F|X×{0,1} is contained in GL(0)(Hˆ). Since GL(0)(Hˆ) is contractible
by Corollary 2.5, the map F gives the desired element
[F˜1 − F˜0] := [F ] ∈ [X,ΩFred(0)(Hˆ)] = K−1(X).
The well-definedness is obvious.
Conversely, if we are given an element [F˜0] ∈ I(F ) and an element [F ] ∈ K−1(X),
it is easy to construct the unique element [F˜1] ∈ I(F ) such that [F˜1 − F˜0] = [F ].
Also it is easy to see that this defines an affine structure of I(F ) over K−1(X). 
Let us turn to the case where the parameter space X is a smooth compact
manifold (possibly with boundaries or corners), the Hilbert bundle Hˆ and the family
of operators D come from a fiber bundle over X , and the family D is unbounded.
More precisely, we consider the following situations.
• Let π :M → X be a smooth fiber bundle with closed fibers, equipped with
a smooth fiberwise riemannian metric gπ.
• Let E →M be a smooth hermitian Z2-graded vector bundle.
• LetD = {Dx}x∈X , Dx : C∞(π−1(x);E|π−1(x))→ C∞(π−1(x);E|π−1(x)) be
a smooth family of odd formally self-adjoint elliptic operators of positive
order.
• Let us denote Hˆ = {Hˆx = L2(π−1(x);E|π−1(x))}x∈X with the natural
Hilbert bundle structure over X . The operator D also denotes the closed
extension to D : Γ(X ; Hˆ)→ Γ(X ; Hˆ).
For such a family D, the bounded transform ψ(D) := D/
√
1 +D2 is a smooth
family pseudodifferential operators of order 0, and defines an element [ψ(D)] ∈
K0(X). We call this class the family index class of D, and abuse the notation to
write [D] := [ψ(D)] ∈ K0(X).
Definition 2.12 (Ism(D)). In the above situations, an operator D˜ : C∞(M ;E)→
C∞(M ;E) is called a Cl1-smooth invertible perturbation of D if
• D˜ = {D˜x}x∈X is a smooth family of invertible odd formally self-adjoint
operators.
• D˜−D = A = {Ax}x∈X , where Ax is a pseudodifferential operator of order
0 for each x ∈ X .
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Let us denote the set of Cl1-smooth invertible perturbations for D by I˜sm(D). We
can introduce the obvious homotopy equivalence relations in I˜sm(D). We denote
Ism(D) the set of homotopy classes of elements in I˜sm(D).
There is a canonical map
I˜sm(D)→ I˜(ψ(D))(2.13)
(D˜ = D +A) 7→ (t ∈ [0, 1] 7→ ψ(D + tA)) .(2.14)
In fact this map induces an isomorphism Ism(D) ≃ I(ψ(D)), by the following fact.
Fact 2.15 ([MP97]). The family D admits a Cl1-smooth invertible perturbation if
and only if [D] = 0 ∈ K0(X).
If [D] = 0 ∈ K0(X), then Ism(D) has a natural structure of an affine space over
K−1(X), described as follows.
Let Qi ∈ Ism(D), i = 0, 1. Choose a representative D˜i for Qi. Consider the
family D[0,1] of operators parametrized by X × [0, 1], defined as
D[0,1]|X×{u} := uD˜0 + (1− u)D˜1.
Since the family D[0,1] is invertible on X ×{0, 1}, it defines a family index class in
[D[0,1]] ∈ K0(X × [0, 1];X × {0, 1}) ≃ K0(X × (0, 1)) ≃ K−1(X). We have
[Q1 −Q0] = [D[0,1]] ∈ K−1(X).
Every element in K−1(X) can be written as the index of some operator of the form
D[0,1] above.
Remark 2.16. Actually, in [MP97] they define Cl1-invertible perturbations as per-
turbations by fiberwise smoothing operators. Our class of smooth Cl1-invertible
perturbations in Definition 2.12 is larger because we allow the perturbations to
be zeroth order operators. But divided by the homotopy equivalences, they are
canonically isomorphic.
Since the above affine structure corresponds to the affine structure on I(ψ(D))
under the canonical map (2.13), we have the following corollary.
Corollary 2.17. In the above situations, we have a canonical isomorphism
Ism(D) ≃ I(ψ(D))
between affine spaces over K−1(X), induced by the map (2.13).
With an abuse of notation we write I(D) := I(ψ(D)) for a positive order elliptic
family D.
2.3. Groupoids.
2.3.1. Basic definitions. We recall basic definitions on groupoids and pseudodiffer-
ential calculus on them. The material is taken from [DL10].
Definition 2.18 (Groupoids). Let G and G(0) be two sets. A groupoid structure
on G over G(0) is given by the following maps.
• An injective map u : G(0) → G, called the unit map. We often identify G(0)
with its image u(G(0)) ⊂ G. G(0) is called the space of units.
• Two surjective maps r, s : G→ G(0), satisfying r◦u = s◦u = idG(0) . These
are called range and source map, respectively.
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• An involution i : G → G, γ 7→ γ−1, called the inverse map. It satisfies
s ◦ i = r.
• A map m : G(2) → G, (γ1, γ2) 7→ γ1 · γ2, called product, where G(2) =
{(γ1, γ2) ∈ G × G|s(γ1) = r(γ2)}. Moreover for (γ1, γ2) ∈ G(2), we have
r(γ1 · γ2) = r(γ1) and s(γ1 · γ2) = s(γ2).
The following properties must be satisfied:
• The product is associative: for any γ1, γ2, γ3 in G such that s(γ1) = r(γ2)
and s(γ2) = r(γ3), the following equality holds.
(γ1 · γ2) · γ3 = γ1 · (γ2 · γ3).
• For any γ in G, we have r(γ) · γ = γ · s(γ) = γ and γ · γ−1 = r(γ).
A groupoid structure on G over G(0) is usually denoted by G ⇒ G(0), where the
arrows stand for the source and range maps.
For A,B ⊂ G(0), we use the following notations.
GA := s
−1(A), GB := r−1(B), GBA := GA ∩GB and G|A := GAA.
We say a subset A ⊂ G(0) is saturated if it satisfies GA = GA = G|A.
Suppose that G ⇒ G(0) is a locally compact groupoid and φ : X → G(0) is an
open surjective map, where X is a locally compact space. The pull back groupoid
is the groupoid
∗φ∗(G)⇒ X,
where
∗φ∗(G) = {(x, γ, y) ∈ X ×G×X | φ(x) = r(γ) and φ(y) = s(γ)}
with s(x, γ, y) = y, r(x, γ, y) = x, (x, γ1, y)·(y, γ2, z) = (x, γ1·γ2, z) and (x, γ, y)−1 =
(y, γ−1, x). This endows ∗φ∗(G) with a structure of locally compact groupoid. More-
over the groupoids G and ∗φ∗(G) are Morita equivalent (see [DL10, Section 1.2]).
Definition 2.19 (Lie groupoids). We call G ⇒ G(0) a Lie groupoid when G and
G(0) are second-countable smooth manifolds with G(0) Hausdorff, and all the struc-
tural homomorphisms are smooth and s is a submersion (for definitions of submer-
sions between manifolds with corners, we refer to [LN01, Definition 1]).
Note that by requiring s to be a submersion, for each x ∈ G(0), the s-fiber Gx is
a smooth manifold without boundary or corners.
For a Lie groupoid G, let us denote Ω
1
2 (ker(ds)⊕ ker(dr))→ G the half density
bundle of the vector bundle ker(ds) ⊕ ker(dr) → G. We also denote this vector
bundle by Ω
1
2 → G. Then C∞c (G; Ω
1
2 ) has a structure of a ∗-algebra with
• The involution given by f∗(γ) = f(γ−1).
• The convolution product given by f ∗ g(γ) = ∫
Gs(γ)
f(γη−1)g(η).
For all x ∈ G(0) there is a ∗-homomorphism λx : C∞c (G; Ω
1
2 )→ B(L2(Gx; Ω 12 (Gx)))
defined by
λx(f)ξ(γ) =
∫
Gx
f(γη−1)ξ(η).
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Definition 2.20 (Reduced groupoid C∗-algebras). Let G be a Lie groupoid. The
reduced C∗-algebra of G, denoted by C∗(G), is the completion of C∞c (G; Ω
1
2 ) with
respect to the norm
‖f‖r = sup
x∈G(0)
‖λx(f)‖x,
where ‖‖x is the operator norm on B(L2(Gx; Ω 12 (Gx))).
Remark 2.21. In general, there are many possible C∗-completion of C∞c (G; Ω
1
2 )
which are not necessarily isomorphic to C∗(G). For example the full C∗-algebra of
G is the completion of C∞c (G; Ω
1
2 ) with respect to all continuous representations.
All the groupoids we actually use in this paper are amenable, so the full and reduced
C∗-algebras coincide. We use reduced C∗-algebras in this paper, in order to make
the argument in subsection 2.3.3 work.
Definition 2.22 (Lie algebroids). A Lie algebroid A = (p : A → M, [·, ·]A) on
a smooth manifold M is a vector bundle equipped with a Lie bracket [·, ·]A :
C∞(M ;A) × C∞(M ;A) → C∞(M ;A) together with a homomorphism of fiber
bundle p : A→ TM called the anchor map, satisfying the following.
• The bracket [·, ·]A is R-bilinear, antisymmetric and satisfies the Jacobi iden-
tity.
• [X, fY ]A = f [X,Y ]A + p(X)(f)Y for all X,Y ∈ C∞(M ;A) and f ∈
C∞(M).
• p([X,Y ]A) = [p(X), p(Y )] for all X,Y ∈ C∞(M ;A).
Given a Lie groupoid G, we associate a Lie algebroid as follows. The vector
bundle is given by ker(ds)|G(0) = ∪x∈G(0)TGx → G(0). This has the structure of a
Lie algebroid over G(0) with the anchor map dr. We denote this Lie algebroid by
AG and call it the Lie algebroid of G.
For a Lie groupoid G, a submanifold V ⊂ G(0) is said to be transverse to G if
for each x ∈ V , the composition px ◦ ♯x : AxG→ (NMV )x = TxM/TxV is surjective.
Definition 2.23 (G-operators). Let G be a Lie groupoid. Let E,F → G(0) be two
vector bundles. A linear G-operator D is a continuous linear operator
D : C∞c (G; r
∗E ⊗ Ω 12 )→ C∞(G; r∗F ⊗ Ω 12 )
satisfying the following.
• The operator D restricts to a continuous family {Dx}x∈G(0) of linear oper-
ators Dx : C
∞
c (Gx; r
∗E ⊗ Ω 12 )→ C∞(Gx; r∗F ⊗ Ω 12 ) such that
Df(γ) = Ds(γ)fs(γ)(γ) ∀f ∈ C∞c (G; r∗E ⊗ Ω
1
2 ).
• The following equivariance property holds:
UγDs(γ) = Dr(γ)Uγ ,
where Uγ is the map induced by the right multiplication by γ.
A linear G-operator D is called pseudodifferential of order m if it satisfies the
following.
• Its Schwartz kernel kD is a distribution on G that is smooth outside G(0).
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• For every distinguished chart ψ : U ⊂ G→ Ω× s(U) ⊂ Rn−p × Rp of G,
U
s
!!❇
❇❇
❇❇
❇❇
❇
ψ // Ω× s(U)
p2
zztt
tt
tt
tt
t
s(U)
the operator (ψ−1)∗Dψ∗ : C∞c (Ω×s(U); (r ◦ψ−1)∗E)→ C∞c (Ω×s(U); (r ◦
ψ−1)∗F ) is a smooth family parametrized by s(U) of pseudodifferential
operators of order m on Ω.
We say that D is smoothing if kD is smooth and that D is compactly supported
if kD is compactly supported. We denote the space of compactly supported order
m G-pseudodifferential operators from E to F by Ψmc (G;E,F ). We also denote
Ψmc (G;E) = Ψ
m
c (G;E,E) and when E is the trivial bundle we denote Ψ
m
c (G) =
Ψmc (G;E).
One can show that the space Ψ∗c(G;E) of compactly supported pseudodifferential
G-operators on E is an involutive algebra.
Let us denote the cosphere bundle of AG → G(0) as S∗(G) → G(0). Given
a G-pseudodifferential operator D, we can associate its principal symbol σ(D) ∈
C∞c (S
∗(G); Hom(E;F )) as follows. Recall that D is given by a family {Dx}x∈G(0)
of pseudodifferential operators on Gx. We define
σ(D, ξ) := σpr(Dx)(x, ξ),
where σpr(Dx) denotes the principal symbol of the pseudodifferential operator Dx.
Now we give important examples of Lie groupoids which are building blocks of
groupoids appearing in this paper. For more examples including the ones below,
see [DL10, Example 6.2 and Example 6.4].
Example 2.24 (Vector bundle groupoids). If we are given a smooth vector bundle
π : E → X , we get a Lie groupoid E ⇒ X by setting s = r = π and multiplication
induced from the addition on Ex for each x. Choosing any smooth family of fiber-
wise riemannian metric on E, the C∗-algebra C∗(E) is the fiberwise convolution
algebra of E, and we have C∗(E) ≃ C0(E∗) by the fiberwise Fourier transform.
An E-pseudodifferential operator DE is equivalent to a family of pseudodifferential
operators {Dx}x∈X parametrized by X , and each Dx is an operator on the space
Ex which is translation invariant.
Example 2.25 (Groupoids associated to fiber bundles). If we are given a smooth
fiber bundle π : M → X , we get a Lie groupoid M ×π M = {(m,n) ∈ M ×
M | π(m) = π(n)} ⇒ M . Here s(m,n) = n, r(m,n) = m and (m,n) · (n, l) =
(m, l). Choosing any smooth family of fiberwise riemannian metric for π, the C∗-
algebra C∗(M ×π M) is isomorphic to K(L2X(M)), where L2X(M) is the Hilbert
C0(X)-module given by the completion of C
∞
c (M) by the canonical C0(X)-valued
inner product, and the symbol K denotes the C∗-algebra of compact operators
in the sense of a Hilbert module. We have the canonical Morita equivalence (for
the notion of Morita equivalence, see [DL10, Section 1.2]) between C∗(M ×π M)
and C0(X). An M ×π M -pseudodifferential operator Dπ is equivalent to a family
of pseudodifferential operators {Dx}x∈X parametrized by X , and each Dx is an
operator on π−1(x).
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2.3.2. Geometric operators. Here we define geometric operators, such as spin Dirac
operators and signature operators, on a given Lie groupoid G. For detailed discus-
sion and other examples, we refer to [LN01].
In this paper, we often deal with Z2-graded vector bundles and algebras. If we
are given two Z2-graded vector bundles V and W , or algebras A and B, we always
consider their graded tensor product V ⊗ˆW and A⊗ˆB, following the conventions in
[LM89, Section 1.1].
In this subsubsection, for an Euclidean space E, we denote Cliff(E) by the ∗-
algebra over R, generated by the elements of E and relations
e = −e∗, and e2 = −||e||2 · 1 for all e ∈ E.
This construction applies to Euclidean vector bundles as well.
First we define spin Dirac operators. In order to do this, we first define our
convention on spin and spinc structures on vector bundles. Denote G˜L+k (R) →
GL+k (R) the unique non-trivial covering of GL
+
k (R) for k ≥ 2. For k = 1, denote
G˜L+k (R) := GL
+
k (R)× Z2 → GL+k (R) the projection to the first factor.
Definition 2.26. (Spin/Pre-spin structures on vector bundles)
Let E → X be a real vector bundle on a space X with rank k.
• A pre-spin structure on E consists of the following data (o, P ′).
– An orientation o on the vector bundle E → X .
– A principal G˜L+k (R)-bundle P
′ → X equipped with a bundle map
P ′ → PGL+(E) which is equivariant with respect to the canonical
homomorphism G˜L+k (R) → GL+k (R). Here we denoted PGL+(E) the
oriented frame bundle of E defined by o.
• A spin structure on E consists of the following data (o, g, P ).
– An orientation o and a riemannian metric g on the vector bundle E →
X .
– A principal Spink-bundle P → X equipped with a bundle map P →
PSO(E) which is equivariant with respect to the canonical homomor-
phism Spink → SOk.
Note that a pre-spin structure on E together with any riemannian metric g on
E defines a spin structure on E uniquely. A pre-spin structure on E can also be
regarded as a homotopy class of spin structures on E. See [LM89, pp.131–132].
Definition 2.27 (Spinc/Pre-spinc structures on vector bundles). Let E → X be
a real vector bundle on a space X .
• A pre-spinc structure on E consists of the following data (o, P ′).
– An orientation o on the vector bundle E → X .
– A principal G˜L+k (R) ×Z2 C∗-bundle P ′ → X equipped with a bundle
map P ′ → PGL+(E) which is equivariant with respect to the canonical
homomorphism G˜L+k (R)×Z2 C∗ → GL+k (R).
• A spinc structure on E consists of the following data (o, g, P ).
– An orientation o and a riemannian metric g on the vector bundle E →
X .
– A principal Spinck-bundle P → X equipped with a bundle map P →
PSO(E) which is equivariant with respect to the canonical homomor-
phism Spinck → SOk.
14 M. YAMASHITA
If E has a spinc-structure, by the group homomorphism
p : Spinck = Spink ×Z2 U(1)→ U(1), [g, z] 7→ z2
we get a hermitian line bundle
L := P ×p C→ X.
We call L the determinant line bundle associated to the spinc-structure.
• A differential spinc structure onE consists of the following data (o, g, P,∇L).
– A spinc structure (o, g, P ) on E.
– A unitary connection ∇L on the determinant line bundle L.
Definition 2.28. A spin (pre-spin, spinc, pre-spinc, differential spinc) structure on
a Lie groupoid G is a spin (pre-spin,spinc, pre-spinc, differential spinc ) structure
on its Lie algebroid AG→ G(0) (regarded as a vector bundle).
Suppose we are given a metric g on AG. For each x ∈ G(0), since we have
TGx ≃ (r∗AG)|Gx canonically, g induces a riemannian metric on Gx. Levi-Civita
connection on each Gx, denoted by ∇x : C∞(Gx;TGx) → C∞(Gx;TGx ⊗ T ∗Gx),
combines to give a linear map
(2.29) ∇LC : C∞(G; r∗AG)→ C∞(G; r∗AG⊗ r∗A∗G).
For each X ∈ C∞(G(0);AG), r∗X ∈ C∞(G; r∗AG) gives a first order differential
operator
∇LCr∗X : C∞(G; r∗AG)→ C∞(G; r∗AG),
and it is right invariant, i.e., ∇r∗X ∈ Diff1(G;AG).
Suppose that we are given a spin structure on G. Let S → G(0) be the associated
complex spinor bundle. The Levi-Civita connection on r∗AG lifts uniquely to a
connection ∇S : C∞(G; r∗S)→ C∞(G; r∗S ⊗ r∗A∗G) and it has a right invariance
property as above. Let us denote c : Cliff(AG) → End(S) the Clifford action on
the spinor bundle.
Definition 2.30 (Spin Dirac operators on Lie groupoids). Let G be a Lie groupoid
equipped with a spin structure. Let {eα}α be a local orthonormal frame of AG→
G(0). The differential operator DS on C∞(G; r∗S), locally defined as
DS :=
∑
α
c(eα)∇Sr∗eα ,
gives an element DS ∈ Diff1(G;S). We call it the spin Dirac operator on G. If
the rank of AG is even, the spinor bundle is naturally Z2-graded and the Dirac
operator is odd with respect to this grading.
Equivalently, the definition of DS can also be described as follows. Given a spin
structure on G, for each x ∈ G(0) the spin structure on Gx is associated. If we
denote DSx the spin Dirac operator for each Gx, the family D
S = {DSx}x∈G(0) forms
a right invariant family, and coincides with the definition given above.
This construction generalizes to Clifford modules and Dirac operators on a Lie
groupoid G, defined as follows.
Definition 2.31 (Clifford modules, connections and Dirac operators on Lie groupoids).
Let G be a Lie groupoid equipped with an orientation and a metric on AG. Let
Cliff(AG)→ G(0) denote the Clifford bundle of AG. LetW → G(0) be a Cliff(AG)-
module bundle. Let us denote c : Cliff(AG)→ End(W ) the Clifford action.
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• A continuous linear map ∇W : C∞(G; r∗W ) → C∞(G; r∗W ⊗ r∗A∗G) is
called an admissible connection if
∇WX (c(Y )ξ) = c(∇LCX Y )ξ + c(Y )∇WX (ξ),
for all ξ ∈ C∞(G; r∗W ) and X,Y ∈ C∞(G; r∗AG).
• A right invariant admissible connection ∇W is called a Clifford connection
on W .
• For a Cliff(AG)-module bundleW equipped with a Clifford connection∇W ,
the Dirac operator DW ∈ Diff1(G;W ) is defined by
DW :=
∑
α
c(eα)∇Wr∗eα ,
using a local orthonormal frame {eα}α for AG.
In other words, a Clifford connection is given by a smooth family of Clifford con-
nections on r∗W → Gx for each x ∈ G(0), satisfying the right invariance. The
associated Dirac operators DWx form a right invariant family, and define the ele-
ment DW ∈ Diff1(G;W ) which coincides with the above definition.
Example 2.32 (Spinc-Dirac operators). Let G be a Lie groupoid equipped with a
differential spinc-structure. The spinc-structure on AG gives the spinor bundle
S(AG) → G(0) with a Cliff(AG)-module structure. Moreover, as in the classical
case, the unitary connection ∇L on the determinant line bundle, together with
the fiberwise Levi-Civita connection ∇LC for G as in (2.29), determines a Clifford
connection ∇S on the complex spinor bundle of AG, denoted by S(AG). We call
the associated Dirac operator DS ∈ Diff1(G;S(AG)) the spinc-Dirac operator.
Example 2.33 (Twisted spinc Dirac operators). Let G be a Lie groupoid equipped
with a differential spinc structure. Let E → G(0) be a Z2-graded hermitian vector
bundle with unitary connection ∇E which preserves the grading. If we denote
by c : Cliff(AG) → End(S(AG)) the Clifford action on the spinor bundle, c⊗ˆ1 :
Cliff(AG)→ End(S(AG)⊗ˆE) gives a Clifford module structure on S(AG)⊗ˆE.
For each x ∈ G(0), denote rx := r|Gx : Gx → G(0). We consider the pullback
connection r∗x∇E on r∗xE → Gx for each x ∈ X . These combine to give a right
invariant continuous linear map
r∗∇E : C∞(G; r∗E)→ C∞(G; r∗E ⊗ r∗AG).
The map
∇S⊗ˆE : C∞(G; r∗(S(AG)⊗ˆE))→ C∞(G; r∗((AG)⊗ˆE)⊗ r∗A∗G)
∇S⊗ˆE := ∇S⊗ˆ1 + 1⊗ˆr∗∇E
gives a Clifford connection on S⊗ˆE. We call the associated Dirac operator DS⊗ˆE ∈
Diff1(G;S(AG)⊗ˆE) the spin Dirac operator twisted by (E,∇E).
Example 2.34 (The signature operator). Let G be a Lie groupoid equipped with a
metric on AG. As in the classical case, the complexified exterior algebra bundle
∧CA∗G → G(0) has the Cliff(AG)-module structure. The fiberwise Levi-Civita
connection as in (2.29) induces a Clifford connection on ∧CA∗G → G(0). We call
the associated Dirac operator Dsign ∈ Diff1(G;∧CA∗G) the signature operator on
G. Of course this is the family consisting of the signature operator on Gx for each
x ∈ G(0). If the rank of AG is even (let us denote it by n), the exterior algebra
16 M. YAMASHITA
bundle ∧CA∗G is Z2-graded by the Hodge star operator. We only consider this
grading on complexified exterior algebra bundles of even-rank real vector bundles
in this paper. Under this grading, the signature operators are odd.
2.3.3. Ellipticity and index classes. From now on we assume that G(0) is compact.
A G-pseudodifferential operator D is called elliptic if σ(D) is invertible. If D ∈
Ψmc (G;E,F ) is elliptic, as in the classical situations, it has a parametrix Q ∈
Ψ−mc (G;F,E) such that DQ− Id ∈ Ψ−∞c (G;F ) and QD − Id ∈ Ψ−∞c (G;E).
For an elliptic operator F ∈ Ψ0c(G;E,F ), we can define the index class Ind(F ) ∈
K0(C
∗(G)) as follows. For simplicity we work in the case where coefficient bundles
are trivial; for the general case we use the nontrivial-coefficient version of alge-
bras (such as C∗(G;E)) which are Morita equivalent to trivial coefficient versions
(C∗(G)), and proceed exactly in the same way. We have Ψ0c(G) ⊂ M(C∗(G)),
where M(C∗(G)) denotes the multiplier algebra of C∗(G). We denote Ψ0c(G) the
completion of Ψ0c(G) by the norm induced fromM(C∗(G)). The ∗-homomorphism
σ : Ψ0c(G)→ C∞(S∗(G)) extends to the ∗-homomorphism σ : Ψ0c(G)→ C(S∗(G))
and fits into the exact sequence
0→ C∗(G)→ Ψ0c(G) σ→ C(S∗(G))→ 0.
We denote the connecting element associated to the above exact sequence by
indG
(0)
(G) ∈ KK1(C(S∗(G)), C∗(G)).
For F ∈ Ψ0c(G), we say it is elliptic if σ(F ) is invertible. When F is elliptic, it
defines a class [σ(F )] ∈ K1(C(S∗(G))). We define the index class of the elliptic
operator F as
Ind(F ) := [σ(F )]⊗ indG(0)(G) ∈ K0(C∗(G)).
Suppose there is a compact space Y and a continuous map f : G(0) → Y such
that f−1(y) is saturated for G for all y ∈ Y . Then C(Y ) acts canonically on
C∗-algebras associated to G above, namely Ψ0c(G), C
∗(G) and C(S∗(G)). These
actions commute with elements in these algebras, so for an elliptic operator F ∈
Ψ0c(G), we get a finer index class,
(2.35) IndY (F ) ∈ KK(C(Y ), C∗(G)),
which maps to Ind(F ) by the ∗-homomorphism C→ C(Y ).
Next, we consider the case where an elliptic operator F ∈ Ψ0c(G) is invertible
in some closed saturated subset of G(0). Recall that we call a subset A ⊂ G(0)
saturated if GA = G
A
A = G
A. Assume X ⊂ G(0) is closed and saturated, and GX is
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amenable. We have the following diagram, whose rows and columns are all exact.
(2.36) 0

0

0

0 // C∗(G|G(0)\X) //

C∗(G) //

C∗(G|X) //

0
0 // Ψ0c(G|G(0)\X) //
σ

Ψ0c(G) //
σ

Ψ0c(G|X) //
σ

0
0 // C0(S∗G|G(0)\X) //

C(S∗G) //

C(S∗G|X) //

0
0 0 0
Throughout this article, we denote the connecting element of the top row of the
above exact sequence by ∂G
(0)\X(G) ∈ KK1(C∗(G|X), C∗(G|G(0)\X)). We de-
note the pullback C∗-algebra of the downright corner of the above diagram by
ΣG
(0)\X(G) := Ψ0c(G|X)⊕X C(S∗G). We have the exact sequence
(2.37) 0→ C∗(G|G(0)\X)→ Ψ0c(G)
σf,X→ ΣG(0)\X(G)→ 0.
We call σf,X the full symbol map with respect to X . Since we are assuming
that G|X is amenable, this exact sequence is semisplit. Denote indG
(0)\X(G) ∈
KK1(ΣG
(0)\X(G), C∗(G|G(0)\X)) the connecting element of the exact sequence (2.37).
Suppose F ∈ Ψ0c(G) is elliptic and its restriction to G|X , F |X ∈ Ψ0c(G|X),
is invertible. We call such an operator as fully elliptic with respect to X . This
means that σf,X(F ) ∈ ΣG(0)\X(G) is invertible, so it defines a class [σf,X(F )] ∈
K1(ΣG
(0)\X(G)). The class
IndG(0)\X(F ) := [σf,X(F )]⊗ indG
(0)\X(G) ∈ K0(C∗(G|G(0)\X))
is called the full index class of the operator F with respect to G(0) \X .
In the case of an elliptic positive order pseudodifferential operator D ∈ Ψmc (G),
we also define the index class as follows. Let us denote ψ(x) = x√
1+x2
and consider
the operator ψ(D). This operator satisfies ψ(D) ∈ Ψ0c(G), as shown in [V] (note
that it is not in Ψ0c(G) in general). Then we define its index class as
Ind(D) := Ind(ψ(D)) ∈ K0(C∗(G)).
In the case D ∈ Ψmc (G) is invertible on a closed saturated subset X ⊂ G(0), the
bounded transform ψ(D) is fully elliptic with respect to X. In this case we also say
that D is fully elliptic with respect to X, and define its full index class as
IndG(0)\X(D) := IndG(0)\X(ψ(D)) ∈ K0(C∗(G|G(0)\X)).
2.3.4. Deformation goupoids and blowup groupoids. Here we recall the two con-
structions of groupoids; deformation to the normal cone and blowup. For details
we refer to [DS17].
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First we explain these constructions for manifolds. Let Y be a manifold and X
a locally closed submanifold. First we explain in the case X does not intersect with
the boundary of Y . Denote by NYX the normal bundle of X in Y . The deformation
to the normal cone, denoted byDNC(Y,X), is a smooth manifold which is obtained
by gluing NYX × {0} with Y × R∗. Choose an exponential map θ : U ′ → U , where
U ′ is an open neighborhood of the 0-section in NYX and U is an open neighborhood
of X in Y . The smooth structure is defined in the way that the following maps are
diffeormorphisms onto open subsets of DNC(Y,X).
• the inclusion Y × R∗ → DNC(Y,X).
• the map Θ : Ω′ := {((x, ξ), λ) ∈ NYX × R | (x, λξ) ∈ U ′} → DNC(Y,X)
defined by Θ((x, ξ), 0) = ((x, ξ), 0) and Θ((x, ξ), λ) = (θ(x, λξ), λ) ∈ Y ×R∗
if λ 6= 0.
This condition defines the smooth structure onDNC(Y,X) uniquely and it does not
depend on the choice of θ. We also denote byDNC+(Y,X) := Y×(R∗+)⊔NYX×{0} ∈
DNC(Y,X).
There exists a canonical action of the group R∗ on the manifold DNC(Y,X),
called the gauge action. This is defined by, for an element λ ∈ R∗, λ.(w, t) = (w, λt)
and λ.((x, ξ), 0) = ((x, λ−1ξ), 0) (with t ∈ R∗, w ∈ Y , x ∈ X and ξ ∈ ((NYX )x)).
This action is free and locally proper on the open subset DNC(Y,X) \X × R.
The DNC-construction has the functoriality as follows. Let f : (Y,X) →
(Y ′, X ′) be a smooth map between the pair as above. We can show that f in-
duces a smooth map
DNC(f) : DNC(Y,X)→ DNC(Y ′, X ′).
This map is equivariant with respect to the gauge action by R∗.
The blowup Blup(Y,X) is a smooth manifold which is a union of Y \ X with
P(NYX ), the projective space of the normal bundle N
Y
X . We also define the spherical
blowup SBlup(Y,X), which is a manifold with boundary obtained by gluing Y \X
with the sphere bundle S(NYX ). The definition is as follows.
Blup(Y,X) := (DNC(Y,X) \X × R)/R∗
SBlup(Y,X) := (DNC+(Y,X) \X × R+)/R∗+.
Here we take quotient by the gauge action.
The functoriality of Blup is described as follows. Let f : (Y,X)→ (Y ′, X ′) be a
smooth map between the pair as above. Let Uf := DNC(Y,X) \DNC(f)−1(X ′×
R). Denote Blupf(Y,X) := Uf/R∗. Then we obtain a smooth map Blup(f) :
Blupf(Y,X) → Blup(Y ′, X ′). Similarly we obtain a smooth map SBlup(f) :
SBlupf(Y,X)→ SBlup(Y ′, X ′).
Let us explain the case where Y is a manifold with corners and X meets ∂Y . X
is called an interior p-submanifold of Y if it is a smooth submanifold which meets
all the boundary faces of Y transversally, and covered by coordinate neighborhoods
{U, (v, w)} in Y such that v is a tuple of boundary defining functions on Y and
U ∩ X = {wi = 0 | i = 1, · · · , codimX}. If X is an interior p-submanifold of Y ,
we consider the inward normal bundle (NYX )
+ and we can define DNC+(Y,X) =
(NYX )
+ × {0} ⊔ Y × R∗+. This manifold admits the gauge action by R∗+. We define
SBlup(Y,X) by the same formula as above.
Now we apply these constructions to inclusions of Lie groupoids. Let Γ be a
closed Lie subgroupoid of a Lie groupoid G. First we assume that Γ does not meet
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the boundary of G. Using the functoriality of the DNC construction, we get a Lie
groupoid
DNC(G,Γ)⇒ DNC(G(0),Γ(0)),
where the source and range maps areDNC(s) and DNC(r), and the multiplication
is DNC(m). Denoting the subset D˜NC(G,Γ) := Ur ∩Us ⊂ DNC(G,Γ), we define
Blupr,s(G,Γ) := D˜NC(G,Γ)/R∗. We get a Lie groupoid
Blupr,s(G,Γ)⇒ Blup(G
(0),Γ(0)),
where the source and range maps are Blup(s) and Blup(r), and the multiplica-
tion is Blup(m). Using D˜NC+(G,Γ) := D˜NC(G,Γ) ∩ DNC+(G,Γ) instead of
D˜NC(G,Γ) in the above construction and taking the quotient by the gauge action
of R∗+, we get a Lie groupoid
SBlupr,s(G,Γ)⇒ SBlupr,s(G
(0),Γ(0)).
In the case Γ meets the boundary of G, if Γ is a p-submanifold of G, we can define
the Lie groupoids DNC+(G,Γ) and SBlupr,s(G,Γ) in the same way as above.
2.4. b, Φ, e-calculus and corresponding groupoids. In this subsection, we
recall the basics of b, Φ, and e-calculus, in terms of the groupoid approach. The
settings are as follows.
• Let (M,∂M) be a compact manifold with closed boundaries. Here closed
means that ∂M is a compact manifold without boundary.
• Let ∂M = ⊔mi=1Hi be the decomposition into connected components.
• Let πi : Hi → Yi be a smooth oriented fiber bundle structure with closed
fibers. The typical fibers are allowed to vary from one component to an-
other. We also denote Y = ⊔iYi and π : ⊔iπi.
• Let x ∈ C∞(M) be a boundary defining function. Here a boundary defining
function is a smooth function x on M such that x−1(0) = ∂M , x > 0 on
M˚ and dx(p) 6= 0 for all p ∈ ∂M .
Define V(M) := C∞(M ;TM). Consider the subspaces Vb(M), VΦ(M) and
Ve(M) of V(M), defined as follows.
Vb(M) := {ξ ∈ V(M) | ξ|∂M is tangent to ∂M}
VΦ(M) := {ξ ∈ V(M) | ξ|∂M is tangent to the fibers of π and ξ(x) ∈ x2C∞(M)}
Ve(M) := {ξ ∈ V(M) | ξ|∂M is tangent to the fibers of π}.
These are Lie subalgebras of V(M). Using the Serre-Swan theorem, we see that
there exist smooth vector bundles T bM , TΦM , and T eM overM such that Vb(M) =
C∞(M ;T bM), VΦ(M) = C∞(M ;TΦM), and Ve(M) = C∞(M ;T eM). Note that,
restricted to M˚ , these vector bundles are canonically isomorphic to TM˚ .
A b, Φ, e-metric on M is a smooth riemannian metric on the vector bundles
T bM , TΦM , and T eM , respectively. We also call a riemannian metric on M˚ a b,
Φ, e-metric, if it extends to a smooth metric on these vector bundles. Examples
of such metrics are described as follows. Let T∂M ≃ π∗TY ⊕ T V ∂M be a fixed
splitting for the boundary fibration. We consider three classes of metrics on M ,
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which have the following forms near the boundary.
gb =
dx2
x2
⊕ g∂M
gΦ =
dx2
x4
⊕ π
∗gY
x2
⊕ gπ(2.38)
ge =
dx2
x2
⊕ π
∗gY
x2
⊕ gπ.(2.39)
Here g∂M and gY are some riemannian metrics on ∂M and Y respectively, and
gπ is a fiberwise riemannian metric for π. These are examples of b, Φ, e-metrics
respectively, and a metric of the form above is called rigid.
Denote by Ωb, ΩΦ and Ωe the bundle of smooth densities on the vector bundle
T bM , TΦM and T eM , respectively, and we call them b, Φ, e-density bundles,
respectively.
We define the space of b, Φ, and e-pseudodifferential operators. Let Diff∗b(M)
denote the filtered algebra generated by Vb(M) and C∞(M). An element in this
algebra is called a b-differential operator. The space of b-pseudodifferential oper-
ators contains this algebra. We define the algebra Diff∗Φ(M) and Diff
∗
e(M) in the
analogous way, and the analogous result holds. This space of pseudodifferential op-
erators can be described in two ways, microlocal approach and groupoid approach.
The microlocal approach originates from Melrose [Mel93] for the b-case, and the Φ-
case was given by Mazzeo and Melrose [MM98] and the e-case was given by Mazzeo
[Maz91]. In this paper, we use the groupoid approach, which is more suited with
K-thoretic approach using C∗-algebras, as explained below. For relations between
these two approaches, see [PZ19, Section 6.6].
2.4.1. The groupoid approach. Here we recall the groupoid approach. We can con-
struct groupoids Gb, GΦ, Ge associated to a manifold with fibered boundary, and
define b, Φ, e-pseudodifferential operators as operators in Ψ∗c(Gb), Ψ
∗
c(GΦ) and
Ψ∗c(Ge), respectively. The groupoid corresponding to b-calculus is introduced by
[Mon99], and a general construction by [Nis00] includes the Φ and e cases. Here
we use the description using the blowup construction of groupoids. We use the
blowup construction for groupoids explained in the subsubsection 2.3.4. For this
description, also see [PZ19, Section 13].
• The b-groupoids.
We start with the pair groupoid M ×M ⇒M . Note that this does not
satisfy the definition of Lie groupoid given in Definition 2.19, since s is not a
submersion; however it is easy to see that the spherical blowup construction
is also valid in this case. Consider the subgroupoid ⊔i(Hi ×Hi)⇒ ∂M of
M ×M . Then b-groupoid of M is defined by
Gb := SBlupr,s(M ×M,⊔i(Hi ×Hi))⇒M.
M˚ and Hi, 1 ≤ i ≤ m are saturated subsets of Gb, and we have
Gb = M˚ × M˚ ⊔ ⊔i(Hi ×Hi × R)⇒M.
• The Φ-groupoids.
Consider the subgroupoid ∂M ×π ∂M = ⊔i(Hi ×πi Hi) ⇒ ∂M of Gb.
Then Φ-groupoid of M is defined by
GΦ := SBlupr,s(Gb, ∂M ×π ∂M)⇒M.
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Let us look at the singular part. The inward normal bundle groupoid of
Hi ×πi Hi in Gb is
Hi ×πi TYi ×πi Hi × R× R+ ⇒ Hi × R+
s(x, v, y, a, b) = (y, b)
r(x, v, y, a, b) = (x, b)
m((x, v, y, a, b), (y, w, z, a′, b)) = (x, v + w, z, a+ a′, b)
And the gauge action by λ ∈ R∗+ is given by (x, v, y, a, b) 7→ (x, λv, y, a, λb).
Thus dividing by this gauge action, we get an isomorphism
GΦ|Hi ≃ Hi ×πi Hi ×πi TYi × R
(this can be seen by restricting to b = 1). In other words we have
GΦ = M˚ × M˚ ⊔ ∂M ×π ∂M ×π TY × R⇒M.
• The e-groupoids.
Consider the groupoid M ×M ⇒M and its subgroupoid ∂M ×π ∂M =
⊔i(Hi ×πi Hi)⇒ ∂M . Then e-groupoid of M is defined by
Ge = SBlupr,s(M ×M,∂M ×π ∂M)⇒M.
Let us look at the singular part. The inward normal bundle groupoid of
Hi ×πi Hi in M ×M is
Hi ×πi TYi ×πi Hi × (R+)2 ⇒ Hi × R+
s(x, v, y, a, b) = (y, b)
r(x, v, y, a, b) = (x, a)
m((x, v, y, a, b), (y, w, z, b, c)) = (x, v + w, z, a, c)
And the gauge action by λ ∈ R∗+ is given by (x, v, y, a, b) 7→ (x, λv, y, λa, λb).
So dividing by this action, we get
Ge|Hi ≃ Hi ×πi Hi ×πi (TYi ⋊R∗+)
where R∗+ acts on TYi by multiplication.
We apply the general construction of the subsubsection 2.3.3 to these groupoids.
Recall that a G✷ operator P ∈ Ψ0c(G) is called elliptic if its symbol σ(P ) ∈
C(S∗G✷) is invertible. Note that ∂M ⊂ M = G(0)✷ is a closed saturated sub-
manifold. Applying the construction in (2.37) to the case ∂M = X , we get the
exact sequence
0→ C∗(G✷|M˚ )→ Ψ0c(G✷)
σf,∂M→ ΣM˚ (G✷)→ 0.
We say P ∈ Ψ0c(G) is fully elliptic if σf,∂M (P ) ∈ ΣM˚ (G✷) is invertible. Recall
that if P is fully elliptic it defines the index class IndM˚ (P ) ∈ K0(C∗(G✷|M˚ )) =
K0(K(L
2(M˚))) ≃ Z. By the exact sequence above, the restriction of a fully elliptic
operator P to M˚ is Fredholm, and its Fredholm index corresponds to IndM˚ (P ) ∈ Z.
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3. Indices of geometric operators on manifolds with fibered
boundaries : the case without perturbations
3.1. The definition of indices. In subsections 3.1 and 3.2, for simplicity we only
consider spin Dirac operators, without any twists or perturbations. For our conven-
tions on spin structures and pre-spin structures on vector bundles, see Definition
2.26.
For a given even dimensional compact manifold with fibered boundary (M ev, π :
∂M → Y ) equipped with pre-spin structures on TM and TY as well as a riemannian
metric on the vertical tangent bundle of the boundary fibration, T V ∂M , for which
the fiberwise spin Dirac operator forms an invertible family, we associate its index
in Z. This index can be realized using either Φ-metrics or e-metrics. In the next
section, we show that they actually coincide. Also we show some properties of this
index, using groupoid deformation techniques. For simplicity, we only work in the
case where Y is odd dimensional. The case where Y is even dimensional can be
treated similarly.
Remark 3.1. For a manifold with fibered boundary (M,π : ∂M → Y ), assume that
we are given pre-spin structures on TM and TY . The pre-spin structure on TM
induces a pre-spin structure on T∂M . Choose any splitting T∂M = T V ∂M⊕π∗TY .
We introduce the pullback pre-spin structure on π∗TY . Then a pre-spin structure
on T V ∂M is induced, and it does not depend on the choice of the splitting of T∂M .
We always consider this choice of pre-spin structure on T V ∂M . In particular, when
we are given pre-spin structures on TM and TY as well as a riemannian metric on
T V ∂M , a spin structure on T V ∂M is canonically induced and the fiberwise spin
Dirac operator Dπ is defined.
First, we show that for a fixed spin structure on TΦM or T eM which has a prod-
uct decomposition at the boundary, we get the Fredholmness from the invertibility
of the fiberwise Dirac operators.
Let (M ev, π : ∂M → Y odd) be a compact manifold with fibered boundary,
equipped with pre-spin structures on TM and TY , as well as a riemannian metric
gπ on T
V ∂M .
Fix some riemannian metric gY on Y . Choose a smooth riemannian metric
gΦ (ge) for AGΦ (AGe), whose restriction to AGΦ|∂M = T V ∂M ⊕ π∗TY ⊕ Rx
(AGe|∂M = T V ∂M ⊕ π∗TY ⊕ Rx) can be written as
gΦ|∂M = gπ ⊕ π∗gY ⊕ dx2
ge|∂M = gπ ⊕ π∗gY ⊕ dx2.
For example rigid metrics as in (2.38) and (2.39) on the interior M˚ extends to
metrics on AGΦ and AGe satisfying this condition. Let DΦ ∈ Diff1(GΦ;S(AGΦ)),
De ∈ Diff1(Ge;S(AGe)) be the spin Dirac operators associated to the metrics gΦ
and ge, respectively. Denote Dπ the fiberwise spin Dirac operators for the boundary
fibration structure π(Dπ is a family of operators parametrized by Y ).
Proposition 3.2. In the above settings, assume that the family Dπ is invertible.
Then both DΦ and De are Fredholm, as operators on M˚ with metric induced from
gΦ and ge, respectively.
Proof. First we prove in the Φ-case. We have the decomposition
(3.3) GΦ = M˚ × M˚ ⊔ ∂M ×π ∂M ×π TY × R⇒M.
INDICES ON MANIFOLDS WITH FIBERED BOUNDARIES 23
The restriction of DΦ to the singular part ∂M ×π ∂M ×π TY × R is a family of
operators DΦ|∂M = {DΦ,y}y∈Y parametrized by Y , and each DΦ,y is given by
DΦ,y : C
∞
c (π
−1(y)× TyY × R;S(π−1(y))⊗ˆS(TyY × R))
→ C∞c (π−1(y)× TyY × R;S(π−1(y))⊗ˆS(TyY × R))
DΦ,y = Dπ⊗ˆ1 + 1⊗ˆDTyY×R(3.4)
Here S(TyY × R) and DTyY×R is the translation invariant spinor bundle and the
Dirac operator over the Euclidean space TyY ×R with respect to the metric gY ⊕dx2.
The operators Dπ⊗ˆ1 and 1⊗ˆDTyY×R anticommute, and since Dπ is invertible, we
see that DΦ,y is invertible for all y ∈ Y . So DΦ|∂M is invertible. Thus DΦ is fully
elliptic and we get the Fredholm index
IndM˚ (DΦ) ∈ K0(C∗(GΦ|M˚ )) ≃ Z.
Next, we prove the Proposition in the e-case. The restriction of De to the
boundary component Ge|∂M = ∂M ×π ∂M ×π (TY ⋊R∗+) is described as follows.
De|∂M is a family of operators parametrized by Y , De|∂M = {De,y}y∈Y , and for
each y ∈ Y , we have
De,y : C
∞(π−1(y)× (TyY ⋊R∗+);S(π−1i (y))⊗ˆS(TyY ⋊R∗+))
→ C∞(π−1(y)× (TyY ⋊R∗+);S(π−1i (y))⊗ˆS(TyY ⋊R∗+))
De,y = Dπ−1(y)⊗ˆ1 + 1⊗ˆDTyY⋊R∗+ .(3.5)
Here, S(TyY ⋊R∗+) and DTyY⋊R∗+ denotes the spinor bundle and its Dirac operator
on the Lie group TyY ⋊R∗+ with the translation invariant spin structure and metric
gY ⊕dx2. From the same argument as in the Φ-case above, we get the full ellipticity
of De. 
Next we show that the index only depends on the choice of the fiberwise metric
gπ for the boundary fibration, and does not depend on the choice of base metrics
as well as interior metrics. We consider the following situations.
(1) Pre-spin structures P ′M and P
′
Y on TM and TY , respectively, are fixed.
(2) A riemannian metric gπ on T
V ∂M is fixed. Assume that the associated
fiberwise spin Dirac operator Dπ is invertible.
(3) A smooth riemannian metric gΦ for AGΦ ≃ TΦM →M , whose restriction
to AGΦ|∂M = T V ∂M ⊕ π∗TY ⊕ R can be written as
gΦ|∂M = gπ ⊕ π∗gTY⊕R,
where gTY⊕R is some riemannian metric on the vector bundle TY ⊕R→ Y .
(4) A smooth riemannian metric ge for AGe ≃ T eM → M , whose restriction
to AGe|∂M = T V ∂M ⊕ π∗TY ⊕ R can be written as
ge|∂M = gπ ⊕ π∗gTY⊕R,
where gTY⊕R is some riemannian metric on the vector bundle TY ⊕R→ Y .
(5) Let us denote the spin Dirac operators associated to gΦ and ge by DΦ and
De, respectively.
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Proposition 3.6 (Stability). Under the above situations, IndM˚ (DΦ) and IndM˚ (De)
only depend on the data (1) and (2) above. It does not depend on the choice of gΦ
and ge which satisfy the conditions (3) and (4) above.
Proof. This can be proved by a simple homotopy argument. We prove in the Φ-
case. The e-case is similar. Let g0Φ and g
1
Φ be two choices of smooth metrics on
TΦM which satisfies the condition (3) (for the same fiberwise metric gπ). Let us
denote D0Φ and D
1
Φ the spin Dirac operator with respect to these metrics. Letting
gtΦ = tg
0
Φ + (1 − t)g1Φ for t ∈ [0, 1], we get a smooth path of riemannian metrics
TΦM connecting g0Φ and g
1
Φ. Note that for all t ∈ [0, 1], gtΦ satisfies the condition
(3).
Let us consider the groupoidGΦ×[0, 1]⇒M×[0, 1]. The metrics {gtΦ}t∈[0,1] give
a smooth metric on AGΦ × [0, 1]. Under this metric and the spin structure induced
from M˚ , we get the spin Dirac operator D
[0,1]
Φ . Since D
[0,1]
Φ |∂M×{t} is invertible for
all t, we get the index
IndM˚×[0,1](D
[0,1]
Φ ) ∈ K0(C∗(GΦ|M˚ )× [0, 1]) ≃ Z.
and we have, denoting the ∗-homomorphisms evt : C∗(GΦ|M˚ )× [0, 1])→ C∗(G|M˚ ×
{t}) for t ∈ [0, 1],
(ev0)∗IndM˚×[0,1](D
[0,1]
Φ ) = IndM˚ (D
0
Φ) ∈ K0(C∗(GΦ|M˚ )) ≃ Z, and
(ev1)∗IndM˚×[0,1](D
[0,1]
Φ ) = IndM˚ (D
1
Φ) ∈ K0(C∗(GΦ|M˚ )) ≃ Z.
Since (evt)∗ : K0(C∗(M˚ × M˚ × [0, 1])) ≃ Z → K0(C∗(M˚ × M˚ × {t})) ≃ Z is the
identity map on Z for all t ∈ [0, 1], we get the result. 
By Proposition 3.6, in order to define the indices of spin Dirac operator DΦ and
De, we only have to specify the data (1) and (2) listed before the Proposition 3.6.
So we define the index of the triple (P ′M , P
′
Y , gπ) by the above number.
Definition 3.7. Let (M ev, π : ∂M → Y odd) be a compact manifold with fibered
boundary. For a triple (P ′M , P
′
Y , gπ), where P
′
M and P
′
Y are pre-spin structures
on TM and TY , respectively, and gπ is a riemannian metric on T
V ∂M such that
the associated fiberwise spin Dirac operator is an invertible family, we define its
Φ-index and e-index as
IndΦ(P
′
M , P
′
Y , gπ) := IndM˚ (DΦ)
Inde(P
′
M , P
′
Y , gπ) := IndM˚ (De).
Here DΦ ∈ Diff1(GΦ;S(AGΦ)) and De ∈ Diff1(Ge;S(AGe)) are spin Dirac opera-
tors which are defined by arbitrary choices of data (3) and (4).
3.2. Properties. First, we show that two indices IndΦ(P
′
M , P
′
Y , gπ) and Inde(P
′
M , P
′
Y , gπ)
actually coincide.
Proposition 3.8 (Equality of Φ and e-indices). For a compact manifold with fibered
boundary (M ev, π : ∂M → Y odd), assume that we are given pre-spin structures P ′M
and P ′Y on TM and TY , respectively, and a riemannian metric gπ on T
VM , for
which the fiberwise spin Dirac operator Dπ is an invertible family. Then we have
IndΦ(P
′
M , P
′
Y , gπ) = Inde(P
′
M , P
′
Y , gπ).
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Proof. Let us fix a splitting T∂M ≃ π∗TY ⊕T V ∂M , a boundary defining function
x, and a metric gY on Y . Fix a collar neighborhood U of ∂M and also fix an
identification ∂M × [0, a) ≃ U which is compatible with x. Then consider the
metric gΦ and ge defined as (2.38) and (2.39): these satisfy the conditions above.
The idea is to consider the family of metrics
(3.9) ge(t) =
dx2
x2(x2 + t2)
⊕ π
∗gY
x2
⊕ gπ.
and justify the limit t→ 0. This can be realized as follows.
Consider the Lie algebra TM × [0, 1]→M × [0, 1] with the canonical Lie bracket
(not to be confused with T (M × [0, 1])). Consider the following C∞(M × [0, 1])-
submodule of C∞(M × [0, 1];TM × [0, 1]).
V :=
{
V ∈ C∞(M × [0, 1];TM × [0, 1]) V |∂M×[0,1] ∈ C∞(∂M × [0, 1];T V ∂M × [0, 1]), and
V (x) ∈ x(x + t)C∞(M × [0, 1]t)
}
.
This is a Lie subalgebra of C∞(M× [0, 1];TM× [0, 1]). By the Serre-Swan theorem,
there exists a smooth vector bundle A → M × [0, 1], unique up to isomorphism,
such that C∞(M × [0, 1];A) ≃ V as a C∞(M × [0, 1])-module. The map
p : C∞(M × [0, 1];A)→ C∞(M × [0, 1];T (M × [0, 1]))
induced by V →֒ C∞(M× [0, 1];TM× [0, 1]) →֒ C∞(M× [0, 1];T (M× [0, 1])), gives
a Lie algebroid structure on A→M × [0, 1] with anchor p. We have the following.
• A|M×{t} = AGe for all t ∈ (0, 1].
• A|M×{0} = AGΦ.
• The metric gA on A, defined as (see (3.9))
gA :=
{
ge(t) on M × (0, 1]t
gΦ on M × {0},
gives a smooth metric on A.
Since p|M˚×[0,1] is injective, (A, p) is an almost injective Lie algebroid. By [Deb01],
there exists a smooth Lie groupoid G → M × [0, 1] such that its Lie algebroid AG
is isomorphic to (A, p).
We give the explicit definition of G. As a set,
G = GΦ × {0} ⊔Ge × (0, 1]
= M˚ × M˚ × [0, 1] ⊔ ∂M ×π ∂M ×π (TY ⋊R∗+)× (0, 1] ⊔ ∂M ×π ∂M ×π TY × R× {0},
We describe the smooth structure as follows. Recall we have fixed a tubular
neighborhood U of ∂M . Outside the collar neighborhood, the smooth structure
G \ GU×[0,1]U×[0,1] is given in the canonical way. On U , recall we have fixed the iso-
morphism U ≃ ∂M × [0, a) and TU ≃ (T V ∂M ⊕ π∗TY ⊕ R) × [0, a). Also fix
an exponential map for T∂M . On GU×[0,1]U×[0,1] , we consider the following exponential
map.
(T V ∂M ⊕ π∗TY ⊕ R)× ∂M × [0, a)× [0, 1]→ GU×[0,1]U×[0,1]
(∂z, ∂y, ξ, p, x, t) 7→ ((expp(∂z + x∂y), x+ ex(x+t)ξ), (p, x), t) ∈ U × U × [0, 1] for x > 0
7→ (expp(∂z), p, ∂y, etξ, t) ∈ ∂M ×π ∂M ×π (TY ⋊R∗+)× (0, 1] for x = 0, t ∈ (0, 1]
7→ (expp(∂z), p, ∂y, ξ, 0) ∈ ∂M ×π ∂M ×π TY × R× {0} for x = t = 0.
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We define the smooth structure on GU×[0,1]U×[0,1] so that the above map is a diffeomor-
phism. This smooth structure does not depend on any of the choices. Note also
that, restricted to ∂M × [0, 1] ⊂M × [0, 1], we have
G∂M×[0,1] ≃ DNC(∂M×π∂M×π(TY⋊R∗+), ∂M×π∂M×πTY )|∂M×[0,1] ⇒ ∂M×[0, 1].
We consider the spin structure on A induced from the one on TM and the metric
gA, and denote the associated spin Dirac operator by D ∈ Diff1(G;S(A)). We
can show that D|∂M×[0,1] ∈ Diff1(G∂M×[0,1];S(A∂M×[0,1])) is invertible, as follows.
By the invertibility of Dπ, there exists c > 0 such that D
2
π ≥ c. The operator
D|∂M×[0,1] is given by a family of operators {Dy,t}(y,t)∈Y×[0,1] parametrized by
Y × [0, 1]. Each Dy,t has the form (3.4) for t = 0 and (3.5) for t ∈ (0, 1]. As in the
proof of Proposition 3.2, we have D2y,t ≥ D2π⊗ˆ1 ≥ c. Thus D|∂M×[0,1] is invertible.
So we get the index class
IndM˚×[0,1](D) ∈ K0(C∗(G|M˚×[0,1])) ≃ Z.
and we have, denoting the ∗-homomorphisms evt : C∗(G|M˚×[0,1]) → C∗(G|M˚×{t})
for t ∈ [0, 1],
(ev0)∗IndM˚×[0,1](D) = IndM˚ (DΦ) ∈ K0(C∗(GΦ|M˚ )) ≃ Z, and
(ev1)∗IndM˚×[0,1](D) = IndM˚ (De) ∈ K0(C∗(Ge|M˚ )) ≃ Z.
Since (evt)∗ : K0(C∗(M˚ × M˚ × [0, 1])) ≃ Z → K0(C∗(M˚ × M˚ × {t})) ≃ Z is the
identity map on Z for all t ∈ [0, 1], we get the result.

Next we show the gluing formula.
Proposition 3.10 (The gluing formula). Consider the following situation.
• M0 and M1 are manifolds with fibered boundaries as above, equipped with
pre-spin structures P ′Mi and P
′
Y i on TM
i and TY i, respectively, and a
riemannian metric gπi on T
V ∂M i, for i = 0, 1.
• Assume that on some components of ∂M0 and −∂M1, we are given iso-
morphisms of the data (πi, P ′Mi , P
′
Y i , gπi) restricted there.
• (M,∂M, π′, Y ′) : the manifold with fibered boundary obtained by the above
isomorphism of some boundary components. This manifold is equipped with
the pre-spin structures P ′M and P
′
Y ′ on TM and TY
′, respectively, and a
riemannian metric gπ′ on T
V ∂M induced by the ones on M i.
• Assume that on each boundary components of M0 and M1, the fiberwise
spin Dirac operators are invertible.
Then, we have
Inde(P
′
M , P
′
Y ′ , gπ′) = Inde(P
′
M0 , P
′
Y 0 , gπ0) + Inde(P
′
M1 , P
′
Y 1 , gπ1).
Proof. We use a similar argument to the one in Proposition 3.8. For simplicity we
consider the case where the boundary of each M0 and M1 consists of one compo-
nent, and the isomormorphism is given between ∂M0 and −∂M1. In particular,
the resulting manifold M is a closed manifold in this case. The general case can
be shown in an analogous way. We denote the image of ∂M0 ≃ −∂M1 in M by
H ⊂M , which is a closed hypersurface. Also we denote π : H → Y the fiber bundle
structure induced from the ones on ∂M0 ≃ −∂M1 and the given fiberwise metric
as gπ.
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Consider the Lie algebra TM× [0, 1]→M× [0, 1] with the canonical Lie bracket.
Consider the following C∞(M × [0, 1])-submodule of C∞(M × [0, 1];TM × [0, 1]).
V := {V ∈ C∞(M × [0, 1];TM × [0, 1]) | V |H×{0} ∈ C∞(H × {0};T VH × {0})}.
This is a Lie subalgebra of C∞(M× [0, 1];TM× [0, 1]). By the Serre-Swan theorem,
there exists a smooth vector bundle A → M × [0, 1], unique up to isomorphism,
such that C∞(M × [0, 1];A) ≃ V as a C∞(M × [0, 1])-module. The map
p : C∞(M × [0, 1];A)→ C∞(M × [0, 1];T (M × [0, 1]))
induced by V →֒ C∞(M× [0, 1];TM× [0, 1]) →֒ C∞(M× [0, 1];T (M× [0, 1])), gives
a Lie algebroid structure on A→M × [0, 1] with anchor p. We have the following.
• A|M×{t} = A(M ×M) = TM for all t ∈ (0, 1].
• A|M×{0} = AG0e ∪H AG1e. Here we denoted the e-groupoid of M i by Gie for
i = 0, 1.
• The metric gA on A, defined as
gA :=
dx2
x2 + t2
⊕ π
∗gY
x2 + t2
⊕ gπ
gives a smooth metric on A. Here x is a defining function for H ⊂ M and
t is the [0, 1]-coordinate in M × [0, 1]. The metric gY can be any metric on
Y .
Since p|M×[0,1]\(Y×{0}) is injective, (A, p) is an almost injective Lie algebroid and
by [Deb01] we can integrate this to get a Lie groupoid G ⇒ M × [0, 1]. We can
describe explicitly such groupoid which can be written as
G = (G0e ∪H G1e)× {0} ⊔M ×M × (0, 1]⇒M × [0, 1].
The description is similar to the one in the proof of the Proposition 3.8. We
consider the spin Dirac operator D ∈ Ψ1(G;S(A)) with respect to the given spin
structure and metric gA. The submanifold H×{0} ⊂M×[0, 1] is a closed saturated
submanifold for G. The restriction D|H×{0} is of the form (3.5), and since we are
assuming that Dπ is invertible, we see that D|H×{0} is invertible. Thus we get the
index class
IndM×[0,1]\(H×{0})(D) ∈ K0(C∗(G|M×[0,1]\(H×{0}))).
Note that we have
(ev0)∗IndM×[0,1]\(H×{0})(D) = (Ind(D0e), Ind(D1e)) ∈ K0(C∗(G0e|M˚0)) ⊕K0(C∗(G1e|M˚0)) ≃ Z⊕ Z
(ev1)∗IndM×[0,1]\(H×{0})(D) = Ind(DM ) ∈ K0(C∗(M ×M)) ≃ Z.
Here we denoted DM the spin Dirac operator on M . This coincides with De in the
statement of this proposition. Note that [ev0] ∈ KK(C∗(G|M×[0,1]\(H×{0})), C∗(G0e|M˚0)⊕
C∗(G1e|M˚1)) is a KK-equivalence. Thus, it is enough to show that [ev0]−1 ⊗ [ev1] :
Z⊕ Z→ Z is given by addition.
The groupoid G|M×[0,1)\(H×{0}) is an open subgroupoid of M ×M × [0, 1) ⇒
M × [0, 1). We get the following commutative diagram,
0 // C∗(M ×M × (0, 1)) //

C∗(G|M×[0,1)\(H×{0})) //

C∗(G0e|M˚0)⊕ C∗(G1e|M˚1) //

0
0 // C∗(M ×M × (0, 1)) // C∗(M ×M × [0, 1)) // C∗(M ×M) // 0,
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where the rows are exact. The element [ev0]
−1⊗[ev1] ∈ KK(C∗(G0e|M˚0)⊕C∗(G1e|M˚1), C∗(M×
M)) coincides with the connecting element of the top row. By the functorial-
ity of connecting maps, we see that [ev0]
−1 ⊗ [ev1] = [j0 ⊕ j1], where ji denotes
the inclusion ji : C
∗(Gie|M˚i) →֒ C∗(M × M) for i = 0, 1. Since the inclusion
Gie|M˚i = M˚i × M˚i →֒ M × M is a Morita equivalence for i = 0, 1, we see that
[ev0]
−1⊗ [ev1] = [j0]⊕ [j1] : Z⊕Z→ Z induced between the K0-groups is given by
addition. 
Next we show that the Φ-index can be written as a limit of the Atiyah-Patodi-
Singer (APS) indices. For a manifold with fibered boundary (M,π : ∂M → Y )
as above, we fix riemannian metrics gY and gπ for Y and T
V ∂M . For µ > 0, we
consider a b-metric of the form
(3.11) gb,µ =
1
µ2
(
dx2
x2
⊕ π∗(gY ))⊕ gπ
on a collar neighborhood of the boundary. Denote the Dirac operator associated
to this metric by Dµ. As always we assume that Dπ is an invertible family. The
boundary operator of Dµ is the Dirac operator on ∂M with respect to the metric
µ−2π∗gY ⊕ gπ. It has the form
Dµ,∂ = Dπ⊗ˆ1 + µDY + µ2R
where DY is a first order differential operator whose principal symbol is equal to
the Clifford multiplication by TY , and R is an operator of order 0, coming from
the curvature of the fibration π. For the precise formula, we refer to [BC89, Section
4]. As explained in the proof of Proposition 4.41 in [BC89], the anticommutator
[Dπ⊗ˆ1, DY + µR] is a fiberwise operator, so using fiberwise elliptic estimate and
invertibility of Dπ, we see that for 0 < µ << 1, Dµ,∂ is invertible. When the
boundary operator Dµ,∂ is invertible, the APS index IndAPS(Dµ) of the b-operator
Dµ is, by definition, the Fredholm index of Dµ as an operator on the L
2-space with
respect to the metric gb,µ. Since Dµ,∂ stays invertible for µ > 0 small enough, there
exist a well-defined limit
lim
µ→+0
IndAPS(Dµ) ∈ Z.
(The existence of the limit can also be seen as a consequence of the proof of Propo-
sition 3.12 below. )
Proposition 3.12 (The limit of the APS index is the Φ-index). We have
lim
µ→+0
IndAPS(Dµ) = IndΦ(P
′
M , P
′
Y , gπ).
Proof. Again we use a similar argument as in Proposition 3.8. Consider the Lie
algebra TM× [0, 1]→M × [0, 1] with the canonical Lie bracket (not to be confused
with T (M × [0, 1])). Consider the following C∞(M × [0, 1])-submodule of C∞(M ×
[0, 1];TM × [0, 1]).
V :=
{
V ∈ C∞(M × [0, 1];TM × [0, 1]) V |∂M×{0} ∈ C∞(∂M × {0};T V ∂M × {0}), and
V (x) ∈ x(x + t)C∞(M × [0, 1]t)
}
.
This is a Lie subalgebra of C∞(M×[0, 1];TM×[0, 1]). As in the proof of Proposition
3.8, this gives a Lie algebroid A → M × [0, 1]. The family of metric in (3.11) on
M×(0, 1] and a Φ-metric gΦ onM×{0}, which has the form gΦ|∂M = gπ⊕π∗gTY⊕R,
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gives a smooth metric gA on A → M × [0, 1]µ. We can construct a groupoid
G ⇒M × [0, 1] which integrates A and can be written as
G = GΦ × {0} ⊔Gb × (0, 1]⇒M × [0, 1].
We denote the spin Dirac operator on G with respect to the metric gA by D. As
explained above, there exists a positive number 0 < ǫ ≤ 1 such that D|∂M×[0,ǫ] is
invertible. Thus we get the index class
IndM˚×[0,ǫ](D|M×[0,ǫ]) ∈ K0(C∗(GM˚×[0,ǫ])) ≃ Z.
We have IndAPS(Dµ) = (evµ)∗IndM˚×[0,ǫ](D|M×[0,ǫ]) ∈ K0(C∗(GM˚×{µ})) ≃ Z for
all 0 < µ ≤ ǫ. Moreover, the restriction of D to M × {0} is exactly the same
as the operator DΦ defining the index IndΦ(P
′
M , P
′
Y , gπ) = IndM˚ (DΦ). We have
IndM˚ (DΦ) = (ev0)∗IndM˚×[0,ǫ](D|M×[0,ǫ]) ∈ K0(C∗(GM˚×{0})) ≃ Z. Since evµ in-
duces the identity map on Z for all µ ∈ [0, ǫ], we get the result. 
Next we show the vanishing formula for the case where the spin fiber bundle
structure (preserving the boundary) extends to the whole manifold, and the fiber-
wise operators are invertible for the whole family.
Proposition 3.13 (The vanishing formula). We consider the following situation.
• Let (M ev, ∂M, π : ∂M → Y odd) be a compact manifold with fibered bound-
ary, equipped with pre-spin structures P ′M and P
′
Y on TM and TY , respec-
tively, and a riemannian metric gπ on T
V ∂M , for which the fiberwise spin
Dirac operator Dπ is an invertible family.
• There exist data (π′, X, P ′X , gπ′) such that
– X is a compact manifold with boundary ∂X, with a fixed diffeormor-
phism ∂X ≃ Y . We identify ∂X with Y .
– π′ : (M,∂M) → (X, ∂X) is a fiber bundle structure which preserves
the boundary, and π′|∂M = π. Note that the typical fibers of π and π′
are the same.
– P ′X is a pre-spin structure on TX which satisfies P
′
X |Y = P ′Y .
– gπ′ is a riemannian metric on T
VM (the fiberwise tangent bundle of
the fiber bundle π′) satisfying gπ′ |Y = gπ. We denote Dπ′ the family
of fiberwise spin Dirac operators for π′.
Assume that Dπ′ is invertible. Then we have
IndΦ(P
′
M , P
′
Y , gπ) = Inde(P
′
M , P
′
Y , gπ) = 0.
Proof. The first equality follows from Proposition 3.8. Consider the subgroupoid
M ×π′ M ⊂ Ge and define G := DNC(Ge,M ×π′ M)|M×[0,1]. Denote the closed
saturated subset M1 := M × {0} ∪ ∂M × [0, 1] ⊂ M × [0, 1] for this groupoid.
Note that we have G|∂M×[0,1] = ∂M ×π ∂M ×π DNC(TY ⋊ R∗+, Y )|Y×[0,1]. We
can also see that the restriction G|M×{0} is of the form M ×π′ M ×π′ EX , where
EX → X is a vector bundle over X . In particular, there exists canonical direct
sum decomposition of AG|M1 such that one component is T VM1. Choose any
riemannian metric gA on AG such that, on M1, the two direct sum components are
orthogonal, and T VM1-component is equal to gπ′ ∪ gπ × [0, 1]. We consider the
spin structure on AG defined by the given data and metric gA chosen above, and
consider the spin Dirac operator D ∈ Diff1(G;S(AG)).
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Then, the restriction of D to M1 has the product form as in (3.4) and (3.5).
Since we are assuming that the fiberwise operator Dπ′ is invertible, we see that
D|M1 is invertible. So we get the index class
IndM˚×(0,1](D) ∈ K0(C∗(G|M˚×(0,1])),
and we see that Inde(P
′
M , P
′
Y , gπ) = (ev1)∗IndM˚×(0,1](D). However, since C∗(G|M˚×(0,1]) =
C∗(M˚ × M˚) ⊗ C0((0, 1]) is contractible, its K-group is trivial and we get the re-
sult. 
3.3. The cases of twisted spinc and signature operators. The above argu-
ment easily generalizes to the cases of twisted spinc-Dirac operators and twisted
signature operators, as follows. Let (M ev, π : ∂M → Y odd) be a compact manifold
with fibered boundary, and E →M be a Z2-graded complex vector bundle.
3.3.1. Twisted spinc Dirac operators. For our conventions on spinc/pre-spinc/differential
spinc structures, see Definition 2.27. In order to define the Φ and e-indices of the
spinc-Dirac operator on M twisted by E, we need the following data.
(D1) Pre-spinc structures P ′M and P
′
Y on TM and TY , respectively.
(D2) A differential spinc structure Pπ on T
V ∂M , which is compatible with the
pre-spinc-structure induced from P ′M and P
′
Y (see Remark 3.1).
(D3) A hermitian structure on E|∂M as well as a smooth family of fiberwise
unitary connection for the boundary fibration, i.e., a continuous map
∇Eπ : C∞(∂M ;E|∂M )→ C∞(∂M ;E|∂M ⊗ (T V ∂M)∗)
given by a family of unitary connections {∇Ey }y∈Y on the vector bundle
E|π−1(y) → π−1(y) for each y ∈ Y .
(D4) Denote the fiberwise twisted spinc-Dirac operators for π byDEπ = {DEπ−1(y)}y∈Y .
Here DEπ−1(y) acts on C
∞(π−1(y);S(π−1(y))⊗ˆE). We assume that DEπ
forms an invertible family.
Additional data which are needed to define an operator are as follows.
(d1) A differential spinc structure on AGΦ (AGe) such that
• it is compatible with the pre-spinc structures in (D1).
• it has a product structure with respect to the decomposition AGΦ|∂M =
T V ∂M ⊕π∗TY ⊕R (AGe|∂M = T V ∂M ⊕π∗TY ⊕R) at the boundary.
• the T V ∂M -component coincides with the one in (D2).
(d2) A hermitian structure on E which restricts to the one given in (D3), and a
unitary connection ∇E which restricts to ∇Eπ in (D3).
From these data, we get the twisted spinc-Dirac operatorsDS⊗ˆEΦ ∈ Diff1(GΦ;S(AGΦ)⊗ˆE)
and DS⊗ˆEe ∈ Diff1(Ge;S(AGe)⊗ˆE). By the assumption on the invertibility of
DEπ in (D4), we get the fredholmness of these operators as in Proposition 3.2,
as follows. We only explain it in the Φ-case. It is enough to see that the re-
striction to the boundary, DS⊗ˆEΦ |∂M ∈ Diff1(GΦ|∂M ;S(AGΦ)|∂M ⊗ˆE|∂M ), is in-
vertible. This operator is given by a family {DEy }y∈Y parametrized by Y , and
each DEy is the spin
c-Dirac operator twisted by E on the groupoid GΦ|π−1(y) =
π−1(y) × π−1(y) × TyY × R, in the sense of Example 2.33. We have the isomor-
phism S(AGΦ|π−1(y)) ≃ S(π−1(y))⊗ˆS(TyY × R) by the assumption (d1). Define
r : π−1(y)× TyY × R→ π−1(y), (x, ξ, t) 7→ x.
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By the construction of twisted spinc-Dirac operators on groupoids explained in Ex-
ample 2.33, we introduce the connection on the hermitian vector bundle r∗(E|π−1(y))→
π−1(y) × TyY × R as the pullback r∗∇E of the connection ∇E on E. By the as-
sumption in (d2), it coincides with the pullback r∗∇Eπ . Thus the operator DEy is
written as
DEy : C
∞
c (π
−1(y)× TyY × R; (S(π−1(y))⊗ˆE|π−1(y))⊗ˆS(TyY × R))
→ C∞c (π−1(y)× TyY × R; (S(π−1(y))⊗ˆE|π−1(y))⊗ˆS(TyY × R))
DEy = D
E
π−1(y)⊗ˆ1 + 1⊗ˆDTyY×R.(3.14)
Here the operator DTyY×R is the spin
c-Dirac operator on the Euclidean space
TyY×R defined by (d1). The operatorsDEπ ⊗ˆ1 and 1⊗ˆDTyY×R anticommute, and by
the assumption (D4), we get the invertibility of the family DS⊗ˆEΦ |∂M = {DEy }y∈Y .
So we get their indices
IndM˚ (D
S⊗ˆE
Φ ), IndM˚ (D
S⊗ˆE
e ) ∈ Z.
These indices depend only on the data (D1)∼(D4) and do not depend on the
additional data (d1) or (d2), as in Proposition 3.6. So we can define the Φ and
e-indices of the data (P ′M , P
′
Y , Pπ, E,∇Eπ ) as follows.
Definition 3.15. Given data (P ′M , P
′
Y , Pπ, E,∇Eπ ) as in (D1)∼(D4) above, we
choose additional data (d1) and (d2) arbitrarily and define
IndΦ(P
′
M , P
′
Y , Pπ, E,∇Eπ ) := IndM˚ (DS⊗ˆEΦ ),
Inde(P
′
M , P
′
Y , Pπ, E,∇Eπ ) := IndM˚ (DS⊗ˆEe ).
These do not depend on the choice in (d1) or (d2).
We can show the equality IndΦ(P
′
M , P
′
Y , Pπ , E,∇Eπ ) = Inde(P ′M , P ′Y , Pπ, E,∇Eπ )
as in Proposition 3.8. The gluing formula as in Proposition 3.10 and the vanishing
property as in Proposition 3.13 hold analogously.
3.3.2. Twisted signature operators. For twisted signature operators, we need the
following data. Let (M ev, π : ∂M → Y odd) be a compact manifold with fibered
boundaries, where both M and Y are oriented. We call such (M,π : ∂M → Y )
oriented ; note that this includes the orientation on Y . These orientations induce
an orientation on T V ∂M . The data needed to define the Φ and e-signature are as
follows.
(D1) A riemanian metric gπ on T
V ∂M .
(D2) A hermitian structure on E|∂M as well as a smooth family of fiberwise
unitary connection for the boundary fibration, i.e., a continuous map
∇Eπ : C∞(∂M ;E|∂M )→ C∞(∂M ;E|∂M ⊗ (T V ∂M)∗)
given by a smooth family of unitary connections {∇Ey }y∈Y on E|π−1(y) →
π−1(y) for each y ∈ Y .
(D3) Denote the fiberwise twisted signature operators for π byDsign,Eπ = {Dsign,Eπ−1(y)}y∈Y .
Here Dsign,Eπ−1(y) acts on C
∞(π−1(y);∧CT ∗(π−1(y))⊗ˆE). We assume that
Dsign,Eπ forms an invertible family.
Additional data which are needed to define an operator are as follows.
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(d1) A smooth riemannian metric gΦ for AGΦ ≃ TΦM →M , whose restriction
to AGΦ|∂M = T V ∂M ⊕ π∗TY ⊕ R can be written as
gΦ|∂M = gπ ⊕ π∗gTY⊕R,
where gTY⊕R is some riemannian metric on TY ⊕ R→ Y .
(d1)′ A smooth riemannian metric ge for AGe ≃ T eM → M , whose restriction
to AGe|∂M = T V ∂M ⊕ π∗TY ⊕ R can be written as
ge|∂M = gπ ⊕ π∗gTY⊕R,
where gTY⊕R is some riemannian metric on TY ⊕ R→ Y .
(d2) A hermitian structure on E which restricts to the one given in (D3), and a
unitary connection ∇E which restricts to ∇Eπ in (D3).
From these data, we get the twisted signature operatorsDsign,EΦ ∈ Diff1(GΦ;∧CA∗GΦ⊗ˆE)
and Dsign,Ee ∈ Diff1(Ge;∧CA∗Ge⊗ˆE). By the assumption on the invertibility of
Dsign,Eπ in (D4), we get the fredholmness of these operators as in the subsubsection
3.3.1. Note that in this case, the boundary operator Dsign,EΦ |∂M = {Dsign,Ey }y∈Y is
given by
Dsign,Ey : C
∞
c (π
−1(y)× TyY × R; (∧CT ∗(π−1(y))⊗ˆE|π−1(y))⊗ˆ ∧C (TyY × R)∗)
→ C∞c (π−1(y)× TyY × R; (∧CT ∗(π−1(y))⊗ˆE|π−1(y))⊗ˆ ∧C (TyY × R)∗)
Dy = D
sign,E
π−1(y)⊗ˆ1 + 1⊗ˆDsignTyY×R.
Here DsignTyY×R is the Euclidean signature operator defined by the metric gTY⊕R in
(d1).
So we get their indices
IndM˚ (D
sign,E
Φ ), IndM˚ (D
sign,E
e ) ∈ Z.
These indices depend only on the data (D1)∼(D3) and do not depend on the
additional data (d1), (d1)′ or (d2), as in Proposition 3.6. So we can define the Φ
and e-indices of the data (gπ, E,∇Eπ ) as follows.
Definition 3.16. Given a compact oriented manifold with boundary (M ev, π :
∂M → Y odd) with data (gπ, E,∇Eπ ) as in (D1)∼(D3) above, we choose additional
data (d1), (d1)′ and (d2) arbitrarily and define
SignΦ(M, gπ, E,∇Eπ ) := IndM˚ (Dsign,EΦ ),
Signe(M, gπ, E,∇Eπ ) := IndM˚ (Dsign,Ee ).
This does not depend on the choice in (d1), (d1)′ or (d2).
We can show the equality SignΦ(M, gπ, E,∇Eπ ) = Signe(M, gπ, E,∇Eπ ) as in
Proposition 3.8. The gluing formula as in Proposition 3.10 and the vanishing prop-
erty as in Proposition 3.13 holds analogously.
4. Indices of geometric operators on manifolds with fibered
boundaries : the case with fiberwise invertible perturbations
Next we consider operators with fiberwise invertible perturbations on the bound-
ary family. The idea is that, if we are given a pair (P ′M , P
′
Y , gπ) as in Definition
3.7, even if we do not have the invertibility of fiberwise Dirac operator Dπ for the
boundary fibration, if we are given an invertible perturbation D˜π by a lower order
family, then we can construct fully elliptic Φ/e-operators D˜ such that
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• on the interior M˚ , D˜ differs from DΦ (De) by an operator of order 0.
• the boundary operator of D˜ is given by D˜π⊗ˆ1 + 1⊗ˆDTY×R (D˜π⊗ˆ1 +
1⊗ˆDTY⋊R).
We would like to define the index of this operator as the index of the pair
(P ′M , P
′
Y , gπ) defined by the fiberwise invertible perturbation D˜π. This index has a
simpler description, as below.
4.1. The general situation. In this subsection, we recall the well-known general
construction of indices, defined using invertible perturbations of an operator on
a closed saturated subset for a Lie groupoid. We start with a general setting as
follows.
• Let M be a compact manifold possibly with boundaries and corners.
• Let G⇒M be a Lie groupoid.
• Let V ⊂M be a closed saturated subset for G.
• Let (σM , F˜V ) ∈ C(S∗GM )⊕V Ψ0c(GV ) be an invertible element.
Denote the full symbol algebra ΣM\V (G) := C(S∗GM ) ⊕V Ψ0c(GV ) as in subsub-
section 2.3.3. We consider the following exact sequence.
0→ C∗(GM\V )→ Ψ0c(G)
σf,V→ ΣM\V (G)→ 0.
We denote the connecting element for this short exact sequence as indM\V (G) ∈
KK1(ΣM\V (G), C∗(GM\V )). The element (σM , F˜V ) gives a class inK1(ΣM\V (G)),
so defines the index class as
IndM\V ((σM , F˜V )) := [(σM , F˜V )]⊗ indM\V (G) ∈ K0(C∗(GM\V )).
This index can be generalized to the case where we are given a path from the
operator FV to an invertible operator. The settings are as follows.
• Let (σM , FV ) ∈ ΣM\V (G) be an element such that σM ∈ C(S∗GM ) is
invertible.
• Let FV×[0,1] = {FV×{t}}t∈[0,1] be a continuous path of operators FV×{t} ∈
Ψ0c(GV ) parametrized by t ∈ [0, 1] such that
– FV×{0} = FV .
– FV×{t} is elliptic for all t ∈ [0, 1].
– FV×{1} is invertible.
We call such a path “an invertible perturbation for FV ”.
Remark 4.1. In the following, we often work in the situation where we are given
• An element FV ∈ Ψ0c(GV ) for which σ(FV ) ∈ C(S∗GV ) is invertible, and
• An invertible element F˜V ∈ Ψ0c(GV ) which satisfies F˜V − FV ∈ C∗(GV ).
In this case, we have a canonical choice, up to homotopy, of path FV×[0,1] =
{FV×{t}}t∈[0,1] such that FV×{0} = FV and FV×{1} = F˜V . Namely, we choose
any such continuous path which satisfies FV×{t} − FV ∈ C∗(GV ) for all t ∈ [0, 1].
With the abuse of notation we also call such F˜V “an invertible perturbation for FV ”
and actually consider such path of operators.
From the data above, we define IndM\V (σM , FV×[0,1]) ∈ K0(C∗(GM\V )) as fol-
lows. Denote
(4.2)
M1 :=M ∪V×{0} V × [0, 1] and M˚1 :=M ∪V×{0} V × [0, 1)
G1 := G ∪V×{0} GV × [0, 1]⇒M1 and G˚1 := G1|M˚1 .
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Although M1 is not a manifold, G1 is a longitudinally smooth groupoid, so we
abuse the notations such as C∗(G1) := C∗(G) ⊕V×{0} C∗(GV × [0, 1]).
We have the following exact sequence.
0→ C∗(G˚1)→ Ψ0c(G1)
σf,V×{1}−−−−−−→ ΣM˚1(G1)→ 0.
We denote the associated connecting element as indM˚1(G1) ∈ KK1(ΣM˚1 (G1), C∗(G˚1)).
Consider the canonical ∗-homomorphism
σ′f,V×{1} : Σ
M1\V×[0,1](G1)→ ΣM˚1(G1),
defined by applying the symbol map onGV ×[0, 1]. Here we have ΣM1\V×[0,1](G1) =
C(S∗G1)⊕V×[0,1] Ψ0c(GV × [0, 1]) ≃ C(S∗G) ⊕V×{0} Ψ0c(GV × [0, 1]).
Given a pair (σM , FV×[0,1]) ∈ ΣM1\V×[0,1](G1) as above, by the conditions, the
element σ′f,V×{1}(σM , FV×[0,1]) ∈ ΣM˚1(G1) is invertible. So we get a class
[σ′f,V×{1}(σM , FV×[0,1])] ∈ K1(ΣM˚1 (G1)).
Furthermore the inclusion i : C∗(GM\V ) → C∗(G˚1) gives a KK-equivalence [i] ∈
KK(C∗(GM\V ), C∗(G˚1)). So we define the index as follows.
Definition 4.3.
IndM\V (σM , FV×[0,1]) = [σ′f,V×{1}(σM , FV×[0,1])]⊗indM˚1(G1)⊗[i]−1 ∈ K0(C∗(GM\V )).
Next we prove the following relative formula for this index. Recall that, if we are
given two invertible perturbations F iV×[0,1], i = 0, 1 for an operator FV , they define
the difference class in K1(C
∗(GV )) as follows. Let F ′V×[0,1] = {F ′V×{t}}t∈[0,1] be a
continuous path of operators F ′V×{t} ∈ Ψ0c(GV ) defined by
(4.4) F ′V×{t} =
{
F 0V×{1−2t} if t ∈ [0, 0.5]
F 1V×{2t−1} if t ∈ [0.5, 1].
i.e., first follow the path F 0V×[0.1] in the reversed direction and next follow F
1
V×[0,1].
This operator satisfies F ′V×[0,1] ∈ Ψ0c(GV × [0, 1]). Consider the exact sequence
0→ C∗(GV × (0, 1))→ Ψ0c(GV × [0, 1])
σf,V×{0,1}−−−−−−−→ ΣV×(0,1)(GV × [0, 1])→ 0.
By assumption σf,V×{0,1}(F ′V×[0,1]) is invertible. Thus we get the index class
IndV×(0,1)(F ′V ×[0,1]) ∈ K0(C∗(GV × (0, 1))) ≃ K1(C∗(GV )).
We define this class as the difference class of the invertible perturbations F 0V×[0,1]
and F 1V×[0,1]:
[F 1V×[0,1] − F 0V×[0,1]] := IndV×(0,1)(F ′V ×[0,1]) ∈ K1(C∗(GV )).
Remark 4.5. As in subsection 2.2, we denote by I˜(FV ) the set of invertible pertur-
bations for the operator FV . This set has the obvious homotopy relation, and we
denote I(FV ) the set of homotopy classes of elements in I˜(FV ). We can show that
I(FV ) is nonempty if and only if Ind(FV ) = 0 ∈ K0(C∗(GV )). The above defini-
tion of the difference class induces the affine space structure on I(FV ) modeled on
K1(C
∗(GV )).
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Remark 4.6. In Remark 4.1, we explained that an operator F˜V such that F˜V −FV ∈
C∗(GV ) can be regarded as an invertible perturbation of FV . Assume we have two
invertible perturbations F˜ 0V and F˜
1
V of FV in this sense. Then the difference class
defined above between these perturbations, which we denote by [F˜ 1V − F˜ 0V ], can
be described as follows. We take any path F ′V×[0,1] ∈ Ψ0c(GV × [0, 1]) satisfying
F ′V×{i} = F˜
i
V for i = 0, 1 and F
′
V×{t}− F˜ 0V ∈ C∗(GV ) for all t ∈ [0, 1]. Then we get
[F˜ 1V − F˜ 0V ] = IndV×(0,1)(F ′V×[0,1]) ∈ K1(C∗(GV )).
Two different choices of such path are homotopic, and the one which is obtained
by the construction in (4.4) is one of such choices.
Proposition 4.7 (The general relative formula). Let G ⇒ M be a longitudinally
smooth Lie groupoid over a compact manifold M , and V ⊂M be a closed saturated
subset. Let (σM , FV ) ∈ ΣM\V be an element such that σM ∈ C(S∗GM ) is invert-
ible. Suppose we are given two invertible perturbations F iV×[0,1], i = 0, 1 for F |V .
Then we have
IndM\V (σM , F
1
V×[0,1])−IndM\V (σM , F 0V×[0,1]) = [F 1V×[0,1]−F 0V×[0,1]]⊗∂M\V (G) ∈ K0(C∗(GM\V )).
Here, the element ∂M\V (G) ∈ KK1(C∗(GV ), C∗(GM\V )) is the connecting element
of the short exact sequence,
0→ C∗(GM\V )→ C∗(G)→ C∗(GV )→ 0.
as defined in subsection 2.3.3. In particular, the element IndM\V (σM , FV×[0,1]) ∈
K0(C
∗(GM\V )) only depends on the class of FV×[0,1] in I(FV ).
Proof. We use the notations
• Mt :=M ∪V×{0} V × [0, t] and M˚t :=M ∪V×{0} V × [0, t),
• Gt := G ∪V×{0} GV × [0, t]⇒Mt and G˚t := Gt|M˚t
• The inclusion which gives a KK-equivalence it : C∗(GM\V )→ C∗(G˚t).
for t > 0. Consider the path of operators F ′V×[0,1] defined in (4.4). We change
the parameters t ∈ [0, 1] 7→ t + 1 ∈ [1, 2] and consider it as an operator F ′V×[1,2] ∈
Ψ0c(GV × [1, 2]). By construction the union F 0V×[0,1]∪V×{1}F ′V×[1,2] is a continuous
path of elliptic operators and defines an element in Ψ0c(GV × [0, 2]). Denote σM2 =
σM ∪ σV×[0,2](F 0V ×[0,1] ∪ F ′V×[1,2]) ∈ C(S∗(G2)). The pair (σM2 , F 0V×{1} ⊔ F ′V×{2})
gives an element in ΣM2\V×{1,2}(G2). By construction, this is invertible. Thus we
get the index class
IndM2\V×{1,2}(σM2 , F
0
V×{1} ⊔ F ′V×{2}) ∈ K0(C∗(G2|M2\V×{1,2}))
= K0(C
∗(G˚1))⊕K0(C∗(GV × (1, 2))).(4.8)
We denote by pM˚1 and pV×(1,2) the projections to the first and second factor on the
group appearing in the right hand side of the above equation (4.8). By construction,
we have
pM˚1(IndM2\V×{1,2}(σM2 , F
0
V×{1} ⊔ F ′V×{2})) = IndM\V (σM , F 0V×[0,1])⊗ [i1] ∈ K0(C∗(G˚1)).
pV×(1,2)(IndM2\V×{1,2}(σM2 , F
0
V×{1} ⊔ F ′V×{2})) = [F 1V×[0,1] − F 0V×[0,1]] ∈ K0(C∗(GV × (1, 2))).
Moreover, we see that under the inclusion
j : C∗(G˚1)⊕ C∗(GV × (1, 2))→ C∗(G˚2),
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we have
IndM\V (σM , F 1V×[0,1])⊗ [i2] = IndM˚2(σM , F ′V×{2})
= IndM2\V×{1,2}(σM2 , F
0
V×{1} ⊔ F ′V×{2})⊗ [j].
So we have
IndM\V (σM , F 1V×[0,1]) = IndM2\V×{1,2}(σM2 , F
0
V×{1} ⊔ F ′V×{2})⊗ [j]⊗ [i2]−1
= IndM\V (σM , F 0V×[0,1]) + [F
1
V×[0,1] − F 0V×[0,1]]⊗ [j]⊗ [i2]−1.
Thus it is enough to show that ∂M\V (G) = [j]⊗[i2]−1 ∈ KK(C∗(GV×(1, 2)), C∗(GM\V )).
But this is well-known, since in general the element [∂φ] ∈ KK1(B, J) associated
to an extention of C∗-algebra
0→ J → A φ−→ B → 0,
where B is nuclear, is given by [∂φ] = [j] ⊗ [i]−1, where j : B ⊗ C0((0, 1)) →
A⊕φ (B ⊗C0([0, 1))) is the inclusion and [i] ∈ KK(J,A⊕φ (B ⊗C0([0, 1)))) is the
KK-equivalence (see [Bla98]).
If we have two invertible perturbations F iV×[0,1] (i = 0, 1) which define the
same class in I(FV ), the difference class [F 1V×[0,1] − F 0V×[0,1]] vanishes, so we have
IndM\V (σM , F 1V×[0,1]) = IndM\V (σM , F
0
V×[0,1]) 
Remark 4.9. If we deal with a positive order elliptic operator D ∈ Ψ∗c(G), we con-
sider the bounded transform ψ(D) := D/(1 +D∗D)−1/2 ∈ Ψ0c(G) and do the same
arguments. More generally we can deal with an elliptic operator F ′ ∈ Ψ0c(G;E0, E1)
acting between two vector bundles in an essentially the same way. Namely, we con-
sider the vector bundle E0 ⊕ E1 with the Z2 grading so that E0 is the even part
and E1 is the odd part. Consider the odd self-adjoint operator on E0 ⊕E1 defined
as
F :=
(
0 F ′
F ′∗ 0
)
.
We construct the C∗-algebras with coefficients in E0⊕E1, such as C∗(G;E0 ⊕E1)
and ΣM\V (G;E0⊕E1), with the Z2-grading associated to the grading on E0⊕E1.
These C∗-algebras are Morita equivalent to the corresponding algebras with trivial
coefficients. Associated to an elliptic symbol and an invertible perturbation as be-
fore, we get an odd self-adjoint invertible element 1 (σM , FV×[0,1]) ∈ ΣM\V (G1;E0⊕
E1) (c.f. [CS84, Definition 1.3]). Thus we get the class [(σM , FV×[0,1])] ∈ K1(ΣM1\V×[0,1](G1;E0⊕
E1)) = K1(Σ
M1\V×[0,1](G1)) and the same argument applies.
4.2. The connecting elements of GΦ and Ge. In this preparatory subsection,
we show that the connecting elements of the exact sequences
0→ C∗(GΦ|M˚ )→ C∗(GΦ)→ C∗(GΦ|∂M )→ 0
0→ C∗(Ge|M˚ )→ C∗(Ge)→ C∗(Ge|∂M )→ 0.
1Given a unital graded C∗-algebra A and an odd self-adjoint unitary operator u ∈ A, we can
construct a unital graded ∗-homomorphism Cl1 → A by sending the generator ǫ to u. The K1
class of this element, [u] ∈ K1(A) ≃ KK(Cl1, A) is defined to be the class given by this graded
∗-homomorphism. The space of odd self-adjoint invertible elements on A retracts to the space of
odd self-adjoint unitary elements, so an odd self-adjoint invertible element also defines the class
in K1(A) this way.
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correspond to the Poincare´ dual to the element [CY ] ∈ KK(C, C(Y )). This result
is used in the proof of relative formulas for Φ and e-indices in Proposition 4.20 and
Proposition 4.26.
Lemma 4.10 (The connecting elements of GΦ and Ge). Consider the exact se-
quences
0→ C∗(GΦ|M˚ )→ C∗(GΦ)→ C∗(GΦ|∂M )→ 0(4.11)
0→ C∗(Ge|M˚ )→ C∗(Ge)→ C∗(Ge|∂M )→ 0.(4.12)
Denote by ∂M˚ (GΦ) ∈ KK1(C∗(GΦ|∂M ), C∗(GΦ|M˚ )) and ∂M˚ (Ge) ∈ KK1(C∗(Ge|∂M ), C∗(Ge|M˚ ))
the connecting elements associated to the above exact sequences. Denote by CY :
C→ C(Y ) the canonical ∗-homomorphism. Denote by [σY ] ∈ KK(C∗(TY ),C) the
element which is Poincare´ dual to [CY ] ∈ KK(C, C(Y )).
(Φ) Under the Morita equivalence between GΦ|∂M and TY × R, the element
∂M˚ (GΦ) ∈ KK1(C∗(GΦ|∂M ), C∗(GΦ|M˚ )) ≃ KK(C∗(TY ),C) identifies
with the element [σY ].
(e) Under the Morita equivalence between GΦ|∂M and TY ⋊R∗+ and the KK1-
equivalence between C∗(TY ⋊R∗+) and C
∗(TY ) given by the Connes-Thom
isomorphism, the element ∂M˚ (Ge) ∈ KK1(C∗(Ge|∂M ), C∗(Ge|M˚ )) ≃ KK(C∗(TY ),C)
identifies with the element [σY ].
Proof. First we show that it is enough to consider the case M = Y × R+ and
π : ∂M = Y ×{0} → Y is the identity map. Indeed, fixing a tubular neighborhood
U ≃ ∂M × R+ of ∂M in M , U ⊂ M is a transverse submanifold of both Ge and
GΦ. Thus the connecting element of (4.11) is equal to the connecting element of
the exact sequence
(4.13) 0→ C∗(GΦ|U˚ )→ C∗(GΦ|U )→ C∗(GΦ|∂M )→ 0,
and analogously for (4.12). We consider the manifold with fibered boundary (Y ×
R+, idY : Y × {0} → Y ) and denote its Φ and e-groupoids as G˜Φ and G˜e. Denote
π˜ := π × idR+ : U ≃ ∂M × R+ → Y × R+. We easily see that GΦ|U ≃∗ π˜∗G˜Φ
and Ge|U ≃∗π˜∗G˜e. Under this Morita equivalence, the connecting element of the
exact sequence (4.13) is equal to the connecting element of the corresponding exact
sequence of G˜Φ, and analogously for the e-case. Thus it is enough to consider the
case of manifold with fibered boundary (Y × R+, idY : Y × {0} → Y ), as stated.
From now on, in this proof we denote the b, Φ and e groupoids of (Y × R+, idY :
Y × {0} → Y ) by Gb, GΦ and Ge, respectively.
From now on in this proof, we use symbols such as R∗+ or Rˆ+ in order to distin-
guish various R-factors which have different roles. First we show in the e-case. Re-
call the definition of Ge given in subsubsection 2.4.1; Ge is defined by the spherical
blowup construction of the pair groupoid Y × Y ×R+×R+ ⇒ Y ×R+ by the sub-
groupoid Y ×{(0, 0)}⇒ Y ×{0}, i.e., Ge = SBlupr,s(Y ×Y ×R+×R+, Y ×{(0, 0)}).
Recall the Connes tangent groupoid ([Con94]) of Y , TY = TY ×{0}⊔Y ×Y ×R∗+ ⇒
Y × R+. Its Lie groupoid structure is described as TY = DNC+(Y × Y, Y ) (cf.
[DS17, section 5.3.2]). We easily see that Ge ≃ TY ⋊ R∗+, where R∗+ ∋ λ acts on
TY as multiplication by λ and on R∗+ as multiplication by 1/λ (cf. [DS17, section
5.3.3]. Apply the construction there for G = Y ×Y ). Thus we have a commutative
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diagram in KK-theory,
0 // C∗(Ge|Y×R∗+) //
≃
C∗(Ge) //
≃
C∗(Ge|Y×{0}) //
≃
0
0 // C∗(Y × Y × R∗+ ⋊R∗+) //
KK1
C∗(TY ⋊R∗+) //
KK1
C∗(TY ⋊R∗+) //
KK1
0
0 // C∗(Y × Y × R∗+) // C∗(TY ) // C∗(TY ) // 0,
where the rows are exact and the vertical maps between the middle and the bottom
rows are KK1-equivalences given by the Connes-Thom isomorphism. The connect-
ing element of the bottom row is equal to [σY ]⊗ [Bott] ∈ KK1(C∗(TY ), C0(R∗+))
(see [Con94, Lemma 6 in Chapter 2, Section 5]), so we get the result.
Next we prove the Φ-case. Recall that GΦ is defined as GΦ = SBlupr,s(Gb, Y ),
where we regard Y ⇒ Y as a subgroupoid Y × {0} × {0} ⇒ Y × {0} of the
groupoid Gb = Y × Y × R × {0} ⊔ Y × Y × R∗+ × R∗+ ⇒ Y × R+. We define
∂Gb := Gb|Y×{0} = Y × Y × R and G˚b = Gb|Y×R∗+ = Y × Y × R∗+ × R∗+. Noting
that Y × {0} is a closed saturated submanifold for Gb, we have a commutative
diagram
0

0

0

0 // C∗(G˚b × R∗+) //

C∗(D˜NC+(Gb, Y )) //

C∗(N˚GbY ) ≃ (C∗(TY × R)⊗ C0(Rˆ∗+)) //

0
0 // C∗(Gb × R∗+) //

C∗(DNC+(Gb, Y )) //

C∗(NGbY ) ≃ (C∗(TY × R)⊗ C0(Rˆ+)) //

0
0 // C∗(∂Gb × R∗+) //

C∗(DNC+(∂Gb, Y )) //

C∗(N∂GbY ) ≃ C∗(TY × R) //

0
0 0 0
where the rows and columns are exact. We easily see that DNC+(∂Gb, Y ) ≃
TY ×R⇒ Y ×R+, where the factor R does not act on the base. Thus the connect-
ing element of the bottom row is equal to [σY ]⊗C idR ⊗C [Bott] ∈ KK1(C∗(TY ×
R), C∗(Y × Y × R × R∗+)). The connecting element of the right column is equal
to idC∗(TY×R) ⊗C [B̂ott] ∈ KK1(C∗(TY × R), C∗(TY × R) ⊗ C0(Rˆ∗+)). The con-
necting element of the left column is equal to [Bott]−1 ⊗C idR∗+ ∈ KK1(C∗(∂Gb ×
R∗+), C
∗(G˚b × R∗+)) = KK1(C∗(R) ⊗ C0(R∗+), C0(R∗+)) (this well-known fact is a
special case of the e-case above).
On the other hand, recalling that SBlupr,s is defined as the quotient by the
R∗+-action on D˜NC+ (see subsubsection 2.3.4), we have a commutative diagram in
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KK-theory,
0 // C∗(GΦ|Y×R∗+) //
KK1
C∗(GΦ) //
KK1
C∗(GΦ|Y×{0}) //
KK1
0
0 // C∗(G˚b × R∗+) // C∗(D˜NC+(Gb, Y )) // C∗(N˚GbY ) // 0,
where the rows are exact and vertical arrows are KK1-equivalences by the compo-
sition of the Connes-Thom isomorphism and the Morita equivalence between the
crossed product and the quotient. Combining these, we get the result. 
4.3. The definitions and relative formulas for the Φ and e-indices. We
apply this general construction to our settings.
4.3.1. Twisted spinc-Dirac operators. Here we explain the case for twisted spinc-
Dirac operator. First we give a fundamental remark on the space of Cl1-invertible
perturbations of geometric operators.
Remark 4.14. Let X be a closed manifold equipped with a pre-spinc structure, and
E → X be a Z2-graded complex vector bundle. In order to define the twisted spinc-
Dirac operator DE , we have to specify a differential spinc-structure, a hermitian
metric on E and a unitary connection on E. However, since the space of these
choices is contractible, the sets of homotopy classes of Cl1-invertible perturbations,
I(DE), for two different choices are canonically isomorphic.
An analogous remark applies when we consider a family of twisted spinc-Dirac
operators. Suppose we are given a fiber bundle π : N → Y whose typical fiber
is a closed manifold, a pre-spinc-structure P ′π for π, and a complex vector bundle
E → N . Choosing the additional data to define a twisted spinc-Dirac operator
DEπ , we define
I(P ′π , E) := I(DEπ ).
These sets for two different choices of additional data are canonically isomorphic.
For a family of signature operators analogous remark applies. Suppose a fiber
bundle π : N → Y whose typical fiber is a closed manifold, is oriented, and let
E → N be a Z2-graded hermitian vector bundle. We define
Isign(π,E) := I(Dsign,Eπ )
where Dsign,Eπ is the twisted signature operator defined by any fiberwise metric,
hermitian metric on E and unitary connection on E.
Let (M,π : ∂M ev → Y odd, E →M) be a compact manifold with fibered bound-
aries, equipped with a complex vector bundle. The data needed to define the index
are the following.
(D1) Pre-spinc structures P ′M and P
′
Y on TM and TY , respectively. These
induce a pre-spinc structure on T V ∂M , denoted by P ′π .
(D2) A homotopy class of Cl1-invertible perturbation Qπ ∈ I(P ′π , E).
The additional data needed to construct operators are as follows.
(d1) A differential spinc structure on AGΦ (AGe) such that
• it is compatible with the pre-spinc structures in (D1).
• it has a product structure with respect to the decomposition AGΦ|∂M =
T V ∂M ⊕π∗TY ⊕R (AGe|∂M = T V ∂M ⊕π∗TY ⊕R) at the boundary.
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(d2) A hermitian structure on E and a unitary connection ∇E . Denote the
fiberwise twisted spinc-Dirac opeartor DEπ .
(d3) A family of operators D˜Eπ ∈ I˜sm(DEπ ) which is a representative of the class
Qπ ∈ I(P ′π, E) in (D2).
Let us denote by DS⊗ˆEΦ and D
S⊗ˆE
e the twisted spin Dirac operators constructed
from the above data, respectively. Recall that, under the assumption (d1) above,
the restriction of DS⊗ˆEΦ to GΦ|∂M is given by a family {DEy }y∈Y parametrized by
Y , of the form
DEy : C
∞
c (π
−1(y)× TyY × R; (S(π−1(y))⊗ˆE|π−1(y))⊗ˆS(TyY × R))
→ C∞c (π−1(y)× TyY × R; (S(π−1(y))⊗ˆE|π−1(y))⊗ˆS(TyY × R))
DEy = D
E
π−1(y)⊗ˆ1 + 1⊗ˆDTyY×R.
as in (3.14).
Using the Cl1-invertible perturbation D˜Eπ = {D˜Eπ−1(y)}y∈Y in the data (d3)
above, we define an operator D˜S⊗ˆEΦ,∂M ∈ Ψ1c(GΦ|∂M ;S|∂M × E|∂M ) as a family
{D˜Ey }y∈Y , given by
D˜Ey := D˜
E
π−1(y)⊗ˆ1 + 1⊗ˆDTyY×R.
This gives an invertible operator on GΦ|∂M , which satisfies DS⊗ˆEΦ |∂M − D˜S⊗ˆEΦ,∂M ∈
Ψ0c(GΦ|∂M ;S|∂M ). It is easy to see that the class [D˜S⊗ˆEΦ,∂M ] ∈ I(DS⊗ˆEΦ |∂M ) does
not depend on the choice of the explicit operator D˜Eπ representing the class Qπ ∈
I(Pπ , E). Applying the bounded transform, it defines a class
(4.15) [(σM (D
S⊗ˆE
Φ ), ψ(D˜
S⊗ˆE
Φ,∂M ))] ∈ K1(ΣM˚ (GΦ)).
This class only depends on the data (D1) and (D2), and does not depend on the
additional data (d1), (d2), or (d3).
In the e-case, De|∂M also has the product form as in (3.5), so we define an
invertible operator D˜S⊗ˆEe,∂M in an analogous way.
Definition 4.16. Given the data (D1) and (D2) as above, choose any additional
data (d1), (d2) and (d3). We define the Φ and e-indices, defined by the boundary
fiberwise invertible perturbations as
IndΦ(P
′
M , P
′
Y , E,Qπ) := IndM˚ (σM (D
S⊗ˆE
Φ ), ψ(D˜
S⊗ˆE
Φ,∂M )) ∈ K0(C∗(GΦ|M˚ )) ≃ Z,
Inde(P
′
M , P
′
Y , E,Qπ) := IndM˚ (σM (D
S⊗ˆE
Φ ), ψ(D˜
S⊗ˆE
Φ,∂M )) ∈ K0(C∗(Ge|M˚ )) ≃ Z.
This number only depends on the data (D1) and (D2), and does not depend on the
additional data (d1), (d2), or (d3).
For this index we also have the equality
(4.17) IndΦ(P
′
M , P
′
Y , E,Qπ) = Inde(P
′
M , P
′
Y , E,Qπ)
as in Proposition 3.8. Also, similar results to Proposition 3.10 and 3.13 hold in
this case. For the vanishing formula, the assumption becomes that “the fibration
extends to the whole manifold and the fiberwise invertible perturbation extends to
the whole family”. We give the precise formulation of these properties, as follows.
Proposition 4.18 (The gluing formula). We consider the following situations.
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• Let (M0, π0 : ∂M0 → Y 0, E0 →M0) and (M1, π1 : ∂M1 → Y 1, E1 →M1)
be manifolds with fibered boundaries equipped with complex vector bundles.
• Assume we are given data (P ′Mi , P ′Y i , Qπi) satisfying the conditions (D1)
and (D2) above for each i = 0, 1.
• Assume that on some components of ∂M0 and −∂M1, we are given iso-
morphisms of the data (πi, P ′Mi , P
′
Y i , E
i, Qπi) restricted there.
• Let us denote (M,π′ : ∂M → Y ′) the manifold with fibered boundary ob-
tained by identifying isomorphic boundary components. This manifold is
equipped with data (P ′M , P
′
Y ′ , E,Qπ′) induced from those on M
0 and M1.
Then, we have
IndΦ(P
′
M , P
′
Y ′ , E,Qπ′) = Inde(P
′
M , P
′
Y ′ , E,Qπ′)
= Inde(P
′
M0 , P
′
Y 0 , E
0, Qπ0) + Inde(P
′
M1 , P
′
Y 1 , E
1, Qπ1)
Proposition 4.19 (The vanishing formula). We consider the following situations.
• Let (M ev, ∂M, π : ∂M → Y odd) be a compact manifold with fibered bound-
ary, equipped with a complex vector bundle E →M .
• Let (P ′M , P ′Y , Qπ) be data satisfying the conditions in (D1) and (D2).
• Assume that there exists data (π′, X, P ′X , Qπ′) such that
– A compact manifold X with boundary ∂X, with a fixed diffeormor-
phism ∂X ≃ Y . We identify ∂X with Y .
– A fiber bundle structure π′ : (M,∂M)→ (X, ∂X) which preserves the
boundary, and π′|∂M = π. Note that the typical fibers of π and π′ are
the same.
– A pre-spinc structure P ′X on TX which restricts to P
′
Y .
– Assume that the induced pre-spinc-structure induced on T VM restricts
to P ′π at the boundary.
– An element Qπ′ in I(P ′π′ , E) which satisfies Qπ′ |∂M = Qπ.
Then we have
IndΦ(P
′
M , P
′
Y , E,Qπ) = Inde(P
′
M , P
′
Y , E,Qπ) = 0.
Next we show the relative formula for such indices. Recall that, for a family Dπ
of Z2-graded self-adjoint operators parametrized by Y , if we are given two elements
Q0π and Q
1
π in I(Dπ), their difference class [Q1π −Q0π] is defined in K−1(Y ).
Proposition 4.20 (The relative formula). Let (M,∂M, π) as before, and Q0π and
Q1π be two elements in I(P ′π , E). Then we have
IndΦ(P
′
M , P
′
Y , E,Q
1
π)− IndΦ(P ′M , P ′Y , E,Q0π)
= Inde(P
′
M , P
′
Y , E,Q
1
π)− Inde(P ′M , P ′Y , E,Q0π) = 〈[Q1π −Q0π], [DY ]〉.
Here [DY ] ∈ K1(Y ) is the class of spinc-Dirac operator on Y defined by the data
(D1) and (D2), and 〈·, ·〉 : K1(Y )⊗K1(Y )→ Z denotes the index pairing.
Proof. The first equality follows from (4.17). Choose any additional data (d1),
(d2) and (d3) to define the operator DEe . For each i = 0, 1, choose any repre-
sentative D˜E,iπ ∈ I˜sm(P ′π, E) for the class Qiπ ∈ I(P ′π , E). By the general rela-
tive formula, Proposition 4.7, it is enough to show that the difference class of the
invertible perturbations DE,i∂M := D˜
E,i
π ⊗ˆ1 + 1⊗ˆDTY⋊R∗+ for i = 0, 1, defined in
K1(C
∗(Ge|∂M ))(≃ K1(C∗(TY ⋊R∗+)) ≃ K0(Y )), maps to 〈[Q1π −Q0π], [DY ]〉 under
the boundary map ∂M˚ (Ge) : K1(C
∗(Ge|∂M ))→ K0(C∗(Ge|M˚ )).
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Consider the operator D on the groupoid Ge|∂M × [0, 1]t ⇒ ∂M × [0, 1]t defined
by the family
D|∂M×{t} := (tD˜E,0π + (1− t)D˜E,1π )⊗ˆ1 + 1⊗ˆDTY⋊R∗+ .
The restriction to ∂M × {0, 1} is invertible. Thus we get the index class of D in
K0(C
∗(Ge|∂M × (0, 1))), and by Remark 4.6 (and also Remark 4.9), the difference
class of invertible perturbations DE,i∂M coincides with this class:
[DE,1∂M −DE,0∂M ] = Ind∂M×(0,1)(D) ∈ K0(C∗(Ge|∂M × (0, 1))).
Denote the Connes-Thom element [th] ∈ KK1(C∗(Ge|∂M ), C∗(∂M ×π ∂M ×π
TY )). Consider the following self-adjoint ungraded operator on the groupoid ∂M×π
∂M ×π TY × (0, 1)⇒ ∂M × (0, 1):
(4.21) D′|∂M×{t} := (tD˜E,0π + (1− t)D˜E,1π )⊗ˆ1 + 1⊗ˆDTY ,
for each t ∈ [0, 1]. This operator defines a class Ind∂M×(0,1)(D′) ∈ K1(C∗(∂M ×π
∂M ×π TY × (0, 1))), and it satisfies
(4.22) Ind∂M×(0,1)(D)⊗ [th] = Ind∂M×(0,1)(D′).
We consider the following elements.
• [D˜E,1π − D˜E,0π ] ∈ K0(C∗((∂M ×π ∂M)× (0, 1))) ≃ K1(Y ).
• [DY ] ∈ K1(Y ).
• IndY (DTY ) ∈ KK1(C(Y ), C∗(TY )) represented by the ungraded Kasparov
C(Y )-C∗(TY ) bimodule (C∗(TY ;S(TY )),multi, ψ(DTY )), where multi is
the multiplication by C(Y ). This is an ungraded version of (2.35).
• m ∈ KK(C(Y ) ⊗ C∗(TY ), C∗(TY )) represented by the Kasparov C(Y )⊗
C∗(TY )-C∗(TY ) bimodule (C∗(TY ),multi⊗ idC∗(TY ), 0).
• [σY ] ∈ KK(C∗(TY ),C).
The elementm⊗C∗(TY )σY ∈ KK(C(Y )⊗C∗(TY ),C) is the element which gives the
Poincare´ duality between C∗(TY ) and C(Y ). Also we have Ind(DTY )⊗C∗(TY )m =
IndY (DTY ), since the element Ind(DTY ) ∈ KK1(C, C∗(TY )) is represented by the
Kasparov module (C∗(TY ;S(TY )), 1, DTY ). Since Ind(DTY ) is the Poincare´ dual
to [DY ], we have
[DY ] = Ind(DTY )⊗C∗(TY ) m⊗C∗(TY ) σY = IndY (DTY )⊗C∗(TY ) σY .
Next, we show the following equality.
(4.23) Ind∂M×(0,1)(D′) = [D˜E,1π − D˜E,0π ]⊗C(Y ) IndY (DTY ) ∈ KK(C, C∗(TY )).
Let c > 0 be a positive number such that Spec(D˜E,iπ )∩ [−c, c] is empty for i = 0, 1.
Choose an odd continuous function ψ′ ∈ C([−∞,∞]) such that ψ′ ≡ 1 on [c,∞]
and ψ′ ≡ −1 on [−∞,−c]. We see that ψ′(D˜E,iπ ) and ψ′(D˜E,iπ ⊗ˆ1 + 1⊗ˆDTY ) are
self-adjoint unitaries for i = 0, 1. Using this, the classes appearing in (4.23) are
represented by the Kasparov modules,
[D˜E,1π − D˜E,0π ] = [(C∗(∂M ×π ∂M ;S(T V ∂M))⊗ C0(0, 1), 1, {ψ′(tD˜E,0π + (1− t)D˜E,1π )}t)]
Ind∂M×(0,1)(D′) = [(C∗(∂M ×π ∂M ×π TY ;S(T VM)⊗ˆC(Y )S(TY ))⊗ C0(0, 1), 1, ψ′(D′))],
where the first one is graded and the second one is ungraded. We have C∗(∂M ×π
∂M ;S(T V ∂M)) ⊗C(Y ) C∗(TY ;S(TY )) = C∗(∂M ×π ∂M ×π TY ;S(T VM) ⊗C(Y )
S(TY )). Since the above operators commute with the multiplication by elements
in C(Y ), the computation of this Kasparov product is the family version of the
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product over C (more precisely, it is the product in RKK(Y ; ·, ·); see the paragraph
preceeding Proposition 5.18 below). Here operators satisfy the relation (4.21), by
the same argument as in [HR00, Section 10.7 and 10.8], we get the equality (4.23).
By Lemma 4.10, we know that the connecting element ∂M˚ (Ge) ∈ KK1(Ge|∂M , Ge|M˚ )
satisfies
[σY ] = [th]
−1 ⊗ ∂M˚ (Ge) ∈ KK(C∗(TY ),C),
Thus we have
[DE,1∂M −DE,0∂M ]⊗C∗(TY ) ∂M˚ (Ge) = Ind∂M×(0,1)(D) ⊗C∗(TY ) ∂M˚ (Ge)
= Ind∂M×(0,1)(D′)⊗C∗(TY ) [th]−1 ⊗ [th]⊗ [σY ]
= [D˜E,1π − D˜E,0π ]⊗C(Y ) IndY (DTY )⊗C∗(TY ) [σY ]
= [D˜E,1π − D˜E,0π ]⊗C(Y ) [DY ]
= 〈[D˜E,1π − D˜E,0π ], [DY ]〉.
So we get the result. 
4.3.2. Twisted signature operators. Here we explain in the case of twisted signature
operators. The argument is parallel to that in the case for twisted spinc-Dirac op-
erators. Let (M ev, π : ∂M → Y odd) be a compact oriented manifold with fibered
boundaries equipped with a Z2-graded complex vector bundle E →M . Assume we
are given an element Qπ ∈ Isign(π,E). We choose additional data as in subsubsec-
tion 3.3.2, and define the twisted signature with respect to the fiberwise invertible
perturbation, analogously as in the twisted spinc Dirac operator case.
Definition 4.24. Given an element Qπ ∈ Isign(π,E), we define
SignΦ(M,E,Qπ) and Signe(M,E,Qπ) ∈ Z,
in an analogous way to that in Definition 3.15.
We also have the equality of Φ and e-signatures as
(4.25) SignΦ(M,E,Qπ) = Signe(M,E,Qπ).
The gluing formula analogous to Proposition 4.18, as well as the vanishing propo-
sition analogous to Proposition 4.19 also holds for this case.
The relative formula for the twisted signature case is as follows.
Proposition 4.26. Let (M ev, π : ∂M → Y odd) as before, and Q0π and Q1π be two
elements in Isign(π,E). Then we have
SignΦ(M,E,Q
1
π)− SignΦ(M,E,Q0π)
= Signe(M,E,Q
1
π)− Signe(M,E,Q0π) = 2〈[Q1π −Q0π], [DsignY ]〉.
Here [DsignY ] ∈ K1(Y ) is the class of odd signature operator on Y , and 〈·, ·〉 :
K1(Y )⊗K1(Y )→ Z denotes the index pairing.
Proof. The proof is analogous to that for Proposition 4.20. The factor 2 in the
above formula is due to the following observation.
First of all, recall the definition of odd signature operators acting on odd di-
mensional manifolds ([RW06, Definition and Notation 1]). On an odd dimensional
riemannian manifold Y , the essentially self-adjoint operator d+d∗ acting on ∧CT ∗Y
commutes with the Hodge star τ , so we define the odd signature operator DsignY to
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be the operator d+ d∗ restricted to the +1-eigenbundle of τ . So the total signature
operator is isomorphic to the direct sum of two copies of DsignY . We define odd sig-
nature operators for Lie groupoids whose dimensions of s-fibers are odd dimensional
analogously.
The signature operator DsignTY⋊R∗+
on the groupoid TY ⋊R∗+ ⇒ Y defines a class
Ind(DsignTY⋊R∗+
) ∈ K0(C∗(TY ⋊R∗+)). The signature operator DsignTY on the groupoid
TY ⇒ Y defines a class Ind(DsignTY ) ∈ K1(C∗(TY )). We denote the Connes-Thom
element [th] ∈ KK1(C∗(TY ⋊R∗+), C∗(TY )). Then these elements are related by
(4.27) Ind(DsignTY⋊R∗+
)⊗ [th] = 2 · Ind(DsignTY ) ∈ K1(C∗(TY )).
Indeed, under Connes-Thom isomorphism K0(C
∗(TY ⋊R∗+)) ≃ K0(C∗(TY ×R)),
the element Ind(DsignTY⋊R∗+
) maps to Ind(DsignTY×R). By the same argument as in the
proof of [RW06, Lemma 6], we see that 2 · Ind(DsignTY )⊗ Ind(DsignR ) = Ind(DsignTY×R) ∈
K0(C
∗(TY ×R)). Since by definition Ind(Dsign
R
) ∈ K1(C∗(R)) is equal to the Bott
element, (4.27) follows.
So the factor 2 appears in the equation corresponding to (4.22). 
5. The index pairing
In this section, we give a description of the indices defined above, as the index
pairing on the K-theory “relative to the boundary pushforward”. In the following,
we use the following notations.
• For a C∗-algebra A, the symbol M(A) denotes its multiplier algebra.
• For a C∗-algebra A and a Hilbert A-module HA, the symbols B(HA) and
K(HA) denote the C∗-algebras of adjointable operators and compact oper-
ators on HA, respectively.
• For a Euclidean space E, let us denote by Cl(E) the ∗-algebra over C,
generated by the elements of E and relations
e = e∗ and e2 = ||e||2 · 1 for all e ∈ E.
This construction applies to Euclidean vector bundles as well.
• Let us denote by ǫ ∈ Cl1 = Cl(R) the element corresponding to the unit
vector in R. In other words, this element is a generator of Cl1, which is
odd, self-adjoint and unitary.
5.1. The case of spinc-Dirac operators. In this subsection, we consider the case
of spinc-Dirac operators. First we consider the following setting.
• The pair (M,π : ∂M → Y ) is a compact manifold with fibered boundary.
• The fiber bundle π is equipped with a pre-spinc structure P ′π.
In order to formulate the index pairing in this setting, we proceed in the following
four steps. In the following, let n be the dimension of the fiber of π.
(1) We define a C∗-algebra Aπ whose K-groups fit in the exact sequence
· · · → K∗(M) π!◦i
∗
−−−→ K∗−n(Y )→ K∗−n(Aπ)→ K∗+1(M) π!◦i
∗
−−−→ · · · .
(Definition 5.4 and Proposition 5.5). The groups K∗(Aπ) are regarded as
K-groups relative to the boundary pushforward.
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(2) For a pair (E,Qπ) where E is a Z2-graded complex vector bundle over M
and Qπ ∈ I(Pπ , E), we show that it naturally defines a class [(E,Qπ)] ∈
Kn−1(Aπ) (Lemma 5.7).
(3) Assume n is even. For a pair (P ′M , P
′
Y ) of pre-spin
c structures on TM and
TY which satisfies P ′M |∂M = π∗P ′Y ⊕P ′π , we show that it naturally defines
a class [(P ′M , P
′
Y )] ∈ KK(Aπ,ΣM˚ (GΦ)) (Definition 5.23).
(4) We show the equality
IndΦ(P
′
M , P
′
Y , E,Qπ) = [(E,Qπ)]⊗Api [(P ′M , P ′Y )]⊗ΣM˚ (GΦ) ind
M˚ (GΦ) ∈ Z.
(Theorem 5.24). This is the desired index pairing formula.
The most difficult point of the proof of Theorem 5.24 is to relate the invertible op-
erators ψ(D˜Eπ ) and ψ(D˜
E
π ⊗ˆ1+1⊗ˆDTY×R), since they are not “directly related”, for
example by a ∗-homomorphism. In order to overcome this difficulty, we construct a
C∗-algebra Dπ which “connects Aπ and ΣM˚ (GΦ)” using an asymptotic morphism
giving the KK-equivalence between C0(TY ⊕R;Cl(TY ⊕R)) and C(Y ), and con-
struct an invertible element in Dπ which, under suitable ∗-homomorphisms, maps
to [(E, [D˜Eπ ])] ∈ K1(Aπ) and [(σ(DΦ), ψ(D˜Eπ ⊗ˆ1 + 1⊗ˆDTY×R)] ∈ K1(ΣM˚ (GΦ)).
Let N be a compact space. Let π : N → Y be a fiber bundle whose fibers have
closed manifold structure, and π is equipped with a pre-spinc-structure. Choose
any differential spinc-structure representing the given pre-spinc structure (choos-
ing any other choice, we get canonically KK-equivalent C∗-algebras below). Let
S(T VN)→ N denote the spinor bundle of vertical tangent bundle and Dπ denote
the fiberwise spinc-Dirac operators acting on S(T VN). Let L2Y (N ;S(T
VN)) denote
the Hilbert C(Y )-module which is obtained by the completion of C∞c (N ;S(T
VN))
with the natural C(Y )-valued inner product. Note that L2Y (N ;S(T
VN)) is nat-
urally Z2-graded if the typical fiber of π is even dimensional. In this setting we
define a C∗-algebra Ψ(Dπ). We separate the definition in two cases, depending on
the parity of the dimension of the fiber of π.
(1) Assume that the typical fiber of π is odd dimensional. Define χ ∈ C([−∞,∞])
as χ(x) := 12 (1 + x/
√
1 + x2). Let Ψ(Dπ) denote the C
∗-subalgebra of
B(L2Y (N ;S(T VN))) generated by {χ(Dπ)}, C(N) andK(L2Y (N ;S(T VN))).
(2) Assume that the typical fiber of π is even dimensional. Define the odd
function ψ ∈ C([−∞,∞]) by ψ(x) := x/√1 + x2. Let Ψ(Dπ) denote the
Z2-graded C∗-subalgebra of B(L2Y (N ;S(T VN))) generated by {ψ(Dπ)},
C(N) and K(L2Y (N ;S(T VN))).
Lemma 5.1. (1) When the typical fiber of π is odd dimensional, the algebra
Ψ(Dπ) fits into the exact sequence
0→ K(L2Y (N ;S(T VN)))→ Ψ(Dπ)→ C(N)→ 0.
The connecting element of this extension coincides with the class π! ∈
KK1(C(N), C(Y )).
(2) When the typical fiber of π is even dimensional, the algebra Ψ(Dπ) fits into
the exact sequence of graded C∗-algebras
(5.2) 0→ K(L2Y (N ;S(T VN)))→ Ψ(Dπ)→ C(N)⊗ Cl1 → 0.
The connecting element of this extension coincides with the class π! ∈
KK(C(N), C(Y )).
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Proof. We prove the case (2). The case (1) can be proved analogously. Denote by
Γ the groupoid N ×π N ⇒ N . Recall that we have a Z2-graded exact sequence
0→ C∗(Γ;S(AΓ))→ Ψ0c(Γ;S(AΓ)) σ−→ C(S∗Γ;End(S(AΓ)))→ 0.
Of course we have C∗(Γ;S(AΓ)) = K(L2Y (N ;S(T VN))). Consider the restriction
of the symbol map σ to the C∗-subalgebra Ψ(Dπ) ⊂ Ψ0c(Γ;S(AΓ)). Its image is
the C∗-subalgebra of C(S∗Γ;End(S(AΓ))), generated by {σ(ψ(Dπ))} and C(N).
Since σ(ψ(Dπ)) is an odd self-adjoint unitary element commuting with elements in
C(N), we get the canonical isomorphism between this C∗-algebra and C(N)⊗Cl1,
by mapping σ(ψ(Dπ)) to the odd self-adjoint unitary generator ǫ ∈ Cl1. Thus we
get the desired graded exact sequence (5.2).
Next we describe the connecting element of (5.2). We have the following com-
mutative diagram,
0 // K(HY ) // Ψ(Dπ) // _

C(N)⊗ Cl1 // _
φ

0
0 // K(HY ) // Ψ0c(Γ;S(AΓ)) // C(S∗Γ;End(S(AΓ))) // 0,
where the rows are exact and the inclusion φ is explained above. The bottom
row is Morita equivalent to the pseudodifferential extension for the groupoid Γ,
so the connecting element is the element indN (Γ) ∈ KK(C(S∗Γ), C∗(Γ)). By
the naturality of connecting elements, the connecting element of (5.2) is equal to
[φ]⊗C(S∗Γ) indN (Γ).
Let us consider the following KK-elements.
• The element [σ(Dπ)] ∈ K1(C(S∗Γ)). This element coincides with the ele-
ment inKK(Cl1, C(S∗Γ;End(S(AΓ))) given by the unital ∗-homomorphism
which maps ǫ ∈ Cl1 to σ(ψ(Dπ)) (see Remark 4.9).
• The element [m] ∈ KK(C(N)⊗C(S∗Γ), C(S∗Γ))) given by the ∗-homomorphism
f ⊗ ξ 7→ f · ξ.
We see the equality [φ] = [σ(Dπ)] ⊗C(S∗Γ) [m]. On the other hand, the element
indN (Γ) ∈ KK1(C(S∗Γ),K(HY )) ≃ KK(C0(S∗Γ×R∗+), C(Y )) is the element giv-
ing the family index map. If we denote by [p.d.] ∈ KK(C(N)⊗C0((T VN)∗), C(Y ))
the element which gives the fiberwise Poincare´ duality and by q : C0(S
∗Γ×R∗+)→
C0((T
VN)∗) the inclusion, we have the equation
[m]⊗C(S∗Γ) indN (Γ) = [q]⊗C0((TVN)∗) [p.d.] ∈ KK1(C(N)⊗ C(S∗Γ), C(Y )).
(see [CS84, pp.1159–1162]). Thus we see that the product [φ] ⊗C(S∗Γ) indN (Γ) =
[σ(Dπ)]⊗C(S∗Γ)[q]⊗C0((TVN)∗)[p.d.] is the element π! ∈ KK1(C(N), C(Y )), namely
the element given by the Kasparov module (L2Y (N ;S(T
VN)),multi, ψ(Dπ)), where
multi denotes the multiplication by C(N). 
Remark 5.3. As we work in KK-theory in this section, we only need C∗-algebras
to be defined up to KK-equivalence. As in Lemma 5.1, in order to define C∗-
algebras in terms of operators, we need to fix rigid structures, such as differential
spinc-structures. However, the KK-equivalence class is determined by homotopy
equivalence class of those structures, such as pre-spinc-structure (c.f. Remark 4.14).
In order to simplify the arguments, we often omit this procedure of “choosing a rigid
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structure, defining algebras and forgetting the structure to get a KK-equivalence
class”, but the reader should note that we always need such steps.
Definition 5.4 (Aπ). Let (M,π : ∂M → Y ) be a compact manifold with fibered
boundary. Assume that π is equipped with a pre-spinc-structure. Denote i : ∂M →
M the inclusion.
(1) Assume that the typical fiber of π is odd dimensional. We define Aπ to be
the C∗-algebra defined by the pullback (c.f. Remark 5.3)
Aπ //

❴
✤ Ψ(Dπ)

C(M)
i∗ // C(∂M)
(2) Assume that the typical fiber of π is even dimensional. We define Aπ to be
the Z2-graded C∗-algebra defined by the pullback (c.f. Remark 5.3)
Aπ //

❴
✤ Ψ(Dπ)

C(M)⊗ Cl1 i
∗
// C(∂M)⊗ Cl1
Proposition 5.5. Let (M,π : ∂M → Y ) be a compact manifold with fibered bound-
ary. Assume that π is equipped with a pre-spinc-structure. The K-groups of the
C∗-algebra Aπ naturally fits in the exact sequence
· · · → K∗(M) π!◦i
∗
−−−→ K∗−n(Y )→ K∗−n(Aπ)→ K∗+1(M) π!◦i
∗
−−−→ · · · ,
where n is the dimension of the fiber of π.
Proof. We only prove the Proposition in the case n is even. The odd case is similar.
By Lemma 5.1 and the surjectivity of the restriction i∗ : C(M)⊗ Cl1 → C(∂M)⊗
Cl1, we get the graded exact sequence
(5.6) 0→ K(L2Y (N ;S(T VN)))→ Aπ → C(M)⊗ Cl1 → 0.
By Lemma 5.1, the connecting element associated to the above exact sequence is
equal to [i] ⊗ π! ∈ KK(C(M), C(Y )) ≃ KK1(C(M) ⊗ Cl1,K(L2Y (N ;S(T VN)))).
Thus the long exact sequence of K-groups associated to the above short exact
sequence gives the desired sequence. 
Lemma 5.7. Let (M,π : ∂M → Y ) be a compact manifold with fibered boundary.
Denote Γ the groupoid ∂M ×π ∂M ⇒ ∂M . Assume that π is equipped with a
pre-spinc-structure P ′π. Let E be a Z2-graded complex vector bundle over M . Let
Qπ ∈ I(P ′π , E) (see Remark 4.14). Then the pair (E,Qπ) naturally defines a class
[(E,Qπ)] ∈ Kn−1(Aπ), where n is the dimension of the fiber of π.
Proof. We only prove the Lemma in the case n is even. Let us denote DEπ the fiber-
wise spinc-Dirac operators twisted by E (defined using any additional choice; see
Remark 4.14). Let Ψ(DEπ ) denote the Z2-gradedC
∗-subalgebra of B(L2Y (N ;S(T VN)⊗ˆE))
generated by {ψ(DEπ )}, C(N ; End(E)) and K(L2Y (N ;S(T VN)⊗ˆE)). Consider the
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graded C∗-algebra Aπ(E) defined by the pullback
(5.8) Aπ(E) //

❴
✤ Ψ(D
E
π )

C(M ; End(E))⊗ˆCl1 i
∗
// C(∂M ; End(E))⊗ˆCl1
as in Definition 5.4. There is a canonical Morita equivalence between Aπ and
Aπ(E).
Given a pair (E,Qπ) where Qπ ∈ I(P ′π , E), we define an element in K1(Aπ(E))
as follows. Let us choose a representative D˜Eπ ∈ I˜sm(DEπ ). Since D˜Eπ is an in-
vertible family which differs from DEπ by a lower order family, ψ(D˜
E
π ) is an invert-
ible operator in Ψ(DEπ ). Thus the element (1M ⊗ˆǫ, ψ(D˜Eπ )) ∈ Aπ(E) is invertible.
The K1 class defined by this element does not depend on the choice of D˜
E
π . By
composing with the KK-equivalence between Aπ and Aπ(E), we get the element
[(E,Qπ)] := [(1M ⊗ˆǫ, ψ(D˜Eπ ))] ∈ K1(Aπ). 
Now we assume that M is even dimensional and Y is odd dimensional. We
construct an element [(P ′M , P
′
Y )] ∈ KKn(Aπ ,ΣM˚ (GΦ)) for given P ′M , P ′Y pre-
spinc-structures on TM and TY which are compatible with the given fiberwise
pre-spinc structure P ′π at the boundary, i.e., P
′
M |∂M = π∗P ′Y ⊕ P ′π.
The next lemma can be proved in the same way as Lemma 5.1.
Lemma 5.9. Let (M ev, π : ∂M → Y odd) be a compact manifold with fibered bound-
ary, equipped with a pre-spinc-structure P ′π on T
V ∂M . Let P ′M , P
′
Y be pre-spin
c-
structures on TM and TY respectively. We assume that the pre-spinc-structures
are compatible at the boundary.
Choose differential spinc structures on TY and T VM representing P ′Y and P
′
π,
and denote the associated spinc-Dirac operator on GΦ|∂M = ∂M ×π ∂M ×π TY ×
R⇒ ∂M as,
DΦ,∂ := Dπ⊗ˆ1 + 1⊗ˆDTY×R.
Let Ψ(DΦ,∂) denote the Z2-graded C∗-subalgebra of Ψ0c(GΦ|∂M ;S(AGΦ|∂M )) gen-
erated by {ψ(DΦ,∂)}, C(∂M) and C∗(GΦ|∂M ;S(AGΦ|∂M )). If we choose any other
differential spinc-structures on TY and T VM representing P ′Y and P
′
π, the resulting
C∗-algebras are canonically KK-equivalent.
This C∗-algebra fits into the graded exact sequence
0→ C∗(GΦ|∂M ;S(AGΦ|∂M ))→ Ψ(DΦ,∂)→ C(∂M)⊗ Cl1 → 0.
The connecting element of this extension coincides with the class π!⊗C(Y )IndY (DTY×R) ∈
KK(C(∂M), C∗(GΦ|∂M )) (IndY is defined in (2.35)).
Definition 5.10 (Bπ). In the situations in Lemma 5.9, we define a graded C∗-
algebra by the pullback (c.f. Remark 5.3)
Bπ //

❴
✤ Ψ(DΦ,∂)

C(M)⊗ Cl1 i
∗
// C(∂M)⊗ Cl1
Choosing a differential spinc structure of GΦ representing P
′
M , we get a canonical
injective ∗-homomorphism ι : Bπ → ΣM˚ (GΦ;S(AGΦ)) as follows. Denote the
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spinc-Dirac operator on GΦ by DΦ ∈ Diff1(GΦ;S(AGΦ)) and the principal symbol
of the bounded transform of this operator by σ(ψ(DΦ)) ∈ C(S∗GΦ; End(S(AGΦ))),
which is an odd self-adjoint unitary element. Thus the ∗-homomorphism
C(M)⊗ Cl1 → C(S∗GΦ; End(S(AGΦ)))
f ⊗ 1 7→ f
1⊗ ǫ 7→ σ(ψ(DΦ))
is well-defined. Recall we have ΣM˚ (GΦ;S(AGΦ)) = C(S
∗GΦ; End(S(AGΦ)))⊕∂M
Ψ0c(GΦ|∂M ;S(AGΦ|∂M )). It is easy to see that the inclusion Ψ(DΦ,∂)→ Ψ0c(GΦ|∂M ;S(AGΦ|∂M ))
is compatible with the above ∗-homomorphism at ∂M , so they combine to in-
duce the desired ∗-homomorphism ι : Bπ → ΣM˚ (GΦ;S(AGΦ)). The KK-element
[ι] ∈ KK(Bπ,ΣM˚ (GΦ)) is independent of the differential spinc-structure represent-
ing P ′M .
Next, in the settings in Lemma 5.9, we construct an element µ ∈ KK(Aπ,Bπ)
which fits into a commutative diagram in KK-theory,
0 // C∗(Γ;S(AΓ)) //

Aπ //
µ

C(M)⊗ Cl1 // 0
0 // C∗(GΦ|∂M ;S(AGΦ|∂M )) // Bπ // C(M)⊗ Cl1 // 0.
Here we denote by Γ the groupoid N ×π N ⇒ N .
First we consider a general setting. Suppose we are given a compact manifold
Y , and an oriented real vector bundle V over Y . For simplicity we only consider
the case where the rank m of this vector bundle V is odd. We consider the Clifford
algebra bundle Cl(V ) over V (trivial on each fiber of V → Y ) and the Z2-graded
C∗-algebra C0(V ;Cl(V )), where the algebra structure comes from the pointwise
operations and grading comes from the grading on Cl(V ). We consider a variant
of the construction of an asymptotic morphism in [GH04, Section 1], which gives
a KK-equivalence between C0(V ;Cl(V )) and C(Y ). We are going to apply the
following general construction to the real vector bundle V = T ∗Y in our Φ-spinc-
setting. The construction below is also used in the next subsection for signature
operators.
We fix a riemannian metric on V . On the Hilbert C(Y )-module L2Y (V ;Cl(V )),
we consider unbounded, odd essentially self-adjoint operators CV , DV , BV defined
as follows. They are families of operators parametrized by Y , and for each y ∈ Y ,
the operator acts on L2(Vy;Cl(Vy)) as
DV,y :=
∑
i
eˆi
∂
∂xi
CV,y :=
∑
i
xiei
BV := DV + CV ,
by choosing an oriented orthonormal basis {ei}i of Vy and denoting the correspond-
ing orthonormal coodinates by xi on Vy. Here we denote the actions of elements in
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Vy on Cl(V ) by
e(x) = e · x
fˆ(x) = (−1)deg(x)x · f.
Consider the operator ωy := (−1)(m+1)/4eˆ1eˆ2 · · · eˆm ∈ End(Cl(Vy)). This element
does not depend on the choice of an oriented orthonormal basis, and gives an odd
element ω ∈ End(Y ;Cl(V )). Recall that we have assumed that m is odd. This
operator satisfies ω2 = 1, ω = ω∗, ωyei = −eiωy and ωyeˆi = eˆiωy. So we see that
DV ω is an odd essentially self-adjoint operator, DV ω = ωDV and CV ω = −ωCV .
It is well-known that, the operator BV , called the harmonic oscillator, is Fred-
holm and has rank 1-kernel in the even part and zero kernel in the odd part. More-
over, this kernel bundle has a canonical trivialization, given by the global section
{e−‖v‖2/2 ∈ L2(Vy;Cl(Vy))}y. We let P ∈ K(L2Y (V ;Cl(V ))) to be the projection
to the kernel of BV . We denote the asymptotic algebra of K(L2Y (V ;Cl(V )) by
Aµ(K(L2Y (V ;Cl(V ))) := Cb([µ,∞);K(L2Y (V ;Cl(V )))/C0([µ,∞);K(L2Y (V ;Cl(V )))
for µ ∈ R. Of course for any µ ∈ R, the above algebra Aµ(K(L2Y (V ;Cl(V ))) are
canonically isomorphic.
We define a Z2-graded ∗-homomorphism φ by
φ : C0(R;Cl1)⊗ˆC0(V ;Cl(V ))→ A1(K(L2Y (V ;Cl(V )))
f⊗ˆh 7→ [[1,∞) ∋ t 7→ f(t−1DV ω) ·Mht ]
fǫ⊗ˆh 7→ [[1,∞) ∋ t 7→ f(t−1DV ω)ω ·Mht ],
for f ∈ C0(R) and h ∈ C0(V ;Cl(V )). Here we denote by ht ∈ C0(V ;Cl(V )) the
function ht(v) := h(t
−1v) and byMht the pointwise Clifford multiplication operator
by ht. The following lemma is an analogue of [GH04, Proposition 1.5].
Lemma 5.11. The map φ defines a ∗-homomorphism.
Proof. This can be proved in an analogous way to the proof of [GH04, Proposition
1.5]. Instead of repeating the proof, we only point out that the essential point is
that we have the following relations,
eiDV = −DV ei, eiωy = −ωyei, and DV ω = ωDV .

Remark 5.12. In [GH04], they use the C∗-algebra S := (C0(R) with even-odd grading).
For an Euclidean space V , they define a Z2-graded ∗-homomorphism
φ˜ : S⊗ˆC0(V ;Cl(V ))→ A1(K(L2(V ;Cl(V )))
f⊗ˆh 7→ [t 7→ f(t−1DV ) ·Mht ].
This ∗-homomorphism defines an element in the E-theory group [φ˜] ∈ E(C0(V ;Cl(V )),C),
since their definition of E-theory groups is E(A,B) := [[S⊗ˆA⊗ˆK(Hˆ), B⊗ˆK(Hˆ)]]
([GH04, Sectiton 2.1]). Here we denoted the abelian group of equivalence classes of
asymptotic morphisms from A to B by [[A,B]]. On the other hand, an asymptotic
morphism from A to B which admits a completely positive lifting naturally defines
an element in KK(A,B). Thus their asymptotic morphism φ˜ gives an element in
KK(S⊗ˆC0(V ;Cl(V )),C), which is not the desired element.
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We would like to treat KK-elements arising from asymptotic morphisms di-
rectly in our construction, so we do not use the C∗-algebra S and consider the
above asymptotic morphism φ, which indeed gives the KK-equivalence between
C0(R;Cl1)⊗ˆC0(V ;Cl(V )) and C(Y ) (see Proposition 5.15 below).
Define the C∗-algebra
TP := {f ∈ Cb([0,∞);K(L2Y (V ;Cl(V )))) | f(0) = Pf(0) = f(0)P}.
Recall that P is the orthogonal projection to kerBV , which is a rank one bundle on
Y with a canonical trivialization. So we can identify C(Y ) with PK(L2Y (V ;Cl(V )))P ,
to get ∗-homomorphism ev0 : TP → C(Y ). We define a C∗-algebra C by the pull-
back
(5.13)
C //
evC∞

❴
✤ TP

C0(R;Cl1)⊗ˆC0(V ;Cl(V )) φ // A1(K(L2Y (V ;Cl(V ))) ≃ // A0(K(L2Y (V ;Cl(V )))
We define the ∗-homomorphism evC0 : C → C(Y ) by the composition of the top row
of (5.13) and ev0.
Lemma 5.14. Let g be a function in C0(R). For t ∈ (0,∞), consider the func-
tional calculus g(t−1BV ) ∈ K(L2Y (V ;Cl(V ))). This family canonically extends to
an element in TP by setting g(t
−1BV )|t=0 = g(0)P . We abuse the notation and
still denote this element by g(t−1BV ) ∈ TP .
We define the function X : R → R, x 7→ x. Note that Xǫ and CV are odd
unbounded multipliers on C0(R;Cl1) and C0(V ;Cl(V )), respectively. Then we have
φ(g(Xǫ⊗ˆ1 + 1⊗ˆCV )) = [g(t−1BV )] ∈ A(K(L2Y (V ;Cl(V ))).
In other words, for a function g ∈ C0(R) we have an element [g(Xǫ⊗ˆ1+1⊗ˆCV ), g(t−1BV )] ∈
C. Moreover, the operator BV := [Xǫ⊗ˆ1 + 1⊗ˆCV , t−1BV ] (defined to be 0 at
0 ∈ [0,∞)) is an unbounded multiplier (see [GH04, pp. 168–169]) of C.
Proof. The essential point is that BV has discrete spectrum with finite multiplicity.
The lemma is proved by checking on the generators e−x
2
and xe−x
2
of C0(R), and
the computations are essentially the same as in [GH04, Section 1.13]. 
Proposition 5.15. The ∗-homomorphisms
evC0 : C → C(Y ), and
evC∞ : C → C0(R;Cl1)⊗ˆC0(V ;Cl(V )) ≃ C0(V ⊕ R;Cl(V ⊕ R))
induce KK-equivalences among C(Y ), C and C0(V ⊕R;Cl(V ⊕R)). Moreover, we
have
(5.16) [evC0 ]
−1⊗ [evC∞] = [ψ(Xǫ⊗ˆ1+1⊗ˆCV )] ∈ KK(C(Y ), C0(V ⊕R;Cl(V ⊕R))).
Proof. The fact that evC∞ is a KK-equivalence is seen by checking that the kernel
of this ∗-homomorphism, ker(evC∞) = {f ∈ C0([0,∞);K(L2Y (V ;Cl(V )))) | f(0) =
Pf(0) = f(0)P}, is KK-contractible. Let us use the notation HY := L2Y (V ;Cl(V ))
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in this proof. We have the following commutative diagram,
0 // C0((0,∞);K(HY )) // ker(evC∞) _

ev0 // C(Y ) //
 _

0
0 // C0((0,∞);K(HY )) // C0([0,∞);K(HY )) ev0 // K(HY ) // 0,
where the rows are exact. The right vertical inclusion is given by C(Y ) ≃ PK(HY )P →֒
K(HY ) so this is a KK-equivalence. By the five lemma in KK-theory, we see that
the middle vertical arrow is a KK-equivalence. Since C0([0,∞);K(HY )) is KK-
contractible, so is ker(evC∞).
On the other hand, by Lemma 5.14, we see that ψ(BV ) is a self-adjoint mul-
tiplier of C which satisfies ψ(BV )2 − IdC ∈ C, and by construction ψ(BV ) com-
mutes with the action of C(Y ) on C by multiplication. So we get the element
[ψ(BV )] ∈ KK(C(Y ), C). It satisfies [ψ(BV )] ⊗ [evC∞] = [ψ(Xǫ⊗ˆ1 + 1⊗ˆCV )] ∈
KK(C(Y ), C0(R⊕V ;Cl(R⊕V ))) and [ψ(BV )]⊗[evC0 ] = idC(Y ) ∈ KK(C(Y ), C(Y ))
(this is because ψ(t−1BV )|t=0 = ψ(0)P = 0). Thus we have [ψ(Xǫ⊗ˆ1 + 1⊗ˆCV )]⊗
[evC∞]
−1⊗[evC0 ] = idC(Y ) ∈ KK(C(Y ), C(Y )). Since the element [ψ(Xǫ⊗ˆ1+1⊗ˆCV )]
is the Thom element which is a KK-equivalence, we see that [evC0 ] ∈ KK(C, C(Y ))
is a KK-equivalence, which proves (5.16). 
Now, we return to settings of manifolds with fibered boundaries (M,π : ∂M →
Y ) equipped with pre-spinc-structures. We assume thatM is even dimensional and
Y is odd dimensional. We apply the above constructions for V := T ∗Y which is an
oriented vector bundle over Y . Let us denote by Γ the groupoid ∂M×π ∂M ⇒ ∂M .
Choosing differential spinc-structures on T V ∂M and TY representing the given
pre-spinc structure, define a C∗-algebra Ψ(BV ⊗ˆ1+1⊗ˆDπ) to be the C∗-subalgebra
ofM(C⊗ˆC(Y )C∗(Γ;S(AΓ))) generated by {ψ(BV ⊗ˆ1+1⊗ˆDπ)}, C⊗ˆC(Y )C∗(Γ;S(AΓ))
and C(∂M × [0,∞]). Note that we have an exact sequence
0→ C⊗ˆC(Y )C∗(Γ;S(AΓ))→ Ψ(BV ⊗ˆ1 + 1⊗ˆDπ)→ C(∂M × [0,∞])⊗ Cl1 → 0
analogous to (5.6).
Definition 5.17 (Dπ). In the above settings, we define the C∗-algebra Dπ by the
pullback (c.f. Remark 5.3)
Dπ //

❴
✤ Ψ(BV ⊗ˆ1 + 1⊗ˆDπ)

C(M × [0,∞])⊗ Cl1 i
∗
// C(∂M × [0,∞])⊗ Cl1
We have a ∗-homomorphism ev0 := evC0 ⊗C(Y ) idC∗(Γ) : C⊗ˆC∗(Γ;S(AΓ)) →
C∗(Γ;S(AΓ)). This ∗-homomorphism extends to a ∗-homomorphism Dπ → Aπ, by
sending ψ(BV ⊗ˆ1 + 1⊗ˆDπ) to ψ(Dπ) and by evaluating at 0 ∈ [0,∞] on C(M ×
[0,∞])⊗ Cl1, since ψ(0) = 0 and P is the projection to the kernel of BV . We also
denote this ∗-homomorphism by ev0.
On the other hand, using the isomorphism C0(R⊕T ∗Y ;Cl(R⊕T ∗Y )) ≃ C∗(TY ×
R;S(TY×R)), we have a ∗-homomorphism ev∞ := evC∞⊗C(Y )idC∗(Γ) : C⊗ˆC(Y )C∗(Γ;S(AΓ))→
C∗(TY × R;S(TY × R))⊗ˆC(Y )C∗(Γ, S(AΓ)) ≃ C∗(GΦ|∂M ;S(AGΦ|∂M )). This ∗-
homomorphism extends to a ∗-homomorphism Dπ → Bπ by sending ψ(BV ⊗ˆ1 +
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1⊗ˆDπ) to ψ(DTY×R⊗ˆ1 + 1⊗ˆDπ) = ψ(DΦ,∂) and evaluation at ∞ ∈ [0,∞] on
C(M × [0,∞])⊗Cl1, since Xǫ⊗ˆ1+1⊗ˆCV corresponds to DTY×R under the Fourier
transform. We also denote this ∗-homomorphism by ev∞.
In the next proposition, we need to use the RKK-theory for C(Y )-algebras
([Kas88, Section 2.19]). Given a compact space Y and two C(Y )-algebras A and
B, we get an abelian groupRKK(Y ;A,B), roughly by requiring Kasparov modules
to be compatible with the action by C(Y ). We also have the Kasparov product in
this theory,
RKK(Y ;A1, B1⊗ˆC(Y )D)⊗RKK(Y ;D⊗ˆC(Y )A2, B2)
→RKK(Y ;A1⊗ˆC(Y )A2, B1⊗ˆC(Y )B2).
With an abuse of notation, we also denote this product by⊗D. Note that IndY (DTY×R) ∈
KK(C(Y ), C∗(TY × R)) lifts canonically to an element in RKK(C(Y ), C∗(TY ×
R)), which is also denoted by IndY (DTY×R).
Proposition 5.18. Assume that M is even dimensional and Y is odd dimensional.
Consider the following commutative diagram,
(5.19)
0 // C∗(Γ;S(AΓ)) // Aπ // C(M)⊗ Cl1 // 0
0 // C⊗ˆC(Y )C∗(Γ;S(AΓ))
ev0
OO
ev∞

// Dπ //
ev0
OO
ev∞

C(M × [0,∞])⊗ Cl1 //
ev0
OO
ev∞

0
0 // C∗(GΦ|∂M ;S(AGΦ|∂M )) // Bπ // C(M)⊗ Cl1 // 0,
where the rows are exact. The vertical arrows are KK-equivalences, and we define
(5.20) µ := [ev0]
−1 ⊗Dpi [ev∞] ∈ KK(Aπ,Bπ).
Then this element fits into the commutative diagram in KK-theory,
(5.21) 0 // C∗(Γ;S(AΓ)) //
IndY (DTY×R)⊗idC∗(Γ)

Aπ //
µ

C(M)⊗ Cl1 // 0
0 // C∗(GΦ|∂M ;S(AGΦ|∂M )) // Bπ // C(M)⊗ Cl1 // 0.
Here the left vertical arrow is defined by taking Kasparov product of elements
IndY (DTY×R) ∈ RKK(Y ;C(Y ), C∗(TY×R)) and idC∗(Γ) ∈ RKK(Y ;C∗(Γ), C∗(Γ)),
and then forgetting the C(Y )-algebra structure.
Proof. For ease of notations, we drop the coefficient bundle in this proof and write,
for example, C∗(Γ) for C∗(Γ;S(AΓ)). The commutativity of the diagram (5.19)
directly follows from the definition.
That the arrows in the left column of (5.19) are KK-equivalences is the direct
consequence of Proposition 5.15, by noting that ev0 = ev
C
0⊗C(Y )idC∗(Γ) and ev∞ =
evC∞⊗C(Y )idC∗(Γ). By (5.16), we also have the equality
(5.22) [ev0]
−1 ⊗ [ev∞] = IndY (DTY×R)⊗idC∗(Γ) ∈ RKK(Y ;C∗(Γ), C∗(GΦ|∂M )),
by noting that the operator DTY×R corresponds to Xǫ⊗ˆ1 + 1⊗ˆCT∗Y = CT∗Y⊕R
under the Fourier transform.
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Next let us look at the middle column of the diagram (5.19). By the com-
mutativity of the diagram and the five lemma in KK-theory, the above KK-
equivalence result on the left column implies that the middle vertical arrows are
also KK-equivalences. Finally, the commutativity of the diagram (5.21) follows
from (5.22). 
Definition 5.23. Let (M ev, π : ∂M → Y odd) be a compact manifold with fibered
boundary, equipped with a pre-spinc-structures P ′π , P
′
M and P
′
Y on T
V ∂M , TM
and TY , respectively. We assume that these pre-spinc structures are compatible
at the boundary. Then we define
[(P ′M , P
′
Y )] := µ⊗ [ι] ∈ KK(Aπ,ΣM˚ (GΦ)).
Here the element [ι] ∈ KK(Bπ,ΣM˚ (GΦ)) is defined in Definition 5.10 and µ ∈
KK(Aπ,Bπ) is defined in Proposition 5.18.
Theorem 5.24 (The index pairing formula for spinc-Dirac operators). Let (M ev, π :
∂M → Y odd) be a compact manifold with fibered boundary. Let P ′π, P ′M and P ′Y
be pre-spinc-structures on T V ∂M , TM and TY respectively. We assume that the
pre-spinc-structures are compatible at the boundary. Let E be a complex vector
bundle over M . Let Qπ ∈ I(P ′π , E). Then we have
IndΦ(P
′
M , P
′
Y , E,Qπ) = [(E,Qπ)]⊗Api [(P ′M , P ′Y )]⊗ΣM˚ (GΦ) ind
M˚ (GΦ) ∈ Z.
Here the element indM˚ (GΦ) ∈ KK1(ΣM˚ (GΦ),C) is defined in subsection 2.3.3.
Proof. We only prove the Theorem in the case where the dimension of the fiber of π
is even. As in Lemma 5.7, a pair (E,QΦ,∂), where E →M is a Z2-graded complex
vector bundle and QΦ,∂ ∈ I(DEΦ,∂), naturally defines a class [(E,QΦ,∂)] ∈ K1(Bπ).
Here we denoted by DEΦ,∂ the spin
c Dirac operator twisted by E and I(DEΦ,∂) is
the set of homotopy classes of Cl1-invertible perturbations of the operator DEΦ,∂ on
GΦ|∂ .
First we remark that, when we are given a twisting bundle E, it is convenient to
use C∗-algebras Aπ(E), Bπ(E) and Dπ(E) which are Morita equivalent to Aπ , Bπ
and Dπ, respectively; the first one appears in (5.8) and the definitions of the other
algebras are self-explanatory. The corresponding element µ ∈ KK(Aπ(E),Bπ(E))
is realized as [ev0]
−1 ⊗Dpi(E) [ev∞] as in Proposition 5.18, and a ∗-homomorphism
ιE : Bπ(E)→ ΣM˚ (GΦ;S(AGΦ)⊗ˆE) is constructed analogously to Definition 5.10.
It is enough to prove the following. Given an element Qπ ∈ I(Pπ , E), take some
representative D˜Eπ for Qπ and consider the class QΦ,∂ := [D˜
E
π ⊗ˆ1 + 1⊗ˆDTY×R] ∈
I(DEπ ⊗ˆ1 + 1⊗ˆDTY×R) (this class does not depend on the choice). Then we have
(5.25) [(E,Qπ)]⊗Api µ = [(E,QΦ,∂)] ∈ KK(Cl1,Bπ).
For, in view of the definition of ιE , we have the equality
[(E,QΦ,∂)]⊗ ι⊗ indM˚ (GΦ) = [(σ(DEΦ ), ψ(D˜Eπ ⊗ˆ1 + 1⊗ˆDTY×R))]⊗ indM˚ (GΦ)
= IndΦ(P
′
M , P
′
Y , E,Qπ).
So let us prove (5.25). For simplicity we assume E is the trivial bundle. For a given
representative D˜π for Qπ ∈ I(Pπ), we can construct an invertible element in Dπ
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defined as (1⊗ˆǫ, ψ(BV ⊗ˆ1 + 1⊗ˆD˜π)) ∈ Dπ. By definition we have
ev0((1⊗ˆǫ, ψ(BV ⊗ˆ1 + 1⊗ˆD˜π))) = (1⊗ˆǫ, ψ(D˜π)) ∈ Aπ
ev∞((1⊗ˆǫ, ψ(BV ⊗ˆ1 + 1⊗ˆD˜π))) = (1⊗ˆǫ, ψ(D˜Φ,∂)) ∈ Bπ.
Thus we see that [(1⊗ˆǫ, ψ(BV ⊗ˆ1 + 1⊗ˆD˜π))] ⊗ [ev0] = [(C, Qπ)] ∈ K1(Aπ) and
[(1⊗ˆǫ, ψ(BV ⊗ˆ1+1⊗ˆD˜π))]⊗ [ev∞] = [(C, QΦ,∂)] ∈ K1(Bπ). By Proposition 5.18, we
see that [(C, Qπ)]⊗Api µ = [(C, Qπ)]⊗Api [ev0]−1⊗Dpi [ev∞] = [(C, QΦ,∂)] ∈ K1(Bπ),
so we get (5.25). 
5.2. The case of signature operators. In this subsection, we consider the case
of signature operators. The arguments are parallel to those in subsection 5.1. Let
(M,π : ∂M → Y ) be a compact manifold with fibered boundaries, with fixed
orientation on TM and TY . For simplicity we only consider the case where the
fibers of π are even dimensional.
We have the element Ind(Dsignπ ) ∈ KK(C(∂M), C(Y )) given by the fiberwise
family of signature operators. This element gives the “signature pushforward”
homomorphism,
πsign! := ⊗C(∂M)Ind(Dsignπ ) : K∗(∂M)→ K∗(Y ).
First, exactly in the analogous way to that in the last subsection, we define a
C∗-algebra Asignπ whose K-group fits in the exact sequence
· · · → K∗(M) π
sign
! ◦i∗−−−−−→ K∗(Y )→ K∗(Asignπ )→ K∗+1(M)
πsign! ◦i∗−−−−−→ · · · .
Let N be a compact space. Let π : N → Y be a fiber bundle whose fibers
are equipped with even dimensional closed manifold structure, and an orientation
of π is fixed. Choose any fiberwise riemannian metric, and denote the fiberwise
signature operator by Dsignπ . Let L
2
Y (N ;∧C(T VN)∗) denote the Z2-graded Hilbert
C(Y )-module which is obtained by the completion of C∞c (N ;∧C(T VN)∗) with the
natural C(Y )-valued inner product.
Denote the odd function ψ(x) := x/
√
1 + x2. Let Ψ(Dsignπ ) denote the Z2-
graded C∗-subalgebra of B(L2Y (N ;∧C(T VN)∗)) generated by {ψ(Dsignπ )}, C(N)
and K(L2Y (N ;∧C(T VN)∗)).
Lemma 5.26. The algebra Ψ(Dsignπ ) fits into the exact sequence of graded C
∗-
algebras
(5.27) 0→ K(L2Y (N ;∧C(T VN)∗))→ Ψ(Dsignπ )→ C(N)⊗ Cl1 → 0.
The connecting element of this extension coincides with the class πsign! ∈ KK(C(N), C(Y )).
Definition 5.28 (Asignπ ). Let (M,π : ∂M → Y ) be a compact manifold with
fibered boundary. Assume that π is oriented and the fibers are even dimensional.
Denote i : ∂M →M the inclusion.
We define Asignπ to be the Z2-graded C∗-algebra defined by the pullback (c.f.
Remark 5.3)
Asignπ //

❴
✤ Ψ(D
sign
π )

C(M)⊗ Cl1 i
∗
// C(∂M)⊗ Cl1
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We can prove that this C∗-algebra induces the desired long exact sequence,
analogously to Proposition 5.5.
Proposition 5.29. Let (M,π : ∂M → Y ) be a compact manifold with fibered
boundary. Assume that π is oriented and the dimension of fibers is even. The
K-groups of the C∗-algebra Asignπ naturally fits in the exact sequence
· · · → K∗(M) π
sign
! ◦i∗−−−−−→ K∗(Y )→ K∗(Asignπ )→ K∗+1(M)
πsign! ◦i∗−−−−−→ · · · .
Then analogously to Lemma 5.7, we have the following.
Lemma 5.30. Let (M,π : ∂M → Y ) be a compact manifold with fibered boundary.
Let us denote by Γ the groupoid ∂M ×π ∂M ⇒ ∂M . Assume that π is oriented
and the fibers are even dimensional. Let E be a Z2-graded complex vector bundle
over M . Assume we are given an element Qπ ∈ Isign(π,E). Then the pair (E,Qπ)
naturally defines a class [(E,Qπ)] ∈ K1(Asignπ ).
Now we assume that M is even dimensional and oriented. We construct an
element [M sign] ∈ KK(Asignπ ,ΣM˚ (GΦ)).
Lemma 5.31. Let (M ev, π : ∂M → Y odd) be a compact manifold with fibered
boundary, equipped with orientations on TM and T V ∂M .
Choose any metric on AGΦ which has a direct sum decomposition at the bound-
ary, and denote the associated signature operator on GΦ|∂M = ∂M×π ∂M×πTY ×
R⇒ ∂M as,
DsignΦ,∂ := D
sign
π ⊗ˆ1 + 1⊗ˆDsignTY×R.
Let Ψ(DsignΦ,∂ ) denote the Z2-graded C
∗-subalgebra of Ψ0c(GΦ|∂M ;∧C(AGΦ|∂M )∗) gen-
erated by {ψ(DsignΦ,∂ )}, C(∂M) and C∗(GΦ|∂M ;∧C(AGΦ|∂M )∗). This C∗-algebra fits
into the graded exact sequence
0→ C∗(GΦ|∂M ;∧C(AGΦ|∂M )∗)→ Ψ(DsignΦ,∂ )→ C(∂M)⊗ Cl1 → 0.
The connecting element of this extension coincides with the class πsign! ⊗C(Y )IndY (DsignTY×R) ∈
KK(C(∂M), C∗(GΦ|∂M )).
Definition 5.32 (Bsignπ ). We define a graded C∗-algebra by the pullback (c.f. Re-
mark 5.3)
Bsignπ //

❴
✤ Ψ(D
sign
Φ,∂ )

C(M)⊗ Cl1 i
∗
// C(∂M)⊗ Cl1
Choosing a metric of GΦ, we get a canonical injective ∗-homomorphism ι : Bsignπ →
ΣM˚ (GΦ;∧C(AGΦ)∗). The KK-element [ι] ∈ KK(Bsignπ ,ΣM˚ (GΦ)) is independent
of the choice of a metric.
We are going to construct a KK-element µsign ∈ KK(Asignπ ,Bsignπ ) analogous
to µ in Proposition 5.18. Note that in the signature case, this element is not a
KK-equivalence.
We construct a C∗-algebra Dsignπ , using the C∗-algebra C constructed in the last
subsection. Recall that the construction of C does not need any spinc-structure
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on vector bundle V → Y . We apply the constructions in the last subsection for
V = T ∗Y . Denote Γ the groupoid ∂M ×π ∂M ⇒ ∂M .
Choosing any riemannian metrics on T V ∂M and TY , define the C∗-algebra
Ψ(BV ⊗ˆ1 + 1⊗ˆDsignπ ) to be the C∗-subalgebra of M(C⊗ˆC∗(Γ;∧C(AΓ)∗)) generated
by {ψ(BV ⊗ˆ1 + 1⊗ˆDsignπ )}, C⊗ˆC∗(Γ;∧C(AΓ)∗) and C(∂M × [0,∞]). Note that we
have an exact sequence
0→ C⊗ˆC∗(Γ;∧C(AΓ)∗)→ Ψ(BV ⊗ˆ1 + 1⊗ˆDsignπ )→ C(∂M × [0,∞])⊗ Cl1 → 0.
Definition 5.33 (Dsignπ ). In the above settings, we define the C∗-algebra Dsignπ by
the pullback (c.f. Remark 5.3)
Dsignπ //

❴
✤ Ψ(BV ⊗ˆ1 + 1⊗ˆDsignπ )

C(M × [0,∞])⊗ Cl1 i
∗
// C(∂M × [0,∞])⊗ Cl1
Analogously to the last subsection, the ∗-homomorphism evC0 : C → C(Y ) in-
duces a ∗-homomorphism ev0 : C⊗ˆC∗(Γ;∧C(AΓ)∗) → C∗(Γ;∧C(AΓ)∗). This ∗-
homomorphism extends to a ∗-homomorphismDsignπ → Asignπ , by sending ψ(BV ⊗ˆ1+
1⊗ˆDsignπ ) to ψ(Dsignπ ) and evaluation at 0 on C(M × [0,∞])⊗Cl1. We denote this
∗-homomorphism by ev0.
On the other hand, contrary to the last subsection, the ∗-homomorphism evC∞ :
C → C0(R;Cl1)⊗ˆC0(V ;Cl(V )) induces a ∗-homomorphism ev∞ : C⊗ˆC(Y )C∗(Γ;∧C(AΓ)∗)→
C0(V ⊕R;Cl(V ⊕R))⊗ˆC(Y )C∗(Γ,∧C(AΓ)∗), and the range of this homomorphism
is not isomorphic to C∗(GΦ|∂M ;∧C(AGΦ|∂M )∗). To overcome this difference, we
need an intermediate C∗-algebra B˜signπ .
Definition 5.34 (B˜signπ ). Let us denote V = T ∗Y . Consider the C∗-algebra C0(V ⊕
R;Cl(V⊕R))⊗ˆC(Y )C∗(Γ,∧C(AΓ)∗) and the unbounded multiplier CV⊕R⊗ˆ1+1⊗ˆDsignπ
of this C∗-algebra. Let Ψ(CV⊕R⊗ˆ1+1⊗ˆDsignπ ) denote the Z2-graded C∗-subalgebra
of the multiplier algebraM(C0(V ⊕R;Cl(V ⊕R))⊗ˆC(Y )C∗(Γ,∧C(AΓ)∗)), generated
by {ψ(CV⊕R⊗ˆ1+1⊗ˆDsignπ )}, C(∂M) and C0(V⊕R;Cl(V⊕R))⊗ˆC(Y )C∗(Γ,∧C(AΓ)∗).
This C∗-algebra fits into the graded exact sequence
0→ C0(V⊕R;Cl(V⊕R))⊗ˆC(Y )C∗(Γ,∧C(AΓ)∗)→ Ψ(CV⊕R⊗ˆ1+1⊗ˆDsignπ )→ C(∂M)⊗Cl1 → 0.
We define the C∗-algebra B˜signπ by the pullback (c.f. Remark 5.3)
B˜signπ //

❴
✤ Ψ(CV⊕R⊗ˆ1 + 1⊗ˆDsignπ )

C(M)⊗ Cl1 i
∗
// C(∂M)⊗ Cl1
Next, we construct a ∗-homomorphism b : B˜signπ → Bsignπ . Since the vector bundle
∧C(TY ⊕ R)∗ → Y is a Cl(TY ⊕ R)-module bundle, if we define a spin structure
on TY ⊕ R locally, we can write
∧C(TY ⊕ R)∗ = S(TY ⊕ R)⊗ˆW,
with some Z2-graded hermitian vector bundle W , and the Clifford multiplication
can be written as c⊗ˆ1. Note that the vector bundle End(W ) is canonically defined
independently on the chosen local spin structure, and extends to a vector bundle
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over the whole Y , still denoted by End(W ). Under the Fourier transform, the
operator DsignTY⊕R corresponds to the unbounded multiplier CV⊕R⊗ˆ1 of C0(V ⊕
R; End(∧C(TY ⊕ R)∗)) ≃ C0(V ⊕ R;Cl(V ⊕ R)⊗ˆEnd(W )).
Thus the ∗-homomorphism
idCl(V⊕R)⊗ˆ1W : C0(V ⊕ R;Cl(V ⊕ R))→ C0(V ⊕ R;Cl(V ⊕ R)⊗ˆEnd(W )),
induces the ∗-homomorphism
b′ : Ψ(CV⊕R⊗ˆ1 + 1⊗ˆDsignπ )→ Ψ(DsignΦ,∂ )
by sending ψ(CV⊕R⊗ˆ1+1⊗ˆDsignπ ) to ψ(DsignΦ,∂ ), and induces the desired ∗-homomorphism
b : B˜signπ → Bsignπ .
Using this intermediate algebra, we easily see the following proposition, which is
the signature version of Proposition 5.18.
Proposition 5.35. Consider the following commutative diagram,
0 // C∗(Γ;∧C(AΓ)∗) // Asignπ // C(M)⊗ Cl1 // 0
0 // C⊗ˆC(Y )C∗(Γ;∧C(AΓ)∗)
ev0
OO
ev∞

// Dsignπ //
ev0
OO
ev∞

C(M × [0,∞])⊗ Cl1 //
ev0
OO
ev∞

0
0 // C0(V ⊕ R;Cl(V ⊕ R))⊗ˆC(Y )C∗(Γ,∧C(AΓ)∗) //
⊗ˆ1W ⊗ˆidC∗(Γ)

B˜signπ //
b

C(M)⊗ Cl1 // 0
0 // C∗(GΦ|∂M ;∧C(AGΦ|∂M )∗) // Bsignπ // C(M)⊗ Cl1 // 0
where the rows are exact. The arrows connecting the first, second and third rows,
denoted by ev0 and ev∞, are KK-equivalences, and we define
(5.36) µsign := [ev0]
−1 ⊗Dsignpi [ev∞]⊗B˜signpi [b] ∈ KK(A
sign
π ,Bsignπ ).
Then this element fits into the commutative diagram in KK-theory,
0 // C∗(Γ;∧C(AΓ)∗) //
IndY (Dsign
TY×R)⊗idC∗(Γ)

Asignπ //
µsign

C(M)⊗ Cl1 // 0
0 // C∗(GΦ|∂M ;∧C(AGΦ|∂M )∗) // Bsignπ // C(M)⊗ Cl1 // 0.
Here the left vertical arrow is defined by taking Kasparov product of elements
IndY (DsignTY×R) ∈ RKK(Y ;C(Y ), C∗(TY×R)) and idC∗(Γ) ∈ RKK(Y ;C∗(Γ), C∗(Γ)),
and then forgetting the C(Y )-algebra structure.
Finally we define the element [M sign] ∈ KK(Asignπ ,ΣM˚ (GΦ)) as follows.
Definition 5.37. Let (M ev, π : ∂M → Y odd) be a compact manifold with fibered
boundary, equipped with orientations on TM and T V ∂M . Then we define
[M sign] := µsign ⊗Bsignpi [ι] ∈ KK(A
sign
π ,Σ
M˚ (GΦ)).
Here the element [ι] ∈ KK(Bsignπ ,ΣM˚ (GΦ)) is defined in Definition 5.32 and µsign
is defined in Proposition 5.35.
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Then, we can describe the Φ-signature as follows.
Theorem 5.38 (The index pairing formula for signature operators). Let (M,π :
∂M → Y ) be a compact even dimensional manifold with fibered boundary, equipped
with orientations on TM and T V ∂M . Let E be a complex vector bundle over M .
Let Qπ ∈ Isign(π,E). Then we have
SignΦ(M,E,Qπ) = [(E,Qπ)]⊗Asignpi [M
sign]⊗ΣM˚ (GΦ) ind
M˚ (GΦ) ∈ Z.
Proof. As in the proof of Theorem 5.24, it is enough to prove the following. Given
an element Qπ ∈ Isign(π,E), take some representative D˜sign,Eπ for Qπ and consider
the class QΦ,∂ := [D˜
sign,E
π ⊗ˆ1 + 1⊗ˆDsignTY×R] ∈ I(Dsign,Eπ ⊗ˆ1 + 1⊗ˆDsignTY×R) (this class
does not depend on the choice). Then we have
[(E,Qπ)]⊗Asignpi µ
sign = [(E,QΦ,∂)] ∈ KK(Cl1,Bsignπ ).
For simplicity we assume E is the trivial bundle. For a given representative
D˜signπ for Qπ ∈ Isign(π), we can construct an invertible element in Dπ defined as
(1⊗ˆǫ, ψ(BV ⊗ˆ1 + 1⊗ˆD˜signπ )) ∈ Dπ. By definition we have
ev0((1⊗ˆǫ, ψ(BV ⊗ˆ1 + 1⊗ˆD˜signπ ))) = (1⊗ˆǫ, ψ(D˜signπ )) ∈ Asignπ
b ◦ ev∞((1⊗ˆǫ, ψ(BV ⊗ˆ1 + 1⊗ˆD˜signπ ))) = b((1⊗ˆǫ, ψ(CV⊕R⊗ˆ1 + 1⊗ˆD˜signπ )))
= (1⊗ˆǫ, ψ(DsignTY⊕R⊗ˆ1 + 1⊗ˆD˜signπ )) ∈ Bsignπ .
Thus we see that [(1⊗ˆǫ, ψ(BV ⊗ˆ1 + 1⊗ˆD˜signπ ))]⊗ [ev0] = [(C, Qπ)] ∈ K1(Asignπ ) and
[(1⊗ˆǫ, ψ(BV ⊗ˆ1+1⊗ˆD˜signπ ))]⊗ [ev∞]⊗ [b] = [(C, QΦ,∂)] ∈ K1(Bsignπ ). By Proposition
5.35, we see that [(C, Qπ)]⊗Asignpi µsign = [(C, Qπ)]⊗Asignpi [ev0]−1⊗Dsignpi [ev∞]⊗B˜pi [b] =
[(C, QΦ,∂)] ∈ K1(Bsignπ ), so we get the result. 
6. The local Signature
6.1. Settings. The settings for the localization problem for signature are the fol-
lowing.
• Let F be an oriented closed even dimensional smooth manifold.
• Let G be a subgroup of the orientation-preserving diffeomorphism group
Diff+(F ) of F .
• Let Z ⊂ BG be a subspace of the classifying space of G. A particular case
of interest is when Z is the k-skeleton of a CW -complex model of BG for
some integer k.
We can define the universal family signature class Sign(Funiv) ∈ K0(BG), where
K0(BG) denotes the representable K-theory of BG (see subsection 2.1). This
class is constructed by considering the fiberwise signature operators on the uni-
versal F -fiber bundle πuniv over BG. This construction is explained in detail in
subsection 6.2. Moreover, if there exists a positive integer n such that the re-
striction of Sign(Funiv) to Z is n-torsion in K
0(Z), the set of homotopy equiva-
lence classes of Cl1-invertible perturbations of n-direct sum of signature operators,
Isign(πuniv|Z ,Cn), is nonempty and has a canonical affine space structure modeled
on K−1(Z).
Definition 6.1. Let SF,G,Z denote the set of isomorphism classes of pairs (M,π :
∂M → Y ) satisfying the following conditions:
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• The pair (M,π : ∂M → Y ) is a compact oriented manifold with fibered
boundaries, and assume that M is even dimensional.
• Assume that π is an F -fiber bundle structure with structure group G.
• Assume that i∗ : [Y, Z]→ [Y,BG], induced by the inclusion i : Z → BG, is
an isomorphism.
Our main theorem of this section is the following.
Theorem 6.2. Assume that a positive integer n satisfies n · i∗Sign(Funiv) = 0 ∈
K0(Z). For each element QZ ∈ Isign(πuniv|Z ,Cn), we have a natural map
σQZ : SF,G,Z →
Z
n
such that the following holds.
• (vanishing)
For (M,π) ∈ SF,G,Z, if there exist a compact oriented manifold with
boundary (X, ∂X) with a fixed diffeomorphism ∂X ≃ Y , and an F -fiber
bundle structure π′ :M → X with structure group G which satisfies π′|∂M =
π such that i∗ : [X,Z]→ [X,BG] is surjective, then we have
σQZ (M,π) = 0.
• (additivity)
For (M0, π0) and (M1, π1) in SF,G,Z, assume that there exists a de-
composition ∂Mi = ∂M
+
i ⊔ −∂M−i for i = 0, 1, and there exists an iso-
morphism of the fiber bundle φ : π0|∂M+0 ≃ π1|−∂M−1 . We can form
(M,π) = (M0, π0) ∪φ (M1, π1) ∈ SF,G,Z . Then we have
σQZ (M,π) = σQZ (M0, π0) + σQZ (M1, π1).
• (compatibility with signature)
An oriented even dimensional closed manifold M can be regarded as an
element in SF,G,Z. For this element, we have
σQZ (M) = Sign(M).
Moreover, if we have two elements Q0Z , Q
1
Z ∈ Isign(πuniv|Z ,Cn), the difference be-
tween σQ0
Z
and σQ1
Z
is described as follows. Let (M,π : ∂M → Y ) be an element in
SF,G,Z, and denote the classifying map for π by [f ] ∈ [Y, Z] ≃ [Y,BG]. Recall that
we have the difference class [Q1Z −Q0Z ] ∈ K−1(Z). Denote the K-homology class of
signature operator on Y by [DsignY ] ∈ K1(Y ). We have, for each (M,π) ∈ SF,G,Z ,
(6.3) σQ1
Z
(M,π)− σQ0
Z
(M,π) =
2
n
〈f∗([Q1Z −Q0Z ]), [DsignY ]〉.
Here we denoted the index pairing by 〈·, ·〉 : K1(Y )⊗K1(Y )→ Z.
6.2. The universal index class and the pullback of Cl1-invertible per-
turbations. Let F be an oriented closed even dimensional smooth manifold and
G ⊂ Diff+(F ) be a subgroup. We define the universal signature class Sign(Funiv) ∈
K0(BG) as follows. We have the universal F -fiber bundle over BG,
πuniv : EG×G F → BG.
Fix any continuous family of fiberwise smooth metrics guniv over this fiber bundle.
Then this defines a Z2-graded Hilbert bundle (see Definition 2.6)
Hˆuniv := {L2(π−1univ(x);∧CT ∗Fguniv,x )}x∈BG → BG.
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Also the metric guniv defines the fiberwise signature operatorD
sign
univ acting on Hˆuniv,
and the bounded transform of this operator, ψ(Dsignuniv), gives an element ψ(D
sign
univ) ∈
Γ(BG; Fred(0)(Hˆuniv)) (see subsection 2.2). So this operator defines a class
Signuniv(F ) := [ψ(D
sign
univ)] ∈ K0(BG),
where the symbolK0 denotes the representableK-theory. Since the space of choices
of fiberwise metric guniv is contractible, this class does not depend on the choice of
guniv.
Given a subset Z ⊂ BG, we can restrict this class and get the universal signature
class over Z,
Signuniv(F ) := i
∗Signuniv(F ) ∈ K0(Z),
where i : Z → BG denotes the inclusion. We abuse the notation and use the same
symbol for the universal signature class over Z and BG without any confusion.
Next we give fundamental remarks on pullbacks of Cl1-invertible perturbations
for signature operators. Suppose that we are given a continuous map f : X0 →
X1 between topological spaces, and a continuous oriented fiber bundle structure
π : M → X1 with fiber F . The fiberwise signature class, Sign(π) ∈ K0(X1), is
defined as above. Consider the pullback bundle f∗π : f∗(M)→ X0. The fiberwise
signature class of this bundle satisfies Sign(f∗π) = f∗Sign(π) ∈ K0(X0).
Suppose that we have Sign(π) = 0 ∈ K0(X1). Then by Lemma 2.10, we see that
the set Isign(π) is nonempty (see Remark 4.14; it is easy to see the remark applies
to the case where we do not assume smooth structure on the base X1). By the
contractibility of the space of fiberwise metrics, the pullback map,
f∗ : Isign(π)→ Isign(f∗π),
is well-defined. Moreover we can easily see that this map is actually a homo-
morphism of affine spaces, with respect to the homomorphism f∗ : K−1(X1) →
K−1(X0).
We can also generalize this construction to the signature operators twisted by
the trivial rank n bundle Cn, i.e., the n-direct sum of signature operators. Suppose
that n · Sign(f∗π) = f∗Sign(π) ∈ K0(X0). Then the set Isign(π,Cn) is nonempty,
and we have a well-defined affine space homomorphism
(6.4) f∗ : Isign(π,Cn)→ Isign(f∗π,Cn).
6.3. The local signature. In this subsection, we return to the settings of sub-
section 6.1. First we explain the pullback of Cl1-invertible perturbations by the
classifying maps. We cannot apply the procedure explained in the last section
directly, because the classifying map is defined up to homotopy.
Proposition 6.5. Suppose we are given a F -fiber bundle π : M → X over a
topological space X with structure group G.
(1) Suppose that the universal signature class satisfies n · Sign(Funiv) = 0 ∈
K0(BG). Then the classifying map [f ] ∈ [X,BG] induces a well-defined
affine space homomorphism
[f ]∗ : Isign(πuniv,Cn)→ Isign(π,Cn).
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(2) Let Z ⊂ BG be a subspace and assume that i∗ : [X,Z]→ [X,BG] induced
by the inclusion i : Z → BG is an isomorphism. Also assume that n ·
i∗Sign(Funiv) = 0 ∈ K0(Z). Then the classifying map [f ] ∈ [X,Z] induces
a well-defined affine space homomorphism
[f ]∗ : Isign(πuniv|Z ,Cn)→ Isign(π,Cn).
Proof. First we prove the case (1). We recall the construction of the classifying
map for the fiber bundle π. Let π˜ : P → X be the principal G-bundle such that
π = (P ×G F → X). We have a fiber bundle
(6.6) P ×G EG→ X.
Since the fiber of the bundle (6.6) is contractible, we can take a section s : X →
P ×G EG, and any choice of section is homotopic to each other. If we fix a section
s, we get the associated maps
fs : X → BG; x 7→ π¯(s(x))(6.7)
φ′s : P → EG; s(π˜(p)) = [p, φ′s(p)] for p ∈ P.(6.8)
Here we denoted by π¯ the canonical map P ×G EG → BG. This defines a bundle
map (φ′s, fs) : (P,X)→ (EG,BG). This induces a bundle map between the associ-
ated bundles π : M = P ×G F → X and πuniv : Muniv = EG×G F → BG, denoted
by (φs, fs) : (M,X) → (Muniv, BG). Note that fixing a bundle map as above is
equivalent to fixing an identification f∗sMuniv ≃M as a fiber bundle over X . As in
(6.4), this induces an affine space homomorphism
(φs, fs)
∗ : Isign(πuniv,Cn)→ Isign(π,Cn).
Since any two choices of the section s are homotopic, we can easily see that this
homomorphism does not depend on the choice of s.
Next we prove the case (2). Denote π−1univ(Z) = Z˜ ⊂ Muniv. In this case, by
the next Lemma 6.9, we see that we can take a section s : X → P ×G Z˜, and any
choice of section is homotopic to each other. Thus we can apply exactly the same
argument as in the case (1) and get the result. 
Lemma 6.9. If i∗ : [X,Z] ≃ [X,BG], the space Γ(X ;P ×G Z˜) is nonempty and
path-connected.
Proof. First we prove the nonemptiness. Choose a section s : X → P ×G EG.
As in (6.7), we get the associated maps f : X → BG and φ : P → EG. Since
i∗ : [X,Z] ≃ [X,BG], we can find a continuous map
F ′ : X × [0, 1]→ BG
such that F ′|X×{0} = f and Im(F ′|X×{1}) ⊂ Z. We denote F = idX × F ′ :
X × [0, 1] → X × BG. Note that s is a lift of F |X×{0} for the fiber bundle Π :
P ×G EG→ X ×BG. By the homotopy lifting property applied to the diagram
P ×G EG
Π

X × [0, 1]
88
F
// X ×BG
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we can lift F to F˜ : X × [0, 1] → P ×G EG. F˜ |X×{1} : X → P ×G Z˜ gives an
element in Γ(X ;P ×G Z˜).
Next we prove the path-connectedness. Let us denote the canonical projection
by Π = (ΠX ,ΠBG) : P ×G EG → X × BG. Suppose we are given two sections
s0, s1 ∈ Γ(X ;P ×G Z˜). Since the fiber of the fiber bundle ΠX : P ×G EG→ X is
contractible, we can choose a path {st}t∈[0,1] in Γ(X ;P ×GEG) connecting s0 and
s1. We denote
S : X × [0, 1]→ P ×G EG : (x, t) 7→ st(x).
ΠX ◦ S : X × [0, 1] → BG satisfies Im(ΠX ◦ S|X×{0,1}) ⊂ Z. Since i∗ : [X,Z] ≃
[X,BG], we can take a continuous map
F : X × [0, 1]t × [0, 1]u → BG
satisfying F|X×[0,1]×{0} = ΠX ◦ S, F|X×{i}×{u} = F|X×{i}×{0} for all u ∈ [0, 1]
and i = 0, 1, and Im(F|X×[0,1]×{1}) ⊂ Z. In the diagram
P ×G EG
Π

(X × [0, 1]t)× [0, 1]u
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idX×F
// X ×BG
we see that S is a lift of (idX×F)|X×[0,1]×{0}. By the homotopy lifting property, we
get a lift of idX×F . Its restriction to X× [0, 1]×{1} is a map X× [0, 1]→ P ×G Z˜,
and by the construction, this gives a path in Γ(X ;P×GZ˜) connecting s0 and s1. 
We proceed to give a proof of Theorem 6.2. Under the assumption n·i∗Sign(Funiv) =
0 ∈ K0(Z), the set Isign(πuniv|Z ,C) is nonempty. For each QZ ∈ Isign(πuniv|Z ,C),
we are going to construct a map
σQZ : SF,Γ,Z →
Z
n
satisfying the conditions in the Theorem 6.2.
Definition 6.10. Assume that n · i∗Sign(Funiv) = 0 ∈ K0(Z). For a given element
QZ ∈ Isign(πuniv|Z ,Cn), we define the map
σQZ : SF,G,Z →
Z
n
as, for (M,π : ∂M → Y ) ∈ SF,G,Z ,
σQZ (M,π : ∂M → Y ) =
1
n
SignΦ(M,C
n, [f ]∗(QZ)),
where [f ] ∈ [Y, Z] is the classifying map for the fiber bundle π.
We check that this map satisfies the conditions in Theorem 6.2.
Proof. (of Theorem 6.2) First we prove the vanishing condition. Suppose we are
given an element (M,π) ∈ SF,G,Z such that π extends to an F -fiber bundle structure
π′ :M → X with structure group G and i∗ : [X,Z]→ [X,BG] is surjective. Denote
the classifying map of π′ by [f ′] ∈ [X,BG]. Take any lift of [f ′] to an element of
[f˜ ′] ∈ [X,Z], and realize this map as a bundle map (φ˜′, f˜ ′) : (M,X) → (Z˜, Z).
Then as in (6.4), we can pullback the element QZ ∈ Isign(πuniv|Z ,Cn) by the
bundle map (φ˜′, f˜ ′) to get an element (φ˜′, f˜ ′)∗QZ ∈ Isign(π′,Cn). This element
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restricts to [f ]∗(QZ) ∈ Isign(π,Cn) at the boundary. Thus applying the vanishing
proposition, the signature version of Proposition 4.19, we get the result.
The additivity follows from the gluing formula, the twisted signature version of
Proposition 4.18.
The compatibility with signature is obvious by definition.
The equation (6.3) follows from the relative formula for Φ-signature, Proposition
4.26.

7. Examples
In this section, as an application of Theorem 6.2, we consider the following
localization problem for singular surface bundles.
Fix a positive integer k and an integer g ≥ 0. Let M,X be 4k, (4k − 2)-
dimensional closed oriented smooth manifolds, respectively. Let π : M → X be
a smooth map and X = U ∪ ∪mi=1Vi be a partition into compact manifolds with
closed boundaries, i.e., U and Vi are compact manifolds with closed boundaries,
and each two of them intersect only on their boundaries. Assume {Vi}i are dis-
joint. Denote MU := π
−1(U) and Mi := π−1(Vi). Assume that π|MU : MU → U
defines a smooth fiber bundle with fiber Σg (closed oriented surface with genus g).
Then the localization problem is stated as follows:
Problem 7.1 (Localization problem for signature of singular surface bundles).
Can we define a real number σ(Mi, Vi, π|Mi) ∈ R, which only depends on the data
(Mi, Vi, π|Mi), and write
Sign(M) =
m∑
i=1
σ(Mi, Vi, π|Mi) ?
We call the real number σ(Mi, Vi, π|Mi) the local signature. The answer to this
problem is positive in the case g = 0, 1, 2. However the answer is negative for g ≥ 3,
since there exists a smooth Σg-fiber bundle M → X over a closed surface X with
Sign(M) 6= 0. However, if we assume some structure on the fiber bundle π|MU ,
the answer can be positive. There are some examples of “structures” for which the
localization problem has a positive answer, and the local signatures are constructed
and calculated in various areas of mathematics, including topology, algebraic ge-
ometry and complex analysis. See [AK02] and the introduction of [Sat13] for more
detailed survey on this problem. In this paper, we consider the case g ≥ 2 and
hyperellipticity (Definition 7.5) as the “structure” imposed on the regular part of
the fibration. This is the analogue to the setting in [End00], where the case k = 1 is
considered (note that in [End00] the case g = 0, 1 are also included). We consider
the following variant of the Problem 7.1.
Problem 7.2. Let g ≥ 2 and k be fixed as above. Assume that π|MU : MU → U
defines a hyperelliptic Σg-fiber bundle structure (see Definition 7.5). Can we define
a real number σ(Mi, Vi, π|Mi) ∈ R, which only depends on the data (Mi, Vi, π|Mi),
and write
Sign(M) =
m∑
i=1
σ(Mi, Vi, π|Mi) ?
We construct such a function σ using Theorem 6.2. We apply the notations in
the last section for the following.
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• Let F = Σg, a closed oriented closed 2-dimensional manifold of genus g.
• Denote by MCG+(F ) the orientation-preserving mapping class group of
F . Let G = DiffHg := p
−1(Hg) ⊂ Diff+(Σg), where Hg ⊂ MCG+(G) is
the hyperelliptic mapping class group (Definition 7.3) and p : Diff+(F ) →
MCG+(F ) is the quotient map.
Definition 7.3. Let c ∈ MCG+(Σg) denote the class of hyperelliptic involution
([End00, p.240]) on Σg. The hyperelliptic mapping class group, denoted by Hg, is
defined as follows.
Hg := {γ ∈ MCG+(Σg)|γc = cγ}.
For detailed descriptions of this group, see [End00].
Remark 7.4. If g = 0, 1, 2, MCG+(Σg) = Hg. But in the case g ≥ 3, Hg is a
subgroup of infinite index in MCG+(Σg).
Definition 7.5. Let X be a topological space. A Σg-fiber bundle π :M → X with
structure group DiffHg is called a hyperelliptic fiber bundle.
We have the following facts about the groups Hg and Diff
H
g .
Fact 7.6. (1) The rational group cohomology of Hg satisfies H
i(Hg;Q) = 0
for all i ≥ 1 ([Kaw97]) .
(2) For g ≥ 2, the unit component of DiffHg is contractible. In particular we
have a homotopy equivalence between BHg and BDiff
H
g ([EE67]).
(3) For all g ≥ 0, Hg is of type FP∞. That is, BHg has a realization as a
CW-complex whose m-skeleton are finite for all m ≥ 0.
It well-known that the mapping class group of an oriented compact sur-
face of genus g with s punctures and n boundary components is of type FP∞
(For example see [Luc05]). This case can be seen by noting that an exten-
sion of a type FP∞ group by a type FP∞ group is also of type FP∞, and
that we have an extension by Birman-Hilden theorem (see [Kaw97, equation
(2.1)])
0→ Z2 → Hg → π0Diff+(S2, {(2g + 2)− punctures})→ 1.
Remark 7.7. The reason for assuming g ≥ 2 in Problem 7.2 comes from Fact 7.6 (2).
For g = 0 the inclusion SO(3) → DiffH0 (= Diff+(S2)) is a homotopy equivalence,
and for g = 1 the unit component of DiffH1 = Diff
+(T 2) is homotopy equivalent to
S1×S1 ([EE67]). These groups have torsion in group cohomology, so the argument
below does not work in these cases.
From now on, we fix an integer g ≥ 2. From Fact 7.6 (2) and (3), we see that
BDiffHg has a realization as a CW-complex whosem-skeleton are finite for allm ≥ 0.
We fix such a realization and denote its m-skeleton by Zg,m.
Lemma 7.8. For g ≥ 2, the universal fiberwise signature class for hyperelliptic
fiber bundle, Sign(Funiv) ∈ K0(BDiffHg ), maps to 0 ∈ K0(BDiffHg ;Q) under the
canonical homomorphism K0(BDiffHg ) → K0(BDiffHg ;Q). Here the symbol K0
denotes the representable K-theory.
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Proof. We have the rational Chern character isomorphism Ch : K0(BHg;Q) ≃
Hev(Hg;Q). Using the Fact 7.6 (1) and (2), we haveK0(BDiff
H
g ;Q) ≃ K0(BHg;Q) ≃
Q and this isomorphism is given by a map ∗ → BDiffHg . Since the manifold Σg is
two dimensional, the virtual rank of the class Sign(Funiv) ∈ K0(BDiffHg ) is 0. Thus
we have Sign(Funiv) = 0 ∈ K0(BDiffHg ;Q) and the lemma follows. 
For each m, we also denote the restriction of the class Sign(Funiv) to Zg,m by
Sign(Funiv) ∈ K0(Zg,m). By Lemma 7.8, we have Sign(Funiv) = 0 ∈ K0(Zg,m;Q).
Since Zg,m is compact, we haveK
0(Zg,m;Q) ≃ K0(Zg,m)⊗Q, so the class Sign(Funiv)
is of finite order in K0(Zg,m).
Definition 7.9. For each positive integer m, let ng,m denote the order of the
class Sign(Funiv) ∈ K0(Zg,m). i.e., ng,m is the smallest positive integer satisfying
ng,m · Sign(Funiv) = 0 ∈ K0(Zg,m).
We are in the situation where Theorem 6.2 applies.
Definition 7.10. Let k be a positive integer and g ≥ 2. Let Sg,k be the set of
isomorphism classes of pairs (M,π : ∂M → Y ) such that
• The pair (M,π : ∂M → Y ) is a compact oriented manifold with fibered
boundaries, and M is 4k-dimensional.
• The fiber bundle π : ∂M → Y is a hyperelliptic fiber bundle with fiber Σg.
For (M,π : ∂M → Y ) ∈ Sg,k, Y is a (4k − 3)-dimensional manifold. Thus we
have [Y, Zg,4k−2] ≃ [Y,BDiffHg ]. We see that Sg,k ⊂ SΣg ,DiffHg ,Zg,4k−2 . We apply
Theorem 6.2 to the case F = Σg, G = Diff
H
g , Z = Zg,4k−2, and n = ng,4k−2. Note
that we haveK−1(Zg,4k−2)⊗Q = 0 because of Fact 7.6, (1) and (2). Thus, choosing
any element QZ4k−2 ∈ Isign(πuniv|Z4k−2 ,Cn), we get the same map σQZ4k−2 by (6.3)
in Theorem 6.2. So we set σ := σQZ4k−2 .
Corollary 7.11. Let k be a positive integer and g ≥ 2. We have a canonical map
σ : Sg,k → Z
ng,4k−2
satisfying the following.
• (vanishing)
For (M,π : ∂M → Y ) ∈ Sg,k, assume that π extends to an oriented
hyperelliptic Σg-fiber bundle structure π
′ : (M,∂M) → (X, ∂X) preserv-
ing boundaries. Here X is an oriented smooth compact oriented (4k − 2)-
dimensional manifold and an orientation preserving diffeomorphism ∂X ≃
Y is fixed. Then we have
σ(M,π) = 0.
• (additivity)
For (M0, π0) and (M1, π1) in Sg,k, assume that there exists a decom-
position ∂Mi = ∂M
+
i ⊔ −∂M−i for i = 0, 1, and there exists an isomor-
phism of the fiber bundle φ : π0|∂M+0 ≃ π1|−∂M−1 . We form the union
(M,π) = (M0, π0) ∪φ (M1, π1) ∈ Sg,k. Then we have
σ(M,π) = σ(M0, π0) + σ(M1, π1).
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• (compatibility with signature)
An oriented 4k-dimensional closed manifold M can be regarded as an
element in Sg,k. For this element we have
σ(M) = Sign(M).
This solves Problem 7.2 as follows. For each i, we have (Mi, π|∂Mi : ∂Mi →
∂Vi) ∈ Sg,k. We define σ(Mi, Vi, π|Mi) := σ(Mi, π|∂Mi : ∂Mi → ∂Vi), where the
right hand side is defined by Corollary 7.11. We have, by the additivity property
and the compatibility with signature proved in Corollary 7.11,
Sign(M) = σ(MU , π|∂MU : ∂MU → ∂U) +
m∑
i=1
σ(Mi, Vi, π|Mi).
On the other hand, by the vanishing property, we have σ(MU , π|∂MU : ∂MU →
∂U) = 0. Thus we get the equality
Sign(M) =
m∑
i=1
σ(Mi, Vi, π|Mi).
Remark 7.12. We remark that Corollary 7.11 “solves” the localization problem,
Problem 7.2, in the sense that we have shown the existence of local signature func-
tion. However, this construction is abstract and does not give an explicit formula for
the local signature. In contrast, in [End00] the author provides an explicit formula
for the local signature in the case k = 1. In order to find applications of the above
results, we would definitely need to find an explicit formula. To proceed further, we
need more geometric insight to signature class and their invertible perturbations
on mapping class groups. In future works, the author hopes to investigate more on
this aspect.
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