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A new envelope function for nonsmooth DC optimization
Andreas Themelis,1 Ben Hermans,2 and Panagiotis Patrinos1
Abstract— Difference-of-convex (DC) optimization problems
are shown to be equivalent to the minimization of a Lipschitz-
differentiable “envelope”. A gradient method on this surrogate
function yields a novel (sub)gradient-free proximal algorithm
which is inherently parallelizable and can handle fully nons-
mooth formulations. Newton-type methods such as L-BFGS are
directly applicable with a classical linesearch. Our analysis re-
veals a deep kinship between the novel DC envelope and the
forward-backward envelope, the former being a smooth and
convexity-preserving nonlinear reparametrization of the latter.
I. Introduction
We consider difference-of-convex (DC) problems
minimize
s∈p
ϕ(s) B g(s) − h(s), (P)
where g, h : p → ∪ {∞} are proper, convex, lsc functions
(with the convention ∞ − ∞ = ∞). DC problems cover a
very broad spectrum of applications; a well detailed theoret-
ical and algorithmic analysis is presented in [23], where the
nowadays textbook algorithm DCA is presented that inter-
leaves subgradient evaluations v ∈ ∂h(u), u+ ∈ ∂g∗(v), aiming
at finding a stationary point u, that is, a point satisfying
∂g(u) ∩ ∂h(u) , ∅, (1)
a relaxed version of the necessary condition ∂h(u) ⊆ ∂g(u)
[11]. As noted in [1], proximal subgradient iterations are ef-
fective even in handling a nonsmooth nonconvex g and a non-
smooth concave −h. Alternative approaches use the identity
− f (x) = infy { f ∗(y) − 〈x, y〉} involving the convex conjugate
f ∗ to include an additional convex function f as
minimize
x∈n
g(x) − h(x) − f (x), (2)
and then recast the problem as
minimize
x,y∈n
Φ(x, y) B
G(x,y)
g(x) + f ∗(y) − ( H(x,y)h(x) + 〈x, y〉). (3)
By adding and substracting suitably large quadratics, one
can again obtain a decoupled DC formulation, showing that
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Algorithm 1 Two-prox algorithm for the DC problem (P)
Select γ > 0 and 0 < λ < 2, and starting from s ∈ p, repeat
u = proxγh(s)
v = proxγg(s)
]
(in parallel)
s+ = s + λ(v − u)
(4)
Note: s+ = s − λγ∇envg,hγ (s), where envg,hγ = gγ − hγ
Algorithm 2 Three-prox algorithm for the DC problem (2)
Select 0 < γ < 1 < δ, 0 < λ < 2(1−γ), and 0 < µ < 2(1−δ−1),
and starting from s, t ∈ p, repeat
u = prox γδ
δ−γ h
( δs−γt
δ−γ
)
v = proxγg(s)
z = proxδ f (t)
 (in parallel)
s+ = s + λ(v − u)
t+ = t + µ(u − z)
]
(in parallel)
(5)
Note:
(
s+
t+
)
=
(
s
t
)
−
(
γλI
δµI
)
∇Ψ(s, t), where
Ψ(s, t) = gγ(s) − f δ(t) − h γδδ−γ ( δs−γt
δ−γ
)
+ 12(δ−γ) ‖s − t‖2
(P) is in fact as general as (2). When function h is smooth
(differentiable with Lipschitz gradient), a cornerstone algo-
rithm for the “convex+smooth” formulation (3) is forward-
backward splitting (FBS), amounting to gradient evaluations
of the smooth component −h(s)−〈s, t〉 followed by proximal
operations (possibly in parallel) on g and f ∗.
A detailed overview on DC algorithms is beyond the scope
of this paper; the interested reader is referred to the exhaus-
tive surveys in [3,14,23] and references therein. Most related
to our approach, [4] analyzes a Gauss-Seidel-type FBS in the
spirit of the PALM algorithm [7], and [16] exploits the inter-
pretation of FBS as a gradient-type algorithm on the forward-
backward envelope (FBE) [17,21] to develop quasi-Newton
methods for the nonsmooth and nonconvex problem (2). The
gradient interpretation of splitting schemes originated in [20]
with the proximal point algorithm and has recently been ex-
tended to several other schemes [10,17,18,22]. In this work
we undertake a converse direction: first we design a smooth
surrogate of the nonsmooth DC function in (P), and then de-
rive a novel splitting algorithm from its gradient steps. Clas-
sical methods stemming from smooth minimization such as
L-BFGS can conveniently be implemented, resulting in a
method inherently robust against ill conditioning.
A. Contributions
a) Fully parallelizable splitting schemes: In this paper
we propose the novel (sub)gradient-free proximal Algorithm
1 for the DC problem (P), and its fully parallelizable vari-
ant when applied to (2) synopsized in Algorithm 2 (see §II
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for the notation therein adopted). Our approach can be con-
sidered complementary to that in [16]. First, we propose a
novel smooth DC envelope function (DCE) that shares min-
imizers and stationary points with the original nonsmooth
DC function ϕ in (P), similarly to the FBE in [16]. Then,
we show that a classical gradient descent on the DCE results
in a novel (sub)gradient-free proximal algorithm that is par-
ticularly amenable to parallel implementations. In fact, even
when specialized to problem (2) it involves operations on the
three functions that can be done in parallel, differently from
FBS-based approaches that prescribe serial (sub)gradient and
proximal evaluations. Due to the complications of comput-
ing proximal steps in arbitrary metrics, this flexibility comes
at the price of not being able to efficiently handle the com-
position of f in (2) with arbitrary linear operators, which is
instead possible with FBS-based approaches such as [1,4,16].
b) Novel smooth DC reformulation: Thanks to the
smooth gradient descent interpretation it is possible to design
classical linesearch strategies to include directions stemming
for instance from quasi-Newton methods, without complicat-
ing the first-order algorithmic oracle. In fact, differently from
similar FBE-based quasi-Newton techniques in [16,17,21],
no second-order derivatives are needed here and we actually
allow for fully nonsmooth formulations. Moreover, being the
difference of convex and Lipschitz-differentiable functions,
the proposed envelope reformulation allows for the exten-
sion of the boosted DCA [2] to arbitrary DC problems.
c) A convexity-preserving nonlinear scaling of the FBE:
When function h in (P) is smooth, we show that the DCE
coincides with the FBE [17,21,25] after a nonlinear scaling.
This change of variable overcomes some limitations of the
FBE, such as preserving convexity when problem (P) is con-
vex and being (Lipschitz) differentiable without additional
requirements on function h.
B. Paper organization
The paper is organized as follows. Section II lists the
adopted notational conventions and some known facts needed
in the sequel. Section III introduces the DCE, a new en-
velope function for problem (P), and provides some of its
basic properties and its connections with the FBE. Section
IV shows that a classical gradient method on the DCE re-
sults in Algorithm 1, and establishes convergence results as
a simple byproduct. Algorithm 2 is shown to be a scaled
version of the parent Algorithm 1; for the sake of simplicity
of presentation, some technicalities needed for this deriva-
tion are confined to this section. Section V shows the effect
of L-BFGS acceleration on the proposed method on a sparse
principal component analysis problem. Section VI concludes
the paper.
II. Notation and known facts
The set of symmetric matrices in p is denoted as
sym(p); the subsets of those which are positive definite
is denoted as sym++(p). Any M ∈ sym++(p) induces the
scalar product (x, y) 7→ x>My on p, with corresponding
norm ‖x‖M =
√
x>Mx. When M = I, the identity matrix
of suitable size, we will simply write ‖x‖. id is the identity
function on a suitable space. The subdifferential of a proper,
lsc, convex function f : p →  B  ∪ {∞} is
∂ f (x) = {v ∈ p | f (z) ≥ f (x) + 〈v, z − x〉, ∀z}.
The effective domain of f is dom f = {x ∈ p | f (x) < ∞},
while f ∗(y) B supx∈p {〈x, y〉 − f (x)} denotes the Fenchel
conjugate of f , which is also proper, closed and convex.
Properties of conjugate functions are well described for ex-
ample in [5,13,19]. Among these we recall that
y ∈ ∂ f (x)⇔ 〈x, y〉 = f (x) + f ∗(y)⇔ x ∈ ∂ f ∗(y). (6)
The proximal mapping of f with stepsize γ > 0 is
proxγ f (x) B arg min
w∈p
{
f (w) + 12γ ‖w − x‖2
}
, (7)
while the value function of the above optimization problem
defines the Moreau envelope
f γ(x) B inf
w∈p
{
f (w) + 12γ ‖w − x‖2
}
. (8)
Properties of the Moreau envelope and the proximal mapping
are well documented in the literature [5,8,9], some of which
are summarized next.
Fact 1 (Proximal properties of convex functions). Let f be
proper, convex, and lsc. Then, for all γ > 0 and s, s′ ∈ p
(i) proxγ f (s) is the unique point x such that s ∈ x+γ∂ f (x).
(ii) ‖x−x′‖2 ≤ 〈x−x′, s−s′〉 ≤ ‖s−s′‖2, where x = proxγ f (s)
and x′ = proxγ f (s′).
(iii) for x = proxγ f (s) and w ∈ p it holds that f γ(s) ≤
f (w) + 12γ ‖w − s‖2 − 12γ ‖x − s‖2.
(iv) the Moreau envelope f γ is convex and has 1
γ
-Lipschitz-
continuous gradient ∇f γ = 1
γ
(
id − proxγ f
)
.
III. The DC envelope
In this section we introduce a smooth DC reformula-
tion of (P) that enables us to cast the nonsmooth and
possibly extended-real valued DC problem into the uncon-
strained minimization of the DCE, a function with Lipschitz-
continuous gradient. A classical gradient descent algorithm
on this reformulation will then be shown in Section IV to
lead to the proposed Algorithms 1 and 2. In this sense, the
DCE serves a similar role as the Moreau envelope for the
proximal point algorithm [20], and the FBE and Douglas-
Rachford envelope respectively for FBS and the Douglas-
Rachford splitting (DRS) [18,21].
We begin by formalizing the DC setting of problem (P)
dealt in the paper with the following list of requirements.
Assumption I. The following hold in problem (P):
a1 g, h : p →  are proper, convex, and lsc;
a2 ϕ is lower bounded (with the convention ∞−∞ = ∞).
Definition 2 (DC envelope). Suppose that Assumption I
holds. Relative to problem (P), the DC envelope (DCE) with
stepsize γ > 0 is
envg,hγ (s) B gγ(s) − hγ(s).
Before showing that the DCE envg,hγ satisfies the antici-
pated smoothness properties and is tightly connected with
solutions of problem (P), we provide a simple characteriza-
tion of stationary points in terms of the proximal mappings
of the functions involved in the DC formulation. This will
then be used to connect points that are stationary in the sense
of (1) for (P) with points that are stationary in the classical
sense for envg,hγ .
Lemma 3 (Optimality conditions). Suppose that Assumption
I holds. Then, any of the following is equivalent to station-
arity at u in the sense of (1):
(a) there exist γ > 0 and s ∈ p such that u = proxγg(s) =
proxγh(s);
(b) for all γ > 0 there exists s ∈ p such that u =
proxγg(s) = proxγh(s).
Proof. If u is stationary, then for every γ > 0 and ξ ∈
∂g(u) ∩ ∂h(u) , ∅ it follows from Fact 1(i) that u =
proxγg(s) = proxγg(s) for s = u + γξ, proving 3(b) and thus
3(a). Conversely, if 3(a) holds then Fact 1(i) again implies
s−u
γ
∈ ∂g(u) and s−u
γ
∈ ∂h(u), proving that u is stationary. 
Lemma 4 (Basic properties of the DCE). Let Assumption I
hold, and for notational conciseness given s ∈ p let u B
proxγh(s) and v B proxγg(s). The following hold:
(i) envg,hγ is 1γ -smooth with ∇envg,hγ = 1γ
(
proxγh −proxγg
)
;
(ii) ∇envg,hγ (s) = 0 iff u is stationary (cf. (1));
(iii) ϕ(v) + 12γ ‖v − u‖2 ≤ envg,hγ (s) ≤ ϕ(u) − 12γ ‖v − u‖2;
(iv) arg minϕ = proxγh(S ?) = proxγg(S ?) and inf ϕ =
inf envg,hγ for S ? = arg min env
g,h
γ .
Proof.
♠ 4(i) The expression of the gradient follows from Fact 1(iv).
The bounds in Fact 1(ii) imply that∣∣∣∣〈∇envg,hγ (s) − ∇envg,hγ (s′), s − s′〉∣∣∣∣ ≤ 1γ ‖s − s′‖2, (9)
proving that ∇envg,hγ is γ−1-Lipschitz continuous.
♠ 4(ii) Follows from assertion 4(i) and Lemma 3.
♠ 4(iii) Follows by applying the proximal inequalities of Fact
1(iii) with w = u and w = v.
♠ 4(iv) Follows from assertion 4(iii), Lemma 3, and the fact
that global minimizers for ϕ are stationary. 
A. Connections with the forward-backward envelope
As it will be detailed in Section IV-A, considering dif-
ference of hypoconvex functions in problem (P) leads to
virtually no generalization. A more interesting scenario oc-
curs when both h and −h are hypoconvex functions, which
amounts to h being Lh-smooth (differentiable with Lh-
Lipschitz gradient). In order to elaborate this property we
first need to specialize Lemma 5 to smooth functions.
Lemma 5 (Proximal properties of smooth functions). Sup-
pose that f : p →  is L f -smooth. Then, there exist
σ f , σ− f ∈ [−L f , L f ] with L f = max
{
|σ f |, |σ− f |
}
such that
f − σ f2 ‖ · ‖2 and − f − σ− f2 ‖ · ‖2 are convex functions. Then, for
all γ < 1/[σ− f ]− (with the convention 1/0 = ∞) and s, s′ ∈ p
(i) prox−γ f (s) is the unique u such that s = u − γ∇f (u);
(ii) 11−γσ f ‖s− s′‖2 ≤ 〈u− u′, s− s′〉 ≤ 11+γσ− f ‖s− s′‖2, where
u = prox−γ f (s) and u′ = prox−γ f (s′);
(iii) (− f )γ is differentiable with ∇(− f )γ = id−prox−γ f
γ
.
Proof. The claim on the existence of σ± f comes from the
fact that f is L f -smooth iff
L f
2 ‖ · ‖2 ± f are convex functions,
and that f is L f -smooth iff so is − f . All other claims then
follow from Fact 1 applied to the convex function f˜ = − f −
σ− f
2 ‖ · ‖2, in light of the identity proxγ f˜ = prox− γ1−γσ− f f ◦
id
1−γσ− f [5, Prop. 24.8(i)]. 
In the remainder of this subsection, suppose that h is
smooth. Denoting f B −h, problem (P) reduces to
minimize
u∈n
f (u) + g(u) = g(u) − (− f )(u) (10)
with g convex and f smooth. A textbook algorithm for
addressing such composite minimization problems is FBS,
which interleaves proximal and gradient operations as
u+ = proxγg (u − γ∇f (u)). (11)
By observing that s = u − γ∇f (u) iff u = prox−γ f (s) for
γ < 1/L f , one obtains the following curious connection among
envg,hγ and the forward-backward envelope [21, Eq. (2.3)]
ϕfbγ (u) = f (u) − γ2 ‖∇f (u)‖2 + gγ(u − γ∇f (u)). (12)
Lemma 6. In problem (10), suppose that f is L f -smooth
and g is proper, convex, and lsc. Then, for every γ < 1/L f
ϕfbγ = env
g,− f
γ ◦(id − γ∇f ) and envg,− fγ = ϕfbγ ◦ prox−γ f .
Moreover, envg,− fγ is
1−γL f
γ
-smooth, and if f is additionally
convex then so is envg,− fγ .
Proof. Let u ∈ p and γ ∈ (0, 1/L f ) be fixed, and for nota-
tional conciseness let u = prox−γ f (s). Then, s = u − γ∇f (u)
and (− f )γ(s) = − f (u) + 12γ ‖u − s‖2, hence
envg,− fγ (s) = gγ(u − γ∇f (u)) + f (u) − 12γ ‖u − s‖2
= f (u) − γ2 ‖∇f (u)‖2 + gγ(u − γ∇f (u)),
which is exactly ϕfbγ (u), cf. (12). By using Lemma 5(ii) for
h = − f , the bounds in (9) become
σ f ‖s−s′‖2
1−γσ f ≤ 〈∇env
g,− f
γ (s) − ∇envg,− fγ (s′), s − s′〉 ≤ γ
−1‖s−s′‖2
1+γσ− f .
Since |σ f |, |σ− f | ≤ L f , the claimed smoothness follows. Fi-
nally, if f is convex then σ f is nonnegative and thus so is
the lower bound above, proving convexity of envg,− fγ . 
IV. The algorithm
Having assessed the 1
γ
-smoothness of envg,hγ and its con-
nection with problem (P) in Lemma 4, the minimization of
the nonsmooth DC function ϕ = g−h can be carried out with
a gradient descent with constant stepsize τ < 2γ on envg,hγ .
As shown in the next result, this is precisely Algorithm 1.
Theorem 7. Suppose that Assumption I holds, and starting
from s0 ∈ n consider the iterates (sk, uk, vk)k∈ generated
by Algorithm 1 with γ > 0 and λ ∈ (0, 2). Then, for every
k ∈  it holds that sk+1 = sk − γλ∇envg,hγ (sk) and
envg,hγ (sk+1) ≤ envg,hγ (sk) − λ(2−λ)2γ ‖uk − vk‖2. (13)
In particular:
(i) the fixed-point residual vanishes with mini≤k ‖ui− vi‖ =
o(1/√k);
(ii) (uk)k∈ and (v
k)k∈ have the same set of cluster points,
be it Ω; when (sk)k∈ is bounded, every u? ∈ Ω is
stationary for ϕ (in the sense of (1)) and ϕ is constant
on Ω, the value being the (finite) limit of the sequences
(envg,hγ (sk))k∈ and (ϕ(v
k))k∈;
(iii) if ϕ is coercive, then (sk, uk, vk)k∈ is bounded.
Proof. That sk+1 = sk − λγ∇envg,hγ (sk) follows from Lemma
4(i). The proof is now standard, see e.g., [6]: 1
γ
-smoothness
implies the upper bound
envg,hγ (sk+1) ≤ envg,hγ (sk) + 〈∇envg,hγ (sk), sk+1 − sk〉
+ 12γ ‖sk+1 − sk‖2
= envg,hγ (sk) − λ(2−λ)2γ ‖uk − vk‖2,
which is (13). We now show the numbered claims.
♠ 7(i) By telescoping (13) and using the fact that inf envg,hγ =
inf ϕ > −∞ owing to Lemma 4(iv) and requirement I.a2, we
obtain that the sequence of squared residuals (‖uk − vk‖2)k∈
has finte sum, hence the claim.
♠ 7(ii) That the sequences have same cluster points follows
from assertion 7(i). Moreover, (13) and the lower bounded-
ness of envg,hγ imply that the sequence (env
g,h
γ (sk))k∈ mono-
tonically decreases to a finite value, be it ϕ?. Continuity of
envg,hγ then implies that env
g,h
γ (s?) = ϕ? for every limit point
s? of (sk)k∈. If (s
k)k∈ is bounded, then so are (u
k)k∈ and
(vk)k∈ owing to Lipschitz continuity of the proximal map-
pings. Moreover, for every k one has sk = uk +γξk = vk +γηk
for some ξk ∈ ∂h(uk) and ηk ∈ ∂g(vk). Necessarily, the
sequences of subgradients are bounded, and for any limit
point u? of (uk)k∈, up to possibly extracting, we have that
u? = proxγh(s?) = proxγg(s?) for some cluster point s? of
(sk)k∈. By invoking Lemma 3 we conclude that ϕ(u?) = ϕ?.
♠ 7(iii) Boundedness of (sk)k∈ follows from the fact that
envg,hγ (sk) ≤ envg,hγ (s0) for all k, owing to (13). In turn,
boundedness of (uk)k∈ and (v
k)k∈ follows from Lipschitz
continuity of the proximal mappings. 
The remainder of the section is devoted to deriving Algo-
rithm 2 as a special instance of Algorithm 1 applied to the
problem reformulation (3). In order to formalize this deriva-
tion, we first need to address a minor technicality arising
because of the nonconvexity of function H therein, which
prevents a direct application of Algorithm 1 to the function
decomposition G−H. Fortunately however, by simply adding
a quadratic term to both G and H the desired DC formula-
tion is obtained without actually changing the cost function
Φ in problem (3). This simple issue is addressed next.
A. Strongly and hypoconvex functions
Clearly, adding a same quantity to both functions g and
h leaves problem (P) unchanged. In particular, the convexity
setting of Assumption I can also be achieved when g and
h are hypoconvex, in the sense that they are convex up to
adding a suitably large quadratic function. Recall that for
f˜ = f + µ2 ‖ · ‖2 it holds that proxγ˜ f˜ (s) = proxγ f ( s1+γ˜µ ) for
γ = γ˜1+γ˜µ [5, Prop. 24.8(i)]. Therefore, as long as there exists
µ ∈  such that both g + µ2 ‖ · ‖2 and h + µ2 ‖ · ‖2 are convex
functions, one can apply iterations (4) to the minimization
of g + µ2 ‖ · ‖2 −
(
h + µ2 ‖ · ‖2
)
to obtain
uk = proxγ˜h(s˜k)
vk = proxγ˜g(s˜k)
s˜k+1 = s˜k + λ˜(vk − uk),
where γ˜ B γ1+γµ , s˜
k B 11+γµ s
k, and λ˜ B 11+γµλ. By observing
that γ1+γµ ranges in (0, 1/µ) for γ ∈ (0,∞) (with the convention
1/0 = ∞), and that λ˜ = λ(1 − γ˜µ), we obtain the following.
Remark 8 (Strongly convex and hypoconvex functions). If
µ ∈  is such that both g + µ2 ‖ · ‖2 and h + µ2 ‖ · ‖2 are convex
functions, then all the numbered claims of Theorem 7 still
hold provided that 0 < λ < 2(1 − γµ). 
As a final step towards the analysis of Algorithm 2, in the
next subsection we motivate the presence of the two addi-
tional parameters δ and µ missing in Algorithm 1.
B. Matrix stepsize and relaxation
A substantial degree of flexibility can be introduced by
replacing the quadratic term 12γ ‖w − · ‖2 appearing in the
definition (7) of the proximal mapping with the squared norm
1
2 ‖w− · ‖2Γ−1 induced by a matrix Γ ∈ sym++(p). The scalar
stepsize γ is achieved by considering Γ = γI; in general, we
may thus think of Γ as a matrix stepsize. Denoting
proxΓf (x) = arg min
w
{
f (w) + 12 ‖w − x‖2Γ−1
}
(14)
and
f Γ(x) = min
w
{
f (w) + 12 ‖w − x‖2Γ−1
}
(15)
the corresponding Moreau envelope, as shown in [12, Thm.
4.1.4] we have that ∇f Γ = Γ−1(id − proxΓf ) satisfies
0 ≤ 〈∇f Γ(s) − ∇f Γ(s′), s − s′〉 ≤ ‖s − s′‖2
Γ−1 .
Remark 9 (Matrix stepsizes and relaxations). Under As-
sumption I, given a diagonal stepsize Γ ∈ sym++(p) and a
diagonal relaxation Λ ∈ sym++(p) the iterations
uk = proxΓh(s
k)
vk = proxΓg(sk)
sk+1 = sk + Λ(vk − uk)
(16)
produce a sequence such that
envg,h
Γ
(sk+1) ≤ envg,h
Γ
(sk) − 12 ‖uk − vk‖2(2I−Λ)Γ−1Λ.
In particular, all the numbered claims of Theorem 7 still hold
when 0 ≺ Λ ≺ 2I.1 
Notice that the optimality condition for minimization prob-
lem (14) reads 0 ∈ ∂ f (w) + Γ−1(w − x). Equivalently,
w = proxΓf (x) ⇔ x ∈ w + Γ∂ f (w). (17)
By using this fact, if a symmetric matrix M is such that the
function f˜ = f + 12 〈 · ,M · 〉 is convex, one can express its
1Although similar claims can be made for more general positive definite
matrices, the diagonal requirement guarantees the symmetry of (2I−Λ)Γ−1Λ
and thus its positive definiteness for Λ as prescribed above.
proximal map in terms of that of f in a similar fashion as
the scalar case considered in §IV-A, namely,
proxΓ˜f˜ = prox
Γ
f ◦(I − ΓM)
with Γ = (Γ˜−1+M)−1.2 It is thus possible to combine Remarks
8 and 9 as follows, where again for simplicity we restrict the
case to diagonal matrices.
Remark 10. If a diagonal matrix M is such that both func-
tions g + 12 〈 · ,M · 〉 and h + 12 〈 · ,M · 〉 are convex, then the
sequence produced by (16) satisfies all the numbered claims
of Theorem 7 as long as 0 ≺ Λ ≺ 2(I − ΓM). 
C. A parallel three-prox splitting
After the generalization documented in Remark 10 we are
ready to address the formulation (2) and express Algorithm 2
as a “scaled” variant of Algorithm 1. We begin by rigorously
framing the problem setting.
Assumption II. In problem (2)
a1 f , g, h : n →  are proper, lsc, and convex;
a2 ϕ is lower bounded.
Theorem 11. Let Assumption II hold, and starting from
(s0, t0) ∈ n × n consider the iterates (sk, tk, uk, vk, zk)k∈
generated by Algorithm 2 with 0 < γ < 1 < δ, 0 < λ <
2(1 − γ) and 0 < µ < 2(1 − δ−1). Then, denoting
Ψ(s, t) = envG,H
Γ
(s, t/δ)
= gγ(s) − f δ(t) − h γδδ−γ ( δs−γt
δ−γ
)
+ 12(δ−γ)‖s − t‖2, (18)
for every k ∈  it holds that(
sk+1
tk+1
)
=
(
sk
tk
)
−
(
γλI
δµI
)
∇Ψ(sk, tk). (19)
Moreover
(i) the fixed-point residual vanishes with mini≤k ‖
(
ui−vi
ui−zi
)
‖ =
o(1/√k);
(ii) (uk)k∈ (v
k)k∈ and (z
k)k∈ have the same set of cluster
points, be it Ω; when (sk)k∈ is bounded, every u? ∈ Ω
satisfies the stationarity condition
∅ , ∂g(u?)∩ (∂ f (u?) + ∂h(u?)) ⊆ ∂g(u?)∩ ∂( f + h)(u?)
and ϕ is constant on Ω, the value being the (finite) limit
of the sequence (ϕ(uk))k∈;
(iii) if ϕ is coercive, then (sk, tk, uk, vk, zk)k∈ is bounded.
Proof. Let Φ, G and H be as in (3), and observe that
Φ(x, y) ≥ inf
y′
Φ(x, y′) = ϕ(x).
In particular, if ϕ is coercive then necessarily so is Φ. Let
Γ B
(
γI
δ−1I
)
. Under Assumption II, function G is convex
and one can easily verify that
(vs, vt) = proxΓG(s, t)⇔
{
vs = proxγg(s)
vt = t − δ−1 proxδ f (δt)
2These expressions in terms of the new stepsize Γ use the matrix identities
(I + Γ˜M)−1Γ˜ = (Γ˜−1 + M)−1 and (I + Γ˜M)−1 = I − ΓM for Γ = (I + Γ˜M)−1Γ˜.
in light of the Moreau identity prox f ∗/δ(t) = t−δ−1 proxδ f (δt),
see [5, Thm. 14.3(ii)]. Furthermore, from (17) we have
(us, ut) = proxΓH(s, t)⇔
{
s ∈ us + γ∂h(us) + γut
t = ut + us/δ
⇔
{ s−γt
1−γ/δ ∈ us + γ1−γ/δ∂h(us)
ut = t − us/δ
⇔
us = prox γδδ−γ h
( δs−γδt
δ−γ
)
ut = t − us/δ.
In particular,(
s
δt
)
+
(
λI
δµI
)(
proxΓG
(
s
t
)
− proxΓH
(
s
t
))
=
(
s+λ(vs−us)
δt+µ(us−proxδ f (δt)
)
.
Apparently, iterations (5) correspond to those in (16) with
Λ B
(
λI
µI
)
after the scaling t ← t/δ. From these computa-
tions and using the fact that ( f ∗)1/δ ◦ id/δ = 12δ‖ · ‖2 − f δ, see
[5, Thm. 14.3(i)], the expressions in (18) and (19) are ob-
tained. Since function H + 12‖ · ‖2 is convex — that is, the
setting of Remark 10 is satisfied with M = I — and the con-
dition 0 ≺ Λ ≺ 2(I − Γ) holds when γ, δ, λ, µ are as in the
statement, it only remains to show that the limit points sat-
isfy the stationarity condition of assertion 11(ii), as the rest
of the proof follows from Theorem 7(i) and Remark 10. To
this end, since
(
vk−uk
uk−zk
)
=
(
sk+1−sk
tk+1−tk
)
→ 0 the sequences (uk)k∈
(vk)k∈ and (z
k)k∈ have the same cluster points. If (s
k)k∈ is
bounded, arguing as in the proof of Theorem 7(ii) we have
that if uk → u? as k ∈ K for an infinite set of indices K ⊆ ,
necessarily also vk → u? as k ∈ K, and (sk, tk) → (s?, t?) as
k ∈ K for some s?, t? such that
prox γδ
δ−γ h
( δs?−γt?
δ−γ
)
= proxγg(s?) = proxδ f (t?).
We then conclude from Fact 1(i) that
δs?−γt?
δ−γ − u?
γδ
δ−γ
∈ ∂h(u?), s? − u?
γ
∈ ∂g(u?), t? − u?
δ
∈ ∂ f (u?),
which gives
s?−u?
γ
∈ ∂g(u?) ∩ (∂ f (u?) + ∂h(u?)),
and the claimed stationarity condition follows from the in-
clusion ∂ f + ∂h ⊆ ∂( f + h), see [19, Thm. 23.8]. 
V. Simulations
We study the performance of Algorithm 1 applied to a
sparse principal component analysis (SPCA) problem. Fol-
lowing [15, §2.1], an SPCA problem can be formulated as
minimize− 12 s>Σs + κ‖s‖1 subject to s ∈ B(0; 1) (20)
with B(0; 1) B {s | ‖s‖ ≤ 1}, Σ = A>A the sample covariance
matrix, and κ a sparsity inducing parameter. This problem
can be identified as a DC problem of type (P) by denoting
g(s) = κ‖s‖1 + δB(0;1)(s) and h(s) = 12 s>Σs, where δC denotes
the indicator function of a (nonempty closed convex) set C,
namely δC(x) = 0 if x ∈ C and ∞ otherwise. Then,
proxγh(s) = (I + γΣ)
−1s, and
proxγg(s) =
sgn(s)  [|s| − κγ1]+
max {1, ‖[|s| − κγ1]+‖} ,
with  the elementwise multiplication, | · | the elementwise
absolute value, and 1 the n-vector of all ones.
iterations h ∇h proxγh proxγg0
50
100
150
200
250
300
350 Alg. 1 (l-bfgs)
DRS
FBS
DCA
Fig. 1. Iteration comparison for random instances of (20).
To (20) we applied FBS, DRS, DCA and Algorithm 1
(gradient descent on the DCE) with L-BFGS steps and Wolfe
backtracking. Sparse random matrices A ∈ 20n×n with 10%
nonzeros were generated for 11 values of n on a linear scale
between 100 and 1000, with a sufficiently small κ [15, §2.1].
The mean number of iterations required by the solvers over
these instances is reported in the first column of Figure 1.
A stepsize γ = 0.9λ−1max(Σ) was selected for Algorithm 1 and
FBS, and γ = 0.45λ−1max(Σ) for DRS consistently with the non-
convex analysis in [24]. Stepsize tuning might lead to a better
performance of these algorithms but was not considered here.
The termination criterion ‖proxγh(s)−proxγg(s)‖ ≤ 10−6 was
used for all solvers. Plain Algorithm 1 (without L-BFGS) al-
ways exceeded 1000 iterations.
Figure 1 also lists the complexity in terms of function
calls. Evaluating h and ∇h requires a matrix-vector product,
which is O(n2) operations. By factorizing I + γΣ once of-
fline, each backsolve to compute proxγh also requires O(n2)
operations. Finally, proxγg requires 2n comparisons and a
norm-operation, and is clearly the least expensive operation.
DCA and FBS need one ∇h and one proxγg (or similar)
operation, and DRS one prox−γh (work equivalent to proxγh)
and one proxγg operation per iteration. Algorithm 1 requires
one proxγh and one proxγg operation per iteration, and L-
BFGS needs additionally one call to h, proxγh and proxγg
per trial stepsize in the linesearch. However, as h and proxγh
involve linear operations for this particular problem, only one
evaluation is required during the whole linesearch. Further-
more, in practice, it was observed that a stepsize of 1 was
almost always accepted. From Figure 1 it follows, therefore,
that Algorithm 1 with L-BFGS requires less work to con-
verge than the other methods, disregarding the one time fac-
torization cost not present in FBS and DCA.
VI. Conclusions
By reshaping nonsmooth DC problems into the minimiza-
tion of the smooth DC envelope function (DCE), a gradient
method yields a new algorithm for DC programming. The
algorithm is of splitting type, involving (subgradient-free,
proximal) operations on each component which, additionally,
can be carried out in parallel at each iteration. The smooth
reinterpretation naturally leads to the possibility of Newton-
type acceleration techniques which can significantly affect
the convergence speed. The DCE has also a theoretical ap-
peal in its deep kinship with the forward-backward envelope,
as it is shown to be a reparametrization with more favorable
reguarity properties. We believe that this connection may be
a valuable tool for relaxing assumptions in FBE-based algo-
rithms, which is planned for future work.
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