The traditional synthesis question given a specification asks for the automatic construction of a system that satisfies the specification, whereas often there exists a preference order among the different systems that satisfy the given specification. Under a probabilistic assumption about the possible inputs, such a preference order is naturally expressed by a weighted automaton, which assigns to each word a value, such that a system is preferred if it generates a higher expected value. We solve the following optimal synthesis problem: given an omega-regular specification, a Markov chain that describes the distribution of inputs, and a weighted automaton that measures how well a system satisfies the given specification under the input assumption, synthesize a system that optimizes the measured value.
INTRODUCTION
The design of correct and reliable systems is one of the key challenges in computer science. Automatic verification and synthesis aims to address this problem by defining correctness with respect to a formal specification, a mathematical description of the desired behaviors of the system. In automatic verification, we ask if a given system satisfies a given specification [Clarke and Emerson 1981; Queille and Sifakis 1982; Cousot and Cousot 1977] . The synthesis problem asks to automatically construct a system from a specification [Church 1962; Ramadge and Wonham 1989; Pnueli and Rosner 1989] . Traditionally, the verification and the synthesis problems are studied with respect to Boolean specifications in an adversarial environment: the Boolean (or qualitative) specification maps each possible behavior of a system to true or false indicating if this behavior is a desired behavior or not. Analyzing a system in an adversarial environment corresponds to considering the system under the worst-case behavior of the environment. In this work, we study the verification and the synthesis problems for conjunction of qualitative and quantitative objectives in probabilistic environments, which corresponds to analyzing the system under the average-case behavior of its environment.
Quantitative reasoning is traditionally used to measure quantitative properties of systems, such as performance or reliability (cf., de Alfaro [1997b] , Haverkort [1998] , Baier and Katoen [2008] , and Kwiatkowska et al. [2009] ). Quantitative reasoning has also been shown useful in the classical Boolean contexts of verification and synthesis [Bloem et al. 2009a; Katz and Peled 2010] . In particular, by augmenting a Boolean specification with a quantitative specification, we can measure how "well" a system satisfies the specification. For example, among systems that respond to requests, we may prefer one system over another if it responds quicker, or it responds to more requests, or it issues fewer unrequested responses, etc. In synthesis, we can use such measures to guide the synthesis process towards deriving a system that is, in the desired sense, "optimal" among all systems that satisfy the specification.
There are many ways to define a quantitative measure that captures the "goodness" of a system with respect to the Boolean specification, and particular measures can be quite different, but there are two questions every such measure has to answer: (1) how to assign a quantitative value to one particular behavior of a system (measure along a behavior) and (2) how to aggregate the quantitative values that are assigned to the possible behaviors of the system (measure across behaviors). Recall the response property: Suppose there is a sequence of requests along a behavior and we are interested primarily in the response time, that is, the quicker the system responds, the better. As measure (1) along a particular behavior, we may be interested in an average or the supremum (i.e., worst case) of all response times, or in any other function that aggregates all response times along a behavior into a single real value. The choice of measure (2) across behaviors is independent: we may be interested in an average of all values assigned to individual behaviors, or in the supremum, or again, in some other function. In this way, we can choose to measure the average (across behaviors) of average (along a behavior) response times, or the average of worst-case response times, or the worst case of average response times, or the worst case of worst-case response times, etc. Note that these are the same two choices that appear in weighted automata and max-plus algebras (cf., Droste et al. [2009] , Gaubert [1997] , and Cuninghame-Green [1979] ).
For measures (1) along a behavior, lexicographically ordered tuples of averages Bloem et al. [2009a] and ratios [Bloem et al. 2009b] were studied. Alur et al. [2009] considered an automaton model with a quantitative measure (1) that is defined with respect to certain accumulation points along a behavior. However, in all of these cases, for measure (2) only the worst case (i.e., supremum) is considered. This comes natural as an extension of Boolean thinking, where a system fails to satisfy a property if even a single behavior violates the property. But in this way, we cannot distinguish between two systems that have the same worst cases across behaviors, but in one system almost all possible behaviors exhibit the worst case, while in the other only very few behaviors do so. In contrast, in performance evaluation one usually considers the average case across different behaviors.
For instance, consider a resource controller for two clients. Clients send requests, and the controller grants the resource to one of them at a time. Suppose we prefer, again, systems where requests are granted "as quickly as possible." Every controller that avoids simultaneous grants will have a behavior along which at least one grant is delayed by one step, namely, the behavior along which both clients continuously send requests. The best the controller can do is to alternate between the clients. However, if systems are measured with respect to the worst case across different behaviors, then a controller that always alternates between both clients, independent of the actual requests, is as good as a controller that tries to grant all requests immediately and only alternates when both clients request the resource at the same time. Clearly, if we wish to synthesize the preferred controller, we need to apply an average-case measure across behaviors.
In this article, we present a measure (2) that averages across all possible behaviors of a system and solve the corresponding synthesis problem to derive an optimal system. In synthesis, the different possible behaviors of a system are caused by different input sequences. Therefore, in order to have a meaningful average across different behaviors, we need to assume a probability distribution over the possible input sequences. For example, if on input 0 a system has response time t 0 , and on input 1 response time t 1 , and input 0 is twice as likely as input 1, then the average response time is (2t 0 + t 1 )/3.
The resulting synthesis problem is as follows: given a Boolean specification ϕ, a probabilistic input assumption μ, and a quantitative measure that assigns to each system M a value V ϕ μ (M) of how "well" M satisfies ϕ under μ, construct a system M such that V ϕ μ (M) ≥ V ϕ μ (M ) for all M . We solve this problem for qualitative specifications that are given as ω-automata, input assumptions that are given as finite-state Markov chains, and a quantitative specification given as a mean-payoff automaton which defines a quantitative language by assigning values to behaviors. From these three inputs, we derive a measure that captures (i) an average along system behaviors as well as (ii) an average across system behaviors; and thus we obtain a measure that induces a value for each system. Note that our framework is very flexible and general because: for the qualitative specification we consider ω-regular specifications that can express all properties in verification and synthesis; for input assumption, we consider the class of distributions generated by any finite-state process (i.e., finite-state Markov chains); and for quantitative specification we consider weighted mean-payoff automata that can express a large class of quantitative properties of interest. For ω-regular specifications we will consider deterministic parity automata that can express all ω-regular specifications.
To our knowledge, this is the first solution of a synthesis problem for an average-case measure across system behaviors. Technically, the solution rests on a new, polynomialtime algorithm for computing optimal strategies in MDPs with mean-payoff parity objectives. In contrast to MDPs with mean-payoff objectives, where pure memoryless optimal strategies exist, optimal strategies for mean-payoff parity objectives in MDPs require infinite memory. It follows from our result that the infinite memory can be captured with a counter, and with this insight we develop the polynomial-time algorithm for solving MDPs with mean-payoff parity objectives. A careful analysis of the constructed strategies allows us to construct, for any ε > 0, a finite-state system that is within ε of the optimal value. Furthermore, we present a polynomial-time procedure to decide if there exists a finite-state system (system without a counter) that achieves the optimal value for a mean-payoff parity specification. We show that for MDPs with mean-payoff parity objectives finite memory does not help, that is, either optimal strategies require infinite memory or there exists a memoryless strategy that also achieves the optimal value. We give a linear program to check if there exists a memoryless strategy that is optimal. Since we present a solution for MDPs with mean-payoff parity objectives, and mean-payoff and parity objectives are classical conditions to express quantitative and qualitative specifications, respectively, our polynomial-time solutions for the combination of the two classical objectives are also of independent theoretical interest and potentially have applications in other contexts as well. Observe that all our algorithms are efficient (i.e., polynomial time), whereas in contrast, in the adversarial setting of two-player parity games or mean-payoff games no polynomial-time algorithm is known. We have implemented all the relevant algorithms along with a practical implementation for large and sparse MDPs. We present an improved implementation technique for solving large and sparse MDPs with mean-payoff objectives by strategy improvement that gives a factor of three theoretical improvement over the previous method, and our experimental results were much faster with the improvement than without the improvement. We present some experimental results showing optimal systems that were automatically constructed with our implementation.
Related Works. Many formalisms for quantitative specifications have been considered in the literature [Alur et al. 2009; Chakrabarti et al. 2003 Chakrabarti et al. , 2005 Chatterjee et al. 2006 Chatterjee et al. , 2010b de Alfaro 1998; Droste and Gastin 2007; Droste et al. 2008; Kupferman and Lustig 2007] ; most of these works (other than Alur et al. [2009] , Chatterjee et al. [2010b] , and de Alfaro [1998]) do not consider mean-payoff specifications and none of these works focus on how quantitative specifications can be used to obtain better implementations for the synthesis problem. Furthermore, several notions of metrics for probabilistic systems and games have been proposed in the literature [de Alfaro et al. 2007; Desharnais et al. 1999] ; these metrics provide a measure that indicates how close are two systems with respect to all temporal properties expressible in a logic; whereas our work uses quantitative specification to compare systems with respect to the property of interest. Similar in spirit but based on a completely different technique, is the work by Niebert et al. [2008] , who group behaviors into good and bad with respect to satisfying a given LTL specification and use a CTL * -like analysis specification to quantify over the good and bad behaviors. This measure of logical properties was used by Katz and Peled [2010] to guide genetic algorithms to discover counterexamples and corrections for distributed protocols. Control and synthesis in the presence of uncertainty has been considered in several works such as Baier et al. [2004] , Courcoubetis and Yannakakis [1995] , and Bianco and de Alfaro [1995] : in all these works, the framework consists of MDPs to model nondeterministic and probabilistic behavior, and the specification is a Boolean specification. In contrast to these works where the probabilistic choice represents uncertainty, in our work the probabilistic choice represents a model for the environment assumption on the input sequences that allows us to consider the system as a whole. Moreover, we consider combination of quantitative and qualitative objectives. Parr and Russell [1997] also synthesize strategies for MDPs that optimize quantitative objectives. They optimize with respect to the expected discounted total reward, while we consider mean-payoff objectives. Furthermore, we allow the user (i) to provide additionally qualitative (in particular liveness) constraints and (ii) to specify the qualitative and the quantitative constraints independent of the MDP. MDPs with mean-payoff objectives are well studied. The books [Filar and Vrieze 1996; Puterman 1994 ] present a detailed analysis of this topic. We present a solution for a more general condition: the conjunction of mean-payoff and parity condition on MDPs. We show that MDPs with mean-payoff parity objectives can be solved in polynomial time. Following our work, different notions of mean-payoff parity objectives have been studied for MDPs Doyen 2011a, 2011b] and also extended to stochastic games .
Structure of the Article. In Section 2, we present the reactive synthesis problem and with an illustrative example explain the relevant concepts. Section 3 gives all the basic definitions and preliminaries required for the optimal synthesis problem. In Section 4, we present MDPs, which will be the basic tool to solve the optimal synthesis problem, and present all the required definitions for MDPs. In Section 5, we illustrate the problem of measuring systems (or quantitative verification) with respect to quantitative specifications using several examples, and show how to compute the value of a system. In Section 6, we show how to construct systems that satisfy a qualitative specification and optimize a quantitative specification. Readers interested in the technical solution of MDPs with mean-payoff parity objectives can read Section 4 (which formally defines the problem), and then Section 6.2 and Section 6.3 for the solution. In Section 7, we present our implementation and experimental results: in Section 7.1, we present an improved implementation technique for large and sparse MDPs and in Section 7.2 present our experimental results. We conclude in Section 8.
This article is an extended and improved version of Chatterjee et al. [2010c] that includes new theoretical results, more examples, detailed proofs, and reports on an improved implementation. We present new theoretical results related to finite-state strategies for approximating the values in mean-payoff parity MDPs and a polynomialtime procedure to decide the existence of a memoryless strategy that achieves the optimal value.
REACTIVE SYNTHESIS
In this section, we give a short introduction to reactive synthesis, a technique to automatically construct a reactive system from a specification. A reactive system periodically interacts with its environment, for example, it reads sensor values and sends control commands to actuators. Examples of such systems are digital hardware designs, air traffic control systems, or controllers for mechanical devices such as trains, elevators, or nuclear reactors. They all have in common that they start in some initial state, are required to run forever, and perform actions in response to the environment to satisfy some desired temporal properties.
Reactive synthesis has been an ambitious goal in computer science for about half a century [Church 1962 ]. The intriguing benefit of reactive synthesis is that one only has to give a list of desired temporal properties and a synthesis tool will automatically construct a reactive system that satisfies all the desired properties (if such a system exists). In other words, reactive synthesis is declarative programming taken to its limit. Reactive synthesis can be viewed as a game between two players: (i) the system and (ii) the environment. At every step, the environment provides values to the inputs of the system, the system reads the values, and provides values to its output signals. In the following, we provide a simple example to clarify the relationship between reactive synthesis and games.
Elevator Controller. Let us consider an elevator controller for an elevator with five floors. There are buttons in each floor and inside the elevator to direct the elevator. The elevator can be requested on every floor, and once a floor is requested the request cannot be withdrawn. Player 1 (the system) is the controller that moves the elevator up and down depending on the requested floors. Player 2 (the environment) are the passengers that press the buttons to request a floor. The goal of the system is to control the elevator in such a way that the following property is satisfied: It must always happen that every 9:6 K. Chatterjee et al. requested floor will eventually be reached. We call the temporal properties, which describes the desired behavior of the system, the specification. The formal descriptions of temporal specifications can be expressed either as a formula in Linear Temporal Logic (LTL) [Pnueli 1977 ], or an automaton accepting infinite words. (We consider infinite words, because reactive systems, like the elevator controller, are required to run forever.) In this work, we will consider automata for such temporal specifications, and for the synthesis problem we require that the automaton is deterministic. Hence, we will consider deterministic parity automata, since every LTL formula can be translated to a deterministic parity automaton [Vardi and Wolper 1986; Safra 1988] (but subclasses such as deterministic Büchi automata are not sufficient in general). Figure 1 shows an automaton to specify the property for the first floor. Intuitively, the automaton tracks the progress the system makes towards satisfying the specification. It observes the input and output signals of the system. For example, the input signal to the elevator controller are the request signals, one request signal for each floor. The output signal is the current floor of the elevator. The automaton starts in state q 0 . If it detects a request for floor 1 (indicated by Req1 = 1) and the elevator is not already in floor 1 (i.e., Curr = 1), then it remembers the outstanding request by moving to state q 1 . It will only move back to the initial state, if the elevator arrives at floor 1, that is, the request is served. The system satisfies the specification for floor 1 if the observing automaton visits state q 0 regularly (infinitely often). The complete specification consists of copies of the automaton shown in Figure 1 , one copy for each floor. They all observe the system in parallel. For instance, a Shabbat elevator, which goes up and down and stops at every floor independent of the requested floors, satisfies the specification.
Quantitative Specifications. In the classical reactive synthesis setting, the input is only a qualitative specification (e.g., a deterministic parity automaton or a LTL formula). As shown in the elevator example, the Shabbat elevator is a solution to the synthesis problem. However, an elevator that responses faster to requests might be preferable to the Shabbat elevator. Thus, quantitative specifications are required to guide the search of systems that satisfy the qualitative specification to obtain optimal systems. We will consider deterministic mean-payoff automata as quantitative specifications and let us illustrate with two examples such quantitative specifications.
(1) (Average Response). Consider an automaton that keeps track of the number of floors with pending requests; and assigns a cost i, if i requests are pending. The quantitative specification asks to minimize the average of the costs. Thus, the quantitative specification asks for controllers that minimize the average response time. (2) (Cost of Jumps). A different quantitative specification could add the additional constraint that the cost of travel between consecutive floors is lower than cost of travel between floors that are far apart. For example, if the elevator is in floor 4, and there is a request from floor 1 and floor 2 to go down, then the elevator should ideally stop at floor 2 and then at floor 1. A deterministic automaton in its state can keep track of the current floor and the next floor and assign a cost based on them.
In general, we can consider a combined deterministic automata that specifies both the average response time as well as the cost of jumps. The goal of the synthesized reactive system is to minimize the average cost. Note that minimizing the average cost is equivalent to adding a reward to every transition that is greater than the highest cost, and maximizing the reward. In all other examples in this article, we will consider the reward model.
Probabilistic Environments. While quantitative specifications express the performance of a system, the average behavior of a system can only be analyzed under a distribution on the input sequences. For example, given the worst-case input sequence where at every time instant there is a request from every floor, the performance of the Shabbat elevator and other smart elevators that satisfy the specification are the same. Thus, the worst-case performance does not distinguish between different systems that satisfy the specification. We illustrate with two examples the specifications of probabilistic environments.
(1) (Ground Floor More Likely) . Consider the case where the ground floor denotes the entrance to the building and hence requests from the ground floor are more likely than the other floors. This can be expressed as a simple one-state Markov chain which specifies the probability of requests from a given floor, and thus define a probability distribution over input sequences. (2) (Time-Dependent Distributions). Consider the case such that each floor has two possible probabilities of requests, one high and the other low, denoting possible activities during different hours. For example, at 8AM, floors 0, 1, and 4 are in the high probability state, others are in the low probability state; whereas at 9AM floor 0 and floor 2 are in the high state, others in the low state. Thus, a larger Markov chain can express this time-dependent probability distribution.
Summary. In the classical reactive synthesis from temporal specifications, the input is a qualitative specification. However, as illustrated here, for synthesis of optimal systems both quantitative specifications and probabilistic environment (probability distribution over the input sequences) are required. In this work, we will consider qualitative specifications (given as deterministic parity automata), along with quantitative specifications (given as deterministic mean-payoff automata) and probabilistic environment (given as Markov chains), and show how to automatically construct a system that satisfies the qualitative specification with probability 1 and has an optimal average-case behavior with respect to the quantitative specification (if such a system exists). In the next section, we present all the required definitions and introduce the synthesis framework formally.
PRELIMINARIES
In this section, we present all the basic definitions and preliminaries.
Alphabet, Words, and Languages
An alphabet consists of a finite set of letters σ ∈ . We often use letters representing assignments to a set of Boolean variables V . In this case, we write = 2 V , that is, is the set of all subsets of V , and a letter σ = {v 1 , . . . , v n } ∈ 2 V encodes the unique assignment, in which all variables in σ are set to true and all other variables are set to false. A word w over is either a finite or infinite sequence of letters, that is, w ∈ * ∪ ω . Given a word w ∈ ω , we denote by w i the letter at position i of w and by w i the prefix of w of length i, that is, w i = w 1 w 2 · · · w i . We denote by |w| the length of the word w, that is, |w i | = i and |w| = ∞, if w is infinite. A qualitative language L is a subset of ω . A quantitative language L [Chatterjee et al. 2010b ] is a mapping from the set of words to the set of reals, that is, L : ω → R. Note that the characteristic function of a qualitative language L is a quantitative language that maps words to 0 and 1. Given a qualitative language L, we use L also to denote its characteristic function.
Automata with Parity, Safety, and Mean-Payoff Objective
An (finite-state) automaton is a tuple A = ( , Q, q 0 , ), where is a finite alphabet, Q is a (finite) set of states, q 0 ∈ Q is an initial state, and : Q × → Q 1 is a transition function that maps a state and a letter to a successor state. The run of A on a word w = w 0 w 1 · · · is a sequence of states ρ = ρ 0 ρ 1 · · · such that (i) ρ 0 = q 0 and (ii) for all 
The language of A denoted by L A is the set of all words accepted by A. A safety automaton is a parity automaton with only priorities 0 and 1, and no transitions from priority-1 to priority-0 states. A mean-payoff automaton is a tuple A = (( , Q, q 0 , ), rw), where ( , Q, q 0 , ) is a finite-state automaton and rw : Q× → N is a reward function that associates to each transition of the automaton a reward ∈ N. A mean-payoff automaton assigns to each word w the long-run average of the rewards, that is, for a word w let ρ be the run of A on w, then we have
Note that L A is a function that assigns real values to words. Observe that, for qualitative specifications, we consider deterministic parity automata which is ω-regular complete (i.e., all ω-regular conditions can be expressed as a deterministic parity automata, e.g., all LTL specifications can be translated into a deterministic parity automata [Vardi and Wolper 1986; Safra 1988] ), whereas specific subclasses of parity conditions (such as with only two priorities) are not ω-regular complete in general. Also for quantitative specifications, we consider the general class of quantitative properties expressed as any deterministic mean-payoff automata. For other classes of quantitative specifications over finite and infinite words and their basic properties, we refer the readers to Droste et al. [2009] , Droste and Gastin [2007] , and Chatterjee et al. [2010a Chatterjee et al. [ , 2010b .
Example 3.1. Figure 2 shows a mean-payoff automaton A = (( , Q, q 0 , ), rw) for words over the alphabet = 2 {r,g} = {{}, {r}, {g}, {r, g}}, which are all possible assignments to the two Boolean variables r and g. For example, the letter {r} means that variable r is true and all the other variables (in this case only g) are false. The automaton has two states q 0 and q 1 represented by circles. State q 0 is the initial state, which is indicated by the straight-arrow from the left. Transitions are represented by directed arrows. They are labeled with (i) a conjunction of literals representing a set of letters and (ii) in parentheses, the reward obtained when following this transition. If a variable v appears in positive form in a label, then we can take this transition only with a letter that includes v. If the variable v appears in negated form (i.e.,v), then this transition can only be taken with letter that do not include v. Note that transitions depend only on the signals that appear in their labels. For example, the self-loop on state q 0 labeled with g(1) means that we can move from q 0 to q 0 with any letter that includes g, that is, either with letter {g} or with letter {r, g}. The automaton assigns to each word in ω the average reward. For example, the run of A on the word ({r} {r} {rg}) ω is (q 0 q 0 q 1 ) ω and the corresponding sequence of rewards is (0 0 1) ω with an average reward of (0 + 0 + 1)/3 = 1/3. 
State Machines and Specifications

A (finite-)state machine (or system) with input signals I and output signals O is a tuple
is the function that maps input words to outcomes. The language of M denoted by L M is the set of outcomes of M on all infinite input words.
Example 3.2. Consider the system M depicted in Figure 3 . System M has one Boolean input variable r and one Boolean output variable g. In every step, M reads the value of the variable r and sets the value of the variable g. More precisely, M sets g to false, whenever either r is false in the current step or g have been true in the previous step. The input alphabet of M is 2 {r} = {{}, {r}} and its output alphabet is 2 {g} = {{}, {g}}. Recall that all variables that are absent in a letter are set to false, for example, the input letter {} means that the value of r is false, while {r} refers to r being true. We again label edges with conjunctions of literals. The conjunction on the left of the slash describes a set of input letters, that is, a set of assignments to the input variables. The conjunction on the right describes a single output letter, which corresponds to an assignment of the output variables. For example, the transition from state q 1 to state q 0 labeled /g means that if the system is in state q 1 , then it moves to the state q 0 and sets the variable g to false for any input letter because the conjunction for the input variables is empty. Consider the input word w = {r}{r}{}{r}. The outcome of M on w is the combined word {rg}{r}{}{rg}. The language of M are all the infinite words generated by arbitrarily concatenating the following three words:
We will analyze state machines with respect to qualitative and quantitative specifications. Qualitative specifications are qualitative languages, that is, subsets of ω or equivalently functions mapping words to 0 and 1. We consider ω-regular specifications given as safety or parity automata. Given a safety or parity automaton A and a state
A quantitative specification is given by a quantitative language L, that is, a function that assigns values to words. Given a state machine M, we use function composition to relate L and M, that is, L • O M maps every input word w of M to the value assigned by L to the outcome of M on w. We consider quantitative specifications given by mean-payoff automata.
Labeled Markov Chains and Probability Measure on Input Words
A probability distribution over a finite set S is a function f : S → [0, 1] such that s∈S f (s) = 1. We denote the set of all probability distributions over S by D(S). A Markov chain G = (S, s 0 , E, δ) consists of a finite set of states S, an initial state s 0 ∈ S, a set of edges E ⊆ S × S, and a probabilistic transition function δ: S → D(S). We assume that for all s, t ∈ S, we have (s, t) ∈ E iff δ(s)(t) > 0, and we often write δ(s, t) for δ(s)(t). For a state s ∈ S, we write E(s) to denote the set {t ∈ S | (s, t) ∈ E} of possible successors. A -labeled Markov chain (G, λ) is a Markov chain G with a labeling function λ : S → that assigns to each state of G a letter from . We assume that labeled Markov chains are deterministic and complete, that is,
Probability Measure on
ω by Markov Chains.. We now present the probability measure induced by a labeled Markov chain (G, λ) on the set ω . Given a finite sequence ρ of states in the Markov chain, we denote by λ(ρ) the finite word obtained by applying the λ mapping on the sequence, and given a finite word w ∈ * , we denote by λ −1 (w) the set of sequences ρ in the Markov chain such that λ(ρ) = w. The probability measure μ on the finite sequence of states in G is obtained inductively: μ(s 0 ) = 1 and for a finite
. The probability measure on finite words is obtained as follows: for a finite word w, we have μ(w) = ρ∈λ −1 (w) μ(ρ). The probability measure on finite words has a unique extension as a probability measure on infinite words (Caratheódary's extension theorem [Billingsley 1995] ).
Quantitative Verification and Synthesis
We consider the probability space (
where F is the σ -algebra generated by the cylinder sets of ω (which are the sets of infinite words sharing a common prefix) (in other words, we have the Cantor topology on ω I ) and μ is a probability measure defined on ( ω , F). We use labeled finite-state Markov chains to define the probability measure μ (as defined in Section 3.4). Given a probability measure μ on the input sequences and the associated expectation measure E, we first define a satisfaction relation between systems and specifications and then the value of a system with respect to a qualitative and a quantitative specification. Definition 3.3 (Satisfaction). Given a state machine M with input alphabet I , a qualitative specification ϕ, and a probability measure μ on (
, where E is the expectation measure for μ.
Recall that we use a quantitative specification to describe how "good" a system is. Since we aim for a system that satisfies the given (qualitative) specification and is "good" in a given sense, we define the value of a machine with respect to a qualitative and a quantitative specification.
Definition 3.4 (Value). Given a state machine M, a qualitative specification ϕ, quantitative specification ψ, and a probability measure μ on ( ω I , F), the value of M with respect to ϕ and ψ under μ is defined as the expectation of the function ψ • O M under the probability measure μ if M satisfies ϕ under μ, and ⊥ otherwise. Formally, let E be the expectation measure for μ, then
If ϕ is the set of all words, then we write V ψ μ (M). Definition 3.5 (Quantitative Verification and Synthesis). The quantitative verification (or measuring systems) problem takes as input a finite-state machine M, a qualitative specification ϕ, quantitative specification ψ, and a probability measure μ on ( ω I , F), and asks for the computation of V ϕψ μ (M). The quantitative synthesis problem takes as input a qualitative specification ϕ, quantitative specification ψ, and a probability measure μ on ( ω I , F), and asks for the computation of a system M that optimizes the value, that is, asks for the construction of a system M such that
Definition 3.5 presents a very general framework for quantitative verification and synthesis, and we will consider the instantiation of the problem where the qualitative specification ϕ is given as a deterministic parity automata (that is ω-regular complete), the quantitative specification ψ is given as a deterministic mean-payoff automata, and the probability measure on input is specified by a labeled finite-state Markov chain. Note that the traditional Boolean verification problem given a state machine M and a qualitative specification ϕ asks whether every word in the language of M belongs to ϕ; and the traditional Boolean synthesis problem given a qualitative specification ϕ asks for a system M such that every word in the language of M belongs to ϕ.
MARKOV DECISION PROCESSES (MDPS)
We will reduce the solution of the quantitative synthesis problem to analysis of Markov decision processes (MDPs) with a combination of qualitative and quantitative objectives. In other words, MDPs will be the basic mathematical model and the tool for the analysis of the quantitative synthesis problem. MDPs are generalization of Markov chains and are defined as follows.
Markov Decision Processes (MDPs). A Markov Decision Process (MDP) G
consists of a finite set of states S, an initial state s 0 ∈ S, a set of edges E ⊆ S × S, a partition (S 1 , S P ) of the set S, and a probabilistic transition function δ: S P → D(S). The states in S 1 are the player-1 states, where player 1 decides the successor state; and the states in S P are the probabilistic states, where the successor state is chosen according to the probabilistic transition function δ. So, we can view an MDP as a game between two players: player 1 and a random player that plays according to δ. We assume that for s ∈ S P and t ∈ S, we have (s, t) ∈ E iff δ(s)(t) > 0, and we often write δ(s, t) for δ(s)(t). For technical convenience, we assume that every state has at least one outgoing edge. For a state s ∈ S, we write E(s) to denote the set {t ∈ S | (s, t) ∈ E} of possible successors. Note that if the set S 1 = ∅, then G is a Markov chain. A -labeled MDP (G, λ) is an MDP G with a labeling function λ : S → assigning to each state of G a letter from . We assume that labeled MDPs are deterministic and complete (the same as for Markov chains).
Plays and
Strategies. An infinite path, or a play, of the MDP G is an infinite sequence ω = s 0 s 1 s 2 · · · of states such that (s k , s k+1 ) ∈ E for all k ∈ N. Note that we use ω only to denote plays, that is, infinite sequences of states. We use v to refer to finite sequences of states. We write for the set of all plays, and for a state s ∈ S, we write s ⊆ for the set of plays starting at s. A strategy for player 1 is a function π : S * S 1 → D(S) that assigns a probability distribution to all finite sequences v ∈ S * S 1 of states ending in a player-1 state. Player 1 follows π , if she make all her moves according to the distributions provided by π . A strategy must prescribe only available moves, that is, for all v ∈ S * , s ∈ S 1 , and t ∈ S, if π (vs)(t) > 0, then (s, t) ∈ E. We denote by the set of all strategies for player 1. Once a starting state s ∈ S and a strategy π ∈ is fixed, the outcome of the game is a random walk ω π s for which the probabilities of every event A ⊆ , which is a measurable set of plays, are uniquely defined. For a state s ∈ S and an event A ⊆ , we write μ π s (A) for the probability that a play belongs to A if the game starts from the state s and player 1 follow the strategy π , respectively. For a measurable function f : → R, we denote by E π s [ f ] the expectation of the function f under the probability measure μ π s (·). Strategies that do not use randomization are called pure. A player-1 strategy π is pure if for all v ∈ S * and s ∈ S 1 , there is a state t ∈ S such that π (vs)(t) = 1. A memoryless player-1 strategy depends only on the current state, that is, for all v, v ∈ S * and for all s ∈ S 1 , we have π (vs) = π (v s). A memoryless strategy can be represented as a function π : S 1 → D(S). A pure memoryless strategy is a strategy that is both pure and memoryless. A pure memoryless strategy can be represented as a function π : S 1 → S. A pure finite-state strategy is a strategy that can be represented by a finite-state machine M = (Q, q 0 , , λ) with input alphabet I = S and output alphabet O = S. The set Q represents a set of memory locations with q 0 as the initial memory content. The transition function : Q × S → Q describes how to update the memory while moving to the next state in the MDP. The labeling function λ : Q × S → S defines the moves of Player 1, that is, for every memory location and state of the MDP, it provides a successor state in the MDP.
Resulting Markov Chains, Recurrent Classes, Unichain, and Multichain. Given an MDP G and a pure memoryless or finite-state strategy π , if we restrict G to follow the actions suggested in π , we obtain a Markov chain. Given a Markov chain → R. We consider several objectives based on priority and reward functions. Given a priority function p : S → {0, 1, . . . , d}, we defined the set of plays satisfying the parity objective as p = {ω ∈ | min p(Inf (ω)) is even}. A parity objective parity p is the characteristic function of p . Given a reward function rw : S → N ∪ {⊥}, the meanpayoff objective mean rw for a play ω = s 1 s 2 s 3 · · · is defined as mean rw (ω) = lim inf n→∞
Given a priority function p and a reward function rw the mean-payoff parity objective mp p,rw assigns the long-run average of the rewards if the parity objective is satisfied; otherwise, it assigns ⊥. Formally, for a play ω, we have
For a reward function rw : S → R the max objective max rw assigns to a play the maximum reward that appears in the play. Note that since S is finite, the number of different rewards appearing in a play is finite and hence the maximum is defined. Formally, for a play ω = s 1 s 2 s 3 · · · we have max rw (ω) = max rw(s i ) i≥1 . Values, Optimal Strategies, and Almost-Sure Winning States. Given an MDP G, the value function V G for an objective f is the function from the state space S to the set R of reals defined as follows: for all states s ∈ S, we have
. In other words, the value V G ( f )(s) is the maximal expectation with which player 1 can achieve her objective f from state s. A strategy π is optimal from state s for objective
For parity objectives, mean-payoff objectives, and max objectives pure memoryless optimal strategies exist in MDPs.
Given an MDP G and a priority function p, we denote by W G (parity p ) = {s ∈ S | V G (parity p )(s) = 1}, the set of states with value 1. These states are called the almostsure winning states for the player and an optimal strategy from the almost-sure winning states is called a almost-sure winning strategy. The set W G (parity p ) for an MDP G with priority function p can be computed in O(d · n 3 2 ) time, where n is the size of the MDP G and d is the number of priorities [Chatterjee et al. 2003 [Chatterjee et al. , 2004 . For states in S \ W G (parity p ) the parity objective is falsified with positive probability for all strategies, which implies that for all states in S \ W G (parity p ) the value is less than 1 (i.e., V G (parity p )(s) < 1).
QUANTITATIVE VERIFICATION (MEASURING SYSTEMS)
In this section, we start with an example to explain the problem and the formal measure introduced in Section 3. Then, we show how to compute the value of a system with respect to the given measure, that is, how to solve the quantitative verification problem.
Example 5.1. Recall the example from the introduction, where we consider a resource controller for two clients. Client i requests the resource by setting its request signal r i . The resource is granted to Client i by raising the grant signal g i . We require that the controller guarantees mutually exclusive access and that it is fair, that is, a requesting client eventually gets access to the resource. Let us assume we prefer controllers that respond quickly. Figure 4 shows a specification that rewards a quick response to request r i . The specification is given as a mean-payoff automaton that measures the average delay between a request r i and a corresponding grant g i . Recall that transitions are labeled with a conjunction of literals and a reward in parentheses. In particular, whenever a request is granted the reward is 1, while a delay of the grant results in reward 0. The automaton assigns to each word in (2 {r i ,g i } ) ω the average reward. For instance, the value of the word ({r i }{r i , g i })
ω is (0 + 1)/2 = 1/2. We can take two copies of this specification, one for each client, and assign to each word in (2 {r 1 ,r 2 ,g 1 ,g 2 } )
ω the sum of the average rewards. For example, the word ({r 1 , g 2 }{r 1 , g 1 }) ω gets an average reward of 1/2 with respect to the first client and reward 1 with respect to the second client, which sums up to a total reward of 3/2.
Consider the systems M 1 and M 2 in Figures 5 and 6 , respectively. Transitions are labeled with conjunctions of input and output literals separated by a slash. System M 1 alternates between granting the resource to Clients 1 and 2. System M 2 grants the 9:14 K. Chatterjee et al. resource to Client 2, if only Client 2 is sending requests. By default, it grants the resource to Client 1. If both clients request, then the controller alternates between them. Both systems are correct with respect to the functional requirements described previously: they are fair to both clients and guarantee that the resource is not accessed simultaneously. Though, intuitively system M 2 is better than M 1 because the delay between requests and grants is, for most input sequences, smaller than the delay in system M 1 . For instance, consider the input trace ({r 2 }{r 1 })
ω . The response of system M 1 is ({g 1 }{g 2 }) ω . Observing the product of the system M 1 and the specifications A 1 and A 2 shown in Figure 7 , we can see that this results in an average reward of 1. Similarly, Figure 8 shows the product of M 2 , A 1 , and A 2 . System M 2 responds with ({g 2 }{g 1 }) ω and obtains a reward of 2. Now, consider the sequence ({r 1 , r 2 }) ω , which is the worst input sequence the environment can provide. In both systems, this sequences leads to a reward of 1, which is the lowest possible reward. So M 1 and M 2 cannot be distinguished with respect to their worst-case behavior.
In order to measure a system with respect to its average behavior, we aim to average over the rewards obtained for all possible input sequences. Since we have infinite sequences, one way to average is the limit of the average over all finite prefixes. Note that this can only be done if we know the values of finite words with respect to the quantitative specification. For instance, for a finite-state machine M and a mean-payoff automaton A, we can define the average as
). However, if we truly want to capture the average behavior, we need to know how often the different parts of the system are used. This corresponds to knowing how likely the different input sequences are. The measure ( ) assumes that all input sequences are "equally likely". In order to define measures that take the behavior of the environment into account, we use a probability measure on input words. As defined in Section 3.5, we use labeled finite-state Markov chains to define the probability measure on input words.
Example 5.2. Recall the controller of Example 5.1. We can represent such a behavior by assigning probabilities to the events in = 2 {r 1 ,r 2 } . Assume Client 1 sends requests with probability p 1 and Client 2 sends them with probability p 2 < p 1 , independent of what has happened before. Then, we can build a labeled Markov chain with four states S p = {s 0 , s 1 , s 2 , s 3 } each labeled with a letter in , that is, λ(s 0 ) = {}, λ(s 1 ) = {r 2 }, λ(s 2 ) = {r 1 }, and λ(s 3 ) = {r 1 , r 2 }, and the following transition probabilities:
In Definition 3.4, we could also consider the traditional satisfaction relation, that is, M |= ϕ. We focus on satisfaction under μ, since satisfaction with probability 1 is the natural correctness criterion, if we are given a probabilistic environment assumption. Note that, for safety specifications, the two notions coincide, because we assume that the labeled Markov chain defining the input distribution is complete. 4 We discuss the alternative synthesis algorithm for the satisfaction (M |= ϕ, instead of M |= μ ϕ) in the conclusions (Section 8).
LEMMA 5.3. Given a finite-state machine M, a safety or a parity automaton A, a mean-payoff automaton B, and a labeled Markov chain (G, λ G ) defining a probability measure μ on ( ω I , F), we can construct a Markov chain G = (S , s 0 , E , δ ) , a reward function rw , and a priority function p such that
PROOF. To build G , we first build the product of M, A, and B (cf., Figure 7 ), which is a finite-state machine C = (Q, q 0 , , λ) augmented with a (transition) reward function rw : Q × I → N and a priority function p :
, a reward function rw : S → N, and a priority function p : S → {0, . . . , d} as follows:
In G , every transition of M × A is split into two parts: in the first part, G chooses the input value according to the distribution given by G. In the second part, G outputs the value from M corresponding to the chosen input. The reward given by A for this transition is assigned to the intermediate state, that is, rw (s ) = rw(q, λ G (s)) if s = (q, s, 1), otherwise rw (s ) = 0, and the priorities are copied from A, that is, p ((q, s, b)) = p(q). If A is a safety automaton, we overwrite the rewards function rw to map all states s ∈ S with priority 1 to ⊥, that is, rw (s) = ⊥ if p (s) = 1. This allows us to ignore the priority function and compute the system value based on the mean-payoff value.
Remark. Note that we can also compute M |= μ L A and V 
Even though, the approach with two Markov chains has a better complexity, we constructed a single Markov chain to show the similarity between verification and synthesis.
THEOREM 5.4. Given a finite-state machine M, a parity automaton A, a mean-payoff automaton B, and a labeled Markov chain (G, λ G ) defining a probability measure μ, we can compute the value V
4 Recall that a Markov chain is complete, if in every state there is an edge for every input value. Since every edge has a positive probability, also every finite path has a positive probability and therefore a system violating a safety specification will have a value ⊥. If the Markov chain is not complete (i.e., we are given an input distribution that assigns probability 0 to some finite input sequences), we require a simple preprocessing step that restricts our algorithms to the set of states satisfying the safety condition independent of the input assumption. This set can be computed in linear time by solving a safety game. [Chatterjee et al. 2003; Filar and Vrieze 1996] , and V G (mp p ,rw )(s 0 ) = V G (mean rw )(s 0 ) if s 0 ∈ W G , and ⊥ otherwise. Note that the value V G (mean rw )(s 0 ) is the sum over all states s of the reward at s (i.e., rw (s)) times the long-run average frequency of being in s (the Cesaro limit of being at s [Filar and Vrieze 1996] ).
Example 5.5. Recall the two systems M 1 and M 2 (Figures 5 and 6 , respectively) and the specification A (cf., Figure 4 ) that rewards quick responses. The two systems are equivalent with respect to the worst-case behavior. Let us consider the average behavior: we build a Markov chain G that assigns 1/4 to all events in 2 {r 1 ,r 2 } . To measure M 1 , we take the product between G and M 1 × A (shown in Figure 7) . The product looks like the automaton in Figure 7 with an intermediate state for each edge. This state is labeled with the reward of the edge. All transitions leading to intermediate states have probability 1/2, the other ones have probability 1. So the expectation of being in a state is the same for all four main states (that is, 1/8) and half of it in the eight intermediate states (i.e., 1/16). Four (intermediate) states have a reward of 1, four have a reward of 2. So we get a total reward of 4 · 1/16 + 4 · 2 · 1/16 = 3/4, and a system value of 1.5. This is expected when we observe Figure 7 because each state has two inputs resulting in a reward of 2 and two inputs with reward 1. For system M 2 , we obtain Markov chain similar to Figure 8 but now the probability of the transitions corresponding to the self-loops on the initial state sum up to 3/4. So it is more likely to stay in the initial state, than to leave it. The expectation for being in the states (q 0 , q 0 , q 0 ),(q 1 , q 0 , q 1 ), and (q 2 , q 1 , q 0 ) are 2/3, 2/9, and 1/9, respectively, and their expected rewards are (2 + 2 + 2 + 1)/4 = 7/4, 3/2, and 3/2, respectively. So, the total reward of system M 2 is 2/3 · 7/4 + 2/9 · 3/2 + 1/9 · 3/2 = 1.67, which is clearly better than the value of system M 1 for specification A.
QUANTITATIVE SYNTHESIS (SYNTHESIS OF OPTIMAL SYSTEMS)
In this section, we show how to construct a system that satisfies a qualitative specification and optimizes a quantitative specification under a given probabilistic environment, that is, we demonstrate how to solve the quantitative synthesis problem. First, we reduce the quantitative synthesis problem to finding an optimal strategy in an MDP for a mean-payoff parity objective. The key technical contribution is the solution of MDPs with mean-payoff parity objectives and the main results are as follows.
(1) We show how to construct an optimal strategy in an MDP with a mean-payoff parity objective using end components and a reduction to max objective. (2) In this part, we also show how to decide if the given specification can be implemented by a finite-state system that is optimal. In case the specification does not permit such an implementation, we show how to construct, for every ε > 0, a finite-state system that is ε-optimal. (3) At the end of the section, we provide a linear program that computes the value function of an MDP with max objective, which shows that the value function of an MDP with mean-payoff parity objective can be computed in polynomial time.
We also show that the decision problem of whether a given specification can be implemented optimally by a finite-state system can be solved in polynomial time.
In summary, we present efficient algorithms for analysis of MDPs with mean-payoff parity objectives that solve the relevant quantitative synthesis problem, and is also of independent interest. In Section 6.1, we present the reduction of the quantitative synthesis problem to MDPs with mean-payoff parity objectives; in Section 6.2 and Section 6.3, we present the solution of MDPs with mean-payoff parity objectives. The construction of G is very similar to the construction used in Lemma 5.3. Intuitively, G alternates between mimicking a move of G and mimicking a move of A× B×C, where C is an automaton with | O |-states that transfers the output labels from transitions to states, that is, the transition function δ C of C is the largest transition function such that, for all s, s , σ, σ , if δ C (s, σ ) = δ C (s , σ ), then σ = σ . Priorities p are again copied from A and rewards rw from B. The labels for λ G are either taken from λ G (in intermediate state) or they correspond to the transitions taken in C. Every pure strategy in G fixes one output value for every possible input sequence. The construction of the state machine depends on the structure of the strategy. For pure memoryless strategies, the construction is straightforward. At the end of this section, we discuss how to deal with other strategies.
Reduction to MDP with
The following theorem follows from Lemma 6.1 and the fact that MDPs with meanpayoff objective have pure memoryless optimal strategies and they can be computed in polynomial time (cf. Filar and Vrieze [1996] ).
THEOREM 6.2. Given a safety automaton A, a mean-payoff automaton B, and a labeled Markov chain (G, λ G ) defining a probability measure μ, we can construct a finite-state machine M (if one exists) in polynomial time that satisfies
5 L A under μ and optimizes L B under μ.
MDPs with Mean-Payoff Parity Objectives
It follows from Lemma 6.1 that if the qualitative specification is a parity automaton, along with the Markov chain for probabilistic input assumption, and mean-payoff automata for quantitative specification, then the quantitative synthesis problem reduces to solving MDPs with mean-payoff parity objectives. In the following, we provide an algorithmic solution of MDPs with mean-payoff parity objective. We first present few basic results on MDPs.
End Components. End components in MDPs [de Alfaro 1997a; Courcoubetis and
Yannakakis 1995] play a role equivalent to closed recurrent sets (recurrent classes) in Markov chains. Given an MDP G = (S, s 0 , E, S 1 , S P , δ), a set U ⊆ S of states is an end component [de Alfaro 1997a; Courcoubetis and Yannakakis 1995] if U is δ-closed (i.e., for all s ∈ U ∩ S P , we have E(s) ⊆ U ) and the sub-MDP (or the subgraph) of G restricted to U (denoted G U ) is strongly connected. We denote by E(G) the set of end components of an MDP G. The following lemma states that, given any strategy (memoryless or not), with probability 1 the set of states visited infinitely often along a play is an end component. This lemma allows us to derive conclusions on the (infinite) set of plays in an MDP by analyzing the (finite) set of end components in the MDP. 
LEMMA 6.3 [DE ALFARO 1997a; COURCOUBETIS AND YANNAKAKIS 1995]. Given an MDP G, for all states s ∈ S and all strategies π ∈ , we have
For an end component U ∈ E(G), consider the memoryless strategy π U that plays in any state s in U ∩ S 1 all successors in E(s) ∩ U uniformly at random. Given the strategy π U , the end component U is a closed connected recurrent set (recurrent class) in the Markov chain obtained by fixing π U . LEMMA 6.4. Given an MDP G and an end component U ∈ E(G), the strategy π U ensures that, for all states s ∈ U , we have μ π U s ({ω | Inf (ω) = U }) = 1. It follows that the strategy π U ensures that, from any starting state s, any other state t is reached in finite time with probability 1. From Lemma 6.3, we can conclude that in an MDP the value for mean-payoff parity objectives can be obtained by computing values for end components and then applying the maximal expectation to reach the values of the end components. We now establish the key lemma that shows for an end component, if the minimum priority is even, and if the MDP is restricted to the end component, then the mean-payoff value and mean-payoff parity value coincide.
LEMMA 6.5. Consider an MDP G with state space S, a priority function p, and reward function rw such that (a) G is an end component (i.e., S is an end component) and (b) the minimum priority in S is even. Then the value for mean-payoff parity objective for all states coincide with the value for mean-payoff objective, that is, for all states s, we have
PROOF. We consider two pure memoryless strategies: one for the mean-payoff objective and one for reaching the minimum priority objective and combine them to produce the value for mean-payoff parity objective. Consider a pure memoryless optimal strategy π m for the mean-payoff objective; and the strategy π S is a pure memoryless strategy for the stochastic shortest path to reach the states with the minimum priority (and the priority is even). Observe that under the strategy π S , we obtain a Markov chain such that every recurrent class in the Markov chain contains states with the minimum priority, and hence from any state s a state with the minimum priority (which is even) is reached in finite time with probability 1. The mean-payoff value for all states s ∈ S is the same: if we fix the memoryless strategy π u that chooses all successors uniformly at random, then we get a Markov chain as the whole set S as a recurrent class, and hence from all states s ∈ S any state t ∈ S is reached in finite time with probability 1, and hence the mean-payoff value at s is at least the mean-payoff value at t. It follows that, for all s, t ∈ S, we have V(mean rw )(s) = V(mean rw )(t), and let us denote the uniform value by v * . The strategy π m is a pure memoryless strategy and once it is fixed we obtain a Markov chain and the limit of the average frequency of the states exists and since π m is optimal it follows that for all states s ∈ S we have
where θ i is the random variable for the ith state of a path. Hence, the strategy π m ensures that for any ε > 0, there exists j(ε) ∈ N such that if π m is played for any ≥ j(ε) steps then the expected average of the rewards for steps is within ε of the mean-payoff value of the MDP, that is, for all s ∈ S, for all ≥ j(ε), we have
Let β be the maximum absolute value of the rewards. The optimal strategy for meanpayoff parity objective is played in rounds, and the strategy for round i is as follows.
( 1 
since the reward for the first k i steps is at least 0 (as all rewards are nonnegative), and for the next i steps the strategy π m ensures that the sum of the rewards is at least i ·(v * −ε i ). We have the following inequality for the expected average of the rewards in round i:
Then, the strategy proceeds to round i + 1.
The strategy ensures that there are infinitely many rounds, and hence the minimum priority that is visited infinitely often with probability 1 is the minimum priority of the end component (which is even). This ensures that the parity objective is satisfied with probability 1. This strategy ensures that the value for the mean-payoff parity objective is lim inf
This completes the proof.
Lemma 6.5 shows that in an end component if the minimum priority is even, then the value for mean-payoff parity and mean-payoff objective coincide if we consider the sub-MDP restricted to the end component. The strategy constructed in Lemma 6.5 requires infinite memory and, in the following lemma, we show that for all ε > 0, the ε-approximation can be achieved with finite-memory strategies.
LEMMA 6.6. Consider an MDP G with state space S, a priority function p, and reward function rw such that (a) G is an end component (i.e., S is an end component) and (b) the minimum priority in S is even. Then, for all ε > 0 there is a finite-memory strategy π ε for which the mean-payoff parity objective value for all states is within ε of the value for the mean-payoff objective, that is, for all states s we have
PROOF. The proof of the result is similar as the proof of Lemma 6.5 and the key difference is that the Stage 1 and Stage 2 strategies will be played for a fixed number of rounds, depending on ε > 0, but will not vary across rounds. Fix ε > 0, and we show how to construct a finite-memory strategy to achieve 2 · ε approximation. As ε > 0 is arbitrary, the desired result will follow. As in Lemma 6.5, we consider the two pure memoryless strategies: one for the mean-payoff objective and one for reaching the minimum priority objective and combine them to produce the approximation of the value for mean-payoff parity objective. Consider a pure memoryless optimal strategy π m for the mean-payoff objective; and the strategy π S is a pure memoryless strategy for the stochastic shortest path to reach the states with the minimum priority (and the priority is even). As in Lemma 6.5, we observe that under the strategy π S we obtain a Markov chain such that every recurrent class in the Markov chain contains states with the minimum priority, and hence from any state s a state with the minimum priority (which is even) is reached in finite time with probability 1. Let n be the number of states of the end component, and let η be the minimum positive transition probability in the end component. The strategy π S ensures that from all states s there is a path to the minimum even priority state in the graph of the Markov chain, and the path is of length at most n. Hence, the strategy π S ensures that from all states s a minimum priority state is reached within n steps with probability at least η n (we will refer to this as Property 1 later in the proof). As shown in Lemma 6.5, the mean-payoff value for all states s ∈ S is the same: for all s, t ∈ S, we have V(mean rw )(s) = V(mean rw )(t), and let us denote the uniform value by v * . The strategy π m is a pure memoryless strategy and once it is fixed we obtain a Markov chain and the limit of the average frequency of the states exists. Since π m is optimal, it follows that, for all states s ∈ S, we have
where θ i is the random variable for the ith state of a path. Hence, the strategy π m ensures that for any ε 1 > 0, there exists j(ε 1 ) ∈ N such that, if π m is played for any ≥ j(ε 1 ) steps, then the expected average of the rewards for steps is within ε 1 of the mean-payoff value of the MDP, that is, for all s ∈ S, for all ≥ j(ε 1 ) we have
Let β be the maximum absolute value of the rewards. The finite-memory 2 · ε-optimal strategy for the mean-payoff parity objective is played in rounds, but in contrast to Lemma 6.5 in every round the same strategy is played. The strategy for a round is as follows.
(1) Stage 1. First, play the strategy π S for n steps.
(2) Stage 2. Play the strategy π m for steps such that ≥ max{ j(ε), 1 ε · n · β}. This ensures that the expected average of the rewards in a round is at least
Then, the strategy proceeds to the next round.
This strategy is a finite-memory strategy as it needs to remember the number n for first stage and the number for second stage. This strategy ensures that the value for the mean-payoff objective is at least v * − 2 · ε. To complete the proof that the strategy is 2 · ε-optimal, we need to show that the parity objective is satisfied with probability 1. We call a round a success if a minimum even priority state is visited. Hence, we need to argue that, with probability 1, there are infinitely many success rounds. Every round is a success with probability at least α = η n > 0 (as by Property 1, the strategy π S ensures that a minimum priority state is visited with probability at least α in n steps). For round i, the probability that there is no success round after round i is lim k→∞ α k = 0. Since the countable union of measure zero events has measure zero, it follows that for any round i, the probability that there is no success round after round i is zero. It follows that the probability that there are infinitely many success rounds is 1, that is, the parity objective is satisfied with probability 1. This completes the proof.
In the following, we show that if a pure finite-memory optimal strategy exists, then there is also a pure memoryless optimal strategy. Note that it follows from an example on graphs in that in general finite-memory strategies are not sufficient for optimality for mean-payoff parity objectives.
LEMMA 6.7. Consider an MDP G = (S, s 0 , E, S 1 , S P , δ), a priority function p, and reward function rw such that (a) S is an end component and (b) the minimum priority in S is even. If there exists a pure finite-memory optimal strategy π , then there exists a pure memoryless optimal strategy π .
PROOF. Let M be the Markov chain obtained by fixing the strategy in G to π , that is, M is the synchronous product of G and a finite-memory system describing π . Since the mean-payoff parity objective is prefix-independent and S is an end component (i.e., all states can reach each other with probability 1), all recurrent classes in M have the same mean-payoff parity value. Therefore, we can construct a finite-memory strategy π such that the Markov chain M obtained by fixing the strategy in G to π has a single recurrent class. Let C be the single recurrent class of M and let C| G be the set of states in G that appear in C. We know that min( p( C| G )) is even. Let C 1 , . . . , C k be the component recurrent classes that arise if we fix an optimal pure memoryless strategy for the mean-payoff objective in G restricted to C| G . Since π is an optimal strategy, C and its component recurrent classes C 1 , . . . , C k have the same mean-payoff value. Otherwise, assume there exists some C i that has a higher value, then an infinite-memory strategy that alternates between playing a strategy that ensures the mean-payoff value of C i and a strategy to reach the minimal priority (cf., proof of Lemma 6.5) would achieve a higher mean-payoff parity value, which contradicts the assumption that π is an optimal strategy. Similarly, if some C i has a lower value, then removing C i would again result in a better strategy. If there is a recurrent class C i such that min( p(C i )) is odd, then we can ignore C i in C without changing the value. Finally, assume there are two component recurrent classes C 1 and C 2 such that min( p(C 1 )) and min( p(C 2 )) is even, then we can ignore one of them (say the one with higher minimum priority) without changing the payoff value. From these properties, it follows that if there exists an optimal finite-memory strategy π , then there exists a recurrent class C i such that the minimal priority is even and the mean-payoff value is the same as the mean-payoff value of π . The desired pure memoryless strategy π enforces the recurrent class C i by playing a strategy to stay within C i for states in C i and ensure the mean-payoff value of C i , and for all states outside of C i it plays a pure memoryless almost-sure winning strategy to reach C i . The desired result follows. 
Algorithms Based on Linear Programming
In this section, we present the required polynomial-time algorithms. The algorithms require the maximal end component decomposition of an MDP, and for polynomialtime algorithms for such decomposition, see and (and also Chatterjee and Lacki [2013] for linear-time algorithms for special cases).
Computing Best End Component Values.
We first compute a set S * such that every end component U with min( p(U )) is even is a subset of S * . We also compute a function f * : S * → R + that assigns to every state s ∈ S * the value for the mean-payoff parity objective that can be obtained by visiting only states of an end component that contains s. The computation of S * and f * is as follows.
(1) S * 0 is the set of maximal end components with priority 0 and for a state s ∈ S * 0 the function f * assigns the mean-payoff value when the sub-MDP is restricted to S * 0 (by Lemma 6.5, we know that if we restrict the game to the end components, then the mean-payoff values and mean-payoff parity values coincide); (2) for i ≥ 0, let S * 2i be the set of maximal end components with states with priority 2i or more and that contains at least one state with priority 2i, and f * assigns the mean-payoff value of the MDP restricted to the set of end components S * 2i .
. This procedure gives the values under the end component consideration. In the following, we show how to check if an end component has a pure memoryless strategy that achieves the optimal value.
Checking End Component for Memoryless Strategy. Let U ∈ S
* be a maximal end component with a minimal even priority, as computed in the previous section. Without loss of generality, we assume that the MDP is bipartite, that is, player-1 states and probabilistic states strictly alternate along every path. Let E 1 = E ∩ (S 1 × S P ) be the set of player-1 edges, that is, the set of edges starting from a player-1 state. The meanpayoff value of an end component can be computed using the following linear program for MDPs with unichain strategies (cf., Puterman [1994] and de Alfaro [1997a] ):
subject to (s,t)∈E 1
The program has one variable x (s,t) for every outgoing edge of a player-1 state. Intuitively, x (s,t) represents the frequency of being in state s and choosing the edge to state t. Note that all states s, t such that x (s,t) > 0 belong to a recurrent class. In order to check if there exists an optimal pure memoryless strategy in U , we call a modified version of this linear program for every even priority d. In particular, we add the following additional constraints:
It requires that in the resulting recurrent class no priority small than d is visited. To ensure that the resulting recurrent class includes at least one state with priority d, we add the following term to the objective function (Eq. (1)).
Finally, let u * be the mean-payoff value for U obtained by solving the linear program with Eqs. (1) to (3) . If there exists an even priority d such that the modified linear program (Eqs. (1) to (5)) has a value strictly greater than u * , then there exists a pure memoryless strategy in S that achieves the optimal value. If the value of the linear program is strictly greater than u * , then there exists a witness priority d and a corresponding edge (s, t) ∈ E 1 such that x (s,t) in Eq. (5) has a positive value.
In order to compute the maximal reachability expectation, we present the following reduction.
Transformation to MDPs with Max Objective. Given an MDP
with a positive reward function rw : S → R + and a priority function p : S → {0, . . . , d}, and let S * and f * be the output of this procedure. We construct an MDP G = (S, s 0 , E, S 1 , S P , δ) with a reward function rw as follows:
e., the set of states consists of the state space S and a copy S * of S * ),
e., along with edges E, for all player-1 states s in S * , there is an edge to its copy s in S * , and all states in S * are absorbing states), -S 1 = S 1 ∪ S * , -rw(s) = 0 for all s ∈ S and rw( s) = f * (s), where s is the copy of s.
We refer to this construction as max conversion. The relationship between V G (mp p,rw ) and V G (max rw ) can be established as follows.
(1) Consider a strategy π in G. If an end component U is visited infinitely often, and min( p(U )) is odd, then the payoff is ⊥, and if min( p(U )) is even, then the maximal payoff achievable for the mean-payoff parity objective is upper bounded by the payoff of the mean-payoff objective (which is assigned by f * ). It follows that, for all s ∈ S, we have
(2) Let π be a pure memoryless optimal strategy for the objective max rw in G. We fix a strategy π in G as follows: if at a state s ∈ S * the strategy π chooses the edge (s, s) , then in G on reaching s, the strategy π plays according to the strategy of an winning end component that ensures the mean-payoff value (as shown in Lemma 6.5), otherwise π follows π . It follows that, for all s ∈ S, we have
It follows that, for all s ∈ S, we have
In order to solve G with the objective max rw , we set up the following linear program and solve it with a standard LP solver (e.g., [GLPK] ).
Linear Programming for the Max Objective in G.
The following linear program characterizes the value function V G (max rw ). Observe that we have already restricted ourselves to the almost-sure winning states W G (parity p ), and here we assume W G (parity p ) = S. For all s ∈ S, we have a variable x s and the objective function is min s∈S x s . The set of linear constraints are as follows:
The correctness proof of this linear program to characterize the value function V G (max rw ) follows by extending the result for reachability objectives [Filar and Vrieze 1996] . The key property that can be used to prove the correctness of this claim is as follows: if a pure memoryless optimal strategy is fixed, then from all states in S, the set S * of absorbing states is reached with probability 1. This property can be proved as follows: since rw is a positive reward function, it follows that, for all s ∈ S, we have V G (mp p,rw )(s) > 0. Moreover, for all states s ∈ S, we have
Observe that, for all s ∈ S, we have rw(s) = 0. Hence, if we fix a pure memoryless optimal strategy π in G, then in the Markov chain G π there is no closed recurrent set C such that C ⊆ S. It follows that for all states s ∈ S, in the Markov G π , the set S * is reached with probability 1. Using this fact and the correctness of linear-programming for reachability objectives, the correctness proof of this linear-program for the objective max rw in G can be obtained. This shows that the value function V G (mp p,rw ) for MDPs with reward function rw can be computed in polynomial time. We can search for a pure memoryless strategy that achieves the optimal value by slightly modifying this procedure. First, we check for each end component if a pure memoryless strategy with optimal value exists. Then, in the transformation to MDP with max objective, we create copy states only for states in end components that have optimal pure memoryless strategies. In all states, for which the values obtained from the two different transformations to MDPs with max objectives coincide, a pure memoryless strategy that achieves the optimal value exists. This gives us the following lemma. Note that, in general, the optimal strategies constructed for mean-payoff parity objectives require memory, but the memory requirement is captured by a counter (which can be represented by a state machine with state space N). The optimal strategy as described in Lemma 6.5 plays two memoryless strategies, and each strategy is played a number of steps which can be stored in a counter. Using Lemma 6.6, we can fix the size of the counter for any ε > 0 and obtain a finite-memory strategy that is ε-optimal. Lemma 6.7 and the previous procedure allows us to check in polynomial time if there exists a pure memoryless strategy that achieves the optimal value. This result is quite surprising because the related problem of computing the optimal pure memoryless strategy, that is, the strategy that is optimal with respect to all pure memoryless strategy is NP-complete; the upper bound follows from Theorem 5.4 and the fact that emptiness of parity automata can be checked in polynomial time [King et al. 2001] ; the lower bound follows from a reduction of the directed subgraph homeomorphism problem [Fortune et al. 1980] . Lemma 6.1 and Lemma 6.8 yield the following theorem. 
EXPERIMENTAL RESULTS
In this section, we illustrate which types of systems, we can construct using qualitative and quantitative specifications under probabilistic environment assumptions. We have implemented the approach as part of QUASY, our quantitative synthesis tool . Our tool takes qualitative and quantitative specifications and automatically constructs a system that satisfies the qualitative specification and optimizes the quantitative specification if such a system exists. The user can choose between a system that satisfies and optimizes the specifications (a) under all possible environment behaviors or (b) under the most-likely environment behaviors given as a probability distribution on the possible input sequences.
We are interested in the latter functionality, that is, in systems that are optimal for the average-case behaviors of the environment. In this case, a specification consists of (i) a safety or a parity automaton A, (ii) a mean-payoff automaton B, and an environment assumption μ, given as a set of probability distributions d s over input letters for each state s of B. Our implementation first builds the product of A and B. Then, it constructs the corresponding MDP G. If A is a safety specification, our implementation computes an optimal pure memoryless strategy using strategy improvement (policy iteration) for multichain MDPs [Filar and Vrieze 1996; Puterman 1994] . Finally, if the value of the strategy is different from ⊥, then it converts the strategy to a finite-state machine M which satisfies L A (under μ) and is optimal for B under μ. In the case of parity specifications, we implemented the algorithm described in Section 6.2. Then, our implementation produces two mealy machines M 1 and M 2 as output: (i) M 1 is optimal with respect to the mean-payoff objective and (ii) M 2 almost-surely satisfies the parity objective. The actual system corresponds to a combination of the two mealy machines based on inputs from the environment switching over from one mealy machine to another based on a counter as explained in Section 6.2. More precisely, if we use the strategy used in the proof of Lemma 6.5, we obtain an optimal but infinite-state system, because the size of the counter cannot be bounded. If we aim for a finite-state system, we can use the strategy suggested in proof of Lemma 6.6 leading to a finite-state system with an ε-optimal value. Furthermore, Lemma 6.7 and the corresponding linear program in Section 6.3 allows us to check if there exists an optimal pure finite-state strategy. In this case, we can return a single mealy machine.
Efficient Implementation for Large and Sparse MDPs
In this section, we present an efficient implementation of the strategy improvement algorithm for large and sparse MDPs.
Improved Strategy Improvement Algorithm for Large and Sparse MDPs. We have implemented the strategy improvement algorithm for MDPs [Filar and Vrieze 1996; Puterman 1994] , as they are the most efficient in practice, to obtain the mean-payoff value of an MDP. In the strategy improvement algorithm, a pure memoryless strategy is fixed, the value of the resulting Markov chain is computed, and local improvement steps are iterated till a fixpoint is reached. The strategy improvement algorithm fixes a pure memoryless strategy π and computes two vectors v π (value vector) and h π (deviation vector or potential difference vector). The vectors (v π , h π ) are the unique (x, y) solution of the following set of linear equations:
where δ π is the probability matrix of the Markov chain obtained by fixing the strategy π in the MDP, rw is the reward vector, and I is the identity matrix. We compare (6) with the strategy improvement (policy iteration) algorithm presented in Section 9.2.1 of Puterman [1994] . The algorithm of Section 9.2.1 of Puterman [1994] asks to solve three equations (namely, Eqs. (9.2.1), (9.2.2), and (9.2.5), pages 452-453 in Puterman [1994] ). Eq. (9.2.1) is (a) of (6); Eq. (9.2.2) is (c) of (6); and Eq. (9.2.5) is (b) of (6). If the input MDP graph is large and sparse (i.e., the probability matrix δ π is huge but sparse), implementation of methods like Gaussian elimination that require the full matrix to be stored are infeasible. Hence, the only choice for implementation are iterative methods which exploit the fact that the matrix is sparse. For large and sparse MDPs (such as the elevator example of Section 2), the solution given by the equations in (6) is inefficient due to two reasons: (i) if n is the number of states, then the three equations in (6) gives us 3 · n equations in 3 · n variables (x, y, and z each have n component variables), and hence each iteration requires a sparse matrix multiplication of size 3 · n × 3 · n; and (ii) the convergence rate is quite slow for the iterative methods. Our main insight to overcome the first problem is as follows: to retrieve (x, y) from the equations, instead of solving (6) directly, we first solve the following equation:
After finding a solution z of (7), we calculate
The major benefit of this two step solution is as follows: the solution of (7) requires three sparse multiplications (for [I − δ π ] 3 z) of a n × n matrix. This gives us a direct improvement by a factor of three, and since this step is executed over many iterations our improvement is significant. Also note that in the iterative methods to solve the sparse matrix problem, in the iterations for solving (6), we have all the three variable vectors x, y and z (i.e., 3 · n variables). In contrast, to solve (7), in the iterations only z is solved, and once the value of z is known, this is treated like a constant. The final solution of (x, y) after solving (7) is computed only once and not in iterations to solve an equation with sparse matrix (i.e., once z is computed and treated like a constant, the solution of x and y does not require solving any equation with variables). Several other iterative methods (like Jacobi, Gauss-Seidel, Biconjugate gradient stabilized, etc.) that exploit special properties of matrices were infeasible as they did not converge fast on our large example (the elevator example) because the matrices did not satisfy the special properties required by these methods. We used the Generalized Minimal Residual (GMRES) method that does not require any special structure of the matrix. The convergence of GMRES can only be theoretically guaranteed in general with some special conditions, however, in our experiments GMRES converged in a few iterations. Moreover, the GMRES convergence for (7) was much faster as compared to the convergence for (6). This gives us the computation of the vectors (v π , h π ). The improvement step of the strategy improvement algorithm is as follows: it locally improves the strategy π using these two vectors for each state: an edge from state s is better than the current chosen edge by π if either (a) the expected value for the edge (s, t) is greater than the current value, that is, v π [t] > v π [s] ; or (b) the expected value for the edge is the same as the current value, but the sum of the reward and the expected deviation is greater than the sum of the current value and the current deviation, that is, (v π 
The algorithm stops when no improvement can be made. The correctness of the strategy improvement algorithm (i.e., when no further local improvement is possible, then we have a globally optimal strategy) can be found in Filar and Vrieze [1996] and Puterman [1994] .
Experimental Results
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.2.1. Priority-Driven Controller. In our first experiment, we took as the quantitative specification B the product of the specifications A 1 and A 2 from Example 5.1 (Figure 4) , where we sum the weights on the edges. The qualitative specification is a safety automaton A ensuring mutually exclusive grants. We assumed the constant probabilities P({r 1 = 1}) = 0.4 and P({r 2 = 1}) = 0.3 for the events r 1 = 1 and r 2 = 1, respectively. The optimal machine constructed by the tool is shown in Figure 9 . Note that its behavior does not depend on the state, that is, states q 0 and q 1 are simulation equivalent and can be merged. Since our tool does not minimize state machines yet, we obtain a system with two states. This system behaves like a priority-driven scheduler. It always grants the resource to the client that is more likely to send requests, if she is requesting it. Otherwise, the resource is granted to the other client. Intuitively, this is optimal because Client 1 is more likely to send requests and so missing a request from Client 2 is better than missing a request from Client 1.
Fair Controller.
In the second experiment, we added response constraints to the safety specification. The constraints are given as safety automata that require that every request is granted within two steps. We added one automaton C i for each client i and the final qualitative specification was A × C 1 × C 2 . The optimal machine the tool constructs is system M 2 of Example 5.1 (Figure 6 ). System M 2 follows the request sent, if only a single request is sent. If both clients request simultaneously, it alternates between g 1 and g 2 . If none of the clients is requesting, then it grants g 1 . Recall that system M 1 and M 2 from Example 5.1 exhibit the same worst-case behavior, so a synthesis approach based on optimizing the worst-case behavior would not be able to construct M 2 .
7.2.3. General Controllers. We re-ran both experiments for several clients. Again, the quantitative specification was the product of A i 's. We used a skewed probability distribution with P({r n = 1}) = 0.3 and P({r i = 1}) = P({r i+1 = 1}) + 0.1 for 1 ≤ i ≤ 6 and the qualitative specification required mutual exclusion. Table I shows in the first three columns the number of clients, the size of the specification (A × B) , and the size of the corresponding MDP (G). Columns 4 and 5 show the size and the value of the resulting machine (M), respectively. The last column shows the time needed to construct the system. The runs took between half a second and half a minute. The systems generated as a result of this experiment have an intrinsic priority to granting requests in order of probabilities from largest to smallest. Table II shows the results when we add response constraints that require that every request has to be granted within the next n steps, where n is the number of clients. This experiment leads to quite intelligent systems which prioritize with the most probable input request but slowly the priority shifts to the next request variable cyclically resulting into servicing any request in n steps when there are n clients. Note that these systems are (as expected) quite a bit larger than the corresponding priority-driven controllers.
7.2.4. Elevator Controller. We ran the experiments for the elevator controller example mentioned in Section 2 and synthesized elevator controllers using different cost models and probabilistic environments. We used our improved MDP solving technique with sparse matrix of Section 7.1, based on iterative matrix computations, which enabled us to tackle large MDPs. Tables III and IV show the results for single state Markov chain specifying that the ground floor requests have higher probability. The weight models correspond to deterministic mean-payoff automata with (i) cost on number of requests and (ii) weighted cost on pending requests with more weight assigned to floors that are far away from the current floor. In case (i), the synthesized controllers show the eagerness to move back to ground floor when there are no pending requests. In case (ii), they tend to serve requests quickly, and every close by request as quickly as possible to avoid large average cost. Tables V and VI show the results for time-dependent distribution (2-phase where each phase is active for two steps) enforcing higher probability for having a request on the ground floor in the first phase and later on having high request probability for the topmost floor. We used the same two weight models. The synthesized controllers are more complicated than the previous case (one-state Markov chain) and do take into account the current phase while making decisions. They tend to move back to the floor with higher probability of having a request depending upon the phase, when there is no pending requests. At the end of the first phase, it prefers fulfilling requests for the top floor and vice-versa at the end of the second phase. Observe that, with our improved technique, we can handle MDPs with five thousand states in around two minutes, and twelve thousand states in around twenty minutes, which was infeasible without the improvement of Section 7.1.
7.2.5. Scheduling Processes in a Ring. We consider the problem of scheduling processes in a ring (cycle), which is a variant of the classical dinning philosophers problem. We first describe the problem and then our experimental results.
Processes in a Ring. Consider a set of N processes arranged in a ring, and there is a resource between every two processes. A request from a process to be served by a scheduler requires that both resources adjacent to the process are allocated to the process. We now describe the Markov chain and the specification. The requests from the processes are generated probabilistically, and we consider Markov chains to represent them. For each process, there are two states, namely, idle and request, and there is a probability of transition from the idle to the request state (to represent a request), and the transition from the request to the idle state happens when the process is served by the scheduler. We consider two variants: in the first case, namely uniform case, the Markov chains of every process (i.e., the transition probabilities from idle to request state) is the same; and in the second case, namely nonuniform case, the transition probabilities of different processes differ. Given a ring of N processes, the resulting MDP has 2 N+1 states: we first consider the product of the Markov chains which has 2 N states, and then every state is split into two states, one in which it is the turn for the scheduler to serve processes, and the other where it is the turn for the processes to make a probabilistic transition from idle to request states. The quantitative specification (mean-payoff objective) is as follows: at every step, it assigns a cost which is the number of processes in the request state, and the goal is to minimize the expected cost. Intuitively, the quantitative specification requires processes to be served as soon as possible. The qualitative specification requires that the idle state of every process must be visited infinitely often. We first observe that in the MDP obtained, there is a single end component and the qualitative specification can be satisfied with probability 1. Moreover, the quantitative specification can be directly encoded in the MDP. Hence, in our experimental results, we only report the size of the MDP.
Synthesized Schedulers. Our tool synthesized interesting scheduling policies for both the variants. In the uniform case, the scheduler chooses as many processes for scheduling as possible, for example, in a ring of size four, if processes 1, 2, and 3 are all in the request state, then instead of scheduling process 2 (which blocks processes 1 and 3), it schedules processes 1 and 3. In the nonuniform case, it also uses the probability distribution for tie-breaking and chooses processes that have low probabilities of requesting (to ensure greater flexibility in scheduling in future rounds). For example, in a ring of size four, if all four processes are in the request state, then either (i) process 1 and process 3, or (ii) process 2 and process 4, can be scheduled, but if process 1 has the least probability of requests, and all others have the same, then processes 1 and 3 are favored over processes 2 and 4. Tables VII and VIII present the experimental results for uniform and nonuniform variants, respectively. We observe that MDPs with thirty-two thousand states were analyzed quite efficiently within thirteen minutes.
7.2.6. Assembly-Chain Controller. In this example, we consider the specification for an assembly chain which can perform the following system actions: (P i ) produce product P i (for 1 ≤ i ≤ N) and (R) repair the production line. The example is an extension of a similar example considered in Cheng et al. [2012] . The different products take different number of steps to complete the production and give different rewards (the number of steps and the rewards are inversely proportional). The qualitative specification enforces the chain to produce every product infinitely often. The environment can introduce an error with a fixed probability p err = 0.1 which decreases by half for the next few steps if an error occurs in the current step (i.e., if an error occurs in the current step, then in the next step the error probability is 0.05). An error must be repaired by the system before any production begins and all current progress is lost in case of an error. The optimal controller constructed by the tool produces a mix of less rewarding products until an error occurs and then it produces the more rewarding products which take more number of steps (since given an error the possibility of having an error decreases in the next steps). As we scale the number of products N, the state space of the MDP G to model the assembly chain grows exponentially. The MDP comprises of two types of states (environment and system), three states for the health of the assembly chain (error, repair, normal), O(N 2 ) possible states of production (Product P i takes N − i + 1 steps) and 2 N possible bitvectors for remembering which products have been scheduled in the recent past (to ensure the qualitative specification). Thus the asymptotic size of the MDPs obtained is O(N 2 · 2 N ). The results for scaling the number of products is given in Table IX . Moreover, as in the previous example, the qualitative specification is directly encoded in the state space of the MDP G, and in the experimental results we report the size of the MDP after elimination of the part of the state space where the qualitative specification fails (i.e., we only report the size of the part of the state space that is relevant for the quantitative analysis). We observe that our tool could handle MDPs of around seventy-four thousand states in around 1 minute.
All our experimental results were obtained by running on an Intel i7-2720QM 2.2 GHz processor and 8 GB Ram (with 2 GB limit per run).
CONCLUSIONS AND FUTURE WORK
In this article, we showed how to measure and synthesize systems under probabilistic environment assumptions with respect to qualitative and quantitative specifications. We considered the satisfaction of the qualitative specification with probability 1 (M |= μ ϕ). Alternatively, we could have considered the satisfaction of the qualitative specification with certainty (M |= ϕ). For safety specification the two notions coincide, however, they are different for parity specification. The notion of satisfaction of the parity specification with certainty and optimizing the mean-payoff specification can be obtained similar to the solution of mean-payoff parity games by replacing the solution of mean-payoff games by solution of MDPs with mean-payoff objectives. However, since solving MDPs with parity specification for certainty is equivalent to solving two-player parity games, and no polynomial-time algorithm is known for parity games, the algorithmic solution for the satisfaction of the qualitative specification with certainty is computationally expensive as compared to the polynomial time algorithm for MDPs with mean-payoff parity objectives. Moreover, under probabilistic assumption satisfaction with probability 1 is the natural notion.
We have implemented our algorithm in the tool QUASY, a quantitative synthesis tool for constructing worst-case and average-case optimal systems with respect to a qualitative and a quantitative specification. We can check if an optimal finite-state system exists and then either construct an optimal or an ε-optimal system depending on the outcome of the check.
In our future work, we will explore different directions to improve the performance of QUASY. In particular, a recent paper by Wimmer et al. [2010] presents a technique for solving MDP with mean-payoff objectives based on combining symbolic and explicit computation. We will investigate if symbolic and explicit computations can be combined for MDPs with mean-payoff parity objectives as well.
