ABSTRACT Ice-growth on wind-turbines can lead to a large reduction of energy production. Since ice-growth on the turbines is not part of standard weather prediction data, forecasts of power production can have large errors when ice-growth occurs. We propose a statistical method based on random-forest regression to predict the production loss induced by ice-growth. It takes as input both regional weather forecasts and on-site measurements, and predicts relative power production loss up to 42 hours ahead in order to improve the prediction for the next-day energy production. The method is trained on past forecasts and measurements, and significantly outperforms a simple -but also useful -persistence baseline especially at longer lead times. It reduces the absolute error of production forecasts by ∼100kW and is comparable in skill to physics-based icing models. The weather prediction data is the most important input for the statistical predictions, and on-site measurements are not absolutely necessary. The algorithm is computationally very inexpensive and can easily be retrained for every new forecast.
I. INTRODUCTION
Accurate predictions of wind power prediction are important to balance energy production and demand. In cold climates icing on the wind turbine blades causes severe problems. Due to the change in the aerodynamic balance, generation of vibration and increased load, icing can result in significant production losses [1] . In the end of 2015, 30% of the total installed wind energy capacity was in cold climates [2] , making icing an important factor in energy production.
Modelling icing on structures such as power lines or wind turbines has been done in e.g. [3] - [8] using a physics-based icing model often based on the equation generally referred to as the Makkonen equation [3] and first discussed in [9] . Because of complex terrain, the small scale of the structures and the difficulty of measuring icing, the modelling of icing and the development of the icing models are challenging. In [4] , [7] and [8] it was shown that using different NWP models or an NWP ensemble forecast as input to the icing model can lead to very different ice load forecast. By introducing a small variation of some parts of the input parameters to the icing model, [10] also found a large variation of the ice The associate editor coordinating the review of this manuscript and approving it for publication was Yonghong Tian.
accumulation in the applied icing model. Hence, when using a physics-based icing model the icing forecasts are generally uncertain. Physics-based icing forecasts have been used to model icing-related production losses (e.g. [4] , [5] ) showing some skill in predicting production loss. However, because of the uncertain icing forecast, these forecasts are also not perfectly reliable.
Machine learning has previously been used to create an icing related production loss model (e.g. [5] ), but to the authors best knowledge, always originating from the physicsbased icing model results combined with power curves.
Since both historical weather forecasts and records of on-site measurements for wind power stations are available, it is appealing to investigate whether icing prediction can be done in a statistical way. This means that one does not combine weather forecast data with a physical icingmodel, but one uses the weather forecast data together with a statistical/machine-learning model that predicts production losses. There has been a surge in applications of machine learning methods in geoscienctific modeling in general [11] and also more specific in the context of weather predictions. On a very general level, there has been some progress towards completely replacing traditional Numerical Weather Prediction (NWP) models, even though up to now only in VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ simplified realities [12] - [14] , although using them for realworld medium range weather predictions has not yet succeeded. Additionally, there has been progress in using neural network methods to replace parameterizations in the context of climate simulations (e.g. [15] , [16] ). More importantly for the current work, there have been successful applications of machine learning techniques in the post-processing step of weather predictions, such as neural networks for postprocessing of NWP forecasts [17] , random forest methods for decision making in high-impact weather situations [18] and predicting the uncertainty in weather forecasts [19] .
Here we present a machine-learning based methodnamely random forest regression -that is trained on past weather forecasts and on-site meteorological observations together with observed production loss and then predicts future relative production loss 42h ahead. The upper range of 42h was chosen because it is the maximum lead-time of the regional NWP model we use. For energy companies planning for the next-day energy production is important to limit trading costs. The forecast initialized 06 UTC step 19h-42h is therefore the most crucial, since it represents the ''next-day''.
In the methods section the used input data will be described, the choice of machine-learning method will be explained and the finally used method described. In the results section we discuss the skill of the power loss predictions and its skill translated to actual power predictions. Additionally we discuss the importance of individual input variables, and the importance of the weather forecast data versus the on-site measurements. The latter can provide guidance for development of methods similar to the one presented here. While a large amount of wind power production data and onsite measurements exists, most of this data is proprietary and not available for academic research. Therefore, for this study only a small amount of data was available, and the study is mainly to be seen as a proof-of-concept.
II. METHODS

A. DATA
We note that in terms of NWP data this study closely follows [20] . The periods used are the cold-seasons 2013-2014 and 2014-2015, in total 29 weeks. This was choice was made not by meteorological characteristics but solely by data-availability.
1) NWP DATA
We use output from the deterministic regional NWP model HARMONIE-AROME. HARMONIE-AROME is a nonhydrostatic model operationally used at e.g. the Swedish Meteorological and Hydrological Institute (SMHI) [21] , [22] . The model has a horizontal resolution of 2.5 km and 65 vertical levels. The model domain is presented in fig. 1 (left panel). The lateral boundary conditions come from the global Ensemble Prediction System of the European centre for medium range weather forecasts (ECMWF), with an horizontal resolution of 30 km, and are updated at 00 UTC and 12 UTC.
Since the height of the wind turbines and the model levels do not necessarily coincide, the forecast data was interpolated to turbine height with linear interpolation between the two closest model levels.
We used one 42h forecast initialized every day at 06:00 UTC with 1 hourly output. The NWP variables that we use as input for our predictions are listed in table A1 in the Supplementary Material.
a: BIAS CORRECTION
Since the forecast of absolute power production depends on the windspeed forecast, and differences in model and real orography might lead to significant windspeed biases, a simple bias correction is added to the windspeed forecasts. For each lead-time, the forecast windspeed is compared to the observed windspeed at the site for all forecasts in the training period. The mean bias for each site is then computed and then subtracted from the windspeed forecasts in the test period. We did not opt for a more elaborate bias correction (for example correcting for a windspeed-dependent bias) to make the approach only as complex as necessary, and because we hope that this will be implicitly covered by the machine learning algorithm. We are also aware of that a part of the difference between the forecast and observation is due to errors in the observed wind speed, which can be a problem during icing due to iced instruments. However this was not considered in the bias correction.
2) OBSERVATIONS
We use anonymized production data and meteorological observations of 6 windparks (referred to as A-F in this paper) located between 58-68 • N at a hill or in similar terrain as the surroundings. All sites have several wind turbines but observations from each of the running wind turbines are averaged to one value per park. The turbines at stations E and F do have a de-icing system in operation to prevent icegrowth. However, this system only works imperfectly and they still experience periods of production loss. Therefore, we include them in this study in order to see whether our method can also provide added value to stations with de-icing systems. At each site, the following quantities are measured at turbine height in 10-minutes intervals: windspeed, winddirection and temperature. Additionally, we have the actually produced power output. Only the 10-minute value at every full hour is used in the verification. In order to detect production loss from measured production and windspeed, we need to know the production we can expect for the given windspeed (the ''potential production''). For this, we construct a simple production model that relates windspeed at a site with production, thus producing a power curve. Since this relation does not hold on days were icing occurs, we use only days above 5 • C (same threshold as in [4] ). For each station, a logistic curve was fitted to the observation ( fig. A1 in the Supplementary Material). The relative production loss is then computed as
This was done with the whole dataset. Since this models a fundamental property of the wind-turbines, it should not be affected by the exact time-period, and therefore the fact that we also use data from the test-set should not lead to substantial biases in the results. The fitted curve is then used together with the bias corrected windspeed forecast from the NWP model to compute forecast absolute production. The observed relative production loss is shown in fig. A2 in the Supplementary Material.
B. SPLITTING OF DATA IN TRAIN AND TEST SET
For machine learning tasks, it is essential to split up the data in appropriate training and test/validation sets. Many algorithms are prone to ''overfitting'', meaning that they work very well on the data the algorithm has seen during the training (the training data), but do not work very well on any new data (so they don't ''generalize'' well). Therefore, they have to be evaluated on a separate test set. Since the data we use has non-zero auto-correlation, simply randomly splitting up the individual forecasts into training and test sets is not appropriate, as it might lead to over-confident results (due to the algorithm learning the auto-correlation). As main approach, we split our data into chunks covering 10 days (after 10 days the auto-correlation in production loss has nearly vanished, not shown), and then randomly distribute the chunks in a training (80%) and a test set (20%). The training set produced with this is also the dataset we use for choosing and tuning the machine learning method (see below).
Additionally, we will evaluate our method in way as it might be used in operational practice: for a forecast initialized at day t, we use all past forecasts for which we already have validation samples -thus all forecasts initialized up to t − leadtime. Since our method is computationally very inexpensive, in an operational context it could easily be retrained for every new forecast. This approach will be called operational validation throughout the paper.
Since most machine-learning methods are not scaleindependent, the data is normalized before the training so that each individual variable has zero mean and unit variance on the training set.
C. MACHINE LEARNING 1) SELECTION AND TUNING OF MACHINE LEARNING METHODS
It is hard to tell a-priori whether a certain machine learning technique will work for a certain problem, even if one already knows that a certain method works on a related problem. Therefore, the selection of a suitable method is usually done in a trial-and-error way. Additionally to the choice of a certain method, most methods have several so-called hyperparameters. These are parameters that have to be defined prior to the training. While recently there has been a surge in using neural networks with several layers of neurons (the so-called ''deep learning'') for a wide range of applications, deep learning usually relies on very large amounts of training samples to exploit its potential. Since the problem approached in this paper is very constrained in the amount of available training samples (both because observations of wind farms are usually not provided for open research by the owner of the farms and because re-forecasts with NWP models are expensive), we did not consider deep learning here.
Instead, we tested four different methods (multilinear regression, random forest regression, support vector regression and neural networks with 1 hidden layer). Each was tested with a large set of different hyper-parameters on the train set (except for multilinear regression which does not have any hyperparameters), and we then selected the method that performed best on a 3-fold cross validation on the training set. For this, the training data is split up into 3 equally large parts. Each method is then trained on 2/3 of the train data and evaluated on the remaining 1/3. This process is repeated 3 times (with different parts -called ''folds'' used for training and validation), and then the average skill on the evaluation sets computed. The method that had the best average skill was then selected.
The exact configuration of all methods and the tested hyperparameter combination tried out can be inferred from the accompanying code.
2) FINAL METHOD -RANDOM FOREST REGRESSION
The method that worked best in the tuning process was a random forest regressor [23] with 50 trees and a maximum depth of 250. Random forests are a widely used machine learning method. The regression type of random forestsrandom forest regression -entails fitting several regression trees on random subsets of the training data. For prediction, all trees are used and their predictions averaged. One of the advantages of random forests is that it is not necessary to limit to output space to avoid unphysical predictions (in our case this could be negative relative production loss or production loss larger than 100%), since the random forest cannot predict values that are outside the target values in the training data. We used the random forest regression implementation from scikit-learn [24] .
Since the training has a random character, we train an ensemble of 10 random forest regressors, and then compute the mean of these predictions. Otherwise, our results would be slightly sensitive to the exact training (and rerunning the training would lead to slightly different results). In the rest of the paper, 'regressor' and 'random forest' will always refer to this ensemble. The training of the 10 random forest regressors is computationally very cheap, they can be trained on a single CPU in less than a minute. Using the trained regressor for prediction is even cheaper, and therefore negligible compared to the cost of NWP forecasts.
To predict relative production loss at lead-time fcstep, the random forest uses as input all observations at initialization time t init -including observed production and production FIGURE 1. Domain of the NWP model (left) and sketch of the used method (right). The random forest regressor takes as input 1) observations at t init and 2) the NWP forecast initialized at t init and valid at the chosen leadtime, and predicts production loss at the chosen leadtime.
loss -and all variables from the NWP model initialized at t init valid at lead-time fcstep. This is illustrated in fig. 1 .
As main evaluation metric we use the Mean Absolute Error (MAE) of relative production loss, MAE of absolute production loss and MAE of predicted power. The MAE is equivalent to the L1-error. When training on absolute production loss instead of relative production loss, the results are very similar (not shown), and we show only the results for training on relative production loss.
Terminology in this paper: for the rest of the paper, the term ''model'' always refers to the NWP model, not the random forest regressor (which in large parts of the literature might be called a ''model'' as well).
D. BASELINE -PERSISTENCE FORECAST
Even if our method would lead to production loss forecasts that are better than random forecasts, it is hard to judge how well it actually performs. Therefore, it is important to compare it to a reasonable baseline. Here we use a persistence forecast of relative production loss. This means that we simply assume that the relative production loss observed at initialization time of a forecast stays the same over the forecast time. Conceptually such a persistence forecast is very simple. However, considering the time-lag in icing (if considerable ice has built up it will take time until it melts off again an production loss is therefore likely to continue), it is actually a non-trivial and potentially skillful approach for power loss forecasting. Therefore, it provides a reasonable baseline to which one can compare any other method.
III. RESULTS
As mentioned in the methods section, the results will focus on the results obtained with our main train-validation split (10-day chunks). The results presented will be the forecast skill on the test set which contains only days that were not used in training and also not in the method-selection and tuning phase. Figure 2 shows the MAE of the random forest forecasts for relative production loss (in %) and absolute production loss (in kW) for all lead-times and all wind parks. Additionally, the MAE of persistence forecasts and the difference between in MAE between persistence and random forest forecasts. When forecasting relative production loss, the persistence forecast is simply the relative production loss measured at initialization time. For the absolute production loss, the persistence forecasts combines the windspeed forecast from the NWP model together with the initial relative production loss. The shading shows the uncertainty (5-95) estimated with bootstrapping. Since the error of the random forest forecast and the error of the persistence forecasts are not independent, intersection of the two uncertainty intervals does not necessarily mean that the two are not significantly different. Therefore, the uncertainty interval for the line showing the difference is estimated by first computing the difference in error for each forecast and then bootstrapping these differences. If this uncertainty interval is completely below zero, then the random forest forecasts has statistically significantly smaller error than the persistence forecast. As can be seen, the random forest forecasts are better than the persistence forecasts, both for relative and absolute production loss at longer lead times. At shorter lead times the random forest forecasts perform worse than the persistence, but not statistically significantly so. The error of the random forest forecasts is around 10% at at 6h and around 20% for longer leadtimes, corresponding to around 60-130 kW error for the absolute production loss. The fact that the MAE of the absolute production loss is not zero at lead-time zero is caused by the fact that the windspeed of the NWP model is used to convert the relative production loss to absolute production. Since the initial windspeed of the forecast model can also have an error, the initial absolute power loss is not absolutely correct.
There is considerable spread for the results between stations ( fig. 3a) . However, for all stations the random forest forecasts are on average better than persistence, and at two stations significantly so. Notable is the fact that also for the stations with de-icing system (E and F) there seems to be an improvement. The fact that the difference is significant when considering all stations is caused by the smaller sample size when analyzing individual stations. Figure 3 b) shows a scatter plot for forecast vs observed relative power loss for 42h lead-time, which can be used to study the forecast errors in more detail. As can be seen, there are quite many cases where the random forest regressors forecasts production loss, but there is in fact no observed production loss. On the other hand, there are not many cases where the forecasts are erroneously zero. This means that when one would turn the forecasts into binary forecasts (production loss or no production loss), the random forest would have too many false positives (forecast production loss but no observed production loss). Another interesting feature is that the forecasts do VOLUME 7, 2019 FIGURE 4. MAE of predicted power, using relative production loss predicted by the random forest (blue), relative production loss predicted with persistence (orange), and only the windspeed forecast from the NWP model (red). The green line ('diff') shows the difference between random forest and persistence. The shading shows the uncertainty estimated via bootstrapping (5-95 confidence interval).
never go over ∼85%, even though 100% cases are observed. Thus cases of extreme power loss are systematically underestimated by the random forest predictions.
We now proceed to the forecasts not of relative and absolute production loss, but actual power production. Here we have another baseline next to persisting the relative production loss: using only the NWP windspeed forecast to compute forecast power production, without considering any production loss. As can be seen in fig. 4 , using only the NWP forecast gives -as expected -the highest errors in forecast production (red line). Using the initial production loss and persisting it over the forecast improves the forecasts considerably (orange line). Using the trained random forest regressor instead of persistence improves the forecasts even further (blue line), and significantly so at longer lead-times. At 42h, the random forecast regressor reduces the error in power production by ∼100kW compared to using only the NWP, and by ∼ 70kW compared to persistence. This is in line with the earlier results that the random forest predictions of relative production loss are better than persistence forecasts at longer lead-times. Note that due to our relative small sample size there is considerable uncertainty in these numbers (see confidence intervals in the plots).
A. TRAINING WITH LOCAL DATA ONLY
Here we train an individual random forest regressor for each station. The results are shown in fig. 5 . Quite surprisingly, the quality of the forecasts is very similar to the regressor that uses the training data from all stations. This means that the random forest regressor does not seem able to exploit the samples from other stations in a meaningful way, and that combining data from different stations does not lead to better forecasts.
B. OPERATIONAL SETTING
Now we evaluate the random forest predictions in the operational setting explained in section IIB. Note that while this is the test most closely related to actual operational use, the evaluation contains also days that were used in choosing and tuning the method. Additionally, each day used a different number of training samples. The result is shown in fig. 6 . As can be seen, the results is quite similar to the standard validation strategy, in that the random forecast production loss forecasts outperform the persistence baseline at most lead-times and stations.
C. IMPORTANCE OF INDIVIDUAL INPUT VARIABLES
For our method we used 14 forecast variables and 7 observation variables, thus 21 input variables. The choice of these input variables was simply based on data availability. However, it is of interest to know whether we actually need all these input variables, and whether some of them are more important than others for forecasting production loss. For this, we use two approaches. Firstly, we examine the ''feature-importance'' of the input variables, which is a FIGURE 5. Relative production loss forecast errors for random forest regressors trained individually per station.
FIGURE 6.
Relative production loss forecast errors trained and tested with the operational validation strategy. FIGURE 7. a: Importance of individual variables in the random forest trained for lead-time 42h, estimated with the random forest algorithm, b: MAE of relative production forecasts at 42h, successively trained with one input variable left out (all labels except only_obs and only_nwp) whereas the xlabel denotes the left out variable. ''no_icevars'' indicates training without the three ice-related variables ice, snow and graupel. ''only_nwp'' and ''only_nwp'' denotes training done with only the NWP forecast data and only on-site meteorological and production observations, respectively. The names correspond to the variables in table A1 in the Supplementary Material. standard procedure built into the random forest algorithm. The result is shown in fig. 7a . The most important variable is snow, followed by windspeed, relative production loss and cloud ice. Secondly, we use an empirical approach, where we redo the training with variables left out. Unfortunately, it is not possible to try out all possible combinations of input variables, as with 21 input variables there are 2 21 − 1 = 2097151 different combinations possible. Here we use a simple approach were we leave out one variable at a time, and train with all remaining variables. For the variables production loss and absolute production loss we deviate from this. Since they carry very similar information, we leave them out simultaneously. The results are shown in fig. 7b . Interestingly, there is no significant impact when removing a single variable for any of the input variables, also not for the variables that were identified as important before. This indicates that the variables can partly ''replace'' each other. We could indeed confirm this via inspecting the feature importance also for the random forests with left out variables. When removing snow, cloud ice becomes the most important variable after windspeed. When removing both cloud ice and snow, graupel takes over the importance, and there is still no significant loss in the skill of the random forest predictions (not shown). Only when removing all direct ice-related forecast variables (snow, cloud ice and graupel), the skill decreases (the bar labelled ''no_icevars''). As a final step we trained only on the variables from the NWP forecast, and only on the variables measured on-site, respectively (denoted ''only_obs'' and ''only_nwp'' in the figure). Here we see a very interesting result: when trained only on the NWP variables, the skill is slightly lower then when training with all variables. However, when training only on the on-site observations, the skill is much lower, and in fact very well matches the skill of the persistence forecast at the same lead-time (see fig. 2a ).
Therefore, when not having any NWP information, the random forest seems to simply learn persistence. When it only has NWP data, it outperforms persistence, and adding on-site information to the NWP information leads to a small additional increase. This clearly shows that the NWP forecast is useful, and even though this increase by also adding the on-site measurements is not statistically significant, it suggests that combining NWP and on-site information is potentially useful. 
D. COMPARISON TO PHYSICAL MODELS
To put the results in context, we compare the power predictions of the random forest method with the power predictions based on physical icing models from [20] . In order to be able to compare to the results in their table 4, we use the same metric as they, namely the unbiased RMSE of the power predictions, averaged over lead times 18h-41h. The unbiased RMSE is defined as unbiased_RMSE = RMSE 2 − bias 2 . The result is shown in table 1. [20] use two main methods. The first uses a single prediction (''deterministic''), the second one uses the mean of an ensemble prediction (''ensemble mean''). Shown here is the mean over the whole period used in this study (mean over period 1 and period 2 from [20] ). Since for the random forest method it is necessary to split up the data in to training and testing, the evaluation for our method is done only on a subset of the days used in [20] . Still, it should allow a reasonable comparison. As can be seen, the random forest forecasts are slightly better than the deterministic physics-based model forecasts. Compared to the ensemble mean forecasts, they are slightly better at some stations, and slightly worse at other stations.
IV. CONCLUSION
We have developed and tested a machine-learning approach to forecast icing-related production loss of wind-turbines 42h ahead. The method uses forecasts from a regional NWP model together with meteorological and production observations at wind-power sites as input to a random forest regression. The method is trained on past forecasts and observations, and predicts relative production loss at a certain lead time. At longer lead-times, the method's predictions outperform a simpler method that simply persists observed production loss over time. The method was shown to work both for wind-turbines without any de-icing system, and for wind-turbines with imperfectly working de-icing systems. We have to note that both the random forest method and the persistence method provide results on the same order of quality as physics-based ice-growth models like in [4] .
For simple applications, one could use the conceptually very simple persistence method. However, detailed comparison reveals that the random forest-predictions are better then the persistence forecasts, and comparable to physics-based model predictions. Since the training of the random forest method is computationally very cheap, and the training could easily be redone daily (or multiple times daily) once new past forecasts become available, it thus provides an interesting and easy-to-use method with still high skill.
One of the drawbacks of using machine learning methods is that it is very hard to explain why an approach works when it works. This is also the case for random forest regression, as it is quite tricky to inspect the trained regressor in a meaningful way. However, we tried to identify the importance of the different input variables used for the random forest. Removing single variables did not have a significant impact on the performance of the forecasts. We showed that the variables contained in the NWP forecast are more important than the real-time on-site measurements, and using only NWP data already allows for skillful forecasts, making the method very generally applicable. Additionally, we showed that icerelated variables in the NWP forecasts (cloud ice, snow and graupel) are important for the random forest forecasts of production loss. This is of course not very surprising considering that power loss in cold climates is mainly caused by icing. However, this shows that our method does indeed learn some kind of connection that has a physical meaning (namely, that cloud ice/snow/graupel in the atmosphere leads to ice-growth on the blades and therefore production loss). Finally, we also showed that it is sufficient to include only one single icerelated variable (for example either cloud ice or either snow), because the three ice-related variables can -at least partlyreplace each other.
One of the limitations of this study is that both a relative small number of wind-turbine sites and only 2 historical seasons were considered. Unfortunately, it is not trivial to acquire more data for academic research purposes. However, the used data is enough to demonstrate the principal feasibility of the method, and we believe it can provide a good starting point both for further developing similar approaches in academic research, and for applying it in operational forecasting for wind-farms. For this end we also provide the complete software developed for this study in the accompanying data and software-repository. Future research could explore the use of different input data (for example ensemble-NWP models). Additionally, it would be interesting to further explore the sensitivity of our algorithm to the specific input features, for example via randomly perturbing the input features or eliminating the least important features (in contrast to eliminating the most important features as partly done in this study).
A. SOFTWARE
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