Detecting hot topics from massive academic data is a very challenging task. Because various types of academic information are overgrowing, e.g., papers, news, and blogs, which has gone far beyond the limits that researchers can accept. Therefore, how to efficiently and accurately detect hot topics from big academic data is the main problem that researchers are facing. In view of this, we design a general framework for Academic Hot Topic Detection (AHTD). Specifically, in this framework, a DeepWalk-based keyword extraction algorithm for a single paper (S-DWKE) is proposed to detect popular topics in diverse academic fields dynamically. Moreover, we propose a keyword extraction algorithm to extract keywords from multiple articles (M-GCKE), which enables us to detect new topics in emerging academic areas. Then, hot topics can be generated from keywords extracted by the S-DWKE and M-GCKE. A large number of experiments demonstrates the proposed framework effectively improves the performance of hot topic detection in the academic field and performs better than the comparison algorithms. We have applied the above work to the ''Academic Headline'' application to provide the hot topics for researchers.
I. INTRODUCTION
Innovation is the core driving force for science technology and social development. Keeping up with the latest academic hotspots, constantly discovering new problems, and then proposing new methods to solve them is the only way to maintain academic innovation for researchers. However, according to incomplete statistics, the number of academic papers published worldwide in 2018 has reached more than 3 million. Besides, the number of academic news, blogs, etc. is also very large. Faced with such a huge amount of academic data, how to find hot topics from academic fields is still a challenging problem for all researchers.
Generally speaking, existing studies of hot topics discovery in the academic field can be split into two classes: 1) keywords-based hot topic detection, which mines keywords that can represent topics in academic documents, and then, cluster them to get hot topics; 2) feature-based hot topic detection, which classifies existing topics according to their features to get hot topics [1] . Since we are geared towards a The associate editor coordinating the review of this manuscript and approving it for publication was Haipeng Yao . dynamically increasing collection of papers without themes, we adopt the latter. The academic circles has done a great quantity of research on hot topic detection in academic field. For example, using the co-occurrence words network to analyze academic hotspots in the information system [2] , using time correlation analysis to identify themes [3] , and using the citation papers in the paper to study the structure of academic topics [4] . However, challenges are still faced by these studies from two aspects: first, they cannot identify popular topics from dynamically changing academic data; second, it is difficult to identify keywords in emerging academic fields, as a result, some new academic hotspots cannot be discovered. Finally, we need to consider how to use the extracted keywords to generate hot topics more effectively.
In the well-developed academic fields, researchers publish a lot of papers every year. To track dynamically hot topics of these fields, we take a single paper as a target to extract keywords. In general, keyword extraction methods are generally divided into unsupervised and supervised. Unsupervised methods do not require manual labeling of corpus to assist training, so the accuracy is relatively low. Most of the supervised methods are feature-based traditional machine learning classification algorithms, and these features are statistically obtained from a large amount of data after long-term observation. Therefore, we want to migrate the deep learning method to keyword extraction to automatically learn feature representation of keywords. IPerozzi et al. [30] proposed the DeepWalk model, which learns the vector representation of words in a sentence by randomly walking. Inspired by this work, we designed algorithm S-DWKE that construct a co-occurrence network for the words in abstracts and title, and then randomly walk on it to obtain the feature representations. Meanwhile, most keyword extraction methods usually extract keywords from the original text directly. However, the original text often contains many words that have no practical meaning (e.g., the, of), which may affect the accuracy of keyword extraction. Thus S-DWKE contains a step to extract candidate keywords before extracting the real keywords and then extracting the final keywords from candidate keywords.
Due to the short research time of the emerging academic field and the low relevance with other areas, the emerging academic terms are unfamiliar to researchers and are more challenging to capture. To extract emerging keywords more accurately, we propose the algorithm M-GCKE, which expands the relationship between keywords from a single paper to multiple papers. Secondly, to further precisely predict keywords, we use graph convolutional network (GCN) [31] to learn the structural information and node attribute information in the network. Traditional deep learning models do not even apply relationships between nodes to make predictions, and they only use node attributes. However, GCN can perform learning on structure information and node attribute information at the same time, which can make prediction more powerful. A multi-layer perceptron is added to process the GCN output through a nonlinear activation function after one iteration of GCN. The output of the last layer is converted to a probability value by the softmax function.
Hinged on the above insights, we design a novel Hot Topic Detection framework for academic data (AHTD). In this framework, firstly, we propose a based-DeepWalk keyword extraction algorithm for a single paper (S-DWKE). Different from the existing methods, we take a single paper as a target to extract keywords. In the mature-developed academic field, there is a steady stream of papers published every year. When a new paper is published, we only need to extract the keywords from this new paper, then incorporate them into the original hot keywords. Next, we identify the latest hot topics according to combined keywords to realize the dynamic recognition of the hot topics. Secondly, we propose a keyword extraction algorithm based on GCN for multiple papers (M-GCKE), which constructs a co-occurrence network for candidate keywords of multiple papers to extract keywords. In this way, we can obtain emerging keywords that appear less frequently in a single paper but commonly in the multiple, thus discovering some emerging hot topics. Finally, we select hot keywords from extracted keywords and then cluster the hot keywords using their semantic information to generate hot topics. In general, the main contributions of this paper are summarized as below.
• A keyword extraction algorithm based on DeepWalk for a single paper (S-DWKE) is proposed, based on which can dynamically identify hot topics.
• To the best of our knowledge, this work is the first to apply GCN to hot topic detection. A keyword extraction algorithm based on GCN for multiple papers (M-GCKE) is proposed, which enables us to identify hot topics in emerging academic fields effectively.
• An academic hot topic discovery framework (AHTD) is designed. In this framework, based on two keyword extraction algorithms, select popular keywords from the extracted keywords, then use their semantic information to cluster to generate hot topics. The rest of this paper is organized as follows. In Section II, we briefly introduced the related work, and the overall framework of AHTD is presented in Section III. The experiment and related analysis are given in Section IV. Finally, we summarize and further prospect this paper in Section V.
II. RELATED WORK A. KEYWORD EXTRACTION
According to the source of the keyword, the existing keyword extraction approaches can fall into two general types. The former is mainly based on candidate keyword extraction [5] - [8] . The Latter is to generate keywords directly from the original text [9] - [12] . The extraction process based on candidate keywords is generally separated into two stages. The first stage extracts candidate keywords from the paper, the second stage scores the candidate keywords and selects the higher scores as the ultimate keywords. Hulth [8] made use of a classifier in machine learning to predict the probability value that of candidate keywords as the final keywords. Shang et al. [5] automatically extracted high-quality keywords from large-scale texts without manual labeling. Florescu et al. [6] proposed a new feature representation of the phrase to extract keywords. The second category directly uses the model to generate keywords that not included in the paper, Gollapalli et al. [7] added a replication mechanism based on the cyclic neural network to generate keywords not found in the paper. Chen et al. [9] used relevant restrictions to generate keywords and Zhang and Xiao [10] applied convolutional neural networks (CNN) for keyword generation. Compared with the cyclic neural network proposed by Gollapalli et al. [7] , CNN can achieve complete parallelism through graphics processing unit hardware facilities.
B. HOT TOPIC DETECTION
Different scholars have different understandings of the definition of hot topics. Chen et al. [13] defined the topic that frequent occurrence during specific time intervals as a hot topic. Chen et al. [14] considered popular topics as never appearing in the previous time slice, but emerging a large number of documents related to these topics in the current time slice. Xie et al. [15] believed that the hot topic has a large number of related documents appearing in a period. Until now, researchers give an analysis of the three methods of hot topic detection, including text clustering, topic model, and graph analysis method. Text clustering methods have been extensively used. Yu et al. [16] proposed online popular topic detection based on segmentation timeline and age theory. He et al. [17] analyzed different topics, life intensity, and trends at different stages built on the popular themes of Weibo, and then built popular themes. Cao et al. [18] used Pearson's similarity for top-ranked keywords to identify topics. In the topic model, Yan et al. [19] used probabilistic models to solve the problem of the detection of outbreak topics on Weibo. Yan et al. [20] proposed the BTM model based on the traditional topic model LDA, then Yan et al. [19] improved this model and proposed the BBTM model. Fang et al. [23] adopted temporal features to model classification problems for outbreak topics in Twitter, Hammad and El-Beltagy [24] automatically performed burst feature detection from Twitter streams for online topic extraction. Last, in the graph analysis, Katsurai et al [21] used the dynamic co-occurrence word network to mine the topic from the academic data, Ma et al. [22] applied the graph-based analysis of natural disaster theme mining to discover hot topics.
III. THE PROPOSED FRAMEWORK
In this section, we propose our method Academic Hot Topic Detection framework (AHTD) for academic data. Here we give the definition of the hot topic. The overall framework, as well as each component, will be introduced in detail later.
Definition 1 (Hot Topic): Over a period, topics related to more published papers are called hot topics. A topic consists of many keywords with similar semantics.
Definition 2 (Topic Popularity): There are two sources of information to measure the popularity of the topic: one is the number of keywords included in the topic, and the other is the number of posted papers that related to this topic during that period.
A. THE OVERALL FRAMEWORK
We outline the overall framework of AHTD in Figure 1 . In this framework, we get abstracts from the collection of papers as input. Secondly, taking into account the development of different academic fields, we respectively design two methods to extract keywords, as introduced in III-B and III-C. One is the DeepWalk-based keyword extraction algorithm for a single paper (S-DWKE), and the other is the keyword extraction algorithm based on the graph convolutional network (GCN) for multiple articles (M-GCKE). Furthermore, we get hot keywords from the extracted keywords, and then generate hot topics using the hot keywords in Section III-D.
B. THE KEYWORDS EXTRACTION ALGORITHM BASED ON DEEPWALK FOR SINGLE PAPER
In order to dynamically identify hot topics in mature academic fields, we propose a keyword extraction algorithm based on DeepWalk for a single paper (S-DWKE). In S-DWKE, we migrate DeepWalk from the natural language process to keyword extraction, which constructs a co-occurrence network for the words in the title and abstract, and then randomly walks on it to automatically learn the feature representation of the candidate keywords. In addition, we quoted six already designed features and used them together with feature representations for keyword prediction. In S-DWKE, we get the abstracts from a collection of papers as input and output the keywords of each paper. Figure 2 -(a) gives the structure of the S-DWKE. We will introduce each composition in detail later.
1) CANDIDATE KEYWORD EXTRACTION
Generally speaking, candidate keywords are the potential keywords of a paper, which exist in the title and abstract in the form of a combination of nouns and adjectives. Moreover, they may be proper nouns that in the way of a single word, and that of all letters are uppercase. Therefore, we design a specific algorithm to extract candidate keywords from the title and abstract of a paper, as shown below:
In this algorithm, we initialize the candidate keywords K c , then delete the punctuation in the title P t and abstract P a , and then assign them to P t and P a . Right after, tokenize text of P t and P a to list of words and assign them to W . Next, a regular expression G is customized according to the composition of candidate keywords, which represents a phrase that starts with Algorithm 1 Candidate Keywords Extraction Algorithm Input: title P t and abstract P a of a paper P; Output: candidate keywords K c of paper P; 1: K c ← initialize; 2: P t ,P a ← remove_punctuation(P t ,P a ); 3: W ← word_tokenize(P t ,P a ); 4: G ← r'KT:{(<JJ>*<NN.*>)?<JJ>*<NN.*> +}'; 5: M ← parse all phrases matching G from W; 6: for m ∈ M do 7: if ((m.words) ≥ 2 and m / ∈ K c ) then 8 :
if ((m.words) == 1 and (m.isupper()) and m / ∈ K c ) then 10 :
an adjective or a noun and ends with a noun. After that, we use G to match a group of phrases from W and assign to M . Finally, in lines 6 to 10, we find phrases of two or more words and professional terms of a single word from the candidate phrases M as final candidate keywords.
2) LEARNING CANDIDATE KEYWORD FEATURE REPRESENTATION
We learn feature representations of candidate keywords based on DeepWalk in this paper. Therefore, a co-occurrence words graph has to be constructed before that. Firstly, identifying adjectives and nouns D from target paper's title P t and abstract P a . Secondly, building an undirected graph G(V , E), the every word d ∈ D corresponding to a vertex v i ∈ V , if v i and v j occur together in k continuous words, an edge (v i , v j ) is established between v i and v j . Further, the weight w ij on edge (v i , v j ) is equal to the number of co-occurrence of v i and v j within k continuous words in the same paper, and we set k to 3.
In this step, the graph G(V , E) generated by the above step as input, our goal is to map each vertex v i ∈ V to a low-dimensional feature space. S-DWKE is a method of applying the language model to keyword extraction, so analogy with language model, our input includes a corpus and vocabulary. All the vertexes V in graph G make up the vocabulary, and in order to construct the corpus, we perform a random walk strategy with bias. Suppose, starting from arbitrary vertex v i ∈ V , perform a random walk with bias and generate a random walk sequence v i 1 , v i 2 , . . . , v i σ , the length σ obeys the following probability distribution.
In the (1), the w xy is the weight on the edge (x, y)∈E, and sum the weights on all edges of the graph G to obtain S. From above, we sample a fixed bias for each vertex according to the weight of edges and then perform a random walk, which results in a sequence of vertex as a corpus. Corpus and vocabulary together as input to learn the feature embedding Algorithm 2 Generate the Feature Embedding of the Candidate Keyword Input: the co-occurrence words graph G(V , E) and candidate keywords P K c ; Output: the feature embedding E Kc of P K c ; 1: E Kc , walks ← initialize; 2: for i ← 0 to num_walks do 3: for v ∈ V do 4: path ← [v]; 5: while len(path) < walk_length do 6: cur ← path.last; 7: cur_neig ← list(G.neighbors.(cur)); 8: weights ← get_weights(cur); 9: n ← cur_neig[weighted_choice(weights)]; 10: path ← path ∪ n; 11: walks ← path ∪ walks; 12: my_corpus ← build_corpus(walks); 13: E words ← Word2Vec(my_corpus, V ); 14: for p ∈ P K c do 15: Q ← p.split(); 16: for q ∈ Q do 17: E q ← E words .get(q);
18:
representation of vertex. Right after, take the average vector of words that construct this candidate keyword as its feature representation. The exact algorithm is shown in Algorithm 2.
In this algorithm, walks is the set of random walk sequences, num_walks presents the number of walks to be sampled for each node, and we set it to 100. walk_length is the length of a random walk, which is set to 10. The main task of 4-10 lines is to generate the random walk sequences of node v. We start a random walk from node v and add it to the current random walk sequence path. If the length of path is less than the walk_length, we get the last node cur of path, all neighbor nodes cur_neig of cur and the weights weights on all the adjacent edges of cur. Next, we select randomly a neighbor n based on weights from the neighbor nodes cur_neig and add it to the path. We generate a path for each node to walk randomly and store it in the walks. After 100 walks to be sampled for each node, we use walks to generate the corpus my_corpus, and then get the feature representation E words of nodes in G with the vertex V and the my_corpus as input. In lines 14 to 20, we split each candidate keyword p ∈ P K c into words Q, add the embedding E q of word q ∈ Q, then average them to get the feature vector E p of the corresponding candidate keyword p. In the Word2Vec method, the training model we adopted is Skipgram [29] . The relevant hyperparameters are set as follows: sentences are the corpus generated by random walks as the above step, the alpha is set to 0.09, the size is set to 300, hs is 1, sg is 0, workers are 4, and min_count is 0. The other parameters are the default parameters in Anaconda3. 1 
3) OTHER FEATURES FOR GENERATING KEYWORDS
The features of candidate keywords, in addition to the feature representation, we add some additional features, as shown below. a. Frequency of occurrence f 1 . Let K c be an arbitrary candidate keywords, [w] are the words that construct the candidate keywords K c , Count w j is the count of times that w j ∈ [w] appears in the paper, and N K c is the number of words in [w] .
b. Location that first appears in the paper f 2 . w 1 is the first word in [w], Location w 1 is the location that w 1 first appears in the paper. T w is the number of words in the paper.
c. Propagation frequency f 3 . Let d be the number of words in the between the position where the candidate keyword appears first and the appears last. 
f. Impact PageRank value f 5 . An undirected graph that constructed from words, which can get the PageRank value of each vertex, and then get the PageRank value of each candidate keyword. Let Page w j be the PageRank value of w j in [w] of which construct the candidate keyword K c .
4) GENERATING KEYWORDS FROM CANDIDATE KEYWORDS
Up to now, we have got candidate keywords and some of their features. Next, we use the Gaussian Naive Bayes algorithm to obtain the ultimate keywords from candidate keywords. Firstly, we need to make a label for each candidate keyword.
In general, we can get the real keywords of a paper after the abstract, if a candidate keyword appears in the real keywords, we make the label as 1, otherwise 0. Then during training, the input is the candidate keywords K c , their features F and 1 https://www.anaconda.com/distribution/ Algorithm 3 An Algorithm for Generating Keywords Input: candidate keywords K c and features F; Output: The probability π that each candidate keyword belongs to a paper; 1: Model = GaussianNB(); //definition classifier 2: Model.fit(features,labels); //automatically fit the features and labels of the training set 3: Model.predict_proba(K c ,F); //forecast with test set labels L. When testing, the input is candidate keywords K c and their features F, the output is the probability π that K c belong to the keywords of this paper. At last, candidate keywords of probability top-5 are selected as the keywords of this paper. The exact algorithm is shown below:
C. THE KEYWORD EXTRACTION ALGORITHM BASED ON GCN FOR MULTIPLE PAPERS
The keyword extraction algorithm S-DWKE is for a single paper, ignoring the relationship of keywords in different papers, which may lead to missing some relevant keywords. For example, in the emerging academic field, some specialized terms may appear only once in a single paper, but multiple times in multiple papers. Therefore, we propose a keyword extraction based on Graph Convolutional Network (GCN) algorithm for multiple papers (M-GCKE), which builds a graph for candidate keywords of multiple papers to extract keywords. When extracting keywords for the emerging academic field, the accuracy can be significantly improved. The main frame of the M-GCKE algorithm is shown in Figure 2 -(b), which will be described in detail later.
1) CANDIDATE KEYWORDS CO-OCCURRENCE GRAPH CONSTRUCTION
Similar to the construction of Word Co-occurrence Graph, we build a co-occurrence network G (V , E ) for candidate keywords. Now we have obtained candidate keywords K c of multiple papers using Algorithm 1, each of which corresponds to a vertex v ∈ V . If candidate keyword v i and v j appear in the same paper, we connect an edge (v i , v j ) ∈ E between them.
2) GRAPH NEURAL NETWORK INPUT DATA DESCRIPTION AND PROCESSING METHOD
The input of M-GCKE contains three parts, an adjacency matrix A n×n , a feature matrix X n×(p+1) and a label matrix L n×1 . The matrix A describes the co-occurrence relationship among candidate keywords, which is G . The matrix X describes the attribute information of the candidate keywords. We take into account two kinds of attribute information, the first is the number of times a candidate keyword appears in all papers, and the second is the first occurrence of the candidate in each paper. The label matrix L, which records whether the candidate keywords appear in the real keywords, marked as 1 if it appears, 0 otherwise. The multi-layer neural network propagates according to the propagation rule of formula (7) [31] and obtains the feature embedding representation of the vertex in the graph in each layer.
In the formula (8),Â is the sum of A and the identity matrix I . The diagonal element of degree matrixD is the sum of the elements of each column ofÂ as shown in formula (9), W (l) is a layer-specific trainable weight matrix.
σ is the activation function and the Relu is usually chosen. H l is vector representation of nodes in the l th layer, H 0 = X .
3) GENERATING KEYWORDS FORM CANDIDATE KEYWORDS
As shown in Figure 2 -(b), the feature embedding X n×(p+1) and adjacency matrix A n×n as the input at the first layer of GCN, then output a feature embedding O n×16 through the hidden layer vector h 1 g ∈ R d x ×d h and set its dimension to 16. At the second layer, take the output O n×16 of the first layer as input, then output the feature vector O n×p through the hidden vector h 2 g ∈ R d x ×d h , and the dimension of that is set to p, which is the number of papers. After one iteration of the GCN, a Multi-Layer Perceptron is added to process the output of GCN through a nonlinear activation function. Finally, we adopt softmax to convert the output of the last layer to probability values, then select candidate keywords of probability top-5 as the final keywords for each paper. Our loss function, such as formula (10):
where y i ∈ L n×1 records whether the candidate keyword K c i appears in the real keywords of a paper,ŷ i is our predicted value, and N is the number of predicted final keywords. The exact algorithm is as shown in Algorithm 4.
D. HOT TOPIC DETECTION FOR ACADEMIC DATA
The more relevant papers on a topic, the hotter the topic is, which can be seen from the definition of hot topics. Besides, a hot topic consists of several similar semantics keywords. So we think a hot topic is made up of hot words, and hot words are that are included in more papers. Therefore, according to the number of papers interrelated with each keyword, we select the top 100 as popular keywords. After that, we use the K-Means algorithm to cluster according to their semantic information to generate hot topics. Suppose C 1 , C 2 , . . . , C k are k topics we generate, µ i is the mean vector of C i , our goal is to minimize the squared error E:
Algorithm 4 Generate Keywords Using GCN
Input: A n×n , X n×(p+1) and labels L n×1 ; Output: The probability η that each candidate keyword belongs to a paper; 1:Â ← Normalize matrix A according to formula (8); 2:Ā ←D −1/2ÂD−1/2 ; //D is calculated according to formula (9) 3: H 1 ← Relu(ĀXW 1 + b 1 ); // first layer 4: [w] ← k.split(); 8: E w ← initialize; 9: for w i ∈ [w] do 10: E w i ← E trained .get(w i ); 11 :
12: n ← 10; 13: ← enter E K h and k to K-Means;
The specific algorithm for generating hot topics is shown as follows:
In this algorithm, googlenews-vecctors-negative300.bin is the word vector of 300-dimensional news corpus pre-trained by Google with word2vec, and newsblogbbs.vec is a pre-trained Chinese word vector. If the hot keywords are English, we will use the former word vector, otherwise the latter. For each hot word k ∈ K h , we split it into single words [w], get the vector of wi ∈ [w] from E trained , and then add them as the feature vector of the hot word k. Finally, input all the hot word vectors E K h and the number of categories n into K-Means to get hot topics.
IV. EXPERIMENTS AND ALGORITHM APPLICATION
In this section, we first introduce the experiment and analysis of two different keyword extraction algorithms in detail, and then introduce the experiment and application of the hot topic discovery algorithm.
A. DATASETS AND METRICS
For the sake of evaluating the effectiveness of the algorithms, we use four public datasets and a manually constructed dataset. Each paper in the datasets contains the title, abstract, and keywords. The details of these datasets are described as follows.
• Clu_Com. This is a manually constructed dataset using a web crawler, which contains 2792 papers published recently by Clustering Computer, 2 including the title, abstract, and keywords of the paper.
• WWW [25] . This dataset is provided by Gollapalli and Caragea, which contains titles, abstracts, and keywords of a total of 1,329 papers.
• SemEval [26] . The dataset contains 244 papers in total. • Krapivin [27] . This dataset contains 2304 papers and keywords provided by the authors.
• Inspec [8] . This dataset contains abstract information for 2000 papers in total. For the evaluation metrics of keyword extraction algorithm and hot topic detection algorithm, we use precision P, recall R and F1-Score F 1 to measure the experimental effect. The formulas for calculating the three evaluation metrics are as follows. Assuming that the predicted keywords for papers are X , and the real keywords is Y .
Remark: In the hot topic detection algorithm, the predicted hot topics are denoted as X , and the real hot topics are (generated by the hot topic detection algorithm using the actual keywords in the paper) represented as Y .
B. PERFORMANCE FOR KEYWORDS EXTRACTION BASED ON DEEPWALK OF SINGLE PAPER
To evaluate the performance of the proposed algorithm, we conduct comparative experiments against the following method, including SurfKE [6] and TextRank [28] . SurfKE is a method proposed by a paper from AAAI in 2018, we have made improvements here, so we use it as a comparison algorithm. And TextRank as a baseline to be compared. Table 1 lists the datasets we use.
For each paper in different datasets, we select five candidate keywords with the highest probability as the final predicted keywords. Table 2 gives the experimental results of 2 https://link.springer.com/journal/10586 various algorithms, from which we can see that the results of our algorithm on the four datasets Clu_Com, WWW, Krapivin and Inspec are better than the other two algorithms. The experimental analysis is as follows. On the one hand, SurfKE believes that candidate keywords are phrases constructed with two or three nouns and adjectives in succession and that the last word is not an adjective. However, this will produce semantically similar candidate keywords, which will result in duplicate keywords. More seriously, they ignore some of the more significant proper nouns, each word of which is in uppercase. Therefore, our algorithm avoids producing candidate keywords with semantic duplication and adds proper nouns in the corresponding fields to candidate keywords. On the other hand, in the feature selection of candidate keywords, SurfKE only considers the feature vector representation generated by the random walk. In addition to this, we take into account simultaneously the features such as the frequency of occurrence, location that first appears in the paper, propagation frequency, length, frequency in Wikipedia, and Impact PageRank value. We combined the multiple features of the candidate keywords for training, results in the test dataset improved significantly compared to SurfKE.
C. PERFORMANCE FOR KEYWORDS EXTRACTION BASED ON GCN OF MULTIPLE PAPERS
We randomly select 100 papers for each dataset as our experimental data. Each paper extracted 24.5 candidate keywords on average, so a total of 2450 candidate keywords are used to construct the co-occurrence graph. Among the 2,450 candidate keywords, we select the 1/3 of them as the train set, verification set, and test set, respectively. On average, each dataset has 817 nodes to build a co-occurrence graph. Consistent with S-DWKE S-DWKE, we will select the five candidate keywords with the highest probability for each paper as its final keywords. The difference in accuracy between the M-GCKE and the other three algorithms can be clearly seen from Figure 2 . Table 2 shows the keyword prediction results of all algorithms, from which we can see that our algorithm has a better experimental effect on the four data sets Clu_Com, SemEval, Krapivin and Inspec. In the M-GCKE algorithm, we input an adjacency matrix A and a feature matrix X into a two-layer GCN model, which propagates twice in the forward process and performs convolution effectively for two-order neighbors of each node. Compared to S-DWKE, it learns a better feature representation. Why? Firstly, as shown in equation (8), GCN obtainsÂ by adding an identity matrix I to A, which can not only get the feature vector of the neighbor nodes but also integrate the feature vector of the node itself. Secondly, GCN further normalizesÂ byD −1/2ÂD−1/2 , avoiding changing the original distribution of features when multiplying with feature matrix X . Therefore, as shown in equation (7), the propagation rules can be interpreted as differentiable and parameterized variants of hash functions used in the original Weisfeiler-Lehman (WL) [32] algorithm. Since the model is parameterizable, we add features to the initialized nodes by providing a feature matrix X , thus achieving the best results in the classification of the data.
Since M-GCKE is a keyword extraction algorithm based on GCN, the size of the graph will affect the accuracy of keyword extraction. We use 1000 papers of the Clu_Com dataset as input, with approximately 24,500 nodes, and an average of 8166.7 nodes in one co-occurrence graph. In the experimental result, precision is 8.7%, recall is 9.6%, and F1 value is 9.0%, which has a big gap between that in Table 2 . We deem it may be too many nodes in the graph, which causes the co-occurrence frequency of keywords will be higher in the full text, rather than the title and abstract of the paper. If the multi-layer perceptron is not added after the GCN, the experimental results are slightly worse for the same 100 papers, the precision is 15.2%, the recall is 16.8% and the F1 value is 15.9%.
The experimental results in Table 2 show that M-GCKE performs better when the keywords are co-occurring in different papers. When we choose 100 papers in different fields, the co-occurrence number of keywords in different papers is little or no, the experimental results are displayed in Table 3 . The two algorithms have very little difference in the accuracy evaluation. We summarize the above two keyword extraction algorithms as follows: S-DWKE is a method to extract keywords for a single paper, which is extensible. When adding a new paper, we do not need to learn the features of all candidate keywords from scratch again, just learn the feature of candidate keywords in new papers. However, it is inefficient because each paper is trained individually to extract features. Therefore, it is suitable for the long-term dynamic detection of hot topics in some mature academic fields. M-GCKE expands the relationship between keywords from a single paper to multiple papers, which can effectively mine more keywords that can reflect topics. Nevertheless, it is not flexible enough because it needs to be retrained the model when the new papers are added. Therefore, it is suitable for the emerging fields in short-term development to predict emerging hot topics.
D. PERFORMANCE FOR HOT TOPIC DETECTION ALGORITHM FOR ACADEMIC BIG DATA
Our ultimate goal is to mine hot topics of a period (one week, one month, one year). Since there is no relevant dataset for academic hotspot research, we manually construct a dataset for evaluating the effectiveness of AHTD. This dataset contains the title, abstract, and keywords of 1000 papers published by the Clustering Computer Journal in 2018. Due to a large number of papers in a year, we choose S-DWKE to extract keywords from them. According to the definition of hot topics in this paper, we extract keywords from the 1000 papers and then get the top 100 hot keywords from them. Finally, we adopt the K-Means algorithm to cluster hot keywords to get hot topics, which as a final predicted hot topic for this journal in 2018. In this experiment, E in formula (11) is the smallest when the number of hot topics classification k is 10, so we set k to 10 and use the cluster center vector of each topic to measure the topic similarity. Table 4 shows all the predicted hot topics. The experimental results in Table 5 show that our 10 predicted hot topics cover 7 real hot topics, and our predicted hot topics have the highest similarity to real topics. Reference [2] proposed a method to automatically find the hot research topic, which is similar in purpose to our model. Therefore, we choose the paper [2] as a comparison algorithm and Latent Dirichlet Allocation (LDA) [33] as a baseline. From the experimental results in Table 6 , we can see our method is superior to that of the other two methods for the following reasons. Firstly, the paper [2] uses LDA to extract the keywords directly from the paper, and the extracted keywords are in the form of a single word, including a lot of meaningless keywords (e.g., the, a). However, the real keywords are mostly nouns or combinations of adjectives and nouns. Therefore, we extract candidate keywords from the combination of nouns and adjectives, then propose two different algorithms to generate keywords from candidate keywords, which greatly improves the accuracy of the keywords extraction. In addition, paper [2] uses keywords directly to generate hot topics, and we first get hot keywords from extracted keywords and then use the semantic representation information of hot keywords to generate hot topics, which improves the accuracy of generating hot topics. Table 6 presents the predicted hot topic No.4 and the real hot topic No.9, from which we can observe the accuracy of the predicted hot topics intuitively. The application scenario of the keyword extraction algorithm. In the (a), users can see the keywords extracted with our keyword extraction algorithm in the paper detail page. On the homepage of the keyword in (b), users can also subscribe to this keyword and see more details information about this keyword, such as how many followers, how many related papers, similar keywords, etc. Words in (c) are all keywords that users have subscribed to, and users can search for keywords in (d). Academic Headline: https://www.acheadline.com.
E. ALGORITHM APPLICATION
Jilin Province Key Technology Research Project ''Research, Development and Application of Rapid Knowledge Sharing System in Big Data and Mobile Internet Era'', which has developed ''Academic Headline'' 3 application. So far, this application contains more than 4.1 million papers, 6000 journals and conferences and more than 300 kinds of academic conferences in the computer field, with more than 6.7 million academic authors and over 1.4 million keywords. As of now, there are more than 7,200 registered users. The paper included in ''Academic Headline'' application does not contain keywords, but users need to use keyword to search and subscribe to papers. Therefore, it is extremely important to use the keyword extraction algorithm to obtain keywords. In addition, the hot topics detection method can help researchers quickly get the hot topics of the past week, month and year.
The practical usage of the Academic Hot Topic Detection framework (AHTD) corresponds to the framework described in Figure 1 , each step of which needs to be implemented. Take the application in the ''Academic Headline'' app as an example. We divide it into keyword extraction and hot topic recognition according to the framework of AHTD in Figure 1 . We deploy the code of the model to the server and set up the timed tasks for keyword extraction and hot topic detection separately. The keyword extraction algorithm is executed once a day to extract keywords of new papers acquired on the same day. The hot topic detection algorithm is executed once a week, twice a month, once a month to update weekly hot topic, monthly hot topic, and annual hot topic. The input is the keywords extracted during the period from the beginning 3 http://www.acheadline.com/ of this week, this month, and this year to the current time point. We divided 12 academic fields according to disciplines and regularly updated their hot topics (e.g., computer science, chemistry, biology, mathematics).
The main duties of the keywords extraction algorithm are reflected in the following aspects. When users browse a paper in the ''Academic Headline'' app, they can have a quick understanding of this article content through the keywords extracted by our keyword extraction algorithm, which saves users' time, as shown in Figure 3 -(a). In addition, the subscription function is customized for the keyword as shown in Figure 3 -(b), the user can subscribe to a keyword. When a new paper related to the keyword is published, the system will push it to the user. Here, the user can also see how many individuals subscribed to this keyword, how many papers related to it, all the papers related to it and currently unread papers, and similar keywords calculating by other algorithms. In the subscription center in Figure 3 -(c), users can see all the keywords that have been subscribed, and the number of their subscribers and the number of related papers. Finally, users can search for keywords in Figure 3-(d) . For example, users search for ''network embedding'', they will find all tThe he keywords related to it by fuzzy matching.
In the application process of the hot topic detection algorithm, we generate the hot topics of 12 academic fields according to the discipline division field. Taking computer science as an example, we will generate weekly hotspots, monthly hotspots, and annual hotspots separately, and users can select Chinese or English to browse. In Figure 4-(a) , the annual hot topics in the computer field are presented, that of all keywords making up the popular topic ''neural networks. . . '' are listed in Figure 4-(b) . The papers related to its FIGURE 4. Hot topic detection results. In the hot topic discovery interface, users can view weekly hotspots, monthly hotspots and annual hotspots in different academic fields in Chinese or English. In (a), it shows the annual hot topics of computer science, and the keywords in the hot topic ''neural networks . . . '' are listed in (b), the papers including the first keyword ''neural networks'' are shown in (c). Then rank all the papers related to the keywords according to the reading volume, and generate popular paper rankings, as shown in (d).
first keyword ''neural networks'' can be seen in Figure 4 -(c). Moreover, we have generated a hot paper ranking based on the reading volume of papers related to these keywords, as shown in Figure 4-(d) .
V. CONCLUSION
In this paper, a general framework to detect hot topics from big academic data is proposed. In this framework, two types of keyword extraction algorithms are proposed to deal with single and multiple papers, respectively, i.e., the S-DWKE and M-GCKE. The former aims at extracting keywords from a single paper based on DeepWalk, and the latter focuses on extracting new keywords from multiple papers in emerging academic areas based on GCN. Then, hot topics can be generated in practical application by keywords extracted by the S-DWKE and M-GCKE accordingly. To validate the effectiveness of the proposed AHTD framework, we conducted a large number of experiments on five datasets, and the results of which demonstrated the advantage of the AHTD. The proposed framework has been applied to the ''Academic Headline'' app to provide the hot topics for researchers from various academic fields.
The work in this paper on the hot topic detection of academic data is retrospective, which studies how to generate popular topics in the past period. For the future work, we plan to predict academic hotspots in the future, which is of great significance for researchers to grasp the future research direction.
