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In this paper we study the contribution to the Selberg trace formula for 
SL(3,Z)\SL(3. rW)/SO(3, [w) of orbital integrals coming from regular elements of a 
maximal parabolic subgroup of SL(3, Z). Because the contribution is not con- 
vergent the integrals are truncated in the standard way and the rate of divergence is 
calculated. We show that these orbital integrals are reduced to orbital integrals of a 
slightly different function for hyperbolic elements coming from .SL( 3, Z) intersected 
with a rank one subgroup of SL(3, Iw). ;t” 1988 Academtc Press. Inc. 
The Selberg trace formula for X(3, R) is of interest to both number 
theorists and Lie theorists because it is the first example of a trace formula 
for a group of rank greater than one to be worked out in detail. A general 
trace formula for groups of higher rank is given by Arthur [ 11, but explicit 
computations of terms are not given. Venkov [9] has characterized the 
contribution of the continuous spectrum of the Laplace Beltrami operator 
to the trace formula. What remains to be done is the expansion over group 
elements of the integral 
where F is the fundamental region for the action of I-= SL(3, Z) and 
C@(Z) is the invariant measure on the symmetric space H= 
SL(3, R)/S0(3, R). In addition we assume f is SO(3, R) bi-invariant, for 
ease of computation. In [lo] we gave the “hyperbolic” term of the trace 
formula and here we wish to augment those results with a description of 
the maximal parabolic terms. 
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The general shape of the trace formula has been given by Arthur Cl] as 
where the sum on the right side is a sum over group elements in f, in this 
case, X(3, Z). These individual elements ought to be collected according 
to their contribution to the spectrum on the right, that is, how they appear 
in the Eisenstein series which constitute the continuous spectrum. A 
description of the Eisenstein series for SL(3,Z) has been given in 
Langlands [4] and is repeated in Venkov [9]. For now it suffices to say 
that there are three types of Eisenstein series, corresponding to matrices in 
r of the types 
I[ 
Ii 1 a12 a13 
P,= 0 AI 1 a23 
0 0 +1 
,a,EZ 
! 
P,= 1 [(M1) :::I M,EGL(~,Z),U~EZ 
( Lo 0 HI 1 
i[ 
zk 1 a12 a13 
P,= 
; u42) 
M,EGL(2, Z), atiEZ 
These descriptions correspond to the “Langlands decomposition” described 
in Venkov [9] and also to the “partial Iwasawa decomposition” described 
in Terras [8]. 
Of course, PO is a subgroup of both P, and P,, and when we count 
elements of SL(3, Z) we only want to count something once. So this paper 
is only concerned with elements of P, and P2 that are semisimple 
(diagonalizable over SL(3, Z)). We will call these sets P, and ii, and we 
will call integrals corresponding to these elements IPj. So pi is the subset of 
Pi whose elements have three distinct eigenvalues, one of which equals + 1. 
The reader may wonder whether all such elements occur in one of the 
Pjs. It is easy to show that we count them all twice this way. 
LEMMA 0. An element y of SL(3, Z) with at least one eigenvector of 
eigenvalue f 1 can be conjugated into P,. 
Proof: We are guaranteed a right eigenvector of eigenvalue + 1, so call 
it v = (x, y, z). Solving vy = v yields three integer equations in these 
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unknowns and these equations can be solved over the rationals. Since we 
can multiply u by a constant we can assume gcd(x, y, z) = 1. 
Now conjugating y into P, is equivalent to finding 6 E SL(3, Z) such that 
us = (0, 0, & 1). 
Let m = gcd(x, y). If m = 0 we are done, so assume m # 0. Then we know 
that there is an element of SL(2, Z) of the form 
(-SE :I), i.e., ” ym+blx= 1. 
Let 
Then ~6, = (0, m, z). Further we know that gcd(m, z) = 1. So now let 
Then ~8r6~=(0,0, 1). So 6=6,&. 
Note that we could just as easily conjugate y into PZ. Throughout this 
paper integrals are given for elements in p, and H,, but this is just for the 
convenience of the reader, who may wish to truncate at either cusp. 
The sum on the right hand side of (2) can be split into the following 
sums: 
y~rlf(z-l~z) d&)= 1 zLy+ C zf,y + 1 C z,;, 
y hyperbolic y loxodromic IYI OZY 
Y E fYJ 
+ c c zr.a + I/;I, (4) 
(Yl BZY 
Y E p/ 
where ZL, = js f(z-‘yz) dp(z). Here, loxodromic means three distinct 
eigenvalues, two complex, the third not equal to + 1. 
In order to have the sums over P, or P, we need to do some further 
classifying. An element of P, has the form 
y1 (M,(i))= ( i”i il), where McGL(2,Z). 
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The integral will look a little different for each of these y depending par- 
ticularly on whether a = 0, b = 0, or both. Also it depends on whether A4 is 
semisimple with eigenvalue not equal to + 1. If not then the entire matrix is 
of type P, and need not concern us here. Then we are left with four cases 
determined by a and b. 
Case 1. A4 hyperbolic, a = 0, b = 0. This case is the easiest. M is 
conjugate to 
where 1 is the unit in some real quadratic number field. The number of 
distinct X(2, Z) conjugacy classes with these eigenvalues is h(1), the 
narrow class number of Z[n]. See Wallace [11] or Taussky [63 for more 
detailed explanations. The generator of the centralizer of y is just 
where E, .E are conjugate fundamental units for the quadratic field and q(s) 
is the norm of a. We will parametrize elements of G/K as gK where 
g = ( y, u, v, x, t) is given by 
which is the Langlands decomposition. Then y,, acts on G by sending 
u --t E2U. 
Further, we truncate the fundamental domain as in Venkov [9] at 
l/T< y < T. Note that once we make a choice of coordinate system the 
truncation is forced upon us. Note also that since we will always have y 
semisimple, we can always conjugate by an element of SL(3, R) so that y 
has the form 
0 
y= M 0 i 1 0 0 +1 
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which commutes with 
as does its centralizer. So truncation of Y does not interfere with u and u at 
all. It is easy to see that a fundamental region for the action of y. is the 
cylinder between u = 1 and u = E*. Thus we have 
FORMULA 1. Summing over elements of P, with real units A, K ’ # + 1 
and with a = 0 and b = 0 and E a fundamental unit for Z[A], E” = I, we have 
2(ln Tln E*) h(E) .Y 
e a f,,ndzm,ental n, 0 tE” - E”n)(E” - dE”))tEn - dE”)) 
unit in ZCE] 
Here f(c) is the Harish-Chandra transform 
where N is the unipotent part of the Iwasawa decomposition, dm is the Haar 
measure on N, and h(E) is the narrow class number of Z[c]. The In T comes 
from truncating the fundamental domain. 
Proof. 
da = dy d” -- 
4’ u’ 
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and 
lox 
m= 0 1 t . i 1 001 
This gives 
Performing the integrals yields 
We wish to write the remaining integral as the Harish-Chandra transform 
so we note that 
i[ 
En (&nu-.Yu) (&“X-Enut+rj(&“)(ut-x) 
=f 0 6” d”t - q(&“)t 
0 0 tl(E”) 11. 
The reader can verify that 
where x~=(~--E-“~~)u, x2=(1--E-“~(E”))x+E-“(l--En)ut and x3= 
(1 - .TRq(P))t. Performing the indicated change of variables yields the 
result. 
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Noting that the generator of the centralizer of 
it is easy to compute IP2,c0,0,,T. We present it and leave the computation to 
the reader. 
FORMULA 2. 
2(ln T In s2) h(s) 6” 
(E” - r)(E” - tj(E”))(E” - q(f)) 
0 0 
xf 
/ r tf(&“) 
\I 0 
0 
&“O II . 
0 E” 
We note that for this computation 
g= (‘I’ f &iiA ut :“)(A b f) 
and the appropriate truncation is 
1 
T<y<T. 
Again, this truncation matches Venkov [9]. 
Now we show that the case (a, b) = (0,O) is one of a finite number of 
possibilities and we compute the number somewhat explicitly. We also 
compute the centralizers of these elements and do the integrals rP,,Co,b,,T via 
the following lemmas 
LEMMA 1. The P,-conjugacy classes of elements in P, with distinct eigen- 
values I, 1,-l, + 1 are represented by the elements 
where 0 < a, b c ITr Mi - 21 and 
0 
i is chosen mod Ni, 
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where the Mi are representatives of the SL(2, Z) conjugacy classes of 
elements with eigenvalues 1, 1~ ’ and Ni is a generator of the centralizer of 
Mi. 
Looking at the inside conjugation we have 
= ( M (;:)+(;)43). 
0 0 1 
We now choose (2) = (I- M-l)(;). In the upper right hand corner we then 
have 
+(I-M)(Z-M-l) e 0 
=(;:)+((i ;)-&I” T:M))(;) 
a2 = O( b, + 
Thus al and 6, can be chosen to be between 0 and (2 - Tr M(. Now mul- 
tiply out the product to obtain 
= 
0 0 &l 
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where we have written (g:) for (;; zzj 1;: g x i/ ). Now once we fix a particular 
representative of the conjugacy class containing M, we have NMN- ’ = M, 
so N is in the centralizer of M. The centralizer of M in GL(2, Z) is cyclic 
with generator NO so we can further reduce ($:) modulo left multiplication 
by NO. If M is hyperbolic the centralizer is infinite cyclic and if A4 is elliptic 
its centralizer is finite. A4 parabolic is not considered in this paper. Please 
see Wallace [ 12 3 for that term. 
LEMMA 2. The conjugacy classes of elements in P, with distinct eigen- 
values I., A -‘, 1 are represented by the elements 
where 0 <a, b < JTr Mi- 2) and (a b) is chosen mod Ni, 
where the Mi are representatives of the SL(2, Z) conjugacy classes of 
elements with eigenvalues I, A -’ and Ni is a generator of the centralizer of 
M,. 
(The proof is the same as for Lemma 1.) 
These two lemmas have an obvious but important corollary. Let 
hi(A, R -‘, +_ 1) be the number of SL(3, Z) conjugacy classes in Pi of 
matrices with distinct eigenvalues (,I, A-‘, +_ 1). 
COROLLARY 1. hi(l, I - ‘, + 1) is finite and furthermore 
h(l) < hi(l, I-‘, 1) <h(A) ITr I - 212, 
where h(l) is the narrow class number of Q(A) and Tr A= I. + I-‘. 
LEMMA 3. The SL(3, i2) centralizer qf 
where M has no eigenvalues of + 1, 
is cyclic with a generator of the form 
Y=Y,(Q~(;))=[ b”^, j,], 
- 
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where Q is the generator of the centralizer of M in GL(2, Z); that is, Q” = M 
for some n, and 
=(I-M)-’ (I-Qk) ; 
0 
and k <n is the smallest integer for which (f;) is an integer vector. 
ProoJ It is easy to check that y is in P,, where y is in the centralizer of 
(M, (g)), so we will write 
y= 
Clearly N must be in the GL(2, Z) centralizer of M, so N= Qk for some k. 
We have that 
YYI (M (3) Y-‘=Y, (M (1)) 
which yields 
M( Z)+(i)+Qk(I)=(f) 
from the upper right hand entries. Solving we have 
I- M is invertible and 
=(I-M)-‘(I-Qk) f . 
0 
(1) 
Since (2) must be an integer vector, we pick the least k such that the right 
side is an integer vector. We can do this for the following reason. 
Suppose we have some k and some (2) satisfying (1). Let m = (n, k). 
Remember, Q” = M, so we know that y(Q”(;)) is in the centralizer of 
y(M, (g)). We can choose p and q such that kp + nq = m. Now consider the 
element 
~1 (Qk9 (3)'~~ (M7 (;)>"=Y, (e: (:))‘Y, (Qn, (I)) 
=YI (e-3 (I;>> 
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which is also in the centralizer of y,(M, (g)). Furthermore both y,(M, ($)) 
and y i(Qk, (2)) are generated by this element. (If not we have an element of 
the centralizer of the form y,(l, (i)). Calculation shows that t = r =O.) 
There are only a finite number of divisors of n to check in this fashion. If 
several of them appear in the generating set we compute their greatest com- 
mon divisor. By the same calculation as above, all the elements in the 
generating set are themselves generated by a unique element y ,(Q”(s)). So 
the centralizer of y ,(M, (;)) is cyclic with generator y , (Qk, (2)) and k is 
obviously the smallest integer such that 
(Z-M)-' (I- Qk) ; 
0 
is an integer vector. Clearly, 1 <k < n. Lemma 4 is the analogous lemma 
for P2. 
LEMMA 4. The centralizer of 
is cyclic with generator 
where Q is the generator of the GL(2, h)-centralizer of M and k is the 
smallest integer such that (c,d)=(a, b)[Qk-ZJ[M-I]-’ is an integer 
vector, k <n, Q” = M. 
Before we can compute T’,,(o,b) + (,,,,,), it is necessary to introduce further 
notation. We first note that the number k in Lemmas 3 and 4 is indepen- 
dent of the choice of representative for a conjugacy class but may depend 
on which conjugacy class in Pi with eigenvalues (A, a, ?(A.)) is being con- 
sidered. We now order the conjugacy classes by an index i with 0 <i< 
h,(A, x, ~(2.)). Let i= 0 stand for the class representative (;) = (“,). To each i 
we now associate ki which is the k associated by Lemmas 3 or 4 to the ith 
conjugacy class. Recall if Iz = E” where E is the fundamental unit in a 
quadratic number field then 1~ ki < n. We now form the function 
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We note further the following inequality: 
Now we are ready to state the whole term r,,,, which sums over all 
elements of Pj which have distinct real eigenvalues (A, 1, q(A)). 
FORMULA 3. 
where f(y) is the Harish-Chandra transform and 
YAE, 6 j) = 
n 
,(“‘“’ O “1 
0 E” 0 if j=2. 
0 0 El”
ProoJ: We just notice that y,(M,(;)) is semisimple and so we 
diagonalize to the form yJ.s, n, j). The limits of integration are then the 
same as in Formulas 1 and 2 except that uj now goes from 1 to s2ki. The 
integration proceeds exactly as before and we add up all the 2 In ski which 
yields cj(s”, .sn, ~(6”)) instead of h(E) as before. 
This completes the discussion of the case where M is hyperbolic. Unfor- 
tunately there are elliptic elements in PSL(2, Z) as well. In fact there are 
two conjugacy classes of primitive elliptic elements, with representatives 
and 
respectively. These and their powers can be parameterized as 
( 
cos l&J -sin ieo 
sin ieo cos ieo > ’ 
where 1 ranges between 1 and the order m of the primitive element 
cos 8, -sin 8, 
sin 8, cos e. > * 
We shall set 8, = n/m. 
Now we introduce coordinates on SL(3, R) which will make 
fundamental domain for these elements easy to see. Following Venkov 
more or less we make the change of variables 
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the 
c91 
This decomposition puts a copy of the upper half plane where A4 can act 
on it. For this change of variables 
d = dv du dy dx dt 
p7-y 
so the Haar measure matches the Haar measure on H= {v + iu, ZJ > 0). 
Thus, as in Kubota [3], the fundamental domain for the centralizer of 
P l,M.Co,bJ is a wedge in the upper half plane, rn of which cover H exactly 
once, while y, t, and x take on all possible values. Thus we can integrate 
1 - 
m M.l , u ,“,-” f,X St g ~- ‘W d,(g). 
We now compute 
x [-A f !I.[ “i; ‘“0: ;] 
where /I = sin lefm and u = cos Ielm, and y is conjugate to 
(9) 
(10) 
a P 0 
[ I 
fi a 0 . 
0 0 1 
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The product (10) equals 
[ c?-j?v pu 0 u -I(-flv2+/!q pv+cc 0 0 1I[ . 00  1 0 1 x’ t” 1 I . 
Computing the Jacobian for the change of variables to x’ and t’ we have 
J= 2( 1 - cos 0). 
Thus, 
dx dt dy du dv 1 -=- 
u2 2(1 -cos@ 
dx’ dt’ 2 . 
Y Y 
Having discussed these changes of variables we can present the following 
result. We will use IP,,~O,O~ to denote the sum over elliptic elements R in P, 
with (a, b) = (0, 0), where I ranges between 1 and the order m of the 
primitive element. 
FORMULA 4. 
In T m 
hm.T = c 
e - (2Wm)r 
jRj 4(1-cos2a~m)msinI7r~m --ca l-te- 
21r, b(r) dr, 
R elliptic (11) 
where h,(r) is the Selberg transform of 3 on the upper half plane 
{v+iu,u>O) and 
The proof is left as an-exercise for the r_eader. We remark that if f has com- 
pact support so does f(E). Also since 3 is a function of E, it lives on v + iu 
in the upper half plane. The integral 
where 
( 
u1/2 vu - u.7 
2’ o 
> 
u-112 ’ 
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was computed by Kubota for M elliptic in [3] and is 
1 
s 
m e-(21n/m)r 
2m sin k/m _ oo 1 + e -2Rr 
h,(r) dr. 
If 4(h) is an eigenfunction pf the Laplace Beltrami operator on the upper 
half plane and iff(& h)=f(g-‘h) is a convolution kernel when restricted 
to its action on E (which it is) then 
I htSL(2W),so(2Rl~(~-1h))(h)d~=h,(r))(g). 
Also A= -l/4 - r2 is the eigenvalue associated with 4. Similarly we have 
FORMULA 5. 
z c 
In T 
4,(o,o).T= fRl 4( 1 - cos(2n/m)m) sin k/m 
R diptic 
and h,(r) is the Selberg transform of j(E), and 
1 0 0 1 x t 
b=j jf 0 E 0 1 0 I I 
0 0 0 1 
Again we leave the proof to the reader. 
1 x t 
0 1 0 
0 0 1 
1 dx dt. 
Next we turn to the case where M is elliptic but (a, b) # (0,O). For this 
case we will need a lemma. 
LEMMA 5. Zf ME SL(2, Z) is elliptic with order m, then 
(Y+4(;)))m+1= (r. $“= (,“, %) 
=Yl 
( 01 
M ; . 
b41/29/2.2 
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Proof We have 
Note that 
Since Tr A4 # 2, I- A4 is invertible. So 
(f&f”-‘+ ... +z)=(z-M”+l)(z-M)-l. 
But Mm+‘= M. So the result is proved. Similarly we have 
LEMMA 6. If ME SL(2, Z) has order m then 
Y2(M,(;)y+‘=(~ aMbjm+‘=[; “u”) 
a 
=y2 M b ( 0) . 
It follows from Lemmas 5 and 6 that we can replace any integral over a 
fundamental region for the centralizer of some y,(M, (z)) with an integral 
over the entire space adjusted by a factor of l/m where Mm =I. We also 
point out that Lemmas 1 and 4 did not depend on A4 being hyperbolic. We 
can define 
where the hi are defined as in Corollary 3 and the lj are associated to 
the primitive element of the centralizer for the ith conjugacy class via 
Lemmas 3 and 4. 
So if we let fP, denote the sum of terms with eigenvalues (e”, e-@, 1) we 
have the following formula. 
FORMULA 6. 
‘Pj, T= C 
In T 5 .( h/mi 
iR) 2(1-cosIn/m) J e Ye 
- ln/mi 
’ 1) 
R elliptic 
s 
00 e - Wnlm )r 
X 
-a, l+e- 
2nr hi(r) dr. 
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We have now accounted for all terms in the trace formula coming from 
elements of SL(3, Z) with exactly one eigenvalue equal to one. We point 
out that terms containing In T appear in the contribution of the 
“lower level” Eisenstein series discussed in Venkov [9]. In fact In T is 
exactly the rate of growth for these terms, which are the Eisenstein series 
coming from the maximal parabolic subgroups whose semisimple elements 
are discussed in this paper. We have great hope that choice of a suitable 
class of test functions and the use of the Selberg trace formula for 
SL(2,Z)\SL(2, !R)/SO(2,R) will allow these terms to cancel enough to 
produce a finite difference as T -+ co. 
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