Abstract-The so-called Markov estimator is sometimes used to estimate signals from their time-jittered samples [II. The estimates are unbiased for monotonic signals, but exhibit errors in regions of nonmonotonicity. A method of compensation is presented to reduce this error. It requires a knowledge of the PDF of the time jitter, and a proposed method for determining the PDF based on the generalized Markov estimator has been verified through simulations. The performance of the compensation approach is presented for four different nonmonotonic waveforms.
I. INTRODUCTION
Timing jitter generally causes systematic errors in the amplitude estimates of sampled waveforms. This is true for both real-and equivalent-time sampling processes. Consider the case of equivalent-time sampling. Multiple samples are often taken at each nominal sample time and, to reduce the effects of noise, the mean of each sample set is taken as the estimated value at the corresponding sample time. If the noise has zero mean and is strictly additive, then the resulting estimates are unbiased. However, if the noise is the result of timing jitter, then the mean generally gives rise to systematic errors in the estimates [lJ. If, on the other hand. the median is used rather than the mean to compute the estimates. then a bias occurs only for signals which are nonmonotonic. This is illustrated in Fig. I for a sinusoidal waveform. The figure shows the actual waveform and the error that results when the waveform is sampled with 100 (la) time jitter and the median is used as the estimator. Note that the errors only occur in nonmonotonic regions.
It has been shown in [2J that the median of a large sample set can be computed very efficiently by operating on the samples with a Markov process. This so-called Markov estimator is naturally implemented in a class of equivalent-time sampling systems called sampling voltage tracker (SVT) systems [lJ. [3J. In this paper. a method of compensation is presented which can be used to reduce the bias associated with the Markov estimator (or the median) that occurs in the regions where the signal is nonmonotonic. In addition, a generalized form of the Markov estimator proposed by Souders et ai. as a means for computing any percentile of a statistical sample, has been verified by simulation. The algorithm was proposed without supporting proof in [lJ. Use of this algorithm provides a very convenient means of computing the cumulative distribution function (CDF) of the jitter which must be known in order to compute the compensation function.
II. THE MARKOV ESTIMATOR
The Markov estimator is based on a Markov process which operates on the statistical sample set. Referring to Fig. 2 If the probability distribution of the time jitter is known. then the equivalent time shifts can be calculated from (3)-(6), and the Markovestimates, Y'(t), can be compensated by an amount!:. Y(I) to yield an improved estimate, r(I), as follows:
As a practical matter, the critical points, Ip' which appear in (3)-(6), must be determined from the Markov estimates, which will still contain some residual noise. The effects of the noise on the critical point determination can be minimized by using a multipoint discrete difference equation.
IV. THE CUMULATIVE DISTRIBUTION OF THE JITTER
In order to calculate the compensation function, the cumulative distribution function of the jitter must be known. Equations (3)-(6) each involve the calculation of the cumulative distribution between prescribed limits, based on the PDF; a direct determination of the CDF simplifies each of these computations. Probably the most direct and accurate method of determining the effective jitter distribution is to use the sampling process itself, under the conditions of actual use. The specific implementation depends on the tYpe of sampling system used. One method suggested by Gans [4) is to input a fast-slewing waveform with known rate of change, and to accumulate a set of samples all taken at the same nominal sample time. The PDF and CDF are readily calculated from the sample set, provided that additive noise is negligible (Additive noise can be measured separately by inputting a dc or slowly varying signal.). However, Gans' method is not feasible for implementation in SVT systems because the Markov estimate is computed online and the samples are not stored. For these systems, the generalized Markov estimator proposed in [I) for finding any percentile of a distribution, provides an attractive approach. This generalized form is implemented by setting the ratio of increment amount, of, to decrementamount, o~, equal to p / (1 -p), where p is the percentile desired. This approach can be used as follows to estimate the cumulative distribution of the time jitter, Pi!:.I): 1) Set the nominal sampling time to coincide with a fast-slewing point on the input waveform in a monotonic region. (Such a point can be found by examining the normal Markov estimate, Y'(t), of the input waveform which will be unbiased in the monotonic regions.) 2) Choose a set of percentiles, Pej(l:.I), spanning the range {O, I}, at which the measurements will be made. Set the increment and decrement amounts by of _ Pcj(!:.I) o~-(1 -Pcj(l:.t» and determine the corresponding generalized Markov estimate, Yj (I), for each. The Of and o~can be determined by the ratio and the required measurement accuracy.
3) The jth value of !:.t corresponding to the jth perCentile is computed as
where The ordered pairs, [Pej,l:.lj),define the CDF of the jitter, assuming that the additive noise is negligibie. As in Gans' method, the additive noise can similarly be estimated by performing the same test on a dc signal, or on a portion of the input waveform that is only slowly changing.
Since this generalized Markov estimator was offered only as a conjecture [I), it was-first verified through simulations. The test used a sine wave as the input signal, and a Gaussian probabilitY distribution for the jitter, whose CDF is given by
The simulation results, Le., the estimated CDF, are plotted in Fig.  4 , and are compared with p.(!:.tj) from (10) above in Table I . Each percentile value was calculated using 360 000 samples. The max- or decremented by a small, fixed amount, (), after each sample, depending on the state of the previous comparison. Under these conditions, y;(k) follows a random walk described by a Markov chain, defined as
.
The Markov estimate, r(I), is the mean value ofthe Markov chain, y;(k):
n + 1 i-O
As noted above and shown in [2] , r(l) asymptotically converges to the population median of y,(k) , as n 00 and then () O.
III. ANALYSIS AND COMPENSATION
The source of the errors produced by the Markov estimator in or the presence of time jitter is illustrated in Fig. 3 . A nonmonotonic region of the input signal, Y(I), is shown, sampled at time I. The sampling is subject to time jitter having a probability density function (PDF) given by peAt) with a median of zero. For the following , and half will be less. Therefore, the Markov estimate, r(I), defined as the median of samples Y(I + al), will converge to Y(I) in the limit, Le., it will be asymptotically unbiased. However, when the nominal sample time, I, is within Atmax/2 on the left side, or almi./2 on the right side of time 'p' some of the samples taken on one side of the probability distribution (designated by aP in the figure) will be greater that Y(I) and some will be less. Thus the median, r(I), of the samples, i.e., the Markov estimate, will not be an unbiased estimate of yet). The fraction of the samples, y, (k) , that contribute to the bias is given by
for I < 'p' where I, is Ip -alpi/2 and by r2(,.-,)
for I > 'p' where 12is Ip + alpd2. The Markov estimate, r(I), is the same value as the level Y(I + I~, where the time shift Id satis6,es one of the following equations: imum error in the estimated CDF is 0.0146, which is considered adequate for this work.
V. EXAMPLES
Figures 5-8 show the results from computer simulations of this compensation approach, applied under four different conditions. In each of the four figures, the top plot is the input waveform, the middle plot is ofthe errors ofthe Markov estimator, and the bottom plot is of the errors after compensation. In each example, the jitter is Gaussian with a (1of 10°of the fundamental component of the input waveform. At each time point, t, 360 000 observations were simulated. In Fig. 5 , the input signal is a sine wave, and the ideal CDF of a Gaussian distribution was used. The compensation reduced the peak errot from 0.7% to 0.08%. Using the percentile method to first determine the distribution of the jitter, the peak error after compensation increased somewhat to 0.12% as shown in Fig. 6. In Fig. 7, the input signal is sin (wt) -0.1 sin (3wt) ,the percentile method has been applied, and the peak error has been reduced from 1.3% to 0.17%. Finally, in Fig. 8 , the input signal is the sum of the first 10 harmonic components of a square wave, the ideal CDF has been used, and the peak error has been reduced from 20% to 7.3%. Note that the original assumptions concerning symmetry and the required separation of critical points are not met in this last example.
VI. CONCLUSION
A method has been described for reducing the error of the Markov estimator when sampling nonmonotonic signals in the presence of timing jitter. The method involves computing a compensation term derived from the Markov estimate of the signal and the cumulative distribution function of the time jitter. A generalization of the Markov estimator, proposed earlier as an algorithm for finding any percentile of a distribution, has been demonstrated as an effective means for determining the CDF. .The accuracy of the compensation has been determined through simulation for several practical waveforms. The resulting errors after compensation are only about 1/3-1/8 of the errors of the original Markov estimates. These errors could probably be further reduced if a multipoint spline fit were used to interpolate between sample points in computing the value Y'(t + tAt» used in (8). In the examples given, linear interpolation was used.
The use of the Markov estimator with compensation is an attractive alternative to waveform averaging in equivalent-time sampling systems when timing jitter is a major source of error, and a more accurate estimate of the waveform is required. The compensation approach is particularly appropriate for the sampling voltage tracker type of sampling system since the SVT automatically implements the Markov estimator.
The problem of appreciable heat diffusion to the surroundings during the short time ot arcing at break, typically 3-6 InS (depending on the speed of break), is dealt with by placing the thermocouple probe as near as possible to the electrode's surface, and in the center where, in most cases, the arc occurs.
Under dc test conditions the amounts of the arc power received by each electrode for various parameters such as current and electrode spacing are calculated.
I. INTRODUCTION
One kind of electrode erosion is caused by joule heating during arcing, so that electrode material is boiled away. The repeated operation of break and make results in metal being transferred from one electrode to the other which eventually leads to the disfigurement of the electrode surface and causes a circuit breaker to operate defectively.
Customarily the erosion is assessed from the observation of the electrode surface by the scanning electron microscope, by weighing, or from measurement of the surface roughness.
Up to now, the assessment of the erosion from the power balance relation, which indicates the degree of the difference in the correlation between the electrical power and thermal power (the amount of power calculated from the thermocouple output during arcing), has not received a great deal of attention because of the complexity involved in measuring the electrode's temperature at such a short duration of arcing at break (typically 3-6 ms).
Recently, theoretical attempts have been rnade to determine a relation between the electrode's temperature and erosion [lI, but due to the complexity of the arc mechanism and the sintered nature of the materials of the electrode surface, the relation becomes very complex.
To support such research, the construction of a probe for an accurate electrode temperature measurement of a low-power circuit breaker, and also the calculations of the amount of the arc power received by each electrode with respect to current (4-10 A), and electrode spacing (0.05-1 mm), are presented.
II. METHOD OF CONSTRUCTION
A type T thermocouple insulated with a covering of Poly Tetra Fluoro Ethylene (PTFE) is chosen because of its high sensitivity, linearity of characteristics, and negligible thermal mass. Because of the small physical size of the electrode, as shown in Fig. I , the thermocouple wires chosen were as small as possible (0.075 mm core and 0.25 mm outer diameter sleeve).
The thermocouple's junction was welded by twisting one centimeter of the bared wires together and discharging a capacitor momentarily between a carbon electrode and the twisted end of the thermocouple. The twisted end is placed vertically to form a ball with a diameter in the range of 150-200 JLm. On completion of the weld, the bared wires were untwisted and insulated from each other.
A blind hole was then machined axially into the stub of the electrode, and the end faced off, leaving 200 JLmthickness of material behind the contact surface, as shown in Fig. 2 .
To ensure the thermocouple weld was centered in the hole, and to achieve maximum thermal conductivity, a jig was made from a brass tube 4 mm in length with an outer diameter of 1.35 mm and inner diameter 1 mm. This tube was two-thirds filled with an epoxy resin adhesive known as Araldite MY750, I with hardener HY911 'Evode Ltd.. Stafford. UK.
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