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Introduction générale
Un des objectifs des travaux menés au sein de l’axe Robotique, Biomécanique, Sport Santé
est la compréhension et la caractérisation du mouvement humain, d’un point de vue mécanique.
Cela comprend l’analyse du geste sportif, l’analyse du mouvement pathologique, mais aussi des
études d’ergonomie, c’est à dire pouvoir optimiser un environnement à son utilisateur. Dans
le cadre de ces travaux la mesure expérimentale est incontournable. Cependant, elle n’est que
très rarement suffisante et le recours à la simulation du mouvement est indispensable, comme
par exemple l’emploi de modèles musculo-squelettiques. C’est aussi le cas de l’analyse du mou-
vement humain. En effet cette analyse repose sur la détermination de paramètres mécaniques
qu’ils soient cinématiques, dynamiques ou liés à la constitution des différents segments humains
(comme c’est le cas pour les paramètres inertiels segmentaires PIS).
Dans la plupart des études, l’analyse du mouvement humain se repose sur deux mesures,
celle des efforts extérieurs et celle de la cinématique du sujet, et sur une modélisation du
corps humain, sous la forme d’un système poly-articulé composé de segments rigides. Une des
applications possibles de l’analyse du mouvement humain est la dynamique inverse. Elle a pour
but d’estimer les forces et les moments articulaires à partir des accélérations segmentaires, du
torseur externe, et des PIS. Ces forces et moments articulaires, issus des calculs de dynamique
inverse, peuvent être utilisés comme données d’entrée pour la modélisation musculo-squelettique
(pour les moments articulaires), ou bien être utilisés comme conditions aux limites dans la
modélisation par éléments finis (der Helm [37]).
La mesure du torseur externe peut se faire via une plateforme de force, et l’acquisition
de la cinématique se fait le plus souvent à l’aide de systèmes opto-électroniques (Cappozzo
et al. [16]), c’est à dire de marqueurs réfléchissants dont les trajectoires sont capturées par des
caméras. A ces deux mesures il faut associer un modèle représentant les différents segments
1
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humains. Ces modèles peuvent être choisis de différentes manières, suivant le degré de finesse
souhaité dans l’analyse. On distingue parmi ces modèles deux types majoritairement utilisés :
le modèle anthropométrique proportionnel et le modèle anthropométrique géométrique (Be-
gon and Lacouture [11]). Le premier fait appel à des équations de régression pour estimer les
paramètres inertiels segmentaires, établies à partir d’études cadavériques (Dempster [36]), ou
par photogrammétrie (McConville et al. [74]). Les modèles proportionnels, eux, proposent une
estimation des PIS à partir de la mesure de volumes simples (Hanavan [57]), ou plus complexes
(Yeadon [125]), et auxquels sont assignées des densités segmentaires données. Une alternative
à l’utilisation de ces modèles est d’identifier les paramètres inertiels, à partir des équations du
mouvement.
La cinématique obtenue par suivi de marqueurs cutanés et utilisée pour calculer les accélé-
rations segmentaires est sujette aux artefacts de mouvements de peau. Ces artefacts sont dus
au fait que les tissus mous entourant les os (peau, muscle, graisse) ont un mouvement différent
de l’os. Cette réalité physique est en contradiction avec l’hypothèse retenue que les segments
sont rigides, d’autant plus lorsque le mouvement étudié met en jeu des impacts ou de fortes
accélérations. Il est alors nécessaire de traiter la cinématique avant de calculer ces accélérations
segmentaires.
Différentes méthodes peuvent être mises en place pour atténuer ces mouvements. La ciné-
matique peut être filtrée par différents processus de traitement du signal tels que des filtres
passe-bande (Giakas and Baltzopoulos [53], Winter et al. [119]), des techniques de lissage (Sa-
vitzky and Golay [101], Reinsch [92]), ou encore une analyse spectrale du signal (Alonso et al.
[4]). Les études de la pertinence de ces filtres ont surtout concerné l’analyse de la marche
(Winter et al. [119], Molloy et al. [77]) et peu le membre supérieur.
Une autre méthode pour avoir une cinématique rigide est d’employer une chaîne cinéma-
tique. Cette méthode, dérivée de la robotique, consiste à représenter les segments comme des
segments rigides reliées par des articulations parfaites. En fonction des articulations choisies,
le mouvement des marqueurs ne peut se faire que selon certains degrés de liberté (3 rotations
pour une liaison rotule, une rotation pour une liaison pivot). La cinématique mesurée est donc
reconstruite à partir de ces contraintes liées à la chaîne et la cinématique obtenue est la plus
proche, au sens quadratique, de celle mesurée. Cette procédure appelée optimisation locale,
lorsqu’elle est faite segment par segment, ou globale, lorsqu’elle est faite simultanément pour
tous les segments, a été beaucoup développée dans la littérature pour le membre supérieur, du
fait de la complexité des différentes liaisons de l’épaule (Duprey et al. [43]).
Si l’influence de la cinématique dans l’analyse du mouvement humain ou la modélisation
musculo-squelettique a été montrée dans la littérature (Silva and Ambrósio [106]), l’influence
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des paramètres inertiels reste sujet à controverse (Pearsall and Costigan [86], Rao et al. [90],
Pàmies-Vilà et al. [84]). Ces études portent là aussi sur la marche humaine, et concernent donc
les membres inférieurs.
Ainsi, l’influence des PIS dans les calculs de dynamique inverse, concernant le membre
supérieur, reste un sujet à développer. Pour cela, puisque des modèles anthropométrique et
géométriques existent, l’identification des PIS peut approter une donnée supplémentaire. De
plus, comme le soulignent Begon and Lacouture [11], ces modèles disponibles dans la littérature
ont été établis avec des populations spécifiques et ne sont donc pas personnalisables, comme
des étudiants, des militaires ou encore des cadavres âgés de type caucasien. Ces tables ne sont
donc pas optimales pour estimer les PIS d’individus particuliers, comme les sportifs de haut
niveau possédant des hypertrophies musculaires, les femmes enceintes ou les personnes obèses.
Ces tables ne peuvent pas non plus estimer les PIS d’individus amputés.
Pour ces populations particulières, l’identification est donc une alternative intéressante pour
avoir une estimation des PIS. Cependant, avant d’identifier les PIS d’individus atypiques, il faut
valider le modèle d’identification.
L’identification des PIS est une problématique déjà abordée au sein du laboratoire (Monnet
[78]), et cette thèse s’inscrit dans la continuité de ces travaux.
Ce manuscrit s’articulera autour de 4 chapitres, avec pour but l’identification des PIS du
membre supérieur. Le premier chapitre fera un point sur l’état de l’art concernant les modèles
anthropométriques, les PIS et leur influence dans les calculs des grandeurs dynamiques, et
sur les problématiques liées aux artefacts de mouvement de peau. Le deuxième chapitre por-
tera sur la formulation des équations de mouvement pour l’identification des PIS et présentera
l’approche mixte retenue, basée sur une formulation vectorielle des équations du mouvement
pour identifier les masses et les positions des centres de masse segmentaires, et sur une for-
mulation matricielle des équations du mouvement pour identifier les inerties segmentaires. Le
troisième chapitre proposera deux méthodes de calcul des matrices rotations, utilisées dans les
algorithmes d’identification, à partir d’un nombre de marqueurs supérieur à trois. Le dernier
chapitre concernera l’identification des PIS du membre supérieur, et l’influence des différents
paramètres d’entrée des algorithmes d’identification dans l’estimation calculée. Ces paramètres
d’entrée concerneront l’influence des matrices rotations et du filtrage de la cinématique d’en-
trée. Une rigidification de la cinématique sera également mise en œuvre, par optimisation de
celle-ci au moyen d’une chaîne cinématique modélisant le membre supérieur.
3
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Chapitre I
Etat de l’art
1 Introduction : Analyse du mouvement humain
L’analyse du mouvement humain est un des sujets majeurs de la biomécanique. Pour per-
mettre cette analyse une mesure du mouvement humain est effectuée, le plus souvent en considé-
rant le corps humain comme un système poly-articulé composé de segments rigides reliés entre
eux par des articulations parfaites. On pourra citer le modèle de Winter [117] à 14 segments et
présenté à la figure I.1.
Figure I.1 – Système poly-articulé à 14 segments de Winter
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Cette analyse peut avoir différents objectifs. Dans un cadre médical, l’analyse du mouvement
permet de mettre en évidence des pathologies, et ainsi d’aider le clinicien dans sa démarche ;
par exemple en observant des dysfonctionnements dans la gestuelle du patient.
Si l’on adjoint à cette mesure du mouvement une mesure des actions mécaniques et un
modèle anthropométrique, c’est à dire une définition des longueurs et des paramètres inertiels
segmentaires ainsi qu’une définition des articulations reliant ces segments, il est alors possible
d’estimer les efforts et les couples aux articulations par une procédure de dynamique inverse.
Ces analyses cinématiques et dynamiques peuvent avoir des applications dans un cadre
clinique et sportif, que ce soit en termes d’optimisation de la performance, d’optimisation de la
gestuelle mais aussi dans la prévention de blessures comme les troubles musculo-squelettiques
(TMS). Une autre application, toujours dans ce domaine, peut être dans la conception de
matériel destiné aux sportifs, à des fins de recherche de performance ou de confort.
Un autre domaine s’appuyant sur ces analyses est l’ergonomie. En effet, l’ergonomie cherche
à adapter un matériel ou un environnement à son utilisateur. Une étude de la cinématique d’un
utilisateur permet donc de caractériser des positions de confort par exemple et par la même de
dimensionner au mieux un matériel.
Quel que soit le but recherché, l’analyse du mouvement humain se base sur trois outils : une
mesure de la cinématique et du torseur externe, associé à un modèle anthropométrique.
2 Mesure cinématique
Différents instruments permettent de capturer le mouvement et l’orientation d’un objet ou
d’un sujet dans l’espace.
Les plus utilisés sont les systèmes optoélectroniques. Ils sont composés de marqueurs dits
passifs recouverts d’un matériau réfléchissant et placés sur les différents segments d’un sujet.
Des caméras émettent un rayonnement qui est réfléchi par les marqueurs, et les caméras captent
ce rayonnement réfléchi. On obtient donc une image en niveau de gris ou en noir et blanc des
coordonnées 2D des marqueurs dans le plan image de chaque caméra. Ensuite si un marqueur
est vu par au moins deux caméras il est possible de reconstruire une localisation de celui-ci en
trois dimensions par triangulation.
Des marqueurs dits actifs sont également utilisés. Ils émettent un signal infrarouge qui
va être capté par des groupes de cellules photo-sensibles. Chaque groupe possédant plusieurs
cellules (généralement trois), les coordonnées du marqueur sont recalculées à partir des jeux de
coordonnées mesurées par chaque cellule. Des exemples de ces deux systèmes optoélectroniques
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sont présentés aux figures I.2 et I.3.
Figure I.2 – Système de caméras à marqueurs
passifs
Figure I.3 – Marqueurs actifs et cellule photo-
sensible
D’autres méthodes existent comme l’emploi d’une caméra numérique, positionnée perpen-
diculairement au plan du mouvement qui enregistre un mouvement en deux dimensions. Un
logiciel d’analyse vidéographique permettra, via un pointage automatique ou non de points
particuliers, d’obtenir des trajectoires et des angles segmentaires. La précision des résultats
obtenus est cependant bien inférieure aux systèmes optoélectroniques.
Des systèmes basés sur d’autres technologies existent également comme les systèmes magné-
tiques, dont le principe est de créer un champ magnétique en un point dit antenne qui va être
perturbé par des capteurs (bobines). Un calcul de différences de potentiel entre ces bobines et
l’antenne permet d’avoir la position et l’orientation de celle ci. Le principal défaut de ce genre
de système est la perturbation de la mesure par tout objet métallique.
La capture du mouvement peut aussi se faire mécaniquement. Un structure articulée est
placée sur le sujet et chaque articulation de la structure est munie d’un codeur angulaire. Ainsi,
en connaissant la position de chaque codeur et la valeur de rotation donnée, on peut avoir
accès à l’orientation dans l’espace de l’objet. Cette méthode de capture du mouvement ne se
prête cependant pas très bien à la capture du mouvement humain. En effet, l’encombrement,
le poids, la taille de l’exosquelette à adapter au sujet constituent des limites dans l’emploi de
tels systèmes.
Enfin, la mesure du mouvement humain peut se faire par capteur inertiel. Ces capteurs sont
munis de plusieurs outils de mesure (accéléromètres, gyroscopes et souvent magnétomètres), et
à partir de la mesure de l’accélération, de la vitesse de rotation (et du champ magnétique dans
le cas des capteurs équipés de magnétomètres) l’orientation et la position des segments équipés
des centrales sont déterminées. Cependant, ces capteurs nécessitent un traitement et une fusion
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des différentes données mesurées, très couteux en termes de calcul, pour obtenir l’orientation
des segments.
3 Les modèles anthropométriques
Le modèle anthropométrique est indispensable à l’analyse du mouvement humain. Il consiste
à définir une modélisation pour représenter, d’un point de vue mécanique, le corps humain. Ce
modèle définit tout d’abord le nombre de segments composant le sujet, ainsi que les articulations
les reliant. La longueur segmentaire est généralement définie comme étant la distance entre les
centres articulaires proximal et distal d’un segment. Ainsi, la longueur du segment bras par
exemple va être définie comme étant la distance entre le centre articulaire gléno-huméral et
celui du coude.
3.1 Les différents types d’articulations
Les articulations reliant ces segments sont définies en fonction des degrés de liberté possibles
entre ces derniers, c’est à dire les mouvements relatifs admissibles entre deux segments. Ces
articulations sont de deux types, des liaisons pivots (1 seul degré de liberté en rotation possible)
et rotules (3 degrés de liberté en rotation possible). Certaines articulations sont en revanche
plus complexes et une modélisation à plusieurs liaisons en parallèle peut s’avérer nécessaire en
fonction de l’étude menée. On peut citer par exemple le complexe de l’épaule, qui se compose
de quatre articulations (sterno-claviculaire, acromio-claviculaire, scapulo-thoracique et gléno-
humérale).
3.2 Les centres articulaires
En fonction de la liaison modélisée, on distingue deux types de centre articulaire : les centres
de rotation pour les liaisons rotules (un point), et les axes de rotation pour une liaison pivot. Ces
centres articulaires peuvent être alors déterminés par différentes approches. Dans leur travaux
récents, Michaud et al. [76] distinguent trois types de méthodes : les méthodes prédictives,
basées sur l’imagerie médicale et fonctionnelles.
3.2.1 Les méthodes prédictives
Les méthodes prédictives sont basées sur des équations de régression. Les coordonnées du
centre articulaire sont exprimées par rapport à un marqueur anatomique et dans le repère local
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lié au segment. Ce centre peut aussi être défini comme le milieu de deux marqueurs anatomiques
pour des articulations simples. Un axe de rotation peut aussi être défini par deux marqueurs
anatomiques (l’axe de rotation de la cheville peut être définie comme l’axe passant par les
malléoles interne et externe). Ces équations de régression sont très utilisées dans la littérature,
on pourra citer les équations de De Leva [34], Meskers et al. [75] ou encore de Rab et al. [89].
Cependant et comme le soulignent Michaud et al. [76], le nombre d’équations de régression
différentes disponibles dans la littérature pose la question de leur précision.
3.2.2 Les méthodes d’imagerie médicale
Les méthodes d’imagerie médicale permettent de déduire la position du centre articulaire
de la géométrie des os (interface os\os, centre de la tête de l’os). Pour cela, des scans CT
(tomographie par ordinateur) en 3D du squelette sont obtenues par "tranche" (tomographie,
imagerie par résonance magnétique). Ensuite, par assemblage de ces tranches, il est possible
d’obtenir l’image en 3D des os. Un repère est ensuite construit sur cette image 3D et les
coordonnées du centre articulaire sont exprimées en fonction de celui-ci.
3.2.3 Les méthodes fonctionnelles
Les méthodes fonctionnelles sont basées sur des méthodes mathématiques. Nous allons sépa-
rer ces méthodes en deux groupes, le premier concernera les centres de rotations et le deuxième
les axes.
Les centres de rotation :
Les méthodes de détermination d’un centre de rotation peuvent être groupées en deux
catégories d’après Ehrig et al. [45] : les méthodes d’ajustement de sphère et les méthodes de
transformation de coordonnées.
Les méthodes d’ajustement de sphère se basent sur l’hypothèse que l’un des deux segments
(pelvis, épaule) est immobile, et que donc le centre de rotation est fixe. Alors, le mouvement du
segment distal peut être décrit par une sphère de rayon r et centrée sur le centre de rotation.
Ensuite on cherche à estimer au mieux ce rayon et la position du centre par rapport aux
coordonnées des marqueurs placés sur le segment mobile.
Pour un centre de rotation, cela revient à minimiser, au sens quadratique, la distance entre
la sphère décrite et les coordonnées des marqueurs du segment distal :
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Fge´o(−→c , ri) =
nmark∑
i=1
ntime∑
t=1
(||−→xit −−→c || − ri)2 (I.1)
où nmark représente le nombre de marqueurs, ntime le nombre d’acquisition (instants), −→xit la
position du ième marqueur à l’instant t, −→c la position du centre de rotation et ri le rayon de
la sphère.
La solution du problème de minimisation non-linéaire de (I.1) n’est pas unique et doit être
résolue de manière itérative (Chernov and Lesort [25], Deuflhard and Hohmann [39]). Comme
résumé dans Ehrig et al. [45], d’autres minimisations quadratiques ont été proposées dans
la littérature pour trouver une solution unique ne nécessitant pas de solution initiale de −→c .
On pourra citer les travaux de Kasa [65] et de Gamage and Lasenby [49] qui proposent une
modification de (I.1) appelée approche algébrique d’ajustement de sphère et qui admet une
solution unique sans estimation initiale de −→c :
Falg(−→c , ri) =
nmark∑
i=1
ntime∑
t=1
(||−→x it −−→c ||2 − r2i )2 (I.2)
Cependant, la solution de la minimisation de (I.2) est fortement biaisée (Chernov and Lesort
[25]) et même un grand nombre d’essais (ntime important) ne permet pas une convergence
vers la solution vraie. Pour pallier à ce problème de biais, Halvorsen [56] introduit un facteur
correctif itératif dans l’algorithme d’estimation du centre de rotation. Enfin, une autre méthode
d’ajustement de sphère a été proposée par Pratt [88]. Elle ne possède pas le biais de la méthode
algébrique. La minimisation à calculer est la suivante :
FPrat(−→c , ri) =
nmark∑
i=1
1
r2i
ntime∑
t=1
(||−→x it −−→c ||2 − r2i )2 (I.3)
Enfin, Chang and Pollard [21] proposent une modification de la fonction coût de Pratt [88]
incluant une contrainte de normalisation. Cette méthode est appelée de ce fait la méthode de
normalisation.
Toujours selon Ehrig et al. [45], les méthodes de transformations de coordonnées peuvent
prendre deux formes différentes si l’on considère un des deux segments fixes ou non, c’est à dire
que le centre de rotation est immobile. Si c’est le cas, la méthode générale appelée technique
de transformation du centre (TTC) consiste à exprimer le mouvement du segment mobile
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comme étant un vecteur translation −→T (t), et une matrice rotation R(t). On obtient alors les
coordonnées du centre de rotation dans le repère global comme étant :
−→
Jc(t)‖Rglob = locglobR(t)
−→
Jc‖Rloc +
−→
T (t)‖Rglob (I.4)
avec Rglob etRloc le repère global et celui lié au segment mobile, locglobR la matrice de passage
de Rloc vers Rglob,
−→
Jc(t)‖Rglob et
−→
Jc(t)‖Rloc les coordonnées du centre de rotation dans le repère
global et celui lié au segment mobile respectivement, et −→T (t)‖Rglob le vecteur allant de l’origine
du repère global à l’origine du repère local et exprimé dans Rglob.
Puisque Rloc est solidaire du segment mobile, alors le vecteur
−→
Jc‖Rloc est constant et comme
le centre de rotation est fixe les coordonnées de −→Jc sont calculées en minimisant la fonction :
FTTC =
ntime∑
t=1
(|| locglobR(t)
−→
Jc‖Rloc +
−→
T (t)‖Rglob −
−→
Jc‖Rglob||)2 (I.5)
Ce qui revient une fois l’équation mise sous forme matricielle, à résoudre :
[
− locglobR(t) 1 3×3
] −→Jc‖Rloc−→
Jc‖Rglob
 = [−→T (t)] (I.6)
La résolution de ce type de système matriciel peut se faire par décomposition QR ou par
pseudo-inversion.
Une autre méthode d’obtention du centre de rotation est l’axe hélicoïdal (HA). Cet axe
décrit un mouvement d’un solide comme étant une translation suivant un axe et une rotation
autour de celui-ci (Ehrig et al. [45]). Cet axe est caractérisé par quatre paramètres : deux
vecteurs vitesses respectivement de translation et de rotation, un vecteur position et un vecteur
directeur (Woltring et al. [122]). La position de l’axe hélicoïdal va varier au cours du temps
lorsque l’on étudie un solide en mouvement, et le centre de rotation peut être déterminé comme
étant le point le plus proche de chacun de ces axes hélicoïdaux instantanés (IHA) (Woltring
[121], Ehrig et al. [45],Monnet et al. [79]). La méthode de calcul peut être synthétisée comme
suit :
Soit R la matrice de passage d’un repère segmentaire vers l’autre, R˙ sa dérivée par rapport
au temps. Le vecteur taux de rotation noté −→Ω est calculé à partir de R tel que :
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ω¯ = R˙RT =

0 −Ωz Ωy
Ωz 0 −Ωx
−Ωy Ωx 0
 (I.7)
et
−→Ω =

Ωx
Ωy
Ωz
 (I.8)
Le vecteur position de IHA est alors fonction de −→Ω , −→p l’origine du repère du segment
proximal par rapport au segment distal, de −˙→p sa dérivée par rapport au temps tel que :
−→s = −→p +−→Ω ∧
−˙→p√−→Ω T−→Ω (I.9)
Ehrig et al. [45] proposent également une méthode dérivée de (TTC) : SCoRE, pour
symetrical center of rotation estimation dans le cas où les deux segments sont mobiles, et donc
le centre de rotation l’est également. Elle consiste à exprimer les coordonnées du centre de
rotation dans le repère global en passant par les repères locaux des segments.
−−→
OjC(t)‖R0 =
−−→
OO1(t)‖R0 +10 R(t)
−−−→
O1jC‖R1−−→
OjC(t)‖R0 =
−−→
OO2(t)‖R0 +20 R(t)
−−−→
O2jC‖R2
(I.10)
où −−→OjC‖R0 est le rayon vecteur du centre de rotation dans le repère global, R1 et R2 les
repères liés aux segments proximal et distal, −−→OO1 et −−→OO2 sont les rayons vecteurs des origines
des repères R1 et R2,
−−−→
O1jC‖R1 et
−−−→
O2jC‖R2 les coordonnées du centre de rotation exprimées
dans les repères locaux et 10R et 20R les matrices de passage des repères segmentaires 1 et 2 au
repère global, respectivement.
En soustrayant les deux lignes de l’équation (I.10) et en réécrivant le système sous forme
matricielle, le système suivant est obtenu :
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[
1
0R(t) −20R(t)
]
︸ ︷︷ ︸
ASCoRe
−−−→O1jC‖R1−−−→
O2jC‖R2

︸ ︷︷ ︸
xSCoRe
= −−→OO2(t)‖R0 −
−−→
OO1(t)‖R0︸ ︷︷ ︸
bSCoRe
(I.11)
Les coordonnées du centre de rotation sont obtenues en résolvant le système (I.11), par
pseudo-inversion par exemple.
Les axes de rotation :
Une classification des axes de rotation, semblable à celle des centres de rotation, est proposée
par Ehrig et al. [46] : les méthodes d’ajustement et de transformation de coordonnées. En
revanche, pour un axe de rotation, le centre de rotation n’est pas unique car chaque point
appartenant à l’axe est immobile. Il faut, pour caractériser l’axe de rotation, déterminer un
point de celui-ci ainsi que son vecteur directeur.
Les méthodes d’ajustement pour les axes de rotation reposent sur la même hypothèse que
l’ajustement de sphère, à savoir qu’un des deux segments est considéré immobile, et l’axe de
rotation est alors fixe dans l’espace. Chaque marqueur présent sur le segment mobile va admettre
une trajectoire en arc de cercle et chaque plan de trajectoire va avoir pour normale l’axe de
rotation (cercles coaxiaux). Ainsi, la forme générale de la fonction de minimisation est :
Fge´o(c, r, a) =
ntime∑
t=1
[
(a(xt − c))2 + (||a× (xt − c)|| − r)2
]
(I.12)
où c et a sont respectivement un point de l’axe de rotation et le vecteur directeur, x les
coordonnées d’un marqueur du segment mobile et r le rayon de l’arc de cercle formant la
trajectoire de ce marqueur.
Cette fonction peut être généralisée à k marqueurs tel que :
Fge´n(c1, r1, c1ci, a) =
k∑
i=1
ntime∑
t=1
[
a(xit − c1 − c1ci))2 + (||a× (xit − c1)|| − ri)2
]
(I.13)
où les ci représentent les centres des trajectoires des marqueurs, ri les rayons des arcs, c1ci
le vecteur allant d’un centre à un autre et a le vecteur directeur de l’axe comme illustré dans
I.4.
La minimisation de (I.13) est calculée de manière itérative en cherchant l’axe le plus proche
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c1 c2 ck −→a
−−→c1c2
x1(t)
r1
x2(t)
r2
xk(t)
rk
Figure I.4 – trajectoires des k marqueurs du segment mobile autour de l’axe de rotation
des ci. Cette approche nommée ajustement géométrique d’axe par Ehrig et al. [46] peut être
simplifiée en découplant les deux termes de (I.13). Cela revient à considérer que seule la distance
entre chaque marqueur et l’axe de rotation reste constante, c’est à dire que les marqueurs
sont sur des cylindres concentriques dont l’axe de révolution est l’axe de rotation, ou que le
mouvement des marqueurs se fait sur des plans dont la normale est cet axe :
Fcyl(c1, r1, c1ci, a) =
k∑
i=1
ntime∑
t=1
[
(||a× (xit − c1)|| − ri)2
]
(I.14)
Fplan(c1, c1ci, a) =
k∑
i=1
ntime∑
t=1
[
a(xit − c1 − c1ci))2
]
(I.15)
Gamage and Lasenby [49] proposent une approche similaire. Le centre de rotation est calculé
par ajustement de sphère (I.2) et le vecteur directeur est calculé par ajustement de plan. La
fonction à minimiser pour trouver ce vecteur directeur est :
FAoR =
nmark∑
i=1
ntime∑
t=1
((xit − c).a)2 (I.16)
L’avantage est que cette approche ne requiert pas d’estimation initiale. Chang and Pollard
[22] proposent de trouver le vecteur directeur par ajustement de cercles. Cette méthode d’ajus-
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tement permet de tenir compte d’un certain rotulage de faible amplitude autour d’un autre
axe que celui propre à la rotation principale. En effet, pour une articulation telle que celle du
genou, l’axe principal de rotation est l’axe de flexion mais des rotations de faibles amplitudes
sont possibles en abduction.
De façon analogue aux centres de rotations, des techniques de transformations de coor-
données peuvent également conduire à l’identification de l’axe de rotation. Ces méthodes sont
appelées techniques de transformation de l’axe (TTA) selon Ehrig et al. [46]. Le principe est
semblable à celui décrit dans la section précédente, à savoir exprimer les coordonnées d’un
point de l’axe de rotation dans le repère global, et dans le repère local du segment mobile.
Ainsi on obtient deux écritures équivalentes de ces coordonnées et la fonction à minimiser est
la différence quadratique entre ces deux jeux de coordonnées :
FTTA(cglob, cloc) =
ntime∑
t=1
||globloc R(t)
−−−→
O1cloc||Rloc +
−−→
OO1||Rglob −
−−−→
Ocglob||Rglob ||2 (I.17)
(I.17) revient à résoudre le système linéaire du type Ax = b suivant :

glob
loc R(1) −1
... ...
glob
loc R(ntime) −1

︸ ︷︷ ︸
A
 cloc
cglob

︸ ︷︷ ︸
x
=

−−−−→
OO1(1)
...−−−−−−−→
OO1(ntime)

︸ ︷︷ ︸
b
(I.18)
Les composantes du vecteur directeur de l’axe de rotation dans le repère global et local sont
ensuite obtenues en prenant la dernière colonne de la matrice V , issue de la décomposition en
valeurs singulière de la matrice A (Schwartz and Rozumalski [102]) :
A = USV T (I.19)
Tout comme la méthode SCoRe, Ehrig et al. [46] propose une méthode dérivée de la TTA
en considérant que les deux segments sont mobiles : la méthode SARA pour Symetrical axis
of rotation approach. L’équation matricielle mise en place est la même que (I.11), et de manière
analogue à la méthode TTA, le vecteur directeur de l’axe de rotation est obtenu en prenant la
sixième colonne de la matrice V issue de la décomposition en valeurs singulières de ASCoRe.
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3.2.4 Discussion
Le choix dans la méthode de détermination des centres articulaires du membre supérieur a
été largement débattu dans la littérature, Monnet et al. [79], Lempereur et al. [69], Michaud
et al. [76], Rettig et al. [95]. Cependant les conclusions de ces différentes études, résumées au
tableau I.1 ne montrent pas la supériorité d’une méthode par rapport aux autres, tout du moins
en dehors du recours à l’imagerie médicale. En effet, cette dernière constitue la référence de
nombre de ces études mais n’est pas facile d’emploi pour une grande cohorte de sujets. Ainsi,
une approche fonctionnelle ou prédictive est à privilégier. Cependant, peu d’études comparent
toutes les méthodes.
Reg HA Gam Hal NM SCoRe Référence
Lempereur ∅ - ++ - - + Loc in-vivo (IRM)
Monnet ∅ + ∅ ∅ ∅ ++ Loc in-vivo
Michaud ++ ∅ + ∅ ∅ + IRM et Pins Intra-corticaux
Rettig ∅ ∅ ++ ++ - ∅ ∅
Tableau I.1 – Comparaison des méthodes d’estimation de GH ; Reg régression, HA axe hélicoïdal, Gam
algorithme de Gamage, Hal algorithme de Halvorsen, NM méthode de normalisation
Monnet et al. [79] comparent la méthode SCoRE avec la méthode de l’axe hélicoïdal pour
déterminer le centre de rotation gléno-huméral. Leur résultats montrent que SCoRe est plus
précise pour localiser celui-ci. En accord avec Stokdijk et al. [110] ils précisent qu’une des limites
à l’emploi de la méthode HA est d’avoir des vitesses de rotation supérieures à 0.25rad.s−1 du
fait de la sensibilité de l’axe hélicoïdal instantané de rotation.
Rettig et al. [95] comparent trois méthodes fonctionnelles pour la détermination de GH :
l’algorithme de Gamage, l’algorithme avec compensation du biais de Halvorsen et la méthode
de normalisation. Le point fort de leur étude est la taille de leur cohorte de sujets (86) et une
plage d’âge étendue (de 5 à 85 ans). Ils n’ont malheureusement pas de valeurs de référence
mais ils se basent sur une distance ’raisonnable’, selon eux, entre le marqueur positionné sur
l’acromion et GH, et dont la distance est comprise entre 20 et 80mm. Leurs conclusions sont
que l’algorithme de Gamage est meilleur que la méthode de normalisation en terme de nombre
de valeurs aberrantes obtenues. Ils précisent néanmoins qu’ils obtiennent un nombre important
de variations (<3mm) de la distance entre le marqueur positionné sur l’acromion et GH dans
les différentes essais d’un même sujet. Ils précisent aussi que l’algorithme d’Halvorsen calcule
une position de GH très proche de celle du marqueur sur l’acromion.
Lempereur et al. [69] comparent différentes méthodes fonctionnelles pour évaluer le centre
articulaire gléno-huméral (SCoRe, algorithme de Gamage, axe hélicoïdal, méthode de normali-
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sation et algorithme de Halvorsen) à une référence basée sur une IRM. Leur conclusions sont
que toutes ces méthodes sont répétables, et qu’elles ne sont pas significativement différentes
dans leur répétabilité. Cependant les auteurs comparent la précision de ces méthodes en cal-
culant une distance entre le GHIRM et le GHméth−fct normalisée par rapport au rayon de la
tête humérale. Ils montrent que l’algorithme de Gamage and Lasenby [49] est celui qui trouve
le centre articulaire GH le plus proche de la référence.
Michaud et al. [76] comparent eux des méthodes prédictives (équations de régression de Rab
et al. [89] Meskers et al. [75] et Campbell et al. [15]) et fonctionnelles (SCoRe, algorithme de
Gammage) basées sur deux références : des IRM mais aussi par rapport à des marqueurs posi-
tionnés sur des pins intra-corticaux. Leur travaux portent sur les trois articulations du complexe
de l’épaule (les centres articulaires gléno-huméral, acromio claviculaire et sterno-claviculaire). Ils
évaluent l’erreur de localisation sur les centres articulaires en exprimant la distance euclidienne
entre les coordonnées trouvées par une méthode et la référence (IRM, méthodes de Gamage et
SCoRe avec les marqueurs sur les pins intra-corticaux). Leurs conclusions concernant le centre
articulaire GH sont que les équations de régression de Rab et al. [89] estiment le plus précisément
sa localisation (1,2 et 9,1mm selon le sujet). Arrivent ensuite les méthodes SCoRe et Gamage,
respectivement (10,5mm et 17,2mm) et (11,0 et 18,5mm), selon les sujets. On peut également
noter que leur résultats concernant les autres équations de régression (Campbell et al. [15] et
Meskers et al. [75]) sont bien plus éloignés de la référence que les méthodes fonctionnelles :
(19,5 et 38,1mm) et (26,3 et 41,9mm) respectivement. Compte tenu de ces derniers résultats
et de la sensibilité des équations de régression au placement des marqueurs anatomiques, la
méthode retenue au cours de notre travail, pour la localisation du centre articulaire GH, sera
une méthode fonctionnelle.
Cependant, il est à noter que certaines précautions dans les amplitudes de mouvements
fonctionnels et le nombre de répétitions sont à prendre en compte. En effet, Begon et al. [12]
ont montré, pour le centre articulaire de la hanche, que le nombre de cycles et que l’amplitude
des mouvements effectués étaient importantes. ainsi, pour une amplitude de mouvement limitée
(58° en abduction/adduction ; 75° en flexion/extension), des cycles de cinq répétitions donnent
les meilleurs résultats. Dans le cas d’un seul cycle, l’amplitude de mouvement devrait être plus
grande (86° en abduction/adduction, 99° en flexion/extension).
Dans leur travaux, Rettig et al. [95] identifient eux une amplitude optimale d’au moins
40° en abduction/adduction et en anté/retroversion. Leur protocole consistait en trois essais
de trois mouvements fonctionnels de flexion/extension du coude, abduction/adduction du bras
et anté/retroversion de l’épaule. Ils précisent également, que ne pas prendre en compte les 10
premiers degrés d’abduction/adduction et d’anté/retroversion de l’épaule, diminue de façon
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significative le nombre de valeurs aberrantes.
En conclusion il semble intéressant de choisir une méthode fonctionnelle pour localiser les
centres articulaires, qu’il s’agisse de centre ou d’axes de rotations, puisque la précision de ces
dernières ne dépend pas de la précision dans le placement des marqueurs anatomiques, comme
c’est le cas pour les équations de régression. La méthode retenue est la méthode SCoRe pour les
centres de rotation, puisqu’elle considère que les deux segments reliés par le centre articulaires
sont mobiles dans la réalité, et la méthode SARA pour les axes de rotations. Le nombre de
cycles lors des essais de calibration sera de cinq afin de garder les trois ’meilleurs’, c’est à dire
ceux ne dépassant pas les amplitudes de mouvement données par Begon et al. [12].
3.3 Les paramètres inertiels segmentaires
Les paramètres inertiels segmentaires interviennent dans l’analyse mécanique du mouvement
dès lors que celle-ci s’intéresse aux grandeurs cinétiques et dynamiques. Ils peuvent également
être utilisés dans la personnalisation de modèle musculo-squelettique (Dao et al. [31], Pai [83]).
Ils sont au nombre de dix par segments :
— la masse segmentaire (1 grandeur scalaire) ;
— la localisation dans le repère segmentaire du centre de masse (grandeur vectorielle à 3
composantes) ;
— les termes de la matrice d’inertie (matrice de dimension 3 × 3 symétrique possédant 6
coefficients indépendants).
Les moyens permettant d’estimer ces paramètres ainsi que l’influence de ceux-ci sur le calcul
des grandeurs dynamiques seront détaillés dans la prochaine section.
3.3.1 La détermination des PIS
Dans leur revue de littérature, Begon and Lacouture [11] distinguent deux types de modèles
anthropométriques, les modèles proportionnels et géométriques. Ces modèles font appel à des
équations de régression pour déterminer les PIS dans le cas du modèle proportionnel, ou à des
calculs de volumes plus ou moins simples et affectés d’une densité moyenne pour le modèle
géométrique. Au cours de ce travail, les PIS ne seront pas estimés à partir d’équations de
régression ou de mesures de volumes segmentaires, mais identifiés mathématiquement à partir
des équations du mouvement.
Les méthodes anthropométriques proportionnelles
Ces méthodes sont basées sur des équations de régressions permettant l’estimation des
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paramètres inertiels segmentaires en fonction de la masse du corps complet et des longueurs
segmentaires :
— la masse du segment est exprimée comme un pourcentage de la masse du corps complet ;
— le centre de masse du segment est exprimé comme un pourcentage de la longueur du
segment, par rapport à l’extrémité proximale ou distale de celui-ci ;
— les rayons de giration sont exprimés comme un pourcentage de la longueur du segment.
La matrice d’inertie est ensuite calculée comme étant le produit du carré du rayon de giration
suivant l’axe voulu et de la masse segmentaire :
Iii = m× (rii)2
Ces tables peuvent être basées sur des études statistiques sur des sujets cadavériques, comme
c’est le cas pour Clauser et al. [26] ou Dempster [36], repris par Winter [118] ; par photogram-
métrie (Jensen [64], Ackland et al. [1], McConville et al. [74], Dumas et al. [42]) ; ou encore à
partir d’images obtenues par rayonnement (Zatsiorsky et al. [127], de Leva [33]). Une alterna-
tive à ces méthodes est l’emploi d’une planche de réaction (Bernstein et al. [13]). Les centres de
masse segmentaires sont localisés grâce à une table inclinable munie d’une balance, ou encore
en mesurant la variation de réaction en plaçant les segments dans différentes configurations.
Les volumes segmentaires sont déterminés par mesure du volume d’eau déplacé. Les matrices
d’inertie sont obtenues à partir de ces volumes en considérant une densité moyenne du segment
ou grâce à un pendule de torsion.
Du fait de l’âge avancé de la population avec laquelle ont été établies les tables basées sur
des études cadavériques, des erreurs sont engendrées lorsqu’elles sont utilisées pour détermi-
ner les paramètres inertiels de sujets jeunes, comme l’a montré l’étude de de Leva [32]. La
photogrammétrie et l’imagerie ont pallié ce problème et ont permis d’établir des équations de
régression pour des populations diverses (militaires de l’armée de l’air américaine pour McCon-
ville, étudiants pour Zatsiorsky).
Un autre inconvénient de ces équations est le fait qu’elles se basent sur deux hypothèses : le
centre de masse se trouve sur le segment de droite formé par les centres articulaires proximal et
distal, et la matrice d’inertie est supposée principale. Dans leur travaux de 2007, Dumas et al.
[42]) ajustent les données issues de McConville et al. [74] et Young et al. [126] pour obtenir
des équations de régression donnant les PIS dans les repères anatomiques segmentaires. Cela
permet d’avoir accès aux matrices d’inertie non principales (c’est à dire avec 6 coefficients non
nuls) et à la position du centre de masse en trois dimensions (et non uniquement longitudinale).
19
Chapitre I. Etat de l’art
Les méthodes anthropométriques géométriques
Dans le cas du modèle géométrique, une modélisation mathématique des segments du corps
est proposée. Cette méthode mathématique consiste à modéliser les segments en volumes simples
(ellipsoïdes, cylindres, troncs de cônes, sphères) et a été initiée dans la même période (Hanavan
[57]) que la méthode proportionnelle. Jensen [64] proposent une modélisation des segments plus
raffinée consistant à diviser les différents segments du corps en ’tranches’ elliptiques de 2cm de
large pour tenir compte des variations de sections des segments. Le volume de chaque segment
est calculé et on applique une densité moyenne afin de trouver la masse. La matrice d’inertie
et le centre de masse des segments est ensuite facilement calculable du fait de la simplicité
des formes choisies. Ces premiers modèles étaient composés de quinze ou seize segments (tête,
cou, tronc supérieur et inférieur, bras, avant-bras, mains, jambes, cuisses, pieds). Hatze et al
ont développé par la suite un modèle possédant des géométries plus complexes et prenant
en compte une distribution non-uniforme de la densité des segments (Hatze [59], Hatze [60]).
D’autres modèles ont été développés par la suite, on pourra citer de manières non exhaustive
(Yeadon [125], Pavol et al. [85]). Ces modèles sont basés sur des segments composés de "stadium
solids", qui correspondent à des parallélépipèdes auxquels on adjoint des demi-cylindres ou des
demi-troncs de cônes, comme présentés aux figures I.5 et I.6 issues de Pavol et al. [85] et Yeadon
[125].
Figure I.5 – Stadium solid Figure I.6 – Modèle de Yeadon à 40 solides
L’identification des paramètres inertiels segmentaires
L’identification des paramètres inertiels est très utilisée dans le domaine de la robotique
(Venture et al. [116], Hansen et al. [58], Khalil and Bennis [66]). Les méthodes d’identification
utilisées en robotiques ont été adaptées à l’identification des PIS humains. Le corps humain est
assimilé à une chaîne cinématique arborescente dont les liaisons sont des pivots et des rotules.
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Une convention dans la manière de définir les différents solides de la chaîne est couramment
utilisée : la notation de Denavit-Hartenberg.
— l’axe −→z n−1 est l’axe de la liaison reliant le solide Cn−1 au solide Cn ;
— l’axe −→x n est l’axe porté par la normale commune à −→z n et −→z n−1, c’est à dire −→x n =
−→z n−1 ∧ −→z n ;
— l’axe −→y n = −→z n ∧ −→x n ;
— le passage du solide Cn−1 au solide Cn est défini par 4 paramètres (2 angles et 2 lon-
gueurs) :
1. d = dn la longueur entre −→x n−1 et −→x n portée par −→z n−1. C’est donc la variable
articulaire si la liaison est une glissière (ce qui n’arrive jamais dans le cas du corps
humain) ;
2. r = rn la longueur de la normale commune à −→z n−1 et −→z n et portée par xn ;
3. θ = θn l’angle entre −→x n−1 et −→x n selon −→z n−1. C’est la variable articulaire si la liaison
est une pivot.
4. α = αn l’angle entre −→z n−1 et −→z n et porté par −→x n ;
Un exemple de l’utilisation de ce paramétrage est illustré à la figure I.7 :
Avec cette notation la matrice de passage Rt entre les référentiels associés aux solides Cn−1
et Cn s’écrit :
n−1
n Rt =

cθ −cαsθ sαsθ rcθ
sθ cαcθ −sαcθ rsθ
0 sα cα d
0 0 0 1

avec c et s étant respectivement le cosinus et le sinus.
D’après Fujimoto et al. [47] l’équation régissant la dynamique inverse d’un robot humanoïde
poly-articulé est : H11 H12
H21 H22
q¨0
θ¨
+
b1
b2
 =
0
τ
+ Nc∑
k=1
Kk1
Kk2
Fk (I.20)
avec
— Hij la matrice d’inertie, avec H1j l’inertie du segment racine et H2j les inerties des
segments de la chaîne ;
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Cn−1
xn−1
dn
zn−1
Cn
xn
rn
Θn
αn
zn
Figure I.7 – Exemple de paramétrage de Denavit-Hartenberg pour deux solides Cn−1 et Cn
— q0 les coordonnées généralisées représentant les 6 degrés de liberté du segment base du
robot ;
— θ le vecteur des angles articualires ;
— bi représentent les forces et les couples de Coriolis, centrifuges et de gravité ;
— τ le vecteur des couples articulaires ;
— Nc le nombre de points de contact avec l’environnement ;
— Fk La force extérieure appliquée au robot au point de contact k ;
— Kk1 et Kk2 les matrices liant Fk au vecteur force généralisé.
En réécrivant le membre de gauche de (I.20) de façon à dépendre linéairement des paramètres
inertiels des segments du robot il vient :Y1
Y2

︸ ︷︷ ︸
Y
φ =
0
τ
+ Nc∑
k=1
Kk1
Kk2
Fk (I.21)
La matrice Y est appelée matrice d’observation ou régresseur (Venture et al. [116], Iriarte
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et al. [63]). Elle est fonction des angles articulaires θ et de leur dérivées premières et secondes,
ainsi que des coordonnées généralisées q0, et de leurs dérivées premières et secondes.
Le vecteur φ regroupe les paramètres inertiels de chaque segment du robot exprimés sous
la forme de vecteurs (I.22) à identifier.
Soit le segment j du robot :
φj =
[
mj msj,x msj,y msj,z Ii,xx Ii,yy Ii,zz Ii,yz Ii,zx Ii,xy
]T
(I.22)
où :
— mj est la masse du segment ;
— msj,k la composante du moment de premier ordre selon l’axe k (k = x, y ou z)
— Ij,kk la composante de la matrice d’inertie du segment.
Les vecteurs φj sont groupés pour finalement former le vecteur φ :
φ =
[
φT0 φ
T
1 . . . φ
T
n
]T
(I.23)
En fonction de la matrice d’observation, tous les paramètres inertiels ne peuvent pas être
identifiés. L’adaptation à l’identification des PIS humains implique que les couples articulaires
τ ne sont pas connus. Le système (I.21) est donc réduit au système suivant :
YB1φB =
Nc∑
k=1
Kk1Fk (I.24)
Le corps humain est modélisé comme une chaîne cinématique arborescente, dont les segments
sont liés par des liaisons rotules et pivots. Comme l’indiquent les travaux de Venture et al. [116],
le segment pris comme segment racine (analogue au segment base d’un robot) est généralement
le pelvis et la partie inférieure du torse, et les membres inférieurs, supérieurs ainsi que la tête
forment des chaînes ouvertes. En fonction de la ième liaison entre deux segments, le vecteur
φBi contient les paramètres inertiels identifiables :
φBi =

[
Mi MSi, x MSi, y MSi, z Ji, xx Ji, yy Ji, zz Ji, yz Ji, zx Ji, xy
]T
racine[
MSi, x MSi, y Ji, xx −Ji, yy Ji, zz Ji, yz Ji, zx Ji, xy
]T
pivot[
MSi, x MSi, y MSi, z Ji, xx Ji, yy Ji, zz Ji, yz Ji, zx Ji, xy
]T
rotule
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où
— Mi représente la somme des masses des segments plus bas dans la chaîne ;
— MSi, k avec k = x, y ou z représente les somme des moments de premier ordre ;
— Ji, kk représente les produits d’inerties
Pour le détail de ces différentes grandeurs, on pourra se référer aux travaux de Venture et al.
[116]. Une des limites de cette méthode d’identification est que tous les paramètres inertiels ne
sont pas identifiables. En effet, la masse totale du sujet Mi peut être identifiée, mais pas les
masses segmentaires. De la même façon, les moments de premier ordre sont identifiables mais
puisque les masses segmentaires ne le sont pas, alors les coordonnées des centres de gravité
segmentaires ne peuvent pas non plus être déterminés.
Une autre méthode, proposée dans les travaux de Muller [80], associe une modélisation des
segments en stadium solids (Yeadon [125]), et une table anthropométrique (Dumas et al. [42]
pour identifier les paramètres inertiels. En assumant une densité donnée et des dimensions op-
timales des stadiums solids les paramètres inertiels de ces solides sont identifiés pour minimiser
l’écart entre les données du torseur externe mesurées et celle recalculée par les équations du
mouvement.
3.3.2 Influence des PIS sur le calcul des grandeurs dynamiques
L’influence de la qualité de l’estimation de ces paramètres inertiels sur la précision et la
justesse des calculs de dynamique, comme les couples articulaires, a été largement développée
dans la littérature.
Beaucoup d’études se sont intéressées à l’influence des différents paramètres d’entrée (PIS,
mesure du torseur externe et cinématique du sujet) des procédures de dynamique inverse lors
de la marche. Cependant, comme le soulignent Pàmies-Vilà et al. [84], les conclusions sur l’effet
des PIS sur les couples articulaires sont sujet à controverse dans la littérature.
Dans leur travaux de 1999, Pearsall and Costigan [86] concluent que les paramètres inertiels
(et leur variations) ont un impact statistiquement significatif sur les forces et les moments
articulaires de la hanche. Pour cela, ils font varier les valeurs des PIS de la jambe et de la cuisse
par tranche de ±10% de -40 à +40%. Rao et al. [90] et Riemer et al. [96] partagent également
cette conclusion. Lenzi et al. [70] montrent également l’importance de la précision des PIS pour
l’analyse de la posture basée sur la trajectoire du centre de masse du corps.
A contrario, les travaux de Silva and Ambrósio [106] montrent que l’erreur créée par la
variation des PIS est négligeable devant les autres paramètres (erreur sur la cinématique et sur
la mesure des plateformes de force). Les travaux de Pàmies-Vilà et al. [84] concluent également
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que, dans le cadre de l’analyse de la marche, les paramètres d’entrée ayant une grande influence
sur l’estimation de ces couples articulaires sont les mesures du torseur externe de la plateforme
de force et la cinématique du sujet. Plus précisément, ce sont les valeurs des moments d’inertie
qui ont peu d’influence sur ces résultats.
Nguyen and Reynolds [81] décrivent aussi ce désaccord sur l’importance de la précision des
PIS dans le calcul des couples articulaires et avancent l’hypothèse que les études précédentes ne
font varier qu’un seul paramètre à la fois. Ils proposent donc une étude multi-factorielle basée
sur la méthode de Monte Carlo pour investiguer l’erreur commise sur le couple à la hanche en
fonction du placement des marqueurs, de la localisation du centre articulaire de la hanche et
des PIS du membre inférieur. S’ils concluent qu’il y a bien une différence significative dans les
modèles de PIS utilisés, ils ajoutent que cette différence n’a pas d’importance dans le calcul du
couple articulaire de la hanche. Ils précisent néanmoins que ces conclusions ne concernent que
les mouvements lents tels que la marche.
Futamure et al. ont cependant des conclusions différentes lors d’une étude récente (Futamure
et al. [48]). Ils étudient aussi l’influence des PIS sur les couples articulaires, mais ils quantifient
également l’importance des PIS dans le calcul des forces et des moments à la plateforme (GRF,
GRFM). Contrairement aux études précédentes utilisant des tests type Monte-Carlo ou T-test,
eux utilisent une méthode variationnelle. Ils n’étudient pas l’influence du choix du type de
modèle anthropométrique, mais la contribution des différents PIS à la production de la GRF,
du GRFM et des couples articulaires, lors de cycle de marche. Leur conclusions sont que seuls
certains PIS ont une influence notable dans le calcul de la force de réaction ou du moment
de cette force (masse et position des CG des segments "massifs") et que les produits d’inertie
(terme hors diagonale de la matrice d’inertie) n’ont qu’un effet faible sur le calcul des couples
articulaires.
L’importance dans la précision de l’estimation des PIS a aussi été étudiée dans d’autres types
d’activités physiques que la marche. Challis et Kerwin proposent en 1996 (Challis and Kerwin
[20]) d’observer l’impact sur l’estimation du couple articulaire au coude pour une variation de
±5% ou ±10% des valeurs des PIS, lors d’une flexion du bras d’un sujet portant une masse de
17kg dans la main. Ils concluent que la variation des paramètres inertiels affectent moins les
résultats du calcul du couple que le bruit des données cinématiques. Cependant ils admettent
également que l’influence de la perturbation dans les PIS pourrait être plus grande dans le
cadre d’une activité physique différente.
De manière générale les études menées sur l’influence significative ou non de la précision
des PIS dans le calcul des couples articulaires n’a concerné que des activités lors desquelles de
faibles accélérations sont mises en jeu (marche principalement). Lors d’une activité mettant en
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jeu de fortes accélérations, l’importance de la précision dans l’estimation des PIS ne sera plus
négligeable, comme par exemple lors d’un service de tennis (Creveaux et al. [28]).
Quel que soit la méthode retenue pour estimer les PIS, et quelque soit le type d’analyse que
l’on souhaite mener (analyse de la cinématique, procédures de dynamique inverse), la mesure de
la cinématique par des systèmes de stéréophotogrammétrie va être affectée par les mouvements
de la peau sur laquelle sont placés les marqueurs. Or, ces mouvements sont composés à la fois
des mouvements propres des segments, mais aussi des mouvements des masses molles entourant
les os (peau, muscles, graisse). Cet écart entre le mouvement du squelette et celui mesuré par
les systèmes opto-électroniques est appelé artefacts des mouvements de peau, ou encore artefact
des masses molles. Ce phénomène, ces effets sur les études de biomécanique et les différentes
méthodes pour corriger ces mouvements vont être décrits dans la prochaine section.
4 Les artefacts dus aux mouvements de peau
La composition des segments humains peut être séparée en deux types de tissus : un os
supposé rigide et des masses molles (peau, muscles graisses) entourant celui-ci. Lors d’un geste,
ces tissus mous sont en mouvement par rapport aux os (Leardini et al. [68], Peters et al. [87]).
Ce phénomène va être particulièrement accentué lors d’un mouvement de forte dynamique.
Or, dans la plupart des études de biomécanique, l’hypothèse que les segments sont rigides est
retenue. La stratégie mise en place le plus souvent consiste alors à minimiser la différence entre
les coordonnées des marqueurs exprimées dans un repère local lié à l’os du segment (donc rigide)
et les coordonnées des marqueurs mesurées.
Etant donné que la cinématique du sujet est le plus souvent acquise via le suivi de marqueurs
positionnés sur la peau, cette différence de mouvement entre la mesure et l’hypothèse rigide
(pouvant aller jusqu’à 8,7cm pour la scapula selon Duprey et al. [43]) conduit à des erreurs
dans les calculs de dynamique inverse.
4.1 Définition des artefacts de tissus mous
Une première description du mouvement des masses molles consiste à avoir une modélisation
à deux niveaux (Alexander and Andriacchi [2], De Rosario et al. [35], Barré et al. [9]) :
1. un déplacement individuel de chaque marqueur (composante de déformation) ;
2. une transformation géométrique globale du nuage de marqueurs (composante de mou-
vement rigide).
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Cette modélisation est aussi utilisée dans les travaux de doctorat de Thouzé [112], qui
distingue deux composantes dues aux mouvements des marqueurs : une composante aléatoire
propre à chaque marqueur et une composante dite à l’unisson provoquant le mouvement des
marqueurs d’un segment lié au mouvement des masses molles.
Dumas et al. [40] propose un niveau de modélisation supplémentaire en tenant compte de
la modification de la forme du segment (et donc du nuage de marqueurs), c’est à dire une
transformation non-rigide. Cette dernière adopte une description Lagrangienne du champs de
marqueurs et ainsi, la modification de forme du segment peut être approchée par une trans-
formation matérielle, telle qu’une transformation affine comme proposée par Rubin and Solav
[98].
La composante aléatoire sur le déplacement de chaque marqueur va être amplifiée au cours
des dérivations nécessaires pour obtenir les vitesses et les accélérations, au même titre que les
bruits liés à la mesure.
Enfin, des descriptions des mouvements des masses molles par rapport au mouvement de
l’os sont proposées dans la littérature (Cereatti et al. [17]).
4.2 Méthodes de réduction des artefacts de tissus mous
Puisque la cinématique de l’os est généralement l’information clinique la plus pertinente
lors de l’analyse du mouvement, les études sur le mouvement des masses molles ont vocation à
réduire la différence entre la cinématique enregistrée à partir des marqueurs cutanés et celle du
squelette recherchée. Pour cela plusieurs techniques existent : une première famille de méthodes
consiste à avoir accès directement à la cinématique osseuse, comme c’est le cas pour l’imagerie
médicale ou encore l’emploi de pins intra-corticaux. Une deuxième famille consiste à acquérir
une cinématique à partir de marqueurs cutanés, et de recalculer une cinématique équivalente
rigide (méthode de compensation, chaîne cinématique, calcul de repères optimaux) et/ou de
filtrer la cinématique acquise.
4.2.1 Acquisition de la cinématique osseuse
La cinématique osseuse peut être directement mesurée par imagerie médicale. Comme le
soulignent Thouzé [112] et Peters et al. [87] dans leur revues de littérature, il existe différents
types d’imagerie utilisée : la fluoroscopie et l’imagerie par résonance magnétique (IRM).
La fluoroscopie consiste à injecter un produit de contraste au patient puis des images sont
obtenues par rayons X. Cette technique utilisée dans le cadre de la biomécanique d’abord par
Sati et al. [100], permet via des marqueurs opaques aux rayons X de mesurer la différence de
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cinématique entre l’os et les marqueurs cutanés. D’autres études mesurent la différence entre
la cinématique cutanée et celle issue d’une prothèse de genou (Stagni et al. [109], Garling et al.
[51]) via cette méthode.
Sangeux et al. [99] mesurent grâce à l’IRM un mouvement de flexion de genou. Ils comparent
la cinématique du fémur obtenue avec l’IRM à celle obtenue par un système opto-électronique
dont les marqueurs étaient positionnés sur la peau. Ils observent une différence maximale de
22mm en translation et 15° en rotation. L’accès aux appareils d’IRM est un des freins de cette
méthode. Un autre est le fait que cette technique ne permet d’observer que des mouvements de
faibles amplitudes et à vitesse très réduite (quasi-statique). Or le mouvement des masses molles
est plus important lors de mouvements impliquant des impacts ou de grandes accélérations.
Une autre méthode d’imagerie est l’utilisation des ultrasons. Masum et al. [73] ont montré
dans leur étude de faisabilité qu’une précision ≤ à 1mm était possible.
D’autres méthodes invasives cette fois permettent aussi d’avoir accès à la cinématique os-
seuse. L’utilisation de pins intra-corticaux, c’est à dire de tiges directement fixées dans l’os
cortical et équipées de marqueurs. Si cette méthode permet d’avoir accès à la cinématique
exacte de l’os, elle peut altérer le mouvement du sujet du fait de la douleur, et du fait de son
caractère très invasif, elle ne peut pas être appliquée de façon systématique aux cohortes de
sujets. Ainsi, peu d’études ont été menées avec ce type d’équipement. On peut néanmoins citer
Lafortune et al. [67], Reinschmidt et al. [94], Arndt et al. [7], Begon et al. [10], Dal Maso et al.
[29], Michaud et al. [76], Maiwald et al. [71]
4.2.2 Méthodes mathématiques
Les méthodes mathématiques de compensation des artefacts de tissus mous peuvent prendre
plusieurs formes dans la littérature. Selon Dumas and Cheze [41], ces méthodes peuvent mini-
miser l’écart entre la cinématique acquise et celle supposée rigide ou modéliser ces mouvements
de peau pour ne prendre que la partie rigide du mouvement.
Une des techniques de minimisation consiste à minimiser au sens quadratique la différence
entre la cinématique ’bruitée’ acquise et une cinématique de solide rigide recherchée. (Spoor
and Veldpaus [108], Challis [19]).
Andriacchi et al. [6] proposent une méthode mathématique appelée ’équation du nuage
de points’ (point cluster equation). Il s’agit de placer des marqueurs sur un segment, de leur
affecter une poids arbitraire puis de calculer le barycentre de ces poids ainsi que la matrice
d’inertie associée. Les vecteurs et valeurs propres de cette matrice d’inertie sont calculés dans
le but d’obtenir un repère optimal réduisant l’effet des mouvements non-rigides du segment,
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c’est à dire le mouvement des masses molles.
Concernant les méthodes de modélisation des artefacts de tissus mous, une transformation
matérielle peut être envisagée. En utilisant une description Lagrangienne la position d’un mar-
queur m exprimée dans un repère Rl = (Ol, xl, yl, zl) appartenant à un solide (S0) entre une
configuration C(ti) et C(ti+1) est donnée par les trois polynômes suivants (Dumas and Cheze
[41]) :
xm(ti+1) =xOl(ti) + ax1xm(ti) + ax2ym(ti) + ax3zm(ti)
ym(ti+1) =yOl(ti) + a
y
1xm(ti) + ay2ym(ti) + ay3zm(ti)
xm(ti+1) =zOl(ti) + az1xm(ti) + az2ym(ti) + az3zm(ti) (I.25)
dans lesquels xOl(ti), yOl(ti), et zOl(ti) sont les coordonnées du centre de Rl et les coefficients
ax,y,zi (i = 1 : 3) représentent une rotation, une translation, une homothétie et un allongement.
Une autre façon plus compacte d’écrire cette transformation est d’utiliser le tenseur gradient
de la transformation F défini tel que :
−→
dx = F (X, t)−→dX (I.26)
où F fait passer de la configuration dX à C(ti) à la configuration dx à C(ti+1). Dans le cas
d’une transformation affine le tenseur F est composé d’un tenseur de rotation R de solide rigide
et d’un tenseur des déformations pures U (tenseur des déformations pures droit dans le cas
d’une description lagrangienne). Il est alors possible d’extraire la partie rotation rigide R du
tenseur F par décomposition polaire (Rubin and Solav [98]).
D’autres types de transformations existent comme le Krigeage, qui considère cette fois une
dérive du point m entre ti et ti+1 et une erreur, fonction des distances entre le point m et les
nmark autres marqueurs et une estimation de la covariance généralisée K tel que :
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xm(ti+1) =xOl(ti) + ax1xm(ti) + ax2ym(ti) + ax3zm(ti) +
nmark∑
n=1
bxnK(||−→x m(ti)−−→x n(ti)||)
ym(ti+1) =yOl(ti) + a
y
1xm(ti) + ay2ym(ti) + ay3zm(ti) +
nmark∑
n=1
bynK(||−→x m(ti)−−→x n(ti)||)
xm(ti+1) =zOl(ti) + az1xm(ti) + az2ym(ti) + az3zm(ti) +
nmark∑
n=1
bznK(||−→x m(ti)−−→x n(ti)||) (I.27)
Un modèle pour la fonction K doit être choisi a priori. Différent modèles existent : il
peut être linéaire (||−→x m(ti) − −→x n(ti)||), cubique (||−→x m(ti) − −→x n(ti)||)3 ou encore Gaussien
e−(||
−→xm(ti)−−→x n(ti)||)2 (Trochu [113]).
Les coefficients a et b sont identifiés en résolvant les équations (I.27) pour chacun des nmark
marqueurs. Cela revient à résoudre le système matriciel suivant :
 K X(ti)
X(ti)T 0
B
A
 =
X(ti+1)
0
 (I.28)
où B est de dimension (nmark × 3), et K est de dimension (nmark × nmark). On peut
également constater que ce système fourni une équation supplémentaire :
X(ti+1)TB = 0 (I.29)
appelée condition de non-biais et permet de régler le cas d’une prédiction d’erreur nulle d’après
Trochu [113]. Puisque la solution obtenue dépend du choix de la fonction K, il faut déterminer
un critère de choix de celle-ci. La solution proposée par Dumas and Cheze [41] et Martin and
Simpson [72] est d’inverser (I.28), est de conserver la fonction minimisant K.
Une autre modélisation fait appel aux fonctions à base radiale (Buhmann [14], Griffiths
et al. [54]). Le principe est que le déplacement d’un marqueur m entre ti et ti+1 peut être
décomposé en une somme de k fonctions de base et un polynôme (similaire au krigeage ou à la
transformation affine). Les équations des composantes du déplacement de m sont :
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xm(ti+1) =xOl(ti) + ax1xm(ti) + ax2ym(ti) + ax3zm(ti) +
k∑
f=1
wxfhf (||−→x m(ti)−−→c f ||)
ym(ti+1) =yOl(ti) + a
y
1xm(ti) + ay2ym(ti) + ay3zm(ti) +
k∑
f=1
wyfhf (||−→x m(ti)−−→c f ||)
xm(ti+1) =zOl(ti) + az1xm(ti) + az2ym(ti) + az3zm(ti) +
k∑
f=1
wzfhf (||−→x m(ti)−−→c f ||) (I.30)
où hf sont les fonctions choisies et −→c f sont appelées les centres des fonctions. Ils sont choisis
à partir des nmark marqueurs du nuage selon différentes méthodes décrites par exemple dans
Orr [82] et Chen et al. [24].
Enfin, une autre méthode s’approchant des fonctions à base radiale est l’interpolation des
trajectoires des marqueurs à l’aide de spline. Les splines (ou cerces en français bien que cette
terminologie soit rare) sont des fonctions mathématiques définies par morceaux par des poly-
nômes. En considérant les différentes positions au cours du temps des marqueurs, chaque triplet
de chaque marqueur m = (x(ti), y(ti), z(ti)) va constituer un noeud. L’interpolation par spline
revient à faire passer entre chacun de ces noeuds une fonction spline constituée de polynômes
d’ordre choisi (Reinsch [92], Reinsch [93]). cela revient à minimiser l’équation :
min
s(t)
( 1
n
n∑
i=1
(yi − s(ti))2) (I.31)
L’avantage des splines est que, puisqu’elles sont constituées de polynômes, leurs dérivées
sont continues et faciles à calculer. Il a été montré par Woltring [120] que dans le cas d’un
déplacement bruité de marqueurs, l’ordre optimal des splines devait être cinq. Ainsi avec ces
splines quintiques, l’accélération est interpolée par une spline d’ordre trois.
4.2.3 Filtrage de la cinématique
Dans la plupart des études de biomécanique, la cinématique n’est pas utilisée directement.
Pour les procédures de dynamique inverse par exemple, les vitesses et accélérations segmen-
taires sont calculées à partir de la cinématique des marqueurs. Or, les processus de dérivation
amplifient le bruit (Woltring [120]). En effet, si l’on modélise le bruit comme étant une somme
de sinusoïdes d’équations Asin(ωt), de faible amplitude A et de pulsation ω élevée, la dérivée
première de ce bruit devient ωAcos(ωt), et devient de même importance que le signal porteur
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si ω est suffisamment élevé. Il devient donc nécessaire de filtrer les signaux pour atténuer ces
bruits.
Les bruits présents dans les signaux proviennent de l’appareillage de mesure d’une part et
de la composante de déformation, c’est à dire le mouvement indépendant de chaque marqueur
d’autre part. Cette dernière peut être éliminée par le filtrage comme le soulignent De Rosario
et al. [35].
Il existe une multitude de filtres utilisés sur les signaux de cinématiques dans la littérature.
Nous allons détailler les caractéristiques des plus fréquemment utilisés dans cette sous-section.
Le filtre de Butterworth :
Le filtre de Butterworth est un filtre linéaire à réponse impulsionnelle infinie. En fonction
de la fréquence de coupure choisie et du type de filtrage souhaité, ce filtre va laisser intactes
les fréquences plus basses (dans le cas d’un paramétrage passe-bas) ou plus hautes (dans le cas
d’un paramétrage passe-haut) que la fréquence de coupure et fortement atténuer les autres.
Cet atténuement va être fonction de l’ordre du filtre, et le gain de ce filtre est constant dans
la bande passante et tend vers zéro dans la bande de coupure. Si l’on trace le diagramme de
Bode du filtre de Butterworth, on constate en mesurant la pente de la réponse du filtre une
décroissance de 20dB/décade pour un ordre 1, 40dB/décade pour un ordre 2 et ainsi de suite.
Un exemple de filtre passe-bas de type Butterworth est présentée à la figure I.8.
Figure I.8 – Diagramme de Bode pour le filtre de Butterworth à différents ordres
Il est également possible de construire des filtres passe-bandes et coupe-bandes en associant
en série deux filtres de Butterworth.
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Deux paramètres sont à choisir par l’utilisateur pour mettre en œuvre ce type de filtre,
l’ordre et la fréquence de coupure. Cette dernière doit être normalisée par rapport à la fréquence
d’échantillonnage qui est elle même égale à la moitié de la fréquence du signal (fréquence de
Nyquist). Ainsi la normalisation de la fréquence de coupure est :
fcnorm =
fc
fe
2
(I.32)
Le lissage :
Soit un nuage de points représentant la trajectoire d’un marqueur en fonction du temps.
Les méthodes de lissage consistent en l’algorithme suivant :
1. on choisit un intervalle (fenêtre) de n points (avec n impair) consécutifs, centré sur le
point i ;
2. on calcule la moyenne de ces n points, i¯ ;
3. on remplace la valeur de i par celle de i¯ ;
4. on décale l’intervalle d’un point et retour en 1.
Le principal défaut de cette méthode de filtrage est qu’elle lisse beaucoup les variations,
c’est à dire qu’elle écrête les pics. Savitzky and Golay [101] proposent d’interpoler le nuage de
points contenus dans l’intervalle n avec un polynôme de degré < n + 1. Plus précisément, un
polynôme d’ordre au moins égal à 3 permet de tenir compte de la courbure de la courbe de
trajectoire et aussi de points d’inflexions. Cependant, comme le soulignent Allard et al. [3], cette
technique est plus appropriée pour des mouvements curvilignes dont la vitesse et l’accélération
ne présentent pas de discontinuités comme le swing de golf par exemple.
Le lissage par spline :
Le principe du lissage par fonctions splines consiste à interpoler la courbe de déplacement
par une fonction spline et de moduler le lissage effectué par un paramètre λ 6 0. Ainsi, le
lissage revient à minimiser la fonction :
min
sλ(t)
( 1
n
n∑
i=1
(yi − s(ti))2 + λ
∫
t
(s(d)(ti))2dt) (I.33)
où yi est le déplacement à l’instant ti, s(t) est la fonction spline choisie, et s(d)(ti) est le
dérivée de la fonction spline à l’ordre d.
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Remarque : En choisissant λ = 0, on retrouve une interpolation par spline (équation (I.31)).
Le paramètre λ quantifie la balance entre la la fidélité au signal initial mesuré par 1
n
∑n
i=1(yi−
s(ti))2 et le degré de ’roughness’ de la fonction spline, mesuré par
∫
t(s(d)(ti))2dt). Les paramètres
sur lesquels l’opérateur peut influer sont l’ordre de la spline, le nombre de nœuds, c’est à dire
le nombre d’instant ti par lesquels la fonction spline doit passer, et le paramètre de lissage λ.
L’ordre de la spline est choisi en fonction du nombre de dérivées du signal voulant être
calculées. Si l’on souhaite calculer des accélérations, un ordre 5 de la spline est généralement
choisi, ce qui permet d’avoir des polynômes d’ordre 3 pour l’accélération et ainsi d’avoir un
signal continu. Le choix dans les nœuds permet de s’affranchir d’éventuelles valeurs aberrantes
présentes dans le signal initial, et par lequel la spline ne doit pas passer. Enfin, le paramètre
de lissage λ est choisi à priori, à partir de la connaissance de l’opérateur sur le signal à traiter.
Cela constitue la principale limite dans l’utilisation des splines. Pour pallier à cela, des études
ont cherché à obtenir une valeur optimal de λ de manière automatique.
La manière la plus simple est d’utiliser une méthode dite de validation croisée ordinaire
(OCV). Cette méthode consiste à lisser le signal en omettant la kième valeur. Cette valeur est
alors prédite d’après la spline définie par l’équation (I.33) pour un λ choisi. Avec cette méthode,
la meilleure estimation du signal y(t) est celle qui prédit chaque point de mesure en fonction
des autres. L’estimation devient alors :
sˆ[k](t) = min( 1
n
n∑
i=1
i 6=k
(yi − sˆ(ti))2 + λ
∫
t
(sˆ(d)(ti))2dt) (I.34)
En définissant l’erreur quadratique V0 de la méthode OCV telle que :
V0(λ) =
1
n
n∑
i=1
(sˆ[k]n,λ(ti)− yi)2 (I.35)
l’estimation de λ par la méthode OCV est alors :
λ0 = min
λ≥0
V0(λ) (I.36)
Cette méthode a cependant un coût numérique très élevé, et nécessite un nombre de valeurs
important (le fait d’en enlever une ne doit quasiment pas modifier l’erreur quadratique). Craven
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and Wahba [27] proposent d’utiliser, à la place, un indice appelé validation croisée générale
(GCV).
En définissant la matrice d’influence A(λ) telle que :

sˆn,λ(t1)
...
sˆn,λ(tn)
 = A(λ) (I.37)
l’erreur quadratique V (λ) de la méthode GCV devient :
V (λ) =
1
n
||(1 − A(λ))y||2
( 1
n
tr(1 − A(λ))y)2 (I.38)
et l’estimation de λ par la méthode GCV devient alors :
λ = min
λ≥0
V (λ) (I.39)
Une variante du lissage par des fonctions splines est également proposée par Garcia [50] et
se base sur une transformée en cosinus discrète. Andersen et al. [5] interpolent des trajectoires
par des B-splines d’ordre 4 et dérivent ces B-spline.
L’analyse spectrale singulière (SSA) :
Cette approche basée sur les statistiques multi-variables consiste à créer une matrice de
Hankel en faisant glisser une fenêtre de longueur inférieure à la taille du signal temporel étu-
dié. Cette matrice est ensuite décomposée en un certain nombre de matrices élémentaires par
décomposition en valeurs singulières. Le signal est ensuite reconstruit en sommant certaines
de ces matrices élémentaires. La matrice alors obtenue n’est plus une matrice de Hankel et le
signal original est obtenu en moyennant les diagonales de cette nouvelle matrice.
Cette procédure est résumée dans l’algorithme suivant :
Soit x(t) = (x1, x2, . . . , xN−1) un signal de longueur N.
1. On choisit une longueur L ≤ N de fenêtre ;
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2. on construit la matrice X de Hankel correspondante à la taille de la fenêtre choisie :

x1 x2 . . . xL
x2 x3 . . . xL+1
... ... . . . ...
xL xL+1 . . . xN−L+1

3. on calcule S = X.XT , et [U, V ] = SVD(S) ;
4. on calcule les matrices élémentaires Ei, avec S = E1 + E2 + . . . + Ei, et telles que :
Ei =
√
λiUiV
T
i , ou λi représente les valeurs propres et Ui les vecteurs propres associés ;
5. on classe les matrices Ei par valeurs propres non nulles décroissantes ;
6. on choisit r, le nombre de matrices élémentaires pour reconstruire X ;
7. on reconstruit enfin le signal en calculant les moyennes des diagonales.
L’utilisateur n’a donc que deux paramètres à sélectionner pour ce traitement, la longueur
de la fenêtre L et le nombre de matrices élémentaires à sommer r. La longueur optimale de
la fenêtre est de N/2, car au plus la fenêtre est grande au plus la décomposition est détaillée
(Alonso et al. [4]).
Discussion
Les techniques de filtrage de la cinématique décrites dans la littérature sont innombrables.
Certaines d’entre elles ont été présentées ici mais il en existe bien d’autres. On pourra citer la
décomposition en série de Fourier et la transformation en ondelettes. En plus de ces différentes
méthodes, d’autres études se sont intéressés aux paramètres définissant celles-ci. Ainsi, Giakas
and Baltzopoulos [53] montrent l’intérêt d’avoir une fréquence de coupure différente du filtre
de Butterworth en fonction de la position du marqueur à filtrer. Le filtre optimal dépend
également du mouvement analysé (Shin et al. [105]). La comparaison des différentes techniques
de filtrage a déjà été traitée à la fin du siècle dernier (Winter et al. [119], Allard et al. [3]) ;
mais reste d’actualité (Alonso et al. [4],Molloy et al. [77], Shin et al. [105]). Les conclusions
de ces différentes études diffèrent toutes, ce qui montre bien que le filtre ’parfait’ n’existe pas.
Plutôt que de choisir un filtre arbitrairement parmi ces articles, le choix de tester quatre d’entre
eux (filtre de Butterworth, lissage par spline, lissage de Savitsky-Golay et l’analyse spectrale
singulière) a été fait. Les conclusions quant au choix du filtre retenu seront explicités au chapitre
IV.
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4.2.4 La rigidification par chaîne cinématique
Un modèle de chaîne cinématique consiste à considérer le corps humain comme un système
poly-articulé composé de segments rigides liés par des articulations parfaites. En fonction des
articulations choisies, le système possède un certain nombre de degrés de liberté (ddl). Ainsi,
une liaison rotule laissera possible 3 ddl, c’est à dire 3 rotations autour des trois axes de l’espace ;
et une liaison pivot laissera 1 rotation possible.
Une fois le modèle établi, un repère local associé à chaque segment est défini puis les positions
des marqueurs de chaque segment sont exprimées dans ces repères locaux.
Puisque la chaîne est composée de solides rigides, alors ces coordonnées locales des mar-
queurs sont constantes au cours du mouvement.
La rigidification des segments du corps humain, dans le cadre de l’analyse du mouvement,
consiste donc à minimiser la distance entre les positions expérimentales des marqueurs cutanés
et les positions estimées de ces mêmes marqueurs par le modèle de chaîne cinématique.
Pour réaliser cette minimisation, une optimisation de la cinématique du système poly-
articulé (multybody kinematics optimization, MKO), ou optimisation globale, est conduite
(Desmoulins et al. [38]). Cette optimisation revient à minimiser la fonction :
J = min
q
(12 ||
tf∑
ti=t1
(Tobs(ti)− Test(q(ti))||2) (I.40)
avec Tobs(ti) les coordonnées des marqueurs cutanés réels mesurées, Test(q(ti)) les coordon-
nées des marqueurs du modèle, et q(ti) les coordonnées généralisées. Ces dernières dépendent
des liaisons du modèle et peuvent être des angles ou des positions relatives.
Pour chaque instant ti, les coordonnées généralisées q sont identifiées afin que la position
des marqueurs estimée par le modèle soit la plus proche de la position des marqueurs observés.
L’erreur quadratique est ensuite calculée. Cette erreur permet de générer un nouveau vecteur de
coordonnées généralisées q et cela, jusqu’à ce que l’erreur quadratique minimale soit déterminée.
Cette procédure est ensuite répétée pour l’instant suivant ti+1.
Différents modèles de chaînes cinématiques ont été développées pour le membre supérieur
dans la littérature. Dans leur revue de littérature, Duprey et al. [44] font l’inventaire de ces mo-
dèles. Ces modèles sont classés en fonction des liaisons utilisées pour modéliser les articulations
de l’épaule et celles de l’avant-bras.
L’épaule est composée de quatre articulations : l’articulation sterno-claviculaire, acromiocla-
viculaire, scapulo-thoracique et gléno-humerale. L’articulation GH admet trois ddl en rotation,
37
Chapitre I. Etat de l’art
avec une dépendance entre ces ddl selon Haering et al. [55]. Cette articulation admet également
une légère translation pouvant aller jusqu’à 1,24 cm selon Dal Maso et al. [30].
Ainsi, Duprey et al. [44] listent les différentes modélisations de l’épaule possibles, en consi-
dérant ou non la translation. Leur conclusions montrent que l’épaule, vue comme une seule
articulation, revient à considérer uniquement l’articulation GH. Elle peut être modélisée sous
la forme d’une rotule (11 références) ; d’une liaison nulle, c’est à dire 6 ddl possibles donc au-
cune contrainte sur le centre articulaire de l’épaule (Roux et al. [97]), ou avec des contraintes
supplémentaires sur la translation possible de l’articulation GH dans la fonction coût de (I.40)
(Charbonnier et al. [23]). Cette équation devient alors :
J = min
q
(α||
tf∑
ti=t1
(Tobs(ti)− Test(q(ti))||2 + β||
tf∑
ti=t1
Tr(ti)||2) (I.41)
où α représente une matrice de pondération applicable aux différents marqueurs, β repré-
sente une matrice de pondération applicable aux translations possibles Tr des centres articu-
laires.
L’avant-bras est constitué de deux os, le radius et l’ulna, et possède cinq articulations :
les articulations huméro-ulnaire et huméro-radiale reliant l’avant-bras au bras, l’articulation
poignet (ou radio-carpienne) reliant l’avant-bras à la main et deux liaisons radio-ulnaire reliant
le radius et l’ulna. La principale difficulté dans la modélisation de l’avant-bras vient du mou-
vement de prono-supination. Lors de celui-ci, le radius tourne autour de l’ulna et ainsi décrit
une rotation contenue dans un cône dont la pointe est l’extrémité proximale de l’ulna.
Duprey et al. [44] rapportent que l’avant-bras peut être considéré comme un seul segment et
que les articulations du coude et du poignet peuvent être modélisées par deux liaisons rotules à
doigt. Ils ajoutent qu’alors la prono-supination est ramenée au coude. Lorsque la modélisation
de l’avant-bras doit être raffinée, les auteurs mettent en évidence la difficulté à concevoir un
modèle tenant compte de ce mouvement de prono-supination. Ils poursuivent en indiquant
qu’une première modélisation consiste à considérer deux éléments en forme de ’L’ reliés par deux
liaisons rotules (articulation humero-radiale et radio-ulnaire distale), ainsi qu’une liaison pivot
localisée soit au niveau de l’articulation radio-ulnaire proximale soit au niveau de l’articulation
radio-ulnaire distale. D’autres modélisations existent comme par exemple le fait de considérer
l’articulation radio-ulnaire proximale comme une combinaison d’une liaison rotule et d’une
liaison glissière, et l’articulation radio-ulnaire distale comme une combinaison d’une liaison
pivot et d’une liaison rotule à doigt.
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5 Conclusions sur l’état de l’art :
L’utilisation des PIS intervient dans l’analyse du mouvement dès lors que celle-ci s’intéresse
aux grandeurs cinétiques et dynamiques. Bien que ces paramètres inertiels puissent être déter-
minés à partir de tables anthropométriques ou de mesure des volumes segmentaires des sujets,
l’identification apparaît nécessaire dès lors que l’on s’intéresse à des populations atypiques, ou
que le mouvement implique une forte dynamique.
Un autre paramètre indispensable à ce type d’analyse est la localisation des centres articu-
laires. Cette localisation peut être faite à partir de marqueurs placés sur des points anatomiques
précis (équations de régression), par des méthodes mathématiques reposant sur la description
de l’articulation (ajustements de sphères, de plans ou de cylindres), ou sur le mouvement des
deux segments reliés par cette articulation (techniques de transformation de coordonnées). Ces
méthodes donnent néanmoins des résultats approximatifs de la localisation de ces centres et
seules deux techniques donnent les coordonnées du centre exact : l’imagerie médicale et le re-
cours aux pins intra-corticaux. Cette dernière est très contraignante et douloureuse pour le
sujet, et nécessite un acte chirurgical. Le recours à l’imagerie n’a pas ces contraintes mais né-
cessite un appareillage couteux et parfois difficile d’accès. De plus, les techniques d’imagerie
exposent les sujets à des radiations, même si celles-ci sont à basses doses. Ces deux méthodes
sont également compliquées à mettre en œuvre pour une cohorte importante de sujets.
Le nombre d’équations de régression différentes présentes dans la littérature pose la question
de la pertinence de celles-ci. De plus, la précision de celles-ci repose sur l’expérimentateur et
sa capacité à positionner précisément les marqueurs anatomiques. Une méthode fonctionnelle
sera donc privilégiée pour localiser le centre articulaire GH et l’axe de rotation du coude. La
méthode SCoRe est retenue pour le centre articulaire GH car elle repose sur l’hypothèse que
les deux segments reliés par le centre articulaire sont mobiles. Pour l’axe de rotation du coude,
la méthode SARA est retenue.
L’identification des PIS fait intervenir la cinématique du sujet, acquise via des systèmes
opto-électroniques et des marqueurs réfléchissants disposés sur la peau de ses différents segments
corporels, et une mesure du torseur externe acquise via une plateforme de force sous les pieds du
sujet. A partir de cette cinématique, des matrices rotations (ou repères) sont calculées ; ainsi que
leur dérivées secondes et des accélérations segmentaires. Ces processus de dérivation, couplées
aux artefacts dus aux mouvements des masses molles, entraînent des erreurs importantes sur
les résultats des calculs de ces grandeurs. Il est donc nécessaire de traiter les signaux issus
de la mesure cinématique avant de les injecter dans les algorithmes d’identification présentés
dans le chapitre II. Pour cela différents filtres issus de la littérature seront implémentés et leurs
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effets sur les paramètres inertiels identifiés seront présentés au chapitre IV. L’hypothèse qui est
faite sur la rigidité des segments se trouve également en contradiction avec ces mouvements
de masses molles. Ce problème sera abordé à travers le calcul d’une matrice rotation optimale
dans le chapitre III, et les mesures cinématiques seront traitées par une modélisation du membre
supérieur par une chaîne cinématique. Encore une fois, les résultats sur l’identification des PIS
de cette étape de rigidification seront présentés au chapitre IV.
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Chapitre II
Formulation des équations du mouvement pour
l’identification des paramètres inertiels
1 Introduction
Avant d’aborder l’identification des paramètres inertiels du corps humain, c’est à dire d’un
système poly-articulé, nous allons détailler les équations du mouvement d’un solide rigide libre.
Les équations régissant le mouvement d’un solide libre associent plusieurs grandeurs physiques
liées à celui-ci :
— La cinématique du solide ;
— les dérivées première et seconde de cette cinématique ;
— les efforts externes appliqués à ce solide.
Il existe deux formulations de ces équations, les formalismes de Lagrange et de Newton-
Euler. Pour pouvoir identifier les paramètres inertiels d’un solide ou d’un système poly-articulé,
il faut avoir une écriture de ces équations faisant apparaître linéairement les paramètres inertiels.
Dans ce deuxième chapitre, les équations du mouvement pour un solide rigide dans le cas
le plus général (cas du solide libre) vont être établies. Leur écriture va donc aboutir à trois
équations liées à la translation et trois équations liées à la rotation. Le solide étudié est défini
par dix paramètres inertiels devant être déterminés :
— sa masse (1 paramètre),
— les coordonnées de son centre de masse (3 composantes dans l’espace),
— sa matrice d’inertie (matrice 3×3 supposée symétrique, donc 6 coefficients indépendants)
Nous avons alors, à chaque instant, six équations pour dix inconnues. Afin d’identifier ces
paramètres il faut donc que ces paramètres soient constants à différents instants, c’est à dire
qu’ils soient exprimés dans un repère local lié au solide. Il faut également qu’ils apparaissent
linéairement dans ces équations.
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La formulation des équations du mouvement, telle que présentée dans ce chapitre, s’appuie
sur les travaux développés au laboratoire par Tony Monnet durant sa thèse de doctorat (Monnet
[78]). Cependant, pour des raisons de cohérence dans le développement théorique ainsi que pour
faciliter la lecture du manuscrit, nous avons choisi de les rappeler ici.
Dans un premier temps, l’écriture des équations faisant apparaître les paramètres inertiels
du solide sous la forme d’un vecteur (appelée par suite méthode vectorielle) sera développée.
Puis, dans un second temps, l’écriture des équations sous forme matricielle (appelée par suite
méthode matricielle) sera présentée. Celle-ci regroupe les dix paramètres inertiels du solide sous
la forme d’une matrice 4×4 symétrique, définie-positive. L’avantage de ces deux méthodes pour
l’identification sera également démontré.
2 Cas du solide rigide libre
Soit un solide rigide libre (S) de masse m représenté sur la figure II.1 suivante :
G
R0 O −→x0
−→y0
−→z0
−−→
MG
(S)
R1
M
−→x1
−→y1
−→z1
−→
P (S)
Figure II.1 – Solide rigide libre (S)
Soient :
— G le centre de masse de (S) ;
— M un point quelconque appartenant à (S)
— R0 le repère global galiléen tel que R0{O, x0, y0, z0} ;
— R1 un repère orthonormé direct d’origine M et solidaire de (S) tel que R1{M, x1, y1, z1} ;
—
−−−→
P (S) le poids de (S) exprimé en G.
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2.1 Méthode Vectorielle
Le principe fondamental de la dynamique appliqué au solide (S), en M, et dans R0 s’écrit :
{Tdyn}(M/R0) = {Text}(M/R0) (II.1)
ou encore, en développant les termes des torseurs dynamiques et externes :
 ~A(S/R0)~δ(M ∈ S/R0)

M/R0
=
 ~Fext~MM(Fext)

M/R0
(II.2)
où ~A(S/R0) et ~δ(M ∈ S/R0) sont respectivement la résultante dynamique et le moment dyna-
mique de (S) exprimés au point M dans le repère R0, et ~Fext et ~MM(Fext) sont respectivement
les sommes des forces extérieures et des moments des forces extérieures s’appliquant sur (S) au
point M dans le repère R0.
La résultante dynamique s’écrit :
~A(S/R0) = m~ΓG‖R0 = m
d2( ~OG)
dt2
‖R0 (II.3)
avec ~ΓG‖R0 l’accélération de translation du centre de gravité exprimée dans le repère R0.
En faisant apparaître le point M dans l’équation (II.3) et en utilisant la formule de Bour, il
est alors possible d’exprimer ~A(S/R0) en fonction du vecteur ~MG :
~OG = ~OM + ~MG (II.4)
~VG‖R0 = ~VM‖R0 +
d ~MG
dt
‖R1 + ~ΩR1/R0 ∧ ~MG‖R0 (II.5)
Le solide étant rigide, d ~MG
dt
‖R1 = ~0. En dérivant une seconde fois l’équation (II.5) on obtient
finalement :
~ΓG‖R0 = ~ΓM‖R0 + ~˙ΩR1/R0 ∧ ~MG‖R0 + ~ΩR1/R0 ∧ (~ΩR1/R0 ∧ ~MG‖R0) (II.6)
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et la résultante dynamique s’écrit :
~A(S/R0) = m~ΓM‖R0 + ~˙ΩR1/R0 ∧m ~MG‖R0 + ~ΩR1/R0 ∧ (~ΩR1/R0 ∧m ~MG‖R0) (II.7)
Le moment dynamique s’écrit :
~δ(M ∈ S/R0) = ~MG‖R0 ∧ ~A(S/R0)
~δ(M ∈ S/R0) = ~MG‖R0 ∧ (m~ΓM‖R0 + ~˙ΩR1/R0 ∧m ~MG‖R0+
~ΩR1/R0 ∧ (~ΩR1/R0 ∧m ~MG‖R0))
(II.8)
en utilisant la définition de la matrice d’inertie IM de (S) en M :
IM~ΩR1/R0 =
∫
(S)
( ~MG‖R0 ∧ (~ΩR1/R0 ∧ ~MG‖R0)dm = m( ~MG‖R0 ∧ (~ΩR1/R0 ∧ ~MG‖R0))
l’équation (II.8) devient :
~δ(M ∈ S/R0) = m ~MG‖R0 ∧ ~ΓM‖R0 + IM ~˙ΩR1/R0 + ~ΩR1/R0 ∧ (IM~ΩR1/R0) (II.9)
En isolant l’action du poids et de son moment en M le torseur externe devient :
 ~Fext~MM(Fext)

M/R0
=
 ~F +m~g~MM + ~MG‖R0 ∧m~g

M/R0
(II.10)
Les équations du mouvement s’écrivent alors :
~F = m(~ΓM‖R0 − ~g) + ~˙ΩR1/R0 ∧m ~MG‖R0 + ~ΩR1/R0 ∧ (~ΩR1/R0 ∧m ~MG‖R0) (II.11)
~MM = m ~MG‖R0 ∧ (~ΓM‖R0 − ~g)
+~˙ΩR1/R0 ∧m ~MG‖R0 + ~ΩR1/R0 ∧ (~ΩR1/R0 ∧m ~MG‖R0)
(II.12)
Afin d’obtenir un système linéaire, il faut remplacer le produit vectoriel par un produit
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simple. On introduit pour cela l’opérateur de pré-produit vectoriel j() permettant de passer
d’un vecteur à la matrice anti-symétrique correspondante telle que :
j(Ω) =

0 −Ωz Ωy
Ωz 0 −Ωx
−Ωy Ωx 0
 (II.13)
De plus tous les paramètres sont exprimés pour l’instant dans le repère global R0. Pour
pouvoir identifier les paramètres inertiels du solide, il faut que ceux-ci soient exprimés dans le
repère local R1 lié au solide. On utilise donc la matrice rotation 10R permettant de passer du
repère R1 à R0. Ainsi, les équations (II.11) et (II.12) deviennent :
~F = m(~ΓM‖R0 − ~g)
+j(Ω˙R1/R0) 10Rm ~MG‖R1 + j(ΩR1/R0)j(ΩR1/R0) 10Rm ~MG‖R1
(II.14)
MM = −j(~ΓM‖R0 − ~g) 10Rm ~MG‖R1 + 10RIM‖R1 10RT Ω˙ + j(Ω)( 10RIM‖R1 10RTΩ) (II.15)
Afin d’avoir les paramètres inertiels à identifier sous forme d’un vecteur colonne, les six
coefficients indépendants de la matrice d’inertie sont groupés dans le vecteur suivant :
~IM‖R1 = [Ixx Ixy Ixz Iyy Iyz Izz]T
La matrice Ω˜ est également introduite :
Ω˜ =

u v w 0 0 0
0 u 0 v w 0
0 0 u 0 v w
 (II.16)
avec

u
v
w
 = 10RTΩ. Ainsi, le produit 10RIM‖R1 10RT Ω˙ est équivalent à 10R ˙˜Ω~IM‖R1 . Les
équations (II.14) et (II.15) sont finalement groupés pour former le système :
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( ˙j(Ω) + j(Ω)2) 10R (~ΓM‖R1 − ~g) ¯¯03×6
−j(ΓM − g) 10R ~0 10R ˜˙Ω + j(Ω)10R Ω˜

︸ ︷︷ ︸
Tobs(6×10)

m ~MG‖R1
m
~IM‖R1

︸ ︷︷ ︸
~J(10×1)
=
 ~Fext
~MM(Fext)

︸ ︷︷ ︸
Text(6×1)
(II.17)
Le système obtenu permet donc, pour chaque instant t du mouvement, d’avoir le torseur
externe exprimé au point M qui dépend linéairement de la matrice 6× 10 et du vecteur 10× 1
des paramètres inertiels. Il s’agit d’un système sous-déterminé car il y a six équations (une par
axe en translation et une par axe en rotation) pour dix inconnues. Afin d’identifier le vecteur des
paramètres inertiels, deux instants différents sont nécessaires au minimum. Du fait des mesures
bruitées et des dérivations numériques, il est cependant préférable d’avoir plus d’instants que
nécessaire pour procéder à cette identification.
La définie positivité de la matrice d’inertie n’est cependant pas assurée lorsque l’on écrit les
coefficients de cette dernière sous forme de vecteur. Cela constitue la principale limite de cette
méthode d’écriture, et justifie la nécessité d’avoir recours à une autre méthode respectant ces
propriétés. L’écriture des équations du mouvement sous forme matricielle le permet.
Remarques :
Dans l’équation (II.17), on remarque qu’il est possible de découpler les termes liés à la
résultante dynamique, c’est à dire aux termes liés au PFD en translation, et les termes liés au
moment dynamique, c’est à dire les termes liés au PFD en rotation :
[
( ˙j(Ω) + j(Ω)2) 10R (~ΓM‖R1 − ~g)
]
︸ ︷︷ ︸
Tobs,trans(3×4)
m ~MG‖R1
m

︸ ︷︷ ︸
~Jtrans(4×1)
=
[
~Fext
]
︸ ︷︷ ︸
Text,trans(3×1)
(II.18)
[
−j(ΓM − g) 10R 10R ˜˙Ω + j(Ω)10R Ω˜
]
︸ ︷︷ ︸
Tobs,rot(3×9)
m ~MG‖R1
~IM‖R1

︸ ︷︷ ︸
~Jrot(9×1)
=
[
~MM(Fext)
]
︸ ︷︷ ︸
Text,rot(3×1)
(II.19)
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2.2 Méthode Matricielle
Les équations du mouvement sont cette fois écrites sous forme de matrices 4×4. Le produit
vectoriel valable pour l’espace des vecteurs de dimension 3 est remplacé par le produit tensoriel
⊗. Ainsi, si ~u = [u1 u2 u3]T et ~v = [v1 v2 v3]T sont deux vecteurs de l’espace (donc de
dimension 3) on a :
~u⊗ ~v =

u1v1 u1v2 u1v3
u2v1 u2v2 u2v3
u3v1 u3v2 u3v3
 (II.20)
Cette matrice peut être décomposée en une somme de deux matrices symétriques et anti-
symétrique telles que :
~u⊗ ~v = 12

u1v1 + u1v1 u1v2 + u2v1 u1v3 + u3v1
u2v1 + u1v2 u2v2 + u2v2 u2v3 + u3v2
u3v1 + u1v3 u3v2 + u2v3 u3v3 + u3v3

+12

0 u1v2 − u2v1 u1v3 − u3v1
u2v1 − u1v2 0 u2v3 − u3v2
u3v1 − u1v3 u3v2 − u2v3 0

(II.21)
En remarquant que la deuxième matrice de (II.21) correspond à la matrice de pré-produit
vectoriel de ~u∧~v, il vient que ~u∧~v revient à calculer le produit tensoriel ~v⊗~u−~u⊗~v. Tous les
calculs sont effectués dans le repère R0. Le moment dynamique est différent de (II.8) et s’écrit :
~δ(M ∈ S/R0) = ~A(S/R0)⊗ ~MG‖R0 − ~MG‖R0 ⊗ ~A(S/R0) (II.22)
D’après Vallée [114], le mouvement d’un solide peut être décrit par une translation et une
matrice rotation sous la forme :
~OG = ~OM + 10R ~MG‖R1 (II.23)
Avec cette écriture, ~ΓG devient :
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~ΓG = ~ΓM + 10R¨ ~MG‖R1 (II.24)
On retrouve donc les équations (II.6) et (II.14) en remarquant :
1
0R¨ =
[
j(Ω˙) + j(Ω)2
]
1
0R (II.25)
A l’aide des équations (II.3) et (II.24) on écrit la résultante dynamique :
~A(S/R0) = m~ΓM + 10R¨ ~MG‖R1 (II.26)
De plus, avec (II.23) et (II.24) le moment dynamique s’écrit :
~δ(M ∈ S/R0) = (m~ΓM + 10R¨ ~MG‖R1)⊗ ( 10R ~MG‖R1)
−( 10R ~MG‖R1)⊗ (m~ΓM + 10R¨ ~MG‖R1)
(II.27)
Par transposition, ~ΓM ⊗ 10R ~MG‖R1 = (~ΓM ⊗ ~MG‖R1) 10RT , on peut alors réécrire (II.27) :
~δ(M ∈ S/R0) = (~ΓM ⊗m ~MG‖R1) 10RT − 10R(m ~MG‖R1 ⊗ ~ΓM)
+ 10R¨(m ~MG‖R1 ⊗ ~MG‖R1) 10RT − 10R(m ~MG‖R1 ⊗ ~MG‖R1) 10R¨T
(II.28)
Remarques :
— m ~MG‖R1⊗ ~MG‖R1 est la matrice d’inertie de Poinsot exprimée en M dans le repère R1.
Elle est notée KM‖R1 ;
— Le passage de KM‖R1 à la matrice d’inertie IM‖R1 est détaillé dans Vallée [114] :
KM = trace(IM )2 1 3×3 − IM
Finalement, (II.28) devient :
~δ(M ∈ S/R0) = (~ΓM ⊗m ~MG‖R1) 10RT − 10R(m ~MG‖R1 ⊗ ~ΓM)
+ 10R¨KM‖R1 10RT − 10RKM‖R1 10R¨T
(II.29)
Remarques
— ~A(S/R0) dépend linéairement de m et m ~MG‖R1 ;
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— ~δ(M ∈ S/R0) dépend linéairement de m ~MG‖R1 et KM‖R1
En utilisant (II.10), (II.26) et (II.28), et en définissant j(MM), la matrice de pré-produit
vectoriel du vecteur moment résultant, les équations du mouvement du solide rigide s’écrivent :
~F = m( ~ΓM − ~g) + 10R¨(m ~MG‖R1) (II.30)
j(MM) =
[
m( ~ΓM − ~g)⊗ ~MG‖R1
]
1
0R
T − 10R
[
~MG‖R1 ⊗m( ~ΓM − ~g)
]
+ 10R¨KM‖R1 10RT − 10RKM‖R1 10R¨T
(II.31)
avec
j(MM) =

0 −MMz MMy
MMz 0 −MMx
−MMy MMx 0

.
On peut alors écrire (II.29) sous la forme d’une équation matricielle faisant appel à des
matrices 4× 4.
2.2.1 Accélération généralisée A
La matrice d’accélération généralisée de dimension 4× 4 regroupe tous les termes d’accélé-
ration :
— le vecteur gravité ;
— l’accélération du point M ;
— la dérivée seconde de la matrice rotation.
A =
 10R¨ ( ~ΓM − ~g)
~0T 0

avec ~0T le vecteur nul de dimension 1× 3.
2.2.2 Rotation généralisée B
La matrice de rotation généralisée de dimension 4×4 contient la matrice rotation du solide :
49
Chapitre II. Formulation des équations du mouvement pour l’identification des
paramètres inertiels
B =
 10R 0
~0T 1

On peut remarquer que BBT = BTB = 1 4×4, B est donc une matrice rotation dans R4.
2.2.3 Torseur externe sous forme de matrice 4x4 T
Les éléments de réduction du torseur externe (force et moment résultant) appliqué en M
dans R0 sont regroupés dans la matrice antisymétrique de dimension 4× 4 T :
T =
j(MM) ~F
−~F T 0

2.2.4 Matrice des paramètres inertiels J
Les dix paramètres inertiels du solide (S) sont regroupés dans la matrice J suivante :
J =
 KM‖R1 m ~MG‖R1
m( ~MG‖R1)T m

2.2.5 Formulation matricielle des équations du mouvement
En réécrivant (II.30) et (II.31) sous forme de matrice 4× 4 :
 10R¨ ( ~ΓM − ~g)
~0T 0
  KM‖R1 m ~MG‖R1
m( ~MG‖R1)T m
  10R 0
~0T 1
T
−
 10R 0
~0T 1
 KM‖R1 m ~MG‖R1
m( ~MG‖R1)T m
 10R¨ ( ~ΓM − ~g)
~0T 0
T =
j(MM) ~F
−~F T 0
 (II.32)
on obtient la formulation matricielle des équations du mouvement. Pour chaque instant t
on a :
A(t)JB(t)T −B(t)JA(t)T = T (t) (II.33)
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2.3 Conclusions sur les deux formulations des équations du mouve-
ment
Les équations du mouvement ont donc été écrites de deux façons, l’une contenant les para-
mètres inertiels à identifier sous la forme d’un vecteur de dimension 10×1 et l’autre regroupant
ces paramètres sous la forme d’une matrice de dimension 4 × 4. Dans ces deux formulations,
les paramètres inertiels apparaissent linéairement et sont constants au cours du temps.
Quelle que soit la formulation choisie, l’identification des paramètres inertiels ne peut se
faire que si ces paramètres sont "stimulés". Dans le domaine de la robotique qui cherche aussi
à identifier les paramètres inertiels des différents organes des robots, on parle de trajectoire
excitante persistante (Raucent et al. [91], Gautier et al. [52], Venture et al. [116], Shang et al.
[104]) ou encore de trajectoire excitante optimale (Swevers et al. [111]).
Dans le cas du solide rigide présenté dans la partie 2, on constate que si le solide est
uniquement en translation alors le moment d’inertie n’intervient plus. Dans ce cas, la matrice
de dimension 6×10 de l’équation (II.17) n’est plus de rang plein. De la même manière, la perte
de rang de cette matrice peut être due à des trajectoires n’excitant qu’un certain nombre de
paramètres inertiels. Ainsi, si le solide n’effectue qu’une rotation autour d’un axe, la matrice
d’inertie ne pourra pas être entièrement identifiée.
Comme il est présenté dans la revue de Wu et al. [124], les paramètres inertiels peuvent être
décomposés en trois groupes :
— les paramètres inertiels pleinement identifiables ;
— les paramètres identifiables par combinaison linéaire ;
— les paramètres non identifiables.
Seuls les paramètres appelés paramètres dynamiques de base ou paramètres dynamiques
minimum peuvent être identifiés dans le cas d’une matrice d’observation réduite. Cela veut donc
dire, que lors de la mise en place du protocole expérimental visant à identifier les paramètres
inertiels, il faudra s’assurer que chacun de ces derniers soit excité. Si c’est le cas, l’écriture
vectorielle des équations du mouvement permet d’identifier les paramètres inertiels de (S) par
une méthode de résolution directe. En généralisant l’équation (II.17) à n instants différents,
cette équation devient :
Tobs ~J = Text (II.34)
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avec Tobs =

Tobs(t0)
...
Tobs(tn)
 de dimension (6n×10), Text =

~Fext(t0)
~MM(Fext(t0))
...
~Fext(tn)
~MM(Fext(tn))

de dimension (6n×1)
Le système obtenu est donc linéaire et sur-déterminé. La solution recherchée sera donc la
solution optimale au sens des moindres carrés.
De la même manière, l’écriture matricielle des équations du mouvement (II.33) peut être
généralisée à n instants. Cependant, le système obtenu n’est pas un système linéaire direct
classique de la forme :
Ax = b
et donc il ne peut pas être résolu par une méthode classique d’inversion (ou de pseudo-
inversion) de la matrice A. La partie suivante présentera donc quels types d’algorithmes per-
mettent la résolution des deux écritures des équations du mouvement et des deux types de
systèmes linéaires associés.
3 Résolution des équations du mouvement
Dans la partie précédente, deux formulations des équations du mouvement d’un solide ri-
gide ont été introduites. Les dix paramètres inertiels de ce solide sont exprimés sous la forme
d’un vecteur dans la méthode vectorielle, et d’une matrice 4 × 4 symétrique définie positive
dans la méthode matricielle. Nous allons développer dans cette partie les différents algorithmes
permettant de résoudre ces deux systèmes.
3.1 Résolution de la formulation vectorielle des équations du mou-
vement
La formulation vectorielle des équations du mouvements (II.34) est un système linéaire
direct sur-déterminé :
Tobs ~J = Text
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La solution d’un tel système est la solution (ou plus exactement la peudo-solution) optimal
au sens des moindres carrés. La résolution la plus simple et immédiate d’un tel système est la
pseudo-inversion :
~J = (T TobsTobs)−1 T Tobs Text (II.35)
L’avantage principal de cette méthode de résolution est sa rapidité et la simplicité, en terme
de calcul, d’un point de vue de la programmation. Cependant, des contraintes ne peuvent pas
être ajoutées dans ce genre d’algorithmes. Or, du fait des erreurs de mesure et des bruits présents
dans celle-ci, il peut être important d’ajouter des contraintes sur le système d’équation.
Dans le cas de l’identification des paramètres inertiels, ces contraintes peuvent porter sur
certains des paramètres à identifier. Par exemple, la masse et les composantes diagonales de la
matrice IM doivent être positives.
L’identification des paramètres inertiels devient donc un problème d’optimisation sous contraintes
tel que :

min ~J ||Tobs ~J − Text||2
m > 0
IMij > 0 pour i = j
(II.36)
Les problèmes d’optimisation sous contraintes dans Rn se posent classiquement tels que :

trouver le minimum defobj(x)
sous les contraintes :
f conti (x) ≤ 0
x ∈ Rn
(II.37)
x étant un vecteur de dimension n × 1 et représentant les inconnues à déterminer, fobj(x)
est la fonction objectif (ou fonction coût) et f conti (x) sont les i fonctions de contraintes du
problèmes. Le plus souvent, cela revient à résoudre le système linéaire :
Ax = b (II.38)
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où A et b sont connus et sont respectivement une matrice de dimension n×n définie positive
et un vecteur de Rn. On peut distinguer deux types de méthodes pour résoudre (II.38) : les
méthodes directes et itératives. Les méthodes directes aboutissent à une solution en un nombre
fini d’opérations. Elles peuvent reposer sur des décompositions de la matrice A (décomposition
en produit de matrices triangulaires type LU, décomposition QR), ou sur des méthodes de
substitution (Pivot de Gauss). Les méthodes itératives elles, reposent sur la construction d’une
suite de vecteurs convergeant vers la solution (méthode de Gauss-Seidel, méthode du gradient).
Cependant, cette optimisation sous contraintes (II.36) va être lourde à généraliser à n seg-
ments, puisque des contraintes de positivité sur chacun des termes diagonaux de la matrice
d’inertie de chaque segment vont devoir être écrites. Cela suscite donc un intérêt à utiliser la
formulation matricielle des équations.
3.2 Résolution de la formulation matricielle des équations du mou-
vement
De la même manière que pour la formulation vectorielle, l’identification de la matrice J
issue de l’équation (II.33) doit se faire en respectant les contraintes de symétrie et sa définie-
positivité. Ainsi, le problème d’optimisation s’écrit :

minJ ||A(t)JBT (t)−BJAT (t)− T T (t)||2
m > 0
KM ||R1 > 0
(II.39)
Etant donné que les paramètres inertiels du solide que l’on cherche à identifier sont au
nombre de dix, les méthodes classiques d’identification nous conduisent à déterminer un vecteur
appartenant à R10. Du fait du caractère matriciel du système d’équation (II.33), il faudrait donc
associer à J un vecteur ~V (J) de dimension 10 × 1. Cela reviendrait à un système similaire à
(II.34). Cependant il est préférable de ne pas changer les dimensions de J afin de facilement
imposer son caractère défini-positif, et continuer à se servir des opérateurs de calcul matriciel
(produit, trace de produit matriciel, etc).
L’algorithme de résolution de (II.33) retenu pour identifier la matrice J est un algorithme
de gradient conjugué. Afin d’imposer la positivité de J une étape de projection de celle-ci sur le
cône convexe des matrices définies positives est ajoutée au gradient. L’expression de la fonction
coût et l’algorithme ont été développés dans les travaux de thèse de Monnet [78].
Le calcul de la fonction coût du gradient, le choix de pas ainsi que la projection de la matrice
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J se trouvent dans l’annexe 1. L’algorithme complet de résolution de (II.33) par la méthode du
gradient conjugué projeté est décrit dans l’algorigramme II.2 :
Début
J => J0
G0 = ∇f(J0))
D0 = −G0
k = 0
µk = tr(G
T
kDk)
tr(Dk(
∑∫
(BADkBA−BBTDkATA)dt))
Jk+1 = Jk + µkDk
det(Jk+1) < 0
Projection
de Jk+1
||Gk+1|| < 
Fin
βk =
tr(GTk+1(Gk+1−Gk)
tr(GT
k
Gk)
Dk+1 = −Gk+1 + βkDk
k = k + 1
oui
non
oui
non
Figure II.2 – Algorigramme du gradient conjugué projeté
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3.3 Bilan des méthodes de résolution
Les méthodes de résolution des équations du mouvement pour les formulations vectorielle
et matricielle des équations du mouvement ont été présentées dans cette section.
Si la résolution de la méthode vectorielle est très rapide par pseudo-inversion du système ou
par une optimisation sous contraintes, elle nécessite de déstructurer la matrice d’inertie sous la
forme d’un vecteur.
A l’inverse, la formulation matricielle des équations du mouvement conserve les dimensions
des paramètres inertiels, mais nécessite pour être résolue la mise en place d’une méthode mo-
difiée du gradient conjugué. Afin d’assurer la définie-positivité de la matrice regroupant les
paramètres inertiels J , une projection sur le cône convexe des matrices définies positives est
nécessaire si det(Jk) < 0 au cours d’une itération du gradient.
L’identification des paramètres inertiels d’un solide à partir des ces deux formulations a été
validée en simulant le mouvement d’un parallélépipède rectangle retenu par un filin dans Monnet
[78], et Atchonouglo et al. [8]. Dans la prochaine section, la généralisation de la formulation
matricielle des équations du mouvement à un système poly-articulé sera présentée.
4 Extension à un système poly-articulé
Si l’on s’intéresse aux paramètres inertiels segmentaires humains dans les études bioméca-
niques, on ne modélise quasiment jamais le corps comme étant un seul solide rigide mais comme
un système poly-articulé. Ainsi les équations présentées dans la section précédente doivent être
généralisées à un système multicorps.
4.1 Généralisation à un système composé de n corps
Soient n solides rigides formant une structure de chaîne telle que représentée sur la figure
II.3 :
4.1.1 Conventions
— Le segment lié au bâti (S0) est appelé segment racine ;
— le segment (Si) est un ancêtre du segment (Sj) s’il appartient à la chaîne cinématique
allant du bâti jusqu’au segment (Sj) ;
— à l’inverse, le segment (Sj) est un descendant de (Si) si celui-ci est un ancêtre de (Sj) ;
— le segment (Si) est le segment parent de (Sj) s’il est son ancêtre direct ;
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(S0)
Jc01
Jc12
(S1)
Jc23
(S2)
Jc34
Jc37
(S3)
Jcn−1n
Mn
(Sn)
Jc78
(S7)
(S8)
M8
Figure II.3 – Système à n solides rigides
— le segment (Sj) est un segment enfant de (Si) s’il est son descendant direct ;
— le segment (Sk) est un segment terminal de la chaîne s’il ne possède pas de segment
enfant.
— Les points Jcij sont les centres articulaires liant les segments i et j ;
— le vecteur lij représente la contribution au chemin géométrique du segment i liant le bâti
au segment j ; c’est à dire le vecteur formé par le centres articulaire distal du segment
parent i vers le centre articulaire distal du segment enfant j ;
— le vecteur lii est le vecteur allant du centre articulaire proximal du segment i à un point
matériel Mi du segment i. Si (Si−1) est le segment parent de (Si) alors lii = ~Jci−1iMi.
4.1.2 Généralisation de A, B et T
Chacun des n segments du système poly-articulé illustré sur la figure II.3 est muni d’un
repère Ri. Le point Jc01 est le centre articulaire entre le bâti et le segment racine. Les ma-
trices d’accélération généralisée et de rotation généralisée peuvent être étendues en matrice de
dimensions 4× (3n+ 1) :
A =
 n0 R¨ n−10 R¨ . . . 20R¨ 10R¨ ~ΓJc01 − ~g
01×3 01×3 . . . 01×3 01×3 0
 (II.40)
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B =
 n0R n−10 R . . . 20R 10R 0
01×3 01×3 . . . 01×3 01×3 1
 (II.41)
Quel que soit le nombre de segments constituant la chaîne le torseur externe est toujours
exprimé sous la forme d’une matrice anti-symétrique 4× 4 :
TJc01 =
j(MJc01) F
−F T 0
 (II.42)
4.1.3 Génération automatique de J
En reprenant les notations définies dans la sous section 4.1.1, la matrice J se généralise telle
que :
J =
n∑
i=1
∫
Si
(

lni
...
l1i
1
⊗

lni
...
l1i
1
)dm (II.43)
Chaque vecteur lni est exprimé dans le repère Rn lié au segment n. La matrice J est de
dimension (3n+ 1)× (3n+ 1).
4.1.4 Génération automatique de Tobs,trans
En reprenant les équations (II.25) et (II.18), et en appliquant successivement le PFD en
translation du segment racine au segment terminal, la matrice Tobs,trans se généralise comme
suit :
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[
n
0 R¨
~ΓMn n−10 R¨ ~ΓMn−1 . . . 10R¨ ~ΓM1 −~g
]
︸ ︷︷ ︸
Tobs,trans

mn ~MnGn‖Rn
mn
mn−1 ~Mn−1Gn−1‖Rn−1
mn−1
...
m1 ~M1G1‖R1
m1∑n
i=1mi

=
[
~F0
]
(II.44)
Les ~ΓMn sont exprimés dans R0 le repère global, et si l’on cherche à identifier les paramètres
inertiels de n segments, alors la matrice Tobs est de dimension 3×(4n+1). Le vecteur contenant
les masses segmentaires, les moments de premier ordre et la masse totale du système est de
dimension (4n+ 1)× 1.
La généralisation de la partie en rotation se fait sur le même schéma, en juxtaposant les dif-
férents segments ((II.19)). Cependant, cette expression n’est pas nécessaire puisque les matrices
d’inertie segmentaires seront déterminés à l’aide de la méthode matricielle.
Dans ces travaux, nous nous intéressons à l’identification des PIS du membre supérieur,
c’est à dire de l’ensemble (main+avant-bras) et du bras. Ainsi, les équations à résoudre doivent
être écrites pour un système poly-articulé à trois segments. Ces équations vont être établies
dans la sous-section suivante.
4.2 Système à trois segments rigides
Soient :
— (S1), (S2), et (S3) trois solides rigides de masse m1, m2, et m3 respectivement. Soient
la liaison rotule de centre Gh reliant (S1) et (S2), et la liaison pivot de centre C reliant
(S2) et (S3), et représentés à la figure II.4 ;
— R0 le repère global Galiléen tel que R0{O, x0, y0, z0} ;
— ~g le vecteur gravité ;
— Gi les centres de masse des solides Si ;
— Mi un point ∈ à Si ;
— Ri le repère du segment i ;
— et i0R la matrice de passage du repère lié au segment i vers le repère global.
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R0 O −→x0
−→y0
−→z0
(S0)
(S1)Gh
G1
M1
R1
−→x1
−→y1
−→z1
(S2)
G2 M2
R2
−→x2
−→y2
−→z2
C(S3)
G3
M3
R3
−→x3
−→y3
−→z3
Figure II.4 – Système à trois solides rigides reliés par une liaison rotule en Gh et une liaison pivot en C
4.2.1 Construction de la formulation matricielle
A trois segments, les matrices A et B vont être de dimensions 4 × 10. T sera toujours de
dimensions 4× 4 et J sera de dimensions 10× 10.
D’après (II.40), (II.41) et (II.42), ces matrices s’écrivent :
A =
 30R¨ 20R¨ 10R¨ ΓM1 − g
01×3 01×3 01×3 0
 (II.45)
B =
 30R 20R 10R 0
01×3 01×3 01×3 1
 (II.46)
TM1 =
j(MM1) F
−F T 0
 (II.47)
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La matrice J se construit à partir de l’équation (II.43), et est donc la somme de trois
intégrales :
J =
∫
S1(

~03×1
~03×1
~l11‖R1
1
⊗

~03×1
~03×1
~l11‖R1
1
)dm+
∫
S2(

~03×1
~l22‖R2
~l12‖R1
1
⊗

~03×1
~l22‖R2
~l12‖R1
1
)dm
+
∫
S3(

~l33‖R3
~l23‖R2
~l12‖R1
1
⊗

~l33‖R3
~l23‖R2
~l12‖R1
1
)dm
(II.48)
En remplaçant les lij par les données issues de la figure II.4, l’équation (II.48) devient :
J =
∫
S1(

~03×1
~03×1
~M1G1‖R1
1
⊗

~03×1
~03×1
~M1G1‖R1
1
)dm+
∫
S2(

~03×1
~GhC‖R2
~M1Gh‖R1
1
⊗

~03×1
~GhC‖R2
~M1Gh‖R1
1
)dm
+
∫
S3(

~CG3‖R3
~GhM2‖R2
~M1Gh‖R1
1
⊗

~CG3‖R3
~GhM2‖R2
~M1Gh‖R1
1
)dm
(II.49)
En développant, l’équation (II.49) devient :
J =

03×3 03×3 03×3 ~03×1
03×3 03×3 03×3 ~03×1
03×3 03×3 KM1‖R1 m1 ~M1G1‖R1
~01×3 ~01×3 (m1 ~M1G1‖R1 )T m1

+

03×3 03×3 03×3 ~03×1
03×3 KM2‖R2 m2 ~GhG2‖R2 ⊗ ~M1Gh‖R1 m2 ~GhG2‖R2
03×3 (m2 ~GhG2‖R2 )T m2 ~M1Gh‖R1 ⊗ ~M1Gh‖R1 m2 ~M1Gh‖R1
~01×3 (m2 ~GhG2‖R2 )T (m2 ~M1Gh‖R1 )T m2

+

KM3‖R3 m3 ~CG3‖R3 ⊗ ~GhC‖R2 m3 ~CG3‖R3 ⊗ ~M1Gh‖R1 m3 ~CG3‖R3
(m3 ~CG3‖R3 ⊗ ~GhC‖R2 )T m3 ~GhC‖R2 ⊗ ~GhC‖R2 m3 ~GhC‖R2 ⊗ ~M1Gh‖R1 m3 ~GhC‖R2
(m3 ~CG3‖R3 ⊗ ~M1Gh‖R1 )T (m3 ~GhC‖R2 ⊗ ~M1Gh‖R1 )T m3 ~M1Gh‖R1 ⊗ ~M1Gh‖R1 m3 ~M1Gh‖R1
(m3 ~CG3‖R3 )T (m3 ~GhC‖R2 )T (m3 ~M1Gh‖R1 )T m3

(II.50)
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Pour un système à 3 segments, la formulation matricielle des équations du mouvement est
la même que pour un solide seul. L’algorithme de gradient conjugué projeté peut donc identifier
cette matrice en étant modifié pour une solution sous la forme d’une matrice 10× 10.
En revanche, si l’on regarde les termes de J , on constate que seule la masse totale est
identifiable, les masses segmentaires n’apparaissent pas seules. De la même manière, le moment
de premier ordre du solide (S2) est identifiable mais pas la position du centre de masse. La
matrice d’inertie de ce segment n’est également pas identifiable puisqu’elle apparaît combinée
au tenseur m3 ~GhC‖R2 ⊗ ~GhC‖R2 . On peut remarquer également que si la masse et la position
du centre de masse sont déterminées au préalable, alors tous les paramètres inertiels des solides
sont calculables.
4.2.2 Approche mixte
En reprenant l’équation (II.44) et en la réécrivant pour notre système à trois solides, l’équa-
tion suivante est obtenue :
[
3
0R¨
~ΓM3 20R¨ ~ΓM2 10R¨ ~ΓM1 −~g
]

m3 ~M3G3‖R3
m3
m2 ~M2G2‖R2
m2
m1 ~M1G1‖R1
m1∑3
i=1mi

=
[
~F0
]
(II.51)
Cette équation permet d’identifier les paramètres inertiels manquants de (II.50) et ainsi
déterminer complètement les PIS des segments (S2) et (S3).
La stratégie mise en place est donc d’utiliser une approche mixte :
1. On utilise la formulation vectorielle et le PFD en translation pour identifier les masses
et les centres de masse ;
2. Ces paramètres identifiés sont utilisés pour compléter la matrice J0, matrice d’entrée de
l’algorithme du gradient conjugué.
3. On utilise la formulation matricielle pour identifier les inerties.
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5 Conclusion du Chapitre II
Afin d’identifier les paramètres inertiels segmentaires d’un système poly-articulé, les équa-
tions du mouvement ont été écrites de deux façons.
Une première écriture dite vectorielle regroupe les PIS liés à la force résultante, c’est à dire
aux masses et aux centres de masse segmentaires, regroupés sous la forme d’un vecteur de
dimension (4n + 1) × 1, n étant le nombre de segment constituant le système. Ce vecteur est
identifié par pseudo inversion de la matrice d’observation. Cette matrice regroupe les dérivées
secondes des matrices de passage entre les repères segmentaires et le repère global, et les ac-
célérations segmentaires. Les termes de la matrice d’inertie ne sont pas identifiés dans cette
formulation car ils doivent être mis sous la forme d’un vecteur et ainsi leur défini-positivité ne
peut être garantie.
La seconde formulation dite matricielle regroupe elle les PIS sous la forme d’une matrice
de dimension (3n + 1) × (3n + 1), symétrique et définie positive. Cette matrice fait intervenir
les moments de premier ordre, les inerties de Poinsot et les coordonnées des centres articulaires
des segments.
Pour identifier cette matrice, un algorithme de gradient conjugué projeté est utilisé. Cette
formulation garantit la définie-positivité de la matrice des PIS et donc celle des matrices d’inertie
segmentaires.
En revanche, l’identification de la matrice des PIS ne conduit pas à l’identification de tous
les PIS. En effet, certains paramètres apparaissent dans la matrice uniquement couplés entre
eux, comme les moments de premier ordre.
Une approche mixte est donc mise en place pour identifier tous les PIS du système étudié.
Les masses et les moments de premier ordre déterminés par la formulation vectorielle sont
utilisés pour pré-remplir la matrice J0, matrice d’entrée du gradient conjugué. On impose dans
l’algorithme du gradient conjugué une variation nulle de ces paramètres à chaque itération. On
peut ainsi, à partir de la matrice J identifiée, calculer les 10 paramètres inertiels de chaque
solide.
Le calcul des différentes grandeurs nécessaires à l’identification comprend donc :
— Les accélérations de chaque segment ;
— les repères segmentaires de chaque segment ;
— les dérivées secondes de ces repères ;
— les centres articulaires à la jonction entre chaque segment ;
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L’algorigramme II.5 synthétise la démarche d’identification :
Torseur Externe
Cinématique
Méthode
Vectorielle
Méthode
Matricielle
~Fext
— ~Fext
—
~M(Fext)
— i0R¨
— ~ΓMi
— i0R
— i0R¨
— ~ΓMi
— ~Jcij
— mi
—
~CGi
Figure II.5 – démarche générale d’identification
Cette synthèse montre que les données issues de la cinématique ne sont pas exploitées
directement, mais que des opérations mathématiques sont nécessaires (calcul de dérivées, calcul
de matrices rotation) ainsi que la détermination des centres articulaires. Comme il a été mis
en lumière dans le chapitre précédent, le mouvement des masses molles engendre une différence
entre la cinématique supposée rigide et la réalité expérimentale. Il est donc nécessaire de calculer
une matrice rotation dite "optimale" minimisant les effets dus à ces mouvements de masses
molles. Deux méthodes de calcul seront détaillées dans le chapitre III, ainsi que la méthode
retenue.
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Chapitre III
Calcul de la matrice rotation optimale pour
l’identification
1 Introduction
Comme énoncé dans la conclusion des chapitres I et II, le mouvement des masses molles
engendre des différences entre l’hypothèse de rigidité des segments et la cinématique obtenue
par suivi de marqueurs disposés sur la peau du sujet. Les matrices rotations segmentaires (ainsi
que leur dérivées secondes) intervenant dans nos calculs d’identification, il est primordial de
déterminer une matrice rotation optimale. Cette matrice optimale est un moyen d’atténuer
les artefacts de tissus mous. Dans le cas classique d’un solide indéformable, trois marqueurs
suffisent à former un trièdre direct et donc un repère ou matrice rotation. Dans le cas où le
segment est déformable (comme c’est le cas pour les segments humains), il peut être nécessaire
de calculer ces repères avec un nombre de marqueurs supérieur à trois. Dans ce chapitre, deux
méthodes de calcul de ces matrices vont donc être présentées. Une comparaison de l’orientation
du segment obtenue avec celles-ci par rapport à l’orientation de l’os sera également présentée.
Pour cela, des expérimentations menées sur le membre supérieur avec des tiges intra-corticales
seront exploitées.
Les effets de ces matrices de rotations sur l’identification des paramètres inertiels seront
présentés dans le chapitre IV.
Avant d’aborder le calcul des matrices rotations, certaines conventions vont être rappelées. Il
faut distinguer deux types de repères en analyse du mouvement : les repères dits anatomiques
et techniques. Les premiers servent à exprimer les grandeurs associées aux segments (angles
articulaires, centre de masse, matrice d’inertie) dans un repère codifié, afin de faciliter les
comparaisons entre les études. Conformément aux recommandations de l’ISB (Wu et al. [123]),
les repères anatomiques sont construits de la façon suivante :
65
Chapitre III. Calcul de la matrice rotation optimale pour l’identification
— l’origine du repère est le centre articulaire proximal ;
— l’axe longitudinal ~y est l’axe formé par les centres articulaires distal et proximal, et
pointe vers le centre proximal ;
— l’axe ~x est l’axe antéro-postérieur, pointant vers l’avant ;
— l’axe ~z est l’axe médio-latéral, pointant vers l’extérieur.
Le repère obtenu est orthonormé direct pour les segments à droite. Pour les segments du
côté gauche ces repères sont calculés de la même manière mais ~z est obtenu par effet miroir
(~z = −~z), ce qui résulte en un repère non direct.
Les repères techniques sont eux des repères destinés au calcul des centres articulaires, et donc
ne sont pas régis par des conventions. Les résultats obtenus lors de l’identification (position de
centre de masse et matrice d’inertie) doivent donc être exprimés dans les repères anatomiques
afin d’être comparés aux valeurs présentes dans la littérature.
Par définition les matrices rotation possèdent les deux propriétés mathématiques suivantes :
RRT =RTR = 1 3×3
det(R) =1 (III.1)
2 Calcul direct de la matrice rotation
Soient trois marqueurs L, M et N non alignés, et fixé sur le segment (S1). Soit R0 le repère
global galiléen tel que R0 = (O, x0, y0, z0) et R1 = (M,x1, y1, z1) le repère lié au solide (S1) et
construit à partir de L, M et N , tels qu’illustrés sur la figure III.1 :
M
L
N
R0 O −→x0
−→y0
−→z0
~OM (S1)
R1
−→x1
−→y1
−→z1
Figure III.1 – Définition de R1 et 10R à partir de 3 marqueurs
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La matrice rotation 10R permettant de passer du repère local R1 au repère global R0, telle
que :
~ON‖R0 =10 R ~ON‖R1
Cette matrice se calcule à partir des coordonnées de L, M et N exprimées dans R0 de la façon
suivante :
~x =
~OL− ~OM
|| ~OL− ~OM ||
~y =
~ON − ~OM
|| ~ON − ~OM ||
~z = ~x ∧ ~y
Par construction, ~z est orthogonal à ~x et à ~y. Cependant, rien ne permet d’assurer l’ortho-
gonalité entre ~x et ~y, il faut recalculer l’un de ses deux vecteurs, au choix, et tel que (ici pour
~y) : ~y = ~z ∧ ~x
1
0R =
[
~x ~y ~z
]
On obtient ainsi une matrice permettant de passer du repère local au repère global. Le
calcul de cette matrice est très facile et la seule condition à remplir est que les marqueurs sur le
segment ne soient pas alignés, afin d’avoir des produits vectoriels non-nuls. Cependant on voit
que le repère obtenu va être sensible à la perturbation d’un marqueur puisqu’il n’y en a que
trois. Si un marqueur est placé sur une zone du segment où il y a beaucoup de mouvements des
masses molles (près de l’articulation où les glissements de peau peuvent être importants par
exemple) cela peut constituer une source d’erreur dans la cinématique du segment.
Des algorithmes d’optimisation du calcul de la matrice rotation ont été développés dans la
littérature (Spoor and Veldpaus [108], Veldpaus et al. [115], Challis [18]). Une autre approche
consiste à considérer le segment comme étant déformable, et à partir d’une transformation
matérielle d’extraire la partie rigide de la transformation, en l’occurrence la rotation pure du
segment (Rubin and Solav [98]).
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Figure III.2 – Calcul de la matrice rotation à partir de n marqueurs
3 Calcul de la matrice rotation optimale par décompo-
sition en valeurs singulières
Soit un solide (S) et n marqueurs non-alignés (n > 3) répartis sur la surface de ce solide,
comme illustré dans la figure III.2, et soit R0 = (0, x0, y0, z0) un repère galiléen.
Soit Cn le centroïde des n marqueurs M1, M2, . . ., Mn. Soient ~a1, ~a2, . . ., ~an les composantes
dans R0 des vecteurs ~CnMi avant le mouvement ; et ~p1, ~p2, . . . , ~pn les composantes dans R0 des
vecteurs ~CnMi après le mouvement du solide. Si le solide est parfaitement rigide, alors :
~pi = ~v +R~ai (III.2)
où ~v représente la translation du solide, c’est à dire la différence entre les composantes du
vecteur ~OCn avant et après le mouvement : ~v = ~OCn(tfinal)− ~OCn(tinitial), et R représente la
rotation du solide.
On doit donc retrouver pour les n marqueurs :
n∑
i=1
~pi −R~ai − ~v = ~0 (III.3)
Dans un contexte biomécanique, le segment humain sur lequel sont placés ces n marqueurs
n’est pas parfaitement rigide. Il faut donc calculer la matrice rotation R optimale minimisant
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les mouvements liés au tissus mous et non pas le mouvement du segment lui même. Pour cela,
Selvik [103] proposent de minimiser la fonction objectif suivante :
f(R,~v) =
n∑
i=1
(~pi −R~ai − ~v)2 (III.4)
En introduisant les vecteurs a¯, p¯, la matrice M et le scalaire f0 tels que :
a¯ = 1
n
n∑
i=1
~ai (III.5)
p¯ = 1
n
n∑
i=1
~pi (III.6)
M = 1
n
n∑
i=1
(~pi~aTi )− p¯a¯T (III.7)
f0 =
1
n
n∑
i=1
(~aTi ~ai + ~pTi ~pi)− (a¯T a¯+ p¯T p¯) (III.8)
Spoor and Veldpaus [108] réécrivent l’équation (III.4) sous la forme :
f(v,R) = f0 + (Ra¯+ ~v − p¯)T (Ra¯+ ~v − p¯)− 2 trace(MTR) (III.9)
Pour minimiser la fonction (III.9) sous la contrainte (III.1), Spoor et al ont recours à la
méthode des multiplicateurs de Lagrange (on pourra se référer aux travaux de Spoor and
Veldpaus [108] pour le détail des calculs). Ils montrent finalement que R peut être déterminée
à partir de M de la façon suivante :
[
V,D2
]
= SVD(MTM) (III.10)
où SVD représente la décomposition en valeurs singulières de la matrice MTM , c’est à dire
que MTM = V D2V T .
D2 est la matrice diagonale contenant les valeurs propres D211, D222 et D233 de la décomposi-
tion, et V une matrice de dimension 3× 3 contenant les vecteurs propres associées.
En définissant
[
m1 m2 m3
]
= RVD = MV la matrice rotation optimale R est recons-
truite telle que :
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R =
[
m1
D11
m2
D22
m1
D11 ∧ m2D22
]
V T (III.11)
4 Calcul de la matrice rotation issue d’une transforma-
tion affine
Dans la section précédente, la matrice rotation a été calculée de façon à minimiser les
déformations du segment liées au mouvement des tissus mous. Une autre approche consiste à
considérer cette fois que le segment est déformable, et d’extraire à partir de la description du
mouvement du segment la rotation.
La description du mouvement d’un solide entre une configuration initiale C0 et une confi-
guration C(t) est faite à l’aide du tenseur de déformation F et du vecteur translation ~T . Dans
le cas ou l’on cherche à dissocier la notion de rotation de solide rigide et de déformation pure,
F représente une décomposition polaire ou transformation affine (Rubin and Solav [98]). Ce
tenseur F est alors composé d’un tenseur de rotation R et d’un tenseur de déformation pure
U . Cette composition peut se faire de deux façons :
— le solide subit une rotation puis une déformation pure (F = RU) ; c’est une description
Lagrangienne ;
— le solide subit d’abord une déformation pure V puis une rotation R (F = V R) ; c’est
une description Eulerienne.
R est un tenseur orthogonal, c’est à dire que RTR = RRT = 1 , det(R) = ±1. C’est donc
une matrice rotation dans le cas où le déterminant vaut 1. U et V sont des tenseurs symétriques
défini-positifs appelés respectivement tenseur des déformations pures droit et gauche.
Remarque : Pour un solide rigide, F = R, donc U = V = 1 , il n’y a donc pas de déformation.
Considérons le solide déformable (S), muni de n marqueurs et subissant une déformation
entre deux configurations C0 et C(t) comme illustré sur la figure III.3.
Soient X et x les centroïdes des marqueurs dans les configurations C0 et C(t) respectivement
tels que :
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R0 O −→x0
−→y0
−→z0
C0
M1
M2
M3
M4
M5
Mn
X
(S)
M1
M2
M3
M4
M5
Mn
x
(S)
C(t)
M1 M2
M3
M4
M5
Mnx
(S)
F
R
U
Figure III.3 – Solide subissant une transformation affine
X = 1
n
n∑
i=1
OMi (à C0)
x = 1
n
n∑
i=1
OMi (à C(t)) (III.12)
Soient également ∆Xi le vecteur ~XM i et ∆xi le vecteur ~xM i. Ainsi, chaque vecteur ~OM i
peut être décrit dans les deux configurations par :
~OM i‖C0 = Xi = X + ∆Xi
~OM i‖C(t) = xi = x+ ∆xi (III.13)
L’estimation xˆi de xi sous l’hypothèse d’une transformation affine de Xi s’écrit :
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xˆi = X + ~T + F∆ ~Xi (III.14)
avec ~T le vecteur translation du solide et F le tenseur affine.
Afin de trouver l’expression de T et F , on va chercher à minimiser l’erreur quadratique telle
que :
f(T, F ) =
n∑
i=1
(xi − xˆi) · (xi − xˆi)
f(T, F ) =
n∑
i=1
(xi −X − T − F∆Xi) · (xi −X − T − F∆Xi) (III.15)
En rappelant (III.13) et en développant, (III.15) devient :
f(T, F ) =
n∑
i=1
((x−X − T ) · (x−X − T ) + 2(x−X − T ) · (∆xi − F∆Xi)
+ (∆xi − F∆Xi) · (∆xi − F∆Xi)) (III.16)
En utilisant (III.12) l’équation (III.16) peut être réécrite sous la forme :
f(T, F ) =n(x−X − T ) · (x−X − T ) + 2
n∑
i=1
(x−X − T ) · (∆xi − F∆Xi)
+
n∑
i=1
(∆xi − F∆Xi) · (∆xi − F∆Xi) (III.17)
Ensuite, en calculant δf une variation de f(T, F ) par rapport à δT et δF , il vient :
δf =− 2n(x−X − T )δT − 2
n∑
i=1
(∆xi ⊗∆Xi − F∆Xi ⊗∆Xi)δF
+ 2
n∑
i=1
(−δT.(∆xi − F∆Xi)− δF.(x−X − T )) (III.18)
La translation T et F étant indépendants, δT et δF le sont aussi. Ainsi la valeur minimale
de f(T, F ) est obtenue quand les coefficients (δT, δF ) disparaissent. Cela implique :
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~T = x−X
F =
n∑
i=1
(∆xi ⊗∆Xi)(∆Xi ⊗∆Xi)−1 (III.19)
Finalement, la matrice rotation recherchée R est calculée par décomposition polaire de F
(Higham [61]) :
F = RU (III.20)
La matrice R issue de la décomposition polaire est unique et a comme propriété RTR =
1 3× 3. La matrice U est symétrique et définie positive. R est la matrice rotation rigide et U le
tenseur des déformations pures.
5 Validation par l’utilisation de pins intra-corticaux
Dans la section précédente, deux méthodes de calcul des matrices rotations ont été pro-
posées. Elles permettent d’avoir la rotation rigide d’un solide déformable, en minimisant le
mouvement du set de marqueurs lié aux masses molles dans le cas de la décomposition en
valeurs singulières, ou en extrayant la rotation rigide du tenseur de déformations dans le cas
de l’approximation affine. Afin de savoir laquelle de ces deux méthodes approche au mieux la
rotation de l’os, c’est à dire de la structure rigide du segment, des données provenant d’expéri-
mentations ayant recours à des pins intra-corticaux ont été utilisées.
Ces données, présentées dans cette section, sont issues d’un travail initié lors d’un séjour
effectué au sein du laboratoire de modélisation et de simulation du mouvement du professeur
Mickael Begon de l’université de Montréal. Lors de ce séjour, une analyse de ces données
provenant d’expérimentations réalisées dans l’équipe du professeur Toni Arndt du Karolinska
Institutet (Stockholm, Suède) a été réalisée.
5.1 Contexte de l’étude initiale
Quatre sujets ont été équipés de trois pins intra-corticaux : un fixé dans l’humérus, un dans
la clavicule et un dans la scapula. Chacun des pins étaient muni de quatre marqueurs (épaule
et clavicule) ou cinq (bras). Par ailleurs 45 marqueurs ont été placés de façon classique, c’est à
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dire sur la peau au moyen de ruban adhésif double-face (la liste des marqueurs ainsi que leur
emplacement sont détaillés en annexe A.1). Une vue globale du set de marqueurs est illustrée
sur la figure III.4.
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Figure III.4 – Disposition des marqueurs et pins sur le sujet 1
L’étude concerne l’analyse des mouvements de la vie quotidienne du membre supérieur tels
que manger, se peignier, atteindre ses lombaires, sa poche ou son aisselle. Ces expérimentations
contiennent aussi des essais fonctionnels pour les différents centres articulaires et enfin des
élévations et des rotations du membre supérieur dans différentes positions.
5.2 Calcul des matrices rotations
Les matrices rotations issues du tenseur affine et de la décomposition en valeurs singulières
ont été calculées avec les marqueurs du pins de l’humérus d’une part, et avec les marqueurs
cutanés du bras d’autre part.
Nous choisissons d’adopter les notations suivantes pour alléger l’écriture :
— R_SVD_Pin : la matrice rotation des marqueurs Pin calculée par SVD ;
— R_Aff_Pin : la matrice rotation des marqueurs Pin calculée par décomposition polaire
du tenseur affine ;
— R_SVD_Cut : la matrice rotation des marqueurs cutanés calculée par SVD ;
— R_Aff_Cut : la matrice rotation des marqueurs cutanés calculée par décomposition
polaire du tenseur affine.
5.2.1 Calcul des matrices rotations du Pin
Le pin implanté dans l’humérus est équipé de cinq marqueurs. Les matrices rotation R_SVD_Pin
et R_Aff_Pin, respectivement issues de la décomposition en valeurs singulières et de la décom-
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position polaire du tenseur affine F ont été calculées. Les neuf coefficients de ces deux matrices
sont présentées à la figure III.5, sur la partie gauche.
Figure III.5 – Neuf coefficients des matrices rotation R_SVD_Pin et R_Aff_Pin, (à gauche) et agran-
dissement du neuvième coefficient (à droite)
Ces deux matrices semblent être identiques. En zoomant sur les coefficients, une légère
différence peut être constatée, comme mis en lumière à la figure III.5, sur la partie droite.
Le pin de l’humérus pouvant être considéré comme un solide rigide par rapport aux tissus
mous, et comme souligné dans la remarque de la section 4, le tenseur affine F est donc égal à
la matrice rotation R. Il est donc normal de trouver un résultat équivalent pour les matrices
rotations du pin. Les différences observées proviennent des calculs numériques de ces matrices,
et du bruit lié à la mesure.
Puisque ces deux matrices sont équivalentes et représentent l’orientation de l’humérus, elles
peuvent être prises comme référence pour comparer les matrices rotations obtenues avec les
marqueurs cutanés. la matrice référence retenue sera R_SVD_Pin.
5.2.2 Calcul des matrices rotations issues des marqueurs cutanés
Cinq marqueurs cutanés sont placés sur le bras. Les matrices rotations R_SVD_Cut et
R_Aff_Cut ont été calculées, et les neuf coefficients de ces matrices sont présentés à la figure
III.6 :
Les coefficients des matrices R_SVD_Cut, R_Aff_Cut et de la référence sont différents.
Afin de pouvoir quantifier cette différence, il est plus simple d’avoir un scalaire que de compa-
rer les coefficients des matrices. Un formalisme permettant cela est celui des quaternions. Le
quaternion est un vecteur de dimension (4×1) et représente une matrice rotation comme étant
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Figure III.6 – neuf coefficients de R_SVD_Cut et R_Aff_Cut
un vecteur ~u tournant d’un angle α.
Le passage d’une matrice rotation vers un quaternion s’effectue comme suit :
— soient la matrice rotationR =

R11 R12 R13
R21 R22 R23
R31 R32 R33
 et le quaternion correspondant q =

q1
q2
q3
q4
,
— q4 =
√
1+trace(R)
2 ,
— q1 = R32−R234×q4 ,
— q2 = R13−R314×q4 ,
— q3 = R21−R124×q4 .
Ainsi la représentation d’une matrice identité (de rotation nulle) sous la forme d’un quater-
nion est :
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R =

1 0 0
0 1 0
0 0 1
→ q =

0
0
0
1
 (III.21)
Or, si les matrices rotations calculées par décomposition en valeurs singulières ou par trans-
formation affine avec les marqueurs du pin et les marqueurs cutanés sont équivalentes, on a la
propriété suivante :
RrefR
T = 1 3×3
Par conséquent l’angle du quaternion obtenu devrait être nul pour chacun de ces produits.
L’erreur en terme d’angle peut donc être quantifiée en calculant l’angle du quaternion obtenu
à partir de ce produit de matrices rotations, tel que :
α = 2 arccos(q4) (III.22)
Remarque :
L’erreur calculée avec l’équation III.22 est en radian, les résultats sont donnés en degrés.
Les quaternions correspondants aux produits de chaque matrice rotation, calculée avec les
marqueurs cutanés et avec la transformation affine des marqueurs du pin, ont été calculés.
L’erreur quadratique moyenne ainsi que l’erreur maximale ont été calculées entre la matrice
rotation de référence et chaque autre matrice rotation. Les résultats sont donnés au tableau
III.1 :
RMSE Max RMSE Max RMSE Max
Ref/R_AffPin Ref/R_AffPin Ref/R_SVDCut Ref/R_SVDCut Ref/R_AffCut Ref/R_AffCut
0.39 1.24 10.96 15.59 11.38 18.68
Tableau III.1 – RMSE et max de l’erreur en degrés entre la référence et chaque autre matrice rotation
On constate une erreur faible entre la référence et la R_Aff_Pin, ce qui est logique puisque
ces matrices rotations sont très proches, du fait de la rigidité du pin. On constate également
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que les erreurs obtenues pour la rotation issue des marqueurs cutanés par décomposition en
valeurs singulières et par transformation affine sont équivalentes. Cependant, cette erreur est
tout de même de l’ordre de 11°.
Puisque le bras est muni de cinq marqueurs cutanés, il est possible, en prenant toutes les
combinaisons de 4 marqueurs, de voir l’influence des marqueurs choisis sur cette erreur.
Cette erreur a donc été calculée pour les C45 =
(
4
5
)
= 5 combinaisons possibles de marqueurs.
Les résultats sont donnés dans le tableau III.2 :
C RMSE Max RMSE MaxRef/R_SVDCut Ref/R_SVDCut Ref/R_AffCut Ref/R_AffCut
1 11.48 16.96 7.23 11.76
2 11.79 18.01 12.09 18.78
3 11.00 15.83 11.47 18.86
4 9.23 16.69 5.38 8.63
5 11.02 17.79 10.54 19.24
Tableau III.2 – Erreur quadratique moyenne et erreur maximale, en degrés, de chaque matrice rotation
par rapport à la référence pour chaque combinaison de marqueurs cutanés
Les combinaisons 1, 2, . . . , 5 correspondant aux marqueurs utilisés, sont explicitées au ta-
bleau III.3 :
Combinaison marqueurs
1 DELT, ARMl, ARMm, EPICl
2 ARMl, ARMm, EPICl, EPICm
3 ARMm, EPICl, EPiCm, DELT
4 EPICl, EPiCm, DELT, ARMl
5 EPICm, DELT, ARMl, ARMm
Tableau III.3 – marqueurs utilisés pour chaque combinaison
5.3 Discussion
Chaque combinaison de 4 marqueurs induit une erreur moyenne et maximale différente, et
la meilleur combinaison de marqueurs parmi les 5 choisis est la quatrième, que ce soit pour
la matrice rotation calculée par décomposition en valeurs singulières ou par transformation
affine. L’erreur quadratique moyenne obtenue est de 9,23° pour R_SVD_Cut et 5,38° pour
R_Aff_Cut. Ces résultats sont meilleurs que le calcul de la matrice rotation avec cinq mar-
queurs (10,96° pour la décomposition en valeurs singulières, et 11,38° pour la transformation
affine). On constate également que l’erreur quadratique moyenne obtenue avec la meilleure com-
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binaison de 4 marqueurs est plus petite pour la transformation affine que pour la décomposition
en valeurs singulières (42 % d’écart entre ces deux erreurs).
Cependant, cette combinaison optimale de marqueurs n’est identifiable que si l’on a accès à
une référence. Il n’est pas possible d’équiper chaque sujet d’un pin intra-cortical. Par conséquent,
les deux méthodes de calcul de la matrice rotation seront implémentées pour l’identification
des paramètres inertiels, et la méthode retenue sera celle qui minimise l’écart-type des valeurs
identifiées.
Un dernier aspect important dans le calcul des matrices rotations est leur consistance lorsque
l’on les dérive (Silva and Ambrósio [107]). Cette aspect sera traité dans la section suivante.
6 Consistance des dérivées des matrices rotations
Du fait du filtrage de la cinématique utilisée pour calculer les matrices rotations segmen-
taires, et des dérivations numériques pour le calcul de leur dérivées, on peut observer une
perte de cohérence dans les matrices R˙ et R¨. Par définition les matrices rotations possèdent les
propriétés mathématiques suivantes :
RRT = RTR = 1 3x3 (III.23)
det(R) = 1 (III.24)
Sa dérivée temporelle notée R˙ possède elle aussi une propriété mathématique :
R˙RT = j(Ω) (III.25)
j(Ω) étant le pré-produit vectoriel du vecteur taux de rotation −→Ω , cette matrice est antisy-
métrique par construction.
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Comme le montre les coefficients de cette matrice issus d’une expérimentation, illustrés à
la figure III.7 , il apparaît une inconsistance dans les termes diagonaux, qui devraient être
strictement nuls :
Figure III.7 – Composantes de j(Ω)
La matrice j(Ω) est donc corrigée en forçant les termes diagonaux à être nuls, et en calculant
la moyenne absolue des termes symétriques par rapport à la diagonale. Ces termes sont ensuite
remis dans j(Ω) et affecté du même signe qu’ils avaient à l’origine, afin de respecter la propriété
d’antisymétrie :
— j(Ω)(i, j) = 0 si i = j,
— j(Ω) = 0, 5(j(Ω)− j(Ω)T )
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Ainsi, comme illustré à la figure III.8, la matrice j(Ω) est imposée anti-symétrique.
Figure III.8 – Coefficients des matrices j(Ω) et j(Ω) corrigé
Ensuite, la dérivée de la matrice rotation R˙ est recalculée, conformément à (III.25), telle
que :
R˙cor = j(Ω)R
Néanmoins, la correction apportée ne change que très peu R˙. Pour illustrer cela, la figure
III.9 représente la différence entre les composantes de R˙ et R˙cor, diff = R˙cor − R˙.
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Figure III.9 – différence de chacune des composantes de R˙ avant et après l’étape de correction
A la figure III.10 sont représentées cette différence et les coefficients de la dérivée de la
matrice rotation corrigée R˙cor :
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Figure III.10 – R˙ corrigée et différence entre R˙ et R˙cor
La dérivée seconde de R est corrigée en dérivant R˙, à partir de (III.25) :
R¨ = ˙j(Ω)corR + j(Ω)corR˙cor
Ici encore, la correction apportée ne change que très peu R¨. La différence entre les compo-
santes de R¨ et R¨cor est mise en lumière à la figure III.11 :
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Figure III.11 – différence de chacune des composantes de R¨ avant et après l’étape de correction
Cette différence absolue et les coefficients de la dérivée seconde de la matrice rotation corrigée
R¨ sont présentées à la figure III.12 :
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Figure III.12 – R¨ corrigée et différence entre R¨ et R¨cor
7 Conclusions du Chapitre III
Au cours de ce chapitre, deux méthodes de calcul des matrices rotations ont été développées,
à partir d’un nombre de marqueurs supérieur à 3. La première est basée sur une décomposition
en valeurs singulières. La deuxième est extraite d’une transformation affine F, par décomposition
polaire de ce tenseur F.
Ces méthodes ont été comparées en utilisant des expérimentations avec un pin intra-cortical
dans l’humérus. Les matrices rotations calculées à partir des marqueurs du pin par décompo-
sition en valeurs singulières et par transformation affine sont équivalentes, ce qui est en accord
avec le fait que le pin et l’humérus sont des solides rigides. La matrice rotation de référence
choisie a été la matrice rotation calculée par décomposition en valeurs singulières.
Les matrices rotations déterminées à partir de ces deux méthodes ont aussi été calculées en
utilisant les marqueurs cutanés. Afin de comparer la référence et ces matrices, le formalisme des
quaternions a été utilisé car il permet d’avoir la rotation exprimée sous la forme d’un vecteur
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tournant autour d’un angle. Cet angle a constitué le critère de performance des matrices rota-
tions calculées. Les résultats montrent que lorsque cinq marqueurs sont utilisés, les méthodes
de calcul des matrices rotations sont équivalentes.
Si quatre marqueurs seulement sont utilisés, les résultats montrent qu’une combinaison opti-
male de marqueurs existe et que la rotation issue de la transformation affine est plus performante
(5,38° d’erreur quadratique moyenne contre 9,23° pour la rotation obtenue par décomposition
en valeurs singulières). Cependant, ce critère de performance s’appuie sur la référence, et il n’est
pas possible d’instrumenter chaque sujet avec un pin intra-cortical. La solution choisie est donc
d’implémenter les deux méthodes de calcul de la matrice rotation dans les algorithmes d’iden-
tification des paramètres inertiels, et de conserver celle qui minimise l’écart-type des valeurs
des paramètres identifiés.
Enfin, une méthode de correction du calcul des dérivées de la matrice rotation est proposée
afin de pallier aux erreurs liées à la dérivation numérique.
Le chapitre suivant va comparer les différents paramètres d’entrée des algorithmes d’identi-
fication des PIS, mis en lumières dans les chapitres I et III.
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Chapitre IV
Identification des paramètres inertiels du
membre supérieur
1 Protocole expérimental
Afin d’illustrer la méthode développée au chapitre II, une campagne d’essais a été menée
afin d’identifier les paramètres inertiels des segments des deux membres supérieurs de dix-huit
sujets. L’âge des sujets va de 24 à 31 ans avec un âge moyen de 25,6 ±2,0 ans, pour une taille
allant de 1,67 à 1,92 m avec une taille moyenne de 1,797 ±0,065 m, pour une masse allant de
60,1 à 138,5 kg, avec une masse moyenne de 81,5 ±18,7 kg.
Les segments identifiés sont l’ensemble (avant-bras + main) et le bras droit. Afin d’identifier
les PIS des ces 4 segments, 44 marqueurs réfléchissants sont placés sur les sujets : 12 sur le tronc,
10 sur chaque avant-bras et 6 sur chaque bras, comme illustré à la figure IV.1.
Figure IV.1 – Placement des 44 marqueurs
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Les trajectoires de ces 44 marqueurs sont acquises par 20 caméras (Vicon, Nexus) à une
fréquence de 250Hz. Dans le même temps le torseur externe sous les pieds des sujets est mesuré
par une plateforme de force (Kislter) à une fréquence de 1000Hz.
Après avoir été informé du déroulement de l’expérimentation et avoir donné son consente-
ment, chaque sujet a effectué 5 essais suivant le protocole suivant :
1. Le sujet monte sur la plateforme et reste en position anatomique de référence durant 2
secondes,
2. Le sujet effectue 5 mouvements de flexion/extension du membre supérieur droit, d’am-
plitude maximale ± 90°,
3. le sujet effectue 5 mouvements d’abduction/adduction du membre supérieur droit, d’am-
plitude maximale 90°,
4. le sujet effectue 5 mouvements de circumduction du membre supérieur,
5. le sujet effectue 5 mouvements de flexion/extension du coude, dans deux positions dif-
férentes de l’avant-bras,
6. le sujet effectue 5 mouvements de prono-supination, dans deux position différentes de
l’avant-bras.
Durant toute la durée de l’expérimentation les sujets avaient pour consigne de garder le
tronc le plus immobile possible. Les étapes 2, 3 et 4 du protocole constituent les mouvements
fonctionnels nécessaire à la l’estimation du centre articulaire GH, et sont réalisés en gardant le
coude fixe, afin de ne pas avoir de mouvement entre l’avant-bras et le bras. L’étape 5 correspond
au mouvement fonctionnel servant à la localisation de l’axe de rotation du coude.
2 Identification des paramètres inertiels des segments
du membre supérieur
Une fois les mesures effectuées, des opérations sont nécessaires sur les données avant de
procéder à l’identification.
1. la première étape consiste à ré-échantillonner les signaux de la plateforme de force. En
effet, la fréquence d’acquisition de la plateforme est de 1000Hz alors que celle des caméras
est de 250Hz. Pour cela, une interpolation par spline cubique est utilisée. De plus, les
signaux issus de la plateforme sont également filtrés avec un filtre de Butterworth, d’ordre
5 et de fréquence de coupure 20Hz.
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2. Les repères techniques du bras et de l’avant-bras sont ensuite calculés.
3. Les centres articulaires de GH et du coude sont déterminés.
4. Les repères anatomiques sont ensuite construits, en utilisant les centres articulaires pré-
cédemment déterminés et selon les travaux de Dumas et al. [42].
5. Les accélérations segmentaires, représentées par l’accélération du marqueur moyen de
chaque segment, ainsi que les dérivées secondes des repères anatomiques sont calculées.
6. Les PIS liés à la force résultante, c’est à dire les masses segmentaires et les localisa-
tions des centres de masse des segments sont ensuite calculées par la méthode vectorielle
(II.51). Comme le tronc est considéré comme étant immobile, l’équation est cependant
simplifiée et seul 9 paramètres sont recherchés :

mbras ~GHGbras
mbras
mavb+m ~CoudeGavb+m
mavb+m
 = Pinv(
[
R¨bras ~Γbras R¨avb+m ~Γavb+m ~g
]
)×
[
~F
]
7. Les coordonnées des centres de masses identifiés sont exprimées dans les repères tech-
niques. Pour pouvoir comparer les résultats obtenus aux tables anthropométriques, ces
coordonnées sont exprimées dans les repères anatomiques.
8. Les matrices d’accélération généralisée (II.45), de rotation généralisée (II.46), et le tor-
seur externe sous forme de matrice anti-symmétrique (II.47) sont construites.
9. La matrice solution initiale J0 est ensuite construite à partir des paramètres identifiés
à l’étape 6 et des longueurs segmentaires (II.50). De plus, comme le tronc est supposé
immobile et que le torseur externe est exprimé au point GH, la matrice J est simplifiée :
J =

Kavb+m mavb+m ~CGavb+m ⊗ Lb 03×3 mavb+m ~CGavb+m
(mavb+m ~CGavb+m ⊗ Lb)T Kb +mavb+mLb ⊗ Lb 03×3 mb ~GHGb +mavb+mLb
03×3 03×3 Kr mr ~GHGr
(mavb+m ~CGavb+m)T (mb ~GHGb +mavb+mLb)T (mr ~GHGr)T mt

où l’indice b dénote le bras, l’indice avb+m dénote l’ensemble avant-bras + main, l’in-
dice r dénote le reste du corps et mt la masse totale.
La matrice initiale J0 est initialisée par une matrice identité de dimension 10 × 10 à
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laquelle on rajoute les termes identifiés en translation à l’étape 6 :
J0 =

1 3×3 mavb+m ~CGavb+m ⊗ Lb 03×3 mavb+m ~CGavb+m
(mavb+m ~CGavb+m ⊗ Lb)T 1 3×3 03×3 mb ~GHGb +mavb+mLb
03×3 03×3 1 3×3 03×1
(mavb+m ~CGavb+m)T (mb ~GHGb +mavb+mLb)T 01×3 1

10. L’algorithme du gradient conjugué projeté est ensuite utilisé pour déterminer les matrices
d’inertie segmentaires.
3 Analyse de l’influence de la méthode de calcul de la
matrice rotation
Les repères ou matrices rotations interviennent dans les méthodes vectorielles et matricielles
des algorithmes d’identification. Afin de déterminer la matrice optimale pour l’identification,
les PIS identifiés avec les matrices issues de la transformation affine, de la décomposition en
valeurs singulières et les repères anatomiques ont été comparés. Un exemple de ces comparaisons
est illustré au tableau IV.1. Les valeurs de régression de la table de Dumas et al. [42] y sont
également données. Cette table a été choisie car c’est un des rares modèles à fournir des matrices
d’inertie non diagonales et des positions des centres de masse non alignées sur l’axe longitudinal
du segment. Quatre combinaisons ont été testées :
1. Les matrices affines et l’accélération du marqueur moyen des segments bras et (avant-
bras+main) ;
2. les matrices SVD et l’accélération du marqueur moyen des segments bras et (avant-
bras+main) ;
3. les repères anatomiques et l’accélération du marqueur moyen des segments bras et (avant-
bras+main) ;
4. les repères anatomiques et l’accélération du marqueur moyen composé des 3 marqueurs
utilisés pour construire les repères anatomiques.
En ce qui concerne les paramètres identifiés en translation, c’est à dire les masses et les
positions des centres de masse, le choix de la matrice rotation optimisée, c’est à dire SVD
ou affine n’affecte pas significativement les PIS. On note cependant que l’écart-type diminue
sensiblement lorsque l’on utilise la matrice rotation affine. En revanche, Les PIS identifiés en
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Dumas RAff 6 mark RSV D 6 mark RAnat 6 mark RAnat 3 mark
M¯ σ M¯ σ M¯ σ M¯ σ
mbras 1.894 1.834 0.117 1.911 0.106 1.731 0.156 1.961 0.237
mavb+m 1.815 1.796 0.079 1.755 0.061 1.787 0.155 1.133 0.228
Lbras 0.300 0.300 0.004 0.300 0.003 0.300 0.003 0.300 0.003
Lavb 0.249 0.249 0.001 0.249 0.001 0.249 0.001 0.249 0.001
GHGb
0.005 -0.008 0.006 -0.009 0.005 -0.009 0.009 -0.011 0.008
-0.136 -0.189 0.002 -0.186 0.003 -0.220 0.012 -0.265 0.015
-0.008 0.019 0.003 0.022 0.004 0.012 0.002 0.007 0.002
CoudeGavb
0.004 -0.001 0.006 0.001 0.003 0.002 0.005 -0.010 0.011
-0.159 -0.173 0.003 -0.177 0.005 -0.162 0.014 -0.278 0.047
0.004 0.010 0.004 0.012 0.005 0.006 0.002 0.007 0.010
mtotale 78.935 78.935 0.025 78.938 0.024 78.938 0.024 78.938 0.024
Ibrasii en GH
0.0513 0.0518 0.0061 0.0546 0.0089 0.0616 0.0150 0.1100 0.0219
0.0035 0.0059 0.0029 0.0049 0.0033 0.0054 0.0032 0.0044 0.0024
0.0523 0.0550 0.0076 0.0569 0.0096 0.0656 0.0165 0.1137 0.0224
Iavb+mii au coude
0.0695 0.0726 0.0089 0.1128 0.0774 0.1028 0.0618 0.1107 0.0936
0.0015 0.0038 0.0051 0.0045 0.0065 0.0026 0.0026 0.0024 0.0008
0.0688 0.0745 0.0013 0.1148 0.0777 0.1043 0.0621 0.1123 0.0943
Tableau IV.1 – Comparaison des PIS identifiés en fonction des matrices rotations utilisées, pour le sujet
10
translation, à l’aide des repères anatomiques, s’éloignent des valeurs de référence. L’écart-type
augmente également, montrant une plus grande dispersion des résultats obtenus à l’aide des
repères anatomiques.
Le tableau IV.1 contient également les termes principaux d’inertie Ixx, Iyy et Izz, issus de
l’identification par la méthode matricielle. De façon analogue à la méthode vectorielle, les PIS
identifiés sont plus proches de la référence lorsque l’identification est faite avec les matrices rota-
tions optimisées. Cela est particulièrement vrai pour l’inertie de l’ensemble (avant-bras+main).
Le choix de la matrice rotation optimale pour l’identification des PIS se porte donc sur
la matrice issue de la décomposition polaire du tenseur affine. Une fois la matrice rotation
optimale choisie, le choix de la méthode de filtrage peut être effectué.
4 Analyse de l’influence de filtrage de la cinématique
Les différents filtres implémentés ont pour vocation de réduire le bruit présent dans les
signaux issus du système opto-électronique. Ils vont avoir d’autant plus d’influence que ces
signaux sont dérivées pour calculer les accélérations segmentaires et les dérivées secondes des
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matrices rotations.
Puisque des valeurs de référence pour les accélérations ne sont pas disponibles, le critère de
pertinence du filtre va être basé sur les résultats de l’identification des paramètres inertiels, à
partir des signaux traités.
Pour que le filtre étudié soit pertinent il faut que les paramètres identifiés grâce aux données
filtrées soient cohérents (masses négatives, trop importantes ou trop faibles, localisation des
centres de gravité incohérente) et que l’écart-type parmi les 5 essais d’un même sujet soit
réduit.
4.1 le filtre de Butterworth
Comme il a été explicité dans le chapitre I, le filtre de Butterworth est paramétré par sa
fréquence de coupure et son ordre.
Pour sélectionner la fréquence de coupure, il faut analyser le signal de position dans son
domaine fréquentiel. Pour analyser uniquement le signal correspondant au mouvement du mar-
queur, le signal de position a été recentré sur zéro. Pour cela la moyenne du signal a été
soustraite de celui-ci. La transformée de Fourier discrète de ce signal a ensuite été calculée.
Un exemple est présentée à la figure IV.2, pour la composante selon l’axe ~x du marqueur
du radius (RRAD).
Le spectre de ce signal est composé d’un fondamental et de plusieurs harmoniques. A partir
de 4Hz, l’amplitude du signal est très faible. Cela est aussi vrai pour les autres composantes et
les autres marqueurs.
En conséquence, le filtre de Butterworth a été paramétré avec une fréquence de coupure de
6Hz. L’ordre choisi est de 2, en accord avec la littérature (Winter [118]).
94
IV.4 Analyse de l’influence de filtrage de la cinématique
Figure IV.2 – FFT discrète du marqueur du radius droit
4.2 lissage de savitsky-golay
Le lissage de Savitsky-Golay est choisi d’ordre 3 afin de pouvoir tenir compte de la courbure
du signal, ainsi que des points d’inflexion, comme vu au chapitre I. Nous avons testé plusieurs
tailles de fenêtre. Les résultats seront présentés pour des tailles de fenêtre de 5 et 15 points de
large.
Un autre filtre basée sur une moyenne glissante simple est également implémenté, avec une
taille de fenêtre de 4.
4.3 lissage par splines
La méthode retenue pour le lissage par spline est l’algorithme développé dans les travaux
de Garcia [50].
La fonction à minimiser est :
min
sλ(t)
( 1
n
n∑
i=1
(yi − s(ti))2 + λ
∫
t
(s(d)(ti))2dt) (IV.1)
et le λ optimal est automatiquement obtenu en minimisant l’indice de validation croisée
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généralisé (GCV score).
4.4 analyse spectrale singulière (SSA)
Cette méthode de filtrage a été détaillée dans le chapitre I, mais rappelons succinctement
qu’elle consiste à construire une matrice X dite de Hankel, à partir d’un fenêtrage du signal.
Chaque colonne de cette matrice représente la portion du signal comprise dans cette fenêtre
glissante de largeur L, telle que :

x1 x2 . . . xL
x2 x3 . . . xL+1
... ... . . . ...
xL xL+1 . . . xN−L+1

La matrice XXT est ensuite décomposée en L matrices élémentaires Ei par décomposition
en valeurs singulières. Ces L matrices sont alors classées par ordre de valeurs propres non nulles
décroissantes et la matrice Xfilt est ensuite reconstruite en choisissant les r premières matrices
élémentaires. Cette reconstruction du signal à partir des r première matrices élémentaires cor-
respond à l’hypothèse faite que le signal est constitué des ces matrices et que les bruits sont
contenus dans les matrices de plus faible valeurs propres.
Il y a donc deux paramètres à identifier pour pouvoir appliquer ce filtre, la longueur de la
fenêtre L et le nombre r de matrices élémentaires servant à la reconstruction du signal de base.
Dans leurs travaux, Alonso et al. [4] conseillent de prendre une largeur de fenêtre égale à
la moitié de la longueur du signal, afin d’avoir la décomposition la plus détaillée. Cependant,
les signaux provenant du système opto-électronique étant échantillonnés à 250 Hz, ils ont une
taille de plus de 20 000 points.
En prenant L = 10000, la matrice à décomposer en valeurs singulières est de dimension
10000× 10000. Ce n’est pas réalisable, du point de vue de la puissance de calcul.
Une première largeur de fenêtre de 100 points a donc été sélectionnée, et la courbe des
valeurs propres, classées par ordre décroissant, pour le signal d’un marqueur a été tracée, à la
figure IV.3 :
Même avec cette taille de fenêtre ’réduite’ par rapport aux recommandations de Alonso
et al. [4], on constate que les premières matrices élémentaires constituent la plus grande partie
du signal, et que le bruit est contenu dans les matrices élémentaires suivantes. Ainsi, le nombre
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Figure IV.3 – Valeurs propres de XTX pour un fenêtrage de largeur 100
de matrices r à sélectionner peut être déterminé de manière automatique dès que la valeur de
λ stagne.
4.5 Impact des filtres sur l’identification des paramètres inertiels
Les différents filtres utilisés ont été appliqué soit aux positions des marqueurs soit aux
quantités dérivées, c’est à dire les accélérations segmentaires et les dérivées secondes des matrices
rotations.
Les tableaux IV.2 et IV.3 regroupent les paramètres moyens et les écarts-types associés du
sujet 10, pour chaque méthode de filtrage utilisée et appliquée sur les positions des marqueurs :
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Filtre Aucun filtre Butterworth 6hz Butterworth 15Hz Butterworth 50Hz
Dumas M¯ σ M¯ σ M¯ σ M¯ σ
m_bras 1.8944 1.834 0.117 3.325 0.713 2.800 0.386 1.988 0.114
m_avb+m 1.8155 1.796 0.079 1.580 0.645 1.608 0.245 1.801 0.071
Lbras 0.3 0.300 0.004 0.300 0.004 0.300 0.004 0.300 0.004
Lavb 0.249 0.249 0.000 0.249 0.000 0.249 0.000 0.249 0.000
CGbras
0.005 -0.008 0.007 -0.012 0.011 -0.011 0.008 -0.013 0.008
-0.136 -0.189 0.002 -0.102 0.062 -0.145 0.015 -0.187 0.005
-0.008 0.019 0.003 -0.010 0.009 0.000 0.006 0.016 0.005
Cgavb+m
0.004 -0.001 0.006 0.002 0.016 0.005 0.011 0.004 0.006
-0.159 -0.173 0.003 -0.215 0.073 -0.196 0.027 -0.172 0.005
0.004 0.010 0.004 0.014 0.021 0.002 0.013 0.010 0.003
m_totale 78.935 78.935 0.025 78.939 0.024 78.938 0.024 78.938 0.024
Ixx bras 0.0513 0.0518 0.0061 0.2752 0.0977 0.2382 0.0478 0.1093 0.0417
Iyy bras 0.0035 0.0059 0.0029 0.0216 0.0096 0.0117 0.0062 0.0098 0.0025
Izz bras 0.0523 0.0550 0.0076 0.2789 0.1018 0.2480 0.0517 0.1167 0.0405
Ixx avb+m 0.0695 0.0726 0.0089 0.0835 0.0187 0.0960 0.0165 0.1276 0.0851
Iyy avb+m 0.0015 0.0038 0.0051 0.0191 0.0070 0.0083 0.0035 0.0029 0.0029
Izz avb+m 0.0688 0.0745 0.0013 0.0887 0.0222 0.1007 0.0187 0.1290 0.0867
Tableau IV.2 – moyennes et écarts-types des PIS identifiés pour le sujet 10, en fonction de la méthode
de filtrage, partie I
Filtre Garcia Spline S-Golay 5 S-Golay 15 SSA r13
M¯ σ M¯ σ M¯ σ M¯ σ
m_bras 2.212 0.101 1.898 0.112 2.559 0.170 2.658 0.295
m_avb+m 1.744 0.077 1.797 0.073 1.694 0.118 1.629 0.208
Lbras 0.300 0.004 0.300 0.004 0.300 0.004 0.300 0.004
Lavb 0.249 0.000 0.249 0.000 0.249 0.000 0.249 0.000
CGbras
-0.017 0.009 -0.010 0.007 -0.014 0.008 -0.012 0.009
-0.181 0.006 -0.189 0.004 -0.159 0.008 -0.158 0.011
0.013 0.005 0.017 0.004 0.006 0.006 0.004 0.007
Cgavb+m
0.007 0.007 0.002 0.006 0.007 0.008 0.005 0.011
-0.179 0.008 -0.172 0.004 -0.182 0.010 -0.192 0.022
0.011 0.005 0.011 0.004 0.004 0.008 0.000 0.012
m_totale 78.938 0.024 78.938 0.024 78.938 0.024 78.938 0.024
Ixx bras 0.1590 0.0297 0.0724 0.0184 0.2062 0.0343 0.2280 0.0432
Iyy bras 0.0120 0.0028 0.0074 0.0027 0.0122 0.0049 0.0113 0.0054
Izz bras 0.1690 0.0303 0.0774 0.0187 0.2168 0.0373 0.2377 0.0462
Ixx avb+m 0.1092 0.0158 0.0845 0.0066 0.1019 0.0156 0.1003 0.0159
Iyy avb+m 0.0046 0.0032 0.0019 0.0018 0.0060 0.0030 0.0073 0.0034
Izz avb+m 0.1116 0.0167 0.0853 0.0066 0.1057 0.0171 0.1049 0.0178
Tableau IV.3 – moyennes et écarts-types des PIS identifiés pour le sujet 10, en fonction de la méthode
de filtrage, partie II
On constate que quelque soit le filtre utilisé, les valeurs des PIS augmentent jusqu’à des
valeurs aberrantes. Cela peut correspondre à un lissage trop important qui écrase les valeurs
d’accélérations, et donc qui augmente mathématiquement la masse.
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Concernant le filtre de Butterworth, on constate que les résultats sont éloignés de la référence
même avec un fréquence de coupure de 50Hz.
Une hypothèse concernant le filtrage peut être avancée, à savoir que puisque les artefacts de
mouvement de peau possèdent une composante basse fréquence et haute fréquence, les filtres de
Butterworth ou l’analyse spectrale singulière n’éliminent que les composantes haute fréquence
et donc les signaux demeurent bruités. Ceci, couplé au fait que l’accélération est trop lissée
entraînent cette augmentation des masses segmentaires et des inerties.
Les tableaux IV.4 et IV.5 regroupent les paramètres moyens et les écarts-types associés du
sujet 10, pour chaque méthode de filtrage utilisée et appliquée sur les accélérations segmentaires
et les dérivées secondes des matrices rotation :
Filtre Butterworth 6hz Butterworth 15Hz Butterworth 50Hz
M¯ σ M¯ σ moyenne sigma
m_bras 3.360 0.740 2.802 0.389 1.988 0.114
m_avb+m 1.567 0.669 1.597 0.247 1.801 0.071
Lbras 0.300 0.004 0.300 0.004 0.300 0.004
Lavb 0.249 0.000 0.249 0.000 0.249 0.000
CGbras
-0.012 0.012 -0.011 0.009 -0.013 0.008
-0.101 0.067 -0.147 0.015 -0.187 0.005
-0.011 0.010 0.000 0.006 0.016 0.005
Cgavb+m
0.001 0.018 0.005 0.011 0.004 0.006
-0.222 0.089 -0.197 0.027 -0.173 0.005
0.013 0.024 0.002 0.014 0.010 0.003
m_totale 78.939 0.024 78.938 0.024 78.938 0.024
Ixx bras 0.0777 0.0550 0.0708 0.0202 0.0586 0.0085
Iyy bras 0.0066 0.0018 0.0120 0.0148 0.0057 0.0037
Izz bras 0.0813 0.0562 0.0813 0.0267 0.0623 0.0077
Ixx avb+m 0.0963 0.0404 0.0943 0.0522 0.1210 0.0891
Iyy avb+m 0.0026 0.0016 0.0181 0.0352 0.0034 0.0034
Izz avb+m 0.0965 0.0410 0.1104 0.0863 0.1230 0.0893
Tableau IV.4 – moyennes et écarts-types des PIS identifiés pour le sujet 10, en fonction de la méthode
de filtrage utilisée pour les quantités dérivées, partie I
Le même phénomène apparaît lorsque les signaux filtrés sont les accélérations et les dérivées
secondes des matrices rotations.
Les conclusions des essais de filtrage des signaux d’entrée sont que les paramètres identifiés
en translation, à savoir les masses et les centres de masse segmentaires, ne doivent pas être
filtrés, et que les dérivées secondes des matrices rotations utilisées pour l’identification des
matrices d’inertie segmentaires doivent l’être. Le lissage le plus performant est une simple
moyenne glissante d’une largeur de 4 points. Tous les résultats sont donnés pour le sujet 10,
mais les études de l’influence du filtrage ont été menés sur les 18 sujets. Les résultats, en terme
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Filtre Garcia Spline S-Golay 5 S-Golay 15 SSA r13
M¯ σ M¯ σ M¯ σ M¯ σ
m_bras 4.148 0.663 1.898 0.112 2.558 0.171 2.370 0.178
m_avb+m 1.736 0.369 1.797 0.073 1.693 0.118 1.707 0.062
Lbras 0.300 0.004 0.300 0.004 0.300 0.004 0.300 0.004
Lavb 0.249 0.000 0.249 0.000 0.249 0.000 0.249 0.000
CGbras
-0.019 0.018 -0.010 0.007 -0.014 0.008 -0.001 0.012
-0.054 0.036 -0.189 0.004 -0.159 0.008 -0.182 0.009
-0.009 0.008 0.017 0.004 0.006 0.006 0.019 0.005
Cgavb+m
-0.009 0.031 0.002 0.006 0.007 0.008 0.002 0.006
-0.203 0.052 -0.172 0.004 -0.182 0.011 -0.172 0.006
0.004 0.029 0.011 0.004 0.004 0.008 0.007 0.006
m_totale 78.938 0.024 78.938 0.024 78.938 0.024 78.938 0.024
Ixx bras 0.0454 0.0403 0.0545 0.0094 0.2064 0.0343 0.2121 0.0242
Iyy bras 0.0090 0.0040 0.0065 0.0049 0.0122 0.0049 0.0099 0.0052
Izz bras 0.0514 0.0423 0.0586 0.0101 0.2170 0.0373 0.2176 0.0208
Ixx avb+m 0.0792 0.0116 0.1156 0.0876 0.1019 0.0156 0.0396 0.0052
Iyy avb+m 0.0057 0.0055 0.0033 0.0032 0.0059 0.0030 0.0015 0.0016
Izz avb+m 0.0804 0.0116 0.1175 0.0880 0.1057 0.0171 0.0403 0.0051
Tableau IV.5 – moyennes et écarts-types des PIS identifiés pour le sujet 10, en fonction de la méthode
de filtrage utilisée pour les quantités dérivées, partie II
d’erreur quadratique, pour les 18 sujets et les différentes méthodes de filtrage est donné au
tableau A.2, en annexe.
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Les PIS identifiés pour chacun des 18 sujets sont présentés aux figures IV.4, IV.5, IV.6, IV.7,
IV.8, IV.9, IV.10, IV.11, IV.12, et IV.13 ; et le détail des moyennes et écarts-types de chaque
sujet sont également présentées en annexe, aux tableaux A.3, A.4 et A.5. Les PIS estimés par
la table de Dumas et al. [42], et les termes d’inertie estimés avec le modèle mathématique de
Hanavan [57] sont également présentés.
Figure IV.4 – Masses (kg) identifiées et esti-
mées du bras avec la table de Dumas des 18 sujets
Figure IV.5 – Masses (kg) identifiées et esti-
mées de l’ensemble (avbras+main) avec la table
de Dumas des 18 sujets
Figure IV.6 – Position du centre de masse, par
rapport à GH (m) identifiées et estimées du bras
avec la table de Dumas des 18 sujets
Figure IV.7 – Position du centre de masse, par
rapport au coude (m) identifiées et estimées de
l’ensemble (avbras+main) avec la table de Dumas
des 18 sujets
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Figure IV.8 – Moment principal d’inertie, au-
tour de l’axe ~x, en GH (kg.m2), identifiées et esti-
mées du bras avec la table de Dumas des 18 sujets
Figure IV.9 – Moment principal d’inertie, au-
tour de l’axe ~y, en GH (kg.m2), identifiées et esti-
mées du bras avec la table de Dumas des 18 sujets
Figure IV.10 – Moment principal d’inertie, au-
tour de l’axe ~z, en GH (kg.m2), identifiées et esti-
mées du bras avec la table de Dumas des 18 sujets
Figure IV.11 – Moment principal d’inertie, au-
tour de l’axe ~x, au coude (kg.m2), identifiées et es-
timées de l’ensemble (avbras+main) avec la table
de Dumas des 18 sujets
Les résultats en translation (masses et positions longitudinales des centres de masses), ex-
primés en pourcentage de la masse totale et de la longueur segmentaire, sont reportés dans le
tableau IV.6, pour chaque sujet. Les résultats sont les moyennes sur les 5 essais de chaque sujet.
La moyenne des résultats de tous les sujets est aussi indiquée.
Pour le bras, la masse identifiée varie entre 2,03% et 2,80% de la masse totale, ce qui est en
cohérence avec les résultats rapportés par Dumas et al. [42], à savoir 2,4%.
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Figure IV.12 – Moment principal d’inertie, au-
tour de l’axe ~y, au coude (kg.m2), identifiées et es-
timées de l’ensemble (avbras+main) avec la table
de Dumas des 18 sujets
Figure IV.13 – Moment principal d’inertie, au-
tour de l’axe ~z, au coude (kg.m2), identifiées et es-
timées de l’ensemble (avbras+main) avec la table
de Dumas des 18 sujets
Pour l’ensemble (avant-bras + main), les masses identifiées varient entre 1,78% et 2,68%
toujours en conformité avec les auteurs précédents qui rapportent un résultat de 2,3% (1,7%
pour l’avant-bras et 0,6% pour la main). De plus, la variabilité entre les 5 répétitions est
très faible (0,62% au maximum et 0,19% d’écart-type en moyenne). Concernant la position
longitudinale du centre de masse du bras, elle varie de 61,88% à 71,44% de la longueur du
segment alors que Dumas rapporte une position du centre de masse située à 43% de la longueur
du segment par rapport à l’articulation proximale. Cependant des divergences existent entre les
différents modèles de la littérature pour localiser le centre de masse du bras. Ainsi, le modèle de
De Leva [34] positionne le centre de masse à 58% de l’articulation GH, ce qui est plus conforme
à nos résultats. L’intérêt de l’identification réside dans la personnalisation des PIS, en moyenne
nous retrouvons les valeurs des tables anthropométriques classiques mais nous pouvons affiner
le modèle spécifiquement pour chaque sujet.
Concernant les termes principaux d’inertie, les inerties sur l’axe longitudinal du bras et
de l’avant-bras (IV.9 et IV.12) sont relativement éloignées des référence choisies (modèle de
Hanavan et table de Dumas). Cela provient du fait qu’il est difficile expérimentalement de
stimuler les PIS autour de cet axe de rotation, c’est à dire que les rotations autour des axes
longitudinaux du bras et de l’avant-bras ne sont pas réalisables. Ainsi, l’identification est affectée
par ce manque de trajectoire excitante. Les autres termes principaux d’inertie identifiés sont
supérieurs aux valeurs de référence, mais restent dans le même ordre de grandeur que ceux
fournis par la table de Dumas ou le modèle d’Hanavan. Les inerties étant identifiées à partir de la
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Bras Avant-bras+main
Sujet % masse σ % CGyBras σ % masse σ % CGy Avbm σ
1 2.72 0.25 -66.21 3.14 2.26 0.15 -71.74 2.56
2 2.11 0.24 -63.93 1.43 2.60 0.08 -74.28 0.36
3 2.27 0.14 -68.61 1.72 2.43 0.07 -68.47 1.02
4 2.80 0.23 -65.03 1.32 2.19 0.07 -72.26 0.93
5 2.36 0.09 -67.34 1.10 2.25 0.04 -69.08 0.78
6 2.32 0.06 -71.32 1.77 2.68 0.03 -66.32 0.45
7 2.26 0.31 -66.03 3.04 2.43 0.10 -66.52 1.80
8 2.36 0.19 -61.88 1.81 2.29 0.05 -71.12 0.87
9 2.31 0.16 -63.57 1.08 2.26 0.10 -69.31 1.26
10 2.32 0.13 -63.52 1.19 2.26 0.10 -69.31 1.28
11 2.57 0.16 -67.96 2.19 2.19 0.08 -68.50 1.48
12 2.03 0.14 -66.83 2.67 2.24 0.07 -68.47 0.70
13 2.41 0.08 -63.21 2.78 2.13 0.03 -62.07 0.88
14 2.62 0.21 -71.44 3.99 2.27 0.11 -72.76 0.72
15 2.17 0.16 -61.97 1.51 1.96 0.05 -66.06 1.07
16 2.10 0.13 -69.22 2.47 2.08 0.08 -74.65 0.90
17 2.41 0.14 -63.29 2.09 2.01 0.06 -67.66 1.46
18 2.31 0.62 -66.78 7.95 1.78 0.25 -68.54 3.14
M¯ 2.36 0.19 -66.01 2.40 2.24 0.08 -69.28 1.20
Tableau IV.6 – masse et composante longitudinale du centre de masse de chaque segment identifié, pour
tous les sujets, et en moyenne, exprimés en pourcentage
formulation matricielle des équations du mouvement, elles sont très dépendantes de l’estimation
en entrée des matrices rotations segmentaires et de leur dérivées. L’hypothèse est donc avancée
que si une méthode de filtrage plus efficace que celle employée dans ces travaux est trouvée, ces
résultats peuvent être améliorés.
Enfin, les erreurs quadratiques moyennes ont été calculées entre les inerties identifiées et
estimées avec la table de Dumas ; et entre les inerties identifiées et le modèle mathématique de
Hanavan, et sont résumées au tableau IV.7 :
segment RMS Ixx Iyy Izz
Bras rms ID VS Dumas 0.0270 0.0114 0.0289rms ID VS Hanavan 0.0126 0.0082 0.0161
Avant-bras + main rms ID VS Dumas 0.0172 0.0084 0.0162rms ID VS Hanavan 0.0322 0.0086 0.0327
Tableau IV.7 – erreur rms des termes principaux d’inertie identifiés vs Dumas et identifiés vs Hanavan
Ces erreurs montrent que les inerties identifiées sont proches des deux modèles de référence,
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en termes de dispersion.
Bien que toutes les questions portant sur le filtrage n’aient pas été éclaircies, les résultats
de l’identification sont satisfaisants. Une dernière méthode a été étudiée dans ces travaux pour
obtenir une cinématique optimisée pour l’identification des PIS. Il s’agit de la rigidification de
celle-ci grâce à une chaîne cinématique. La mise en place du modèle de chaîne et les résultats
sur l’identification seront présentés dans la section suivante.
5 Rigidification de la cinématique par chaîne cinéma-
tique
Un autre moyen d’obtenir une cinématique rigide à partir de mesures effectuées avec des
marqueurs cutanés est la modélisation par chaîne cinématique. Le principe est de modéliser
le corps humain comme un système poly-articulé composé de segments rigides, reliés par des
liaisons mécaniques imitant les articulations humaines (rotules et pivot). Puisque ces segments
sont rigides, les coordonnées des marqueurs dans les repères segmentaires sont constantes. De
plus les mouvements autorisées sont imposées par les degrés de liberté (ddl) des liaisons. Ces
coordonnées peuvent donc être calculées à partir des coordonnées généralisées, c’est à dire les
angles articulaires et les longueurs segmentaires.
On obtient alors deux cinématiques, celle mesurée et celle reconstruite par le modèle. Ainsi,
la rigidification de la cinématique consiste à minimiser l’erreur entre les trajectoires mesurées
et celles recalculées à partir du modèle.
5.1 Le modèle retenu
Les travaux de cette thèse concernent le membre supérieur, le modèle de chaîne établi
comprend donc les segments suivants :
— le tronc (segment racine),
— le bras droit,
— l’ensemble (avant-bras + main) droit.
Cela fait donc un total de 3 segments. Cependant, afin de prendre en compte les mouvements
de prono-supination, l’avant-bras est décomposé en deux sous-segments liés entre eux par une
liaison pivot, dont l’axe de rotation est l’ulna.
Ainsi, un modèle à 4 segments est retenu. Une fois le nombre de segments choisi, il faut
caractériser les liaisons les reliant.
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— Le thorax est libre et possède donc 6 ddl avec l’environnement,
— puisque les mouvements de la scapula et de la clavicule ne sont pas mesurés, le choix
d’une liaison libre entre les bras et le thorax est retenu, soit 6 ddl par bras,
— une seule rotation est admissible entre l’avant-bras et le bras, la liaison retenue est donc
une pivot, soit 1 ddl,
— l’avant-bras est décomposé en deux sous-segments afin de prendre en compte les mou-
vements de prono-supination, ces deux sous-segments sont reliés par une liaison pivot
d’axe l’ulna, soit 1 ddl supplémentaire.
Notre modèle possède donc 6 + 6 + 1 + 1 = 14 degrés de liberté. Une fois ce modèle établi,
la phase d’optimisation de la cinématique peut être lancée.
5.2 Rigidification par deux méthodes d’optimisation
Les travaux concernant la rigidification à l’aide d’une chaîne cinématique ont été effectués au
sein du laboratoire de simulation et de modélisation du mouvement du professeur Mickael Begon
à Montréal. Ce laboratoire a mis en place deux procédures d’optimisation de la cinématique.
La première fait appel à un filtre de Kalman. De manière succincte, ce filtre est basé sur deux
étapes. La première, appelée étape de prédiction, consiste à partir des positions des marqueurs
estimées à l’étape précédente à prédire la position courante des marqueurs. La deuxième étape,
appelée étape de mise à jour, consiste à utiliser la position réellement mesurée à l’instant courant
pour corriger la prédiction faite.
La deuxième procédure d’optimisation est une optimisation quadratique non linéaire. A
chaque instant, les coordonnées des marqueurs sont calculées par rapport aux degrés de liberté
de la chaîne et aux coordonnées généralisées et sont comparées aux mesures réelles des posi-
tions des marqueurs. La position estimée est ensuite recalculée, de manière itérative, jusqu’à
minimiser la différence quadratique entre la mesure réelle et celle calculée à partir des degrés
de liberté et des coordonnées généralisées.
Ces deux algorithmes d’optimisation ont été appliqués aux essais du sujet 10. Chacune des
deux cinématiques rigides ainsi obtenues ont été utilisées comme données d’entrée à l’identi-
fication des paramètres inertiels. Les résultats obtenus sont présentés au tableau IV.8. Pour
chaque méthode de rigidification, les PIS ont été identifiés en utilisant les deux méthodes de
calcul des matrices rotations. Pour faciliter les comparaisons, l’estimation des PIS de la table
de Dumas et al. et les PIS identifiés avec la cinématique ’classique’ sont également indiqués.
A l’exception des paramètres inertiels identifiés à partir de la cinématique optimisée par
minimisation quadratique (entrée Quad Rot Aff du tableau IV.8), les résultats d’identification
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Dumas sans chaîne Quad Rot Aff Quad Rot SVD Kal Rot Aff Kal Rot SVD
M¯ σ M¯ σ M¯ σ M¯ σ M¯ σ
m_bras 1.894 1.834 0.117 1.852 0.205 2.136 1.560 1.280 0.562 1.896 4.194
m_avb+m 1.816 1.796 0.079 1.599 0.145 1.320 1.547 1.923 0.465 1.301 4.081
Lbras 0.300 0.300 0.004 0.354 0.000 0.354 0.001 0.354 0.000 0.354 0.001
Lavb 0.249 0.249 0.000 0.250 0.000 0.250 0.000 0.250 0.000 0.250 0.000
CGbras
0.005 -0.008 0.007 -0.014 0.019 -0.059 0.102 -0.081 0.075 0.009 0.035
-0.136 -0.189 0.002 -0.299 0.016 -0.281 0.048 -0.351 0.032 -0.350 0.012
-0.008 0.019 0.003 0.012 0.004 0.013 0.005 -0.003 0.019 0.008 0.005
Cgavb+m
0.004 -0.001 0.006 0.004 0.013 0.011 0.029 0.018 0.015 -0.745 1.325
-0.159 -0.173 0.003 -0.174 0.017 -0.200 0.341 -0.160 0.037 4.392 12.558
0.004 0.010 0.004 0.009 0.007 0.016 0.028 0.018 0.009 -0.318 0.389
m_totale 78.935 78.935 0.025 78.937 0.027 78.938 0.024 78.937 0.027 78.941 0.029
Ixx bras 0.0513 0.0518 0.0061 0.0208 0.0192 0.1165 0.1446 0.0850 0.0535 0.3071 0.2379
Iyy bras 0.0035 0.0059 0.0029 0.0209 0.0129 0.0155 0.0103 0.0314 0.0082 0.0287 0.0135
Izz bras 0.0523 0.0550 0.0076 0.0366 0.0269 0.1283 0.1520 0.1002 0.0569 0.3233 0.2462
Ixx avb+m 0.0695 0.0726 0.0089 0.1256 0.0151 0.1124 0.0233 0.1026 0.0098 0.0842 0.0365
Iyy avb+m 0.0015 0.0038 0.0051 0.0019 0.0018 0.0032 0.0017 0.0019 0.0014 0.0039 0.0035
Izz avb+m 0.0688 0.0745 0.0013 0.1258 0.0151 0.1122 0.0232 0.1030 0.0095 0.0835 0.0383
Tableau IV.8 – paramètres identifiés du sujet 10, par estimation avec une table anthropométrique, sans
rigidification, avec rigidification par optimisation quadratique et par rigification par filtre de Kalman
sont très éloignés des valeurs de référence et des valeurs obtenues sans chaîne cinématique. Un
premier biais apparait dans la longueur du segment bras. En effet, celle-ci est supérieure de 5cm
à la longueur déterminée de manière classique. Puisque celle-ci est définie comme la distance
entre les centres articulaires du coude et de GH, cela signifie que l’estimation de ceux-ci est loin
de la réalité. Cela peut s’expliquer par le nombre de degrés de liberté laisser entre le bras et le
thorax. Un deuxième biais lié au premier est que puisque cette longueur intervient également
dans l’identification des matrices d’inertie, celles-ci sont aussi très éloignées de la référence.
Cette modélisation par chaîne cinématique n’avait qu’un but exploratoire. D’autres modèles
de chaîne doivent être implémentés pour valider ou non les bénéfices d’une telle rigidification
sur l’identification des paramètres inertiels.
Une première perspective serait de changer la liaison entre le thorax et le bras par une
liaison pivot. Il faut cependant changer la disposition des marqueurs également. En effet, deux
marqueurs sont placés sur l’acromion dans notre set et ceux-ci sont très affectés par la liaison
choisie entre le thorax et le bras.
Toujours concernant la cinématique optimisée par minimisation quadratique, la localisation
du centre de masse de l’ensemble (avant-bras + main) est très proche des valeurs obtenues par la
cinématique ’classique’. La masse identifiée est elle aussi proche de celle issue de la cinématique
’classique’, ce qui semble indiqué que notre modélisation de l’avant-bras est correcte.
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6 Conclusions du Chapitre IV
Au cours de ce chapitre, les paramètres inertiels des segments du membre supérieur ont été
identifiés, pour une cohorte de 18 sujets. L’influence du calcul de la matrice rotation ainsi que
le filtrage de la cinématique ou de ses dérivées ont également été testées.
Les résultats indiquent que la matrice rotation optimale, pour l’identification, est la rotation
rigide extraite du tenseur affine.
Les résultats montrent également que pour les paramètres inertiels identifiés avec la mé-
thode vectorielle, la meilleure solution est de laisser les signaux d’entrée bruts. En revanche, ils
montrent aussi que les dérivées secondes des matrices rotations doivent être traitées, et que le
traitement optimale est un lissage par une technique de moyenne glissante.
De manière générale, les paramètres inertiels obtenus pour les 18 sujets de l’étude sont en
accord avec les données de régression issues de la littérature, en l’occurrence la table anthropo-
métrique de Dumas et al. [42]. Cette table a été choisie car c’est un des rares modèles à fournir
des matrices d’inertie non diagonales et des positions des centres de masse non alignées sur
l’axe longitudinal du segment.
Pour la moyenne des 18 sujets, le pourcentage de masse obtenu pour le bras est de 2, 36±
0, 19%, ce qui correspond au pourcentage donnée par la table, 2,4%. Des résultats similaires sont
obtenus pour le pourcentage de masse de l’ensemble (avant-bras + main), avec 2, 24 ± 0, 08%
contre 2,3% pour la table. La variabilité entre les répétitions d’un même sujet est également
faible, dénotant la robustesse de l’identification.
Les résultats concernant la composante longitudinale de la position du centre de masse du
bras s’éloignent néanmoins des valeurs données par la table, avec une position moyenne de
66, 01± 2, 40% contre 43% pour la table. Les résultats obtenus sont donc plus proches de ceux
rapportés par de Leva [33], à savoir 58%.
Enfin, une autre piste que le filtrage de la cinématique a été explorée, pour un sujet, la
modélisation par chaîne cinématique. Le modèle retenu est composé de 4 segments et de 14
degrés de liberté. Bien que les résultats ne soient pour l’instant pas satisfaisant, le modèle est à
affiner avant de conclure sur l’amélioration apportée par une cinématique rigide optimisée sur
l’identification.
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Dans le domaine de l’analyse du mouvement humain, le recours à une modélisation du corps
humain est souvent nécessaire. Ce modèle représente le corps comme un système poly-articulé
composé de segments supposés rigides. Dès lors que ces études s’intéressent à la dynamique,
elles font appel aux paramètres inertiels segmentaires humains. Ces paramètres sont au nombre
de dix par segment :
— la masse segmentaire (1 scalaire),
— la localisation du centre de masse (vecteur à 3 composantes),
— et le tenseur d’inertie segmentaire (matrice symétrique possédant 6 coefficients indépen-
dants).
Ces paramètres sont le plus souvent estimés à partir de tables anthropométriques, établies
à partir d’études statistiques sur des populations réduites et homogènes (cadavres âgés, mili-
taires, étudiants). Or, ces tables ne permettent pas d’avoir accès aux paramètres inertiels de
populations particulières, telles que des sportifs présentant des hypertrophies musculaires, les
femmes enceintes, les personnes obèses ou encore des handicapés. D’autres méthodes existent
pour déterminer ces paramètres comme le recours à un modèle mathématique, consistant à
modéliser les segments humains comme des volumes simples ou plus complexes, et à affecter à
ces volumes des densités moyennes. Ces volumes peuvent également être obtenus à partir d’ima-
gerie médicale. Cependant, ces procédés sont fastidieux dans le cas du modèle mathématique
de par la longueur du protocole de mesure, et l’imagerie implique de soumettre les patients
à des radiations. Une alternative intéressante à ces méthodes d’estimation est l’identification
des paramètres inertiels. Cette identification est faite à partir de la résolution des équations
du mouvement, et ne fait appel qu’à des mesures non invasives. Les paramètres inertiels sont
déterminés à partir du torseur externe mesuré sous les pieds du sujet et de la cinématique de
celui-ci, le plus souvent recueillie à l’aide de systèmes opto-électroniques.
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L’objectif de cette thèse était donc de valider un algorithme de résolution permettant l’iden-
tification de ces paramètres inertiels, avec pour application l’identification des paramètres des
segments du membre supérieur.
Ces travaux, déjà développés au sein du laboratoire, font suite à la thèse de Tony Monnet,
soutenue en 2007. Les travaux précédents ont permis de valider une méthode dite matricielle
d’identification des paramètres inertiels, regroupés au sein d’une matrice de dimension (3n +
1) × (3n + 1). Cependant, cette méthode ne permettait pas d’identifier tous les paramètres
inertiels car certains n’apparaissait que sous la forme de produits (moments de premier ordre).
L’originalité des travaux menés lors de cette thèse a été de développer une méthode dite
mixte basée sur cette méthode matricielle pour l’identification de l’inertie, et sur une méthode
dite vectorielle permettant l’identification des masses et des centres de masse segmentaires,
regroupés sous la forme d’un vecteur. Afin de valider cet algorithme, une campagne d’essais a
été mise en place afin d’identifier les paramètres inertiels des segments du membre supérieur
de 18 sujets sains et non-particuliers.
Les données d’entrée de cette approche mixte sont la mesure du torseur externe et la ci-
nématique du sujet. Une fois cette approche mise en place, nous nous sommes intéressés à
l’influence des paramètres d’entrée. Pour cela, deux méthodes de calcul des matrices rotations
optimisées ont été développées. La première est basée sur une décomposition en valeurs singu-
lières, et fait l’hypothèse que le segment est rigide. La seconde, considère que le segment subit
une transformation matérielle, et est basée sur la modélisation de cette transformation par un
tenseur affine F. La matrice rotation de corps rigide R est ensuite extraite de ce tenseur par
décomposition polaire.
Afin d’identifier la méthode optimale de calcul des matrices rotations, pour l’identification,
des expérimentations ayant recours à des pins intra-corticaux ont été utilisées. Ces données
proviennent d’expérimentations réalisées dans l’équipe du professeur Toni Arndt, du Karolinska
Institutet (Stockholm), et ont été traitées durant un séjour effectué au sein du laboratoire S2M
du professeur Mickael Begon, de l’Université de Montréal.
Les deux méthodes de calcul de la matrice rotation optimale pour le bras ont été calculées
avec les marqueurs présents sur le pin de l’humérus dans un premier temps, puis avec les
marqueurs cutanés du bras dans un deuxième temps. Un indice de performance basé sur le
formalisme des quaternions a été utilisé afin de caractériser l’erreur d’orientation de la matrice
obtenue avec les marqueurs cutanés par rapport à l’orientation de l’os.
Les résultats ont montré que les matrices rotations des deux méthodes étaient équivalentes
avec les marqueurs du pins, car ce dernier étant un solide rigide, le tenseur affine est directement
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une matrice rotation. Concernant les matrices rotations déterminées à partir des marqueurs
du bras, les résultats ont montré que ces matrices étaient équivalentes si on utilisait tous
les marqueurs cutanés, et qu’un set optimal de 4 marqueurs existait et permettait de mieux
approcher l’orientation de l’os. Ce set optimal a également montré que la matrice rotation
obtenue par transformation affine était plus proche de l’orientation de l’os. En revanche, ce set
optimal n’a été trouvé qu’en comparant les résultats obtenus avec la référence donnée par le
pin intra-cortical.
Pour se détacher de celle-ci, les deux méthodes de calcul des matrices rotations ont donc été
utilisées pour l’identification des PIS et la méthode affine a montré sa supériorité en permettant
de diminuer sensiblement la variabilité dans les paramètres identifiés d’un même sujet, tout en
étant plus proches des valeurs de la table anthropométrique utilisée comme comparaison.
Une fois la matrice rotation optimale déterminée, nous nous sommes intéressé à la cinéma-
tique d’entrée. Puisqu’elle est affectée par les mouvements des masses molles, elle est différente
de la cinématique du solide supposé rigide. De plus, les étapes de dérivation, nécessaires aux
calculs des accélérations segmentaires et des dérivées secondes des matrices rotations utilisées
dans l’algorithme d’identification, amplifient le ’bruit’ lié à ces mouvements. Différents filtres
basés sur la littérature ont donc été implémentés et ont été utilisés pour filtrer soit la cinéma-
tique d’entrée, soit uniquement les quantités dérivées. Les résultats ont montré que, quelque soit
le filtre utilisé, les résultats de l’identification étaient affectés et s’éloignaient de la table utilisée
comme référence, jusqu’à des valeurs incohérentes. Le seul traitement améliorant d’un point
de vue global les résultats pour notre cohorte de sujet était un lissage basée sur une moyenne
glissante. L’hypothèse avancée est que ces filtres retirent pour la plupart d’entre eux les hautes
fréquences et que bien que les artefacts de mouvements de peau possèdent une composante
haute fréquence, ils possèdent également une composante basse fréquence qui n’est pas filtrée.
Nous avons également constaté que l’identification des paramètres inertiels par la méthode vec-
torielle, c’est à dire la masse et la localisation du centre de masse n’était que peu affecté par les
mouvements des masses molles, et que le filtrage de la cinématique n’était indispensable que
pour la méthode matricielle.
Le torseur externe issu de la mesure de la plateforme de force a lui aussi été traité. Les si-
gnaux ont tout d’abord été ré-échantillonnés à 250Hz (pour une fréquence de départ de 1000Hz)
afin d’être de même dimension que les signaux issus de la MoCap, à l’aide d’une interpolation
par spline cubique. De plus ces signaux ont été filtrés à l’aide d’un filtre de Butterworth avec
une fréquence de coupure de 20Hz.
De manière globale, l’algorithme d’identification permet de retrouver des paramètres iner-
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tiels proches de la table anthropométrique utilisée comme référence.
Les pourcentages moyens de masses segmentaires identifiés pour le bras et l’ensemble (avant-
bras + main) sont 2,36% et 2,24% respectivement, contre 2,40% et 2,3% pour la table anthro-
pométrique. La composante longitudinale du centre de masse est un peu plus éloignée de la
référence choisie (66,01% contre 43% pour la table de Dumas), mais reste proche du pourcen-
tage donnée dans une autre table de la littérature (58% pour de Leva [33]). Enfin, les termes
principaux d’inertie Ixx et Izz du bras et de l’ensemble (avant-bras + main) sont du même
ordre de grandeur que ceux estimés par la table ou par un modèle mathématique (Hanavan).
Les termes Iyy sont néanmoins plus éloignés des références. Cet écart est du au fait que les PIS
ne sont que difficilement stimulables autour de cet axe de rotation qui est l’axe longitudinal des
segments.
Enfin, une alternative intéressante au filtrage des données cinématique à commencé à être
explorée pour un sujet, la modélisation par chaîne cinématique. Cette modélisation a pour but
de rigidifier la cinématique segmentaire à partir d’un modèle de segments rigides liés par des
articulations dont les degrés de liberté sont contrôlés. Ainsi, la cinématique est recalculée à
partir de ces contraintes et l’écart entre la cinématique mesurée et recalculée est minimisée.
Ce modèle de chaîne à 4 segments et 14 degrés de liberté a permis de rigidifier la cinéma-
tique à travers deux algorithmes d’optimisation. Le premier basé sur un filtre de Kalman et
le second sur une optimisation quadratique non-linéaire. Les premiers résultats obtenus, bien
qu’insatisfaisant, montrent les limites du modèle choisi, pour l’articulation GH. Des résultats
en accord avec la cinématique mesurée pour le segment (avant-bras + main) ont cependant été
obtenus et une des perspectives de ce travail va être d’affiner cette modélisation. Le bénéfice
pour l’identification pourra ensuite être déterminé.
En conclusion, l’algorithme mis en place permet d’avoir accès aux 10 paramètres inertiels
segmentaires. Les valeurs identifiées sont proches des résultats issus d’une table anthropomé-
trique, ce qui permet de valider le modèle qui a été utilisé sur des sujets non-particuliers. Pour
améliorer l’algorithme obtenu, des investigations futures doivent être faites sur le filtrage de
la cinématique d’entrée et comparées à des valeurs obtenues par imagerie médicale. Une fois
ce verrou levé, l’identification permettra d’avoir accès aux paramètres inertiels de sujets diffé-
rents de ceux utilisés pour établir les tables anthropométriques, ou encore pour des sujets ne
correspondant pas du tout aux tables, comme les femmes enceintes ou les handicapés.
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Annexe
1 Annexe Ch2.1 Établissement de la fonction coût et du
gradient conjugué projeté
Cherchant à résoudre (II.38) l’objectif est de minimiser f : x 7→ 12(Ax, x) − (b, x) car
∇f(x) = Ax− b.
f peut être interprétée comme étant une primitive du résidu Ax− b. Quand ∇f(x) = 0 on
obtient le vecteur x minimisant l’erreur.
En initialisant x par x0, la méthode du gradient conjugué consiste, en partant de x0, à se
rapprocher de x∗, la solution du problème.
Si f(x) diminue à l’itération suivante alors on se rapproche de x∗. La première direction
de descente p1 va donc être l’opposée de ∇f(x0). Les vecteurs suivants vont être conjugués au
gradient.
En définissant rk le résidu à la kième itération tel que :
rk = b− Axk
On voit que rk est l’opposé de ∇f(xk) et que l’agorithme va donc évoluer dans la direction
de rk. L’algorithme du gradient conjugué peut donc être schématisé par l’algorigramme A.1 :
Le critère d’arrêt du gradient conjugué est obtenu lorsque le résidu devient plus petit qu’une
valeur  fixée arbitrairement. Cela traduit la stagnation de ∇f entre deux itérations.
Plusieurs méthodes de calcul du paramètre βk sont disponibles dans la littérature. Parmi
elles, 3 méthodes se dégagent : la méthode de Fletcher-Reeves, la méthode de Polak-Ribière et
la méthode de Hesteness-Stiefel.
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Annexe
Début
x = x0
r0 = b− Ax0
p0 = r0
k = 0 ;
αk = r
T
k rk
pkApk
xk+1 = xk + αkpk
rk+1 = rk − αkApk
rk+1 < 
Calcul de βk
pk+1 =
rk+1 + βkpk
k = k + 1
Fin
oui
non
Figure A.1 – Algorigramme du gradient conjugué
βFRk+1 =
rTk+1rk+1
rT
k
rk
βPRk+1 =
rTk+1(rk+1−rk)
rT
k
rk
βHSk+1 =
rTk+1(rk+1−rk)
(rk+1−rk)T pk
L’avantage de la méthode de Polak-Ribière est d’assurer la non dé-conjugaison du gradient.
En effet, on remarque que si deux directions successives du gradient ne sont pas conjuguées,
alors rk+1 − rk = 0. Or, si rk+1 − rk = 0 alors βk+1 = 0 ce qui a pour effet de réinitialiser le
gradient. Précisons également que la méthode de Hesteness-Stiefel est particulièrement efficace
lorsque la fonction étudiée est quadratique. La méthode de calcul du paramètre βk retenue est
donc celle de Polak-Ribière, pour sa faculté à assurer la non dé-conjugaison du gradient.
L’étape suivante dans la résolution de la formulation matricielle des équations du mouvement
est d’établir la fonction objectif f(J), ainsi que son gradient ∇f(J). Pour cela une méthode
développée au sein du département pour identifier des paramètres inertiels de rotors sous la
forme de matrices 4 × 4, et reprise par Monnet [78] a été utilisée. Elle consiste à intégrer
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l’équation du mouvement par rapport au temps sur la durée de l’essai.
En rappelant (II.33) :
A(t)JB(t)T −B(t)JA(t)T = T (t)
la fonction objectif à minimiser est :
f(J) = 14
∫ tf
ti
||A(t)JB(t)T −B(t)JA(t)T − T (t)||2dt (1)
où ti et tf sont les instants de début et de fin de l’essai.
En rappelant également la norme de Frobenius d’une matrice : ||M ||2 = 〈M,M〉 avec 〈, 〉 le
produit scalaire de matrice tel que 〈A,B〉 = tr(ABT ).
On pose M = A(t)JB(t)T −B(t)JA(t)T − T (t). Comme M est anti-symétrique, 〈M,M〉 =
−tr(M2). La fonction f(J) devient :
f(J) = −14
∫ tf
ti
(tr(A(t)JB(t)T −B(t)JA(t)T − T (t))2dt (2)
Ce qui revient, après développement de 2 à :
f(J) = −12
∫ tf
ti tr(A(t)JB(t)TA(t)JB(t)T )dt+ 12
∫ tf
ti tr(JB(t)TBJATA(t)T )dt
+
∫ tf
ti tr(A(t)JB(t)TT )dt− 14
∫ tf
ti tr(T (t))2dt
(3)
Une fois cette fonction objectif établie, son gradient ∇f(J) peut être calculé. Pour cela on
calcule la dérivée directionnelle de f(J). Soit une variation δJ de J , et DδJf(J) sa dérivée
directionnelle. Si f(J) est différentiable en δJ alors :
DδJf(J) = 〈δJ,∇f(J)〉
DδJf(J) = lim
α→0
f(J+αδJ)−f(J)
α
〈δJ,∇f(J)〉 = lim
α→0
f(J+αδJ)−f(J)
α
(4)
En omettant la dépendance au temps et les intégrales, on a :
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〈δJ,∇f(J)〉 = −tr(δJBTAJBTA) + tr(δJBTBJATA) + tr(δJBTTA)
= 〈δJ, [−BTAJBTA+BTBJATA+BTTA]〉 (5)
Comme la matrice J à identifier est symétrique, son gradient doit l’être également. En
posant G = −BTAJBTA+BTBJATA+BTTA, alors :
∇f(J) = G = GT = G+G
T
2
= −B
TAJBTA+ ATBJTATB
2 +
BTBJATA+ ATAJTBTB
2 +
BTTA+ ATT TB
2
Finalement, en réécrivant l’expression de ∇f(J) avec le temps et les intégrales, on obtient
l’expression du gradient de la fonction objectif f(J) :
∇f(J) = −12
∫ tf
ti (B(t)TA(t)TJB(t)TA(t) + A(t)TB(t)TJTA(t)T )dt
+12
∫ tf
ti (B(t)TB(t)JA(t)TA(t) + A(t)TA(t)JTB(t)TB(t))dt
+12
∫ tf
ti (B(t)TT (t)A(t)T + A(t)TT (t)TB(t))dt
(6)
Il reste à calculer le pas αk. En rappelant qu’à l’itération k + 1, la solution donnée par
le gradient s’écrit : Jk+1 = Jk + αkDk, le pas αk optimal est celui qui minimise la fonction
f(Jk + αkDk). Cette fonction s’écrit :
f(J + αD) = −12tr(AJBTAJBT )− αtr(AJBTADBT )− 12α2tr(ADBTADBT )
+12tr(JB
TBJATA) + αtr(JBTBDATA) + 12α
2tr(DBTBDATA)
+tr(AJBTT ) + αtr(ADBTT )
(7)
Puisque αk optimal minimise f(J + αD), le pas peut être obtenu en minimisant df(J+αD)dα ,
ce qui revient à résoudre :
α(tr(BTBDATAD)− tr(DBTADBTA)) =tr(DBTAJBTA)
− tr(DATAJBTB)− tr(DBTTA) (8)
Il est maintenant possible d’écrire l’algorithme du gradient conjugué pour notre problème.
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L’algorithme présenté sur l’algorigramme A.1 va être modifié, ainsi que les notations : les
vecteurs xk, rk et pk sont remplacés par des matrices symétriques Jk, Rk et Pk.
L’algorithme du gradient conjugué correspondant à l’écriture matricielle des équations du
mouvement est présenté sur l’algorigramme A.2 :
Début
J = J0
R0 = T − AJ0BT +BJ0AT
P0 = R0
k = 0 ;
αk = tr(R
T
k Pk)
tr[(
∫
(BAPkBA−BBTPkATA)dt]
Jk+1 = Jk + αkPk
Rk+1 < 
βk =
RTk+1(Rk+1−Rk)
RT
k
Rk
Pk+1 =
Rk+1 + βkPk
k = k + 1
Fin
oui
non
Figure A.2 – Algorigramme du gradient conjugué matriciel
La dernière étape consiste à vérifier la positivité de la matrice Jk. En effet, rien dans l’algo-
rithme A.2 n’impose la positivité de Jk. Pour cela, on vérifie, à chaque itération du gradient, que
le déterminant de Jk est positif. Dans le cas contraire une étape supplémentaire de projection
sur le cône convexe des matrices positives est nécessaire. Cette projection est décrite en détail
dans l’article de Higham [62].
Cela peut être synthétisé comme suit :
1. Soit M une matrice de dimension n× n ;
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2. Calcul de B = M+MT2 , la partie symétrique de M ;
3. Décomposition polaire de M :
B = UH, avec UTU = 1 n×n , det(U) = +1, et H = HT , H > 0
4. Calcul de MHig = B+H2 , la matrice symétrique défini-positive la plus proche de M
2 Annexe Ch4.1 : Dénomination des marqueurs des ex-
périmentations avec pins intra-corticaux
Dénomination Emplacement
Pin
CL_HUM_1 marqueur 1 humérus
CL_HUM_2 marqueur 2 humérus
CL_HUM_3 marqueur 3 humérus
CL_HUM_4 marqueur 4 humérus
CL_HUM_5 marqueur 5 humérus
Bras
DELT insertion du deltoïde
ARMl face latérale du bras
ARMm face médiale du bras
EPICl épicondyle latéral huméral
EPICm épicondyle huméral médial
Tableau A.1 – Dénomination et emplacement des marqueurs cutanés et du pin du bras
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3 Annexe Ch4.2 : Résultats de l’identification des PIS
des 18 sujets
Filtre Rien Moy Glissante Butterworth 6hz Spline SSA∑ Si ∑ Si ∑ Si ∑ Si ∑ Si
RMS RMS RMS RMS RMS
m_bras 0.102 0.317 1.572 0.303 0.938
m_avb+m 0.137 0.168 0.539 0.174 0.357
CGbras
0.012 0.019 0.014 0.020 0.017
0.059 0.047 0.029 0.049 0.039
0.035 0.031 0.015 0.032 0.023
Cgavb+m
0.004 0.005 0.014 0.020 0.017
0.012 0.012 0.080 0.049 0.039
0.004 0.005 0.018 0.032 0.023
Ixx bras 0.0223 0.0270 0.1483 0.0596 0.0887
Iyy bras 0.0023 0.0114 0.0231 0.0063 0.0168
Izz bras 0.0237 0.0289 0.1499 0.0639 0.0860
Ixx avb+m 0.0230 0.0172 0.0627 0.0150 0.0477
Iyy avb+m 0.0057 0.0084 0.0167 0.0061 0.0106
Izz avb+m 0.0187 0.0162 0.0498 0.0106 0.0392
Tableau A.2 – Tableau récapitulatif de l’erreur RMS pour l’ensemble des 18 sujets
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L’objectif de ce travail est d’identifier les paramètres inertiels segmentaires humains, c’est-à-dire la masse, la
position du centre de masse et la matrice d’inertie de ces segments. Ces paramètres, au nombre de dix par
segment, constituent une donnée d’entrée indispensable aux calculs de dynamique inverse utilisés dans les
études de biomécanique. Bien qu’il existe des méthodes pour avoir accès à ces paramètres par le biais de tables
anthropométriques ou le calcul des volumes segmentaires, l’identification apparaît nécessaire dès lors que les
sujets étudiés sont atypiques (handicapés physiques, femmes enceintes, sportifs présentant des hypertrophies
musculaires).
L’originalité de ce travail est de proposer une approche mixte dans l’écriture du problème d’identification
combinant une formulation vectorielle et matricielle des équations du mouvement d’un système poly-articulé
supposé rigide, qui ont déjà été établies au sein de l’équipe dans les travaux de thèse de Tony Monnet. La première
permet d’identifier les masses et les centres de masse segmentaires. La deuxième permet d’identifier, elle, Les
matrices d’inertie segmentaires. Les paramètres d’entrée de cette méthode d’identification sont les matrices
rotations segmentaires, leurs dérivées secondes, les accélérations segmentaires, ainsi que le torseur externe. Si
ce dernier est directement mesuré par une plateforme de force, les autres grandeurs sont obtenues après des
opérations sur la mesure de la cinématique segmentaire du sujet obtenue par un système opto-électronique.
Ce système mesurant la cinématique du sujet grâce à des marqueurs cutanés, cette cinématique diffère de la
cinématique théorique obtenue si les segments sont rigides, du fait des mouvements des masses molles. Ce travail
a donc porté sur le calcul d’une matrice rotation optimale, basée sur une transformation matérielle décrivant
le mouvement segmentaire. De plus les mouvements des masses molles ainsi que les instruments de mesure
induisent un bruit dans les signaux cinématiques. Du fait de la double dérivation de ces signaux pour le calcul
des accélérations segmentaires et des dérivées secondes des matrices rotations, ce bruit devient prépondérant
sur le signal porteur. Ce travail a donc également porté sur le filtrage à effectuer pour atténuer ces bruits. Cinq
filtres utilisés dans la littérature (filtre de Butterworth, lissage de Savitsky-Golay, moyenne glissante, lissage
par spline et analyse spectrale) ont été implémentés et leurs effets sur les paramètres inertiels identifiés ont été
comparés. Les résultats montrent que les paramètres identifiés avec la méthode vectorielle ne nécessitent pas de
traitement. L’identification des matrices d’inertie nécessite, elle, un traitement et le lissage optimal est obtenu
avec le moyenne glissante. Enfin, une modélisation du membre supérieur par une chaîne cinématique a également
été implémentée afin de rigidifier la cinématique acquise. Les premiers résultats ne sont pas satisfaisants mais
le modèle retenu peut être affiné avant de conclure sur l’intérêt de cette modélisation pour l’identification
des paramètres inertiels. Finalement, l’approche mixte développée permet l’identification des dix paramètres
inertiels des segments du corps humain. La méthode a été validée en identifiant les paramètres inertiels des
segments constituant le membre supérieur de dix huit sujets. Les paramètres obtenus ont ensuite été comparés
à ceux issus d’une table anthropométrique. Les résultats montrent que les paramètres identifiés sont très proches
de ceux estimés. Cela montre donc que l’identification des paramètres inertiels est fiable et permet d’avoir accès
aux paramètres inertiels de sujets atypiques, pour qui les tables anthropométriques ne sont pas disponibles.
Mots clés : Biomécanique, identification, paramètres inertiels segmentaires, méthodes numériques, rigidification
AnnexeThe aim of this thesis is the identification of body segment inertial parameters (BSIP), i.e. the segment mass,
center of mass location and inertia tensor. Those ten parameters per segment are a mandatory input for inverse
kinetics methods which are widely used in biomechanics studies. Despite the fact that methods exist to estimate
them from anthropometric tables or segment volumes measurements, identification is useful when subjects are
atypical (such as disabled people, pregnant women or athletes with muscular hypertrophies). The originality of
this work is to use a mixed approach to write the identification problem, combining a vectorial and a matrix
formulations of rigid multi-body motion equations, based on previous work did in the RoBioSS axis by Tony
Monnet during his PhD. The first one permit to identify segmental masses and center of mass locations. The
second one identifies segmental inertia tensors. Inputs of identification algorithm are rotation matrices, their
second derivatives, segmental accelerations, and external torsor. Even though this external torsor is directly
measured with a force plate, the others inputs are derived from kinematics measurements performed by an
optoelectronical device. This device measures kinematics with skin mounted markers tracked by cameras, and
the obtained kinematics deviate from the theoretical kinematics of rigid bodies, because of the soft tissues
artefacts. In order to deal with these artefacts an optimal rotation matrix computation, based on material
transformation, has been performed. Also, noise appears during measurement because of the soft tissues artefacts
and the measure device. When double numerical derivatives are applied, this noise becomes greater than the
carrier signal. In order to deal with it, five filters, i.e. Butterworth filter, Savitsky-Golay smoothing, sliding
average window, spline smoothing and singular spectrum analysis, taken from literature have been implemented
and compared. Results show that BSIP identify from vectorial formulation didn’t need any filtering. On the
other hand, inertia tensors identification needed smoothed inputs and the best way to smooth them was the
sliding average window. Finally, a kinematic chain model of the upper limb has been implemented to rigidify
the kinematics. Preliminary results aren’t satisfying but the chain model can be improved before assuming
kinematic chain aren’t well suited to enhance BSIP identification. Ultimately, the developed mixed approach
has been validated by upper limb inertial parameters identification of eighteen subjects. Identified inertial
parameters have also been compared with ones estimated with an anthropometric table. The conclusion is that
the identified parameters were very close to the estimated ones, which shows that identification will be reliable
to estimate inertial parameters of atypical subjects for whom anthropometric tables aren’t available.
Keywords : Biomechanics, identification, body segment inertial parameters, numerical methods, rigidification.
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