Maximum distance profile (MDP) convolutional codes have the property that their column distances are as large as possible. It has been shown that, transmitting over an erasure channel, these codes have optimal recovery rate for windows of a certain length. Reverse MDP convolutional codes have the additional advantage that they are suitable for forward and backward decoding algorithms. Beyond that the subclass of complete MDP convolutional codes has the ability to reduce the waiting time during decoding. The first main result of this paper is to show the existence and genericity of complete MDP convolutional codes for all code parameters. The second main contribution is the presentation of two concrete construction techniques to obtain complete MDP convolutional codes. These constructions work for all code parameters but require that the size of the underlying base field is (sufficiently) large.
Introduction
Convolutional codes play an important role for digital communication. When considering the erasure channel, which is the most used channel in multimedia traffic, these codes can correct more errors than the classical block codes. An erasure channel is a communication channel where the receiver knows if a received symbol is correct since symbols either arrive correctly or are erased. A prominent example of an erasure channel is the Internet. The advantage of convolutional codes is the flexibility of grouping the blocks of information in an appropriate way, depending on the erasures location, and then decode the "easy" part of the sequence first, i.e., the part of the sequence with less erasures or where the distribution of erasures allows a complete correction.
Besides the classical free distance, convolutional codes possess a different notion of distance, called column distance. The column distances of a convolutional code are limited by an upper bound, which was proven in [9] . Convolutional codes attaining these bounds, i.e. convolutional codes whose column distances increase as rapidly as possible for as long as possible are called maximum distance profile (MDP) codes. These codes were introduced in [4] and are especially suitable for the use in sequential decoding algorithms. The ability of considering a part of the sequence ("window") of any size and slide this window along the transmitted sequence allows to optimize the number of corrected errors. This feature was firstly discussed in [11] where the authors showed that MDP convolutional codes have optimal recovery rate for windows of a certain length (depending on the code parameters). Moreover, they considered reverse MDP convolutional codes, which have the advantage that forward and backward decoding algorithms could be used. Finally, complete MDP convolutional codes, which are again a subclass of reverse MDP convolutional codes, have the additional benefit that there is less waiting time when a large burst of erasures occurs and no correction is possible for some time [11] .
While the existence (and genericity) of reverse MDP convolutional codes for all code parameters has been shown in [11] , the existence of complete MDP convolutional codes for all code parameters was only conjectured. In this paper, we will prove this conjecture and even show that the property to be complete MDP is a generic property.
General constructions for all code parameters are only known for MDP convolutional codes [4] , [1] , but not for reverse and complete MDP convolutional codes. In this paper, we present two general construction techniques for complete MDP convolutional codes.
The paper is structured as follows. In Section 2, we start with preliminaries about convolutional codes, introduce the notion of column distances as well as MDP and reverse MDP convolutional codes. In Section 3, we examine complete MDP convolutional codes. In the first subsection, we show the existence and genericity of complete MDP convolutional codes for all code parameters and in the second subsection, we present two possibilities to obtain a general construction for complete MDP convolutional codes.
Convolutional Codes
In this section, we summarize the basic definitions and properties concerning convolutional codes. One way to define a convolutional code is via polynomial generator matrices.
G is called generator matrix of the code and is unique up to right multiplication with a unimodular matrix
The degree δ of C is defined as the maximal degree of the k × k-minors of G. Let δ 1 , . . . , δ k be the column degrees of G. Then,
G is a minimal generator matrix for C if and only if it is column proper.
There is a generic subclass of convolutional codes that could not only be described by an image representation via generator matrices but also by a kernel representation via so-called parity-check matrices, which will be introduced in the following. Therefore, we need the notion of right prime and left prime polynomial matrices. Definition 2.3. Let F denote the algebraic closure of F. A polynomial matrix G ∈ F[z] n×k with k < n is called right prime if it has full column rank for all z ∈ F. For k > n, it is called left prime if it has full row rank for all z ∈ F.
The property to have right prime generator matrices is important for the decoding of a convolutional code.
Definition 2.4.
A convolutional code C is called non-catastrophic if one and therefore, each of its generator matrices is right prime.
Non-catastrophic convolutional codes have the property that a finite number of transmission errors could only cause a finite number of decoding errors. Moreover, they have the desired image representation mentioned above.
Definition 2.5.
If C is non-catastrophic, there exists a so-called parity-check matrix H ∈ F[z] (n−k)×n of full rank, such that
Clearly, a parity-check matrix of C is not unique and it is possible to choose it left prime and row proper. In this case, the sum of the row degrees of H is equal to the degree δ of C [8] .
We will need this representation by parity-check matrices to define complete MDP convolutional codes in the following section. In the remaining part of this section, we want to introduce MDP convolutional codes, for which we have to consider distances of convolutional codes first.
Definition 2.6. The Hamming weight wt(v) of v ∈ F n is defined as the number of its nonzero components.
. . , γ and set v t = 0 ∈ F n for t ≥ γ + 1. Then, for j ∈ N 0 , the j-th column distance of a convolutional code C is defined as
is called the free distance of C. There exist upper bounds for the free distance and for the column distances of a convolutional code.
The bound in part (i) of the preceding theorem is called generalized Singleton bound since for δ = 0 one gets the Singleton bound for block codes. We are interested in convolutional codes with good distance properties, i.e. in those codes that reach certain bounds of the preceding theorem.
Definition 2.8. [6]
A convolutional code C of rate k/n and degree δ is called
As mentioned in the introduction, MDP convolutional codes have the property that their column distances increase as rapidly as possible for as long as possible. Due to the generalized Singleton bound, j = L is indeed the largest possible value for which d C j can attain the upper bound from Theorem 2.7 (ii). Moreover, the following remark shows that it is sufficient to have equality for j = L in part (ii) of Theorem 2.7 to get an MDP convolutional code.
The next remark points out the relationship between MDP, MDS and sMDS convolutional codes. In the following, we will provide criteria to check whether a convolutional code is of maximum distance profile. Therefore, we need the notion of trivially zero determinants. Definition 2.11. Let n, m ∈ N and A ∈ F n×m be a matrix with the property that each of its entries is either fixed to zero or a free variable from F. Its determinant det(A) is called trivially zero if it is zero for all choices for the free variables in A.
Theorem 2.12. [4] Let the convolutional code C be generated by a right prime minimal polynomial matrix
n×k and have the left prime and row proper parity-check matrix
that every full size minor that is not trivially zero, i.e. zero for all choices of 
At the end of this section, we introduce reverse MDP convolutional codes, which are advantageous for use in forward and backward decoding algorithms [11] .
Definition 2.14. [5] Let C be an (n, k, δ) convolutional code with right prime minimal generator matrix G. Set g ij (z) := z δ j g ij (z −1 ). Then, the code C with generator matrix G is also an (n, k, δ) convolutional code, which is called the reverse code to C.
Definition 2.15. [11] Let C be an MDP convolutional code. If C is also MDP, C is called reverse MDP convolutional code.
Remark 2.16. [11] Let (n − k) | δ and H(z) = H 0 + · · · + H ν z ν be a left prime and row proper parity-check matrix of the MDP code C. Then the reverse code C has parity-check matrix H(z) = H ν + · · · + H 0 z ν . Therefore, C is reverse MDP if and only if every full size minor of the matrix
formed from the columns with indices j 1 , . . . , j (L+1)(n−k) with j s(n−k)+1 > sn, for s = 1, . . . , L is nonzero.
Complete MDP convolutional codes
In the beginning of this section, we introduce complete MDP convolutional codes, which are even more advantageous for decoding than reverse MDP convolutional codes [11] .
is called partial parity-check matrix of the code. Moreover, C is called complete MDP convolutional code if for any of its parity-check matrices H, every full size minor of H which is not trivially zero is nonzero.
Remark 3.2.
[11] Every complete MDP convolutional code is a reverse MDP convolutional code.
As for H L -when considering MDP convolutional codes -and additionally for H L -when considering reverse MDP convolutional codes -one could describe the not trivially zero full size minors of the partial parity-check matrix H by conditions on the indices of the columns one uses to form the corresponding minor. 
The following lemma enables us to show the existence and genericity of complete MDP convolutional codes in Section 3.1 as well as to provide concrete constructions in Section 3.2 by considering only the not trivially full size minors of a matrix H of the form (1).
(n−k)×n be such that each full size minor of H as in (1) which is not trivially zero is nonzero. Then H is a row proper parity-check matrix of an (n, k, δ) complete MDP convolutional code, where δ = ν(n − k). In particular, for an (n, k, δ) complete MDP convolutional code, it always holds (n − k) | δ.
Proof.
If one sets s = L in part (ii) of Lemma 3.3, one sees that there are not trivially zero full size minors of H that are formed by a set of columns which contains n − k of the last n columns. Therefore, H 0 is of full row rank, which implies that H ∈ F[z] (n−k)×n is of full row rank. Hence H is the parity-check matrix of a convolutional code with rate k/n. If one sets s = 1 in part (i) of Lemma 3.3, one obtains that there are not trivially zero full size minors of H that are formed by a set of columns which contains n − k of the first n columns. Thus, H ν has full row rank. In particular, it contains no row that consists only of zeros and hence, all n − k row degrees of H are equal to ν. Consequently, δ = ν(n − k).
Existence and genericity of complete MDP convolutional codes
The existence of MDP and reverse MDP convolutional codes for all code parameters has been proven in [6] and [11] , respectively, by showing that the sets of these codes are Zariski open in the quasi-projective variety of all non-catastrophic (n, k, δ) convolutional codes. Moreover, this implies that the sets of MDP and reverse MDP convolutional codes form generic subsets of this variety. In the following, we show that this is also true for complete MDP convolutional codes.
Theorem 3.5. Let n, k, δ ∈ N with k < n and (n − k) | δ. Then, the set of all (n, k, δ) complete MDP convolutional codes forms a generic subset of the variety of all non-catastrophic (n, k, δ) convolutional codes. In particular, there exists an (n, k, δ) complete MDP convolutional code over a sufficiently large base field.
Proof.
The set of non-catastrophic (n, k, δ) convolutional codes with paritycheck matrix H whose row degrees are all equal to ν := δ n−k is Zariski open and therefore dense in the set of all non-catastrophic (n, k, δ) convolutional codes; see e.g. [10] . Hence, we could assume that H has this so-called "generic" row degrees. an (n, k, δ) convolutional code with all row degrees equal to ν. Therefore, the set of all (n, k, δ) complete MDP convolutional codes forms a generic subset of all non-catastrophic (n, k, δ) convolutional codes. Furthermore, this implies that there exists a sufficiently large field F for which an (n, k, δ) complete MDP convolutional code exists.
Remark 3.6.
Since the set of all non-catastrophic (n, k, δ) convolutional codes is Zariski open in the variety of all (n, k, δ) convolutional codes, the set of all (n, k, δ) complete MDP convolutional codes is also a generic subset of the variety of all (n, k, δ) convolutional codes.
Construction of complete MDP convolutional codes
The proof for the existence (and genericity) of complete MDP convolutional codes for all code parameters in the preceding subsection was non-constructive. In this subsection, we will present two concrete construction techniques for complete MDP convolutional codes. These work for all code parameters but require that the size of the underlying field is sufficiently large.
For the first construction, we apply the following lemma, which considers matrices over Z, and use that these matrices could also be viewed as matrices over F p if the characteristic p is sufficiently large. 
In the following, we give a general construction for (n, k, δ) complete MDP convolutional codes based on the preceding lemma. Doing this, we can assume ν = δ n−k ; see Lemma 3.4.
Theorem 3.8.
With the notation from the preceding lemma, choose X ∈ F (ν+L+1)n×(ν+L+1)n , i.e. a := (ν + L + 1)n, as well as b := νn + k. For j = 0, . . . , L, set I j = {(ν + j)n + k + 1, . . . , (ν + j + 1)n} and I = L j=0 I j . Then, those rows of X b whose indices lie in I form the partial paritycheck matrix of an (n, k, δ) complete MDP convolutional code if the characteristic of the base field is greater than
Proof. Defining the partial parity-check matrix as in the theorem, one gets
Write I = {i 1 , . . . , i (n−k)(L+1) } with i 1 < · · · < i (n−k)(L+1) . Using Lemma 3.3 and Lemma 3.7, it only remains to show that the conditions j (n−k)s+1 > sn and j (n−k)s ≤ sn + νn for s = 1, . . . , L are equivalent to j l ∈ {i l − (νn + k), . . . , i l } for l = 1, . . . , (n − k)(L + 1). But this is true since both are equivalent to j l ∈ {l + kx, . . . , l + kx + νn + k} where x ∈ {0, . . . , L} is chosen such that l ∈ {x(n − k) + 1, . . . , (x + 1)(n − k)}.
The necessary field characteristic size is estimated similar to [4] (i) The construction of the preceding theorem simply means to skip the first νn + k rows of X b and then, alternately choose n − k rows and skip k rows of X b .
(ii) The bound for the size of the characteristic in the preceding theorem is not very sharp. In fact, much smaller sizes are possible; see e.g. the following example.
In the following, we illustrate the construction technique from the preceding theorem with the help of two examples. In the second part of this subsection, we want to present a second construction technique for complete MDP convolutional codes. It also requires large field sizes but has the advantage that it works for arbitrary characteristic of the underlying field. For this construction, we need the following definition and proposition.
Definition 3.11. [2] Let S n be the symmetric group of order n. The determinant of an n×n matrix A = [a i,l ] is given by det(A) = σ∈Sn (−1) sgn(σ) a 1,σ(1) · · · a n,σ(n) . We call a product of the form a 1,σ(1) · · · a n,σ(n) with σ ∈ S n a trivial term of the determinant if at least one component a i,σ(i) is equal to zero. 
Suppose N is greater than any exponent of α appearing as a nontrivial term of any minor of B. Then B has the property that each of its minors which is not trivially zero is nonzero.
Remark 3.13. The preceding proposition even implies that each minor that is not trivially zero is nonzero, not only those of full size, which we need for our construction of complete MDP convolutional codes.
The next theorem provides a general construction of complete MDP convolutional codes based on the preceding proposition.
Theorem 3.14. Let n, k, δ ∈ N with k < n and (n − k) | δ and let α be a primitive element of a finite field
n−k is the parity-check matrix of an (n, k, δ) complete MDP convolutional code.
Proof.
We have to show that each fullsize minor of the partial parity-check matrix H given by (1) that is not trivially zero is nonzero. Permutation (reverse ordering) of the blocks of columns of H, which does not change the terms for the not trivially zero fullsize minors, leads to the matrix  We conclude this section by considering examples for this second construction principle. 10 . This leads to a field size of at least 2 7·2 10 = 2 7168 , which is again even much larger than for the other construction technique.
Conclusion
In this paper, the existence and genericity of complete MDP convolutional codes for all code parameters has been shown and two general construction techniques have been provided. However, these construction techniques require underlying base fields of very large sizes. This provokes the question if it is possible to derive general constructions over fields of smaller size and what is the minimum required field size so that such a construction is possible. This problem is even unsolved for MDP not only for complete MDP convolutional codes. In [7] a bound for the existence of superregular matrices was proved and used to obtain an upper bound on the necessary field size for MDP convolutional codes. But small examples show that these bounds are not very sharp. Furthermore, no constructions achieving these bounds were provided. Hence, these remain open problems for future research.
