We present a neural network based predictor which is derived by starting from the linear minimum mean squared error (LMMSE) predictor and by further making two key assumptions. With these assumptions, we first derive a weighted sum of LMMSE predictors which is motivated by the structure of the optimal MMSE predictor. This predictor provides an initialization (weight matrices, biases and activation function) to a feed-forward neural network based predictor. With a properly learned neural network, we show that under the given channel model assumptions it is possible to easily outperform the LMMSE predictor based on the Jakes assumption of the underlying Doppler spectrum.
I. INTRODUCTION
For increasing the achievable transmission rate in a wireless communication system, it is beneficial to have channel state information (CSI) at the transmitter side [1] . In scenarios, where the users are moving, the CSI may get outdated rapidly; thus, channel prediction plays an important role [1] .
After reformulating the general expression of the linear MMSE (LMMSE) predictor, a similar approach as for the learning based low complexity MMSE channel estimator [2] is used to obtain a learning based MMSE channel predictor. The starting point to the channel prediction problem is an underlying channel model. By reformulating the LMMSE predictor and by further making two key assumptions it is possible to derive a weighted sum of LMMSE predictors which has the structure of a feed-forward neural network. With a properly learned neural network, we show
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ii that under the given channel model assumptions it is possible to easily outperform the LMMSE predictor based on the Jakes assumption of the underlying Doppler spectrum.
II. CHANNEL MODEL
In this Section, the fading process and thus the underlying physical wave propagation channel model is explained, which is used to evaluate the performances of the predictors derived in the following sections. The channel is constructed by the superposition of P impinging plane-waves, where each plane-wave propagates along a specific path and is eventually received by a moving user with constant velocity v [1] , [3] . Each of these paths is mainly determined by a path-specific Doppler shift f p and path phase ψ p , where the Doppler shift of path p equals to:
with f c being the carrier frequency, c the speed of light and δ p the direction of arrival (DoA) of path p. The maximum possible Doppler shift is defined as the Doppler bandwidth B D = vf c c .
We assume that over a block of M + N symbols, which is equals to the duration of (M + N)T s , the path phases and the Doppler shifts remain unchanged, where M is the observation length,
N is the prediction length and T s is the symbol duration, which is much longer than the delay spread of the channel, thus, we have a frequency-flat channel [1] . We further assume that each path-phase ψ p and each path specific DoA δ p are uniformly distributed, i.e. [1] , [3] :
δ p ∼ U[−π, π).
With these assumptions, the channel coefficients h[m] for m = 0, . . . , M + N −1 are constructed by [1] , [3] :
Drawing the limit of P → ∞ the channel coefficiencts follow a Gaussian distribution based on the central limit theorem. However, it is important to note that for a low number of paths the obtained channel coefficients are distributed non-Gaussian.
An example of the fading process with three propagation paths is depicted in Figure 1 , [4] .
A. Covariance Function
In this Section, the covariance function
] of the wide-sense stationary process is described. The power spectral density (PSD) of the previously described model is given by the weighted sum of Dirac pulses at the Doppler shift frequencies f p [1] , [5] :
Consequently, the discrete covariance function R h [k] is obtained by sampling the inverse Fourier transform of the PSD [5] , [6] , viz:
at k = 0, 1, . . . , M + N − 1.With the specific assumptions of the channel model in (4) and if there are infinitely many paths, i.e., P → ∞, the limit of the discrete covariance functions R h [k] iv is equal to [1] , [5] , [7] :
with k = 0, 1, . . . , M + N − 1. By collecting the channel coefficients h[m] of the observation interval I M in a vector h:
we obtain the covariance matrix Σ h [1] :
The covariance matrix Σ h of h is a Toeplitz matrix, which is illustrated with the following small example more compactly:
Example 1: In this example, we assume that M = 4. Thus, we obtain for the vector h of collected channel coefficients of the observation interval I M :
Accordingly, the covariance matrix of h is: 
where the complex additive white Gaussian noise (AWGN) is described by:
with I M being the M × M identity matrix. The signal-to-noise ratio (SNR) is SNR = 1/σ 2 n . Accordingly, the covariance matrix of the noisy observations y is [1] , [4] :
With these quantities in hand, channel coefficients of the prediction interval I N can be obtained with the l−step LMMSE predictor [1] , [8] :
with m ∈ I N and l = m − (M − 1) and the correlation vector c H hmy of following form:
where the entries of the correlation vector c H hmy are for a finite number of propagation paths P according to (6) and for P → ∞ according to (8) .
In the following, the LMMSE predictor is reformulated in order to derive other predictors, which are described in the following sections. The reformulated version is obtained with two steps:
• First, the covariance matrix Σ h of the channel observations is extended by the desired step length l, for which a predicted channel coefficient should be obtained. 
with m ∈ I N and m = l + (M − 1). Therefore, the extended covariance matrix Σ l−ext h is of following form:
We can readily identify that the entries of the correlation vector c H hmy from (17) Which is illustrated again with a small example:
Example 2: In this example we again assume that M = 4 and wish to predict the channel coefficient following the M −1-th channel coefficient. In this way, we have a single-step predictor, thus l = 1. We obtain for the vector h of collected channel coefficients of the observation interval I M by extending the vector by one channel coefficient:
vii Accordingly, the extended covariance matrix Σ l−ext h of h l−ext is:
where we have extended the covariance matrix by one row and one column. We can identify that the correlation vector c H hmy is identical to the zeroth row starting from the first column of the extended covariance matrix Σ l−ext h :
The covariance matrix Σ h is by construction embedded at the bottom right part of the extended
With the following definitions:
the correlation vector c H hmy and the covariance matrix can be extracted Σ h from the extended covariance matrix Σ l−ext h by:
viii With (28) the expression for the covariance matrix of the noisy observations Σ y from (15) is rewritten to:
Example 3: According to the previous example, M = 4 and l = 1. Thus, we obtain:
With the covariance matrix extension and the extraction of the respective components in hand,
we are now able to reformulate the l−step LMMSE predictor from (16) by incorporating our results from (27) and (29):ĥ
IV. GRIDDED PREDICTOR
In the following, we use Bayes' approach of [2] to derive an approximated MMSE predictor.
The proposed solution is based on the random variables δ described by a given distribution p(δ) and the assumption that for each sample of δ the closed-form solution W δ of the LMMSE predictor according to W l−ext as in (33) is available [2] , [9] , [10] :
Note that each realization of the random δ corresponds to the DoAs of a sampled scenario that determines the path-specific Doppler shift. By using Bayes' theorem:
it follows for the estimated filter:Ŵ
The likelihood of y given δ is assumed to be Gaussian: 1
which we can rewrite to:
by making use of some basic linear algebra rules. We now wish to express Σ −1 y δ in terms of W δ . To this end, we firstly identify W δ with the predictor in (32):
The likelihood is now re-expressed in terms of W δ by:
Since the noise covariance matrix Σ n does not depend on δ, we can further simplify the likelihood p(y|δ):
By defining:Ĉ
the likelihood p(y|δ) is reformulated to: 1 We now indexed the second order statistical moments with δ to express the dependency on the selected sample of the scenario. x We can now incorporate the result for p(y|δ) into (36):
Analogous to (32), the approximated MMSE predictor is:
For arbitrary prior distributions p(δ) this filter cannot be evaluated in closed form [2] . Similar as in [2] , to have a computable expression we make the following assumption:
Assumption 1: The prior p(δ) is discrete and uniform:
By making this assumption the prior in (51) can be replaced by 1 N and the integrals are replaced by sums. We end up with the Gridded Predictor:
where the filter of each sample W δ i is calculated by (32) and b δ i is evaluated by (48). With larger N the approximation error decreases. Nevertheless, there will be a gap compared to the LMMSE predictor with perfect knowledge of the statistical moments of second order based on the coveriance function R h [k], because of a finite N. This gap is even more significant if the δ i are sampled from a prior p(δ), with more than one propagation path. In such a case, many combinations of DoAs are possible, which can not be fully captured by the Gridded Predictor with a finite number of samples N.
V. STRUCTURED PREDICTOR
With the Gridded Predictor it is possible to achieve prediction without the knowledge of the true PSD of the channel coefficients. The drawbacks of this predictor are its numerical complexity and a large memory requirement, due to the storage of a filter for each sample W δ i . By making another assumption, it is possible to simplify the predictor and reduce the memory overhead:
Assumption 2: ∀i = 1, . . . N the filters S T W δ i can be decomposed as:
xi with w δ i ∈ R K and a common matrix Q ∈ C K×M .
Instead of storing a matrix for each sample W δ i , it is now sufficient to store a vector w δ i for each sample, which reduces the memory overhead. Similar as in [2] , possible candidates for Q are [11] :
and using (54), it follows for the trace expressions in (53):
sinceĉ contains the diagonal entries of the matrix
After reformulating the trace expressions, the Gridded Predictor from (53) simplifies to:
We end up with the Structured Predictor of following form:
where the matrices A 1 and A 2 and the vector b are defined as follows:
xii VI. NEURAL NETWORK PREDICTOR An expert observation shows that a feed-forward neural network with one hidden layer and the softmax activation function,
has the same structure as the Structured Predictor. We define the feed-forward neural network
which can be visualized as the block diagram shown in the following figure: (1) b (2) cŵ N N (ĉ) Fig. 2 : Feed-forward neural network with one hidden layer and softmax activation function.
The matrix A 1 of the Structured Predictor from (61), which comprises the sample specific filter vectors w δ i ∈ R K , is equal to the weight matrix A (1) of the first layer of the neural network:
The vector b is the bias vector of the first layer, thus
If we carefully consider (62), we can see that the entries of the second matrix A 2 consist of sample specific filter vectors e T 1 W δ i ∈ C 1×M . Thus, the matrix A 2 is complex. Therefore, we split the matrix A 2 into its real and imaginary part and define
We further define for each neuron (representing the real and imaginary parts) in the second layer a bias term, which are comprised in the vector b (2) . The Structured Predictor suggests that the bias vector of the second layer is the all zero vector:
xiii Accordingly, the output of the neural networkŵ N N (ĉ) is the concatenation of the real and imaginary parts of the Structured Predictorŵ(ĉ):
A. Learning the MMSE Channel Predictor
The idea is now to initialize the weights A (1) and A (2) and biases b (1) and b (2) As performance metric (cost function), we choose the mean squared error (MSE). The stochastic gradient is then:
with i = 1, 2. Then, the variables of the neural network are updated with a desired gradient algorithm (e.g., [12] ). The described procedure is repeated until a convergence criterion is fulfilled. This learning procedure is described more compactly in the following: 
with i = 1, 2.
5 Update the variables of the neural network with a desired gradient algorithm (e.g., [12] ) 6 Repeat steps 2-5 until a convergence criterion is fulfilled.
VII. SIMULATION RESULTS
In this Section, we discuss the performances of the previously described predictors. As baseline we use the LMMSE predictor with perfect knowledge of the statistical moments of second order based on the coveriance function R h [k] (LMMSE Perfect). The LMMSE predictor with the assumption of P → ∞, is denoted as LMMSE Jakes, Clearly, assuming infinitely many paths is not true for specific cases with a finite number of paths. Nevertheless, constructing the LMMSE predictor with the assumption of having infinitely many paths is straightforward, since in this case the covariance function is equal to the zeroth order Bessel function (see (8) In the following simulation ( Fig. 3) , the number of observed symbols M = 16 and the prediction step l = 4. The SNR is 10dB and the number of impinging plane-waves at the user is one, i.e., P = 1. The number of samples for the construction of the predictors is set to N = 16
or N = 32 (depending on Q). i.e., channel coefficients, constructed with a low number of paths (propagation channel models with specular geometry), which are not Gaussian distributed render the LMMSE predictor to be not optimal and therefore to be outperformed by other approaches that take into account the actual underlying distribution of channel coefficients or their respective samples.
In the next simulation setting (Fig. 4) , The NN Toep predictor has a slightly lower MSE as compared to the NN Circ predictor for velocities larger than 60km/h ( Fig. 4 ). Both of the Neural Network predictors outperform the LMMSE Perfect predictor for the velocity range from 0km/h to 90km/h (Fig. 4 ).
In the next simulation ( Fig. 5) , In contrast to the previous simulations, the MSE of the LMMSE Perfect predictor does not remain constant for all velocities due to the increased number of paths to two. The LMMSE Jakes predictor with P → ∞ suggests that the predictor performance heavily depends on the Doppler bandwidth B D of the system setup (see (8) ), which depends on the velocity of the user. The Structured Circ predictor, the Gridded predictor, the Structured Toep predictor and the LMMSE Jakes predictor perform again almost equally well. We train the neural networks with 3000 mini-batches, each of size B = 50, where each channel realization is constructed with P = 2. In this simulation setting, the trained Neural Network Predictors outperform all other predictors for the velocity range from 0km/h to 50km/h (Fig. 6 ).
In the next simulation ( Fig. 7) , we now further increase the number of impinging plane-waves at the user to three, i.e., P = 3. The number of observed symbols remains M = 16 and the prediction step remains as well unchanged, l = 4. The SNR is as in the previous simulation again set to 0dB. The number of samples for the construction of the predictors is still set to N = 16 or N = 32 (depending on Q). We see that the LMMSE Perfect predictor outperforms the LMMSE Jakes predictor. However, as compared to the previous simulation setting with P = 2, a smaller gap is present between the LMMSE Perfect and the LMMSE Jakes predictor (due to the fact that P = 3). The Structured Circ predictor, the Gridded predictor, the Structured Toep predictor and the LMMSE Jakes predictor perform again almost equally well. We again train the neural networks with 3000 mini-batches, each of size B = 50, where each channel realization is constructed now with P = 3. The Neural Network Predictors are slightly performing better than the LMMSE Perfect predictor for velocities up to 25km/h. For all other velocities the neural network based predictors are outperforming all other predictors, except the LMMSE Perfect predictor. The simulation settings from Fig. 4, Fig. 6 and Fig. 7 , only differ in their number of paths P .
We considered simulation settings with low path numbers, since with a relatively high number of propagation paths the channel is similar to Jakes model.
VIII. CONCLUSION
A novel approach to learn a feed-forward neural network channel predictor was presented in this paper. Starting from the LMMSE predictor a reformulated version was derived. By making two key assumption it was possible to further derive predictors, which are motivated by the structure of the MMSE predictor. The Neural Network Predictor is initialized with the xxi Structured Predictor. By further training the network based predictors, it is possible to compensate the approximation errors due to the assumptions we made. Simulation results show that the Neural Network Predictors outperform the LMMSE predictor based on the assumption of a Jakes spectrum. For the specific cannel model assumptions in this paper, the Neural Network predictor even outperforms the LMMSE predictor based on the known covariance function for a low number of paths P and low SNR values.
