In this article, we investigate several structured deep learning models for crop type classification on multi-spectral time series. In particular, our aim is to assess the respective importance of spatial and temporal structures in such data. With this objective, we consider several designs of convolutional, recurrent, and hybrid neural networks, and assess their performance on a large dataset of freely available Sentinel-2 imagery. We find that the best-performing approaches are hybrid configurations for which most of the parameters (up to 90%) are allocated to modeling the temporal structure of the data. Our results thus constitute a set of guidelines for the design of bespoke deep learning models for crop type classification.
INTRODUCTION
Agricultural crop type mapping provides a highly valuable tool for agricultural management, environmental monitoring, or policy making. With the development of publicly available medium-high resolution remote sensing data such as the multi-spectral image time series provided by the Sentinel-2 mission, crop classification can now be implemented on a large scale and thus calls for increasingly high-performing automated machine-learning based classification tools.
In order to achieve this, discriminative models such as Random Forest (RF) classifiers have been extensively used for their good performance and the easy interpretability of their classification decisions [1, 2, 3] . Yet, such algorithms fail to take advantage of the spatial and temporal structures of the data at hand. Consequently, several works attempt to explicitly model the temporal structures: modelling multiannual crop rotation using Conditional Random Fields [3] , or modelling phenological properties with Hidden Markov Models [4] for instance. More recently, advances in deep learning provided very efficient tools for complex data analysis. Specifically, Convolutional Neural Networks (CNN) [5] and Recurrent Neural Networks (RNN) [6] are proving very efficient at exploiting spatial and temporal structure respectively. Additionally, RNNs and CNNs can be combined in hybrid recurrent convolutional networks (RCNN) in order to exploit both spatial and temporal structures in time series of images. These methods are being successfully applied for crop type mapping in a variety of manners: using CNN for unitemporal and multi-temporal classification [7] , RNN to model crop phenology [8] , or RCNN for multi-temporal crop segmentation [9] .
In this article, we consider the problem of crop classification on multi-spectral time series, assuming that parcel segmentation is already known. We attempt to answer the following question: Given a fixed budget of parameters, should one prioritize modeling the spatial structure (with CNN), temporal structure (with RNN), or both (with RCNN)? We compare the crop classification performance of several architectures with the same number of parameters on a Sentinel-2 dataset of agricultural parcels.
The key contributions of our work are as follows:
• We provide an empirical analysis of the features extracted by convolutional and recurrent models.
• We show that recurrent architectures are acting as a memory combining multiple observations, as well as a model for temporal evolution.
• We provide empirical evidence that the temporal structure of Sentinel-2 data is richer than the spatial structure for crop type classification, and, consequently, that most of a model's complexity should be allocated to it.
METHODS

Neural Network Architectures
In order to assess the influence of the temporal and spatial structure, we implement four neural network architectures. All of them share the same scheme: first extract an embedding -spatial, temporal or both -from the input image sequence and then perform the classification based on this embedding. The same design of classifier unit is used across all architectures: a Multi Layer Perceptron (MLP) with two hidden layers of dimension 128 and 64.
CNN
We first implement a convolution-based neural network whose goal is to leverage the spatial structure of image time series.
The images corresponding to each date are embedded independently through the same three layers composed of the following units: convolution with 3 × 3 kernel size and no padding, batch normalization [10] , ReLu activation [11] and Max-Pool with 2×2 kernel size. We then compute a global embedding for the whole sequence by concatenating all the image embeddings and taking the maximum for each channel, in the manner of PointNet [12] . Finally, the global embedding is fed to the MLP for classification.
RNN
Unlike the CNN network, the RNN architecture focuses purely on the temporal dimension of image sequences. For each image, we compute a vector of parcel-level handcrafted features: the mean and standard deviation of each spectral band. These vectors are then fed in chronological order to a standard Gated Recurrent Unit (GRU) [13] . The last hidden state of the GRU is used as the embedding for classification with the MLP.
RCNN
We explore two implementations of hybrid recurrent convolutional network to simultaneously model the spatial and temporal structures.
CNN+GRU
Our first implementation successively extracts spatial and temporal embeddings. Each image of the sequence is first independently embedded with a CNN-like network. The resulting sequence of spatial embeddings is then fed to a GRU unit in chronological order. The last hidden state of the GRU is used as a spatio-temporal embedding for classification. We implement three such models with varying ratios of parameters allocated to the temporal structure. Indeed, we can reduce the number of convolutional kernels and chose a larger hidden state size to increase this ratio (see Table 1 ).
Convolutional Long Short Term Memory(ConvLSTM)
Our second implementation follows the ConvLSTM architecture introduced by [14] and implements directly the spatial structure in the recurrent network. It uses image-shaped hidden and cell states, as well as convolutions instead of MLP layers in an LSTM structure [6] . We refer the reader to [9] for more details on this architecture. Table 1 summarizes the parameters used for the models: the number of kernels for each of the convolutions and the size of the hidden state of the recurrent unit. We do not consider three dimensional convolutional architectures to cover the spatial and temporal dimension of the data, contrarily to previous studies such as [7] . Indeed, convolutions are local computations, and hence are not as well-suited for modeling long term dependencies as recurrent architectures. Additionally, applying convolutions along the temporal axis assumes that the images of the sequence are regularly sampled in time which is not necessarily the case in practice.
Implementation details
All the models are trained for 50 epochs with Adam optimizer [15] set with a batch size of 32 and a learning rate of 10 −3 . We use 5-fold cross-validation: for each fold the dataset is split into train, validation and test set with a 3:1:1 ratio. The epoch achieving the best results on the validation set is used for performance evaluation on the test set. 
EXPERIMENTAL RESULTS
Dataset
We test our models using Sentinel-2 multi-spectral image sequences in top-of-canopy (TOC) reflectance (see Figure 1(a) ). We leave out the atmospheric bands (bands 1, 9, and 10), keeping 10 spectral bands. The area of interest (AOI) corresponds to tile T31TFM in southern France. This tile provides a challenging use case as it presents a high diversity of crops and different terrain conditions. It covers a surface of 12 100 km 2 and contains 199 464 parcels, each observed at 24 dates from January to October 2017.
The values of cloudy pixels are linearly interpolated from the first previous and next available pixel using Orfeo Toolbox [16] . To each parcel we associate a rectangular image patch obtained from the bounding box of its geo-referenced polygon. We set to zero all the pixels outside the parcel (see Figure 1(b) ). The patches are resized to 32 × 32 pixels using linear interpolation. This implies upsampling for a majority of parcels. Due to the interpolation, the statistics of the patches, in particular the standard deviation, may be affected by the parcels' shape. The dataset is thus comprised of 199 464 tensors of size 24 × 10 × 32 × 32. The images are normalized channel-wise for each date individually. We use the French Land Parcel Identification System records to associate a label to each parcel. The labels are drawn from a comprehensive terminology that covers all observable parcel types and regroups them in 18 high-level classes. Figure 2 shows the breakdown of the different classes in the AOI, where meadows, cereals and grapevine are dominant and only the rice class is not represented.
Results
We present the performance of each model in Table 2 . Given the high imbalance of the dataset under consideration (see Figure 2 ), we chose the unweighted average class-wise Fscore rather than Overall Accuracy (OA) to rank the models' performances. We insist on the fact that all models are designed with approximately the same number of parameters (see Table 1 ), so that the differences in performance can only be attributed to the architecture itself, and not to differences in model complexity. Surprisingly, the purely recurrent GRU model outperforms the ConvLSTM and the CNN+GRU 7 hybrid models. Only the CNN+GRU 8 and CNN+GRU 9 models achieve higher overall performance. This shows that extracting both spatial and temporal structures allows for a better classification, only on condition that most of the parameters are allocated to the temporal structure. Only 10% of the parameters seem sufficient for spatial feature extraction with convolutions.
This suggests that the features extracted by RNNs are more discriminative than those extracted by CNNs. Indeed, the purely convolutional model performs significantly worse than its purely recurrent counterpart (by 19 points of F-score). This performance gap can be explained by the fact that convolutional features are not completely relevant for the problem at hand. CNNs are well-suited for extracting shape and texture information, and it appears that parcels' shape does not strongly correlate with crop type. Furthermore, the resolution of Sentinel-2 images may not allow to capture rich texture information (see Figure 1(b) ). This would also explain why the ConvLSTM model -which relies more on convolutions -performs slightly worse that the CNN+GRU ones.
Additionally, the results stress the importance of choosing a large enough hidden state to fully leverage the temporal structure of the data. Comparing the GRU and CNN+GRU 7 models indicates that allocating too many parameters to extract convolutional features reduces the performance compared to a model learning on simple hand crafted features with a larger hidden state.
We show the per-class performances of the four types of architectures in Table 3 . For most classes, the use of convolutional features in the CNN+GRU 9 improves the performance compared to the GRU model. Yet some classes such as Grapevine or Ligneous present the opposite behaviour, showing that the relative importance of recurrent and convolutional features is class-dependant. Finally, in order to assess the importance of the temporal structure for the features extracted by the recurrent networks, we re-train several models with randomly shuffled input se-quences, such that the temporal structure is lost. Table 4 summarizes the F-scores obtained.
Time-shuffling impacts all models negatively. This impact is all the more important as the ratio of temporal parameters is high. Yet, all models still outperform the purely convolutional model. These results suggest that the hidden states of the recurrent units act in two ways: first, as a memory storing information regardless of the order, and second, as a model for the temporal evolution of the crops. As our dataset only covers a single year, this chronological evolution is most probably related to the phenology of the crops.
CONCLUDING REMARKS
In this article, we compared the performance of four deep learning architectures extracting spatial, temporal, or spatiotemporal features for crop type mapping with a constraint on the total number of parameters. Our results showed that the best performance is achieved with spatio-temporal features when up to 90% of the parameters are allocated to the temporal structure of the data.
This suggests that simple convolutional architectures are sufficient to extract expressive features from Sentinel-2 images. Moreover, this emphasizes the importance of the temporal dimension of Sentinel-2 data to classify crop types. We showed that RNNs can successfully leverage this structure by acting as a memory combining multiple observations and foremost by taking into account the temporal evolution of the different observations over a year.
In future works, it would be interesting to explore the time-modelling capacity of RNNs in the case of multi-annual observations. Such use cases can present temporal structures of higher order such as the crop rotation patterns studied by [3] . Additionally, the potential of RNNs should be even more valuable with the fully operational revisit time of five days achieved by the Sentinel-2 mission since late 2017. Furthermore, we focused here on the temporal and spatial dimensions and treated the spectral dimension with simple concatenation, while learned spectral features could be beneficial as well. This study should, therefore, be extended to cover the extraction of relevant spectral features with deep learning methods.
More generally, our results highlight the potential of deep learning models for agricultural parcel classification: all RNN and RCNN models outperform the RF baseline which achieves an average F-score of 36.9 on the same dataset (not shown here). This study provides a set of guidelines to help in designing bespoke models for the task at hand and contribute to the development of automated crop type mapping at a large scale.
