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Abstract
Let V be an inner product space of signature (p, q), let R be an algebraic curvature tensor on V ,
and let R(·) be the associated skew-symmetric operator. Assume the rank of R(·)= r is constant on
the Grassmannian of nondegenerate 2 planes. We use Stiefel–Whitney classes and K-theory to show
that r = 2 if p = 0,1 and q  9 or if p = 2 and if q  10 and if q and q + 2 are not powers of 2.
 2001 Elsevier Science B.V. All rights reserved.
MSC: 53B20
Keywords: Algebraic curvature tensor; Skew-symmetric curvature operator; Lorentzian and higher
signature; Ivanov–Petrova tensors
1. Introduction
Let 〈·, ·〉 be a nondegenerate symmetric inner product of signature (p, q) on a vector
space V . We say a four tensor R ∈ ⊗4(V ∗) is an algebraic curvature tensor if it has the
symmetries:
R(x, y, z,w)=−R(y, x, z,w)=−R(x, y,w, z), (1.1a)
R(x, y, z,w)=R(z,w,x, y), and (1.1b)
R(x, y, z,w)+R(y, z, x,w)+R(z, x, y,w)= 0. (1.1c)
The Riemann curvature tensor of a pseudo-Riemannian manifold is an algebraic curvature
tensor on the tangent space at every point of M . Furthermore, every algebraic curvature
tensor is geometrically realizable by the germ of a pseudo-Riemannian manifold. Thus the
study of algebraic curvature tensors is important in differential geometry.
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We use the inner product to define an associated operator R(x, y) by the identity:〈
R(x, y)z,w
〉=R(x, y, z,w). (1.1d)
If {v1, v2} is an oriented basis for a nondegenerate 2 plane π , the skew-symmetric
curvature operator is defined independently of the basis by:
R(π) := ∣∣g(v1, v1)g(v2, v2)− g(v1, v2)2∣∣−1/2R(v1, v2).
We say R has rank r if rank(R(π)) = r for any oriented nondegenerate 2 plane π . In
the Riemannian setting (p = 0), the constant rank algebraic curvature tensors have rank at
most 2 for most values of q . We refer to Gilkey [3] and to Gilkey, Leahy, and Sadofsky [4]
for the proof of the following result:
Theorem 1.2. Let R be a nontrivial rank r algebraic curvature tensor. Let p = 0. Let
q  5 and q = 7. Then r = 2.
The main result of this paper is the following theorem which bounds r in the Lorentzian
setting (p= 1) and also for p = 2.
Theorem 1.3. Let R be a nontrivial rank r algebraic curvature tensor.
(1) Let p = 1. Let q = 5 or q  9. Then r = 2.
(2) Let p = 2. Let q  10. Then r  4. Furthermore, if neither q nor q + 2 are powers
of 2, then r = 2.
Theorem 1.3 is important because the rank 2 algebraic curvature tensors have been
classified. We refer to [5] for the proof of the following classification theorem:
Theorem 1.4. Let R be an algebraic curvature tensor. Then R has constant rank 2 if
and only if there exists a self-adjoint map φ whose kernel contains no nontrivial spacelike
vectors so that R =Rφ where
Rφ(x, y)z=±
{〈φy, z〉φx − 〈φx, z〉φy}.
One says that an algebraic curvature tensor is Jordan Ivanov–Petrova if the Jordan
normal form of the complexification of R(·) is constant on the Grassmannian of oriented
timelike and spacelike 2 planes; such a tensor necessarily has constant rank. Theorem 1.3
is also important because the rank 2 Jordan Ivanov–Petrova algebraic curvature tensors
have been classified. We refer to [5] for the proof of the following classification theorem:
Theorem 1.5. Let R be an algebraic curvature tensor. Then R is a rank 2 Jordan Ivanov–
Petrova tensor if and only if R = CRφ where C > 0 and φ is a self-adjoint map which
satisfies one of the following three conditions:
(1) The map φ is an isometry, i.e., 〈φx,φy〉 = 〈x, y〉 for all x, y . This is equivalent to
the condition φ2 = id.
(2) The map φ is a para-isometry, i.e., 〈φx,φy〉 = −〈x, y〉 for all x, y . This is equivalent
to the condition φ2 =−id.
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(3) The map φ satisfies φ2 = 0 and kerφ = rangeφ.
A pseudo-Riemannian manifold (M,gM) is said to be Jordan Ivanov–Petrova if the
associated Riemann curvature tensor gMR satisfies this condition at each point of the
manifold. Theorem 1.3 is important because the rank 2 Jordan Ivanov–Petrova manifolds
have been classified in many case. We refer to Gilkey [3] and Gilkey et al. [4] for the proof
of the following theorem in the Riemannian setting and to Zhang [8] for the generalization
to the higher signature setting:
Theorem 1.6. Let (M,gM) be a Jordan Ivanov–Petrova rank 2 pseudo-Riemannian
manifold of signature (p, q). Assume that q  5 and that p = q . Then exactly one and
only one of the following assertions is valid for (M,gM):
(1) M has constant nonzero sectional curvature.
(2) M is locally isometric to a warped product: ds2M = ε dt2 +fε(t)ds2N of a connected
open interval I ⊂ R with a pseudo-Riemannian manifold N of dimension m − 1
which has constant sectional curvature K = 0. Furthermore, the warping function
fε is given by fε(t) = εKt2 + At + B , where A and B are auxiliary constants so
4KB − εA2 = 0 and so fε(t) = 0 on I .
The original classification results in this field were done by Ivanov and Petrova [6] who
showed that Theorem 1.6 also holds if (p, q)= (0,4). They also showed that Theorem 1.3
failed if (p, q) = (0,4) by constructing an algebraic curvature of tensor of rank 4 in this
setting; such a curvature tensor also exists if (p, q)= (2,2) or if (p, q)= (4,0) [8].
Here is a brief outline of this paper. In Section 2, we introduce some notational
conventions and prepare some background material for our later studies. In Section 3,
we prove Theorem 1.3. Our approach is motivated by the work of Gilkey, Leahy, and
Sadofsky [4] in the Riemannian setting. The case p = 2 requires, however, a quite different
approach. We use techniques from algebraic topology, the work of Adams [1], of Borel [2],
and of Stong [7] plays important roles in our discussion.
2. Notational and technical preliminaries
Let Rp,q be the vector space of real (p+ q)-tuples of the form
x = (x1, . . . , xp, xp+1, . . . , xp+q)
with the nondegenerate symmetric inner product g of signature (p, q) given by g(x, y) :=
−∑pi=1 xiyi +∑p+qi=p+1 xiyi . Let Gr+(r,s)(Rp,q) (respectively Gr(r,s)(Rp,q)) be the man-
ifold of nondegenerate oriented (respectively unoriented) 2 planes of type (r, s) in Rp,q
where r + s = 2. Let Gr+2 (Rp,q) (respectively Gr2(Rp,q)) be the manifold of nondegen-
erate oriented (respectively unoriented) 2 planes in Rp,q . Let .unionsq denote the disjoint union.
We have the following decompositions:
Gr+2
(
R
p,q
)= Gr+(0,2)(Rp,q) .unionsqGr+(1,1)(Rp,q) .unionsqGr+(2,0)(Rp,q), and
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Gr2
(
R
p,q
)= Gr(0,2)(Rp,q) .unionsq Gr(1,1)(Rp,q) .unionsq Gr(2,0)(Rp,q).
Let Gr+2 (Rn) := Gr+2 (R0,n) and let Gr2(Rn) := Gr2(R0,n); these are smooth compact
manifolds. We use the canonical inclusions Rq ↪→ Rp,q = Rp ⊕ Rq and Rp ↪→ Rp,q =
R
p ⊕ Rq to define canonical embeddings Gr+2 (Rq) ↪→ Gr+(0,2)(Rp,q) and Gr+2 (Rp) ↪→
Gr+(2,0)(Rp,q). Let Z2 ⊕ Z2 act on Sp−1 × Sq−1 ⊂ Rp × Rq ∼= Rp,q . Let S(p, q) :=
(Sp−1 × Sq−1)/Z2 be the quotient by the diagonal action of Z2; note that RPp−1 ×
RP
q−1 = (Sp−1 × Sq−1)/(Z2 ⊕Z2). Let (u, v) be an element in Sp−1 × Sq−1. Let 〈u,v〉
denote the associated point in S(p, q). We can also define a Z2⊕Z2 equivariant embedding
S(p, q) ↪→ Gr+(1,1)(Rp,q) by 〈u,v〉 ↪→ Span{u,v}. One can show the following homotopy
equivalence, for brevity, we omit the proof of the lemma as it is fairly straightforward.
Lemma 2.1.
(1) Gr+2 (Rq) is a strong deformation retract of Gr+(0,2)(Rp,q).
(2) Gr2(Rq) is a strong deformation retract of Gr(0,2)(Rp,q).
(3) S(p, q) is a strong deformation retract of Gr+(1,1)(Rp,q).
(4) RPp−1 ×RPq−1 is a strong deformation retract of Gr(1,1)(Rp,q).
(5) Gr+2 (Rp) is a strong deformation retract of Gr+(2,0)(Rp,q).
(6) Gr2(Rp) is a strong deformation retract of Gr(2,0)(Rp,q).
Definition 2.2. Let
L := {(%, ξ) ∈RPn ×Rn+1: ξ ∈ %},
γ2 :=
{
(π, ξ) ∈ Gr2(Rn)×Rn: ξ ∈ π
}
, and
L := Gr+2 (Rn)×R/(π,λ)∼ (−π,−λ)
be the classifying real line bundle over RPn, the classifying real 2 plane bundle over
Gr2(Rn), and the canonical real line bundle over Gr2(Rn), respectively. We note that the
restriction of L to RPn−2 ⊂ Gr2(Rn) is the classifying line bundle L overRPn−2, thus L is
nontrivial.
Let E be a real vector bundle over a topological space B . Let w(E) be the total Stiefel–
Whitney class of E; w(E) is characterized by the following properties:
(1) w(E)= 1+w1(E)+w2(E)+ · · · for wi ∈Hi(B;Z2).
(2) wi(E)= 0 for i > dim(E).
(3) w(E ⊕ F)=w(E)w(F), i.e., wk(E ⊕ F)=∑i+j=k wi(E)wj (F ).
(4) If E is a trivial bundle, then w(E)= 1.
(5) If L is the classifying real line bundle over RPn, then u := w1(L) generates
H 1(RPn;Z2)= Z2.
(6) We have w is natural with respect to pullback, i.e., w(f ∗E)= f ∗w(E).
The following lemma calculating K˜O(RPn) follows from work of Adams [1].
Lemma 2.3. Let L be the classifying real line bundle over RPn.
(1) Let u :=w1(L). We then have H ∗(RPn;Z2)= Z2[u]/(un+1 = 0).
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(2) The elements [1] and [L] generate KO(RPn).
(3) The element [L] − [1] has order ρ(n) := 2φ(n) in K˜O(RPn) where φ(0) = 0,
φ(1)= 1, φ(2)= 2, φ(3)= 2, φ(4)= 3, φ(5)= 3, φ(6)= 3, φ(7)= 3, and where
φ(8k + %)= 4k+ φ(%) for % > 0.
For n ∈ N, let j (n) := [log2 n], then 2j (n)  n < 2j (n)+1. We tabulate some values of
φ(n), j (n) and ρ(n) as they are need in Section 3. See Table 1.
For simplicity, we define
x : = w1(γ2) ∈H 1
(
Gr2
(
R
n
);Z2), y :=w2(γ2) ∈H 2(Gr2(Rn);Z2), and
u : = w1(L) ∈H 1
(
RP
n−2;Z2
)
.
Let γ⊥2 be the orthogonal complement of γ2 and let w⊥i :=wi(γ⊥2 ). Since γ2 ⊕ γ⊥2 is a
trivial bundle of dimension n over Gr2(Rn), in the formal power series ring Z2[[x, y]], we
can use w(γ2)= 1+ x + y to express
w
(
γ⊥2
)=∑
k
w⊥k = (1+ x + y)−1 ∈ Z2[[x, y]].
Since dim(γ⊥2 ) = n − 2, we see that w⊥i = 0 in H ∗(Gr2(Rn);Z2) for i  n − 1. These
relations generate all relations in H ∗(Gr2(Rn);Z2); we refer to Borel [2] for the proof of
the following theorem:
Theorem 2.4. We have
H ∗
(
Gr2
(
R
q
);Z2)∼= Z2[x, y]/w⊥i = 0 for i  q − 1.
As a consequence of Theorem 2.4, we have:
Lemma 2.5. In the cohomology ring H ∗(Gr2(Rq);Z2), w⊥q−1 = xq−1 if and only if q is a
power of 2.
Proof. Suppose q = 2s for some s  1. Then w⊥q−1 =wq−11 is a well known fact. We now
suppose w⊥q−1 =wq−11 . Since
w⊥q−1 =
∑
a+2b=q−1
[(
a + b
a
)
mod 2
]
xayb,
Table 1
n 2 3 4 5 6 7 8 9 10 11
n+ 2 4 5 6 7 8 9 10 11 12 13
n+ 3 5 6 7 8 9 10 11 12 13 14
φ(n) 2 2 3 3 3 3 4 5 6 6
j (n) 1 1 2 2 2 2 3 3 3 3
ρ(n) 4 4 8 8 8 8 16 32 64 64
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(
q−b−1
b
)
is even for all 1 b q2 − 1. Choose j ∈N so that 2j  q < 2j+1. Let
q = 2j +
j−1∑
i=0
ai2i and ai = 0,1
be the 2-adic expansion. Let 0 N  j be the first nonzero index. Suppose N < j , then
the 2-adic expansion of q reduces to
q = 2j +
j−1∑
i=N+1
ai2i + 2N.
Choose b = 2N  q2 − 1, we may express
q − b− 1 = 2j + aj−12j−1 + · · · + aN+12N+1 − 1
=
j−1∑
i=N+1
(ai + 1)2i + 2N + 2N−1 + · · · + 2+ 1;
thus (
q − b− 1
b
)
≡
j−1∏
i=0
1 = 1 mod 2.
As this is false, we see that N = j , i.e., q is a power of 2. ✷
The following lemma is due to Stong [7]:
Lemma 2.6. Let φq :=∑a+b+c=q(u1+u2)au1bu2c in Z2[u1, u2]. If φq = 0, then q+3 =
2s for some s.
The following result is also well known:
Lemma 2.7. Let i :RPn−2 ↪→ Gr2(Rn) be the canonical inclusion. We have:
(1) i∗(γ2)∼= L⊕ 1 and i∗(L)∼= L.
(2) i∗x = u and i∗y = 0.
We shall need the following three technical lemmas in the proof of Theorem 1.3.
Lemma 2.8. Let L be the nontrivial line bundle over Gr2(Rn) given in Definition 2.2. Let
U be a real 4 plane bundle over Gr2(Rn) so that U ⊗L is isomorphic to U . Then
x4 + x3 ·w1(U)+ x2 ·
(
w1(U)+w2(U)
)+ x · (w1(U)+w3(U))= 0.
Proof. We use the splitting principle to see that the pullback bundle σ ∗(U) over the flag
manifold F(U) splits into a direct sum of 4 line bundles Li and that
σ ∗ :H ∗
(
Gr2
(
R
n
);Z2)→H ∗(F(U);Z2)
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is a ring monomorphism. Let s := σ ∗(x). Let si :=w1(Li). Let
w˜i := σ ∗
(
wi(U)
)=wi(σ ∗(U)).
Since U ∼=U ⊗L and since the Stiefel–Whitney classes are natural, we have:
w(U)=w(U ⊗L) and σ ∗(w(U))=w(σ ∗(U))= 4∏
i=1
(1+ si ).
Consequently we have:
4∏
i=1
(1+ si)= σ ∗
(
w(U)
)= σ ∗(w(U ⊗L))=w(σ ∗(U ⊗L))= 4∏
i=1
(1+ si + s).
We expand this identity to see: s4 + s3 · w˜1 + s2 · (w˜1 + w˜2)+ s · (w˜1 + w˜3)= 0. Since σ ∗
is injective, the assertion now follows. ✷
The following well-known result can be found in [7]:
Lemma 2.9. Let B be a topological space. Let E be a real vector bundle over B of
dimension m. Let wm(E) be the top Stiefel–Whitney class of E. Let w(E) be the total
Stiefel–Whitney class of E. Let Sq be the total Steenrod squares. We have Sq(wm(E)) =
w(E) ·wm(E).
As an immediate consequence of Lemma 2.9, we have:
Lemma 2.10. Let L be the nontrivial line bundle over Gr2(Rn) and let γ2 be the
classifying 2 plane bundle over Gr2(Rn) given in Definition 2.2. We have
Sq(x)= (1+ x)x and Sq(y)= (1+ x + y)y.
3. Proof of Theorem 1.3
In this section, we establish the bounds on the rank of R for p = 1 or 2.
Definition 3.1. We say a continuous map R : Gr+2 (Rp,q) → so(µ, ν) is permissible
if R(−π) = −R(π) and if rankR(π) is constant on Gr+2 (Rp,q). Similarly we say a
continuous map R :Sn → so(µ, ν) is permissible if R(−v) = −R(v) and if rankR(v)
is constant on Sn. We let rankR(π) = r be this constant. Note that if R is an algebraic
curvature tensor of rank r , then the map π → R(π) is a rank r permissible map from
Gr+2 (Rp,q) to so(p, q).
Lemma 3.2.
(1) There exists a rank preserving linear isomorphism from so(p, q) to so(p+ q).
(2) The following assertions are equivalent
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(2a) There exists a permissible map from Gr+2 (Rp,q) to so(p, q) of rank r .
(2b) There exists a permissible map from Gr+2 (Rp,q) to so(p+ q) of rank r .
(3) The following assertions are equivalent
(3a) There exists a permissible map from Sn to so(p, q) of rank r .
(3b) There exists a permissible map from Sn to so(p+ q) of rank r .
We refer to Lemma 2.2 in [5] for the proof of assertion (1) of Lemma 3.2. Assertions (2)
and (3) are immediate consequences of assertion (1).
We shall use techniques from algebraic topology to prove the following results:
Lemma 3.3.
(1) Let R :Sn → so(n + 2) be a rank r permissible map. Assume n  9. We have
that r  2.
(2) Let R :Sn → so(n+ 3) be a rank r permissible map. Assume n 10.
(2a) If n is even, then r  2.
(2b) If n is odd, then r  4.
Lemma 3.4. Let R : Gr+2 (Rq)→ so(2+ q) be a rank 4 permissible map. Let q  10 and
let q be even. Then either q is a power of 2 or 2+ q is a power of 2.
Lemma 3.5. Let R be a rank r algebraic curvature tensor on Rp,q .
(1) If p = 1 and if q = 5, then r  2.
(2) If p = 1 and if q = 9, then r  2.
To avoid interrupting the flow of our discussion, we present the proofs of Lemmas 3.3–
3.5 in the later half of this section; first we use these results to prove Theorem 1.3 (1)
and (2) as follows.
Proof of Theorem 1.3(1). Let p = 1 and let q  9. Let R be a rank r algebraic curvature
tensor on R1,q . Then R defines a permissible map from Gr+(1,1)(R1,q) to so(1, q) of rank r .
We wish to show r  2. If q = 9, we use Lemma 3.5(2) to see r  2. We may therefore
assume q  10. We use Lemma 3.2 to construct a permissible map R˜ : Gr+(1,1)(R1,q)→
so(1+q) of rank r . We use the Z2 equivariant embedding Sq−1 → Gr+(1,1)(Rp,q) discussed
earlier to construct a permissible map R˜ :Sq−1 → so(q + 1) of rank r . Lemma 3.3(1) then
shows r  2 as desired. We apply Lemma 3.5(1) to complete the case when q = 5. ✷
Proof of Theorem 1.3(2). Let p = 2 and let q  11. Let R be a rank r algebraic curvature
tensor on R2,q . Then R defines a permissible map from Gr+(0,2)(R2,q) to so(2, q) of rank r .
Again, we use Lemma 3.2 to construct a permissible map
R˜ : Gr+(0,2)
(
R
2,q)→ so(2+ q)
of rank r . We use the Z2 equivariant embedding Sq−1 ↪→ Gr+(0,2)(R2,q) to construct a
permissible map
R˜ :Sq−1 → so(q + 2)
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of rank r . Since q−1 10, Lemma 3.3(2) shows that r  4. Furthermore in the exceptional
case that r = 4, we may conclude that q − 1 is odd and hence q is even. We now suppose
r = 4 and q is even. We use the Z2 equivariant embedding of Gr+2 (Rq) in Gr+(0,2)(Rq ) to
construct a permissible map
R˜ : Gr+2
(
R
q
)→ so(2+ q)
of rank 4. We use Lemma 3.4 to see that q or q + 2 must be a power of 2. ✷
We now return to the proofs of Lemmas 3.3, 3.4, and 3.5. Let R :Sn → so(m) be
permissible. Let V0(R(v)) and V1(R(v)) be the kernel and range of R(v) for v ∈ Sn.
Since R(v) has constant rank on Sn, Vi(R(v)) define vector bundles over Sn. Let m · 1
be m copies of the trivial line bundle over Sn. We then have an orthogonal direct sum
decomposition:
V0 ⊕ V1 =m · 1. (3.5a)
Since R(−v) = −R(v), the vector bundles Vi descend to define vector bundles Ui over
projective space RPn, and R descends to define an isomorphism between U1 and U1 ⊗L.
We decompose [Ui] in K˜O(RPn) in the form:
[Ui ] = ai
([L] − [1])+ dimUi[1];
in this expression, the integer ai is well defined modulo ρ(n). Let j (n) be defined in
Table 1, then we have 2j (n)  n < 2j (n)+1. We refer to Lemma 1.1 in [4] for the proof of
the following result:
Lemma 3.6. Let R :Sn → so(m) be permissible. Let U1 be the associated bundle defined
over RPn.
(1) We have 2a1 ≡ dimU1 mod ρ(n).
(2) We have a0 + a1 ≡ 0 mod 2j (n)+1.
(3) If n 9, then j (n)+ 2 φ(n) and a1 ≡ 12 dimU1 mod 2j (n)+1.
Proof of Lemma 3.3. Assertion (1) of Lemma 3.3 follows from Theorem 1.2 in [4]. We
adopt the argument given in [4] to prove the remaining assertions.
We set m := n+3. Let j := j (n). Let ui := dimUi . Assume u1  2. We use Lemma 3.6
to choose integers 0 < a¯0  2j+1 and a¯1 = 2j+1 − a¯0 so 0  a¯1 < 2j+1 and so w(Ui) =
(1+ u)a¯i . We now have: a¯0 + a¯1 = 2j+1, u0 + u1 = n+ 3, and u1 = 2a¯1.
Now if a¯0  n, then xa¯0 survives in w(U0) and hence u0  a¯0. Consequently
2j+1 + 2 n+ 3 = u0 + u1  a¯0 + 2a¯1 = 2j+1 + a¯1;
thus a¯1  2 and u1 = 2a¯1  4. If u1 = 4, i.e., a¯1 = 2, then all the inequalities must have
been equalities, thus 2j+1+2 = n+3 and n is odd. We may therefore assume a¯0 > n 2j .
Let αν , α˜ν , and βν be the coefficients of 2ν in the 2-adic expansions of a¯0, a¯1 − 1 and n.
Then αν , α˜ν , and βν are 0 or 1. Since a¯0 + a¯1 = 2j+1, we must have α˜ν + αν = 1. Thus
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a¯0 = 1 · 2j + αj−12j−1 + · · · + α0
a¯1 = 0 · 2j + α˜j−12j−1 + · · · + α˜0 + 1
n= 1 · 2j + βj−12j−1 + · · · + β0.
If all the αν = 1, then a¯1 = 1 so u1 = 2 and we are done. Thus αν = 0 for some
0 ν  j − 1. Choose k maximal so that αk = 0. Expand
a¯0 = 1 · 2j + · · · + 1 · 2k+1 + 0 · 2k + αk−12k−1 + · · · + α0
a¯1 = 0 · 2j + · · · + 0 · 2k+1 + 1 · 2k + α˜k−12k−1 + · · · + α˜0 + 1
n= 1 · 2j + · · · + βk+12k+1 + βk2k + βk−12k−1 + · · · + β0.
Let nk+1 := 2j + βj−12j−1 + · · · + βk+12k+1  n. Since xnk+1 survives in w(U0), u0 
nk+1. We estimate:
u0  nk+1, u1 = 2a¯1  2 · 2k + 2 = 2k + 2k−1 + · · · + 20 + 3
n+ 3 = u0 + u1  nk+1 + 2k + 2k−1 + · · · + 20 + 3 n+ 3.
Thus all of these inequalities must have been equalities; we now have:
u0 = nk+1, a¯1 = 2k + 1, and n= nk+1 + 2k + 2k−1 + · · · + 20. (3.6a)
If k = 0, then a¯2 = 2 so u1 = 4. Furthermore n is odd. Thus we assume k  1 and express:
a¯0 = 1 · 2j + · · · + 1 · 2k+1 + 0 · 2k + 1 · 2k−1 + · · · + 1 · 20
a¯1 = 0 · 2j + · · · + 0 · 2k+1 + 1 · 2k + 0 · 2k−1 + · · · + 0 · 20 + 1
n= 1 · 2j + · · · + βk+12k+1 + 1 · 2k + 1 · 2k−1 + · · · + 1 · 20.
This shows that nk+1 + 1 n so xnk+1+1 survives in w(U0) and hence we must have u0 
nk+1 + 1> nk+1; this contradicts Eq. (3.6a). Thus k = 0; this completes the proof. ✷
The following is an immediate consequence of the proof we have given of Lemma 3.3
since a¯1 = 12u1 = 2.
Corollary 3.7. Assume n  10. Let R :Sn → so(n + 3) be permissible. Suppose that
dimU1 = 4, then w(U1)= 1+ u2.
Let R : Gr+2 (Rm−2) → so(m) be a rank 4 permissible map. Let W˜0(R(π)) and
W˜1(R(π)) be the kernel and range of R(π) for π ∈Gr+2 (Rm−2). Since R(π) has constant
rank on Gr+2 (Rm−2), W˜i(R(π)) define vector bundles over the oriented Grassmannian
Gr+2 (Rm−2); we have that dim W˜0 =m− 4, that dimW˜1 = 4, and that W˜0 ⊕ W˜1 is a trivial
bundle of dimension m. Since R(−π)=−R(π),
W˜i
(
R(−π))= W˜i(R(π)).
Thus these bundles descend to define vector bundles Wi over the unoriented Grassmannian
Gr2(Rm−2) and W0 ⊕W1 =m ·1. Let L be the nontrivial real line bundle over Gr2(Rm−2)
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given in Definition 2.2. We have that R induces an isomorphism from W1 ⊗L to W1. We
use Theorem 2.4 and Lemma 2.7 to study the Stiefel–Whitney classes of the bundle W1.
Lemma 3.8. Assume m 11. Let R : Gr+2 (Rm−2)→ so(m) be a rank 4 permissible map.
There exist integers S, T , and U taking values in {0,1} so that
w(W1)= 1+ x2 + S(y + xy)+ T x2y +Uy2.
Proof. Let i :RPm−4 ↪→ Gr2(Rm−2) be the canonical inclusion. Let Ui be the restriction
of Wi to RPm−4. Corollary 3.7 shows that
i∗
(
w(W1)
)=w(U1)= 1+ u2.
Lemma 2.7 shows that the coefficients of x , x3, and x4 in w(W1) are zero while
the coefficient of x2 is 1, so w1(W1) = 0. By Theorem 2.4, x and y generate
H ∗(Gr2(Rm−2);Z2). Consequently, there exist constants S, Q, T , and U so that w(W1)=
1+ P(x, y) for
P(x, y) := x2 + Sy +Qxy + T x2y +Uy2.
We use Lemma 2.8 with U =W1 to see x4 + x2 ·w2(W1)+ x ·w3(W1)= 0, i.e., we have
that
x4 + x(Qxy)+ x2(x2 + Sy)= 0 so S =Q. ✷
Lemma 3.9. Assume m  11. Let R : Gr+2 (Rm−2) → so(m) be a rank 4 permissible
map. We have w(W1) = 1 + Pi for i = 2, 3, or 4; where P2 = x2, P3 = x2 + y2, and
P4 = x2 + y + xy .
Proof. In Lemma 3.8, we showed
w(W1)= 1+ x2 + S(y + xy)+ T x2y +Uy2.
The top Stiefel–Whitney class of W1 is w4(W1)= T x2y+Uy2. We consider the following
cases:
Case 1. Suppose (T ,U) = (0,0). Since Sq is a ring homomorphism, we apply
Lemma 2.10 to see that
Sq
(
w4(W1)
) = T (1+ x)2x2(1+ x + y)y +U(1+ x + y)2y2
= T x2y + T x4y + T x3y + T x5y + T x2y2
+ T x4y2 +Uy2 +Ux2y2 +Uy4. (3.9a)
We apply Lemma 2.9 to see that:
Sq
(
w4(W1)
) = (1+ x2 + S(y + xy)+ T x2y +Uy2)(T x2y +Uy2)
= T x2y + T x4y + T Sx2y2 + T Sx3y2 +USxy3
+USy3 +Uy2 +Ux2y2 +Uy4 + T x4y2. (3.9b)
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Since m  11, there are no relations in Hk(Gr2(Rm−2);Z2) for k  7. We compare the
coefficients of x3y in Eqs. (3.9a) and (3.9b) to see that T = 0. Since (T ,U) = (0,0), we
have U = 1. We compare the coefficients of xy3 in Eqs. (3.9a) and (3.9b) to see S = 0.
Case 2. Suppose (T ,U)= (0,0). Then S = 0 or S = 1 is automatic in Z2. Our assertion
now follows. ✷
Let V i := (1 + Pi)−1 be the corresponding formal power series in the formal power
series ring Z2[[x, y]] defined by Pi which were listed in Lemma 3.9. Let V ik be the
kth degree homogeneous terms in the corresponding expansions. We now study the
relationship between q and V i .
Lemma 3.10. Assume p = 2 and q  10 is even. Let R : Gr+2 (Rq)→ so(2+q) be a rank 4
permissible map.
(1) If w(W0)= V2, then q is a power of 2.
(2) If w(W0)= V4, then 2+ q is a power of 2.
Proof. Since r = 4, dimW1 = 4 and dimW0 = q − 2. We first assume w(W0)= V2. Thus
V2q vanishes in Hq(Gr2(Rq);Z2); we may express V2q = αw⊥q + βx ·w⊥q−1 in Z2[x, y] for
α,β = 0 or 1. We have
V2 =
∑
i0
x2i .
Since q is even, V2q = xq . We consider the following cases:
Case 1. Suppose (α,β)= (0,0). This implies V2q = 0 which is false.
Case 2. Suppose (α,β) = (1,0). This implies V2q = w⊥q . Since there is no yq/2 term
in V2q , and since w⊥q contains the term yq/2, this is not possible.
Case 3. Suppose (α,β)= (1,1). This implies V2q =w⊥q + x ·w⊥q−1. Since there is no xq
term in w⊥q + x ·w⊥q−1, and since V2q contains the term xq , this is not possible.
Case 4. Suppose (α,β) = (0,1). This implies V2q = x · w⊥q . Since V2q has only even
powers of x , this can happen only if w⊥q−1 = xq−1. We use Lemma 2.5 to see that
w⊥q−1 = xq−1 in H ∗(Gr2(Rq);Z2), this holds if and only if q is a power of 2; assertion (1)
now follows.
Next we assume w(W0) = V4, then w(W1)= (1 + x)(1 + x + y). We again apply the
splitting principle to γ2 to see that σ ∗(γ2) over F(γ2) splits into a direct sum of 2 line
bundles L1 ⊕L2 and that
σ ∗ :H ∗
(
Gr2
(
R
q
);Z2)→H ∗(F(γ2);Z2)
is a ring monomorphism. Since
σ ∗(x)= u1 + u2 and σ ∗(y)= u1 · u2 with ui =w1(Li),
we have:
σ ∗
(
w(γ2)
) = (1+ u1) · (1+ u2), and
σ ∗
(
w(W1)
) = (1+ u1) · (1+ u2) · (1+ u1 + u2).
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We compute:(
σ ∗w
(
γ⊥
))
n
=
∑
i+j=n
ui1 · uj2, and
(
σ ∗V4)
n
=
∑
a+b+c=n
(u1 + u2)a · ub1 · uc2.
Since V4q−1 = 0 in Hq−1(Gr2(Rq);Z2), we must have
0 = (σ ∗V)4q−1 =
∑
a+b+c=q−1
(u1 + u2)a · ub1 · uc2 ∈ Z2[u1, u2].
Lemma 2.6 due to Stong [7] now shows (q−1)+3= 2+q is a power of 2 as required. ✷
Lemma 3.11. Assume p = 2 and q  10 is even. Let R : Gr+2 (Rq)→ so(2+q) be a rank 4
permissible map. Then w(W0) = V3.
Proof. Let Qk be a homogeneous polynomial in x, y of degree k, we expand
Qk = C1(Qk)xk +C2(Qk)xk−2y +C3(Qk)xk−4y2
+C4(Qk)xk−6y3 +C5(Qk)xk−8y4 + · · · .
We set Ci(Qk) := 0 if i < 0 or k < 0. Let C(Qk) := (C1C2C3C4C5) ∈ Z52 be the first five
coefficients in the expansion of Qk . These numbers will play a crucial role in our argument
given below. We have the following recursion relations:
Ci
(
w⊥k
)= Ci(w⊥k−1)+Ci−1(w⊥k−2) and (3.11a)
Ci
(V3k )= Ci(V3k−2)+Ci−2(V3k−4).
We tabulate C(w⊥k ) and C(V3k ) for the following values of k. See Table 2.
The recursion relations given in Eq. (3.11a) imply C(w⊥k ) and C(V3k ) are periodic with
period 16 for all values of k  9.
Since R has rank 4, dimW1 = 4 and dimW0 = q − 2. Thus V3q vanishes in
Hq(Gr2(Rq);Z2); we may express V3q = αw⊥q + βx · w⊥q−1 for α,β = 0 or 1. We use
Table 2 to tabulate these values. See Table 3.
By comparing the data from each column, we can rule out w(W0)= V3 as required. ✷
Proof of Lemma 3.4. Let R : Gr+2 (Rq)→ so(2 + q) be a permissible map of rank 4. We
use Lemma 3.9 to see that w(W1)= 1 + Pi for i = 2,3 or 4. We use Lemma 3.11 to rule
out the case where w(W1)= 1+ P3; our assertion now follows from Lemma 3.10. ✷
Proof of Lemma 3.5. We now analyze the situations where q = 5 or 9. First we assume
(p, q) = (1,5). Let R be a rank r permissible map from Gr2(R1,5) to so(1,5). We use
Lemma 3.2 to construct a rank r permissible map R˜ from Gr2(R1,5) = Gr(0,2)(R1,5) .unionsq
Gr(1,1)(R1,5) to so(6). Since Gr(0,2)(R1,5) strongly deformation retracts to Gr2(R5) and
since RP3 naturally includes in Gr2(R5), we have W1 ⊕W0 = 6 · 1 and W1 ⊗L∼=W1. We
must rule out the possibilities of having dimW1 = 6 or 4.
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Table 2
k C(w⊥
k
) C(V3
k
) k+ 16 C(w⊥
k+16) C(V3k+16)
9 10101 00000 25 10101 00000
10 11011 10001 26 11011 10001
11 10001 00000 27 10001 00000
12 11100 10100 28 11100 10100
13 10100 00000 29 10100 00000
14 11010 10000 30 11010 10000
15 10000 00000 31 10000 00000
16 11101 10101 32 11101 10101
17 10101 00000 33 10101 00000
18 11011 10001 34 11011 10001
19 10001 00000 35 10001 00000
20 11100 10100 36 11100 10100
21 10100 00000 37 10100 00000
22 11010 10000 38 11010 10000
23 10000 00000 39 10000 00000
24 11101 10101 40 11101 10101
25 10101 00000 41 10101 00000
Table 3
q 0 w⊥q x ·w⊥q−1 w⊥q + x ·w⊥q−1 V3q
10 00000 11011 10101 01110 10001
12 00000 11100 10001 01101 10100
14 00000 11010 10100 01110 10000
16 00000 11101 10000 01101 10101
18 00000 11011 10101 01110 10001
20 00000 11100 10001 01101 10100
22 00000 11010 10100 01110 10000
24 00000 11101 10000 01101 10101
26 00000 11011 10101 01110 10001
28 00000 11100 10001 01101 10100
30 00000 11010 10100 01110 10000
32 00000 11101 10000 01101 00101
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Case 1. Suppose dimW1 = 6 and dimW0 = 0. Then we have 6 · ([L] − 1) = 0 in
K˜O(RP3). This implies 6 divides 2φ(3) = 4, which is false.
Case 2. Suppose dimW1 = 4 and dimW0 = 2. We apply Corollary 3.7 to see that
w1(W1) = 0. Since dimW0 = 2, w(W0) = 1 + bx2 + cy . We use the relation w(W1) =
w(W0)−1 to see w1(W1)= 0, w2(W1)= bx2+ cy , w3(W1)= 0, and w4(W1)= bx4+ cy2.
Lemma 2.8 now shows that x4 + x2(bx2 + cy) = 0. We apply Theorem 2.7 to see that
0 = w⊥4 = x4 + x2y + y2, so (1 + b)x4 + cx2y = ε(x4 + x2y + y2) for ε = 0 or 1.
Thus ε = 0, b = 1, and c = 0. Consequently, w(W0)= 1+ x2 and w(W1)= 1+ x2 + x4.
Since w(W0) ·w(W1)= 1, this implies x6 belongs to the ideal generated by the elements
{w⊥4 = x4 + x2y + y2,w⊥5 = x5 + xy2,w⊥6 = x6 + x4y + y3}. So we must be able to
express x6 as a nontrivial linear combination of w⊥4 , w⊥5 and w⊥6 , but this is not possible
and hence proves assertion (1).
Next we assume (p, q)= (1,9). Let R be a rank r permissible map from Gr2(R1,9) to
so(1,9). We use Lemma 3.2 to construct a rank r permissible map R˜ from Gr2(R1,9) =
Gr(0,2)(R1,9)
.unionsq Gr(1,1)(R1,9) to so(10). Since i :RP8 ↪→ Gr(1,1)(R1,9), we have U1 ⊕
U0 = 10 · 1 and U1 ⊗ L ∼= U1. We must rule out the possibilities of having dimU1 = 10,
8, 6, or 4. We use Lemma 3.6 to see that 2a1 ≡ dimU1 mod ρ(8) = 16, so a1 ≡
1
2 dimU1 mod 8.
Case 1. Suppose dimU1 = 10 and dimU0 = 0. Then we have 10 · ([L] − 1) = 0 in
K˜O(RP8). This implies 10 divides 2φ(8) = 16, which is false.
Case 2. Suppose dimU1 = 8 and dimU0 = 2. Either a1 = 4 and a0 = 12, or a1 = 12 and
a0 = 4.
(2.1) If a1 = 4 and a0 = 12, then w(U0) = (1 + u)12 = (1 + u4)3 = 1 + u4 + u8 in
H ∗(RP8;Z2). But this contains u4, which is false.
(2.2) If a1 = 12 and a0 = 4, then w(U0)= (1+ u)4 = 1+ u4 in H ∗(RP8;Z2). But this
contains u4, which is false.
Case 3. Suppose dimU1 = 6 and dimU0 = 4. Either a1 = 3 and a0 = 13, or a1 = 11
and a0 = 5.
(3.1) If a1 = 3 and a0 = 13, then w(U0) = (1 + u)13 in H ∗(RP8;Z2). But this
contains u5, which is false.
(3.2) If a1 = 11 and a0 = 5, then w(U0)= (1+u)5 = 1+u+u4 +u5 in H ∗(RP8;Z2).
But this contains u5, which is false.
Case 4. Suppose dimU1 = 4 and dimU0 = 6. Either a1 = 2 and a0 = 14, or a1 = 10 and
a0 = 6.
(4.1) If a1 = 2 and a0 = 14, then w(U0)= (1+ u)14 = (1+ u2)7 in H ∗(RP8;Z2). But
this contains u8, which is false.
(4.2) If a1 = 10 and a0 = 6, then w(U1)= (1+ u)10 = (1+ u2)5 in H ∗(RP8;Z2). But
this contains u8, which is false. Our assertion now follows. ✷
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