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1 Introduction
At the turn of the century Khovanov introduced a new knot invariant, Khovanov link homology, a homology
theory whose graded Euler characteristic is the Jones polynomial [Kho00]. The rich structure of Khovanov
homology contains topological information such as the Rasmussen s-invariant and spectral sequences that
relate it to other link homology theories. Although torsion, especially Z2 torsion, frequently appears in
Khovanov homology, its relations with topological properties of knots are not well understood. Shumakovitch
conjectured that the Khovanov homology of any link (except for disjoint unions or connect sums of unlinks
and Hopf links) has torsion of order 2 [Shu14]. This conjecture has been found true for alternating links
(which have only Z2 torsion), and for many semi-adequate links [AP04, PPS09, PS14]. At the same time,
odd torsion of many orders is possible in non-alternating links [BN07, MPS+17].
In 2004, Helme-Guizon and Rong categorified the chromatic polynomial for graphs, using a construction
analogous to that of Khovanov homology. There is a partial isomorphism between Khovanov homology of a
semi-adequate link L and the chromatic homology of a state graph G+(D) obtained from a diagram D of
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L. The extent of the isomorphism depends only on the length of the shortest cycle in G+(D). Chromatic
homology over the algebra A2 = Z[x]/(x
2) has only Z2 torsion, and is equivalent to the chromatic polynomial
[LS17]. When other polynomial algebras of the form Am = Z[x]/(x
m) are used in the construction, the
resulting homologies may be stronger than the chromatic polynomial and may contain torsion of arbitrary
order [PPS09].
In Section 3, we improve the bound given in [HGPR06] for the homological span of chromatic homology,
stating the precise span of HA2(G) in terms of combinatorial graph data. In addition, we show that the
span of HA2(G) increases with the length of the shortest cycle in G. We give an example of a family of non-
alternating links whose Khovanov homology has arbitrarily large correspondence with chromatic homology.
In Section 4, we determine how HA2(G) changes when a cycle Pn is attached along a single edge or vertex
of G. Using these results, we describe torsion in Khovanov homology for several families of alternating 3-
strand pretzel links and rational 2-bridge links. We give an explicit formula for the rank of the third
chromatic homology group on the top diagonal in Section 5 and use this formula to compute the fourth and
fourth-ultimate coefficients of the Jones polynomial for links with certain diagrams. In Section 6 we show
that there are no gaps in the torsion of HA2(G) when G is an outerplanar graph.
In Section 7, we provide a lower bound for the homological span ofHAm(G) and prove that the homological
thickness of HAm(G) is determined by m and the number of vertices of G. We describe several examples
of cochromatic graphs distinguished by chromatic homology over A3, and show that H
0
A3
can distinguish
graphs with the same Tutte polynomial and 2-isomorphism type.
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2 Background
2.1 Khovanov link homology
In this section, we review the construction of Khovanov link homology following [BN02] and [Vir04].
−+
Figure 1: Positive and negative resolutions of a crossing.
Let D be a diagram of link L. The construction of Khovanov homology builds on so-called Kauffman
states described in Definition 1 where each crossing in a diagram D of link L is assigned a choice of a positive
or negative resolution, also known as a “smoothing” of the crossing, Figure 1.
Definition 1. A Kauffman state of D is a collection of disjoint circles, denoted Ds, obtained by resolving each
crossing of D in either the positive or negative way according to a function s : {crossings of D} → {−1, 1}.
An enhanced Kauffman state S is a Kauffman state s in which each circle in Ds is assigned a label 1 or x.
Let n+(s) denote the number of positive smoothings in Kauffman state s, and n−(s) denote the number of
negative smoothings.
Let A2 = Z[x]/(x
2) be the graded Z-module whose generators 1 and x have degree 1 and −1, respectively.
Order the crossings in an n-crossing diagram D, and let each Kauffman state be represented by a tuple in
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{0, 1}n with 0s for positive smoothings and 1s for negative smoothings. The 2n Kauffman states of D are
in one-to-one correspondence with the vertices of an n-dimensional cube: state s corresponds to vertex
α = (α1, α2, . . . , αn) where αk = 0 if the kth crossing is resolved with a positive smoothing in s, and αk = 1
if it is resolved with a negative smoothing. To the vertex α, we assign the graded Z-module Cα(D) = A
⊗k(s)
2 ,
where k(s) is the number of circles in s.
The cochain groups in the Khovanov complex are obtained as direct sums along the diagonals of the
cube:
Ci(D) =
⊕
|α|=i
Cα(D)
where |α| represents the number of 1s in the label of vertex α. We can think of Ci(D) as a group freely
generated by enhanced states of D with i negative smoothings. Let Ci,j(D) denote the subgroup of Ci(D)
generated by elements whose Z-module grading is j.
To define a differential on this cochain complex, we first define maps along the edges of the cube of
resolutions. Suppose Kauffman states s and s′ only differ at the kth crossing, where s has the positive
smoothing and s′ has the negative smoothing. The corresponding vertices of the cube α and α′ differ only
in the kth coordinate, where αk = 0 and α
′
k = 1. Thus there is an edge of the cube from α to α
′, which we
denote e. We define the map de : Cα(D)→ Cα′(D) as follows. If s
′ is obtained from s by joining two circles,
de is the map m : A2 ⊗ A2 → A2 that multiplies the labels on those circles. If s
′ is obtained from s by
splitting one circle into two, de is the comultiplication map ∆ : A2 → A2 ⊗A2 that sends 1 7→ 1⊗ x+ x⊗ 1
and x 7→ x⊗ x. The differential di : Ci(D)→ Ci+1(D) is defined to be
di =
∑
{de : |α|=i}
(−1)ξede
where Cα(D) is the domain of de and ξe ∈ {0, 1} is chosen as follows. Suppose the kth coordinate of α
is being changed from 0 to 1 along edge e from α to α′. We let ξe = 1 if the number of 1s in the set
{α1, . . . , αk−1} is odd, and let ξe = 0 if the number of 1s is even. This assignment ensures that every square
face of the cube has a single edge whose associated map has opposite sign from the maps on the other three
edges of the square. Since m and ∆ are (co)associative and (co)commutative respectively, each square face
anti-commutes, and so d2 = 0.
The chain complex C(D) = (Ci(D), di) is the Khovanov chain complex of D. Since the differential
preserves degree, C(D) is a bigraded chain complex. In accordance with the grading conventions found
in [BN02], we shift the original complex by a factor that depends on the number of positive and negative
crossings in D (denoted c+ and c−, respectively). The shifted complex is denoted by C(D) = C(D)[−c−]{c+−
2c−} where ·{ℓ} and ·[s] are the degree and height shift operation given by C(D)[s]{ℓ}
i,j = C(D)i−s,j−ℓ.
The homology of C(D) is denoted Kh(D), the Khovanov homology of diagram D. Khovanov homology
is a link invariant ([Kho00], [BN02]) with graded Euler characteristic
χq(Kh(L)) =
∑
i
(−1)i qdim(Khi(L)) = Jˆ(L)
where Jˆ(L) is an unnormalized version of the Jones polynomial of L with Jˆ(#) = q + q−1, and the graded
dimension of a Z-module or a graded vector space M is qdimM =
∑
j q
j dimM j with M j consisting of
homogeneous elements of degree j. This polynomial can also be expressed [Kau11] as a state sum formula
Jˆ(L) = (−1)c−qc+−2c−
c++c−∑
i=0
(−1)i
∑
{S : n−(S)=i}
qi(q + q−1)|S| (1)
where S is an enhanced Kauffman state with |S| connected components.
Rational Khovanov homology of alternating links is determined by the Jones polynomial and signature
[Lee05, Ras10], and the same is true of Khovanov homology with integer coefficients based of the unpublished
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work of A. Shumakovitch [Shu16]. For non-alternating links, Khovanov homology is a stronger invariant than
the Jones polynomial.
Torsion in Khovanov homology is one source of additional information about knots and links. By far,
the most common torsion in Khovanov homology is Z2. The Khovanov homology of an alternating link
(except disjoint unions and connected sums of unknots and Hopf links) has only Z2 torsion [Shu16]. The
Khovanov homology of a non-alternating link may contain torsion of higher order, including odd torsion
[BN07, KAT, MPS+17].
2.2 Chromatic graph homology
Following the construction given in [HGR05], we describe a homology theory for graphs that categorifies the
chromatic polynomial of G. Chromatic graph homology construction is analogous to Khovanov homology
for links sans comultiplication.
Let G = G(V,E) be a graph with vertex set V and edge set E. The chromatic polynomial PG(λ) counts
the number of ways to color the vertices of G with λ colors, provided that no two adjacent vertices share the
same color.
The chromatic polynomial admits an inclusion-exclusion type formula that plays the same role as the
state sum formula Eq.(1) for the Jones polynomial in the construction of Khovanov homology. The precise
statement we use is from [HGR05] where the so-called state graphs correspond to the Kauffman states. A
state graph denoted by S = [G : s] is a subgraph of G whose vertex set is V (G) and whose edge set is s ⊆ E.
The state sum formula for the chromatic polynomial is given by
PG(λ) =
|E|∑
i=0
(−1)i
∑
{s : |s|=i}
λk(s) (2)
where s is a state graph with |s| edges and k(s) connected components.
We label the connected components of state graphs to obtain enhanced state graphs, analogous to en-
hanced Kauffman states. When working with graphs, our labels may be generators of any unital, associative
algebra A. If we substitute λ = qdim A in the state sum formula (2), then PG(qdim A) can be realized as
the Euler characteristic of the homology theory that follows.
Fix an ordering on the edge set E = {e1, e2, . . . , en}. Analogously to the Khovanov cube of resolutions,
there are 2n possible state graphs for G that can be arranged as vertices of an n-dimensional cube. Each
vertex has a label (α1, α2, . . . , αn) ∈ {0, 1}
n, where αk = 1 if and only if the kth edge is present in the
corresponding state graph s. To each vertex α, we assign the graded Z-module CA,α(G) = A
⊗k(s), where
k(s) is the number of connected components in s; see Figure 2. Let CiA(G) be the group freely generated by
enhanced state graphs of G with i edges, and let Ci,jA (G) be the subgroup generated by elements of C
i
A(G)
whose Z-module grading is j.
Each edge of the cube corresponds to a map de, defined as follows. Suppose state graphs s and s
′ are
identical except that s′ contains the kth edge and s does not. The corresponding vertices of the cube α and
α′ differ only in the kth coordinate, where αk = 0 and α
′
k = 1. Thus there is an edge of the cube from α to
α′. If the kth edge (here denoted e) joins different components of s, then de : CA,α(G) → CA,α′(G) is the
map m : A⊗A → A that multiplies the labels on these components. If the addition of edge e preserves the
number of connected components in s, then de is the identity map on A.
Chromatic differential di : CiA(G)→ C
i+1
A (G) is defined by d
i =
∑
{de : |α|=i}
(−1)ξede analogously to the
construction of the Khovanov differential. The chain complex CA(G) = (C
i
A(G), d
i) is the chromatic chain
complex of G. The homology of CA(G) is denoted HA(G) and called the chromatic homology of graph G.
The graded Euler characteristic of HA(G) is χq(HA(G)) =
∑
i(−1)
i qdim(HiA(G)), and since d
i is a
degree preserving differential, it recovers the evaluation of the chromatic polynomial at λ = qdimA :
χq(HA(G)) = χq(CA(G)) =
|E|∑
i=0
(−1)i
∑
{s : |s|=i}
(qdim A)k(s) = PG(qdim A)
4
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Figure 2: Subgraphs and chromatic chain groups.
With the special choice of algebraA = Z[x]/(x2) = A2, this Euler characteristic is PG(qdim A2) = PG(q+1).
Analogous to the categorification of the Jones polynomial skein relation, the deletion-contraction formula
for the chromatic polynomial
PG(λ) = PG−e(λ)− PG/e(λ)
is categorified by to the short exact sequence [HGR05] of chain groups
0→ Ci−1,jA (G/e)→ C
i,j
A (G)→ C
i,j
A (G− e)→ 0
which induces a long exact sequence in chromatic homology:
0→ H0,jA (G)→ H
0,j
A (G− e)→ H
0,j
A (G/e)→ . . .→ H
i−1,j
A (G/e)→ H
i,j
A (G)→ H
i,j
A (G− e)→ . . . (3)
Both PG(λ) and HA(G) are trivial if G has a loop, and both remain unchanged if multiple edges are
added between two vertices. Therefore, throughout this paper, assume that G is a finite simple graph.
For simplicity, we assume G is connected, since [HGR05, Theorem 3.6] provides a formula for chromatic
homology of any graph in terms of the chromatic homology of its connected components.
Chromatic graph homology over the algebra A2 is determined by the chromatic polynomial [CCR08,
LS17], which is not surprising, since Khovanov homology of alternating knots is almost entirely determined
by the Jones polynomial.
Theorem 1. [LS17, Theorem 1.3] The chromatic homology of a graph HA2(G;Z) has only Z2-torsion.
Theorem 2. [LS17, Theorem 1.4] HA2(G;Z) is determined by the chromatic polynomial of G. Specifically,
HA2(G;Z) consists of a finite number of summands of the form (Z ⊕ Z[1]{−2} ⊕ Z2[1]{−1})[i]{v − i} with
i ≥ 0, plus a summand Z{v} ⊕ Z{v − 1} in homological grading i = 0 if G is bipartite.
However, taking the only slightly more complicated algebra A3 leads to a homology theory which is
strictly stronger than the chromatic polynomial and captures different information than the Tutte polynomial
[PPS09]. In Section 7 we include some results and conjectures about chromatic graph homology for different
choices of algebra.
2.3 Correspondence between Khovanov and chromatic homology
For the special choice of algebra A2 = Z[x]/(x
2), the Khovanov link and chromatic graph homology theories
admit a partial isomorphism via the graph assigned to a knot and a Kauffman state.
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Given a diagram D of a link L, let s+ be the Kauffman state of D which has a positive smoothing at
each crossing. The graph G+(D) consists of one vertex for each circle in s+, with an edge connecting any
pair of circles related by a crossing in D; see Figure 3. This construction may also be applied to any other
Kauffman state of G.
! "#$!% &#$!%
Figure 3: Diagram of 51 and its corresponding planar graph.
Definition 2. The girth of a graph G, denoted ℓ(G), is the length of the shortest cycle in G. We adopt the
convention that the girth of a tree is zero, as opposed to considering the girth of a tree to be infinite (see
[Bol98, Die00]).
Theorem 3. [Prz10, PS14] Let D be a diagram of link L with c− negative crossings and c+ positive crossings.
Suppose G+(D) has v vertices and positive girth ℓ. Let p = i− c− and q = v− 2j + c+ − 2c−. For 0 ≤ i < ℓ
and j ∈ Z, there is an isomorphism
Hi,jA2(G+(D))
∼= Khp,q(L).
Additionally, for all j ∈ Z, there is an isomorphism of torsion tor Hℓ,jA2(G+(D))
∼= tor Khℓ−c−,q(L).
Similarities between Khovanov link and chromatic homology go beyond this theorem, and extend mainly
to alternating knots and their associated graphs. Note that the following result from [LS17] states that the
portion of Khovanov homology of any link is the same as Khovanov homology of an alternating link provided
that their associated graphs are isomorphic. More precisely, if D is an alternating diagram of a link L and
D′ is a diagram of any link L such that G = G+(D) = G+(D
′), then we have the following isomorphism of
Khovanov homology groups: Khi,j(D) ∼= Khp,q(D′) for −c−(D) ≤ i ≤ −c−(D) − ℓ(G)− 1 and all j where
p− c−(D1) = i − c−(D0) and q + c+(D
′)− 2c−(d
′) = j + c+(D)− 2c−(D) [LS17, Cor. 5.2].
Definition 3. Suppose that bigraded homology H is non-trivial on the set of slope 1 diagonals {i+ j = ak}
(for chromatic homology) or the set of slope 2 diagonals {−2i + j = ak} (for Khovanov homology). The
homological width of H is hw(H) = 12 (amax − amin) + 1 where amax, amin are the maximum and minimum
values of ak such that H
i,j is non-trivial.
Torsion width of homology is defined analogously, and denoted hwt(H).
In this paper, we focus on chromatic homology over polynomial algebras of the form Am = Z[x]/(x
m).
In the case m = 2, HA2(G) is supported on two adjacent diagonals i+ j = v and i+ j = v− 1, with torsion
on the upper diagonal only [HGPR06]. In the case that the homological width is equal to 2, we say that
homology is thin. The same is true of Khovanov homology of alternating links [Lee05] and a wider class of
links, known as thin links.
Definition 4. Let H be either Khovanov or chromatic homology. Let imin be the minimal homological
grading with non-trivial homology groups, and let imax be the highest. Then we define the homological span
of homology H as: hspan(H) = imax − imin + 1. The homological span of torsion in H, and the quantum
and torsion quantum span of H are defined similarly and denoted by hspant(H), qspan(H) and qspant(H)
respectively.
While the quantum span of Khovanov homology may be larger than the span of the Jones polynomial (the
difference in highest and lowest degree), e.g. Kh(10152) [CL17, KAT], quantum span of chromatic homology
corresponds to the span of the chromatic polynomial. For completeness, we include the following statement
about the support of chromatic homology, as we will be improving one of these bounds in Theorem 7.
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Proposition 4. [HGPR06, Cor. 13] The chromatic homology of a connected graph G with v vertices is
bounded by the following inequalities:
Hi,jAm(G) 6= 0⇒


0 ≤ i ≤ v − 2
i+ j ≥ v − 1
(m− 1)i+ j ≤ (m− 1)v
tor Hi,jAm(G) 6= 0⇒


1 ≤ i ≤ v − 2
i+ j ≥ v
(m− 1)i+ j ≤ (m− 1)v
3 Patterns in Khovanov link and chromatic homology
In this section we improve the bounds on the span of chromatic homology from [HGPR06], which in turn give
rather weak lower bounds on the span of Khovanov homology. Finally, we show that as the girth of a graph
approaches infinity, the span of Khovanov homology also approaches infinity (Theorem 12 and Theorem
13). In Section 6 we address more intricate questions about gaps in the support of Khovanov and chromatic
homology.
3.1 Homological span
In order to compute homological span of chromatic homology we first observe that the minimal quantum
grading is equal to the number of blocks in a graph, then define a contracting sequence of graphs that will
induce inclusion between their corresponding homology groups.
A subgraph B is a block of G (also known as a biconnected component of G) if it is either a bridge or a
maximal 2-connected subgraph of G ([Bol98]). We let b = b(G) denote the number of blocks of G.
Lemma 5. Let jmin be the minimal quantum grading for which H
∗,j
A2
(G) is non-trivial. Then jmin(H
∗,j
A2
(G)) =
b(G).
Proof. Theorem 2 implies that there is only one non-trivial homology group in the minimal quantum grading:
Hv−jmin−1,jminA2 (G) on the lower diagonal. Therefore the lowest degree term in the chromatic polynomial
PG(1+ q) equals ±rk H
v−jmin−1,jmin
A2
(G)qjmin , and qjmin divides PG(1+ q). In terms of the original variable
λ = 1+ q this means that jmin is the multiplicity of the factor (λ− 1) in PG(λ), which is known to be equal
to the number of blocks b ([WJZ84]).
Given a graph G, we define a sequence of graphs obtained by contracting certain edges of G. The
requirements of Definition 5 are tailored to fit conditions in Theorems 7 and 8, where we use the long exact
sequence (3) and results of [CCR08] for connected graphs. In particular, we avoid contracting bridges, as in
that case G− e is not connected and its chromatic homology is not thin.
e0
e1
G0 G1 G2
Figure 4: Contraction sequence {G0, G1, G2} with ending with a tree G2.
Example 1. The contraction sequence shown in Figure 4 reduces the graph G = G0 to a tree G2 in v(G)−
b(G) − 1 = 2 steps. Note that bridges (represented by a bold line in G0) can not be contracted, and remain
fixed in the contraction sequence. First we reduce the block on the right to a single edge by contracting e0
to obtain the first graph in the contracting sequence G1. The second contracting step does the same for the
block on the left by contracting e1 which reduces G1 to G2 which is a tree.
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Definition 5. A contraction sequence G/s of a graph G is a set of graphs G/s = {Gi}
n
i=0 such that G0 = G
and each Gi with 0 < i ≤ n is obtained from Gi−1 by contracting a single non-bridge edge and removing any
double edges after the contraction.
Remark 1. Note that each contraction decreases the number of vertices in the graph by one; i.e., v(Gi) =
v(Gi−1) − 1. This procedure can never decrease the number of blocks because contraction of bridges is
prohibited, and if a block has more than two vertices then any edge e ∈ E(B) is contained in a cycle of B,
so contraction of e can not eliminate B. Moreover, this procedure cannot remove cut-vertices, which implies
that each block is contracted separately.
Lemma 6. For any graph G there exists a contraction sequence G/s that reduces G to a tree in exactly
v − b− 1 steps, i.e. the first and only tree in a sequence G/s is {Gi}i≥0 is Gv−b−1.
Proof. In the light of Remark 1, we need to prove the existence of the longest possible contracting sequence
because after v − b − 1 steps we will have a graph with b + 1 vertices and b blocks so Gv−b−1 has to be
a tree. Theorem 5.12 [Hav] states that if you have a 2-connected graph (block) B with more than three
vertices, there is an edge e of B such that B/e is 2-connected and ensures that we will not get a tree prior
to Gv−b−1.
The tree obtained in Lemma 6 is similar to the “block-cutvertex tree” defined in [HP66] (see [Bar02]).
Theorem 7. For any connected graph G with v vertices and b blocks, hspan(HA2(G)) = v − b.
Proof. Since H0,vA2 (G) = Z for any G, it suffices to show that the last nontrivial homology group occurs in
homological grading i = v− b− 1. In particular, we show that the group Hv−b−1,bA2 (G) is non-trivial. Let G
/s
be a contraction sequence described in Lemma 6. If e1 ∈ E(G) is the first edge contracted in the sequence,
we have a deletion-contraction long exact sequence in chromatic homology Eq. (3):
. . .→ Hv−b−2,bA2 (G− e1)→ H
v−b−2,b
A2
(G/e1)
α1→ Hv−b−1,bA2 (G)→ . . .
in which Hv−b−2,bA2 (G− e1)
∼= 0 (because G− e1 is connected and has v vertices). Thus map α1 is injective.
Applying the same argument to each of the steps in the contracting sequence yields:
H0,bA2 (Gv−b−1) ֒
αv−b−1
−−−−−→ . . .
α3
→֒ Hv−b−3,bA2 ((G/e1)/e2)
α2
→֒ Hv−b−2,bA2 (G/e1)
α1
→֒ Hv−b−1,bA2 (G)
with each αi injective.
Since Gv−b−1 is a tree, based on [HGR05, Example 3.13], H
0,b
A2
(Gv−b−1) ∼= Z. The sequence of injections
implies that Hv−b−1,bA2 (G) is also non-trivial. So the span of homology on the i + j = v − 1 diagonal is at
least v − b. Since Hv−j−1,jA2 (G) with j < b must be trivial by Lemma 5, the span is exactly v − b. Theorem
2 implies that the i+ j = v diagonal must have the same homological span.
Theorem 8. Chromatic homology HiA2(G) contains at least one copy of Z for each i-grading such that
0 ≤ i ≤ v − b− 1, that is, rk Hi,v−iA2 (G)⊕H
i,v−i−1
A2
(G) > 0.
Proof. In case i = 0, 1 the statement follows from [PPS09, Thm. 3.1] and [PS14, Lem. 3.1].
Now let 2 ≤ i ≤ v − b− 1 and assume that G is not a tree. The proof relies on the contraction sequence
of Definition 5 and the deletion-contraction long exact sequence in chromatic homology. More precisely, we
will show that the statement is true for all graphs in the contraction sequence, working backwards starting
from n = v− b− 1. By Lemma 6, there is a contraction sequence {Gk}
v−b−1
k=0 of G such that Gv−b−1 is a tree.
We let Gv−b−1 be our base case, since the result holds for any tree in homological degree zero [HGR05].
Next, assume that the result holds for Gk+1, 1 ≤ k+1 ≤ v− b− 1. We show the result also holds for Gk.
In the induction step that follows, v, E, and b refer to the number of vertices, edges, and blocks in Gk,
respectively. By [CCR08]:
rk Hi,v−iA2 (Gk) = rk H
i−1,v−i
A2
(Gk+1) + rk H
i,v−i
A2
(Gk − e)
rk Hi,v−i−1A2 (Gk) = rk H
i−1,v−i−1
A2
(Gk+1) + rk H
i,v−i−1
A2
(Gk − e)
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where e is the edge such that Gk+1 = Gk/e.
Note that Gk+1 has v − 1 vertices, E − 1 edges, and b blocks (the number of blocks cannot change
since e was not a bridge). The group Hi−1,v−iA2 (Gk+1) is on the upper diagonal of the homology of Gk+1,
while Hi−1,v−i−1A2 (Gk+1) is immediately below it on the lower diagonal. Since 2 ≤ i ≤ v − b − 1, we have
1 ≤ i− 1 ≤ v − b− 2 where v − b− 2 = v(Gk+1)− b(Gk+1)− 1. By assumption, then, rk H
i−1,v−i
A2
(Gk+1)⊕
Hi−1,v−i−1A2 (Gk+1) > 0. This implies that rk H
i−1,v−i
A2
(Gk+1) > 0 or rk H
i−1,v−i−1
A2
(Gk+1) > 0.
Theorem 9. Let D be a link diagram of link L whose graph G+(D) has v vertices, b blocks, and girth ℓ.
hspant(Kh(L)) ≥ hst+ =


v − b− 1 G+(D) has odd cycle with ℓ ≥ v − b− 1
v − b− 2 G+(D) is bipartite with ℓ ≥ v − b − 1
ℓ G+(D) has odd cycle with ℓ < v − b− 1
ℓ− 1 G+(D) is bipartite with ℓ < v − b − 1
Proof. The minimal i-grading with torsion is either i = 1 (odd cycle) or i = 2 (bipartite) [PPS09]. On the
other hand, HA2(G) contains one Z2 in (i+1, j−1) for each (i, j), (i+1, j−2) knight move pair, based on the
proof of Theorem 2 [LS17]. Therefore, the maximal homological grading with torsion is i = v− b− 1, where
the last Z occurs. If ℓ ≥ v − b − 1, the last grading with torsion inside the correspondence is i = v − b − 1
and the span of torsion is v − b − 1 (odd cycle) or v − b − 2 (bipartite). If ℓ < v − b − 1, then the span of
torsion is at least ℓ (odd cycle) or ℓ− 1 (bipartite).
Corollary 10. Let D be a link diagram whose graphs G+(D) and G−(D) have v± vertices, b± blocks, and
girth ℓ±, respectively. Using notation in Theorem 9 if both hs
t
+, hs
t
− > 0 we know that the span of torsion
relates to the homological span of Khovanov homology in the following way:
2 ≤ hspan(Kh(L))− hspant(Kh(L)) ≤ 4.
3.2 Girth and span
In this section, we show that as the girth of a graph goes to infinity, so does the span of chromatic homology
and also the corresponding part of Khovanov homology.
Definition 6. The girth of link L, denoted gr(L), is the maximum value of ℓ(G+(D)) over all diagrams D
of L.
Lemma 11. Let M be the maximum cycle length in a connected graph G. Then b ≤ v −M + 1.
Proof. Suppose there exists such a graph G with b > v−M+1 or, equivalently, b−1 > v−M. By assumption,
there is a cycle of length M in G, call it PM . The number of vertices in the set V (G) \V (PM ) is v−M , and
the number of blocks in G that do not contain PM is b− 1. Each vertex in V (G) \ V (PM ) can contribute at
most one additional block to G; i.e., v −M ≥ b− 1. But this contradicts our initial assumption.
Lemma 11 holds true if we replace M with the length of any cycle in G, including the girth. We will use
the inequality with ℓ(G) to prove Theorem 12.
Theorem 12. The homological span of chromatic homology hspan(HAm(G)) goes to infinity as the girth
ℓ(G) goes to infinity.
Proof. The proof in case m = 2 follows from Theorem 7 and Lemma 11. In general, we need Theorem 44:
hspan(HAm(G)) ≥ v − b ≥ v − (v − ℓ+ 1) = ℓ− 1.
Theorem 13. The homological span of Khovanov homology hspan(Kh(L)) goes to infinity as the girth gr(L)
goes to infinity.
As a corollary, we get that the girth of any link can not be infinite, since we know the span of Khovanov
homology.
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(a)
(b)
-n
-n
-n
-n
(c)
Pn Pn
Pn Pn
(d)
Figure 5: (a) Mirror of the link 12n888; (b) Graph G+(D3) corresponding to diagram in (a); (c) Infinite
family Dn = −(n;n)(n;n); (d) Graph G+(Dn) corresponding to diagram in (c)
Corollary 14. The girth gr(L) of any link L is finite.
On the other hand, Khovanov homology provides an upper bound on girth of a link. More precisely, if
Khovanov homology of a knot is thick, the number of non-trivial i-gradings before homology becomes thick is
the upper bound on girth of L since chromatic homology is always thin. Based on the explicit computations
for the first few homological gradings of chromatic homology in [AP04, PPS09, PS14, LS17], if Khovanov
and chromatic homology agree on a certain range of gradings, this agreement imposes restrictions on the
type of graphs that realize the isomorphism. For example, all such graphs have the same cyclomatic number.
Example 2 (Family of links with arbitrarily large girth). Consider the mirror of the 12-crossing non-
alternating knot 12n888 [CL17, LS17] shown in Figure 5(a) and denoted 12n888. The Khovanov homology
of this knot has minimal homological grading i = −12. The homological width of Kh(12n888) is three but the
homology is supported on two diagonals for −12 ≤ i < −5, where the width increases to 3 diagonals. This
implies that the girth of 12n888 lies in the range 3 ≤ gr(12n888) ≤ 7.
The Conway notation for the standard diagram of 12n888 is −(3; 3)(3; 3) [CL17]. Let D3 = −(3; 3)(3; 3)
be the diagram corresponding to the mirror of 12n888. The graph G+(D3) consists of four triangles joined
at a single vertex; see Figure 5(b).
Let LDn denote a link determined by diagram Dn = −(n;n)(n;n) obtained from D3 by simultaneously
increasing the number of twists corresponding to each parameter in Conway symbol [JS07]; see Figure 5(c).
The family of graphs associated to these diagrams consists of vertex gluing of four n-gons G+(Dn) = Pn ∗
Pn ∗ Pn ∗ Pn; see Figure 5(d). Thus the girth ℓ(G+(Dn)) = n and the range of homological degrees where
the isomorphism of Theorem 3 holds goes to infinity as n increases. However, the Khovanov homology
of these links LDn is thick with much larger span, and we can only describe a portion of the thin part.
Tables 1 and 2 contain partial computations for Khovanov homology of LD4 and chromatic homology of
G+(D4) = P4 ∗ P4 ∗ P4 ∗ P4 with boldface entries denoting matching homology groups.
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Kh
p,q(D4)
p
-16 -15 -14 -13 -12 -11 -10 · · ·
q
.
.
. .
. . . .
.
-33 Z13 Z15⊕Z152
-35 Z10 Z15⊕Z132
-37 Z6 Z13⊕Z102
-39 Z4 Z10⊕Z62
-41 Z6⊕Z42
-43 Z Z4
-45 Z
Table 1: Khovanov homology of the link LD4 = −(4; 4)(4; 4) with boldface entries denoting matching
homology with chromatic homology.
Hi,jA2(G)
i
0 1 2 3 4 · · ·
j
13 Z
12 Z Z4
11 Z6⊕Z42
10 Z4 Z10⊕Z62
9 Z6 Z9⊕Z102
8 Z10
. . .
...
. . .
Table 2: Chromatic homology of G = G+(D4) = P4 ∗ P4 ∗ P4 ∗ P4 with boldface entries denoting matching
homology with chromatic homology.
4 Addition of cycles
In this section we analyze how attaching a cycle along an edge or vertex affects chromatic homology HA2(G)
and use these results to describe patterns in Khovanov homology of some alternating 3-strand pretzel links
and rational 2-bridge links.
Recall that the chromatic homology of an n-cycle, denoted Pn, is determined by the Hochschild homology
of the chosen algebra. As mentioned before, we focus on polynomial algebras Am.
Theorem 15. [Prz10] Let HH(Am) be the Hochschild homology of Am. For i > 0, Hochschild homology
determines the chromatic homology of a cycle graph Pn as follows:
HHi−n−1,j(Am) ∼= H
i,j
Am
(Pn) ∼=


Zm if i < n− 1, n− i even, j =
n−i
2 m
Z if i < n− 1, ⌊n−i−12 ⌋m+ 1 ≤ j ≤ ⌊
n−i−1
2 ⌋m+m− 1
0 otherwise
This result, applied to algebra A2, says the following:
Corollary 16. The chromatic homology for Pn over A2 is given by
Hi,n−iA2 (Pn=2k+1)
∼=
{
Z2 i odd, 1 ≤ i ≤ n− 2
Z i even, 0 ≤ i ≤ n− 3
Hi,n−iA2 (Pn=2k)
∼=
{
Z2 i even, 2 ≤ i ≤ n− 2
Z i = 0 or i odd, 1 ≤ i ≤ n− 3
Hi,n−i−1A2 (Pn=2k+1)
∼=
{
Z i odd, 1 ≤ i ≤ n− 2
0 otherwise
Hi,n−i−1A2 (Pn=2k)
∼=
{
Z i even, 0 ≤ i ≤ n− 2
0 otherwise
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For other connected graphs, explicit formulae were known only for the first three homological gradings
[AP04, PPS09, PS14] and Theorem 34 describes the fourth grading. It is not surprising, but still curious, that
these initial gradings in chromatic homology depend only on the bipartiteness and the number of triangles.
Definition 7. The cyclomatic number p1(G) of a connected graph G is equal to p1(G) = |E| − v + 1.
Proposition 17. [PPS09, PS14] Let G be a graph with t3 triangles. Then:
H0,vA2 (G) = Z
H0,v−1A2 (G) =
{
Z G bipartite
0 otherwise
H1,v−1A2 (G) =
{
Zp1 G bipartite
Zp1−1 ⊕ Z2 otherwise
H2,v−2A2 (G) =
{
Z(
p1
2 ) ⊕ Zp12 G bipartite
Z(
p1
2 )−t3+1 ⊕ Zp1−12 otherwise
Lemma 18 states that entries on the main diagonal in chromatic homology of graph G are determined
by entries from the main diagonals of chromatic homology for graphs G− e and G/e, provided that edge e
is not a bridge.
Lemma 18. Given graph G with v vertices and an edge e ∈ E(G) which is not a bridge, then for all i ≥ 2,
Hi,v−iA2 (G)
∼= H
i−1,v−i
A2
(G/e)⊕Hi,v−iA2 (G− e) (4)
Proof. The free part of Hi,v−iA2 (G) is determined by computation of rational chromatic homology [CCR08,
Corollary 4.2]:
rk Hi,v−iA2 (G;Q) = rk H
i−1,v−i
A2
(G/e;Q) + rk Hi,v−iA2 (G− e;Q)
The same result, applied in the previous homological grading
rk Hi−1,v−i+1A2 (G;Q) = rk H
i−2,v−i+1
A2
(G/e;Q) + rk Hi−1,v−i+1A2 (G− e;Q)
together with Theorem 2 determine the torsion on the main diagonal:
tor Hi,v−iA2 (G) = tor H
i−1,v−i
A2
(G/e)⊕ tor Hi,v−iA2 (G− e).
4.1 Edge gluing of a cycle
In this section we analyze how attaching a cycle along an edge or vertex affects chromatic homology HA2(G).
We use the notation G1|G2 to represent the graph obtained by gluing G1 and G2 along a single edge,
and G1|
kG2 for a gluing along k edges, Figure 6. Similarly, G1 ∗G2 is the gluing of G1 and G2 at a single
vertex.
k edges
G1 G2 G1 G2
G1 G2
G1 | G2 G1 |
k G2 G1 ∗ G2
Figure 6: Edge and vertex gluings of graphs.
Theorem 19 provides an explicit formula for the upper diagonal i + j = v of HA2(G|Pn), and, together
with Theorem 2, determines the rest of chromatic homology, i.e. the lower diagonal.
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Theorem 19. Let G be a graph with v vertices, E edges, and St(G) =
t⊕
k=0
Hi−k,v−i+kA2 (G). For n ≥ 3,
H
i,(v+n−2)−i
A2
(G|Pn) ∼=


Sn−2(G) i > n− 2
ZE−v+2 ⊕ Si−2(G) i ≤ n− 2, n− i odd, G bipartite
ZE−v+1 ⊕ Z2 ⊕ Si−2(G) otherwise
Proof. Note that H
i,v(G|Pn)−i
A2
(G|Pn) = H
i,(v+n−2)−i
A2
(G|Pn). First we consider the case where i > n− 2. We
induct on n, the length of the added cycle. For n = 3, let e be an edge of P3 that is not in G.
Observe that (G|P3)/e is G with a double edge, so HA2((G|P3)/e)
∼= HA2(G). The graph G|P3 − e is G
with a pendant edge. From Lemma 18 and [HGR12, Proposition 3.4] we obtain the proof for n = 3:
H
i,(v+1)−i
A2
(G|P3) ∼= H
i−1,(v+1)−i
A2
(G|P3/e)⊕H
i,(v+1)−i
A2
(G|P3 − e) ∼= H
i−1,(v+1)−i
A2
(G)⊕Hi,v−iA2 (G)
The induction step is based on following:
H
i,(v+n−2)−i
A2
(G|Pn) ∼= H
i−1,(v+n−2)−i
A2
(G|Pn/e)⊕H
i,(v+n−2)−i
A2
(G|Pn − e)
∼= H
i−1,(v+n−2)−i
A2
(G|Pn−1)⊕H
i,(v+n−2)−i
A2
(G){n− 2}
∼= H
i−1,(v+n−3)−(i−1)
A2
(G|Pn−1)⊕H
i,v−i
A2
(G)
∼=
(
n−3⊕
k=0
H
(i−1)−k,v−(i−1)+k
A2
(G)
)
⊕Hi,v−iA2 (G)
∼=
n−2⊕
k=0
Hi−k,v−i+kA2 (G).
For cases where i ≤ n− 2, we state the result differently to accommodate the extra Z in bipartite graphs.
We apply Lemma 18 a total of i− 1 times to obtain:
H
i,(v+n−2)−i
A2
(G|Pn) ∼= H
i−1,(v+n−2)−i
A2
(G|Pn−1)⊕H
i,v−i
A2
(G)
∼= H
1,(v+n−2)−i
A2
(G|Pn−(i−1))⊕
i−2⊕
k=0
Hi−k,v−i+kA2 (G)
Now we compute the first summand in terms of G only, using Proposition 17:
H
1,(v+n−2)−i
A2
(G|Pn−(i−1)) = H
1,v(G|Pn−(i−1))−1
A2
(G|Pn−(i−1)) =
{
ZE−v+2 G|Pn−(i−1) is bipartite
ZE−v+1 ⊕ Z2 otherwise
Since G|Pn−(i−1) is bipartite only for G bipartite, n − i odd, we have derived the formulas for the second
and third cases.
The following results are special cases of the previous theorem when graph G is also a cycle.
Corollary 20. The rank of Hi,v−iA2 (P3|Pn) is given by rk H
i,v−i
A2
(P3|Pn) =
{
1 0 ≤ i ≤ n− 2
0 otherwise
Corollary 21. The rank of Hi,v−iA2 (P4|Pn) is given by the following formulas:
If n is even, then rk Hi,v−iA2 (P4|Pn) =


2 i < n− 1 odd
1 i < n− 1 even, i = n− 1
0 i ≥ n
If n is odd, then rk Hi,v−iA2 (P4|Pn) =


2 0 < i < n− 1 even
1 i < n− 1 odd, i = 0, i = n− 1
0 i ≥ n
13
Corollary 22. The rank of Hi,v−iA2 (P5|Pn) is given by rk H
i,v−i
A2
(P5|Pn) =


1 i = 0, 1, n− 1, n
2 1 < i < n− 1
0 i > n
Concatenation of sequences a = (a1, . . . , ak) and b = (b1, . . . , bℓ) is denoted by a·b = (a1, . . . , ak, b1, . . . , bℓ).
Let a′ denote the sequence obtained from a by removing its last element; let a represent the sequence ob-
tained from a by reversing its order. The notation (a)p = a · a · . . . · a represents the constant sequence of
length p. We introduce the following notation for special integer sequences, as in [Man14]:
Ap = (2, 1, 3, 2, 4, 3, . . . , p, p− 1)
Cp = (1, 1, 2, 2, 3, 3, . . . , p, p)
Torsion in chromatic homology of graphs G = Ps|Pt depends on the parity of s and t. Writing s = 2m or
s = 2m+ 1 and j = 2n or j = 2n+ 1, we denote M =M(G) = min{m,n}.
Theorem 23. For all graphs of the form G = Ps|Pt (s, t ≥ 3), torsion in chromatic homology follows the
pattern tor Hi,v−iA2 (G) = Z
xi
2 where xi is the ith term of the sequences x = (xn)n∈N described below:
A) If G = P2n+1|P2m+1 then x = CM−1 · (M)
2|m−n|+2 · CM−1 for 1 ≤ i ≤ 2n+ 2m− 2.
B) If G = P2n+1|P2m with n ≤ m, then x = CM−1 · (M)
2|m−n|+1 · CM−1 for 1 ≤ i ≤ 2n+ 2m− 3.
C) If G = P2n+1|P2m with n > m, then x = CM−1 ·M · (M − 1,M)
|m−n| ·CM−1 for 1 ≤ i ≤ 2n+2m− 3.
D) If G = P2n|P2m, then x = AM−1 ·M · (M − 1,M)
|m−n| · CM−1 for 1 ≤ i ≤ 2n+ 2m− 4.
Proof. Based on Theorem 2 [LS17] the torsion pattern follows from the the free part of homology on the
i+ j = v diagonal.
We prove the result for all Ps|Pt where s ≤ t. This suffices because graphs Ps|Pt and Pt|Ps are isomorphic.
The result holds for P3|Pt, t ≥ 3 (Corollary 20) and P4|Pt, t ≥ 4 (Corollary 21). It follows that the result
holds for Ps|P3 for any s ≥ 3, and Ps|P4 for any s ≥ 4, – we use this as a base for the induction.
Next, fix s ≥ 5 and assume the result holds for Ps|Pq, q < s. To show that it holds for Ps|Pq, q ≥ s we
consider the following four cases based on the parity of cycle lengths:
A) Suppose G = Ps|Pq = P2n+1|P2m+1, with M = min{m,n} = n ≤ m. Let e be an edge of G that
is contained in P2m+1 but not in the other cycle. Then G/e = P2n+1|P2m and G − e = P2n+1
with 2m pendant edges. By assumption, homology of G/e follows the pattern given in case B):
Cn−1 · (n)
2(m−n)+1 · Cn−1. We have rk H
0,v
A2
(G) = 1 and rk H1,v−1A2 (G) = 1 by Proposition 17. For
i > 1, Equation (4) gives:
1 2 2 3 3 . . . (n− 2) (n− 1) (n− 1) n . . . n︸ ︷︷ ︸
2(m−n)+1
Cn−1 (homology of G/e)
+ 1 0 1 0 1 . . . 1 0 1 (homology of G− e)
= 2 2 3 3 . . . (n− 1) (n− 1) n n . . . n︸ ︷︷ ︸
2(m−n)+1
Cn−1 (homology of G)
The final pattern for Hi,v−iA2 (G) is
1 1 2 2 3 3 . . . (n− 1) (n− 1) n n . . . n︸ ︷︷ ︸
2(m−n)+1
Cn−1 = Cn−1 · (n)
2(m−n)+2 · Cn−1
B) Analogously, case G = Ps|Pq = P2n+1|P2m, M = n ≤ m, builds off of case A). Choosing an edge e ∈ G
that is contained only in P2m means that G/e = P2n+1|P2(m−1)+1 and G − e = P2n+1 with 2m − 1
pendant edges attached.
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C) Notice that G = Ps|Pq = P2n+1|P2m, n > m is isomorphic to G = Pq|Ps = P2m|P2n+1. In this case
M = m and for simplicity of the argument, we choose the edge of the odd cycle which reduces the
computation to graph P2m|P2n which belongs to Case D).
D) Let G = Ps|Pq = P2n|P2m with M = min{m,n} = n ≤ m. Select an edge e of G that is contained
in P2m but not in the other cycle. Then G/e = P2n|P2(m−1)+1 and G − e = P2n with pendant edges
attached. Case C) gives us the homology of G/e if n < m − 1; if n = m or n = m − 1, use Case B)
instead.
The proof of the following theorem is omitted, as it closely follows the proof of Theorem 23.
Theorem 24. For all graphs of the form G = Ps|
2Pt (s, t ≥ 4), torsion in chromatic homology follows the
pattern tor Hi,v−iA2 (G) = Z
xi
2 where xi is the ith term of the sequences x = (xn)n∈N described below:
A) If G = P2n+1|
2P2m+1 with M = min{m,n}, then x = CM−1 · (M)
2|m−n|+2 · C
′
M−1 for 1 ≤ i ≤
2n+ 2m− 3.
B) If G = P2n+1|
2P2m with n ≤ m, then x = CM−1 · (M)
2|m−n|+1 · C
′
M−1 for 1 ≤ i ≤ 2n+ 2m− 4.
C) If G = P2n+1|
2P2m with n > m, then x = CM−1 ·M · (M − 1,M)
|m−n| ·C
′
M−1 for 1 ≤ i ≤ 2n+2m− 4.
D) If G = P2n|
2P2m, then x = AM−1 ·M · (M − 1,M)
|m−n| · C
′
M−1 for 1 ≤ i ≤ 2n+ 2m− 5.
4.2 Vertex gluing of a cycle
Using ideas outlined in Section 4.1, we describe the chromatic homology of graphs obtained by gluing a cycle
along a vertex of a given graph. These results allow us to give an alternative proof of [WW92, Theorem 2]
stating that certain classes of outerplanar graphs are cochromatic.
Corollary 25, which follows from Theorem 19, says that gluing a cycle to G at a vertex has the same
effect as gluing along a single edge, up to a shift in the j-grading.
Corollary 25. For any graph G and any n ≥ 3, Hi,v−iA2 (G ∗ Pn) = H
i,v−i−1
A2
(G|Pn).
Proof. The proof is analogous to the proof of Theorem 19, and yields:
H
i,v(G∗Pn)−i
A2
(G∗Pn) ∼= H
i,(v+n−1)−i
A2
(G∗Pn) ∼=


Sn−2(G) i > n− 2
ZE−v+2 ⊕ Si−2(G) i ≤ n− 2, n− i odd, G bipartite
ZE−v+1 ⊕ Z2 ⊕ Si−2(G) otherwise
Since G ∗Pn has one more vertex than G|Pn, the formula above implies that G ∗Pn has the same homology
as G|Pn with an upward shift of one j-grading.
The results in this section determine the chromatic homology of graphs constructed iteratively by gluing
cycles only along single edges, or along both single edges and vertices. These families of graphs are known
as polygon trees and outerplanar graphs, respectively.
Definition 8. A first-order polygon tree is a graph consisting of a single cycle. An nth order polygon tree
may be constructed by gluing a new cycle along one edge of an (n− 1)st order polygon tree.
Definition 9. A planar graph is outerplanar if it can be embedded in the plane with all its vertices on the
same face.
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Remark 2. The set of outerplanar graphs may be considered a generalization of polygon trees in which cycles
are glued along a single edge, glued at a single vertex, or connected by a bridge. An equivalent description is
given in [Sys79, Theorem 4].
Theorem 26. Suppose that G = G1 ∗G2 and GB is the graph obtained by expanding the shared vertex into
a bridge between G1 and G2. Then
HA2(GB) = HA2(G){1}.
Proof. Let J1 denote G1 with a pendant edge, J2 denote G2 with a pendant edge. A result for chromatic
polynomials ([DKT05], [Zyk49]) says that: PG(λ) =
PG1 (λ)PG2 (λ)
λ and
PGB (λ) =
PJ1(λ)PJ2 (λ)
λ(λ− 1)
=
(
(λ− 1)PG1(λ)
)(
(λ− 1)PG2(λ)
)
λ(λ− 1)
= (λ− 1)PG(λ).
Changing variables to q = λ− 1, we have PGB (q) = qPG(q), so HA2(GB) and HA2(G) are determined up to
a shift of one q-grading.
Definition 10. An induced subgraph H ⊆ G is a graph such that V (H) ⊆ V (G) and E(H) contains all
edges in E(G) with both endpoints in H.
Note that induced cycles of G are sometimes referred to as “chordless cycles” or “pure cycles”.
If two polygon-trees have the same collection of induced cycles, they are chromatically equivalent; i.e.,
they have the same chromatic polynomial ([CL85], [WW92]). An analogous result holds for outerplanar
graphs with the same collection of induced cycles and the same number of blocks [WW92, Theorem 2].
Corollary 27 provides another proof of this fact using chromatic homology.
Corollary 27. [WW92, Theorem 2] The family of all connected outerplanar graphs with rk induced cycles
of length k and b blocks is chromatically equivalent. If G is in this family, and GE is a polygon tree with
the same collection of induced cycles, then PG(λ) = (λ − 1)
yPGE (λ) where y is the total number of vertex
gluings and bridges in G.
Proof. Based on Remark 2, we need to know the effect that gluing two cycles along a single edge, gluing
two cycles at a vertex, or connecting two cycles by a bridge has on chromatic graph homology. Theorem 19,
Corollary 25, and Theorem 26 cover all relevant graph operations.
Corollary 28. Let G be a connected outerplanar graph with rk induced cycles of length k. Then
hspan(HA2(G)) =
∑
rk(k − 2) + 1.
Proof. Follows from [WW92, Theorem 2] and our considerations.
4.3 Khovanov homology of certain 3-strand pretzel links
Note that the graphs G|Pn described in Subsection 4.1 are instances of multibridge graphs, Figure 7, defined
as follows:
Definition 11 ([DHK+04]). The multibridge graph θ(a1, a2, . . . , ak) is the graph obtained by connecting two
distinct vertices with k internally disjoint paths, each of length ak. In particular, θ(a1, a2, . . . , ak) is called a
k-bridge graph.
Specifically, the 3-bridge graph θ(a1, 1, a2) consists of two cycles Pa1+1 and Pa2+1 glued along a sin-
gle edge. We will compute torsion patterns in chromatic homology of multibridge graphs of the form
Pn|
kPm when k = 1 or k = 2. Note that the graph assigned to the standard diagram of the pretzel knot
K = (−a1,−a2, . . . ,−an), which is Pa1+a2 |
a2Pa2+a3 |
a3 . . . |an−1Pan−1+an , where n ≥ 3 and ai ≥ 2 for all
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  . . . . .
a1 a2 ak
  (a1, a2, ... , ak)   (3,2,3) = P5 |
2 P5    (-3, -2, -3)
Figure 7: Multibridge graphs (left), multibridge graph θ(3, 2, 3) (middle) which can be seen as gluing two
pentagons along two edges, that corresponds to the standard diagram of pretzel knot (−3,−2,−3) (right).
i, is precisely the multibridge graph θ(a1, a2, . . . , ak). As a corollary, we will be able to partially describe
Khovanov homology of alternating 3-strand pretzel knots.
For thin pretzel links, such as those which are alternating or quasi-alternating ([OS08], [Gre10]), torsion is
determined by the Jones polynomial and signature via results of Alex Shumakovitch that inspired results in
[LS17]. Three-strand pretzel links of the form (p1, p2,−q) are quasi-alternating if and only if q > min{p1, p2}
[Gre10]. Rational Khovanov homology of (p, q,−q) is given by a recursive formula on the parameter p
[Sta12, Qaz11]. Furthermore, links of the form (p, q,−q) with q odd and p > q are the only non-quasi-
alternating pretzels which are homologically thin [Man13]. The results below describe patterns in Khovanov
torsion of alternating links, in terms of the combinatorial properties of the corresponding graph.
Theorem 29. Let L = (−a1, . . . ,−an) be a pretzel link with standard diagram D. The homological span of
torsion in Kh(L) has the following lower bound:
hspant(Kh(L)) ≥


min
1≤i<j≤n
{ai + aj} − 1 if ai + aj is even for all i 6= j
min
1≤i<j≤n
{ai + aj} otherwise
Proof. This result is an application of Theorem 9 in the case of alternating pretzel knots. GD is a graph
with 1 block and (
∑n
i=1 ai)− n+ 2 vertices. By Theorem 7, hspan(HA2(GD)) = (
∑n
i=1 ai)− n+ 1. So the
last torsion group occurs in grading i = (
∑n
i=1 ai)− n ([LS17]). To prove the result, we need to show that
(
∑n
i=1 ai)− n is greater than or equal to the girth l.
The girth of a multibridge graphGD = θ(a1, a2, . . . , an) is l = min
1≤i<j≤n
{ai+aj}.Without loss of generality,
assume that ℓ = aj1 + aj2 and notice that(
n∑
i=1
ai
)
− n =
n∑
i=1
(ai − 1) =

 ∑
i6=j1,j2
(ai − 1)

+ (aj1 − 1) + (aj2 − 1) ≥ aj1 + aj2
The last inequality is true when
∑
i6=j1,j2
(ai − 1) ≥ 2. This is true for any set of parameters except for
(−2,−2,−2) (this case can be verified by direct computation).
For thin links, torsion in Khovanov homology is determined by the Jones polynomial and signature
[Shu16]. No general formula is known for computing this torsion. Using patterns in chromatic homology
of multibridge graphs, we can describe a large part of Z2 torsion in the Khovanov homology of alternating
pretzel links.
Example 3 (Torsion of pretzel knot and multibridge graph). The alternating knot with diagram D =
(−3,−2,−3), shown in Figure 7, is the mirror of 85 in Rolfsen’s table [Rol03, KAT]. Its corresponding graph
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p = −5 p = −4 p = −3 p = −2 p = −1 p = 0 p = 1 p = 2
tor Khp(L) Z2 Z2 Z
2
2
Z2
2
Z2 Z
2
2 Z2
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8
tor Hi(G) Z2 Z2 Z
2
2
Z2
2
Z2
Table 3: Torsion in Khovanov homology of pretzel knot L = (−3,−2,−3) and in chromatic homology of the
corresponding graph G = θ(3, 2, 3). Entries in boldface denote the range where torsion is isomorphic.
is G = θ(3, 2, 3), which has girth 5. In Table 3 we compare torsion in Kh(D) and HA2(G), using boldface
to denote matching copies of Z2.
The following results are corollaries of the results in Section 4 that describe patterns in chromatic ho-
mology of multibridge graphs.
Corollary 30. Let L be an alternating 3-strand pretzel link with diagram D such that D has c− negative
crossings and c+ positive crossings and G+(D) has v vertices. Then L has torsion in Khovanov grading
(i− c−, v − 2j + c+ − 2c−) equal to Z
xi
2 where xi is the ith term of the sequences x described below:
A) If D = (−(2n− 1),−2,−(2m− 1)) with m 6= n, then x = CM−1 ·M ·M ·M for 1 ≤ i ≤ 2M +1, where
M = min{m,n}.
B) If D = (−(2n− 1),−2,−(2n− 1)), then x = CM−1 ·M ·M · (M − 1) for 1 ≤ i ≤ 2n+ 1.
C) If D = (−(2n− 1),−2,−(2m− 2)) with n < m, then x = CM−1 ·M ·M ·M for 1 ≤ i ≤ 2n+ 1.
D) If D = (−(2n− 1),−2,−(2m− 2)) with n ≥ m, then x = CM−1 ·M · (M − 1) for 1 ≤ i ≤ 2m.
E) If D = (−(2n− 2),−2,−(2m− 2)), then x = AM−1 ·M · (M − 1) for 1 ≤ i ≤ 2M .
If we take the graph θ(a1, a2, a3) with a single parameter ai = 1, the corresponding alternating diagram
describes a rational 2-bridge link. The Khovanov homology of these links is similar to that of the pretzel links
above. Note that the sequences Ck and Ak in Corollaries 30 and 31 also appear in the rational homology of
non-alternating pretzels [Man14].
Corollary 31. Let L be a rational link with Conway notation −P Q and diagram D with c− negative
crossings and c+ positive crossings. Let v the number of vertices in G+(D). Then L has torsion in Khovanov
grading (i− c−, v − 2j + c+ − 2c−) equal to Z
xi
2 where ki is the ith term of the sequences x described below:
A) If L has Conway notation −(2n+1) 2m+1 with m 6= n, then x = CM−1 ·M ·M ·M for 1 ≤ i ≤ 2M+1,
where M = min{m,n}.
B) If L has Conway notation −(2n+ 1) 2n+ 1, then x = CM−1 ·M ·M · (M − 1) for 1 ≤ i ≤ 2n+ 1.
C) If L has Conway notation −(2n+ 1) 2m with n < m, then x = CM−1 ·M ·M ·M for 1 ≤ i ≤ 2n+ 1.
D) If L has Conway notation −(2n+ 1) 2m with n ≥ m, then x = CM−1 ·M · (M − 1) for 1 ≤ i ≤ 2m.
E) If L has Conway notation −2n 2m, then x = AM−1 ·M · (M − 1) for 1 ≤ i ≤ 2M .
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5 The torsion in the 4th and 4th-ultimate Khovanov homology
groups and the corresponding Jones coefficients
Chromatic graph homology over algebra A2 has proven to be useful for providing explicit formulae for
the first few extremal homological gradings Khovanov homology subject to combinatorial conditions on the
Kauffman state of a link diagram. The torsion groups in chromatic homology in degrees i, v − i for i = 1, 2, 3,
are computed explicitly in [AP04, PPS09, PS14] and used to get the following gradings in Khovanov homology
when the isomorphism theorem holds.
Proposition 32 ([PPS09, PS14]). Let D be a diagram of L with c+ positive crossings and c− negative
crossings.
Kh−c−,−v+c+−2c−(L) = Z
Kh−c−,−v+2+c+−2c−(L) =
{
Z G bipartite
0 otherwise
Kh1−c−,−v+2+c+−2c−(L) =
{
Zp1 G bipartite
Zp1−1 ⊕ Z2 otherwise
Kh2−c−,−v+4+c+−2c−(L) =
{
Z(
p1
2 ) ⊕ Zp12 G bipartite
Z(
p1
2 )−t3+1 ⊕ Zp1−12 otherwise
We use recent results from [LS17] and the formulas for coefficients of PG(λ) given in [Far80], to calculate
the torsion in (4, v − 4) grading as well. Note that [Far80, Theorem 2] can be used to compute torsion
in degree (5, v − 5) of chromatic homology. We have omitted this formula due to its complexity – the
computation would involve eight possible subgraphs of G.
Theorem 33. [Far80] Let G be a graph with t3 triangles, t4 induced 4-cycles, and k4 complete graphs of
order 4. The first four coefficients of the chromatic polynomial
PG(λ) = cvλ
v + cv−1λ
v−1 + cv−2λ
v−2 + cv−3λ
v−3 + . . .
are given by the following formulas: cv = 1, cv−1 = −E, cv−2 =
(
E
2
)
−t3, and cv−3 = −
(
E
3
)
+(E−2)t3+t4−k4.
Theorem 34.
rk H3,v−3A2 (G) =
{
p1 +
(
p1+1
3
)
− t4 G bipartite
p1 +
(
p1+1
3
)
− t3(p1 − 1)− t4 + 2k4 − 1 otherwise
tor H4,v−4A2 (G) =

Z
p1+(p1+13 )−t4
2 G bipartite
Z
p1+(p1+13 )−t3(p1−1)−t4+2k4−1
2 otherwise
Proof. Let the chromatic polynomial of G have coefficients labeled as follows:
PG(λ) = λ
v + cv−1λ
v−1 + . . .+ c2λ
2 + c1λ
The change of variable λ = q + 1 gives
PG(q) = (q + 1)
v + cv−1(q + 1)
v−1 + . . .+ c2(q + 1)
2 + c1(q + 1)
= qv + av−1q
v−1 + . . .+ a2q
2 + a1q + a0.
Since chromatic homology is supported on only two diagonals, av−3 = rk H
2,v−3
A2
(G) − rk H3,v−3A2 (G). By
[CCR08, Cor. 4.2], rk H2,v−3A2 (G) = rk H
1,v−1
A2
(G). The rank of H1,v−1A2 (G) is known (see Proposition 17), so
rk H3,v−3A2 (G) = rk H
2,v−3
A2
(G) − av−3 = rk H
1,v−1
A2
(G)− av−3 =
{
p1 − av−3 G bipartite
p1 − 1− av−3 otherwise
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Using formulas in Theorem 33, we compute av−3.
av−3 =
(
v
v − 3
)
+ cv−1
(
v − 1
v − 3
)
+ cv−2
(
v − 2
v − 3
)
+ cv−3
=
(
v
v − 3
)
− E
(
v − 1
2
)
+
((
E
2
)
− t3
)
(v − 2)−
(
E
3
)
+ (E − 2)t3 + t4 − 2k4
= −
1
6
(E − v)(1 + E − v)(2 + E − v) + t3(E − v) + t4 − 2k4
= −
(
p1 + 1
3
)
+ t3(p1 − 1) + t4 − 2k4
Note that t3 = k4 = 0 if G is bipartite.
For a reduced alternating diagram D, the first three coefficients of the Jones polynomial may be stated in
terms of the all-A-state graph A(D) [DL06] which is equivalent to our all-positive graph G+(D). If G+(D)
has girth greater than or equal to 4, the formula for rk H3,v−3A2 (G) in the last proof gives us the fourth
coefficient of the Jones polynomial.
Theorem 35. Let D be a diagram of L with c+ positive crossings and c− negative crossings, whose corre-
sponding graph G+(D) has girth at least 4.
rk Kh3−c−,−v+6+c+−2c−(L) ∼=
{
p1 +
(
p1+1
3
)
− t4 G+(D) bipartite
p1 +
(
p1+1
3
)
− t3(p1 − 1)− t4 + 2k4 − 1 otherwise
tor Kh4−c−,−v+8+c+−2c−(L) ∼=

Z
p1+(p1+13 )−t4
2 G+(D) bipartite
Z
p1+(p1+13 )−t3(p1−1)−t4+2k4−1
2 otherwise
Theorem 36. Let D be a diagram of a link L such that Kh(L) is homologically thin. Let the Jones
polynomial of L be written as
JL(q) = aq
C + bqC+2 + cqC+4 + dqC+6 + . . .
with positive first coefficient. If ℓ(G+(D)) ≥ 4, then the fourth ultimate coefficient of the Jones polynomial
is
d = −
(
p1 + 2
3
)
+ t4
where p1 is the cyclomatic number of G+(D) and t4 is the number of induced 4-cycles.
Proof. We write the unnormalized Jones polynomial with coefficients α, β, γ, δ:
JˆL(q) = (q + q
−1)JL(q)
= (aqC−1 + aqC+1) + (bqC+1 + bqC+3) + (cqC+3 + cqC+5) + (dqC+5 + dqC+7) + . . .
= aqC−1 + (a+ b)qC+1 + (b + c)qC+3 + (c+ d)qC+5 + . . .
= αqC−1 + βqC+1 + γqC+3 + δqC+5 + . . .
Since Kh(L) lies only on two diagonals, the isomorphism of Theorem 3 implies that the first four coefficients
α, β, γ, δ of JˆL are equal to the first four coefficients of the chromatic polynomial PG+(D). By Proposition
17 and the isomorphism in [CCR08, Cor. 4.2], we have the following coefficients for PG+(D). Note that since
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G+(D) has girth greater than 3, t3 and k4 are zero in the formulas from Proposition 17.
α = 1
β = rk H0,v−1A2 − rk H
1,v−1
A2
= 1− p1
γ = −rk H1,v−2A2 + rk H
2,v−2
A2
=
(
p1
2
)
− t3 =
(
p1
2
)
δ = rk H2,v−3A2 − rk H
3,v−3
A2
= −
(
p1 + 1
3
)
+ t3(p1 − 1) + t4 − 2k4 = −
(
p1 + 1
3
)
+ t4
The coefficients in the normalized version of the Jones polynomial are obtained as follows: a = α = 1,
b = β − a = −p1, c = γ − b =
(
p1+1
2
)
, d = δ − c = −
(
p1+2
3
)
+ t4.
6 Existence of gaps in Khovanov and chromatic homology
We prove several results concerning gaps in torsion for HA2(G) and their analogues for Khovanov homology
of corresponding diagrams via Theorem 3.
Definition 12. Let H be either Khovanov or chromatic homology. A homological torsion gap of H of length
g exists if there exists i in the span of homology such that Hi−1(G) and Hi+g(G) has torsion, but Hk(G)
does not for i ≤ k < i+ g.
Notice that the quantum torsion gap can be defined analogously and that for chromatic homology over
A2 and thin Khovanov homology, a homological gap in torsion is necessarily a quantum torsion gap, since
torsion exists only on one diagonal.
Since there is a single Z2 in H
1,v−1
A2
(G) if G has an odd cycle, and no torsion if G is bipartite, the following
definition involves homology in degrees two and higher.
Definition 13. Torsion of chromatic homology HA2(G) over algebra A2 is said to be dense if there is at
least one Z2 in every i-grading from i = 2 to i = v − b− 1, i.e. if there are no homological torsion gaps.
Theorem 37. Chromatic homology HA2(Pm|Pn) of two polygons Pn, Pm for m,n ≥ 3 glued along an edge
has dense torsion.
Proof. Having dense torsion means that H
i,(m+n−2)−i
A2
(Pm|Pn) contains torsion for every 2 ≤ i ≤ m+ n− 4.
Based on Theorem 19 we consider the following cases.
For n − 2 < i ≤ m + n − 4, we use the formula H
i,(m+n−2)−i
A2
(Pm|Pn) ∼=
n−2⊕
k=0
Hi−k,m−i+kA2 (Pm). Since
n ≥ 3, the sum in the formula must include at least the k = n− 2 and k = n− 3 terms. That means we are
looking into one of the Hi
∗,m−i∗
A2
(Pm) with i
∗ = i − k, 2 ≤ k ≤ m − 2 which must contain a copy of Z2 by
Corollary 16. Suppose i ≤ n− 2, n− i is odd, and m is even. The corresponding formula from Theorem 19
H
i,(m+n−2)−i
A2
(Pm|Pn) ∼= Z
E−v+2 ⊕
i−2⊕
k=0
Hi−k,m−i+kA2 (Pm) contains H
2,m−2
A2
(Pm) = Z2 for k = i− 2.
For all other i ≤ n− 2 not covered by case 2, there is Z2 torsion by the third formula in Theorem 19.
Corollary 38. If G is a polygon-tree, then HA2(G) has dense torsion.
Proof. We induct on the number of cycles in G with Theorem 37 as our base case for a graph G2 with only
two cycles. Assume the result holds for all polygon-trees with p− 1 cycles, where p ≥ 3. For the induction
step we show that if Gp−1 is one such graph, then the result also holds for any Gp = Gp−1|Pn, n ≥ 3.
If v denotes the number of vertices in Gp−1 then Gp has v + n− 2 vertices and the gradings of interest
are 2 ≤ i ≤ v + n− 4. According to Theorem 19 there are three cases.
For n − 1 ≤ i ≤ v + n − 4, Theorem 19 yields H
i,(v+n−2)−i
A2
(Gp) ∼=
n−2⊕
k=0
Hi−k,v−i+kA2 (Gp−1). As in the
proof of Theorem 37 we show that there exists a term that contributes at least one copy of Z2. By induction
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hypothesis, if i = n − 1, then the term with k = n − 3 contains torsion, otherwise the same is true for
k = n− 2. Similar arguments apply in the remaining two cases.
The following two Theorems are based on Corollary 25 and Corollary 38, respectively.
Theorem 39. If G is a connected outerplanar graph, HA2(G) has dense torsion.
Theorem 40. If HA2(G) has dense torsion, the same is true of HA2(G|Pn) and HA2(G ∗ Pn) for n ≥ 3.
As a corollary we get the existence of Z2 torsion in Khovanov homology of some link provided that it
can be associated a graph with certain properties.
Corollary 41. Let D be a diagram of link L such that G = G+(D) is a polygon-tree or bridge-free outerplanar
graph with v, b, ℓ are the number of vertices, number of blocks, and girth of G. Then there is Z2 torsion in
Khovanov homology Khp,p−v+c+−c−(L) of the corresponding link for 2− c− ≤ p ≤ min{ℓ, v − b− 1} − c−.
Theorem 42. Let L be an alternating 3-strand pretzel link with a diagram D given by Conway symbol
−2,−2,−(n− 2) where n ≥ 4. Then there is a homological gap in torsion of its Khovanov homology Kh(L).
Proof. Note that diagram D corresponds to a multibridge graph G+(D) = θ(2, n− 2, 2) which has 1 block,
n+1 vertices and girth n. By Theorem 7, HA2(G+(D)) has no homology in grading i = n, so Kh
p,q(L) has
no torsion in the corresponding Khovanov grading p = n− c−.
7 Chromatic homology over Am
In this section we provide generalizations of some of the results and patterns observed in chromatic homology
over A2 to the algebra Am = Z[x]/(x
m = 0), focusing on m = 3. We show that some properties which are
constant over A2, such as width, become dependent both on the choice of algebra Am for m > 2, and and
the choice of graph. These preliminary results indicate that chromatic homology may have richer algebraic
structure over other algebras and may be better at distinguishing graphs.
7.1 Width of chromatic homology over Am
Computations indicate that the homological span of chromatic homology is invariant under the choice of
algebra Am.
Conjecture 43. The homological span of chromatic homology over algebra Am of any graph G with v
vertices and b blocks is equal to hspan(HAm(G)) = v − b.
At the moment, we can only show that we have a lower bound on width following the reasoning in
Theorem 7 and basic results from [HGPR06]:
Theorem 44. Homological span of chromatic homology over any algebra Am depends only on the number
of vertices v and blocks b of a graph G: hspan(HAm(G)) ≥ v − b.
It is interesting that, unlike the case of A2 where width is equal to two, the width of the chromatic
homology increases with m and depends on the number of vertices of the graph.
Theorem 45. For any graph G the width of HAm(G) is equal to hw(HAm(G)) = (m− 2)v + 2.
Proof. In case that G is a tree note that |E(G)| = v − 1. Next note that H0Am(G) = Am ⊗ A
′⊗v−1
m where
A′m is the submodule of Am such that Am = Z1 ⊕ A
′ with 1 the identity of Am [HGR12, Proposition
3.4, Example 4.3]. Therefore the highest non-zero homology group is H
0,(m−1)v
Am
(G) = Z, on the diagonal
i+j = (m−1)v. The lowest non-zero group in Am is located on the diagonal i+j = v−1, so hw(HAm(G)) =
(m− 1)v − (v − 1) + 1 = (m− 2)v + 2.
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If G is not a tree we still have H
0,(m−1)v
Am
(G) = Z. It remains to show that there exists a non-trivial
entry on i + j = v − 1 diagonal; i.e., that there exists j > 0 such that Hv−1−j,jAm (G) 6= 0. Arguments in the
proof of Theorem 7 generalize to Am to show that H
v−b−1,b
Am
(G) is non-trivial, which is precisely the group
we needed.
Considering homological span of torsion is somewhat more involved. Note that Hochschild homology
implies the following about the span of torsion for cycle graphs:
Proposition 46. For m > 2, HAm(Pn) has one Zm torsion group on each of
⌈
n
2 − 1
⌉
diagonals.
Proposition 47. The torsion width of chromatic homology of a cycle is given by
hwt(HAm(Pn)) =
{
mn
2 − 2m− n+ 5, n even
mn
2 −
3
2m− n+ 4, n odd
We conjecture that the width of torsion over A3 of any graph depends only on the number of vertices
and the girth of the graph.
Conjecture 48. Let G be a simple, connected graph with v vertices and girth ℓ, with ℓ = 2k or ℓ = 2k − 1
depending on parity. Then hwt(HA3(G)) = hw
t(HA3(Pℓ)) + v − ℓ = (k − 1) + v − ℓ =
{
v − k − 1, ℓ even
v − k, ℓ odd
7.2 H imax(G) tail of homology
The fact that chromatic homology HA2(G) is supported on two diagonals, has the knight move structure
[CCR08], contains no torsion other than Z2 and is completely determined by the chromatic polynomial
[LS17] enables us to describe the homology in the maximal homological grading imax. H
imax
A2
(G) contains a
free group on the lowest diagonal, and since Hv−b−1,bA2 (G) = Z
k is the only group in jmin, k is equal to the
absolute value of the coefficient on the lowest degree term in PG(1 + q). The only other non-trivial group
in maximal homological grading imax = v − b − 1 is H
v−b−1,b+1
A2
(G) and it contains a copy of Z2 for every
copy of Z in Hv−b−1,bA2 (G). In the rest of the Section we will refer to H
imax
A2
(G) = Hv−b−1A2 (G) as the tail of
chromatic homology of G and denote it as T lA2(G). Notice that the tail of a cycle Pn is T lA2(Pn) =
Z2
Z
.
The tail of any graph consists of some number of copies of T l2 := T lA2(Pn). The rest of the section
contains explicit computations of the tail of chromatic homology based on knowing the lowest coefficient of
PG(1 + q).
Theorem 49. If G is a connected outerplanar graph, then T lA2(G) = T l2.
Proof. If G has rk k-gons and b blocks, then PG(λ) = (−1)
nλ(λ − 1)b
∏
k≥3(1 + (1 − λ) + (1 − λ)
2 + . . .+
(1 − λ)k−2)rk where n =
∑
k≥3
rk(k − 2) ([WW92, Theorem 2]). Under the variable change λ = 1 + q, the
chromatic polynomial of G becomes the q-polynomial
(−1)n(1 + q)qb
∏
k≥3
(1 + (−q) + (−q)2 + . . .+ (−q)k−2)rk
The lowest degree term in this polynomial has coefficient ±1 so we get only one copy of T l2 in the tail of
G.
A chord is an edge that joins two vertices of Pn but is not itself an edge of Pn. A chordal graph is one
in which every cycle of length 4 or higher has a chord. In other words, chordal graphs contain no induced
cycles of length greater than 3.
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Theorem 50. If G is a chordal graph, T lA2(G) is the direct sum of 2
s33s4 · · · (k− 1)sk copies of T l2, where
sk is the exponent of (λ− k) in PG(λ).
Proof. If G is a chordal graph with v vertices, then PG(λ) = λ
s0(λ−1)s1(λ−2)s2 · · · (λ−k)sk with si ≥ 0, ∀i
such that
∑k
i=0 si = v ([DKT05]). Next PG(1 + q) = (1 + q)
s0 (q)s1(−1 + q)s2 · · · (−(k − 1) + q)sk whose
lowest degree term is (−1)S2s33s4 · · · (k − 1)skqs1 , where S =
∑k
i=1 si. The absolute value of the coefficient
of the lowest degree term is 2s33s4 · · · (k − 1)sk .
Corollary 51. Let Kn denote the complete graph on n vertices and Wn the wheel graph. Then T lA2(Kn)
∼=
T l
⊕(n−2)!
2 , and T lA2(Wn) = T l
⊕(n−2)
2 .
Proof. We use the formulas PKn(q) = (q+1)q(q− 1) · · · (q− (n− 2)) [DKT05, Example 1.2.2] and PWn(q) =
(q + 1)
(
(q − 1)n−1 + (−1)n−1(q − 1)
)
[DKT05, Cor. 1.5.1]. For the second formula, note that the constant
term of the second factor is always zero, while the q term will be ((n− 1)− 1)q = (n− 2)q if n is even, and
(−(n− 1) + 1)q = −(n− 2)q if n is even.
Conjecture 52. Let W inn be the graph obtained from Wn by removing an edge that connects the central
vertex to one of the outer vertices. Then the tail of T lA2(W
in
n ) = T l
⊕(n−3)
2 .
It is natural to ask if this phenomenon extends to chromatic homology over other algebras. The Hochschild
homology of algebra Am gives us that the tail of HAm(Pn) denoted by T lm := H
n−2
Am
(Pn) has the same
“shape” as over A2: m− 1 copies of Z with a Zm in the highest quantum grading.
We conjecture that the tail of any graph T lAm(G) consist of some number of copies of the tail of a cycle,
but proving this statement would require structure theorems such as those existing in the A2 case. For
example, computations for small values of n,m hint that Corollary 51 extends to other Am in the case of
complete graphs.
Conjecture 53. The tail of the complete graph Kn in chromatic homology over Am consist of (n−2)! copies
of the tail of Pn, i.e. T lAm(Kn) = T l
⊕(n−2)!
m for m > 3.
7.3 Relative strengths of chromatic homology and graph polynomials
Although the chromatic homology over A2 is completely determined by the chromatic polynomial, there
are examples of cochromatic graphs distinguished by the chromatic homology over A3, see [PPS09]. The
difference appearing in [PPS09, Example 6.4] may be explained in terms of edge gluing. In this section we
list several examples of cochromatic graphs distinguished by chromatic homology over A3, none of which
differ by only an edge product described in Section 4.
A B
Figure 8: An example of cochromatic graphs from [BM76].
Example 4. The graphs in Figure 8 appear in [BM76, Exercise 8.4.1] and share the following chromatic
polynomial: λ6 − 10λ5 + 41λ4 − 84λ3 + 84λ2 − 32λ. However, H1,9A3 (A) = Z
7 ⊕ Z33, which differs from
H1,9A3 (B) = Z
8 ⊕ Z33.
Example 5. Cochromatic graphs in Figure 9 from [CWJ79] and have the following chromatic polynomial:
λ6−10λ5+40λ4−80λ3+79λ2−30λ. Their first chromatic cohomology differ in quantum degree 9: H1,9A3 (A) =
Z5 ⊕ Z2 ⊕ Z
5
3, H
1,9
A3
(B) = Z6 ⊕ Z2 ⊕ Z
4
3.
24
A B
Figure 9: First example of cochromatic graphs from [CWJ79].
Example 6. The graphs in Figure 10, also found in [CWJ79], share the following chromatic polynomial:
λ7 − 11λ6 + 51λ5 − 128λ4 + 184λ3 − 143λ2 + 46λ
but H1,11A3 (A) = Z
4 ⊕ Z43, which differs from H
1,11
A3
(B) = Z5 ⊕ Z33.
A B
Figure 10: Second example of cochromatic graphs from [CWJ79].
A B
Figure 11: An example of cochromatic graphs from [KG90].
Example 7. The graphs in Figure 11 appear in [KG90] and share the following chromatic polynomial:
λ7 − 11λ6 + 51λ5 − 129λ4 + 188λ3 − 148λ2 + 48λ
but H1,11A3 (A) = Z
4 ⊕ Z2 ⊕ Z
3
3, which differs from H
1,11
A3
(B) = Z2 ⊕ Z43.
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A B
Figure 12: An example of cochromatic graphs from [DKT05].
Example 8. The graphs in Figure 12 appeared in [DKT05] (attributed to unpublished work by Chee and
Royle). They share the following chromatic polynomial:
λ6 − 11λ5 + 48λ4 − 103λ3 + 107λ2 − 42λ
but H1,9A3 (A)
∼= Z10 ⊕ Z2 ⊕ Z
4
3, which differs from H
1,9
A3
(B) ∼= Z9 ⊕ Z2 ⊕ Z
5
3. Note that [DKT05, Example
3.2.3] has additional examples of cochromatic graphs for which the computation of HA3 exceeds our current
resources.
Two connected graphs G1 and G2 are 2-isomorphic if they differ only by a Whitney twist or a single
vertex attachment [Oxl92, Thm. 5.3.1]. Equivalently, G1 and G2 have the same graphic matroid (also known
as the cycle matroid), whose independent sets are acyclic sets of edges. The Tutte polynomial of a graph is
determined by its graphic matroid (see [dMN05], e.g.).
It turns out that H1,2v−3A3 (G) is preserved under 2-isomorphisms [PPS09, Theorem 6.2]. The following
example demonstrates that the next quantum grading, j = 2v − 4, can distinguish graphs with the same
Tutte polynomial or the same 2-isomorphism class.
Example 9 (Chromatic homology vs. the Tutte polynomial). The graphs in Figure 13 are related via a
Whitney twist on vertices v and w. Therefore they are 2-isomorphic and have the same Tutte polynomial
T (x, y) = x+ 3x2 + 4x3 + 4x4 + 3x5 + x6 + y + 4xy + 5x2y + 4x3y + 2x4y + 2y2 + 3xy2 + x2y2 + y3.
However their chromatic homology over A3 differs already in the zeroth homology group:
G1 G2
v
w
v
w
Figure 13: Two graphs in the same 2-isomorphism class.
H0,10A3 (G1) = Z
11
H0,10A3 (G2) = Z
10
H1,10A3 (G1) = Z
5 ⊕ Z83
H1,10A3 (G2) = Z
4 ⊕ Z93
26
References
[AP04] Marta Asaeda and Jozef Przytycki, Khovanov homology: torsion and thickness, Advances in
Topological Quantum Field Theory, NATO Science Series II, vol. 179, Springer, 2004, pp. 135–
166.
[Bar02] Curtis Barefoot, Block-cutvertex trees and block-cutvertex partitions, Discrete Mathematics 256
(2002), no. 1-2, 35–54.
[BM76] John Bondy and Uppaluri Murty, Graph theory with applications, Elsevier, 1976.
[BN02] Dror Bar-Natan, On Khovanov’s categorification of the Jones polynomial, Algebraic and Geo-
metric Topology 2 (2002), 337–370.
[BN07] , Fast Khovanov homology computations, Journal of Knot Theory and its Ramifications
16 (2007), no. 243, 243–255.
[Bol98] Be´la Bolloba´s, Modern Graph Theory, Graduate Texts in Mathematics, Springer, 1998.
[CCR08] Michael Chmutov, Sergei Chmutov, and Yongwu Rong, Knight move in chromatic cohomology,
European Journal of Combinatorics 29 (2008), no. 1, 311–321.
[CL85] Chong-Yun Chao and Nian-Zu Li, On trees of polygons, Archiv der Mathematik 45 (1985), no. 2,
180–185.
[CL17] Jae Choon Cha and Charles Livingston, KnotInfo: Table of Knot Invariants,
http://www.indiana.edu/ knotinfo/, July 27, 2017.
[CWJ79] Chong-Yun Chao and Earl Whitehead Jr., Chromatically unique graphs, Discrete Mathematics
27 (1979), no. 2, 171–177.
[DHK+04] Fengming Dong, Michael Hendy, Khee Meng Koh, Charles Little, and Kie Leong Teo, Chromat-
ically unique multibridge graphs, Electronic Journal of Combinatorics 11 (2004), no. 1, 1–11.
[Die00] Reinhard Diestel, Graph theory, Graduate Texts in Mathematics, Springer, 2000.
[DKT05] Fengming Dong, Khee Meng Koh, and Kie Leong Teo, Chromatic Polynomials and Chromaticity
of Graphs, World Scientific, Singapore, 2005.
[DL06] Oliver Dasbach and Xiao-Song Lin, On the head and tail of the colored Jones polynomial, Com-
positio Mathematica 142 (2006), no. 2, 1332–1342.
[dMN05] Anna de Mier and Mark Noy, On matroids determined by their Tutte polynomials, Discrete
Mathematics 302 (2005), no. 1-3, 52–76.
[Far80] Edward Farrell, On chromatic coefficients, Discrete Mathematics 29 (1980), 257–264.
[Gre10] Joshua Greene, Homologically thin, non-quasi-alternating links, Mathematical Research Letters
17 (2010), no. 1, 39–49.
[Hav] Fre´de´ric Havet, Combinatorial optimization – algorithms for telecommunications, http://www-
sop.inria.fr/members/Frederic.Havet/Cours/ubinet.html.
[HGPR06] Laure Helme-Guizon, Jozef Przytycki, and Yongwu Rong, Torsion in graph homology, Funda-
menta Mathematicae 190 (2006), 139–177.
[HGR05] Laure Helme-Guizon and Yongwu Rong, A categorification for the chromatic polynomial, Alge-
braic and Geometric Topology 5 (2005), 1365–1388.
27
[HGR12] , Khovanov type homologies for graphs, Kobe Journal of Mathematics 29 (2012), no. 1-2,
25–43.
[HP66] Frank Harary and Geert Prins, The block-cutpoint-tree of a graph, Publicationes Mathematicae
Debrecen 13 (1966), 103–107.
[JS07] Slavik Jablan and Radmila Sazdanovic´, LinKnot: Knot Theory by Computer, World Scientific,
2007.
[KAT] The knot atlas, http://katlas.org.
[Kau11] Louis Kauffman, Khovanov homology, arXiv:1107.1524 [math.GT], 2011.
[KG90] Khee Meng Koh and Bee Hua Goh, Two classes of chromatically unique graphs, Discrete Math-
ematics 82 (1990), no. 1, 13–24.
[Kho00] Mikhail Khovanov, A categorification of the Jones polynomial, Duke Mathematical Journal 101
(2000), no. 3, 359–426.
[Lee05] Eun Soo Lee, An endomorphism of the Khovanov invariant, Advances in Mathematics 197 (2005),
no. 2, 554–586.
[LS17] Adam Lowrance and Radmila Sazdanovic´,Khovanov homology, chromatic homology, and torsion,
Topology and its Applications 222 (2017), 77–99.
[Man13] Andrew Manion, The Khovanov homology of 3-strand pretzels, revisited, arXiv:1303.3303
[math.GT], 2013.
[Man14] , The rational Khovanov homology of 3-strand pretzel links, Journal of Knot Theory and
its Ramifications 23 (2014), no. 8.
[MPS+17] Sujoy Mukherjee, Jozef Przytycki, Marithania Silvero, Xiao Wang, and Seung Yeop Yang, Search
for torsion in Khovanov homology, Experimental Mathematics (2017), 1–10.
[OS08] Peter Oszva´th and Zolta´n Szabo´, On the Khovanov and Knot Floer homologies of quasi-
alternating links, Proceedings of the Go¨kova Geometry-Topology Conference 2007, pp. 60–81,
International Press of Boston, 2008.
[Oxl92] James Oxley, Matroid Theory, Oxford University Press, New York, 1992.
[PPS09] Milena Pabiniak, Jozef Przytycki, and Radmila Sazdanovic´, On the first group of the chromatic
cohomology of graphs, Geometriae Dedicata 140 (2009), no. 1, 19–48.
[Prz10] Jozef Przytycki, When the theories meet: Khovanov homology as Hochschild homology of links,
Quantum Topology 1 (2010), no. 2, 93–109.
[PS14] Jozef Przytycki and Radmila Sazdanovic´, Torsion in Khovanov homology of semi-adequate links,
Fundamenta Mathematicae 225 (2014), 277–303.
[Qaz11] Khaled Qazaqzeh, The Khovanov homology of a family of three-column pretzel links, Communi-
cations in Contemporary Mathematics 13 (2011), no. 5, 813–825.
[Ras10] Jacob Rasmussen, Khovanov homology and the slice genus, Inventiones Mathematicae 182 (2010),
no. 2, 419–447.
[Rol03] Dale Rolfsen, Knots and links, AMS Chelsea, 2003.
[Shu14] Alexander Shumakovitch, Torsion of Khovanov homology, Fundamenta Mathematicae 225
(2014), no. 0, 343–364.
28
[Shu16] , Torsion in Khovanov homology of homologically thin knots, Forthcoming, 2016.
[Sta12] Laura Starkston, The Khovanov homology of (p,−p, q) pretzel knots, Journal of Knot Theory and
its Ramifications 21 (2012), no. 5.
[Sys79] Maciej Syslo, Characterizations of outerplanar graphs, Discrete Mathematics 26 (1979), 47–53.
[Vir04] Oleg Viro, Khovanov homology, its definitions and ramifications, Fundamenta Mathematicae 184
(2004), 317–342.
[WJZ84] Earl Whitehead Jr. and Lian-Chang Zhao, Cutpoints and the chromatic polynomial, Journal of
Graph Theory 8 (1984), no. 3, 371–377.
[WW92] Christopher Wakelin and Douglas Woodall, Chromatic polynomials, polygon trees, and outerpla-
nar graphs, Journal of Graph Theory 16 (1992), no. 5, 459–466.
[Zyk49] Aleksandr Zykov, On some properties of linear complexes, Matematicheskii Sbornik 24 (1949),
no. 66, 163–188.
29
