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Abstract
This paper gives the conditions necessary for weighted convergence of Hermite–Fejér interpolation
for a general class of even weights which are of exponential decay on the real line or at the end points
of (−1, 1). The results of this paper guarantee that the conditions of Theorem 2.3 in [11] are optimal.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
For a function f : (a, b) → R, −∞a < b∞ and a set
n := {x1n, x2n, . . . , xnn}, n1
of pairwise distinct nodes letHn[n; f ] denote theHermite–Fejér interpolation polynomials
of degree 2n − 1 to f with respect to n. In fact, Hn[n; f ] is the unique polynomial of
degree 2n− 1 satisfying
Hn[n; f ](xjn) = f (xjn) and H ′n[n; f ](xjn) = 0 (1.1)
for j = 1, 2, . . . , n.
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This paper deals with Hermite–Fejér interpolations with respect to n whose elements
are the zeros of a sequence of orthogonal polynomials. More precisely, in this paper we
consider wQ(x) := exp(−Q(x)), where Q : I → R is even, continuous, and of at least
polynomial growth at the end of interval I and I is either (−1, 1) or R. Then n consists of
the zeros {xj,n(w2Q)}nj=1 of the n-th orthonormal polynomial pn(w2Q, x),
pn(x) := pn(w2Q, x) = n(w2Q)xn + lower degree terms (n(w2Q) > 0)
with respect to w2Q, deﬁned by the condition∫
I
pnpmw
2
Q(x) dx = mn, m, n = 0, 1, 2, . . . .
Then all {xj,n(w2Q)}nj=1 belongs to I, which we arrange as
xn,n(w
2
Q) < xn−1,n(w2Q) < · · · < x2,n(w2Q) < x1,n(w2Q).
Let Hn[w2Q; ·] be the Hermite–Fejér interpolation operator with respect to the zeros
{xj,n(w2Q)}nj=1 of pn(w2Q; x).
Our main concern is the following problem:What is a necessary and sufﬁcient condition
on u(x) and w(x) that the relation
lim
n→∞
∥∥∥(f −Hn[w2Q; f ])w∥∥∥
L∞(I )
= 0
holds for every continuous function satisfying lim|x|→∞ or 1
∣∣∣f (x)w2Q(x)u(x)∣∣∣ = 0?
Several sufﬁcient conditions for weighted convergence of Hermite–Fejér interpolation
polynomials are obtained. See [6,11,12,16,25,31] and the references therein. In particular,
[11,16,31] gave sufﬁcient conditions of our problem with respect to the weights decaying
exponentially at the end points. There is a vast literature dealingwith necessary and sufﬁcient
conditions for weighted convergence of Lagrange interpolation for even Freud, Erdo˝s, and
exponential weights on (−1, 1).We refer the reader to [1–5,7–9,17,19–22,24,26,28–31] and
the many references cited therein. Especially, some necessary conditions for weighted con-
vergence of Lagrange interpolationwith respect to theseweightswere given in [4,8,9,28,30].
In this paper we intend to give the conditions necessary for weighted convergence of
Hermite–Fejér interpolation polynomials with respect to the weights decaying exponen-
tially at the end points.
This paper is organized as follows: in Section 2, we introduce our admissible class of
weights and state the main results. In Section 3, we present some lemmas and prove the
results of Section 2. In Section 4, we especially apply our main theorems to Freud and
Erdo˝s weights cases. Finally, in Section 5, we recall some notations, bounds on orthogonal
polynomials and related estimates.
2. Main results
We ﬁrst introduce some notations which we use in the following. For any two sequences
{bn}n and {cn}n of nonzero real numbers(or functions), we write bn  cn, if there exists a
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constant C > 0, independent of n(and x) such that bnCcn for n large enough and write
bn ∼ cn if bn  cn and cn  bn. We denote by Pn the space of polynomials of degree at
most n. Let I+ be either (0,∞) if I = R or (0, 1) if I = (−1, 1).
We now introduce an admissible class of weights.
Deﬁnition 2.1. Let wQ(x) = exp(−Q(x)) whereQ(x) : I → R is even, continuous, and
(a) Q′′(x) is continuous in I+ andQ′′(x),Q′(x)0 in I+,
(b) the function
T (x) := 1+ xQ
′′(x)
Q′(x)
, x ∈ I + (2.1)
satisﬁes for large enough x or x close enough to 1
T (x) ∼ xQ
′(x)
Q(x)
. (2.2)
Moreover T, satisﬁes either:
(b1) There exist A > 1 and B > 1 such that
AT (x)B, x ∈ I + . (2.3)
(b2) T is increasing in I+ with limx→0+ T (x) > 1. If I = R,
lim|x|→∞ T (x) = ∞
and if I = (−1, 1), for x close enough to ±1 and some A > 2,
T (x) A
1− x2 .
Then, wQ(x) is called an admissible weight and we write wQ ∈ A.
We call wQ(x) a Freud weight in the case of (b1). In the case of (b2), we call it an
Erdo˝s weight in case I = R or an exponential weight on (−1, 1) in case I = (−1, 1).
Freud weights are characterized by smooth polynomial decay ofQ(x) at inﬁnity and Erdo˝s
weights by their faster than smooth polynomial decay at inﬁnity. Exponential weights on
(−1, 1) decay strongly near ±1 as exponentials decay faster than classical Jacobi weights.
They violate the well-known Szego˝ condition for orthogonal polynomials (cf. [10, p. 208]).
The author gave a sufﬁcient condition for our problem in [11]. In the following, we state
the extended Szabados’ result of [11].
Theorem 2.2 (Jung [11]). Let wQ ∈ A, u(x) := |Q′(x)|, and v(x) := (|x| + 1)−1/3. For
a continuous function f on I with
lim|x|→∞ or 1
∣∣∣f (x)w2Q(x)u(x)∣∣∣ = 0,
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it holds that
lim
n→∞
∥∥∥(f −Hn[w2Q; f ])w2Qv∥∥∥
L∞(I )
= 0.
In the following, a necessary condition for the extended Szabados’ result of [11] is given.
Theorem 2.3. Let wQ ∈ A. Suppose v : I → R+ is a measurable function satisfying that
lim
x→∞ or 1 xv(x)Q
−2/3(x)/ log(1+ |x|) = ∞.
Then there exists a continuous function f : I → R satisfying that
lim|x|→∞ or 1 |f (x)w
2
Q(x)Q
′(x) log(1+ |x|)| = 0
such that
lim sup
n→∞
‖Hn[w2Q; f ]w2Qv‖L∞(I ) = ∞.
Theorem 2.4. Let wQ ∈ A. If for every continuous function f deﬁned on I satisfying that
lim|x|→∞ or 1 |f (x)w
2
Q(x)Q
′(x) log(1+ |x|)| = 0 (2.4)
it holds that
lim
n→∞
∥∥∥(f −Hn[w2Q; f ])w2Qv∥∥∥
L∞(I )
= 0
then it is necessary that
lim
x→∞ or 1 xv(x)Q
−2/3(x)/ log(1+ |x|) < ∞. (2.5)
Remark 2.5. LetwQ(x) := exp(−|x|a/2) with a > 1, and v(x) := (|x|+ 1)−. Then the
necessary condition for  is 1− (2a)/3, because for large |x| > 0 by Theorem 2.4
v(x)xQ−2/3(x)/ log(1+ |x|) ∼ |x|1−−(2a)/3/ log(1+ |x|) < ∞
should hold. Therefore, the condition 1/3 is necessary in order that the weighted
Hermite–Fejér interpolation polynomials converge for all wQ(x) := exp(−|x|a/2) with
a > 1 and the factor (1+ |x|)−1/3 in Theorem 2.2 is optimal.
Moreover, we give a necessary condition for Lp convergence in the following. Let au for
u > 0 be the Mhaskar–Rakhamanov–Saff number. See Section 5, Appendix.
Theorem 2.6. Let wQ ∈ A and 0 < p∞ be given. Let w0 and u be an even and non
decreasing function deﬁned on I. Suppose for some ﬁxed 0 <  < 1 and  > 1,
lim sup
n→∞
u−1(an)T −3/2(an)a
1−1/p
n
×
∥∥∥p2n(x)w(x)∥∥∥
Lp(|x|an)
/ log1+1/p an = ∞. (2.6)
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Then there exists a continuous function g : I → R satisfying that∥∥∥g(x)w2Q(x)u(x)∥∥∥
Lp(I)
< ∞ (2.7)
such that
lim sup
n→∞
‖Hn[w2Q; g](x)w(x)‖Lp(I) = ∞.
Theorem 2.7. Let wQ ∈ A and 0 < p∞ be given. Let w0 and u be an even and non
decreasing function deﬁned on I. If for every continuous function g deﬁned on I satisfying
(2.7) it holds that
lim
n→∞
∥∥∥(g −Hn[w2Q; g])w∥∥∥
Lp(I)
= 0
then it is necessary that for some ﬁxed 0 <  < 1 and  > 1,
lim sup
n→∞
u−1(an)T −3/2(an)a
1−1/p
n
∥∥∥p2n(x)w(x)∥∥∥
Lp(|x|an)
/ log1+1/p an < ∞.
(2.8)
3. Lemmas and proofs
To prove the theorems, we need some lemmas. In the following, constants independent
of n and x are denoted by C,C1, C2, . . .. The symbol C does not necessarily denote the
same constant in different occurrences.
By (1.1), we have (cf. [32, p. 330])
Hn[w2Q; f ](x) :=
n∑
k=1
(
1− pn
′′(xkn)
p′n(xkn)
(x − xkn)
)
f (xkn)l
2
kn(x), (3.1)
where lkn(x) is the fundamental Lagrange interpolation polynomial ([10, p. 23]), given by
lkn(w
2
Q; x) :=
pn(w
2
Q; x)
p′n(w2Q; xkn)(x − xkn)
, k = 1, 2, . . . , n.
Deﬁne
Q¯(x, t) := Q
′(t)−Q′(x)
t − x , x, t ∈ I \ {0}, (3.2)
n := n(w2Q) := n−1(w2Q)/n(w2Q),
and
An(x) := 2n
∫
I
(pnwQ)
2(t)Q¯(x, t) dt. (3.3)
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Furthermore, deﬁne the Christoffel numbers
kn :=
∫
I
l2kn(x)w
2
Q(x) dx =
∫
I
lkn(x)w
2
Q(x) dx k = 1, 2, . . . , n
and n,n(x) and their properties are shown in Section 5, Appendix.
Lemma 3.1. Let wQ ∈ A. Then for 1kn
lkn(x) = knnpn−1(xkn)
pn(xkn)
x − xkn ; (3.4)
knnp
2
n−1(xkn) =
1
An(xkn)
; (3.5)
A′n(xkn) = 2n
∫
I
(pnwQ)
2(t)
Q¯(x, t)
t − xkn dt (3.6)
and
pn
′′(xkn)
p′n(xkn)
= 2Q′(xkn)+ A
′
n(xkn)
An(xkn)
. (3.7)
Proof. (3.4) is in [10, p. 23–34]; (3.5) is in [25, (5.9)]; (3.6) is in [25, p. 579, in the proof
of Lemma 5.3]; and (3.7) is in [25, (5.5)]. 
Lemma 3.2. Let wQ ∈ A. Then there exist constants C1, C2 > 0 such that uniformly for
1kn and n,
Q′(xkn)− C1 pn
′′(xkn)
p′n(xkn)
3Q′(xkn)+ C2.
Proof. We will follow the method of Lemma 5.3 in [25]. From (3.6), we can obtain∣∣A′n(xkn)∣∣  2n ∫|t−xkn|2(1+Q′(xkn))−1(pnwQ)2(t) |Q¯(xkn, t)||t − xkn| dt
+2n
∫
|t−xkn|<2(1+Q′(xkn))−1
(pnwQ)
2(t)
|Q¯(xkn, t)|
|t − xkn| dt
:= I1 + I2.
Since Q¯(x, t)0 from (a) of Deﬁnition 2.1, by (3.3) we have
I1  2n
∫
I
1
2
(1+Q′(xkn))(pnwQ)2(t)|Q¯(xkn, t)| dt
= 12 (1+Q′(xkn))An(xkn).
Next, we estimate I2. Suppose that xkn > 0 and let
u := 2

∫ 1
0
xkntQ
′(xknt)/
√
1− t2 dt.
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Then au = xkn. See Section 5, Appendix. Then since |t |au + 2(1+Q′(au))−1, by (A.5)
we have∣∣∣∣ txkn
∣∣∣∣ 1+ 2auQ′(au)1+ CuT 1/2(au) .
Here, since C T
1/2(au)
u
= o(1) as u → ∞ by (A.8), there exists a constant c > 1 such that
by (A.7),
|t |
(
1+ C
uT 1/2(au)
)
au
(
1+ o(1)
T (au)
)
auacu, as u → ∞.
By the mean value property, there exists  between xkn and t such that if 0 < ||1/2 then∣∣Q′(t)−Q′(xkn)∣∣ = Q′′(||)|t − xkn|C1 21+Q′(xkn)C2
and if || > 1/2 then∣∣Q′(t)−Q′(xkn)∣∣ = Q′′(||)|t − xkn| = T (||)− 1|| Q′(||)|t − xkn| by (2.1)
 4T (||)
1+Q′(xkn)Q
′(||) 4T (||)
Q′(au)
Q′(||)
 C1
T (acu)
Q′(au)
Q′(acu)
Q′(au)
Q′(au) (∵0 < || max {au, |t |} acu)
 C2
T (au)
Q′(au)
Q′(au) by (A.6)
 C3
auT
1/2(au)
u
Q′(au) by (5.5) with j = 1
 C4
(au
u
)	
Q′(au) for some 	 > 0 by (A.8)
 1
4
(Q′(xkn)+ C5)(
∵ lim
u→∞
au
u
= 0 by (4.1) or (b2) conditions
)
.
Therefore, since for I2∣∣Q′(t)−Q′(xkn)∣∣ = Q′′(||)|t − xkn| 14 (Q′(xkn)+ C),
we have by (3.2), (3.4), and (3.5)
I2  2n
∫
|t−xkn|<2(1+Q′(xkn))−1
(pnwQ)
2(t)
|Q¯(xkn, t)|
|t − xkn| dt
= 2n
∫
|t−xkn|<2(1+Q′(xkn))−1
(
pnwQ(t)
|t − xkn|
)2 ∣∣Q′(t)−Q′(xkn)∣∣ dt
 1
2
(
Q′(xkn)+ C
)
n
∫
|t−xkn|<2(1+Q′(xkn))−1
(
pnwQ(t)
|t − xkn|
)2
dt
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 1
2
(
Q′(xkn)+ C
)
n
∫
I
(
pnwQ(t)
|t − xkn|
)2
dt
= 1
2
(
Q′(xkn)+ C
)
n
(
knnpn−1(xkn)
)−2 ∫
I
(
lknwQ(t)
)2
dt
 1
2
(
Q′(xkn)+ C
)
An(xkn).
From the estimations for I1 and I2, we have∣∣A′n(xkn)/An(xkn)∣∣ Q′(xkn)+ C.
Therefore, there exist constants C1 and C2 > 0 such that we obtain by (3.7)
Q′(xkn)− C1 pn
′′(xkn)
p′n(xkn)
3Q′(xkn)+ C2. 
Lemma 3.3. There exists a constant C ∈ I+ such that for xkn < −C and x > 0
1
2
(x − xkn)Q′(xkn) pn
′′(xkn)
p′n(xkn)
(x − xkn)− 14Q′(xkn)(x − xkn).
Proof. Since lim|x|→∞ or 1Q′(x) = ∞, there exists a constant C > 0 such that for xkn <
−C and x > 0,
pn
′′(xkn)
p′n(xkn)
(x − xkn)− 1 
(
Q′(xkn)− C1
)
(x − xkn)− 1
= (x − xkn)
(
Q′(xkn)− C1 − 1
x − xkn
)
= (x − xkn)
(
1
2
Q′(xkn)+ 12Q
′(xkn)− C1 − 1
x − xkn
)
 (x − xkn)
(
1
2
Q′(xkn)+ 12Q
′(xkn)− C1 − 1|xkn|
)
 1
2
(x − xkn)Q′(xkn)
and
pn
′′(xkn)
p′n(xkn)
(x − xkn)− 1 
(
3Q′(xkn)+ C2
)
(x − xkn)− 1
 (x − xkn)
(
3Q′(xkn)+ C2
)
 4(x − xkn)Q′(xkn)
where C1 and C2 are the same as in Lemma 3.2. 
Now, letK > 0 be a constant satisfying the conditions of Lemma 3.3, i.e. for xkn < −K
and x > 0
1
2
(x − xkn)Q′(xkn) pn
′′(xkn)
p′n(xkn)
(x − xkn)− 14Q′(xkn)(x − xkn). (3.8)
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Proof of Theorem 2.3. Let 0 < K < J on I+. Then deﬁne a continuous function f
satisfyingf (x)w2Q(x)Q
′(x) log(1+|x|) = −1onx < −J , 0−f (x)w2Q(x)Q′(x) log(1+|x|)1 on [−J,−K] and f (x) = 0 on x > −K . Then for x > 0 by (3.1) and (3.8)
Hn[w2Q; f ](x)=
n∑
k=1
(
1− pn
′′(xkn)
p′n(xkn)
(x − xkn)
)
f (xkn)l
2
kn(x)
=
∑
xkn−K
(
1− pn
′′(xkn)
p′n(xkn)
(x − xkn)
)
f (xkn)l
2
kn(x)
∼
∑
xkn−K
−Q′(xkn)(x − xkn)f (xkn)l2kn(x).
Let yn be an element to maximize |pnwQ| and for some constant 0 < C1 < C2 and large
n, an/2 < an(1−C2n) < yn < an(1−C1n) < an by (A.3), (A.9), and (A.10). Then we
have for large n and for some 0 < 
 < 1 with J < 
an
x
∣∣∣Hn[w2Q; f ](yn)w2Q(yn)v(yn)∣∣∣
∼
∑
xkn−K
−Q′(xkn)(yn − xkn)f (xkn)l2kn(yn)w2Q(yn)v(yn)

∑
−
an<xkn<−J
−Q′(xkn)(yn − xkn)f (xkn)l2kn(yn)w2Q(yn)v(yn)
∼
∑
−
an<xkn<−J
(yn − xkn)l2kn(yn)w2Q(yn)v(yn)w−2Q (xkn) log−1(1+ |xkn|).
Since for −
an < xkn < −J and by (A.1) and (A.2),
n(xkn) ∼
(
1− |xkn|/an + Ln
)1/2 ∼ 1,
xkn := xkn − xk+1,n ∼ an
n
n(xkn) ∼ an
n
,
and by (A.9),
a
1/2
n pn(yn)wQ(yn) ∼ (nT (an))1/6 ,
we have for −
an < xkn < −J by (A.4)
(yn − xkn)l2kn(yn)w−2Q (xkn)w2Q(yn)
∼ (yn − xkn)a
3
n
n2
2n(xkn)(1− |xkn|/an + Ln)1/2
p2n(yn)w
2
Q(yn)
(yn − xkn)2
∼ an
n
(nT (an))
1/3 xkn
yn + 
an .
So, we obtain∣∣∣Hn[w2Q; f ](yn)w2Q(yn)v(yn)∣∣∣
an
n
(nT (an))
1/3 v(yn)
∑
−
an<xkn<−J
xkn(
yn + 
an
)
log an
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∼ v(yn)an
n
(nT (an))
1/3 1
log an
∼ v(yn)an T
1/3(an)
n2/3
1
log an
∼ v(yn)anQ−2/3(an) 1log an by (A.5)
∼ v(yn)ynQ−2/3(yn) 1log yn → ∞ by (A.6)
as n → ∞, since an/2 < yn < an. Therefore, we have the result. 
Proof of Theorem 2.6. Let 0 < K,K ∈ I+ and K be a constant satisfying the conditions
of Lemma3.3. SeeEq. (3.8).Deﬁne a continuous function g satisfying that for some constant
L with L > K
g(x) = 0, x > −K,
0g(x)w2Q(x)u(x)L−1/p log−1−1/p(1+ L), −Lx −K,
and
g(x)w2Q(x)u(x) = |x|−1/p log−1−1/p(1+ |x|), x < −L.
Then g satisﬁes (2.7). Let  be a constant with 0 <  < 1 and an > L for large n. Then for
large n, 0 <  <  < 1, and x > 0∣∣∣Hn[w2Q; g](x)∣∣∣
∼
∑
xkn<−K
−g(xkn)Q′(xkn)(x − xkn)l2kn(x) by (3.8)

∑
−an<xkn<−an
−g(xkn)Q′(xkn)(x − xkn)l2kn(x)

∑
−an<xkn<−an
−Q′(xkn)(x − xkn)l2kn(x)w−2Q (xkn)u−1(xkn)|xkn|−1/p
× log−1−1/p(1+ |xkn|).
Since for −an < xkn < −an by (A.1), (A.7), and (A.6)(
1− |xkn|/an + Ln
)1/4 ∼ T −1/4(an), n(xkn) ∼ T −1/2(an),
T (xkn) ∼ T (an), and −Q′(xkn) ∼ Q′(an),
by (A.2), (A.4), and (A.5) we have
−Q′(xkn)(x − xkn)l2kn(x)w−2Q (xkn) ∼ anp2n(x)T −1/2(an)
xkn
x + |xkn| .
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Therefore, for  > 1 and 0 < x < an we obtain∣∣∣Hn[w2Q; g](x)∣∣∣
a1−1/pn p2n(x)T −1/2(an) log−1−1/p an
∑
−an<xkn<−an
xkn
(x + an)u
−1(an)
∼ a1−1/pn p2n(x)T −1/2(an) log−1−1/p an
an − an
(x + an)u
−1(an)
∼ a1−1/pn p2n(x)T −1/2(an) log−1−1/p an
(
1− an/an
)
(1+ x/an) u
−1(an)
∼ a1−1/pn p2n(x)
T −3/2(an)
1+ x/an u
−1(an) log−1−1/p an by (A.7)
∼ a1−1/pn p2n(x)T −3/2(an)u−1(an) log−1−1/p an.
Finally,
lim sup
n→∞
u−1(an)T −3/2(an)a
1−1/p
n
(∫
|x|an
∣∣∣p2n(x)w(x)∣∣∣p dx)1/p / log1+1/p an
 lim sup
n→∞
(∫
I
|Hn[w2Q; g](x)w(x)|p dx
)1/p
,
implying the result. 
Proof of Theorems 2.4 and 2.7. By applying the uniform boundedness theorem for
1p∞, we have that
lim sup
n→∞
(∫
I
|Hn[w2Q; g](x)w(x)|p dx
)1/p

∥∥∥g(x)w2Q(x)u(x)∥∥∥
Lp(I)
< ∞.
For 0 < p < 1, the method is almost the same as in the case of 1p∞ (cf. Theorem
10.19 [27, p. 182]). 
4. Applications: F cases and E1 cases
We consider Freud weights w := exp(−Q) whereQ : R→ R is of polynomial growth
at inﬁnity.
Deﬁnition 4.1. Freud class F :
Let wQ ∈ A on I = R satisfying (b1). Then we write wQ ∈ F .
A typical example of the Freud weights is
w(x) := exp(−|x|),  > 1, x ∈ R.
Specially, the case of  = 2 is the Hermite weight.
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Proposition 4.2. Let wQ ∈ F . If A and B are the same as in (2.3) then for some constant
C > 0
Cu1/BauCu1/A, u ∈ [1,∞). (4.1)
Proof. This is Lemma 5.2 (b) [13, p. 478]. 
In the following, we restate Corollary 5.3 of [11].
Proposition 4.3 (Jung [11]). Let wQ ∈ F . Let u(x) := (1 + |Q′(x)|) and v(x) := (1 +
|x|)−, 0. If  > 1− 23A then for a continuous function f on R with
lim|x|→∞
∣∣∣f (x)w2Q(x)u(x)∣∣∣ = 0,
we have
lim
n→∞
∥∥∥(f (x)−Hn[w2Q; f ](x))w2Q(x)v(x)∥∥∥
L∞(R)
= 0
where A is the same as in (2.3).
Theorem 4.4. Let wQ ∈ F . Let u(x) := (1+ |Q′(x)|) and v(x) := (1+ |x|)−, 0. If
for every continuous function g deﬁned on I satisfying (2.4) it holds that
lim
n→∞
∥∥∥(g(x)−Hn[w2Q; g](x))w2Q(x)v(x)∥∥∥
L∞(R)
= 0
then it is necessary that
 max
{
0, 1− 2
3
B
}
,
where B is the same as in (2.3).
Proof. From (2.5), it is necessary that
lim|x|→∞ x(1+ x)
−Q−2/3(x)/ log(1+ |x|) < ∞
= lim
x→+∞ x
1−Q−
2
3 (x)/ log x. (4.2)
Since from (2.3) it follows that
C1x
AQ(x)C2xB, |x|x0 > 0,
if limx→+∞ x1−(xB)−
2
3 / log x diverges, then (4.2) also diverges which implies the state-
ment. 
Proposition 4.5 (Jung and Kwon [12]). Let wQ ∈ F and let 0 < p < ∞,  ∈ R,  > 0,
and ̂ := min{1, }. Assume that for 0 < p2,
 > −̂+ 1
p
;
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and for p > 2,
a
−(̂+)+ 1
p
n n
1
3 (1− 2p ) = O
(
1
log n
)
as n → ∞,
where an is the nth Mhaskar–Rakhmanov–Saff number. Then
lim
n→∞
∥∥∥(f (x)−Hn[w2Q; f ](x))w2Q(x)(1+ |x|)−∥∥∥
Lp(R)
= 0,
for every continuous function f : R→ R satisfying
lim|x|→∞ |f (x)|w
2
Q(x)(1+ |x|) = 0.
Theorem 4.6. Let 0 and 0 < p∞. If for every continuous function f deﬁned on I
satisfying that∥∥∥f (x)w2Q(x)(1+ |x|)∥∥∥
Lp(R)
< ∞,
it holds that
lim
n→∞
∥∥∥(f (x)−Hn[w2Q; f ](x))w2Q(x)(1+ |x|)−∥∥∥
Lp(R)
= 0
then it is necessary that in case of 0 < p2,
 − ,
and in case of 2 < p∞,
a−−n n
1
3
(
1− 2
p
)
= O(log1+1/p n).
Proof. Let w(x) := w2Q(x)(1+ |x|)− and u(x) := (1+ |x|). Then by (2.3)
J := u−1(an)T − 32 (an)a1−1/pn
∥∥∥p2n(x)w(x)∥∥∥
Lp(|x|a2n)
log−(1+1/p) an
∼ a−−1/pn
∥∥∥anp2n(x)w2Q(x)(1+ |x|)−∥∥∥
Lp(|x|a2n)
log−(1+1/p) an.
From Theorem 2.7, it is necessary that by (A.9)
∞ > J  a−−−1/pn
∥∥∥anp2n(x)w2Q(x)∥∥∥
Lp[−an,an]
log−(1+1/p) an
∼ a−−−1/pn
∥∥∥anp2n(x)w2Q(x)∥∥∥
Lp(R)
log−(1+1/p) an
∼ a−−n log−(1+1/p) an

1, p < 2,
(log n)1/2, p = 2,
n
1
3 (1− 2p ), p > 2.
Therefore, we have the result. 
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4.1. Erdo˝s weight case
We consider Erdo˝s weights wQ(x) := exp(−Q(x)) whereQ : R→ R is even and is of
faster than polynomial growth at inﬁnity.
Deﬁnition 4.7. Erdo˝s class E1:
Let wQ ∈ A on I = R satisfying (b2). Moreover, if we have for any 	 > 0
T (x)C(Q(x))ε, x → ∞ (4.3)
for some positive constant C independent of x then we write w ∈ E1.
The archetypal examples of wQ ∈ E1 are
(1)
wk,(x) := exp(− expk(|x|)), x ∈ R,
where  > 0, k is a positive integer, and expk() = exp(exp(exp(· · ·))) denotes the kth
iterated exponential.
(2)
wA,B(x) := exp
(
− exp
(
log(A+ x2
)B)
, x ∈ R,
where A is a ﬁxed but large enough positive number and B > 1.
For example for wk,,
T (x) = Tk,(x) = 
1+ x k∑
l=1
l−1∏
j=1
expj
(
x
) , x0
and so (2.2) and (4.3) hold in the stronger form
lim|x|→∞ or 1 T (x)
/(
xQ′(x)
Q(x)
)
= 1; lim
x→∞
T (x)[∏k
j=1 logj Q(x)
] = .
Proposition 4.8. Let wQ ∈ E1. Then for any 	 > 0
anCn	 and T (an)Cn	, n1. (4.4)
Proof. This is Lemma 2.4 in [8]. 
Proposition 4.9 (Jung [11]). Let wQ ∈ E1. Let u(x) := Q′(x) with  > 1/3. Then for a
continuous function f on R with
lim|x|→∞
∣∣∣f (x)w2Q(x)u(x)∣∣∣ = 0,
we have
lim
n→∞
∥∥∥(f (x)−Hn[w2Q, f ](x))w2Q(x)∥∥∥
L∞(R)
= 0.
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Theorem 4.10. Let wQ ∈ E1. Let u(x) := Q′(x), 0 and w(x) := w2Q(x). If for every
continuous function g deﬁned on I satisfying (2.7) it holds that
lim
n→∞
∥∥∥(g(x)−Hn[w2Q; g](x))w2Q(x)∥∥∥
L∞(R)
= 0
then it is necessary that  13 .
Proof. Let yn be an element to maximize |pnwQ| and for some constant 0 < C1 < C2 and
large n, an/2 < an(1−C2n) < yn < an(1−C1n) < an. Then from (2.6), it is necessary
that
lim sup
n→∞
Q′−(an)T −
3
2 (an)anp
2
n(yn)w(yn)/ log an < ∞
= lim
n→∞
(
an
nT
1
2 (an)
)
T −
3
2 (an)(nT (an))
1
3 / log an by (A.5)
= lim
n→∞ n
1
3−an T −

2− 32 (an)/ log an.
Therefore, we have the result because we obtain a contradiction by (4.4) if  < 13 . 
Proposition 4.11 (Damelin et al. [6]). Let wQ ∈ E1. Let 0 < p < ∞, ∈ R, and  > 0.
Assume that
 > max
{
0,
2
3
(
1
2
− 1
p
)}
.
Then
lim
n→∞ ||(f (x)−Hn[w
2
Q; f ](x))w2Q(x)(1+Q(x))−||Lp(R) = 0
for every continuous function f : R→ R satisfying
lim|x|→∞ |f (x)|w
2
Q(x) log
1+(1+ |x|)T 12 (x) = 0.
Theorem 4.12. Let wQ ∈ E1 and 0 < p∞. If for every continuous function f deﬁned on
I satisfying that∥∥∥f (x)w2Q(x) log1+(|x| + 1)T 1/2(x)∥∥∥
Lp(R)
< ∞,
it holds that
lim
n→∞
∥∥∥(f (x)−Hn[w2Q; f ](x))w2Q(x)(1+Q(x))−∥∥∥
Lp(R)
= 0
then it is necessary that
 max
{
0,
2
3
(
1
2
− 1
p
)}
. (4.5)
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Proof. Let w(x) := w2Q(x)(1+ |Q(x)|)−, u(x) := log1+(1+ |x|)T 1/2(x), and
A := u−1(an)T −3/2(an)a1−1/pn
∥∥∥p2n(x)w(x)∥∥∥
Lp(R)
log−(1+1/p) an.
Similar to Theorem 4.6, from Theorem 2.7, it is necessary that
∞ > A ∼ (log an)−(1+)T −2(an)a−1/pn
×
∥∥∥anp2n(x)w2Q(x)(1+ |Q(x)|)−∥∥∥
Lp(|x|an)
log−(1+1/p) an
 (log an)−(1+)T −2(an)a−1/pn Q−(an)
∥∥∥anp2n(x)w2Q(x)∥∥∥
Lp[0,an]
×log−(1+1/p) an
by the monotonicity ofQ
∼ (log an)−(1+)T −2(an)Q−(an)a1/2−1/pn log−(1+1/p) an
×

1, p < 2
(log n)1/2 p = 2
(nT (an))
2
3 (
1
2− 1p ) , p > 2
by (A.9).
Therefore, condition (4.5) is necessary because we obtain a contradiction by (4.4) and (A.5)
if  < max
{
0, 23
(
1
2 − 1p
)}
. 
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Appendix
We let au, for u > 0, be the positive root of the equation
u = 2

∫ 1
0
autQ
′(aut)/
√
1− t2 dt.
Then under our assumptions on wQ(x)(see [13–15]), au is uniquely deﬁned and is contin-
uous and increasing with u. One of its usefulness is the Mhaskar–Saff identity
‖PwQ‖L∞(I ) = ‖PwQ‖L∞[−an,an]
valid for every P ∈ Pn, n1.
We deﬁne some auxiliary quantities which we will need in the sequel. See [13–15].
Set:
n := (nT (an))−2/3, n1,
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which are useful in describing the behavior ofpn(w2, x) near x1n. For example, forwQ ∈ A
|x1n/an − 1| L2 n,
where L is a positive constant independent of n. n → 0 as n → ∞, since at least T (x)1.
We also need the sequence of functions
n(x) :=

max

√
1− |x|
an
+ Ln, 1
T (an)
√
1− |x|
an
+ Ln
 , |x|an,
n(an), |x|an,
(A.1)
which are useful in describing the spacing of zeros of pn(w2, x) and Christoffel functions.
The convergence of interpolation is closely connected to bounds on orthogonal polyno-
mials and related estimates, which we recall now.
Proposition A.1. Let w ∈ A.
(a) For n2 and 1jn− 1,
xjn − xj+1,n ∼ an
n
n(xjn). (A.2)
(b) For n1,
sup
x∈I
|pn(x)|wQ(x)|1− |x|/an|1/4 ∼ a−1/2n . (A.3)
(c) Uniformly for n1, 1jn, and x ∈ R,
|ljn(x)| ∼ a
3/2
n
n
(nwQ)(xjn)(1− |xjn|/an + Ln)1/4
∣∣∣∣ pn(x)x − xjn
∣∣∣∣ . (A.4)
(d) Uniformly for uC and j = 0, 1, 2,
a
j
uQ
(j)(au) ∼ uT (au)j−1/2. (A.5)
(e) Let 0 <  < 
. Then uniformly for uC and j = 0, 1, 2,
T (au) ∼ T (a
u), au ∼ a
u, and Q(j)(au) ∼ Q(j)(a
u). (A.6)
(f) Given any ﬁxed r > 1,
aru
au
− 1 ∼ 1
T (au)
. (A.7)
(g) There exists a constant 	 with 0 < 	 < 2 such that for n1,
T (an)
(
n
an
)2−	
. (A.8)
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(h) Given 0 < p∞, we have for n2,
∥∥pnwQ∥∥Lp(I) ∼ a 1p− 12n

1, p < 4,
(log n)
1
4 , p = 4,
(nT (an))
2
3
(
1
4− 1p
)
, p > 4.
(A.9)
(i) Let 0 < p∞. LetK > 0. There exist C and N depending only on K, p, wQ such that
nN and P ∈ Pn,∥∥PwQ∥∥Lp(I) C ∥∥PwQ∥∥Lp(|x|an(1−Kn)) . (A.10)
Proof.
(a) These follow from Corollary 1.2 (a), (b) in [13], Corollary 1.4 (i), (1.35) in [14],
and Corollary 1.3 (a), (b) in [15].
(b) These follow from Corollary 1.4 in [13], Corollary 1.5 (i) in [14], and Corollary
1.4 (a) in [15].
(c) It follows from the formula of ljn and Corollary 1.3 in [13], Corollary 1.5 (iii) in
[14], and Corollary 1.4 (b) in [15].
(d)–(e) For (b1) case, these follow from (b1) condition, Lemma 5.1 (c), and Lemma 5.2 (c)
in [13]. Otherwise, these follow from part of Lemma 3.2 in [14] and Lemma 2.2 in
[15].
(f) It follows from Lemma 5.2 (c) in [13], Lemma 3.2 (v) in [14], and Lemma 2.2 (v)
in [15].
(g) For (b1) case, since T (x) is bounded, it follows from Lemma 5.2 (b) in [13].
Otherwise, it follows from Lemma 3.2 (iii) in [14] and Lemma 2.2 (viii) in [15].
(h) It follows from Corollary 1.4 in [13], Theorem 1.8 and Corollary 1.5 (ii) in [14],
Corollary 1.4 (a) in [15], Theorem 1.1 in [18], and Theorem 1 in [23].
(i) It follows from Theorem 1.8 in [13], Theorem 1.7 in [14], and Theorem 1.5
in [15]. 
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