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SUR L’EXISTENCE D’UNE CATÉGORIE AYANT UNE
MATRICE DONNÉE
SAMER ALLOUCH
1. Introduction
Ce papier est une continuation de [2], dont le but est d’étudier les cor-
respondances entre les catégories finies d’ordre n et les matrices carrées de
taille n. Cette correspondance figure dans les papiers recents de Leinster et
Berger [10] [3], voir aussi Kapranov [9]. L’étude des catégories finies continue
actuellement avec le papier de Fiore, Lück et Sauer [6].
La question abordée ici est de savoir, pour une matrice donnée M , s’il
existe ou non une catégorie A associée à M . Dans [2] il a été traité le cas des
matrices strictement positives. Ici on considère une matrice M quelconque.
Après un rappel sur la condition d’une matrice réduite, la définition d’une
relation ≥ sur les indices de la matrice qui correspondent aux objets de
la catégorie (la matrice est dite acceptable si la rélation est transitive et
reflexive), et la partition de cet ensemble en classes d’équivalence notées λ,
les objets dans chaque classe seront notés par λi. Les classes λ sont de type
U si M(λ0, λ0) = 1 ou de type V si M(λi, λi) ≥ 2 pour tout i.
Le résultat du théorème 7.5 est que pour M une matrice reduite alors
Cat(M) 6= ∅ ⇔


M acceptable
M(λi, λi) ≥ M(λi, λ0)M(λ0, λi) + 1 ∀λ ∈ U, i ≥ 1
M(λi, λj) ≥ M(λi, λ0)M(λ0, λj) ∀λ ∈ U
M(λi, µj) ≥ M(λi, µ0) ∀λ > µ, µ ∈ U
M(λi, µj) ≥ M(λ0, µj) ∀λ > µ, λ ∈ U
M(λi, µj) ≥ M(λ0, µj) +M(λi, µ0)
−M(λ0, µ0) ∀λ ≥ µ ∈ U
Pour expliquer le résultat on traitera d’abord des exemples représentatifs, y
compris le cas des matrices strictement positives de [2] pour fixer les nota-
tions.
2. Partition des matrices
Soit M=(aij) une matrice carrée d’order n, A une catégorie associée à M
dont les objets sont Ob(A) = {x1, ...., xn} et A(xi, xj) = aij avec A(xi, xj)
Ce papier a bénéficié d’une aide de l’Agence Nationale de la Recherche portant la
référence ANR-09-BLAN-0151-02 (HODAG). .
1
2 SAMER ALLOUCH
l’ensemble des morphismes de
f : xi 7−→ xj
.
On définit ∼ une relation de semi-équivalence sur Ob(A) par :
xi ∼ xj ⇐⇒
{
aij > 0
aji > 0
On va partitionner Ob(A) par A/∼={α1, ..., αq}={U1, .....Up, V1, ....., Vq} ou`
Ui contient au moins xj telque ajj = 1 pour tout i ∈ {1, ..., p}
et Vj ne contient aucune xs telque ass = 1.
Soient λ, µ, ϕ . . . ∈ Ob(A)/ ∼ sont des classes objets. Les objets d’une classe
λ seront notés λi pour 1 ≤ i ≤ |λ| si λ ∈ V , ou 0 ≤ i < |λ| si λ ∈ U . De
cette façon, les objets qui n’ont que l’identité comme endomorphismes, sont
les λ0.
Ensuite, les morphismes seront notés λiµjXk où X désigne une lettre ma-
juscule, eventuellement avec un exposant k qui pourrait eventuellement être
une paire.
Le choix de lettre désignera le type de morphisme.
On commence avec les notations pour les morphismes λiλjX.
D’abord, pour l’identité on écrira λiλiI (pas besoin d’exposant car il n’y
a qu’une seule identité pour chaque objet λi).
Ensuite, on aura des morphismes de la forme λiλjF u,v avec les conditions
suivantes : on a
1 ≤ u ≤ a(λi), 1 ≤ v ≤ b(λj)
avec (si λ ∈ U) a(λ0) = 1 et b(λ0) = 1 ; en particulier pour i = 0 il n’y a que
u = 1, pour j = 0 il n’y a que v = 1. On fera la convention que
λ0λ0F 1,1 = λ0λ0I
est l’identité ; cependant pour i > 0 on a
λiλiF 1,1 6= λiλiI.
Pour λ ∈ U et soit i = 0, soit j = 0, ces morphismes sont les seuls
morphismes.
Pour i, j ≥ 1, et dans tous les cas λ ∈ V , on peut avoir en plus des
morphismes de la forme λiλjGk, pour
1 ≤ k ≤M(λi, λj)− a(λi)b(λj) si i 6= j
ou pour
1 ≤ k ≤M(λi, λj)− a(λi)b(λj)− 1 si i = j.
Ce nombre de morphismes supplémentaires peut etre égale à 0, dans ce cas il
n’y en a pas. Ces Gk s’occupent de la technique “d’ajouter des morphismes”.
On considère maintenant les morphismes dans le cas λiµj avec λ > µ, et
en supposant par exemple que λ, µ ∈ U . Il y aura des types de morphismes
suivants : λiµjAk, λiµjBk, λiµjCk, λiµjDk
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Pour λiµjAk,
1 ≤ k ≤M(λ0, µ0).
Pour λiµjBk,
1 ≤ k ≤M(λi, µ0)−M(λ0, µ0).
Pour λiµjCk,
1 ≤ k ≤M(λ0, µj)−M(λ0, µ0).
Pour λiµjDk,
1 ≤ k ≤M(λi, µj)−M(λi, µ0)−M(λ0, µj) +M(λ0, µ0).
Exemple : Soit M une matrice définie par :
M =


1 b c d
e f k l
0 0 1 x
0 0 q m

 .
avec a,b,c,d,e,f,k,l,x,q,m sont strictement positives.
alors si cat(M)6= ∅ donc A/∼={λ, µ} avec λ = {x1, x2} et µ = {x3, x4}.
3. Matrice reduite
Définition 3.1. : Soit A une categorie d’ordre n avec objets x1, . . . , xn, on
dit que xi et xj sont isomorphes s’il existe f ∈ A(xi, xj) et g ∈ A(xj , xi) tels
que fg = 1xj et gf = 1xi .
Rq : Si xi et xj sont isomorphes, alors pour tout objet xk on a des iso-
morphismes d’ensembles
A(xk, xi)
∼=
→ A(xk, xj),
donnés par h 7→ fh dans une direction, et u 7→ gu dans l’autre ; et
A(xi, xk)
∼=
→ A(xj , xk),
donné par h 7→ hg dans une direction, et u 7→ uf dans l’autre. Si M est la
matrice de A, on en déduit :
∀k, Mki = Mkj
et
∀k, Mik = Mjk.
Définition 3.2. :Soit A est une catégorie telle qu’il existe deux objets dis-
tincts xi et xj (i 6= j) qui sont isomorphes, on dira que A est non-réduite.
On dira que A est réduite sinon,c’est-à-dire si deux objets distincts sont tou-
jours non-isomorphes. On dira qu’une matrice M est non-réduite s’il existe
i 6= j tel que
∀k, Mki = Mkj
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et
∀k, Mik = Mjk,
cela veut dire que la ligne i égale la ligne j et la colonne i égale la colonne j.
On dira qu’une matrice M est réduite si elle n’est pas non-réduite.
Rq : D’apres le debut ci-dessus, on obtient que si A est non-réduite,
alors M est non-réduite. Donc, par contraposé si M est réduite alors A est
réduite. Le contraire n’est pas forcémment vrai : il peut exister une catégorie
A telle que M est non-réduite, mais A réduite, par exemple on peut avoir
une catégorie A d’ordre 2 dont la matrice non-réduite est
M =
(
2 2
2 2
)
mais telle que les deux objets de A sont non-isomorphes et donc A réduite.
Théorème 3.3. : Si M une matrice non réduite, on peut réduire M en une
sous matrice N réduite telle que M marche si et seulement si N marche.
En effet : Supposons que M est une matrice n × n non-réduite. On peut
définir une rélation d’équivalence sur l’ensemble d’indices {1, . . . , n} en disant
que i ∼ j si ∀k, Mki = Mkj et∀k, Mik = Mjk. Celle-ci est symétrique,
reflexive et transitive. On obtient donc une partition de l’ensemble d’indices
en réunion disjointe de sous-ensembles
{1, . . . , n} = U1 ⊔ U2 ⊔ · · · ⊔ Um
avec Ua∩Ub = ∅, telle que tous les éléments d’un Ua donné sont équivalents,
et les éléments de Ua ne sont pas équivalents aux éléments de Ub pour a 6= b.
(Ce sont les classes d’équivalence pour la rélation d’équivalence). Choisissons
un représantant r(a) ∈ Ua pour chaque classe d’équivalence. Dans l’autre
sens, on note par c(i) ∈ {1, . . . ,m} l’unique élément telle que i ∈ Uc(i). Ici
c(i) est la classe d’équivalence contenant i. On a
c(r(a)) = a
mais r(c(i)) n’est pas toujours égale à i : on a seulement qu’ils sont équiva-
lents r(c(i)) ∼ i. On obtient une sous-matrice de taille m×m
Nab := Mr(a),r(b).
Il est a noter qu’on peut faire en sorte que r(a) < r(b) pour a < b : on
choisit r(a) le plus petit élément de Ua, et on numérote les classes Ua par
ordre croissant de leur plus petit élément. Dans ce cas N est vraiementune
sous-matrice de M . Noter que N est réduite, puisque les éléments de Ua et
Ub ne sont pas équivalents pour a 6= b. Si A est une catégorie dont la matrice
est M , on obtient une sous-catégorie pleine B ⊂ A qui consiste des objets
r(a) seulement, a = 1, . . . ,m. La matrice de B est N . On conclut que si M
marche, alors N marche. L’équivalence entre i et r(c(i)) implique que pour
tout k on a
Mk,i = Mk,r(c(i)), Mi,k = Mr(c(i)),k.
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On en déduit que pour tout i, j on a
Mi,j = Mr(c(i)),j = Mr(c(i)),r(c(j)) = Nc(i),c(j).
Ceci indique comment aller dans l’autre sens.Supposons que B est une ca-
tégorie dont la matrice est N . Notons par y1, . . . , ym les objets de B. On
définit une catégorie A avec objets notés x1, . . . , xn en posant
A(xi, xj) ∼= B(yc(i), yc(j)).
Si on veut etre plus precise on pourrait définir
A(xi, xj) := {(i, j, β), β ∈ B(yc(i), yc(j))}.
La composition est la même que celle de B, i.e.
(i, j, β)(j, k, β′) := (i, k, ββ′).
De même pour les identités, et l’associativité et les règles des identités sont
faciles à vérifier. Donc A est une catégorie.
On a :
|A(xi, xj)| = |B(yc(i), yc(j))| = Nc(i),c(j) = Mi,j .
Donc A corréspond à la matrice M . De cette discussion on conclut : étant
donnée une matrice non-réduite M , on peut construire par la construction
précédente une sous-matrice N qui est réduite, telle queM marche si et seule-
ment si N marche. La sous-matrice N est unique à permutation d’indices
près.
Lemme 3.4. :Soit M est une matrice réduite avec Mi,j > 0, et s’il existe
i 6= j tels que Mi,i = 1 et Mj,j = 1, alors M ne marche pas.
En effet : On suppose queM marche alors il existe une catégorie A associée
àM et commeM est réduite alors A est réduite. En plusMi,i = 1 etMj,j = 1
alors xi et xj sont isomorphes. En effet, A(xi, xj) a Mij > 0 éléments, on
peut en choisir un f ; et A(xj , xi) aMji > 0 éléments, choisissons-en g. Alors
fg = 1 et gf = 1 car |A(xi, xi)| = Mii = 1 et |A(xj , xj)| = Mjj = 1. Alors
A est non-réduite contradiction donc M ne marche pas.
4. Matrices stictement positives
Les sections 4 à 6, qui constituent un rappel de [2], expliqueront la méthode
“d’ajouter des morphismes” qui sera ensuite utilisée sans plus d’explication
pour la preuve du théorème 7.5.
Soit M=(aij) une matrice carreé d
′ordre n a coefficients positives.
Théorème 4.1 (Leinster [3]). : Soit M = (mij) une matrice carrée dont les
coificients sont des entiers naturels et pour tout i mii ≥ 2 , alors Cat(M) 6= ∅
(i.e.d il existe une catégorie associé à M).
6 SAMER ALLOUCH
En effet : Soit M = (mij) de taille avec mii ≥ 2, on pose nij := mij pour
i 6= j et nii := mii − 1. On peut définir une semi-catégorie A associé à N
dont les objets sont 1, 2, ....., n, pour tout couple (i, j) on a une flèche Φij :i
→ j tel que Φij 6= 1ii,la loi de composition définit par si f : i→ j et g : j → k
Φij alors gf = Φik. Ensuite on peut définir une catégorie B en rajoutant à
A les identités, pour tout i on a 1ii : i→ i. La matrice de B est M .
Soit M une matrice carrée d’order 2 définie par :
M =
(
1 b
c d
)
avec b, c, d > 1.
Théorème 4.2. Cat(M) 6= ∅⇔ d≥ bc+ 1
Pour d = bc+ 1
⇒
)
:on a Cat(M)6= ∅ On va démontrer que d≥ bc+ 1
Soit A une catégorie associée à M ,Comme tous les coefficientes de la matrice
sont strictement positives alors il y a une seule classe équivante noté λ.
Soit A une catégorie associe à M dont les objets sont λ={λ0, λ1}.
les morphismes sont définis par :
A(λ0λ0)=I.
A(λ1λ1)={λ1λ1Gu,v}
A(λ0λ1)={λ0λ1Gu,v/1 ≤ u ≤ a(λ0) = 1, 1 ≤ v ≤ b(λ1) = b}={λ0λ1G1,v/1 ≤
v ≤ b}
A(λ1λ0)={λ1λ0Gu,v/1 ≤ u ≤ a(λ1) = c, 1 ≤ v ≤ b(λ0) = 1}={λ1λ0Gu,1/1 ≤
u ≤ c}
Ona :(λ1λ0Gu,1)(λ0λ1G1,v)=I0 pour tout u,v
Rq (1) :il n’existe pas u,v telque (λ0λ1G1,v)(λ1λ0Gu,1)=I1, sinon s’il existe
u,v telque (λ0λ1G1,v)(λ1λ0Gu,1)=I1, on a (λ
1λ0Gu,1)
[
(λ1λ1Gn,m)(λ0λ1G1,v)
]
=I0
alors (λ0λ1G1,v)
[
(λ1λ0Gu,1)(λ1λ1Gn,m)(λ0λ1G1,v)
]
=(λ0λ1G1,v)
donc
[
(λ0λ1G1,v)
(
λ1λ0Gu,1)
][
(λ1λ1Gn,m)(λ0λ1G1,v)
]
=(λ0λ1G1,v)
alors (λ1λ1Gn,m)(λ0λ1G1,v)=(λ0λ1G1,v)
d’autre part,
[
(λ1λ1Gn,m)(λ0λ1G1,v)
]
((λ1λ0Gu,1)=(λ0λ1G1,v)(λ1λ0Gu,1)=I1 =
(λ1λ1Gn,m) contarduction.
Rq (2) :soient (λ0λ1G1,v)(λ1λ0Gu,1)=(λ1λ1Gn,m) alors (λ1λ1Gn,m)2=(λ1λ1Gn,m).
En effet (λ1λ0Gu,1)(λ0λ1G1,v)=I0
alors (λ0λ1G1,v)
[
(λ1λ0Gu,1)(λ0λ1G1,v)
]
=(λ0λ1G1,v)
donc
[
(λ0λ1G1,v)(λ1λ0Gu,1)
]
(λ0λ1G1,v)=(λ0λ1G1,v)
alors (λ1λ1Gn,m)(λ0λ1G1,v)=(λ0λ1G1,v)
d’autre part
[
(λ1λ1Gn,m)(λ0λ1G1,v)
]
(λ1λ0Gu,1)=(λ0λ1G1,v)(λ1λ0Gu,1)=(λ1λ1Gn,m)
(λ1λ1Gn,m)
[
(λ0λ1G1,v)(λ1λ0Gu,1)
]
=(λ1λ1Gn,m)2
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Rq (3) :s’il existe (λ0λ1G1,v)(λ1λ0Gu,1)=(λ0λ1G1,p)(λ1λ0Gu,1) alors p=v.
En effet
[
(λ0λ1G1,v)(λ1λ0Gu,1)
]
(λ0λ1G1,p)
=(λ0λ1G1,v)
[
(λ1λ0Gu,1)(λ0λ1G1,p)
]
=(λ0λ1G1,v)
=
[
(λ0λ1G1,p)(λ1λ0Gu,1)
]
(λ0λ1G1,p)
=(λ0λ1G1,p)
[
(λ1λ0Gu,1)(λ0λ1G1,p)
]
=(λ0λ1G1,p)
Donc (λ0λ1G1,v)=(λ0λ1G1,p).
Rq (3) :s’il existe (λ0λ1G1,v)(λ1λ0Gu,1)=(λ0λ1G1,v)(λ1λ0Gp,1) alors p=u.
En effet
[
(λ1λ0Gp,1)(λ0λ1G1,v)
]
(λ1λ0Gu,1)
=(λ1λ0Gu,1)
=(λ1λ0Gp,1)
[
(λ0λ1G1,v)(λ1λ0Gu,1)
]
=(λ1λ0Gp,1)
[
(λ0λ1G1,v)(λ1λ0Gp,1)
]
=
[
(λ1λ0Gp,1)(λ0λ1G1,v)
]
(λ1λ0Gp,1)
=(λ1λ0Gp,1)
donc =(λ1λ0Gu,1)==(λ1λ0Gp,1)
Rq (3) :il n’existe pas u 6= m et v 6= n telque (λ0λ1G1,v)(λ1λ0Gu,1)=(λ0λ1G1,n)(λ1λ0Gm,1).
En effet
[
(λ1λ0Gm,1)(λ0λ1G1,v)
]
(λ1λ0Gu,1)
=(λ1λ0Gu,1)
=(λ1λ0Gm,1)
[
(λ0λ1G1,v)(λ1λ0Gu,1)
]
=(λ1λ0Gm,1)
[
(λ0λ1G1,n)(λ1λ0Gm,1)
]
=(λ1λ0Gm,1)
donc m=u contradiction .
Donc les 4 remarques Rq (1) Rq (3) Rq (4) et Rq (5) donnent (d−bc) > 0
c.à.d d > bc
⇐
)
d > bc⇒ Cat(M) 6= ∅.
Pour d = bc+ 1
soit A une catégorie dont les objets sont λ0, λ1 et les morphismes sont définis
comme précèdant .
On va définir la loi de composition par :
(λjλpGu,v)(λiλjGn,m)=(λiλpGn,v) pour tout i,j,p∈ {0, 1}c.à.d :
(λ1λ0Gu,1)(λ0λ1G1,v) = (λ0λ0G1,1).
(λ1λ1Gu,v)(λ0λ1G1,v
′
) = (λ0λ1G1,v).
(λ0λ1G1,v)(λ1λ0Gu,1) = (λ1λ1Gu,v).
(λ1λ0Gu
′,1)(λ1λ1Gu,v) = (λ1λ0Gu,1).
(λ1λ1Gu,v)(λ1λ1Gu
′,v′) = (λ1λ1Gu
′,v).
soient i,j,p,q ∈ {0, 1} alors :[
(λpλqGx,y)(λjλpGu,v)
]
(λiλjGn,m)=
(λjλqGu,y)(λiλjGn,m)=
(λiλqGn,y)
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d’autre part
(λpλqGx,y)
[
(λjλpGu,v)(λiλjGn,m)
]
=
(λpλqGx,y)(λiλpGn,v) =
(λiλqGn,y)
Donc
[
(λpλqGx,y)(λjλpGu,v)
]
(λiλjGn,m)=(λpλqGx,y)
[
(λjλpGu,v)(λiλjGn,m)
]
ce qui donne A catégorie associée à M donc Cat(M) 6= ∅.
Pour d >bc+1 alors d=bc+1+n
Soit A′ une catégorie tel que Ob(A)= Ob(A′)tel que :
A′(λ1λ1)={λ1λ1Gu,v/1 ≤ u ≤ b et 1 ≤ v ≤ c} ∪ {λ1λ1Kp/1 ≤ p ≤ n}
A′(λ0λ0)=I.
A′(λ0λ1)={λ0λ1Gu,v/1 ≤ u ≤ a(λ0) = 1, 1 ≤ v ≤ b(λ1) = b}={λ0λ1G1,v/1 ≤
v ≤ b}
A′(λ1λ0)={λ1λ0Gu,v/1 ≤ u ≤ a(λ1) = c, 1 ≤ v ≤ b(λ0) = 1}={λ1λ0Gu,1/1 ≤
u ≤ c}
avec la loi de composition définie par :
(λ1λ1Ki)(λ0λ1G1,v) = (λ1λ1G1,1)(λ0λ1G1,v) = (λ0λ1G1,1)
(λ1λ0Gu,1)(λ1λ1Ki) = (λ1λ0Gu,1)(λ1λ1Gb,c) = (λ1λ0Gb,1)
(λ1λ1Gu,v)(λ1λ1Ki) = (λ1λ1Gu,v)(λ1λ1Gb,c) = (λ1λ1Gb,v)
(λ1λ1Ki)(λ1λ1Gu,v) = (λ1λ1G1,1)(λ1λ1Gu,v) = (λ1λ1Gu,1)
(λ1λ1Ki)(λ1λ1Ki
′
) = (λ1λ1G1,1)(λ1λ1Gb,c) = (λ1λ1Gb,1)
Corollaire 4.3. soit M une matrice carré d’order 2 définie par :
M =
(
a b
c d
)
avec a, b, c, d sont strictement positives, alors cat(M) 6= ∅ dans les cas sui-
vantes :
1- a=b=c=d=1 voir [1]
2- a=1, d > bc.
3- d=1, a > bc.
4- a > 1 , d > 1 voir [10].
si non Cat(M) = ∅
5. Matrices triples
Soit M une matrice d’order 3 strictement positives définie par :
M =

 1 a bc n m
p q r


n > 1 et r > 1, sinon la matrice n’est pas réduite. On peut déduire de l’étude
précèdant que n ≥ ac+ 1 et r ≥ bp+ 1 en effet les deux matrices suivantes(
1 b
p r
)
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et (
1 a
c n
)
sont sous-matices voir [1] et si N est une sous matrice qui ne marche pas
alors M ne marche pas.
En plus m ≥ bc et q ≥ ap en effet :
soit A une catégorie associée à M dont les objets sont {x1, x2, x3}
D’aprés la decomposition de matrice, comme M est strictement positives
alors il y a une seule bloc c.à.d il y a une seule classe λ et les objets définis
par {λ0, λ1, λ2} et les morphismes sont donnés par :
A(λ0λ0)={idλ0 = 1}
A(λ2λ1)={λ2λ1Gu,v}
A(λ1λ2)={λ1λ0Gu,v}
A(λ0λ1)={λ0λ1G1,v/1 ≤ v ≤ a}
A(λ1λ0)={λ1λ0Gu,1/1 ≤ u ≤ c}
A(λ0λ2)={λ0λ2G1,v/1 ≤ v ≤ b}
A(λ2λ0)={λ2λ0Gu,1/1 ≤ u ≤ p}
A(λ1λ1)={λ1λ1Gu,v/1 ≤ u ≤ a, 1 ≤ v ≤ c}
A(λ2λ2)={λ2λ2Gu,v/1 ≤ u ≤ b, 1 ≤ v ≤ p}
Nous revenons au but : il faut démontrer que m ≥ bc et q ≥ ap
on suppose que m < bc alors il y a 3 cas :
a)il existe u6= u′,v 6= v′,x avec 1 ≤ v, v′ ≤ b et 1 ≤ u, u′ ≤ c et 1 ≤ x ≤ p tel
que :
(λ0λ2G1,v)(λ1λ0Gu,1) = (λ0λ2G1,v
′
)(λ1λ0Gu
′,1)
alors
(λ2λ0Gx,1)
[
(λ0λ2G1,v)(λ1λ0Gu,1)
]
= (λ2λ0Gx,1)
[
(λ0λ2G1,v
′
)(λ1λ0Gu
′,1)
]
donc[
(λ2λ0Gx,1)(λ0λ2G1,v)
]
(λ1λ0Gu,1)=
[
(λ2λ0Gx,1)(λ0λ2G1,v
′
)
]
(λ1λ0Gu
′,1)
alors
idλ0(λ
1λ0Gu,1)=idλ0(λ
1λ0Gu
′,1)
alors
u = u′ contradiction donc n’existe pas cette cas .
b) il existe u,v 6= v′,x avec 1 ≤ u, u′ ≤ c 1 ≤ v, v′ ≤ b et 1 ≤ x ≤ a tel
que :
(λ0λ2G1,v)(λ1λ0Gu,1) = (λ0λ2G1,v
′
)(λ1λ0Gu,1)
alors[
(λ0λ2G1,v)(λ1λ0Gu,1)
]
(λ0λ1G1,x)=
[
(λ0λ2G1,v
′
)(λ1λ0Gu,1)
]
(λ0λ1G1,x)
donc
(λ0λ2G1,v)
[
(λ1λ0Gu,1)(λ0λ1G1,x)
]
= (λ0λ2G1,v
′
)
[
(λ1λ0Gu,1)(λ0λ1G1,x)
]
alors
(λ0λ2G1,v)idλ0=(λ
0λ2G1,v
′
)idλ0
alors
v = v′ contradiction donc n’existe pas cette cas .
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c)il existe u6= u′,v,x avec 1 ≤ v ≤ b et 1 ≤ u, u′ ≤ c et 1 ≤ x ≤ p tel
que :
(λ0λ2G1,v)(λ1λ0Gu,1) = (λ0λ2G1,v)(λ1λ0Gu
′,1)
alors
(λ2λ0Gx,1)
[
(λ0λ2G1,v)(λ1λ0Gu,1)
]
= (λ2λ0Gx,1)
[
(λ0λ2G1,v)(λ1λ0Gu
′,1)
]
donc[
(λ2λ0Gx,1)(λ0λ2G1,v)
]
(λ1λ0Gu,1)=
[
(λ2λ0Gx,1)(λ0λ2G1,v)
]
(λ1λ0Gu
′,1)
alors
idλ0(λ
1λ0Gu,1)=idλ0(λ
1λ0Gu
′,1)
alors
u = u′ contradiction donc n’existe pas cette cas .
Donc m ≥ bc.
De la meme pour q ≥ ap
Théorème 5.1. Soit M une matrice triple dont les coeficientes sont stricte-
ment positive définie par :
M =

 1 a bc n m
p q r


alors n = ac+ 1, r = bp+ 1,m = bc, q = ap⇒ Cat(M) 6= ∅
En effet :soit A une semi-catégorie d’order 3 dont les objets sont {λ0λ1, λ2}
et les morphismes définis par :
A(λ0λ0)={idλ0 = 1}
A(λ0λ1)={λ0λ1G1,v/1 ≤ v ≤ a}
A(λ1λ0)={λ1λ0Gu,1/1 ≤ u ≤ c}
A(λ0λ2)={λ0λ2G1,v/1 ≤ v ≤ b}
A(λ2λ0)={λ2λ0Gu,1/1 ≤ u ≤ p}
A(λ2λ1)={λ2λ1Gu,v/1 ≤ u ≤ p, 1 ≤ v ≤ a}
A(λ1λ2)={λ1λ0Gu,v/1 ≤ u ≤ c, 1 ≤ v ≤ b}
A(λ1λ1)={λ1λ1Gu,v 6= 1/1 ≤ u ≤ a, 1 ≤ v ≤ c}
A(λ2λ2)={λ2λ2Gu,v 6= 1/1 ≤ u ≤ b, 1 ≤ v ≤ p}
à partir de ces équations n = ac + 1, r = bp + 1,m = bc et q = ap nous
pouvons définir la loi de composition par :
(λjλkGu
′,v′)(λiλjGu,v)=(λiλkGu,v
′
)∀i, j, k ∈ {0, 1, 2}
on va vérifier l’associativité :[
(λkλsGu
′′,v′′)(λjλkGu
′,v′)
]
(λiλjGu,v) =
(λjλsGu
′,v′′)(λiλjGu,v) =
(λi, λsGu,,v
′′
)
d′autre part (λkλsGu
′′,v′′)
[
(λjλkGu
′,v′)(λiλjGu,v)
]
=
(λkλsGu
′′,v′′)(λiλkGu,,v
′
) =
(λi, λsGu,,v
′′
)
donc
[
(λkλsGu
′′,v′′)(λjλkGu
′,v′)
]
(λiλjGu,v) = (λkλsGu
′′,v′′)
[
(λjλkGu
′,v′)(λiλjGu,v)
]
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alors A est une semi-catégorie associé à M.
Soit B = A ⊕ {idx2} ⊕ {idx3} donc B est une catégorie associé à M ce qui
donne Cat(M) 6= ∅
Notation :
On a pour la matrice triple M définie par :
M =

 1 a bc n m
p q r


avec n = ac ,r = bp, m = bc et q = ap d’apres précèdant M admet A comme
semi-catégorie.
Maintenant on va chercher une semi-catégorie associé à M avec n > ac, r >
bp,m > bc, q > ap et après on ajoute les identités.
Soit M(ac+ 1) matrice définit par :
M(ac+ 1) =

 1 a bc ac+ 1 m
p q r


avec r = bp,m = bc, q = ap
soit A′ une semi-catégorie dont les objets sont Ob(A′) = Ob(A) avec les mor-
phismes sont :
A′(λ0λ0)={idλ0 = 1}
A′(λ0λ1)={λ0λ1G1,v/1 ≤ v ≤ a}
A′(λ1λ0)={λ1λ0Gu,1/1 ≤ u ≤ c}
A′(λ0λ2)={λ0λ2G1,v/1 ≤ v ≤ b}
A′(λ2λ0)={λ2λ0Gu,1/1 ≤ u ≤ p}
A′(λ2λ1)={λ2λ1Gu,v/1 ≤ u ≤ p, 1 ≤ v ≤ a}
A′(λ1λ2)={λ1λ0Gu,v/1 ≤ u ≤ c, 1 ≤ v ≤ b}
A′(λ2λ2)={λ2λ2Gu,v 6= 1/1 ≤ u ≤ b, 1 ≤ v ≤ p}
A′(λ1λ1)={λ1λ1Gu,v 6= 1/1 ≤ u ≤ a, 1 ≤ v ≤ c}
⋃
{λ1λ1K1}
Les équations de la loi composition de A′ sont les memes que de A en plus
les équations dependant de e′ sont :
(λ1λ1K1)(λiλ1Gu,v)=(λ1λ1G1,1)(λiλ1Gu,v)=(λiλ1Gu,1)
(λ1λiGu,v)(λ1λ1K1)=(λ1λiGu,v)(λ1λ1Ga,c)=(λ1λiGa,v)
(λ1λ1K1)(λ1λ1K1)=(λ1λ1K1)
Pour l′associativité il y a six possibilités des équations définies par :
(λ1λjGu,v)
[
(λ1λ1K1)(λiλ1Gu
′,v′)
]
=
(λ1λjGu,v)
[
(λ1λ1G1,1)(λiλ1Gu
′,v′)
]
=
(λ1λjGu,v)(λiλ1Gu
′,1)=
(λiλjGu
′,v)
D′autre part[
(λ1λjGu,v)(λ1λ1K1)
]
(λiλ1Gu
′,v′)=
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[
(λ1λjGu,v)(λ1λ1Ga,c)
]
(λiλ1Gu
′,v′)=
(λ1λjGa,v)(λiλ1Gu
′,v′)=
(λiλjGu
′,v)
Donc (λ1λjGu,v)
[
(λ1λ1K1)(λiλ1Gu
′,v′)
]
=
[
(λ1λjGu,v)(λ1λ1K1)
]
(λiλ1Gu
′,v′)
(λ1λ1K1)
[
(λjλ1Gu,v)(λiλjGu
′,v′)
]
=
(λ1λ1K1)(λiλ1Gu
′,v)=
(λ1λ1G1,1)(λiλ1Gu
′,v)=
(λiλ1Gu
′,1)[
(λ1λ1K1)(λjλ1Gu,v)
]
(λiλjGu
′,v′)=[
(λ1λ1K1)(λjλ1Gu,v)
]
(λiλjGu
′,v′)=
(λ1λ1G1,1)(λjλ1Gu,v)
]
(λiλjGu
′,v′)=
(λjλ1Gu,1)(λiλjGu
′,v′)=
(λiλ1Gu
′,,1)
Alors (λ1λ1K1)
[
(λjλ1Gu,v)(λiλjGu
′,v′)
]
=
[
(λ1λ1K1)(λjλ1Gu,v)
]
(λiλjGu
′,v′)
(λiλiGu,v)
[
(λ1λiGu
′,v′)(λ1λ1K1)
]
=
(λiλiGu,v)
[
(λ1λiGu
′,v′)(λ1λ1Ga,c)
]
=
(λiλiGu,v)(λ1λiGa,v
′
)=
(λ1λiGa,v)
[
(λiλiGu,v)(λ1λiGu
′,v′)
]
(λ1λ1K1)=[
(λiλiGu,v)(λ1λiGu
′,v′)
]
(λ1λ1Ga,c) =
(λ1λiGu
′,v)(λ1λ1Ga,c) =
(λ1λiGa,v)
Donc (λiλiGu,v)
[
(λ1λiGu
′,v′)(λ1λ1K1)
]
=
[
(λiλiGu,v)(λ1λiGu
′,v′)
]
(λ1λ1K1)[
(λ1λ1K1)(λ1λ1K1)
]
(λ1λ1K1)=(λ1λ1K1)
[
(λ1λ1K1)(λ1λ1K1)
]
= (λ1λ1K1)
(λ1λ1K1)2(λiλ1Gu,v) =
(λ1λ1K1)(λiλ1Gu,v) =
(λiλ1Gu,1) =
(λ1λ1K1)
[
(λ1λ1K1)(λiλ1Gu,v)
]
=
(λ1λ1K1)
[
(λ1λ1G1,1)(λiλ1Gu,v)
]
=
(λ1λ1K1)(λiλ1Gu,1)
(λiλ1Gu,1) =
Alors (λ1λ1K1)2(λiλ1Gu,v) = (λ1λ1K1)
[
(λ1λ1K1)(λiλ1Gu,v)
]
(λiλ1Gu,v)
[
(λ1λ1K1)(λ1λ1K1)
]
=
(λiλ1Gu,v)(λ1λ1K1)=
(λ1λ1Ga,v)
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[
(λiλ1Gu,v)(λ1λ1K1)
]
(λ1λ1K1)=
(λ1λ1Ga,v)(λ1λ1K1)=
(λ1λ1Ga,v)
Donc (λiλ1Gu,v)
[
(λ1λ1K1)(λ1λ1K1)
]
=
[
(λiλ1Gu,v)(λ1λ1K1)
]
(λ1λ1K1)
Donc A1 est une semi-catégorie associé à M.
on suppose queAn−1 semi-catégorie tel que An−1 = A
′∪{(λ1λ1K2), (λ1λ1K3), ..., (λ1λ1Kn−1)} =
A∪{(λ1λ1K1), (λ1λ1K2), ..., (λ1λ1Kn−1)} avec Ki 6= Kj ∀i, j ∈ {1, ..., (n−
1)}
la loi composition définie par :
(λ1λ1Ki)(...) = (λ1λ1G1,1)(...)
(...)(λ1λ1Ki) = (...)(λ1λ1Ga,c)
(λ1λ1Ki)(λ1λ1Kj) = (λ1λ1Ga,1)∀i 6= j
(λ1λ1Ki)(λ1λ1Ki) = (λ1λ1Ki)∀i
On va vérifier les associativités, comme nous allons étudier les équations par
rapport à (λ1λ1K1) alors il reste 4 équations pour vérifier :[
(λ1λ1Ki)(λ1λ1Kj)
]
(λiλ1Gu,v) =
(λ1λ1Ga,1)(λiλ1Gu,v) =
(λiλ1Gu,1)
(λ1λ1Ki)
[
(λ1λ1Kj)(λiλ1Gu,v)
]
=
(λ1λ1Ki)
[
(λ1λ1G1,1)(λiλ1Gu,v)
]
=
(λ1λ1Ki)(λiλ1Gu,1) =
(λiλ1Gu,1)
Donc
[
(λ1λ1Ki)(λ1λ1Kj)
]
(λiλ1Gu,v) =(λ1λ1Ki)
[
(λ1λ1Kj)(λiλ1Gu,v)
]
[
(λ1λiGu,v)(λ1λ1Ki)
]
(λ1λ1Kj) =[
(λ1λiGu,v)(λ1λ1Ga,c)
]
(λ1λ1Kj) =
(λ1λiGa,v)(λ1λ1Kj) =
(λ1λiGa,v)
(λ1λiGu,v)
[
(λ1λ1Ki)(λ1λ1Kj)
]
=
(λ1λiGu,v)(λ1λ1Ga,1) =
(λ1λiGa,v)
Alors
[
(λ1λiGu,v)(λ1λ1Ki)
]
(λ1λ1Kj) = (λ1λiGu,v)
[
(λ1λ1Ki)(λ1λ1Kj)
]
[
(λ1λ1Ki)(λ1λ1Gu,v)
]
(λ1λ1Kj) =[
(λ1λ1G1,1)(λ1λ1Gu,v)
]
(λ1λ1Kj) =
(λ1λ1Gu,1)(λ1λ1Kj) =
(λ1λ1Ga,1)
(λ1λ1Ki)
[
(λ1λ1Gu,v)(λ1λ1Kj)
]
=
(λ1λ1Ki)(λ1λ1Ga,v) =
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(λ1λ1Ga,1)
Donc
[
(λ1λ1Ki)(λ1λ1Gu,v)
]
(λ1λ1Kj) = (λ1λ1Ki)
[
(λ1λ1Gu,v)(λ1λ1Kj)
]
[
(λ1λ1Ki)(λ1λ1Kj)
]
(λ1λ1Kp)=
(λ1λ1Ga,1)(λ1λ1Kp)=
(λ1λ1Ga,1)
(λ1λ1Ki)
[
(λ1λ1Kj)(λ1λ1Kp)
]
=
(λ1λ1Ki)(λ1λ1Ga,1)=
(λ1λ1Ga,1)
Alors
[
(λ1λ1Ki)(λ1λ1Kj)
]
(λ1λ1Kp)=(λ1λ1Ki)
[
(λ1λ1Kj)(λ1λ1Kp)
]
Donc An−1 est une semi-catégorie associeé à la matrice suivant :
M(ac+ (n− 1)) =

 1 a bc ac+ (n− 1) bc
p ap bp


Maintenant on ajoute sur A(λ1, λ2)
soient {(λ1λ2H1), (λ1λ2H2), ..., (λ1λ2Hm)} morphismes dans A(x2, x3) avec
ki 6= kj pour tout i, j ∈ {1, ...,m} tel que le loi de composition définie par :
(λ1λ2H i)(...) = (λ1λ2G1,1)(...)
(...)(λ1λ2H i) = (...)(λ1λ2Gb,c)
(λ1λ2H i)(λ1λ1Kj) = (λ1λ2G1,1)(λ1λ2Ga,c) = (λ1λ2Ga,1)
les équations associatives associées à (λ1λ2H i) sont :
(λ1λ2H i)
[
(λiλ1Gu,v)(λjλiGu
′,v′)
]
=
(λ1λ2H i)(λjλ1Gu
′,v)=
(λjλ2Gu
′,1)[
(λ1λ2H i)(λiλ1Gu,v)
]
(λjλiGu
′,v′)=
(λiλ2Gu,1)(λjλiGu
′,v′)=
(λjλ2Gu
′,1)
Alors
[
(λ1λ2H i)(λiλ1Gu,v)
]
(λjλiGu
′,v′)=(λ1λ2H i)
[
(λiλ1Gu,v)(λjλiGu
′,v′)
]
(λ2λjGu,v)
[
(λ1λ2H i)(λiλ1Gu
′,v′)
]
=
(λ2λjGu,v)(λiλ2Gu
′,1)=
(λiλjGu
′,v)[
(λ2λjGu,v)(λ1λ2H i)
]
(λiλ1Gu
′,v′)=
(λ1λjGb,v)(λiλ1Gu
′,v′)=
(λiλjGu
′,v)
Donc (λ2λjGu,v)
[
(λ1λ2H i)(λiλ1Gu
′,v′)
]
=
[
(λ2λjGu,v)(λ1λ2H i)
]
(λiλ1Gu
′,v′)
(λ1λ2H i)
[
(λiλ1Gu,v)(λjλiGu
′,v′)
]
= (λ1λ2H i)(λjλ1Gu
′,v) =
(λjλ2Gu
′,1)
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[
(λ1λ2H i)(λiλ1Gu,v)
]
(λjλiGu
′,v′) =
(λiλ2Gu,1)(λjλiGu
′,v′) =
(λjλ2Gu
′,1)
Alors (λ1λ2H i)
[
(λiλ1Gu,v)(λjλiGu
′,v′)
]
=
[
(λ1λ2H i)(λiλ1Gu,v)
]
(λjλiGu
′,v′)
(λ1λ2H i)
[
(λ1λ1Kj)(λ1λ1Kp)
]
=
(λ1λ2H i)(λ1λ1Ga,1=
(λ1λ2Ga,1=[
(λ1λ2H i)(λ1λ1Kj)
]
(λ1λ1Kp)=
(λ1λ2Ga,1)(λ1λ1Kp)=
(λ1λ2Ga,1=
Donc (λ1λ2H i)
[
(λ1λ1Kj)(λ1λ1Kp)
]
=
[
(λ1λ2H i)(λ1λ1Kj)
]
(λ1λ1Kp)
(λ1λ2H i)
[
(λ1λ1Kj)(λiλ1Gu,v)
]
=
(λ1λ2H i)(λiλ1Gu,1)=
(λiλ2Gu,1)=[
(λ1λ2H i)(λ1λ1Kj)
]
(λiλ1Gu,v)=
(λ1λ2Ga,1)(λiλ1Gu,v)=
(λiλ2Gu,1)=
Alors (λ1λ2H i)
[
(λ1λ1Kj)(λiλ1Gu,v)
]
=
[
(λ1λ2H i)(λ1λ1Kj)
]
(λiλ1Gu,v)
De la meme construction on peux ajouter aussi sur A(x3, x3) et sur A(x3, x2)
des morphismes adjoints avec la définition de la loi de composition :
(λ2λ2N i)(...) = (λ2λ2G1,1)(...)
(...)(λ2λ2N i) = (...)(λ2λ2Gb,p)
(λ2λ2N i)(λ2λ2N j) = (λ2λ2Gb, 1)
(λ2λ2N i)2=(λ2λ2N i)
(λ2λ1M i)(...) = (λ2λ1G1,1)(...)
(...)(λ2λ1M i) = (...)(λ2λ1Ga,p)
(λ1λ1Ki)(λ2λ1M j) = (λ2λ1Ga,1)
(λ2λ1M i)(λ2λ2N j) = (λ2λ1G1,p)
(λ1λ2H i)(λ2λ1M j) = (λ2λ2Ga,1)
(λ2λ1M i)(λ1λ2M j) = (λ1λ1M b,1)
Les équations associatives marchent , donc A(n−1,m,q,r−1) est une semi-catégorie
c.à .d en ajoutant les identites A′(n,m,q,r) est une catégorie associée à la ma-
trice M qui est définie par :
M =

 1 a bc ac+ n bc+m
p ap+ q bp+ r


où n, r,m, q sont des entiers naturels.
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Corollaire 5.2. Soit M une matrice d’order 3 tel que :
M =

 z a bc n m
p q r


avec z ≥ 1,n > ac ,r > bp, m ≥ bc et q ≥ ap alors Cat(M) 6= ∅
Preuve : soit N une matrice définie par :
N =

 1 a bc n m
p q r


D’aprés le théorème précèdant Cat(N) 6= ∅ alors il existe une catégorie A
définie comme précèdemment, soit A′ une catégorie dont les objets Ob(A′) =
Ob(A) et les morphismesMor(A′) = Mor(A)∪{λ0λ0n1, λ0λ0n2, ..., λ0λ0nz−1}
alors A′(x1, x1) = {idλ0 , λ
0λ0n1, λ0λ0n2, ..., λ0λ0nz−1} les équations de la loi
de composition associée à ni définies par :
λ0λ0ni(...) = (...)
(...)λ0λ0ni = (...)
(λ0λ0ni)(λ0λ0nj) = (λ0λ0n1)avec i 6= j
(λ0λ0ni)2 = (λ0λ0ni) avec i 6= j
donc A′ est une catégorie associé à M donc Cat(M) 6= ∅.
6. Matrices Générales strictementes positives
Théorème 6.1. Soit M une matrice de taille n telle que M définie par :
M =


1 M12 . . . M1n
M21 M22 . . . M2n
...
...
. . .
...
Mn1 Mn2 . . . Mnn


avec Mij > 0 ∀i, j ∈ {1, ..., n} et Mii > 1 pour ∈ {2, ..., n}
alors Cat(M) 6= ∅ si et seulement si Mii > M1iMi1∀i ∈ {2, ..., n} et Mij ≥
Mi1M1j avec i, j ∈ {2, ..., n}
⇒) On suppose que Cat(M) 6= ∅ alors il existe A une catégorie associée
à M dont les objets sont {λ1, ..., λn}.
On va démontrer que Mii > M1iMi1 on suppose que Mii ≤M1iMi1,soient
A(λ0, λi) = {(λ0λiG1,1), ..., (λ0λiG1,a)}
A(λi, λ0) = {(λiλ0G1,1), ..., (λiλ0Gb,1)}
A(λi, λi) = {idλi , (λ
iλiG1), ..., (λiλiGc)}
avec a = M1i , b = Mi1 et c = Mii .
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Ona (λiλ0Gi,1)(λ0λiG1,j)=idλ0 et (λ
0λiG1,j)(λiλ0Gi,1) = (λiλiGp) Ona on
a Mii ≤ M1iMi1 alors soit il existe 1 ≤ i 6= j ≤ b,1 ≤ k ≤ a et 1 ≤ t ≤ c tel
que (λ0λiG1,k)(λiλ0Gi,1) = (λ0λiG1,k)(λiλ0Gj,1) = (λiλiGt) alors
(λiλ0Gi,1)
[
(λ0λiG1,k)(λiλ0Gi,1)
]
= (λiλ0Gi,1)
[
(λ0λiG1,k)(λiλ0Gj,1)
]
donc[
(λiλ0Gi,1)(λ0λiG1,k)
]
(λiλ0Gi,1)=
[
(λiλ0Gi,1)(λ0λiG1,k)
]
(λiλ0Gj,1) alors
(λiλ0Gi,1) = (λiλ0Gj,1), donc i=j introduction alors Mii > M1iMi1.
Pour Mij ≥Mi1M1j
soient A(λi, λ0) = {(λiλ0G1,1), ..., (λiλ0Gb,1)}
A(λ0, λj) = {(λ1, λjG1,1), ..., (λ1, λjG1,m)}
A(λi, λj) = {(λiλjG1), ..., (λiλjGv)}
avec b = Mi1,m = M1j et v = Mij ,on suppose que Mij < Mi1M1j alors il
existe 1 ≤ i 6= j ≤ b,1 ≤ k 6= c ≤ m et 1 ≤ t ≤ v tel que :
(λiλjGt)} = (λ0, λjG1,k)(λiλ0Gi,1) = (λ0, λjG1,c)(λiλ0Gj,1)
alors
(λiλjGt)(λ0λiG1,a) =
[
(λ0, λjG1,k)(λiλ0Gi,1)
]
(λ0λiG1,a) =
[
(λ0, λjG1,c)(λiλ0Gj,1)
]
(λ0λiG1,a)
donc
(λiλjGt)(λ0λiG1,a) = (λ0, λjG1,k)
[
(λiλ0Gi,1)(λ0λiG1,a)
]
= (λ0, λjG1,c)
[
(λiλ0Gj,1)(λ0λiG1,a)
]
alors (λ0, λjG1,k) = (λ0, λjG1,c) impossible car k 6= c donc Mij ≥Mi1M1j .
⇐) soit M′ une matrice d’order n définie par :
M
′ =


1 M12 . . . M1n
M21 (M21M12) . . . (M21M1n)
...
...
. . .
...
Mn1 (Mn1M12) . . . (Mn1M1n)


soit A′ une semi-catégorie définie par :
A′(λ0, λ0)={idλ0}
A′(λi, λ0) = {(λiλ0G1,1), ..., (λiλ0GMi1,1)}
A′(λ0, λj) = {(λ1λjG1,1), ..., (λ1, λjG1,M1i)}
A′(λi, λi) = {(λiλiG1,1), ..., (λiλiGM1i,Mi1)}
A′(λi, λj) = {(λiλjG1,1), ..., (λiλjGM1j ,Mi1)} avec i 6= j
on définir la loi de composition par :
(λjλkGu
′,v′)(λiλjGu,v) = (λiλjGu,v
′
)
pour l’assiciativité on a :[
(λjλkGu
′,v′)(λiλjGu
′′,v′′)
]
(λkλpGu,v) =
(λiλkGu
′′,v′)(λkλpGu,v) =
(λkλkGu,v
′
)
(λjλkGu
′,v′)
[
(λiλjGu
′′,v′′)(λkλpGu,v)
]
=
(λjλkGu
′,v′)(λkλjGu,v
′′
) =
(λkλkGu,v
′
)
Donc
[
(λjλkGu
′,v′)(λiλjGu
′′,v′′)
]
(λkλpGu,v) = (λjλkGu
′,v′)
[
(λiλjGu
′′,v′′)(λkλpGu,v)
]
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Alors A′ semi-catégorie associée à M ′.
on ajoute des morphismes pour génèraliser le théorème sur les matrices de
taille 3. On arrive surtout sur les ensembles des morphismes suiventes :
A′′(λi, λi) = {(λiλiG1,1), ..., (λiλiGM1i,Mi1), (λiλiE1), ..., (λiλiEsi)} ∀i ∈ {2, ..., n}
A′′(λi, λj) = {(λiλjG1,1), ..., (λiλjGM1j ,Mi1), (λiλjH1), ..., (λiλjHt
i
j )}∀i 6= j
à condition que tous les ajoutés sont distincts, et en plus la loi de composi-
tion est définie par :
(λiλiEk) ◦ (...) = (λiλiG1,1) ◦ (...) ∀k ∈ {1, ..., si} et i ∈ {2, ..., n}
(...) ◦ (λiλiEk) = (...) ◦ (λiλiGM1i,Mi1)∀k ∈ {1, ..., si} et i ∈ {2, ..., n}
(λiλjHp) ◦ (...) = (λiλjG1,1) ◦ (...) ∀p ∈ {1, ..., tij} et i, j ∈ {2, ..., n}
(...) ◦ (λiλjHp) = (...) ◦ (λiλjGM1j ,Mi1) ∀p ∈ {1, ..., tij} et i, j ∈ {2, ..., n}
(λiλjHp) ◦ (λiλiEk) = (λiλjG1,Mi1)∀(p, k) ∈ {1, ..., tij} × {1, ..., si} et i, j ∈
{2, ..., n}
(λiλiEk) ◦ (λjλiHp) = (λjλiG1,Mi1)∀(p, k) ∈ {1, ..., tji } × {1, ..., si} et i, j ∈
{2, ..., n}
Donc A′′ une semi-catégorie associée àM ′′ telle que cette matrice définie par :
M
′′ =


1 M12 . . . M1n
M21 (M21M12) + si . . . (M21M1n) + t
2
n
...
...
. . .
...
Mn1 (Mn1M12+) + t
n
2 . . . (Mn1M1n) + sn


On peut ensuite ajouter les identités sur x2, . . . , xn.
Finalement si M = (Mij)n une matrice strictement positive d’order n
telle que M11 = 1et mii > 1 alors Cat(M) 6= ∅ si et seulement si Mii >
M1iMi1∀i ∈ {1, ..., n} et Mij ≥Mi1M1j∀i, j ∈ {1, ..., n}i 6= j.
Corollaire 6.2. : Pour toute matrice positive on peut étudier si cette matrice
marche ou non.
En effet : soit M = (mij) de taille n alors il y a deux cas :
a- mii > 1 pour tout i ∈ {1, 2, ..., n}
b- il existe au moins une i’ tel que mi′i′ = 1
Cas (a) :
on a Cat(M) 6= ∅ d’aprés le théorème précédant.
Cas(b) :
1- s’il existe une seule i’ tel que mi′i′ = 1 ,on peut étudier cette matrice
d’apres le théorème 1.4.
2- s’ils existent i,j,......l tel que mii = mjj = ........ = mll = 1 alors il y a deux
cas :
-si M une matrice réduite alors M ne pas marche d’aprés (lemme 4.6) .
-si M une matrice non réduite alors il existe une matrice N réduction de M
facile à étudier.
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Corollaire 6.3. Si M est une matrice de taille n ≥ 3 avec mij ≥ 1, alors
Cat(M) 6= ∅ si et seulement si, pour toute sous-matrice N ⊂ M de taille 3
on a Cat(N) 6= ∅.
En effet, dans l’étude précédente, dans les cas (a) et (b1) les conditions
ne concernent que les triples d’indices i, j, k et donc ne concernent que les
sous-matrices de taille 3. Pour cas (b2) si mii = mjj = ........ = mll = 1,
la condition nécessaire et suffisante pour que M marche est que pour tout
autre k on a mik = mjk = ... = mlk et mki = mkj = ... = mkl, et que la
sous-matrice définie en enlevant j, ..., l marche d’après le cas (b1).
7. Cas générale
Soit M une matrice d’ordre n définie par :
M =


m11 m12 . . . m1n
m21 m22 . . . m2n
...
...
. . .
...
mn1 mn2 . . . mnn


avec mij ≥ 0∀(i, j) ∈ n× n
On va chercher les classes et après déterminer les sous-matrices qui décom-
posent la matrice pour isoler les coificients nulles. Le résultat de [1] s’applique
à chaque sous-matrice diagonale à coefficients strictement positifs Mλ. Pour
les sous-matrices Mλ,µ quand λ > µ la condition est tirée du théorème 7.1
ci-dessous. On supposeM une matrice qui est reduite au sens de [1] telle que
la relation d’ordre soit transitive.
Pour n=4
Soit M une matrice définie par
M =


1 b c d
e f k l
0 0 1 x
0 0 q m

 .
avec b, c, d, e, f, k, l, x, q,et m strictement positives.
soit A = {x1, x2, x3, x4} associé à M , alors Ob(A)/∼={1, 2} avec les classes
1 = {x1, x2} et 2 = {x3, x4}.
Il y a 3 sous-matrices M1,M2 et M1,2 qui décomposent la matrice M .
Dans les notations générales la matrice M serait :
M =


M(10, 10) M(10, 11) M(10, 20) M(10, 21)
M(11, 10) M(11, 11) M(11, 20) M(11, 21)
0 0 M(20, 20) M(20, 21)
0 0 M(21, 20) M(21, 21)

 =
(
△0 △
1
0
0 △1
)
.
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Théorème 7.1.
Cat(M) 6= ∅ ⇔


f ≥ be+ 1
m ≥ xq + 1
k, d, l ≥ c
l ≥ k
l ≥ d
l ≥ k + d− c
Preuve :
⇒) Les deux sous-matrices positives
M =
(
1 b
e f
)
.
et
M =
(
1 x
q m
)
.
donnent les deux équations suivantes :
f ≥ be+ 1,m ≥ xq + 1.
Cat(M) 6= ∅ alors d′après la méthode précèdente il existe A une categ´orie
donts les objets sont {10, 11, 20, 21} avec A/∼ = {1, 2} et les morphismes
definis par :
Les morphismes associeés à △0 :
A(10, 10) = {id10 = 1}
A(10, 11) = {1011G1,1, ..., 1011G1,b}
A(11, 10) = {1110G1,1, ..., 1110Ge,1}
A(11, 11) = {id11} ∪ {1
111G1,1, ..., 1111Gb,e}
∪{1111X1, ..., 1111Xf−be−1}
Les morphismes associeés à △1 :
A(20, 20) = {id20 = 1 = 2
020G1,1}
A(20, 21) = {2021G1,1, ..., 2,21G1,x}
A(21, 20) = {2120G1,1, ..., 2120Gq,1}
A(21, 21) = {id21} ∪ {2
121G1,1, ..., 2121Gx,q}
∪{2121X1, ..., 2121Xm−xz−1}.
Pour le moment, notons ainsi les morphismes associeés à △01 :
A(10, 20) = {1020A1, ..., 1020Ac} notera par A
A(11, 20) = {1120B1, ..., 1120Bk} notera par B
A(10, 21) = {1021C1, ..., 1021Cd} notera par C
A(11, 21) = {1121D1, ..., 1121Dl} notera par D
On va demontrer que k ≥ c.
on suppose que k < c alors A(10, 20) = {1020A1, ..., 1020Ak, ..., 1020Ac}
et A(11, 20) = {1120B1, ..., 1120Bk} comme k < c alors il existe au moins
p ∈ {1, ..., k}, u′ 6= u′′ ∈ {1, ..., c} tel que :
(1011G1,1)(2010Au
′
) = (1011G1,1)(2010Au
′′
) = (2011Bp)⇒
(1110G1,1)
[
(1011G1,1)(2010Au
′
)
]
= (1110G1,1)
[
(1011G1,1)(2010Au
′′
)
]
= (1011G1,1)(2110Cp)
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alors
[
(1110G1,1)(1011G1,1)
]
(2010Au
′
) =
[
(1110G1,1)(1011G1,1)
]
(2010Au
′′
) =
(1011G1,1)(2110Cp) donc (2010Au
′
) = (2010Au
′′
) = (1011G1,1)(2110Cp) alors
u′ = u′′ contradiction donc k ≥ c.
la meme pour les autres équations alors d, l ≥ c.
Pour les autres inéquations l ≥ k, d
on va démontrer que l ≥ k.
On suppose que l < k alors il existe au moins p ∈ {1, ..., l}, u′ 6= u′′ ∈
{1, ..., k} tel que :
(2120G1,1)(2011Bu
′
) = (2120G1,1)(2011Bu
′′
) = (2111Dp)⇒
(2021G1,1)
[
(2120G1,1)(2011Bu
′
)
]
= (2021G1,1)
[
(2120G1,1)(2011Bu
′′
)
]
= (2021G1,1)(2111Dp)
alors
[
(2021G1,1)(2120G1,1)
]
(2011Bu
′
) =
[
(2120G1,1)(2021G1,1)
]
(1120Bu
′′
)
donc (1120Bu
′
) = (1120Bu
′′
) alors u′ = u′′ contradiction donc l ≥ k et
aussi l ≥ d. Il reste l’équation l ≥ k + d− c.
D’abord on va démontrer que (C −A) ⊂ D
et (B −A) ⊂ D disjoints,
ce qui conduit a l’inegalite.
Pour voir qu’ils sont disjoints, fixons une meilleure notation :
on a :
1011G1,1 : 10 → 11, on note 1011G1,1 par G1
1110G1,1 : 11 → 10, on note 1110G1,1 par F1
Donc (1110G1,1)(1011G1,1) = F1G1 = id10
2021G1,1 : 20 → 21, on note 2021G1,1 par N1
2120G1,1 : 21 → 20, on note 2120G1,1 par M1
alors (2021G1,1)(2120G1,1) = M1N1 = id20
On définie les applications suivantes :
gN1 : B // D tel que gN1(1
120Bi) = N1(1
120Bi) = (2021G1,1)(1120Bi).
gM1 : D // B tel que gM1(1
121Di) = M1(1
121Di) = (2120G1,1)(1121Di).
dF1 : C // D tel que dF1(1
021Ci) = (1021Ci)F1 = (1
021Ci)(1110G1,1).
dG1 : D // C tel que dG1(1
121Di) = (1121Di)G1 = (1
121Di)(1011G1,1).
On remarque que les composes :
B
gN1
// D
gM1
// B gM1 ◦ gN1 = idB .
et
D
dG1
// C
dF1
// D dF1 ◦ dG1 = idD.
Lemme 7.2. :
Les applications gN1 et dF1 sont injectives, en plus gN1(1
120Bi) = (2021G1,1)(1120Bi) =
(1121Di) et dF1(1
021Ci) = (1021Ci)(1110G1,1) = (1121Di)
Preuve :
Soient i 6= i′ tel que gN1(1
120Bi) = gN1(1
120Bi
′
)
(2021G1,1)(1120Bi) = (2021G1,1)(1120Bi
′
) donc
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[
(2120G1,1)(2021G1,1)
]
(1120Bi) =
[
(2021G1,1)(2021G1,1)
]
(1120Bi
′
) alors
(1120Bi) = (1120Bi
′
) donc gN1 est injectife ce qui donne gN1(1
120Bi) =
(2021G1,1)(1120Bi) = (1121Di) .
D’autre part :
Soient i 6= i′ tel que dF1(1
021Ci) = dF1(1
021Ci
′
)
(1021Ci)(1110G1,1) = (1021Ci
′
)(1110G1,1) donc
(1021Ci)
[
(1110G1,1)(1011G1,1)
]
= (1021Ci
′
)
[
(1110G1,1)(1011G1,1)
]
alors
(1021Ci) = (1021Ci
′
) donc dF1 est injectife ce qui donne dF1(1
021Ci) =
(1021Ci)(1110G1,1) = (1121Di).
D’autre part on a le carre suivant :
A
gN1
//
dF1

C
dF1

B
gN1
// D
où les fleches verticales sont dF1 et les fleches horizontales sont gN1.
Le diagramme commute car
dF1gN1(u) = dF1(N1.u) = N1uF1 = gN1dF1(u).
Aussi les fleches sont tous injectives (comme ci-dessus).
On peut donc considerer dF1(gN1(A)) ⊂ D. On notera cela par N1.A.F1.
On a egalement dF1(C) ⊂ D, note par C.F1,
similairement gN1(B) = N1.B ⊂ D.
On peut maintenant dire plus precisement ce qu’on veut demontrer :
que
(C.F1 −N1.A.F1) ⊂ D
et
(N1.B −N1.A.F1)⊂ D
sont disjoints.
Par absurd, supposons qu’il existe y ∈ (C.F1−N1.A.F1)∩ (N1.B−N1.A.F1)
y ∈ (C.F1 − N1.A.F1) ce qui donne il existe u ∈ (C − N1.A) tel que
y = dF1(u) = uF1 car dF1 injectif
y ∈ (N1.B − N1.A.F1) ce qui donne il existe v ∈ (B − A.F1) tel que
y = gN1(v) = N1v car gN1 injectif
y = uF1 = N1v
On considere alors
gN1.gM1(u) = N1M1u = N1M1uF1G1 = N1M1N1vG1 = N1vG1 = uF1G1 =
u
On a u ∈ (C −N1.A) c.d.à u ∈ C alors il existe a tel que u = (1
021Ca).
D’autre part gM1(u) = (2
120G1,1)(1021Ca) = (1020Aa) ce qui donne gM1(u) ∈
A alors gN1.gM1(u) = u ∈ N1.A ; une contradiction.
alternativement, de facon similaire
dF1.dG1(v) = vG1F1 = M1N1vG1F1 = M1uF1G1F1 = M1uF1 = M1N1v =
v
SUR L’EXISTENCE D’UNE CATÉGORIE AYANT UNE MATRICE DONNÉE 23
v ∈ B alors il existe b tel que v = (1120Bb).
D’autre part dG1(v) = (1
120Bb)(1011G1,1) = (1020Ab) ce qui donne dG1(v) ∈
A alors dF1.dG1(v) = v ∈ A.F1, encore une contradiction.
Donc, (C.F1 −N1.A.F1) ⊂ D
et
(N1.B −N1.A.F1) ⊂ D
sont disjoints.
Lemme 7.3. :
Soit A
f
// B une application injectife tel que A,B deux ensembles finis
alors :
Pour tout X,Y ⊂ A alors X ≃ f(X) ce qui donne Card(X)= Card(f(X) et
Card(X−Y ) = Card(X)−Card(X∩Y ) = Card(f(X))−Card(f(X∩Y )).
Preuve :
On a f une application injectife et X ⊂ A alors la X
f/X
// f(X) est bien bi-
jectife donc Card(X)=Card(f(X)) et Card(X − Y ) = Card(X)−Card(X ∩
Y ) = Card(f(X))− Card(f(X ∩ Y )).
Comme gN1 et dF1 sont injectives alors d’aprés le lemme précèdante alors :
Card(N1.A.F1) = Card(gN1(dF1(A))) = Card(dF1(A)) = Card(A) = c.
Card((C.F1) ∩ (N1.A.F1)) = Card(N1.A.F1) = c car (N1.A.F1) ⊂ (C.F1).
Card(C.F1) = Card(dF1(C)) = Card(C) = d et Card(N1.B) = Card(gN1(B)) =
Card(B) = k.
D’autre part :
Card(D −N1.A.F1) = Card(D)− Card((C.F1) ∩ (N1.A.F1)) = l − c
Card(C.F1 −N1.A.F1) = Card(C.F1)−Card((C.F1) ∩ (N1.A.F1)) = d− c
Card(N1.B−N1.A.F1) = Card(N1.B)−Card((N1.B)∩ (N1.A.F1)) = k− c
C.F1 ⊂ D alors (C.F1 −N1.A.F1) ⊂ (D −N1.A.F1) (1)
et
N1.B ⊂ D alors (N1.B −N1.A.F1) ⊂ (D −N1.A.F1) (2)
Finalement (1)+(2) donne que Card(C.F1−N1.A.F1)+ Card(N1.B−N1.A.F1)≤
Card(D −N1.A.F1) alors (k − c) + (d− c) ≤ (l − c) donc d+k-c≤ l.
⇐) On va voir la démonstration en bas dans le cas générale.
Définition 7.4. :Soit M une matrice d′ordre n, on dit que M est acceptable
si la relation ≥ est reflexive et transitive, où λj ≥ µj si M(λi, µj) ≥ 1.
Pour λ ∈ U posons a(λi) := M(λi, λ0) et b(λj) := M(λ0, λj).
24 SAMER ALLOUCH
Théorème 7.5. Soit M une matrice reduite d’order n alors
Cat(M) 6= ∅ ⇔


M acceptable
M(λi, λi) ≥ a(λi)b(λi) + 1 ∀λ ∈ U, i ≥ 1
M(λi, λj) ≥ a(λi)b(λj) ∀λ ∈ U
M(λi, µj) ≥ M(λi, µ0) ∀λ > µ, µ ∈ U
M(λi, µj) ≥ M(λ0, µj) ∀λ > µ, λ ∈ U
M(λi, µj) ≥ M(λ0, µj) +M(λi, µ0)
−M(λ0, µ0) ∀λ ≥ µ ∈ U
Preuve :
⇒) :Cat(M) 6= ∅ on a d’après la partition deM alors il existe A une catégorie
associé à M dont les objets sont {λi, ....., µj , ....., ........etc}
Donc M sera :
M =
⋃
λ∈U
Mλ
⊕ ⋃
µ∈V
Mµ
⊕ ⋃
λ∈U
µ∈V
Mλ,µ
On va démontrer que M est acceptable.
En effet soit λi ∈ A comme Mλ > 0 alors M(λi, λi) ≥ 1 donc λi ≥ λi alors
≥ est reflexive.
Pour la transitivité soient λi,µj et φk trois objets telque λi ≥ µj et µj ≥ φk
.
alors il existe deux morphismes F=(λi, µj ,Ha) et G=(µj , φk, Jb).
On a K=(µj , φk, Jb)(λi, µj ,Ha) = (λi, φk,M c) donc λi ≥ φk alors ≥ est
transitive.
D’autre part le résultat de [2] s’applique à chaque sous-matrice diagonale à
coefficients strictement positifs Mλ,Mµ. Pour les sous-matrices Mλ,µ quand
λ > µ la condition est tirée du théorème 7.1 ci-dessus.
⇐) :nous avons les conditions on va démontrer Cat(M) 6= ∅.
D’apres la métode d’ajouter des elements voir [1] nous pouvons travailler sur⊔
c.à.d M sera :
M =
⋃
λ∈U
⋃
V
Mλ
⊕ ⋃
λ,µ∈U
⋃
V
Mλ,µ
Comme dans [2], il suffit de considérer la construction d’une semi-catégorie
partiellement unitaire avec condition d’unité seulement sur les A(λ0, λ0) pour
λ ∈ U , et en supposant que M(λi, λj) = a(λi)b(λj) pour λ ∈ U . Pour λ ∈ V
on peut prendre M(λi, λj) = 1.
Soit A une (semi-)catégorie donts les objets sont {λi avec λ ∈ A/ ∼} et
les morphismes sont {(λi, λj , (u, v))} ∪ {(λi, µj , k)}.
Ici 1 ≤ u ≤ a(λi) et 1 ≤ v ≤ b(λj), en mettant a(λi) = b(λj) = 1 si λ ∈ V .
Pour λ > µ, on notera
|µ0, λ0| := {1, 2, . . . ,M(µ0, λ0)},
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|µ0, λi| := {1, 2, . . . ,M(µ0, λi)},
mais en revanche
|µn, λ0| := {1 +M(µ0, λ0)−M(µn, λ0), . . . , 0, 1, 2, . . . ,M(µ0, λ0)},
et enfin
|µn, λi| := {1 +M(µ0, λ0)−M(µn, λ0), . . . , 0, 1, 2, . . . , h},
où h = M(µn, λi) +M(µ0, λ0)−M(µn, λ0). De cette façon,
#|µ0, λ0| = M(µ0, λ0),
#|µ0, λi| = M(µ0, λi),
#|µn, λ0| = M(µn, λ0),
et
#|µn, λi| = M(µn, λi).
D’autre part
|µ0, λi| ∩ |µn, λ0| = |µ0, λ0|.
On notera souvent par H ′(µn, λi) le complémentaire
H ′(µn, λi) := {M(µ0, λi) + 1, . . . , h}
ayant
#H ′(µn, λi) = M(µn, λi)−M(µ0, λi)−M(µn, λ0) +M(µ0, λ0)
éléments. L’hypothèse dit que ce nombre d’éléments est ≥ 0.
Ainsi |µn, λi| est la réunion disjointe des quatres parties suivantes :
|µ0, λ0|
|µ0, λi| − |µ0, λ0|
|µn, λ0| − |µ0, λ0|
H ′(µn, λi).
La loi de composition interne sera définie par :
a
)
(λi,µj,k)◦(ϕn,λi,k′)=(ϕn,µj ,1)
(l’utilisation des symboles différents ϕ, λ, µ ici veut dire qu’on a l’hypothèse
ϕ 6= λ 6= µ, une convention en rigeur partout),
b
)
(λi,λj ,(u,v))◦(λn,λi,(u′, v′))=(λn,λj,(u′, v))
c
)
(λi, λj , (u, v)) ◦ (µn, λi, k)=(µn, λj , k′)
Si λ ∈ V alors (λi, λj , (u, v)) ◦ (µn, λi, k)=(µn, λj , 1)
Si λ ∈ U alors on a deux cas :
Si i=0 alors k′ = k
Si i6= 0 alors
k′ =


k si k ∈ |µ0, λ0|
1 si k ∈ |µ0, λi| − |µ0, λ0|
k si k ∈ |µn, λ0| − |µ0, λ0|
1 si k ∈ H ′(µn, λi)
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d
)
(λj , µn, k) ◦ (λi, λj , (u, v))=(λi, µn, k′)
Si λ ∈ V alors (λj , µn, k) ◦ (λi, λj , (u, v))=(λi , µn, 1)
Si λ ∈ U on a deux cas :
Si j=0 alors k′ = k
Si j 6= 0 alors
k′ =


k si k ∈ |λ0, µ0|
1 si k ∈ |λj, µ0| − |λ0, µ0|
k si k ∈ |λ0, µn| − |λ0, µ0|
1 si k ∈ H ′(µn, λi)
Pour l’unité partiel :
Comme k′ = k pour i = 0 (cas (c)) ou j = 0 (cas (d)) quand λ ∈ U ,
(λiλi(1, 1)) agit comme l’identité.
Pour l’associativité :
soient λ,µ,ϕ,φ ∈ A/ ∼ alors il y a 8 formes des équations associatives :
1) λi 7→ µj 7→ φt 7→ ϕn
2) λi 7→ µj 7→ µt 7→ φn
3) λi 7→ µj 7→ φt 7→ φn
4) λi 7→ λj 7→ µt 7→ φn
5) λi 7→ λj 7→ µt 7→ µn
6) λi 7→ λj 7→ λt 7→ µn
7) λi 7→ µj 7→ µt 7→ µn
8) λi 7→ λj 7→ λt 7→ λn
Rappelons que les symboles λ, µ, φ, ϕ distincts représentent par convention
des classes différents.
On va vérifier les égalités d’associativité pour chacun de ces cas.
équation 1
(φt, ϕn, a)(µj , φt, b)(λi, µj, c)
=[(φt, ϕn, a)(µj , φt, b)](λi, µj , c)
=(µj , ϕn, 1)(λi, µj , c)
=(λi, ϕn, 1)
=(φt, ϕn, a)[(µj , φt, b)(λi, µj , c)]
équation 2
λi 7→ µj 7→ µt 7→ φn
Pour l′identité :
(µ0, φn, a)(µ0, µ0, (1, 1))(λi, µ0, b)
=[(µ0, φn, a)(µ0, µ0, (1, 1))](λi , µ0, b)
=(µ0, φn, a)(λi, µj , b)
=(λi, φn, 1)
=(µ0, φn, a)[(µ0, µ0, (1, 1))(λi , µ0, b)]
=(µ0, φn, a)(λi, µ0, b)
=(λi, φn, 1)
Si µ ∈ U alors :
(µt, φn, a)(µj , µt, (u, v))(λi, µj , b)
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=[(µt, φn, a)(µj , µt, (u, v))](λi, µj, b)
=(µj , φn, c)(λi, µj, b)
=(λi, φn, 1)
=(µt, φn, a)[(µj , µt, (u, v))(λi, µj, b)] facile à démontrer
Si µ ∈ V alors :
(µt, φn, a)(µj , µt, (u, v))(λi, µj , b)
=[(µt, φn, a)(µj , µt, (u, v))](λi, µj, b)
=(µj , φn, 1)(λi, µj , b)
=(λi, φn, 1)
=(µt, φn, a)[(µj , µt, (u, v))(λi, µj, b)]
=(φt, ϕn, a)(λi, µt, 1)
=(λi, φn, 1)
équation 3
(φt, φn, (u, v))(µj , φt, a)(λi, µj, b)
Pour l′identité :
=[(φ0, φ0, (1, 1))(µj , φ0, a)](λi, µj , b)
=(µj , φ0, c)(λi, µj , b)
=(λi, φ0, 1)
=(φ0, φ0, (1, 1))[(µj , φ0, a)(λi, µj , b)]
=(φ0, φ0, (1, 1))(λi, φ0, 1)
=(λi, φ0, 1)
Si φ ∈ U alors :
=[(φt, φn, (u, v))(µj , φt, a)](λi, µj , b)
=(µj , φn, k)(λi, µj, b)
=(λj , φn, 1)
=(φt, φn, (u, v))[(µj , φt, a)(λi, µj , b)]
=(φt, φn, (u, v))(λi, φt, 1)
=(λi, φn, 1)
Si φ ∈ V alors :
=[(φt, φn, (u, v))(µj , φt, a)](λi, µj , b)
=(µj , φn, 1)(λi, µj , b)
=(λj , φn, 1)
=(φt, φn, (u, v))[(µj , φt, a)(λi, µj , b)]
=(φt, φn, (u, v))(λi, φt, 1)
=(λi, φn, 1)
équation 4 comme l’équation 3
équation 5
(µt, µn, (a, b))(λj , µt, k)(λi, λj , (c, d))
Il y a 4 cas sur :
1)µ ∈ U et λ ∈ V
2)µ ∈ V et λ ∈ U
3)µ ∈ V et λ ∈ V
4)µ ∈ U et λ ∈ U
Cas 1) alors :
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Pour l′identité :
Q=(µ0, µ0, (1, 1))
[
(λj , µ0, k)(λi, λj , (c, d))
]
=(µ0, µ0, (1, 1))(λi, µ0, 1) car λ ∈ V
=(λi, , µ0, 1)
Q′ =
[
(µ0, µ0, (1, 1))(λj , µ0, k)
]
(λi, λj , (c, d))
=(λj , , µ0, k′)(λi, λj , (c, d))
=(λi, , µ0, 1) car λ ∈ V
Donc Q = Q′[
(µ0, µ0, (1, 1))(λ0, µ0, k)
]
(λ0, λ0, (1, 1)) = (µ0, µ0, (1, 1))
[
(λ0, µ0, k)(λ0, λ0, (1, 1))
]
facile à démontrer
Q=(µt, µn, (a, b))
[
(λ0, µt, k)(λ0, λ0, (1, 1))
]
=(µt, µn, (a, b))(λi, µt, 1) car λ ∈ V
=(λi, , µn, 1)
Q′ =
[
(µt, µn, (a, b))(λj , µt, k)
]
(λi, λj , (c, d))
=(λj , , µn, k′)(λi, λj , (c, d))
=(λi, , µn, 1) car λ ∈ V
Donc Q = Q′
Q=(µt, µn, (a, b))
[
(λj , µt, k)(λi, λj , (c, d))
]
=(µt, µn, (a, b))(λi, µt, 1) car λ ∈ V
=(λi, , µn, 1)
Q′ =
[
(µt, µn, (a, b))(λj , µt, k)
]
(λi, λj , (c, d))
=(λj , , µn, k′)(λi, λj , (c, d))
=(λi, , µn, 1) car λ ∈ V
Donc Q = Q′
Cas 2) comme 1)
Cas 3)
Pour l′identité : Q=(µ0, µ0, (1, 1))
[
(λj , µ0, k)(λi, λj , (c, d))
]
=(µ0, µ0, (1, 1))(λi, µ0, 1) car λ ∈ V
=(λi, µ0, 1)
Q′ =
[
(µ0, µ0, (1, 1))(λj , µ0, k)
]
(λi, λj , (c, d))
=(λj , , µ0, 1)(λi, λj , (c, d)) car µ ∈ V
=(λi, , µ0, 1)
Alors Q = Q′
l′autre cas de l′identité est le même.
Q=(µt, µn, (a, b))
[
(λj , µt, k)(λi, λj , (c, d))
]
=(µt, µn, (a, b))(λi, µt, 1) car λ ∈ V
=(λi, µn, 1)
Q′ =
[
(µt, µn, (a, b))(λj , µt, k)
]
(λi, λj , (c, d))
=(λj , , µn, 1)(λi, λj , (c, d)) car µ ∈ V
=(λi, , µn, 1)
Donc Q = Q′
Cas 4)
Q=(µt, µn, (a, b))
[
(λ0, µt, k)(λ0, λ0, (1, 1))
]
On a deux cas :
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Si t=0
Q=(µ0, µn, (a, b))
[
(λ0, µ0, k)(λ0, λ0, (1, 1))
]
=(µ0, µn, (a, b))(λ0, µ0, k)
=(λ0, µn, k)
Q’=
[
(µ0, µn, (a, b))(λ0, µ0, k)
]
(λ0, λ0, (1, 1))
=(λ0, µ0, k)(λ0, λ0, (1, 1))
=(λ0, µn, k)
Alors Q = Q′
Si t6= 0
Q=(µt, µn, (a, b))
[
(λ0, µt, k)(λ0, λ0, (1, 1))
]
=(µt, µn, (a, b))(λ0, µt, k)
=(λ0, µn, k′)
avec k′ =


k |λ0, µ0|
1 |λ0, µ0| − |λ0, µ0|
k |λ0, µt| − |λ0, µ0|
1 H ′(λ0, µt)
Donc k′=k sur |λ0, µt|.
D′autre part :
Q′ =
[
(µt, µn, (a, b))(λ0, µt, k)
]
(λ0, λ0, (1, 1))
=(λ0, µn, k′)(λ0, λ0, (1, 1))
=(λ0, µn, k′)
avec k′ =


k |λ0, µ0|
1 |λ0, µ0| − |λ0, µ0|
k |λ0, µt| − |λ0, µ0|
1 H ′(λ0, µt)
Alors Q = Q′
Pour Q=(µ0, µ0, (1, 1))(λ0 , µ0, k)(λ0, λ0, (1, 1)) facile à démontrer
Q=(µt, µn, (a, b))
[
(λj , µt, k)(λi, λj , (c, d))
]
et
Q′ =
[
(µt, µn, (a, b))(λj , µt, k)
]
(λi, λj , (c, d))
On va vérifier Q = Q′ sur |λj , µt|
Q=(µt, µn, (a, b))
[
(λj , µt, k)(λi, λj , (c, d))
]
=(µt, µn, (a, b))(λi, µt, k′)
=(λi, µn, k′′)
On a 4 possibilites :
1)j=0 et t=0
2)j=0 et t6= 0
3)j 6= 0 et t=0
4)j 6= 0 et t6= 0
j = 0, t = 0
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Q=(µ0, µn, (a, b))
[
(λ0, µ0, k)(λi, λ0, (c, d))
]
=(µ0, µn, (a, b))(λi, µ0, k) voir d)
=(λi, µn, k) voir c)
D’autre part
Q′ =
[
(µ0, µn, (a, b))(λ0, µ0, k)
]
(λi, λ0, (c, d))
=(λ0, µn, k)(λi, λ0, (c, d)) voir c)
=(λi, µn, k) voir d)
Donc Q′ = Q sur |λ0, µ0|
j = 0, t 6= 0
Q=(µt, µn, (a, b))
[
(λ0, µt, k)(λi, λ0, (c, d))
]
=(µt, µn, (a, b))(λi, µt, k) voir d)
=(λi, µn, k′′) voir c)
avec k′′ =


k |λ0, µ0|
1 |λ0, µt| − |λ0, µ0|
k |λi, µ0| − |λ0, µ0|
1 H ′(λi, µt)
D’autre part,
Q′ =
[
(µt, µn, (a, b))(λ0, µt, k)
]
(λi, λ0, (c, d))
=(λ0, µn, k′)(λi, λ0, (c, d)) voir c)
=(λi, µn, k′) voir d)
avec k′ =


k |λ0, µ0|
1 |λ0, µt| − |λ0, µ0|
k |λ0, µ0| − |λ0, µ0|
1 H ′(λ0, µt)
=
{
k |λ0, µ0|
1 |λ0, µt| − |λ0, µ0|
Donc Q = Q′ sur |λ0, µt|
j 6= 0, t = 0
Q=(µ0, µn, (a, b))
[
(λj , µ0, k)(λi, λj , (c, d))
]
=(µ0, µn, (a, b))(λi, µ0, k′) voir d)
=(λi, µn, k′) voir c)
avec k′ =


k |λ0, µ0|
1 |λj , µ0| − |λ0, µ0|
k |λ0, µ0| − |λ0, µ0|
1 H ′(λj, µ0)
=
{
k |λ0, µ0|
1 |λj , µ0| − |λ0, µ0|
L’autre sens,
Q′ =
[
(µ0, µn, (a, b))(λj , µ0, k)
]
(λi, λj , (c, d))
=(λj , µn, k)(λi, λj , (c, d)) voir c)
=(λi, µn, k′′) voir d)
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avec k′′ =


k |λ0, µ0|
1 |λj , µ0| − |λ0, µ0|
k |λ0, µn| − |λ0, µ0|
1 H ′(λj , µn)
Alors Q = Q′ sur |λj , µ0|
j 6= 0, t 6= 0
Q=(µt, µn, (a, b))
[
(λj , µt, k)(λi, λj , (c, d))
]
=(µt, µn, (a, b))(λi, µt, k′) voir d)
=(λi, µn, k′′) voir c)
avec k′ =


k |λ0, µ0|
1 |λj, µ0| − |λ0, µ0|
k |λ0, µt| − |λ0, µ0|
1 H ′(λj , µt)
et
avec k′′ =


k′ |λ0, µ0|
1 |λ0, µt| − |λ0, µ0|
k′ |λi, µ0| − |λ0, µ0|
1 H ′(λi, µt)
=


k |λ0, µ0|
1 |λ0, µt| − |λ0, µ0|
1 |λj , µ0| − |λ0, µ0|
1 H ′(λi, µt)
On va verifier que k′′=1 sur |λj , µ0| − |λ0, µ0|.
logiquement k′′ = k′ ou k′′ = 1 sur |λj , µ0| − |λ0, µ0|
si k′′ = 1 vrai.
si k′′ = k′ sur |λj , µ0| − |λ0, µ0| alors k′′ = k′ = 1
alors k′′ = 1 sur |λj, µ0| − |λ0, µ0| ce qui donne Q=(λi, µn, k′′)
avec k′′ =
{
k |λ0, µ0|
1 |λj , µt| − |λ0, µ0|
D’autre part,
Q′ =
[
(µt, µn, (a, b))(λj , µt, k)
]
(λi, λj , (c, d))
=(λj , µn, k)(λi, λj , (c, d)) voir c)
=(λi, µn, k′′) voir d)
avec k′ =


k |λ0, µ0|
1 |λ0, µt| − |λ0, µ0|
k |λj, µ0| − |λ0, µ0|
1 H ′(λj , µt)
et
avec k′′ =


k′ |λ0, µ0|
1 |λj , µ0| − |λ0, µ0|
k′ |λ0, µn| − |λ0, µ0|
1 H ′(λj , µn)
=


k |λ0, µ0|
1 |λ0, µt| − |λ0, µ0|
1 |λj , µ0| − |λ0, µ0|
1 H ′(λj , µt)
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On va verifier que k′′ = 1 sur |λ0, µt| − |λ0, µ0|
On a k′′ = k′ = 1 ou k′′ = 1 sur |λ0, µt| − |λ0, µ0|
Donc k′′ = 1 sur |λ0, µt| − |λ0, µ0|.
Alors Q′ = (λi, µn, k′′)
avec k′′ =
{
k |λ0, µ0|
1 |λj , µt| − |λ0, µ0|
Donc Q = Q′ sur |λj , µt|
alors
[
(µt, µn, (a, b))(λj , µt, k)
]
(λi, λj , (c, d)) = (µt, µn, (a, b))
[
(λj , µt, k)(λi, λj, (c, d))
]
équation 6
λi 7→ λj 7→ λt 7→ µn
Il y a deux cas :
1) λ ∈ V
2) λ ∈ U
Cas 1)
Q =
[
(λ0, µn, k)(λ0, λ0, (a, b))
]
(λi, λ0, (c, d))
=(λ0, µn, 1)(λi, λ0, (c, d)) car λ ∈ V
=(λi, µn, 1)
Q′ = (λ0, µn, k)
[
(λ0, λ0, (a, b))(λi, λ0, (c, d))
]
=(λ0, µn, k)(λi, λ0, (c, b))
=(λi, µn, 1) car λ ∈ V
Donc Q = Q′
Cas 2)
t = 0, j = 0
Q =
[
(λ0, µn, k)(λ0, λ0, (a, b))
]
(λi, λ0, (c, d))
=(λ0, µn, k)(λi, λ0, (c, d)) voir d)
=(λi, µn, k) voir d)
D’autre part,
Q′ = (λ0, µn, k)
[
(λ0, λ0, (a, b))(λi, λ0, (c, d))
]
=(λ0, µn, k)(λi, λ0, (c, b))
=(λi, µn, k) voir d)
Donc Q = Q′
t = 0, j 6= 0
Q =
[
(λ0, µn, k)(λj , λ0, (a, b))
]
(λi, λj , (c, d))
=(λj , µn, k)(λi, λj , (c, d)) voir d)
=(λi, µn, k′) voir d)
avec k′ =


k |λ0, µ0|
1 |λj , µ0| − |λ0, µ0|
k |λ0, µn| − |λ0, µ0|
1 H ′(λj , µn)
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Donc Q=(λi, µn, k) sur |λ0, µn|
D′autre part :
Q′ = (λ0, µn, k)
[
(λj , λ0, (a, b))(λi, λj , (c, d))
]
=(λ0, µn, k)(λi, λ0, (c, b))
=(λi, µn, k) voir d)
Alors Q = Q′ sur |λ0, µn|
t 6= 0, j = 0
Q =
[
(λt, µn, k)(λ0, λt, (a, b))
]
(λi, λ0, (c, d))
=(λ0, µn, k′)(λi, λt, (c, b)) voir d)
=(λi, µn, k′) voir d)
avec k′ =


k |λ0, µ0|
1 |λt, µ0| − |λ0, µ0|
k |λ0, µn| − |λ0, µ0|
1 H ′(λt, µn)
Q′ = (λt, µn, k)
[
(λ0, λt, (a, b))(λi, λ0, (c, d))
]
=(λt, µn, k)(λi, λt, (c, b))
=(λi, µn, k′) voir d)
avec k′ =


k |λ0, µ0|
1 |λt, µ0| − |λ0, µ0|
k |λ0, µn| − |λ0, µ0|
1 H ′(λt, µn)
Alors Q = Q′
t 6= 0, j 6= 0
Q =
[
(λt, µn, k)(λj , λt, (a, b))
]
(λi, λj , (c, d))
=(λj , µn, k′)(λi, λj , (c, b)) voir d)
=(λi, µn, k′′) voir d)
avec k′ =


k |λ0, µ0|
1 |λt, µ0| − |λ0, µ0|
k |λ0, µn| − |λ0, µ0|
1 H ′(λt, µn)
et
avec k′′ =


k′ |λ0, µ0|
1 |λj , µ0| − |λ0, µ0|
k′ |λ0, µn| − |λ0, µ0|
1 H ′(λj , µn)
=


k |λ0, µ0|
1 |λt, µ0| − |λ0, µ0|
k |λ0, µn| − |λ0, µ0|
1 H ′(λt, µn)
D’autre part,
Q′ = (λt, µn, k)
[
(λj , λt, (a, b))(λi, λj , (c, d))
]
=(λt, µn, k)(λi, λt, (c, b))
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=(λi, µn, k′) voir d)
avec k′ =


k |λ0, µ0|
1 |λt, µ0| − |λ0, µ0|
k |λ0, µn| − |λ0, µ0|
1 H ′(λt, µn)
Alors Q = Q′ sur |λt, µn|
Donc l’équation 6 est associative.
équation 7 est comme équation 6
équation 8
λi 7→ λj 7→ λt 7→ λn
Q=
[
(λt, λn, (a, b))(λj , λt, (c, d))
]
(λi, λj , (e, f))=
(λj , λn, (c, b))(λi, λj , (e, f))=
(λi, λn, (e, b))
Q′ = (λt, λn, (a, b))
[
(λj , λt, (c, d))(λi, λj , (e, f))
]
=
(λt, λn, (a, b))(λi, λt, (e, d)) =
(λi, λn, (e, b))
Donc Q = Q′
On a verifier toutes les équations donc A est bien une catégorie associée à M
donc Cat(M) 6= ∅.
Corollaire 7.6. :Soit M=(mij) une matrice carrée d’entiers, alors Cat(M) 6=
∅ si et seulement si, pour toute sous-matrice M ′ de M , de taille ≤ 4,
Cat(M ′) 6= ∅.
Preuve :
⇒) evidente.
⇐) La condition d’acceptabilité, et les inégalités du théorème 7.5, font in-
tervenir ≤ 4 objets à la fois.
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