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Abstract
K-Theory for hermitian symmetric spaces of non-compact type, as developed recently
by the authors, allows to put Cartan’s classification into a homological perspective. We
apply this method to the case of inductive limits of finite dimensional hermitian symmetric
spaces. This might be seen as an indication of how much more powerful the homological
theory is in comparison to the more classical approach.
When seen from high above, we follow the path laid out by a similar result in the
theory of C*-algebras. Important is a clear picture of the behavior of morphisms between
bounded symmetric domains of finite dimensions, which is more complex than in the
C*-case, as well as an accessible K-theory. We furthermore have to slightly modify the
invariant from our previous work. Roughly, we use traces left by co-root lattices on
K-groups, instead of co-roots themselves, which had been used previously.
1 Introduction
In [BW15], the classification for hermitian symmetric spaces of non-compact type was shown
to possess a homological background, coming from appropriately defined ordered K-groups,
with some marked subsets. We show here that this new approach permits to classify inductive
limits of finite dimensional bounded symmetric domains in quite the same way.
The category in which the inductive limits are built are the bounded symmetric domains of
complex Banach spaces. Hence, limits are obtained by an apparently unavoidable completion
of the algebraic limit. Classifying symmetric spaces by the classical method has two impor-
tant ingredients: Root systems and a Hilbertian structure on the ambient vector space (the
Killing form). Both these structures become in general impossible to deal with when tackling
inductive limits. The Hilbertian structure disappears and morphisms of higher multiplicity
do not respect (simple) roots. They do respect root lattices, however.
∗The second named author acknowledges the support of Deutsche Forschungsgemeinschaft through SFB
878 as well as the Australian Research Council. He thanks colleagues at the Mathematical Sciences Institute
in the Australian National University for hospitality while this research was completed.
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In our approach, a threefold product will play a crucial role. It is defined on the Banach
space surrounding the domain and turns it into an algebraic object, a JB*-triple system,
more general than a C*-algebra. It is intimately linked to the underlying Lie algebra of the
holomorphic automorphisms of the domain, so that e.g. roots still leave their traces (in the
form of so called grids), as explored in the work of Neher [Neh91, Neh90]. The approach in
[BW15] favored an approach in which (classes coming from) grids where marked in K-groups.
Here, we will follow a slightly different path, laid out in [BW12], which substitutes roots by
root lattices. Furthermore, the natural norm of a JB*-triple system behaves favorable in the
process of building inductive limits, thus surmounting the intrinsic difficulty posed by the
Hilbertian structure in the Cartan/Serre approach.
As JB*-triple systems resemble in many aspects C*-algebras, this paper might be seen
as a non-trivial extension of the very important work of Elliot [Ell76], which has influenced
much of the modern structure theory of C*-algebras.
Our main result is
Theorem Each inductive limit of finite dimensional bounded symmetric domains U in
a complex Banach space E admits a decomposition
U = UP ⊕ UE ⊕ US ⊕ UH
where all of the summands are sums of open unit balls; for the summand UH , of Hilbert spaces,
of spin factors in case of the domain US, and of exceptional factors for UE.
The principal part UP of U is an inductive limit of indecomposable hermitian, symplectic and
rectangular domains and can be classified by its K±-invariant.
Unintelligible notation used in the above will be explained in the next sections.
Our plan here ist the following: We start (in section 3) with an investigation of mor-
phisms between finite dimensional bounded symmetric domains. Not all these morphisms
will eventually play a role in the inductive limit, and so we restrict our attention to those
which do. In section 4 an invariant is introduced, based on K0-groups carrying some marked
subsets together with one of its involutive automorphisms. Section 5 contains the proof of
the fact that we are dealing with a complete isomorphism invariant, and in the final section
we modify the concept of a Brateli diagram, a graphical storage device used in C*-algebra
theory, in order to become helpful for the actual classification of inductive limits.
We will briefly collect necessary technical background in the following section.
2 Background
Standard references for the following are the monographs [BLM04, Chu12, Upm85], the sur-
veys [Rus94, RP94] as well as the articles [Har74, Kau83].
Bounded symmetric domains A bounded domain Ω in a complex Banach space E is
called symmetric iff for every x ∈ Ω, there is an involutive biholomorphic map of Ω onto itself
for which x is an isolated fixed point. In finite dimensions, each such domain can be equipped
with an essentially unique hermitian structure so that biholomorphic automorphism coincide
with isometries. Finite dimensional bounded symmetric domains turn out to be the hermitian
symmetric spaces of non-compact type.
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Each bounded symmetric domain can actually be biholomorphically mapped onto the open
unit ball U of a Banach space E. Let AutU denote the group of biholomorphic automorphism
of U and denote by K the isotropy subgroup at the origin. Then U = AutU/K. AutU is a
(real) Lie group, and if we pass to its Lie algebra autU , the symmetry of U yields a Z2-grading
autU = k ⊕ m, where k is a Lie subalgebra, and m can be identified with the Banach space
E itself. m is not a Lie subalgebra; due to the grading, however, it has the property that for
any choice of elements m1,2,3 ∈ m the triple Lie bracket [m1, [m2,m3]] is an element of m.
JB*-triple systems A very prominent example of a bounded symmetric domain is the
open unit ball of a C*-algebra A. In this case, the Lie triple product is connected to the
C*-structure by the equation
[a, [b, c]] − i[a, [ib, c]] =
ab∗c+ cb∗a
2
valid for all a, b, c in A. This leads to the following definition: A closed subspace Z of a
C*-algebra A is called a JC*-triple iff for all a, b, c ∈ Z
{a, b, c} :=
ab∗c+ cb∗a
2
∈ Z.
The open unit ball of a JC*-triple is a bounded symmetric domain, but not all these domains
appear in such a way. A slightly more general, and intrinsic, definition leads to all of them.
Definition 2.1. A Banach space Z together with a trilinear, continuous and w.r.t. the outer
variables symmetric mapping {·, ·, ·} : Z3 → Z is called a JB*-triple, iff
(a) ‖{x, x, x}‖ = ‖x‖3 for all x ∈ Z,
(b) With the operator xy defined on Z by (xy)(z) = {x, y, z}, ixy is a derivation for
the triple product,
(c) For each x ∈ Z, xx has non-negative spectrum, and exp(it(xx)) is a 1-parameter
group of isometries.
Up to biholomorphic maps, bounded symmetric domains and the open unit balls of JB*-
triple are now the same class[Kau77]. In finite dimensions, the open unit balls of the following
JB*-triples represent the classical, indecomposable, bounded symmetric domains, the Cartan
factors:
Type I complex n×m-matrices Mn,m(C), the rectangular factor C
I
m,n
Type II skew-symmetric, complex n× n-matrices, the symplectic factor, CIIn , n ≥ 4,
Type III the hermitian factor, consisting of symmetric complex n×n-matrices, CIIIn , n ≥ 2,
Type IV the n-dimensional spin factor CIVn , which is the closed linear span of selfadjoint
matrices s1, . . . , sn, n ≥ 2, satisfying
sisj + sjsi = 2δij1
for all i, j ∈ {1, . . . , n}
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Type V,VI two exceptional factors in dimensions 16 and 27
The triple product is, for the non-exceptional factors, the one based on matrix products (and
standard conjugation). These factors are mutually non-isomorphic with the exception ofM2,2,
the symplectic factor for n = 4, and the hermitian factor for n = 2, which are spin factors, of
dimensions 4, 6 and 3, respectively. Note that the vector space structure admits the identity
as an element of CIVn only if n = 1.
JB*-triples that cannot be embedded into a C*-algebra have this property due to the fact
that they possess quotients of type V or VI, respectively.
Recall that type IV Cartan factors Z can, alternately, be defined as the closed, self-
adjoint subspace of the space L(H) of all bounded operators on the Hilbert space H, such
that Z2 ⊆ C id. By polarization, there exists a scalar product 〈·, ·〉 on Z so that
AB∗ +B∗A = 2〈A,B〉 id,
which yields a canonical Hilbert space structure on each spin factor Z. At the same time, Z
carries an involution, which will be called ‘canonical’.
An element u of a JB*-triple Z is called tripotent iff {u, u, u} = u. Two elements u, v ∈ Z
are called orthogonal, iff {a, a, b} = 0, which is the same as a∗b = ab∗ = 0 if E is a JC*-
subtriple of a C*-algebra. The rank of a JB*-triple system is the maximal cardinality of a
system of non-zero orthogonal tripotents it contains. The rank is an isomorphism invariant
and if ϕ : Z →W is a morphism of JB*-triple systems, then, necessarily,
rankϕ(Z) ≤ rankW.
The ranks of the different Cartan factors are well known. If Z ≃ Mn,m is a type I Cartan
factor, then rankZ = min{n,m}. The symplectic Cartan factors CII2n and C
II
2n+1 have rank n
as well as the hermitian Cartan factor CIIIn . All Spin factors, independent of their dimension,
have rank 2.
Universal TRO A left (full) Hilbert C*-Module (E, 〈·, ·〉ℓ) with 〈·, ·〉ℓ taking values in the
left C*-algebra L(E), is, in a natural way, a JB*-triple: If 〈·, ·〉r denotes the canonical form,
acting on the right of E and taking values in the right C*-algebra R(E), then
{x, y, z} :=
〈x, y〉ℓz + x〈y, z〉r
2
turns E into a JB*-triple. What distinguishes Hilbert C*-modules among JB*-triples is the
existence of an additional, associative ternary product. More precisely, a JB*-triple E belongs
to this class iff it embeds into a C*-algebra, satisfying the more restrictive condition
[x, y, z] := xy∗z ∈ E for all x, y, z ∈ E.
Note that in such a representation, which deviates somewhat from the usual one, left and
right C*-algebras of a Hilbert C*-module can be identified with the closed linear span of the
operators
x 7−→ zy∗x, resp. x 7−→ xy∗z.
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Objects in a category of Hilbert C*-modules in which morphisms are required to respect the
product [·, ·, ·] are usually called Ternary Rings of Operators, or TROs, for short. For each
TRO T there exists a canonical C*-algebra, the linking algebra L(T ), formally defined through
L(T ) =
(
R(T ) T ∗
T L(T )
)
,
with T ∗ the TRO conjugate to T . Note that the expressions L,R, and L actually become
functorial by letting
L(Φ)(
∑
xiy
∗
i ) =
∑
Φ(xi)Φ(yi)
∗ R(Φ)(
∑
x∗i yi) =
∑
Φ(xi)
∗Φ(yi)
and L(Φ) =
(
R(Φ) Φ∗
Φ L(Φ)
)
for any TRO-morphism Φ (see [Ham99] for details).
In [BW14] and [BFT12] a universal (enveloping) TRO τ(Z) has been assigned to each
JB*-triple Z, as well as a canonical embedding ρZ : Z → τ(Z). The image ρZ(Z) generates
τ(Z) as a TRO. Furthermore, each JB*-morphism uniquely lifts to a TRO-morphism between
the respective universal TROs, and the emerging functor has all properties needed for the
ensuing K-theory. It is important that for a finite dimensional Z, the universal TRO can be
calculated. The result in the case of the Cartan factors is as follows.
• For the rectangular factorMm,n(C),m,n ≥ 2, the universal TRO isMm,n(C)⊕Mn,m(C),
with embedding A 7→ A⊕A⊤.
• Though of rectangular type, Hilbert spaces H, of dimension N , have to be treated
separately. Here,
τ(H) =
N−1⊕
n=0
L(
n+1∧
H,
n∧
H),
and h 7→ a(h), with a being the annihilation operator, is the canonical embedding.
• For both, the hermitian and symplectic factors Z of MN (C), their natural embedding
into MN (C) represents the map ρZ .
• In the case of the spin factor Z of dimension n, we have τ(Z) = M2n(C) if n is even,
τ(Z) = M2n(C)⊕M2n(C) otherwise. The embedding is well known from the construc-
tion of the CAR-algebra.
• In the case of the exceptional factors the universal TRO is the null space.
We will make use of a uniquely determined, involutive antiautomorphism Φ : τ(Z) → τ(Z),
which is the identity on (the canonical copy of) Z [BFT12, Theorem 3.5]. It can be defined
as follows. Denote, for a given TRO X the opposite TRO by Xop, for which X = Xop as
complex vector spaces and
[x, y, z]op = [z, y, x], x, y, z ∈ Xop.
Let opX : X → X
op be the formal identity and note that there is a canonical JB*-embedding
ρopZ : Z → τ(Z)
op. In the present situation, as τ(Z) is universal, there exists a TRO-
isomorphism Φ0 : τ(Z)→ τ(Z)
op such that Φ0ρZ = ρ
op
Z . Then Φ = op
−1
τ(Z)Φ0 is the canonical
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involutive antiautomorphism. (Note that Φ2 is a linear automorphism on τ(Z) which is the
identity on Z.)
This construction has its origin in a similar one from the theory of Jordan algebras. We
refer to [HOS84, Theorem 7.1.8] for more details. For hermitian (symplectic) factors, Φ maps
a matrix in the universal TRO onto its (negative) transpose. On Mm,n⊕Mn,m, the universal
TRO of the rectangular factor Mm,n, we have Φ(A⊕B) = B
⊤⊕A⊤, which is essentially what
happens in the case of Hilbert spaces as well.
JC*-triples Z of types I–III distinguish themselves by the fact that
ρZ(Z) = {z ∈ τ(Z) | Φ(z) = z }
Actually, this behavior is characteristic for so called universally reversible JC*-triples. See
[BFT12] for details.
K-theory The K-functor we will use in the following is obtained in two steps. The first
defines K-groups for TROs: For a TRO T we let KTRO∗ (T ) be the K-group of its left C*-
algebra. (Note that the right C*-algebra of T is Morita equivalent, and there is no difference
as to which one of them is selected.) As each TRO-morphism ψ yields C*-morphism L(ψ)
and R(ψ) between both, left and right C*-algebras, KTRO∗ (ψ) is defined in a functorial way.
Definition 2.2. Denote by τ the functor that provides each JB*-triple with its universal
TRO. Define, for a JB*-triple Z and a JB*-morphism φ,
KJB
∗
∗ (Z) = K
TRO
∗ (τ(Z)),
as well as
KJB
∗
∗ (φ) = K
TRO
∗ (τ(φ))
This functor has the usual properties that one would expect from it, except stability,
which already has a bad start, as it is not possible, in general, to equip the space of matrices
with entries from a JB*-triple with the structure of a JB*-triple in a natural way.
The K0-groups for the Cartan factors are the following.
• Z2 in the case of rectangular m× n-Matrices, m,n ≥ 2,
• ZN for Hilbert spaces of dimension N ,
• Z for both, hermitian and symplectic factors,
• Z in case of odd dimensional spin factors, and Z2 for the even dimensional spin factors)
3 Classifying JB*-morphisms
In this section, morphisms between finite dimensional Cartan factors will be classified, in
as much as this will be needed in the sequel. The technique applied here is good for more,
though. We will use an equivalence relation for morphisms which yields identical maps on
K-groups.
Definition 3.1. Suppose R and S are TROs, and let φ1,2 : R→ S be TRO-morphisms.
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(a) We call φ1 and φ2 unitarily equivalent iff there are unitaries U ∈ R(S) and V ∈ L(S)
so that φ1(x) = V φ2(x)U for all x ∈ R.
(b) JB*-morphisms ϕ1,2 : Z1 → Z2 between finite dimensional JC*-triple systems will be
called unitarily equivalent iff the TRO-morphisms τ(ϕ1) and τ(ϕ2) have this property.
Proposition 3.2 (cf. [Boh11], Proposition 3.2.5). Let R and S be finite dimensional TROs
and φ : R → S be a TRO-morphism. Then, up to unitary equivalence, φ is uniquely deter-
mined by a matrix with entries in N0.
More precisely, suppose R =
⊕p
i=1 Mni,mi, S =
⊕q
j=1Mkj ,lj and let ϕ
j : R → Mkj ,lj be
the compression of ϕ to Mkj ,lj for j ∈ {1, . . . , q} so that ϕ = ϕ
1 ⊕ · · · ⊕ ϕq. Then there is
a q × p-matrix (αi,j) with entries in N0 with
∑p
j=1 αi,jnj ≤ ki and
∑p
j=1 αi,jmj ≤ li and
such that each ϕj is unitarily equivalent to id
α1,j
1 ⊕ . . .⊕ id
αp,j
p , where idi denotes the identity
representation of Mni,mi for i = 1, . . . , p.
For the convenience of the reader, we include a proof. We first treat the case of a morphism
ϕ : Z1 → Z2 between TRO-factors Z1,2. For the factor Z2 = Mm,n, the linking algebra equals
MN , N = m+ n. By a well-known result, there is a unitary U0 ∈MN so that
Lϕ
(
s∗s x∗
y tt∗
)
=
(
Rϕ(s∗s) ϕ∗(x∗)
ϕ(y) Lϕ(tt∗)
)
= U0
(
diagk
[(
s∗s x∗
y tt∗
)]
⊕ 0N−2k
)
U∗0
For an appropriately defined permutation matrix Π,
diagk
(
s∗s x∗
y tt∗
)
⊕ 0N−2k = Π
(
diagk(s
∗s)⊕ 0N−2k diagk(x
∗)⊕ 0N−2k
diagk(y)⊕ 0N−2k diagk(tt
∗)⊕ 0N−2k
)
Π−1
Let U = ΠU0 =
(
U11 U12
U21 U22
)
, with U11 ∈ Mn, U22 ∈ Mm, U12 ∈ Mnm, and U21 ∈ Mmn.
Checking dependencies on the variables in(
Rϕ(s∗s) ϕ∗(x∗)
ϕ(y) Lϕ(tt∗)
)
= U
(
diagk(s
∗s)⊕ 0N−2k diagk(x
∗)⊕ 0N−2k
diagk(y)⊕ 0N−2k diagk(tt
∗)⊕ 0N−2k
)
U∗
shows U12 = U21 = 0, and the result follows in this special case. To complete the proof, it is
enough to consider the case in which q = 1. We may suppose that φ is injective. Then its
image is a direct sum of sub-TROs Si = φ(Mni,mi), i = 1, . . . , p of S. Applying the above we
find unitaries Vi ∈ L(Si) and Ui ∈ R(Si) so that V0 = V1 ⊕ · · · ⊕ Vp and U0 = U1 ⊕ · · · ⊕ Up
provide unitary equivalence on the sub-TRO level. But each unitary in the left (right) C*-
algebra of the sub-TRO of a finite dimensional TRO can be extended to the whole, and the
result in case q = 1 follows. The general case now follows in an obvious way.
Definition 3.3. Let R,S be finite dimensional TROs and Z,W finite dimensional JC*-
triples.
(a) For a morphism ϕ : R → S we call the matrix (αij) ∈ Mn(N0) representing ϕ its
multiplicity (matrix).
(b) Similarly, the multiplicity (matrix) of a morphism ψ : Z → W is the matrix (βij) ∈
Mn(N0) representing the TRO-morphism τ(ψ).
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It should be noted that according to the definition of unitary equivalence, the multiplicity
matrices of τ(ψ) are the same as those of L(τ(ψ)) and R(τ(ψ)).
The morphisms that will be important in the following are essentially of two types.
Definition 3.4. We call a morphism between JB*-factors of types I-III of class (A)k,ℓ, k, ℓ ∈
N, iff, up to unitary equivalence, it is of the form
A 7−→
 diagk(A) 00
0 diagℓ(A
⊤)

and of class (B)k,ε, ε = ±1, iff it is unitarily equivalent to
A 7−→
 0 adiagk(A)0
adiagk(εA
⊤) 0
 , ε ∈ {±1}
where the matrix adiagk(A) displays k matrices A on its off-diagonal and is zero elsewhere.
In the following theorem we do not treat morphisms mapping factors of low rank —
Hilbert spaces, spin factors — into factors of high rank, and different type, as they do not
play a role in the investigation of inductive limits.
Theorem 3.5. Let ϕ : Z → W be a non-zero JB*-morphism between Cartan factors Z and
W . Then, up to unitary equivalence, the following cases occur.
(i) If ϕ acts between finite dimensional factors of type I-III, where in case of a factor of type
I Hilbert spaces must be excluded, it is of type
(A) (A)k,ℓ in case I → I and of type (A)k,0 in the remaining 4 cases, II → II,
III → III, II → I and III → I.
(B) (B)k,− in case I → II, III → II, and of type (B)k,+ for the cases I → III, II →
III.
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Furthermore, the following multiplicities can occur (α, β ∈ N):
−→ CIM,N C
II
N C
III
N
CIm,n
(
α β
β α
) (
α α
) (
α α
)
αm+ βn ≤M,αn+ βm ≤ N α(m+ n) ≤ N α(m+ n) ≤ N
CIIn
(
α
α
) (
α
) (
2α
)
αn ≤ min{M,N} αn ≤ N 2αn ≤ N
CIIIn
(
α
α
) (
2α
) (
α
)
αn ≤ min{M,N} 2αn ≤ N αn ≤ N
(ii) The morphisms between
(a) Hilbert spaces
(b) spin factors
are all of multiplicity one. More precisely, in the Hilbertian case, they coincide with
the isometric embeddings, whereas for a non-zero morphism between spin factors, ϕ :
Z1 → Z2, there exists an isometric embedding U : Z1 → Z2 for the canonical Hilbert
space structures of Z1 and Z2 with U(x
∗) = U(x)∗ for all x ∈ Z1 and a complex number
µ ∈ C with |µ| = 1 such that
ϕ(x) = µU(x) for all x ∈ Z1.
The fact that exchanging type II with type III factors leaves the respective results (as,
essentially, their proofs) unchanged is no accident and can be explained by the fact that there
is an involutive equivalence of these subcategories (to be explained in more detail in the next
section).
3.1 Proof of Theorem 3.5
Case I→ I Let Z and W be type I Cartan factors with rankZ, rankW ≥ 2, and suppose
that Z and W are embedded in their universal universal TROs
Z = {(A,A⊤) : A ∈Mn,m} ⊆ τ(Z) = Mn,m ⊕Mm,n
and
W = {(B,B⊤) : B ∈MN,M} ⊆ τ(Z) = MN,M ⊕MM,N .
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We know from Proposition 3.2 that the mapping τ(ϕ) : τ(Z) → τ(W ) is uniquely, up to
unitary equivalence, determined by a 2× 2 matrix
(
α β
γ δ
)
with entries in N0. Moreover, by
the same result,
αn + βm ≤ N, γn+ δm ≤M, (1)
αm+ βn ≤M, γm+ δn ≤ N.
and there exist unitaries U1, U2 and K1,K2 such that
τ (ϕ) =
(
U1
(
idαn,m⊕ id
β
m,n
)
K1, U2
(
idγn,m⊕ id
δ
m,n
)
K2
)
,
where idγj,k denotes the γ-fold identity representation of Mj,k. Now τ (ϕ) (Z) ⊆ W and
therefore (
U1
(
idαn,m (A)⊕ id
β
m,n
(
A⊤
))
K1
)⊤
= U2
(
idγn,m (A)⊕ id
δ
m,n
(
A⊤
))
K2,
for all A ∈Mn,m. This yields
idγn,m (A)⊕ id
δ
m,n
(
A⊤
)
= U∗2K
⊤
1
(
idαm,n
(
A⊤
)
⊕ idβn,m (A)
)
U⊤1 K
∗
2
= U˜
(
idβn,m (A)⊕ id
α
m,n
(
A⊤
))
K˜,
for suitable unitaries U˜ and K˜. But, since Z generates τ(Z) as a TRO, this can only be true
if α = δ and β = γ. On the other hand, each of the TRO-morphisms with this multiplicity
stems from a JC*-morphism, uniquely determined up to unitary equivalence.
Case II, III→ I If Z is of type II (resp. type III ), and W = CIN,M rectangular, N,M ≥ 2,
then τ(ϕ) : τ(Z)→ τ(W ) is, up to unitary equivalence, uniquely determined by a 2×1-matrix
( αβ ) . In order that τ(ϕ)Z ⊆ W , only α = β is possible, and 0 ≤ nα ≤ min{M,N}. But each
of these mappings comes from a morphism of the underlying JB*-triples.
Case I→ II, III We treat the case I → III only; the missing case is proven almost identi-
cally. Suppose that
Z = {(A,A⊤) : A ∈Mn,m} ⊆ τ(Z) = Mn,m ⊕Mm,n,
for suitable n,m ∈ N, and, respectively,
W = {A ∈MN : A
⊤ = A} ⊆ τ(W ) = MN ,
for suitable N ∈ N. If ϕ : Z → W is a JB*-triple morphism, then τ(ϕ) is, up to unitary
equivalence, uniquely determined by a 1×2 matrix
(
α β
)
with α, β ∈ N0 and 0 ≤ αn+βn ≤
N . Consequently, there exist unitary matrices U and K such that
τ(ϕ) = U(idαn,m⊕ id
β
m,n)K,
We must have
τ(ϕ)((A,A⊤)) = U
(
diagα(A)⊕ diagβ(A
⊤)⊕ 0N−α−β
)
K ∈W,
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for all A ∈Mn,m, and so (τ(ϕ)((A,A
⊤)))⊤ = τ(ϕ)((A,A⊤)), or
U
(
diagα(A)⊕ diagβ(A
⊤)⊕ 0N−α−β
)
K = U˜
(
diagβ(A)⊕ diagα(A
⊤)⊕ 0N−α−β
)
K˜
with unitary matrices U˜ and K˜. Since Mn,m ⊕Mm,n is generated by Z = {(A,A
⊤) : A ∈
Mn,m}, we must have α = β with α(m + n) ≤ N . For appropriately chosen permutation
matrices Π1,2, and unitaries U, V such that τϕ(A,B) = U (diagα(A)⊕ 0n−2α ⊕ diagα(A)) V
we have
ϕ(A) = τϕ(A,A⊤) = UΠ1
 0 adiagk(A)0
adiagk(A
⊤) 0
Π2V.
Cases II→ II and III→ III Let Z and W be type II Cartan factors realized as
Z = {A : A ∈Mn, A
⊤ = −A} ⊆ τ(Z) = Mn
and
W = {B : B ∈MN , B
⊤ = −B} ⊆ τ(W ) = MN .
for n,N ∈ N. If ϕ : Z → W is a JB*-triple morphism, then ϕ is, up to unitary equivalence,
uniquely determined by its multiplicity matrix
(
α
)
with 0 ≤ α ≤ Nn and α ∈ N0. Note that
the restriction of the standard form of τϕ already takes takes values in W . The argument in
the case III → III is identical.
Cases III→ II and II→ III Let, for n,N ∈ N, Z and W be realized as
Z = {A : A ∈Mn, A
⊤ = A} ⊆ τ(Z) = Mn
and
W = {B : B ∈MN , B
⊤ = −B} ⊆ τ(W ) = MN ,
respectively. Then, any JB*-morphism ϕ : Z →W is again determined by a 1×1-matrix
(
α
)
with 0 ≤ α ≤ Nn .
We first assume that N = αn and fix unitary matrices U and K such that ϕ(A) =
U idα(A)K for every A ∈ Z. Applying an automorphism of W of the form ψ(B) = V BV ⊤, V
unitary, we may assume that ϕ = U idα, for a unitary matrix U . As ϕ(A) is skew-symmetric
for every symmetric matrix A, we find, letting A = En, U
⊤ = −U . Write U = (Ui,j) with
Ui,j ∈Mn. Then, for every symmetric matrix A,
(Ui,jA) = (−Ui,jA)
⊤ = (AUj,i).
Thus Ui,jA = AUj,i for every n × n-matrix A, since the symmetric matrices generate Mn as
a TRO. Consequently, Ui,j = λi,jEn, where necessarily λi,i = 0 and λi,j = −λj,i. It follows in
particular that α is even, and so
ϕ(A) = U idα(A)K = U ′
(
adiagN/2(−A)⊕ adiagN/2(A)
)
K,
for an appropriately chosen unitary U ′.
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Next we assume that αn < N . Then there exists a unitary U such that
ϕ(A) = U (diagk(A)⊕ 0N−k) .
With a similar reasoning as before we find that
U =
(
U ′ 0
0 B
)
,
where U ′ and B are unitary matrices and U ′ = (λi,jEn) with λi,j = −λj,i. We can now easily
deduce that α has to be even and proceed as before.
The case III → II is very similar and therefore omitted.
Case IV→ IV Let Z1 and Z2 be spin factors and denote by χ(Z1) the selfadjoint part
of Z1. We start by showing that ϕ is unitary with respect to the underlying Hilbertian
structure. In fact, when embedded into its universal TRO, the associated scalar product is
defined through
ST ∗ + T ∗S = 2〈S, T 〉 id
and hence is the restriction to Z of
〈S, T 〉 = tr(ST ∗),
where tr denotes the normalized trace. Then, as τ(ϕ) is unitarily equivalent to a multiple of
the identity map, this scalar product must be left invariant under τ(ϕ), and so ϕ has to be an
isometric embedding with respect to the Hilbertian structure. For the reminder of the proof
we follow the method developed in [HI92, Section 2].
Since Z1 and Z2 are factors, ϕ is injective. We will first prove that there exists a complex
number λ, |λ| = 1 with
ϕ(x)∗ = λϕ(x)
for all x ∈ χ(Z1). For every non-zero x ∈ χ(Z1), {x, x, x} = 〈x, x〉x, and so, ϕ({x, x, x}) =
〈x, x〉ϕ(x). On the other hand,
ϕ({x, x, x}) = {ϕ(x), ϕ(x), ϕ(x)} = 2〈ϕ(x), ϕ(x)〉ϕ(x) − 〈ϕ(x), ϕ(x)∗〉ϕ(x)∗.
The scalar product 〈ϕ(x), ϕ(x)∗〉 is non-zero, because otherwise we could conclude that
2ϕ(x)2 = 〈ϕ(x), ϕ(x)∗〉 = 0, which would show that ϕ(x) is a minimal element by [Har79,
Proposition 1], i.e. for every z ∈ Z2 exists a µ ∈ C such that {x, z, x} = µx). Since ϕ is
injective, x would be minimal and therefore xx∗ = x2 = 0, too. This is a contradiction since
x 6= 0. Consequently, we can divide by 〈ϕ(x), ϕ(x)∗〉, and if we put
λ :=
2〈ϕ(x), ϕ(x)〉 − 〈x, x〉
〈ϕ(x), ϕ(x)∗〉
we obtain
ϕ(x)∗ = λϕ(x).
That λ does not depend on x can be seen by standard arguments. Now we choose µ with
µ2 = λ and define U := µϕ . For every x ∈ χ(Z1) we have
U(x) = µϕ(x) = µλϕ(x)∗ = (µϕ(x))∗ = U(x)∗
and therefore U(z∗) = U(z)∗ for every z ∈ Z1.
Since the rank of the Cartan factor CI1,n is equal to 1 for all n ∈ N, there cannot be any
non-zero JB*-triple morphisms from Cartan factors with rank greater or equal to 2 to CI1,n.
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The Hilbertian case is left to the reader.
Definition 3.6. We will say that a morphism between finite dimensional JC*-triples is of
standard form iff it is one of the morphisms appearing in Theorem 3.5.
Corollary 3.7. Let Z1 and Z2 be Cartan factors of type I, II, or III. Then for each map
Φ : K0(Z1)→ K0(Z2) and α, β ∈ N0 satisfying the following conditions, there is, up to unitary
equivalence, exactly one JB*-morphism ϕ : Z1 → Z2 with multiplicities α, β.
−→ K0(C
I
M,N ) = Z⊕ Z K0(C
II
N ) = Z K0(C
III
N ) = Z
K0(C
I
m,n) (k1, k2) 7→ (k1, k2) 7→ (k1, k2) 7→
= Z⊕ Z (αk1 + βk2, βk1 + αk2) α(k1 + k2) α(k1 + k2)
αm+ βn ≤M,αn + βm ≤ N α(m+ n) ≤ N α(m+ n) ≤ N
K0(C
II
n ) = Z k 7→ (αk, αk) k 7→ αk k 7→ 2αk
αn ≤ min{M,N} αn ≤ N 2αn ≤ N
K0(C
III
n ) = Z k 7→ (αk, αk) k 7→ 2αk k 7→ αk
αn ≤ min{M,N} 2αn ≤ N αn ≤ N
Proof. The proof of this result essentially consists in a calculation of K0(ϕ) for the different
cases. Note that unitary equivalence induces inner automorphisms on the left C*-algebra of
the universal TRO, so that in order to calculate the action of morphisms between K-groups,
we may suppose that all of them are in standard form. We illustrate these calculations in the
case where ϕ maps a rectangular factor Z into a hermitian one, W . In this case, the map
τ(ϕ) : τ(Z) = Mm,n ⊕Mn,m → τ(W ) = MN
is
(A,B) 7−→

A
..
.
A
0
B
..
.
B

,
with α repetitions of A and B, respectively. For L(τ(ϕ)) : Mm ⊕Mn →MN , we have
L(τ(ϕ))(S, T ) = L(τ(ϕ))
(∑
SiS
∗
i ,
∑
TT ∗i
)
=
=
(∑
τ(ϕ)(Si)τ(ϕ)(Si)
∗,
∑
τ(ϕ)(T )τ(ϕ)(Ti)
∗
)
= diagα (S, . . . , S)⊕0⊕diagα (T, . . . , T ) ,
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giving
K0(ϕ)(k1, k2) = α(k1 + k2), 2α ≤ N
Once these calculations are done, the data obtained suffice to unambiguously identify the
underlying JB*-morphism.
4 A complete isomorphism invariant
The canonical involution On a TRO T , denote the operators z 7→ xy∗z and z 7→ zy∗x by
Lxy∗ and Ry∗x, respectively. For T
op, we use the notation Lopxy∗ and R
op
y∗z. Since L
op
xy∗ = Ry∗x
and Lopvw∗L
op
xy∗ = Rw∗vRy∗x, as operators on the vector space T , we may identify L(T
op) with
R(T ). If we consider the canonical antiautomorphism Φ of τ(Z) as an isomorphism between
τ(Z) and τ(Z)op we obtain an isomorphism
L(Φ) : L(τ(Z))→ L(τ(Z)op) = R(τ(Z)).
At the level of K-theory, we will compare this map to the Morita isomorphism: Fix a TRO
T . Denote by ιL and ιR the canonical embeddings of L(T ) and R(T ) into L(T ), respectively.
Then, for a (separable) TRO T the mapping
ηT := K0(ιL)
−1 ◦K0(ιR) : K0(R(T ))→ K0(L(T ))
is an isomorphism between left and right K0-groups of T . See e.g. [BW15, Section 2].
Definition 4.1. Let Z be a separable JC*-triple, and denote by Φ the canonical isomorphism
τ(Z)→ τ(Z)op. We call the conjugate linear, self-adjoint isomorphism
σZ = ητ(Z)K0 (L(Φ))
the canonical involution of K0(Z).
Lemma 4.2. Suppose Z is a JB*-factor. Then the canonical involution is the identity in
case Z is symplectic or hermitian, and, for the rectangular, non-Hilbertian, factor,
σZ = Z⊕ Z→ Z⊕ Z, (u, v) 7→ (v, u).
Proof. As the K0-groups of the symplectic and hermitian factors are Z, only the case of a
factor Z = Mm,n requires a proof. In this case, τ(Z) = Mm,n ⊕Mn,m, L(τ(Z)) = Mm ⊕Mn,
R(τ(Z)) = Mopn ⊕M
op
m , and
L(Z) =
(
Mm ⊕Mn Mm,n ⊕Mn,m
Mn,m ⊕Mm,n M
op
n ⊕M
op
m
)
∼=
(
Mm Mm,n
Mn,m M
op
n
)
⊕
(
Mn Mn,m
Mm,n M
op
m
)
.
Since the canonical involution Φ on τ(Z) is given by Φ(A⊕B) = (B⊤ ⊕A⊤) we obtain for
L(Φ) : Mm ⊕Mn → L ((Mm,n ⊕Mn,m)
op) = Mopn ⊕M
op
m
that
L(Φ)(A,B) = (B⊤, A⊤)
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and K0 (L(Φ)) (x⊕ y) = y ⊕ x. Furthermore, the mappings
ιL : Mm ⊕Mn →
(
Mm Mm,n
Mn,m M
op
n
)
⊕
(
Mn Mn,m
Mm,n M
op
m
)
and
ιR : Mn ⊕Mm →
(
Mm Mm,n
Mn,m M
op
n
)
⊕
(
Mn Mn,m
Mm,n M
op
m
)
are given by
ιL(p⊕ q) =
(
p 0
0 0
)
⊕
(
q 0
0 0
)
as well as ιR(r ⊕ s) =
(
0 0
0 r
)
⊕
(
0 0
0 s
)
,
and we find ηZ = idZ2 .
It is also not difficult to calculate the canonical involution in the Hilbertian and spin case,
respectively, but we won’t need that here.
Special subsets of the K0-group. The invariant. In order to obtain an isomorphism
invariant for finite dimensional JB*-triples, K-groups have to be furnished with additional
structure. We will use here a variant which accomplishes the classification of the most com-
plicated part of the inductive limit of finite dimensional JB*-triples. Besides the canonical
involution, this invariant consists of three distinguished subsets of K0(Z), defined in the
following way.
Definition 4.3. Denote by Σ(Z) the subset of K0(Z) consisting of all equivalence classes
coming from projections in L(τ(Z)). This subset will be called the scale of Z.
A subset of Σ(Z) is obtained as follows.
Definition 4.4. Suppose that Z is embedded into its universal TRO, and fix a tripotent
u ∈ Z. Since u also is tripotent with respect to the TRO-product, the element ρZ(u)ρZ(u)
∗
is a projection in the left C*-algebra of TRO(Z), and we denote the set of the equivalence
classes in K0(Z) which arise in this way by ∆
+(Z).
As ρZ(u)
∗ρZ(u) is equivalent in L(τ(Z)) to ρZ(u)ρZ(u)
∗, no new information is gained
from using right C*-algebras.
Definition 4.5. Let Z be a JC*-triple with canonical antiautomorphism Φ : τ(Z) → τ(Z).
We denote by Z− the JC*-triple
Z− = {z ∈ τ(Z) | Φ(z) = −z } ,
and let ∆−(Z) = ∆+(Z−).
We are ready for
Definition 4.6. The K±-invariant of a JB*-triple Z is the quintuple
K±0 (Z) = (K0(Z),Σ(Z),∆
+(Z),∆−(Z), σZ)
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Proposition 4.7. For the finite dimensional universally reversible factors,
K±0 (C
III
n ) = (Z, {0, 1, . . . , n}, {0, 2, 4, . . . , k}, {0, 1, 2, . . . , n}, id)
K±0 (C
II
n ) = (Z, {0, 1, . . . , n}, {0, 1, 2, . . . , n}, {0, 2, 4, . . . , k}, id)
and, with k being the largest even number such that k ≤ n and µ = min{m,n},
K±0 (C
I
m,n) =
(
Z
2, {0, 1, . . . ,m} × {0, 1, . . . , n},
{(0, 0), (1, 1), . . . , (µ, µ)}, {(0, 0), (1, 1), . . . , (µ, µ)}, σ : (s, t) 7→ (t, s)) .
Proof. This follows easily from the observation that Z− is symplectic (hermitian) if Z is
hermitian (symplectic), that for a rectangular factor W ,
W− =
{
(A,−A⊤) ∈Mm,n ⊕Mn,m | A ∈W
}
∼=W,
and the calculation of the ∆-sets carried out in [BW12, Proposition 4.4]. The remaining part
follows from Lemma 4.2.
Functoriality of the invariant One of the most important results in this section is the
fact that Morita equivalence is well behaved under TRO-morphisms.
Lemma 4.8. Whenever ϕ : T → U is a TRO-morphism of separable TROs, then the diagram
K0(R(T ))
K0(R(ϕ))

ηT
// K0(T )
K0(ϕ)

K0(R(U)) ηU
// K0(U)
commutes.
Again, see [BW15, Section 2] for more details.
Lemma 4.9. Let φ : X → Y be a morphism between JC*-triples, and denote by ΦX and ΦY
their canonical antiautomorphisms. Then
τ(φ) ◦ ΦX = ΦY ◦ τ(φ).
Proof. Since X generates τ(X) as TRO, ΦX (and similarly ΦY ) is uniquely determined by
the relation
ΦX
(
x1
n∏
i=1
x∗2ix2i+1
)
= x2n+1
n∏
i=1
x∗2n−2i+2x2n−2i+1, x1, . . . , x2n+1 ∈ X.
Thus, for all x1, . . . , x2n+1 ∈ X,
τ(φ)
(
ΦX
(
x1
n∏
i=1
x∗2ix2i+1
))
=
= τ(φ) (x2n+1)
n∏
i=1
τ(φ) (x2n−2i+2)
∗ τ(φ) (x2n−2i+1) = ΦY
(
τ(φ)
(
x1
n∏
i=1
x∗2ix2i+1
))
,
proving the lemma.
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Lemma 4.9 implies
Lemma 4.10. Let Z be a If µ : Z1 → Z2 is a JC*-morphism, then
µ− = τ(µ)|Z−1
is a well-defined JC*-morphism Z−1 → Z
−
2 .
Proposition 4.11. The K±0 -invariant is functorial and additive, i.e. for any JB*-morphism
ϕ, K±0 (ϕ) maps scales into scales, ∆
+– and ∆−–sets into ∆+– and ∆−–sets, intertwines
canonical involutions, and, if Z = Z1 ⊕ · · · ⊕ Zk then
K±0 (Z) =
k⊕
κ=1
(
K0(Zκ),Σ(Zκ),∆
+(Zκ),∆
−(Zκ), σZκ
)
.
Proof. Functoriality of K-groups and scales is obvious. The statement for ∆-sets and the
involution follows easily from Lemma 4.10 and Lemma 4.9. Additivity of the K-functor was
shown in [BW14, Theorem 3.2.]. ∆+ clearly behaves additively. That the canonical involution
behaves additively follows from the fact that τ is additive and the uniqueness of the canonical
antiautomorphism [BFT12, Theorem 3.5]. This fact established, additivity of ∆− and σ follow
as well.
Definition 4.12. We call a finite dimensional JB*-triple principal iff it is the direct sum of
non-Hilbertian factors of type I, II, or III.
This definition owes its existence to the statement of the main theorem, less so to the fact
that in many of the other cases analogous results would be impossible to prove.
Theorem 4.13. Let Z1 and Z2 be finite-dimensional principal JB
∗-triples. If γ : K0(Z1)→
K0(Z2) is a morphism of groups which
(i) maps the subsets in K±0 (Z1) into the corresponding subsets of K
±
0 (Z2), and
(ii) intertwines canonical involutions,
then, up to unitary equivalence, there is exactly one morphism Φ : Z1 → Z2 such that γ =
K0(Φ).
Proof. Suppose first that both, Z1 and Z2 are principal factors. In all the cases, K0-groups
are either Z2 or Z, and since (ii) was supposed to hold, γ must be represented by(
α β
β α
)
,
(
α
α
)
,
(
α α
)
, α, β ∈ Z,
in case CI → CI, CI → CII,III, and CII,III → CI. In all the other cases the mulitplicity
matrix is of the more simple form (α) where α ∈ Z. In all cases except for a morphism
CIm,n → C
I
M,N , the condition γ(∆
±(Z1)) ⊆ ∆
±(Z2) ensues α ≥ 0 and, furthermore, forces
α to respect the upper bounds from Corollary 3.7. The same condition guarantees that the
17
multiplicities of the morphisms between different factors of Type II and III are even. For a
morphism CIm,n → C
I
M,N , one uses the fact that
γ(Σ(Z1)) = {(αs + βt, βs+ αt) | s = 0, 1, . . . ,m, t = 0, 1, . . . , n} ⊆
⊆ Σ(Z2) = {(S, T ) | S = 0, 1, . . . ,M, T = 0, 1, . . . , N }
to see that α, β ≥ 0 with αm+ βn ≤M and αn+ βm ≤ N . In all cases, it then follows from
Corollary 3.7 that there exists a uniquely determined morphism Φ : Z1 → Z2 with γ = K0(Φ).
For the case of arbitrary finite dimensional principal JB*-triples, let, for i = 1, 2, Zi =⊕Ni
ν=1 Zi,ν be the decomposition of Zi into factors. Write γ = (γµν), where γµν : K0(Z1,µ)→
K0(Z2,ν) are morphisms of abelian groups. Because the K
±-invariant is additive, each of
the γµν is a K
±-morphism so that by the first part of this proof, there are morphisms Φµν :
Z1,µ → Z2,ν with K0(Φµν) = γµν . Thus, Φ = (Φµν) is the morphism we were looking for.
Inductive limits In the following, Z will denote an inductive limit of JC*-triple systems
Zn with morphisms µn : Zn → Z, and we think of Z as Z =
⋃
n∈N µn(Zn).
We will eventually show that K± is continuous under the formation of inductive limits.
K-theory itself possesses this continuity property for JB*-triples, as was shown in [BW15], so
that
K0(Z) =
⋃
n∈N
K0(µn)(Zn).
That Σ(·) is continuous with respect to inductive limits follows from combining well-known
facts in the following way. Extending the connecting morphisms ϕn : Zn → Zn+1 to TRO-
morphism τ(ϕn) : τ(Zn) → τ(Zn+1), we can form the corresponding inductive limit in the
TRO-category. As shown in [BW15, Lemma 3.5], all of the functors τ , L, and R are contin-
uous, and so continuity of Σ follows from [Dav96, IV.1.2, IV.1.3].
Central to the treatment of tripotents in inductive limits of JC*-triples is
Lemma 4.14. Let Z be a JB*-triple system and z ∈ Z with ‖z‖ < 1. If ‖{z, z, z}− z‖ < ε ≤
1
4 , then there exists a tripotent e ∈ Z with ‖e− z‖ < ε
1/2.
Proof. It is well known [Kau83, Lemma 1.14] that T, the JB*-triple generated by z, is, through
a Gelfand transform x 7→ xˆ, triple (and thus isometrically) isomorphic to a commutative C∗-
algebra C0(S,C), equipped with its canonical triple structure structure. The assumption
yields, for all s ∈ S,
|1− |zˆ(s)|‖ zˆ(s)| <
ε
1 + |zˆ(s)|
≤ ε
and so for the spectrum of z within T we find σT(z) = zˆ(S) ⊆ U0 ∪ U1, where
U0 =
{
c ∈ C
∣∣∣∣ |c| < ε1/2 ≤ 12
}
and U1 =
{
c ∈ C
∣∣∣∣ |1− |c‖ < ε1/2 ≤ 12
}
.
Note that the sets zˆ−1(U0,1) are open and closed, and zˆ
−1(U1) is compact. Let
eˆ(s) =
{
0 if zˆ(s) ∈ U0
zˆ(s)|zˆ(s)|−1 if zˆ(s) ∈ U1.
Then eˆ ∈ C0(S,C) and ‖zˆ − eˆ‖ < ε
1/2, whence e ∈ T is the tripotent we were looking for.
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Corollary 4.15. Let Z be the inductive limit of a directed system of JC∗-triple systems (Zn),
with canonical morphisms µn : Zn → Z. If e ∈ Z is tripotent and 1 ≥ ε > 0, then there exist
n ∈ N and a tripotent f ∈ Zn such that
‖e− µn(f)‖ < ε.
Proof. Since µn and {·, ·, ·} are continuous, we may pick n ∈ N as well as en ∈ Zn with
‖e − µn(en)‖ < ε/2 as well as ‖{en, en, en} − en‖ < ε
2/4. The previous Lemma produces a
tripotent f ∈ Zn with ‖en − f‖ < ε/2, and we are done.
This last lemma shows in light of [Dav96, IV.1.2] that ∆+(Z) =
⋃
n∈NK0(µn) (∆
+(Zn)).
In order to treat ∆−(Z) and the canonical automorphism of Z in a similar way, we prove the
following
Lemma 4.16. Let Z be the inductive limit of finite dimensional universally reversible JC*-
triple systems. Then Z is universally reversible. Furthermore,
(a) the involutive antiautomorphisms Φ and Φn of Z and Zn satisfy
Φ|τ(µn)(τ(Zn))
= τ (µn) Φn,
(b) the canonical involutions σ and σn of K0(Z) and K0(Zn), respectively, satisfy
σ|K0(µn)(K0(Zn))
= K0(µn)σn.
Proof. Part (a)is a consequence of Lemma 4.9, whereas (b) follows from Lemma 4.8. In order
to see that Z is universally reversible, we use the fact that, with the canonical antiautomor-
phism Φ of Z given in (a), z ∈ τ(Z) is in Z as soon as Φ(z) = z as well as [BFT12, Lemma
4.2].
From Lemma 4.16(a) we may now conclude that Z− is the inductive limit of the system
(Z−n , ϕ
−
n ) with canonical mappings µ
−
n : Zn → Z. As a consequence, the same argument
showing that ∆+(Z) is the union of sets µn(∆
+(Zn)) now shows that the analogous statement
holds for ∆−(Z). We summarize this discussion in
Proposition 4.17. Let (Z, (µn)) be the inductive limit of finite dimensional universally re-
versible JC*-triples systems (Zn). Then
K0(Z) =
⋃
n∈N
K0(Zn)
Σ(Z) =
⋃
n∈N
K0(µn) (Σ(Zn))
∆+(Z) =
⋃
n∈N
K0(µn)
(
∆+(Zn)
)
∆−(Z) =
⋃
n∈N
K0(µn)
(
∆−(Zn)
)
and
σZ = lim
−→
σZn .
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5 Main Results
This section is devoted to the proof of
Theorem 5.1. Each inductive limit of finite dimensional JB*-triples Z admits a decomposi-
tion
Z = P ⊕ E ⊕ S ⊕H
where H is a direct sum of Hilbert spaces, S a direct sum of spin factors and E a direct sum
of exceptional factors.
The principal part P of Z is an inductive limit of hermitian, symplectic and rectangular
factors and can be classified by its K±-invariant which is, in a suitable sense, the inductive
limit of the involved finite dimensional JB*-triples.
Definition 5.2. Let Z be a JB*-triple.
(a) We call Z an AF-triple if it is the inductive limit of finite dimensional JB*-triple systems.
(b) Z is called a principal AF-triple if it is an inductive limit of (sums of) hermitian, sym-
plectic and rectangular factors.
Proposition 5.3. If A is a C∗-algebra which is the inductive limit of finite dimensional
JB*-triple systems, then it is already an AF-algebra.
This can be seen in the following way: Let (Zn) be a sequence of finite dimensional JB*-
triples such that A =
⋃
Zn. If we define An to be the C
∗-algebra generated by Zn in A
for n ∈ N, then An is finite dimensional since the inclusion mapping of Zn into A induces a
surjective ∗-morphism from the universal enveloping C∗-algebra of Zn onto An.
Lemma 5.4. Each principal inductive limit Z =
⋃
∞
n=1 Zn is isomorphic to an inductive limit
for which the connecting maps are in standard form.
Proof. We denote by ϕn : Zn → Zn+1 the morphisms given at the outset, and by σn : Wn →
Wn+1 the standard forms for these mappings, for all n ∈ N. Pick unitaries Un ∈ Lτ(Zn) and
Ûn ∈ Rτ(Zn) so that ϕn = Un+1σnÛn+1. Put V1 = V̂1 = 1, ψ1 = idZ1 , and define, recursively,
a sequence of unitaries in Lτ(Zn) and Rτ(Zn) by letting
Vn+1 = (Lϕn(Vn) + 1− Lϕn(1))Un+1 V̂n+1 = Ûn+1
(
Rϕn(V̂n) + 1−Rϕn(1)
)
.
Define JB*-automorphisms ψn of Zn through ψn(z) = VnzV̂n. Then, for all z ∈ Zn,
ϕnψn(z) = (Lϕn(Vn) + 1− Lϕn(1))ϕn(z)
(
Rϕn(V̂n) + 1−Rϕn(1)
)
=
= Vn+1σn(z)V̂n+1 = ψn+1σn(z),
giving the result.
Theorem 5.5. If Z and W are principal AF-triples and γ : K0(Z) → K
JB*
0 (W ) is an
isomorphism respecting the K±0 -invariant, then there exists a JB*-isomorphism ϕ : Z → W
with KJB*0 (ϕ) = σ.
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Proof. Suppose that Z and W as inductive limits are given by ζn : Zn−1 → Zn and ηn :
Wn−1 → Wn, respectively. By Lemma 5.4, we may suppose that the connecting mor-
phisms are in standard form. By Propopsition 4.17, K0(Z) =
⋃
n∈N0
K0(Zn) and K0(W ) =⋃
n∈N0
K0(Wn). Consider the restriction γ1 of γ to K0(Z0). Since K0(Z0) is a finitely gener-
ated Z-module (and γ a Z-module map), its image under γ1 is one as well, and the image of
γ1 must be contained in some K0(Wn1), for n1 ∈ N large enough. Invoking Proposition 4.17
as well as the additivity of the K±-invariant,
γ1
(
∆±(Z0)
)
⊆
⋃
n∈N0
∆± (Wn) and γ1 (Σ(Z0)) ⊆
⋃
n∈N0
Σ (Wn) .
Because each of the sets ∆±(Z0),Σ(Z0) is finite, we may enlarge n1, if necessary, and assume
that
γ1
(
∆±(Z0)
)
⊆ ∆± (Wn1) and γ1 (Σ(Z0)) ⊆ Σ (Wn1) .
As γ intertwines the canonical involutions on the involved K-groups, Propopsition 4.17 shows
that γ1 intertwines the canonical involutions of K0(Z0) and K0(Wn1), respectively. Conse-
quently, γ1 is a morphism of commutative groups of the type that was addressed in Theo-
rem 4.13, and it follows that there is a triple morphism φ1 : Z0 → Wn1 with K0(φ1) = γ1.
Proceeding inductively, we find a strictly increasing sequence (nk) of integers with n0 = 0, as
well as triple morphisms φk : Znk−1 →Wnk . Let γk = K0(φk). Then
. . . // K0(Znk−1)
//
γk
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
. . . // K0(Znk)
//
γk+1
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
. . . // . . . // K0(Z)
γ

. . . // K0(Wnk)
// . . . // K0(Wnk+1)
// . . . // K0(W )
commutes. Let ζ˜k+1 =
∏nk+1
ν=nk+1
ζν and η˜k+1 =
∏nk+1
ν=nk+1
ην so that
K0(η˜k+1φk) = K0(φk+1ζ˜k)
We then determine inductively unitaries Uk and Vk with the property that if we let φ˜k =
UkφkVk we have
η˜k+1φ˜k = φ˜k+1ζ˜k.
It follows that there is a morphism φ sucht that
. . . // Znk−1
//
φ˜k ##❋
❋
❋
❋
❋
❋
❋
❋
. . . // Znk
//
φ˜k+1 ##❋
❋
❋
❋
❋
❋
❋
❋
❋
. . . // . . . // Z
φ˜

. . . //Wnk
// . . . //Wnk+1
// . . . //W
commutes, implying K0(φ˜) = γ.
Proposition 5.6. Let Z∞ be the inductive limit of a sequence of finite dimensional JB*-triple
systems (Zn, ϕn).
(a) If each Zn is a spin factor, then Z∞ is a spin factor.
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(b) If all Zn are finite direct sums of finite dimensional Hilbertian factors, then Z∞ is a
direct sum of Hilbertian factors.
(c) If all Zn are finite direct sums of finite dimensional spin factors, then Z∞ is a direct sum
of spin factors.
Proof. We start with (a). According to Theorem3.5(iv) we may write ϕn(z) = µnUn(z) with
µn complex, of modulus one, and Un a unitary embedding which respects involutions. It is
straightforward to check that the inductive system (Zn, Un) has a spin factor Z∞,0 as limit.
Let ν1 = idZ1 and, for k ≥ 2,
νk : Zk → Zk, z 7→ µ1 · · ·µk−1z.
Then
Z1
ϕ1
//
idZ1

Z2
ϕ2
//
ν2

Z3
ϕ3
//
ν3

. . . // Z∞
Z1
U1
// Z2
U2
// Z3
U3
// . . . // Z∞,0
commutes, and Z∞ is isomorphic to the spin factor Z∞,0.
The proofs of (b) and (c) are fairly standard arguments. We indicate how to obtain (c).
Write Zn as a direct sum of spin factors, Zn = S
n
1 ⊕ . . . ⊕ S
n
kn
. If we choose from every level
n ∈ N exactly one index αn with 1 ≤ αn ≤ kn, we get a path I := (αi)i∈N. For each path
I = (αi) denote by (S
I
αi) the sequence of corresponding spin factors and write ϕ
I
αi for the
result of restricting and compressing ϕi to a JB*-morphism S
I
αi → S
I
αi+1 . We thus obtain an
inductive system (SIαi , ϕ
I
αi) whose limit we denote by S
I . Unless SI = 0, all maps ϕIαi are
injective, and thus, by (a), SI is a spin factor. Identify paths if they eventually coincide and
denote the resulting set of equivalence classes [I] by I. We may define S[I] = SI , and then
find
Z∞ =
⊕
[I]∈I
S[I]
Proof of Theorem 5.1 We call a class of factors (which we denote here by P, E, S, or
H, respectively) cul-de-sac if it is not possible to find a non-trivial JB*-morphism from an
object of another class to an object of this class or if it is not possible to find a non-trivial
JB*-morphism from an object of this class to an object of another class. If a class is cul-de-
sac, then it does not interfere with the other classes in the inductive limit. Its fairly obvious
that E is cul-de-sac. Moreover H is cul-de-sac, because all Hilbertian triple systems are of
rank 1 and it is not possible to embed members of other classes into them. The spin factor,
which are the objects from S are all of rank 2. Thus it is only possible to embed elements
of H and type I factors whose rank equals 2. In both cases it is not possible to go back to
theses classes due to the rank results in section 1. For the same reason, it is impossible to
enter another class starting from P , and so this is a cul-de-sac, too.
The result now follows from combining Theorem 5.5 with Proposition 5.6.
22
6 Principal AF-triples
Corollary 6.1. An AF-triple Z is principal iff it is universally reversible.
Proof. Each direct summand of a universally reversible JC*-triple inherits this property and
so, a universally reversible AF-triple must be principal, as a consequence of [BFT12, Theo-
rem 5.6] and Theorem 5.1. Since all Cartan factors appearing in a principal AF-triple are
universally reversible, the converse follows easily.
Definition 6.2. Suppose ((Zλ), (ϕλ)) is an inductive sequence of finite dimensional JB*-
triple systems and write (αλij) for the multiplicity matrix of ϕλ. The ternary Bratteli diagram
of ((Zλ), (ϕλ)) is a weighted, colored graph with the following properties.
(a) Vertices are arranged into rows Vλ, one vertex for each single factor going into Zλ.
(b) Each vertex v is colored by a pair (h, n). Here, h is taken from six different hues,
❶,. . . ,❻, representing the Cartan factors, whereas n is the dimension of the Cartan
factor represented by v.
(c) The subgraph consisting of vertices in Vλ ∪ Vλ+1 and the edges between them is obtained
from letting (αλij) be its adjacency matrix, i.e. the ith vertex in Vλ and the jth vertex in
Vλ+1 are connected by an edge of weight α
λ
ij (and no edge should α
λ
ij = 0).
Theorem 6.3. Let (Zn) and (Wn) be increasing sequences of finite dimensional principal
JC∗-triples. If Z =
⋃
∞
n=1 Zn and W =
⋃
∞
n=1Wn have the same ternary Bratteli diagram,
then they are isomorphic.
Proof. As Bratteli Diagrams encode precisely the standard form of the connecting maps, the
result follows from Lemma 5.4 below.
Proposition 6.4. Let Z be a JB*-triple system. Then the following are equivalent:
(a) Z is a principal AF-triple.
(b) Z is separable and for every ε > 0 and for all z1, . . . , zn ∈ Z there exists a finite dimen-
sional principal subtriple W ⊆ Z such that dist(zi,W ) < ε for i ∈ {1, . . . , n}.
Proof. Clearly, for a principal AF-triple Z, (b) is true. Suppose, conversely, that (b) holds. As
(the canonical image of) Z generates L(τ(Z)) as a C*-algebra, it follows that L(τ(Z)) satisfies
(b), with ‘principal subtriples’ replaced by ‘sub-C*-algebras’. Hence, according to [Bra72],
L(τ(Z)) is an AF-algebra, and there is an increasing sequence (An) of finite dimensional sub
C*-algebras of L(τ(Z)) with
⋃
nAn = L(τ(Z)). Let
p =
(
1 0
0 0
)
∈ L(τ(Z)) =
(
R(τ(Z)) τ(Z)
τ(Z)∗ L(τ(Z))
)
,
and put P (a) = pa(1 − p). Then (Tn) = (P (An)) is an increasing sequence of sub-TROs
of τ(Z). If, for z ∈ Z, (tn) is a sequence with tn ∈ Tn and tn → z, then zn = P (tn) is in
Zn, the sequence (zn) converges to z, and so
⋃
n Tn = τ(Z). We now use the fact that Z is
principal. By Corollary 6.1 and [BFT12, Lemma 4.2], the projection Π = 1/2(id+Φ), where
Φ : τ(Z)→ τ(Z) is the canoncial antiautomorphism, maps sub-TROs of τ(Z) onto subtriples
of Z. Then, quite like before,
⋃
nΠ(Tn) = Z.
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Corollary 6.5. Every AF-triple system Z is the norm closure of the linear span of its tripo-
tents.
In case of the principal part P of Z = P ⊕E ⊕ S ⊕H this is a consequence of the above.
For the other classes this follows by a more direct and quite easy approach. For the somewhat
more difficult spin part S use the fact [Har81, p.358] that there is always a scalar product as
well as an involution a 7→ a¯ defined on S so that
{a, b, c} = 〈a, b〉c+ 〈c, b〉a − 〈a, c¯〉b¯
as well as
‖z‖2 = 〈z, z〉 +
√
〈z, z〉2 − |〈z, z¯〉|2
for a, b, c ∈ S. Thus, in the self-adjoint part Ssa all norm-one elements are tripotents.
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