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In honor of Prof. Thomas Kailath on the occasion of his 85th birthday
Holger Boche, Rafael F. Schaefer, and H. Vincent Poor
The capacity of finite state channels (FSCs) has been established
as the limit of a sequence of multi-letter expressions only and,
despite tremendous effort, a corresponding finite-letter character-
ization remains unknown to date. This paper analyzes the capac-
ity of FSCs from a fundamental, algorithmic point of view by
studying whether or not the corresponding achievability and con-
verse bounds on the capacity can be computed algorithmically. For
this purpose, the concept of Turing machines is used which pro-
vide the fundamental performance limits of digital computers. To
this end, computable continuous functions are studied and prop-
erties of computable sequences of such functions are identified. It
is shown that the capacity of FSCs is not Banach-Mazur com-
putable which is the weakest form of computability. This implies
that there is no algorithm (or Turing machine) that can compute
the capacity of a given FSC. As a consequence, it is then shown
that either the achievability or converse must yield a bound that
is not Banach-Mazur computable. This also means that there exist
FSCs for which computable lower and upper bounds can never
be tight. To this end, it is further shown that the capacity of
FSCs is not approximable, which is an even stricter requirement
than non-computability. This implies that it is impossible to find
a finite-letter entropic characterization of the capacity of general
FSCs. Finally, connections to the theory of effective analysis are
discussed. Here, results are only allowed to be proved in a construc-
tive way, while existence results, e.g., proved based on the axiom
of choice, are forbidden.
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1. Introduction
Finite state channels (FSCs) model discrete channels with memory where
the channel output depends not only on the current channel input but also
on the underlying channel state. The channel state allows the channel output
to implicitly depend on previous channel inputs and outputs. FSCs are of
significant interest as they allow to model certain types of channel variations
appearing in wireless communications including e.g. flat fading and inter-
symbol interference [1]. FSCs are relatively simple channels and are usually
used for approximations of more complex, time-continuous channels. The
theory of time-continuous channels goes back to Kailath’s seminal work [2].
Subsequently, communication over such time-continuous channels has been
studied, for example, in [3–6]. But FSCs are also used in molecular commu-
nication [7]. In the latter context, the trapdoor channel has been introduced
as a simple two-state channel and is studied in [8–11]. This channel is also
known as “chemical channel” due to Cover. The indecomposable finite state
channel (IFSC) is introduced in [12]. Estimating the capacity of flat fad-
ing IFSCs is considered in [13]. The compound capacity of FSCs is studied
in [14].
Determining the capacity of FSCs is extremely challenging. For exam-
ple, already for the trapdoor channel, the capacity is unknown. Only a lower
bound [10] and an upper bound given by the feedback capacity [11] are
known. Recently, a reinforcement learning approach has been presented in
[15] to compute the feedback capacity. For general FSCs, a finite-letter char-
acterization of the capacity in closed form is not known to date; only a
general formula based on the inf-information rate has been established in
[16]. In this paper, we are interested in the existence of “simple” capac-
ity expressions and whether or not such capacity expressions for FSCs are
algorithmically computable. Both questions are related to each other. For
example, a simple capacity expression could be given a single-letter formula
with entropic quantities. But it could also be a capacity function which is
computable in some sense. The requirement of certain performance func-
tions to be computable is usually implicitly assumed in information theory.
Particularly, capacity expressions with entropic quantities in dependence on
the communication parameters are usually assumed to be algorithmically
computable.
For the question of algorithmic computability, we use the concept of
a Turing machine [17–19], which is a mathematical model of an abstract
machine that manipulates symbols on a strip of tape according to certain
given rules. It can simulate any given algorithm and therewith provides a
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simple but very powerful model of computation. Turing machines have no
limitations on computational complexity, unlimited computing capacity and
storage, and execute programs completely error-free. Accordingly they pro-
vide fundamental performance limits for todays digital computers. Turing
machines account for all those problems and tasks that are algorithmically
solvable on a classical (i.e., non-quantum) machine. They are further equiv-
alent to the von Neumann-architecture without hardware limitations and
the theory of recursive functions, cf. [20–24].
Of particular interest in this work are computable continuous functions
[25] since such functions can be effectively approximated by computable
polynomial sequences which is a very strong requirement on the computabil-
ity. There are other forms of computability including Banach-Mazur com-
putability, which is the weakest from of computability. To this end, Section 2
introduces the computability framework and studies further properties and
insights of computable sequences of computable continuous functions and of
Banach-Mazur computable functions.
Subsequently, this paper studies FSCs which are properly introduced
in Section 3. The general question is addressed of whether or not a finite-
letter characterization of the capacity exists at all and whether or not the
capacity of FSCs is algorithmically computable. In Section 4 it is shown
and argued that either the achievability or converse (or both) must result
in a non-computable lower or upper bound, respectively. This bound is not
even Banach-Mazur computable (and therewith also not Turing computable)
and, as a consequence, the capacity is not Banach-Mazur computable as
well. This also means that there exist FSCs for which computable lower
and upper bounds can never be tight. Furthermore, it is shown that the
capacity of FSCs is not even approximable by computable sequences of
computable functions, i.e., it is impossible to approximate the capacity for
certain tolerated approximation errors. Note that non-approximability is
strictly stronger than non-computability. All these results hold for |X | ≥ 2,
|Y| ≥ 2, and |S| ≥ 2 and, thus, we consider the general case without restric-
tions on the cardinalities of the alphabets. This provides a complete pic-
ture, since for |S| = 1 the capacity becomes Turing computable and is given
by Shannon’s single-letter formula. A similar observation with respect to
the Turing computability of the capacity of FSCs has been made in [26],
where it has been shown that the capacity of FSCs is in general not Turing
computable if the input and state alphabets X and S satisfy |X | ≥ 10 and
|S| ≥ 62. This result has been used in [27] to show that for a certain class
of entropic formulas, the capacity of time invariant Markov channels cannot
be expressed by a finite multi-letter formula. Since this uses [26] as a “black
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box input”, it further only holds for |X | ≥ 10 and |S| ≥ 62. Our proof relies
on completely different techniques than those in [26] and [27] which further
allows us to show that it is not possible to express the capacity of FSCs by
a finite-letter entropic characterization. This further allows to show that the
capacity of FSCs cannot be characterized by a finite-letter entropic expres-
sion for input, output, and state alphabets that satisfy |X | ≥ 2, |Y| ≥ 2, and
|S| ≥ 2.1
2. Computability Framework
Here, we introduce the computability framework based on Turing machines
which provides the needed background. Subsequently, we establish some
results on computable sequences which are needed afterwards.
2.1. Computable Real Numbers and Functions
The concept of computability and computable real numbers was first intro-
duced by Turing in [17] and [18]. Computable numbers are real numbers that
are computable by Turing machines. Since the set of all Turing machines is
a countable set, the set of computable real numbers is countable as well. See
also the introductory textbook [19] for further details.
A sequence of rational numbers {rn}n∈N is called a computable sequence
if there exist recursive functions a, b, s : N→ N with b(n) 6= 0 for all n ∈ N
and
(1) rn = (−1)
s(n) a(n)
b(n)
, n ∈ N,
cf. [28, Def. 2.1 and 2.2] for a detailed treatment. A real number x is said
to be computable if there exists a computable sequence of rational numbers
{rn}n∈N such that
(2) |x− rn| < 2
−n
for all n ∈ N. This means that the computable real number x is completely
characterized by the recursive functions a, b, s : N→ N. It has the repre-
sentation (a, b, s) which we also write as x ∼ (a, b, s). It is clear that this
1Notation: N, Q, R, and Rc are the sets of non-negative integers, rational num-
bers, real numbers, and computable real numbers; P(X ) and P(Y|X ) denote the
sets of (conditional) probability distributions on Y (given X ); H2(·) is the binary
entropy function.
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representation must not be unique and that there might be other recursive
functions a′, b′, s′ : N→ N which characterize x, i.e., x ∼ (a′, b′, s′).
We denote the set of computable real numbers by Rc. Based on this, we
define the set of computable probability distributions Pc(X ) as the set of all
probability distributions PX ∈ P(X ) such that PX(x) ∈ Rc for every x ∈ X .
The set of all computable conditional probability distributions Pc(Y|X ) is
defined accordingly, i.e., for PY |X : X → P(Y) we have PY |X(·|x) ∈ Pc(Y)
for every x ∈ X . This is important since a Turing machine can only operate
on computable real numbers.
Definition 1. A function f : Rc → Rc is called Borel computable if there is
an algorithm (or Turing machine) that transforms each given representation
(a, b, s) of a computable real number x into a corresponding representation
for the computable real number f(x).
Remark 2. From a practical point of view, this can be seen as a minimal
requirement for the algorithmic computation of the capacity of a communi-
cation system. For this task, an algorithm is needed that takes the commu-
nication parameters as inputs to compute the capacity value with a certain
precision (e.g. decimal points). In information theory, even for simple prob-
lems and questions it cannot be expected that a performance quantity can be
exactly numerically computed. For example, for an alphabet X of dimension
|X | = 2, the entropy H2(p) of an arbitrary rational probability distribution
p ∈ P(X ) with p 6= (12 ,
1
2) is a transcendental number.
Note that Turing’s definition of computability conforms to the definition
of Borel computability above. In this paper, we will first consider the notion
of a computable continuous function, cf. for example [25, Def. A]. For this,
let Ic denote a computable interval, i.e., Ic = [a, b] with a, b ∈ Rc.
Definition 3 ([25]). Let Ic ⊂ Rc be a computable interval. A function
f : Ic → R is called computable continuous if:
1) f is sequentially computable, i.e., f maps every computable sequence
{xn}n∈N of points xn ∈ Ic into a computable sequence {f(xn)}n∈N of
real numbers,
2) f is effectively uniformly continuous, i.e., there is a recursive function
d : N→ N such that for all x, y ∈ Ic and all N ∈ N with
‖x− y‖ ≤
1
d(N)
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it holds that
|f(x)− f(y)| ≤
1
2N
.
Computable continuous functions are functions which can be effectively
approximated by computable sequence of polynomials {Pn}n∈N. Here, every
polynomial Pn itself is computable, i.e., its order and coefficients can algo-
rithmically be computed, cf. [25]. Note that the coefficients of these polyno-
mials are usually rational numbers.
There are other forms of computability including Banach-Mazur com-
putability, which is the weakest form of computability. In particular, Borel
computability and computable continuous functions imply Banach-Mazur
computability, but not vice versa. For an overview of the logical relations
between different notions of computability we again refer to [24] and the
introductory textbook [19].
Definition 4. A function f : Rc → Rc is called Banach-Mazur computable
if f maps any given computable sequence {xn}n∈N of computable real num-
bers into a computable sequence {f(xn)}n∈N of computable real numbers.
If we compare the different notions of computability, we immediate see
that any computable continuous function is also Banach-Mazur computable,
since Definition 4 is the same as the first condition in Definition 3. However,
there are infinitely many examples of Banach-Mazur computable functions
that are not computable continuous, cf. for example [24] for a detailed dis-
cussion. Such functions do not satisfy the second condition in Definition 3
and, accordingly, it is not possible to compute the local variations of these
functions.
We further need the concepts of a recursive set and a recursively enu-
merable set as defined e.g. in [28].
Definition 5. A set A ⊂ N is called recursive if there exists a computable
function f such that f(x) = 1 if x ∈ A and f(x) = 0 if x /∈ A.
Definition 6. A set A ⊂ N is recursively enumerable if there exists a recur-
sive function whose domain is exactly A.
We have the following properties; cf. for example [28]
• A is recursive is equivalent to: A is recursively enumerable and Ac is
recursively enumerable.
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• There exist recursively enumerable sets A ⊂ N that are not recursive,
i.e., Ac is not recursively enumerable. This means there are no com-
putable, i.e., recursive, functions f : N→ Ac with [f(N)] = Ac.
2.2. Computable Sequences of Numbers and Functions
In the following we establish some properties of computable sequences which
will be needed subsequently.
Theorem 7. Let {x
(1)
n }n∈N and {x
(2)
n }n∈N be two computable sequences of
computable real numbers with
x(1)n ≤ x
(1)
n+1 and x
(2)
n ≥ x
(2)
n+1, n ∈ N,
and
lim
n→∞
x(1)n = lim
n→∞
x(2)n =: x∗.
Then x∗ is a computable real number, i.e., x∗ ∈ Rc.
Proof. If {x
(1)
n }n∈N and {x
(2)
n }n∈N are computable sequences of rational num-
bers, then the result can be found in [25]. The proof can be extended to
computable real numbers as follows.
Since {x
(1)
n }n∈N is a computable sequence of computable real numbers,
there is a computable sequence {ϕ
(1)
n }n∈N such that for all N ∈ N there exists
a computable double sequence {a
(1)
n,m}n,m∈N with∣∣∣x(1)n − a(1)n,m∣∣∣ < 12N for all m ≥ ϕ(1)n (N).
For mn = ϕ
(1)
n (n) we set a
(1)
n = a
(1)
n,mn so that {a
(1)
n }n∈N is a computable
sequence of rational numbers and we have
x(1)n > a
(1)
n −
1
2n
.
We set cn = max1≤i≤n[a
(1)
i −
1
2i ] to obtain the sequence {cn}n∈N which is a
computable sequence of rational numbers with
cn ≤ cn+1, n ∈ N,
and
cn ≤ x
(1)
n ≤ x∗, n ∈ N.
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Further, we have
∣∣x∗ − cn∣∣ = ∣∣x∗ − a(1)n + a(1)n − cn∣∣
≤
∣∣x∗ − a(1)n ∣∣+ ∣∣a(1)n − cn∣∣
=
∣∣x∗ − x(1)n + x(1)n − a(1)n ∣∣+ ∣∣a(1)n − cn∣∣
≤
∣∣x∗ − x(1)n ∣∣+ ∣∣x(1)n − a(1)n ∣∣+ ∣∣a(1)n − cn∣∣
≤
∣∣x∗ − x(1)n ∣∣+ 12n + 12n
so that
lim
n→∞
∣∣x∗ − cn∣∣ = 0,
i.e., the monotonically increasing computable sequence {cn}n∈N of rational
numbers converges to x∗.
In a similar way, based on the computable sequence {x
(2)
n }n∈N we can
construct a monotonically decreasing computable sequence {dn}n∈N of ratio-
nal numbers with
lim
n→∞
∣∣x∗ − dn∣∣ = 0.
Now, we can apply the corresponding result from [25] for computable
sequences of rational numbers to conclude that x∗ must be a computable
real number, i.e., x∗ ∈ Rc. 
This allows us to prove the following result.
Theorem 8. Let {xn}n∈N be a monotonically increasing computable
sequence of computable real numbers and let x∗ be its limit. If x∗ ∈ Rc, then
there exists a recursive function ϕ : N→ N such that for all N ∈ N we have
for all n ≥ ϕ(N)
∣∣x∗ − xn∣∣ < 1
2N
.
Proof. For computable sequences of rational numbers, the result can be
found in [25]. The proof can be extended to computable real numbers as
follows.
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We make use of the construction in the proof of Theorem 7 to prove the
desired result. Applying this construction to {xn}n∈N results in a monoton-
ically increasing computable sequence {cn}n∈N of rational numbers with
cn ≤ xn ≤ x∗, n ∈ N.
Since the result holds for monotonically increasing computable sequences of
rational numbers, there exists a recursive function ϕ : N→ N such that for
all N ∈ N we have for all n ≥ ϕ(N)
0 ≤ x∗ − xn ≤ x∗ − cn <
1
2n
so that ∣∣x∗ − xn∣∣ < 1
2N
for all n ≥ ϕ(N).
Thus, the computable sequence of computable real numbers converges effec-
tively to x∗ proving the desired result. 
Remark 9. Note that it is possible to find a computable sequence {xn}n∈N
of rational numbers that converges to a computable real number x∗ ∈ Rc
(which can further be rational), i.e.,
lim
n→∞
∣∣x∗ − xn∣∣ = 0,
but the convergence is not effective. According to the following Theorem 10,
this sequence is then not monotonically increasing or decreasing.
Next, we establish similar results for computable sequences of com-
putable continuous functions.
Theorem 10. Let F : [0, 1]→ R be a computable continuous function and
{FN}N∈N be a computable sequence thereof with FN (x) ≤ FN+1(x), x ∈
[0, 1], and
lim
N→∞
FN (x) = F (x).
Then there exists a recursive function ϕ : N→ N such that for all M ∈ N
we have for all N ≥ ϕ(M)
∣∣F (x)− FN (x)∣∣ < 1
2M
.
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Proof. Let QN (x) = F (x)− FN (x), x ∈ [0, 1]. We have 0 ≤ QN+1(x) ≤
QN (x) and limN→∞QN (x) = 0, x ∈ [0, 1]. Let M ∈ N be arbitrary. There
exists an N0 = N0(M,x) with
QN (x) <
1
2M
for all N ≥ N0(M,x).
We define the set
SN,M =
{
x ∈ [0, 1] : QN (x) <
1
2M
}
and observe that SN,M ⊂ SN+1,M . Now, {SN,M} is a family of open sets
with [0, 1] ⊂
⋃∞
N=1 SN,M . Since [0, 1] is a compact set [29], there exists an
N0(M) with [0, 1] ⊂ SN0,M and therewith QN0(x) <
1
2M for N0 and also all
N ≥ N0. Let
max
x∈[0,1]
QN (x) = CN .
Since QN is a computable continuous function, we always have CN ∈ Rc.
Further, since {QN}N∈N is a computable sequence of computable real num-
bers, the sequence {CN}N∈N is also a computable sequence of computable
real numbers. For all N ∈ N it holds that CN ≥ CN+1 and
lim
N→∞
CN = 0.
Accordingly, there exists a recursive function ϕ : N→ N such that for all
M ∈ N we have for all N ≥ ϕ(M)
∣∣F (x)− FN (x)∣∣ = ∣∣QN (x)∣∣ < 1
2M
which proves the desired result. 
Some remarks are in order:
1) The result extends to functions on compact spaces.
2) The result remains true for monotonically decreasing functions.
3) It is important that F is a computable continuous function. Already for
computable sequences of rational numbers with xn ≤ xn+1 that con-
verge to a x∗ /∈ Rc, we do not have effective convergence, see e.g. [30].
4) A part of the proof is not effective as we required compactness which is
needed to show uniform convergence. This is subsequently used to show
the effective convergence of the computable continuous function F .
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We can use Theorem 10 to show the following result.
Corollary 11. Let {FN}N∈N and {GN}N∈N be computable sequences of
computable continuous functions on [0, 1] with
FN (x) ≤ FN+1(x) ≤ GN+1(x) ≤ GN (x)
and
lim
N→∞
FN (x) = lim
N→∞
GN (x) =: Φ(x), x ∈ [0, 1].
Then Φ : [0, 1] → R is also a computable continuous function and {FN}N∈N
and {GN}N∈N converge effectively to Φ.
Proof. We set
QN (x) = GN (x)− FN (x), x ∈ [0, 1],
and {QN}N∈N is a computable sequence of computable continuous functions.
For x ∈ [0, 1] we have
QN (x) ≥ GN+1(x)− FN (x) ≥ GN+1(x)− FN+1(x) = QN+1(x)
and
lim
N→∞
QN (x) = 0, x ∈ [0, 1].
Now, from Theorem 10 follows that the computable sequence {QN}N∈N of
computable continuous functions converges effectively to zero proving the
desired result. 
We obtain a similar result for computable sequences of Banach-Mazur
computable functions.
Theorem 12. Let {FN}N∈N and {GN}N∈N be computable sequences of
functions FN : [0, 1] ∩ Rc → Rc and GN : [0, 1] ∩ Rc → Rc, N ∈ N, with
FN (x) ≤ FN+1(x), x ∈ [0, 1] ∩Rc,
GN (x) ≥ GN+1(x), x ∈ [0, 1] ∩ Rc,
and
lim
N→∞
FN (x) = lim
N→∞
GN (x) =: Φ(x), x ∈ [0, 1] ∩ Rc.
Then Φ : [0, 1] ∩ Rc → R is also a Banach-Mazur computable function.
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Proof. The function Φ : [0, 1] ∩ Rc → R is well defined. For x ∈ [0, 1] ∩ Rc,
the function value Φ(x) is the limit of the monotonically increasing com-
putable sequence {FN (x)}N∈N of computable real numbers as well as the
limit of the monotonically decreasing computable sequence {GN (x)}N∈N of
computable real numbers. Therefore, we have Φ(x) ∈ Rc.
We have to show that for every computable sequence {xn}n∈N of com-
putable real numbers, the sequence {Φ(xn)}n∈N is a computable sequence
of computable real numbers as well. Let yn = Φ(xn), n ∈ N. Similarly as in
the proofs of Theorems 7 and 8, there exist computable double sequences
{yn,N}n∈N,N∈N and {yn,N}n∈N,N∈N of rational numbers with
yn,N = GN (xn) and yn,N = FN (xn),
which satisfy the following properties: For every n ∈ N and N ∈ N it holds
yn,N ≥ yn,N+1 and yn,N ≤ yn,N+1
and further
lim
N→∞
yn,N = lim
N→∞
y
n,N
= yn.
As in the proof of Theorem 7, for n ∈ N let forM ∈ N, ϕn(M) be the smallest
natural number N such that
0 ≤ yn,N − yn,N <
1
2M
.
Then, ϕn is a recursive function and {ϕn}n∈N is a computable sequence of
recursive functions. From the s-m-n-Theorem [28] follows that there exists
also a recursive function ϕ : N2 → N with
ϕ(n,M) = ϕn(M), (n,M) ∈ N
2.
As in the proof of Theorem 8 this implies that for all n ∈ N it holds: For all
M ∈ N we have for all N ≥ ϕ(n,M)
∣∣yn − yn,N ∣∣ < 12M ,
i.e., {yn}n∈N is a computable sequence of computable real numbers wich
completes the proof. 
It is clear that this result also applies to computable sequences of Borel
computable functions. Also in this case, the function Φ must be Banach-
Mazur computable.
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In the following, we will use these results and in particular Theorem 10,
Theorem 12, and Corollary 11 to study the computability of the capacity of
FSCs.
3. Finite State Channels
In this section we introduce the concept of finite state channels which are
suitable to model discrete channels with memory [1, 8, 12].
3.1. Basic Definitions
Let X , Y, and S be finite input, output, and state sets. FSCs are usually
specified by its underlying probability law
(3) p(yn, sn|xn, sn−1) ∈ P(Y × S|X × S)
where yn ∈ Y and sn ∈ S are the output and state of the channel at time
instant n whose probability depend on the input xn ∈ X at time instant n
and on the previous state sn−1 ∈ S at time instant n− 1.
We assume that the output Yn and state Sn are statistically independent
given xn and sn−1 so that (3) can be written as
(4) p(yn, sn|xn, sn−1) = p(yn|xn, sn−1)q(sn|xn, sn−1)
for p(yn|xn, sn−1) ∈ P := P(Y|X × S) and q(sn|xn, sn−1) ∈ Q := P(S|X ×
S). The corresponding sets of computable conditional probabilities are
denoted by Pc := Pc(Y|X × S) and Qc := Pc(S|X × S), respectively.
Remark 13. Not that the assumption of independence of Yn and Sn and
its consequence on the probability law as shown in (4) will be no loss of
generality. In the end, we will show that already the special class (4) of
FSCs is not Turing computable so that this must be the case for the general
class (3) as well.
In general, pn(yn|xn) for block length n is undefined for a FSC and we
have to consider the general pn(yn, sn|x
n, s0) which is the probability of the
output sequence yn and a final state sn at time instant n given an input
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sequence xn and an initial state s0. This can be calculated inductively from
pn(yn, sn|x
n, s0) =
∑
sn−1∈S
p(yn, sn|xn, sn−1)p
n−1(yn−1, sn−1|x
n−1, s0),(5)
cf. [1]. Further, by summing over the final state we obtain
(6) pn(yn|xn, s0) =
∑
sn∈S
pn(yn, sn|x
n, s0).
Definition 14. An (n,M)-code for an FSC consists of an encoder f :M×
S → X n that maps the message m ∈ M = {1, ...,M} and the initial state
s0 ∈ S into the codeword x
n ∈ X n, and a decoder ϕ : Yn × S →M that
estimates the transmitted message mˆ ∈ M based on the received output
yn ∈ Yn and the initial state s0 ∈ S.
For the initial state s0 ∈ S the average probability of error of such a
code based on (6) is
e¯(s0) =
1
|M|
∑
m∈M
∑
yn:ϕ(yn,s0)6=m
p(yn|f(m, s0), s0).
Definition 15. A rate R > 0 is an achievable rate for an FSC if for all
τ > 0 there exists an n(τ) ∈ N and a sequence of (n,M)-codes such that
for all n ≥ n(τ) we have 1
n
logM > R− τ and e¯(s0) ≤ λn for s0 ∈ S with
λn → 0 as n→∞. The capacity C of an FSC is given by the supremum of
all achievable rates R.
The capacity C of an FSC is a function of the communication parameters
p ∈ P and q ∈ Q, cf. (4), as well as the initial state s0 ∈ S. Accordingly, we
write C = C({p, q, s0}).
3.2. General Capacity Formulas
We will study the computability of the capacity function C in dependence
on the communication parameters {p, q, s0}. These will be the inputs to the
corresponding Turing machine. For this purpose, we need a corresponding
expression for C({p, q, s0}) as for example the general formula provided by
Verdu´ and Han in [16]. For the FSC as defined above, the capacity can be
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expressed in a multi-letter form as
(7) C({p, q, s0}) = lim
n→∞
sup
Xn
1
n
I(Xn;Y n|s0)
according to the underlying probability law (5)-(6). This has been shown
to be valid for information stable channels [31], but does not hold in full
generality. Moreover, this expression cannot be computed immediately as it
is the limit of a sequence of optimization problems. Another formula for the
capacity based on the inf-information rate has been established in [16]
(8) C({p, q, s0}) = sup
X
I(X;Y )
where I(X;Y ) is the inf-information rate as defined in [32]. In general, this
expression cannot be evaluated easily.
For the special class of so-called indecomposable channels, there exists
a simple capacity expression for C({p, q, s0}). This is discussed next.
3.3. Indecomposable Channels
The class of IFSCs goes back to [12] and refers to those FSCs for which the
effect of the initial state vanishes with time. For the precise definition of
this, we follow [1, Sec. 4] and set qn(sn|x
n, s0) =
∑
yn∈Yn p
n(yn, sn|x
n, s0).
Definition 16. An FSC is called indecomposable if for every ǫ > 0
there exists an n0 ∈ N such that for all n ≥ n0 we have
∣∣qn(sn|xn, s0)−
qn(sn|x
n, s′0)
∣∣ ≤ ǫ for all sn ∈ S, xn ∈ X n, s0 ∈ S, and s′0 ∈ S.
For the capacity of IFSCs, we need the functions:
Cn({p, q}) =
1
n
max
Xn
min
s0
I(Xn;Y n|s0)(9a)
Cn({p, q}) =
1
n
max
Xn
max
s0
I(Xn;Y n|s0).(9b)
Remark 17. Note that for fixed n ∈ N and computable parameters
{p, q, s0} ∈ Pc ×Qc × S, the functions Cn and Cn in (9) are computable
functions, i.e., we have Cn : Pc ×Qc × S → Rc and Cn : Pc ×Qc × S → Rc.
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The sequences {Cn}
∞
n=1 and {Cn}
∞
n=1 for {p, q, s0} ∈ P ×Q× S con-
verge and we have
C({p, q}) = lim
n→∞
Cn({p, q})(10a)
C({p, q}) = lim
n→∞
Cn({p, q})(10b)
which are also called lower capacity and upper capacity, respectively. If the
FSC is indecomposable, lower and upper capacities coincide and are equal
to the capacity, i.e., C({p, q}) = C({p, q}) = C({p, q, s0}).
3.4. Main Problem Formulation
For fixed alphabets X , Y, and S, the capacity C of an FSC is a function of
the underlying system parameters {p, q, s0}. The previous discussion leads
to the following questions of interest:
Question 1: Is the capacity C({p, q, s0}) for fixed initial state s0 ∈ S
a computable continuous function on P and Q?
Here, we allow arbitrary p ∈ P and q ∈ Q as inputs for the capacity
function C. From Corollary 11 we alrady see that this question is naturally
connected to the question whether or not it is possible to find computable
continuous lower and upper bounds on the capacity. Lower bounds originate
from actual coding schemes and general achievability results, while the upper
bounds are established via converse arguments.
From a practical point of view, such lower and upper bounds should be
computable to enable a numerical evaluation on digital computers. There-
fore, it is reasonable to study the capacity C as a function on computable
inputs p ∈ Pc and q ∈ Qc. This leads to following question:
Question 2: Is the capacity C({p, q, s0}) for fixed initial state s0 ∈ S
a Borel computable function (and therewith Turing computable)?
While Borel computability is a strong notion of computability, Banach-
Mazur computability is considered to be the weakest form of computability
and it is of interest to pose a similar question for this notion as follows:
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Question 3: Is the capacity C({p, q, s0}) for fixed initial state s0 ∈ S
a Banach-Mazur computable function?
As for the first question, the lower and upper bounds on the capacity in
Questions 2 and 3 should be algorithmically computable.
Question 4: Is the capacity C({p, q, s0}) for fixed initial state s0 ∈ S
approximately Turing computable?
Remark 18. In the following, we will provide negative answers to Ques-
tions 1-3. As the capacity is shown to be non-computable, Question 4 about
whether or not the capacity is at least approximately computable becomes
particularly relevant. To make sure that this question is not trivial, the tol-
erated approximation error should not be too large. Also for Question 4 we
will provide a negative answer for certain approximation errors.
4. Computability Analysis of the FSC Capacity
In this section, we show that the capacity function C is not Banach-Mazur
computable and therewith also not Borel and Turing computable. Subse-
quently, we discuss the case when the capacity of an FSC becomes a com-
putable real number.
4.1. Non-Banach-Mazur Computability
In general, the capacity of an FSC is given by (8) and for every n ∈ N, the
inf-information rate expression supX I(X ;Y ) is indeed Turing computable
(we omit the details due to space constraints). However, in the end the
capacity in (8) is given by the limit of for n→∞ and the convergence
of this limit need not be effective and uniform on {p, q, s0} ∈ Pc ×Qc × S,
i.e., for a given ǫ ∈ Q, e.g., ǫ∗ = 1
µ
with µ ∈ N, we cannot algorithmically
compute when |fn(p, q, s0)−C({p, q, s0})| < ǫ is satisfied.
Theorem 19. For all |X | ≥ 2, |Y| ≥ 2, and |S| ≥ 2, the capacity function
C({p, q, s0}) : Pc ×Qc × S → R of the FSC with parameters {p, q, s0} is not
Banach-Mazur computable.
Proof. We first prove the result for |X | = |Y| = |S| = 2 and subsequently
outline how it extends to the general case.
18 H. Boche, R. F. Schaefer and H. V. Poor
If the finite state channel {p, q, s0}, s0 ∈ S = {0, 1}, is indecomposable,
then the effect of the initial state vanishes and we have
C({p, q, 0}) = C({p, q, 1}) = C({p, q}) = C({p, q})
and further
C({p, q}) = min
s0∈{0,1}
C({p, q, s0}) ≤ max
s0∈{0,1}
C({p, q, s0}) = C({p, q}).
Next we consider the channel
(11) p(yn|xn, 0) =
(
1 0
0 1
)
, p(yn|xn, 1) =
(
1−ǫ ǫ
ǫ 1−ǫ
)
for some 0 < ǫ < 1/2, i.e., for state sn−1 = 0 the channel is noiseless, while
for sn−1 = 1 it is noisy. Further, we consider the state distribution
(12) qˆ(sn|xn, 0) =
(
1
0
)
, qˆ(sn|xn, 1) =
(
0
1
)
to be independent of xn ∈ X so that for sn ∈ S and sn−1 ∈ S arbitrary we
have
(13) qˆ(sn|xn, sn−1) = qˆ(sn|sn−1).
Note that p and qˆ as defined above are computable, i.e., we have p ∈ Pc :=
Pc(Y|X × S) and qˆ ∈ Qc := Pc(S|X × S). In what follows, we consider the
finite state channel {p, qˆ, s0}, s0 ∈ {0, 1}, as defined above.
We observe that {p, qˆ, 0} is given by a simple discrete memoryless chan-
nel (DMC) p(y|x, 0), x ∈ X , y ∈ Y, since the state is always sn = 0 due to
the definition of qˆ, cf. (12). Accordingly, the capacity is C({p, qˆ, 0}) = 1 in
this case, since the alphabets are binary and the channel is noiseless.
We further observe that {p, qˆ, 1} corresponds to the DMC p(y|x, 1), x ∈
X , y ∈ Y, i.e., it is a binary symmetric channel (BSC). The optimal input
distribution is known to be the uniform distribution and the capacity in this
case is then C({p, qˆ, 1}) = CBSC(ǫ) = 1−H2(ǫ) < 1.
Next, we show that both functions C({p, q, 0}) and C({p, q, 1}) cannot
be simultaneously Banach-Mazur computable. For this purpose, we take
an arbitrary recursively enumerable, but not recursive, set A ⊂ N. Let TA
be a Turing machine that stops if and only if for input n we have n ∈ A.
Otherwise, TA runs forever. Such a Turing machine can easily be found as
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argued next: Let ϕA : N→ N be a recursive function that lists all elements
of the set A and for which ϕA : N→ A is a unique function.
Let n ∈ N be arbitrary. The Turing machine TA with input n is defined as
follows: We start with l = 1 and compute ϕA(1). If n = ϕA(1), then the Tur-
ing machine stops. In the other case, the Turing machine computes ϕA(2).
Similarly, if n = ϕA(2), then the Turing machine stops and otherwise, it
continues computing the next element. It is clear that this Turing machine
stops if and only if n ∈ A.
Assume that both functions C({p, q, 0}) and C({p, q, 1}) are Banach-
Mazur computable. For λ ∈ [0, 12 ] ∩ Rc we consider
qλ(sn|xn, 0) =
(
1− λ
λ
)
and qλ(sn|xn, 1) =
(
λ
1− λ
)
.
Of course, for λ ∈ [0, 12 ] ∩ Rc, qλ(sn|xn, 0) and qλ(sn|xn, 1) are computable
probability distributions. Let
q0(sn|xn, 0) = qˆ(sn|xn, 0), sn ∈ S, xn ∈ X ,
q0(sn|xn, 1) = qˆ(sn|xn, 1), sn ∈ S, xn ∈ X .
We have
C({p, q0, 1}) − C({p, q0, 0}) = 1− (1−H2(ǫ)) = H2(ǫ) > 0.
For 0 < λ ≤ 12 the FSC {p, qλ, s0} s0 ∈ S is indecomposable and therewith
we have
C({p, qλ, 0}) = C({p, qλ, 1}).
Now, for every n ∈ N and m ∈ N let
λn,m =
{
1
2l TA stops for input n after l ≤ m steps
1
2m TA does not stop for input n after m steps.
Then the sequence {λn,m}n,m∈N is a computable double sequence of rational
numbers. For arbitrary n ∈ N and arbitrary m,m1 ∈ N, m ≥ m1, it holds
(14)
∣∣λn,m − λn,m1∣∣ = ∣∣λn,m1 − λn,m∣∣ = λn,m1 − λn,m < 12m1
since if the Turing machine TA has stopped for input n for l ≤ m1, then
λn,m1 = λn,m and (14) is trivially satisfied. If the Turing machine TA has not
stopped for input n after m1 iterations, then λn,m1 = λn,m =
1
2m1 − λn,m <
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1
2m1 , since λn,m > 0 for all n ∈ N, so that (14) is satisfied as well. Accordingly,
we observe that {λn,m}m∈N is a sequence that converges effectively and there
exists one λ∗n ∈ Rc with
lim
m→∞
∣∣λ∗n − λn,m∣∣ = 0.
Furthermore, since {λn,m}n,m∈N is computable double sequence, the
sequence {λ∗n}n∈N is a computable sequence of computable real numbers.
It further holds λ∗n ≥ 0 with equality if and only if the Turing machine TA
does not stop for input n.
Since C({p, q, 0}) and C({p, q, 1}) are assumed to be Banach-Mazur com-
putable functions, the difference Φ({p, q}) = C({p, q, 1}) − C({p, q, 0}) is a
Banach-Mazur computable function as well. Then, the sequence {µn}n∈N
with
µn = Φ({p, qλ∗
n
}), n ∈ N,
is a computable sequence of computable real numbers. With this, we find a
computable double sequence {νn,m}n,m∈N of rational numbers with
∣∣µn − νn,m∣∣ < 1
2m
.
For every n, we can consider the following Turing machine T∗: For input n,
we set m = 1 and check if
νn,1 >
1
2
is satisfied. If this is true, the Turing machine stops. Otherwise, we setm = 2
and check if
νn,2 >
1
4
is satisfied. If this is true, the Turing machine stops. Otherwise, it continues
as described. Next, we show that this Turing machine T∗ stops for input n
if and only if µn > 0.
“⇐” If µn > 0, then there exists an m0 with
1
2m0
<
µn
2
so that
µn = µn − νn,m0 + νn,m0 ≤
∣∣µn − νn,m0∣∣+ νn,m0
<
1
2m0
+ νn,m0 <
µn
2
+ νn,m0 ,
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i.e., the Turing machine T∗ stops for input n within m0 steps.
“⇒” It holds νn,mˆ >
1
2mˆ for a certain mˆ. Then,
1
2mˆ
< νn,mˆ = νn,mˆ − µn + µn
≤
∣∣νn,mˆ − µn∣∣+ µn < 1
2mˆ
+ µn
so that µn > 0 is true.
Next, for input n ∈ N, we define the Turing machine TS as follows: We
run both previous Turing machines TA and T∗ in parallel for input n, where
each Turing machine operates step by step as discussed above. We have
already shown that TA stops for input n if and only if n ∈ A. Further, we
have shown that T∗ stops for input n if and only if µn > 0. This is true if
and only if the Turing machine TA does not stop for input n, i.e., whenever
n ∈ Ac. As a consequence, one of these Turing machines must always stop
for an input n. We set
TS(n) =
{{
n ∈ A
}
if TA stops for input n{
n ∈ Ac
}
if T∗ stops for input n.
With this, we have shown thatA is a recursive set. But this is a contradiction
so that the assumption that both functions C({p, q, 0}) and C({p, q, 1}) are
Banach-Mazur computable is wrong. This completes the proof.
For |X | ≥ 2, |Y| ≥ 2, and |S| ≥ 2 arbitrary, we take the sequences of
parameters {p, qˆ} and {p, qk} as above and extend them as follows: We
set p(y|xn, sn−1) = 0 for y ∈ Y\{0, 1}, xn ∈ X , sn−1 ∈ S and also for xn ∈
X\{0, 1}, sn−1 ∈ S\{0, 1} to preserve the above constructed behavior. We
do the same for qˆ and qk. We observe that we still have p ∈ Pc and qˆ, qk ∈
Qc. With this and the previous arguments we can conclude on the same
result. 
Remark 20. The techniques used to prove Theorem 19 can be extended
to various channel models and operational (communication) tasks in infor-
mation theory. For example, the problem of secret key generation with rate-
limited public discussion has been studied in [33] and the problem of iden-
tification with feedback in [34].
Remark 21. The proof of Theorem 19 provides additional deeper insights.
This has been developed in detail in [34] for the identification with feedback
capacity. By modifying the proof above, one is able to show the follow-
ing: It is possible to connect the algorithmic computation of the capacity
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to hard problems in pure mathematics such as Goldbach’s Conjecture and
the Riemann Hypothesis. To this end, it is possible to find an oracle Tur-
ing machine with the following properties: Given finitely many values of
the capacity function of the given computable channel, the oracle Turing
machine that gets the capacity value of certain computable FSCs as oracle
can immediately prove or disprove Goldbach’s Conjecture and the Riemann
Hypothesis.
Remark 22. It is not clear if similar results hold for the capacity of time-
continuous channels as in [2]. Accordingly, it is not clear if the technique
presented above is applicable in this case at all. A more detailed discussion
on this is given in Section 6.
In the construction of the proof of Theorem 19 above, we assume the
special case in which the current state sn does not depend on the current
input xn but only on the previous state sn−1. This is the special class of finite
fading channels (FFCs) that naturally applies to wireless communications
where the fading state of the channel is independent of the transmitted
signal. We immediately obtain the following corollary.
Corollary 23. For all |X | ≥ 2, |Y| ≥ 2, and |S| ≥ 2, the capacity function
C({p, q, s0}) : Pc ×Qc × S → R of the FFC with parameters {p, q, s0} is not
Banach-Mazur computable.
We see that, in general, the capacity of an FSC is not Banach-Mazur and
therewith also not Turing computable. However, for special cases of FSCs
the capacity becomes Turing computable as e.g. the zero-error capacity [9]
or the feedback capacity [11] of the trapdoor channel; but in general, there is
no algorithm that can compute the capacity as a function of the parameters
{p, q, s0}.
Remark 24. Banach-Mazur computability requires the function to operate
on computable reals, cf. Definition 4. In Theorem 19 we have shown that
C({·, ·, s0}) is not Banach-Mazur computable, but this does not imply that
the function C({·, ·, s0}) itself is not a mapping from computable probability
distributions to computable reals, i.e.,
(15) C({·, ·, s0}) : Pc ×Qc → Rc for all s0 ∈ S.
The problem in showing this, is the following: Although the capacity expres-
sion (8) is a multi-letter formula which converges, the speed of convergence
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does not need to be effective, i.e., it may not be representable by an effec-
tively computable function. And indeed, it is not clear whether or not the
convergence of (8) is effective.
Next, we study the existence of computable tight lower and upper bounds
on the capacity function. First, we study such bounds which are computable
continuous functions on the parameters {p, q}. As lower and upper bounds
should be numerically evaluable, this is a very reasonable requirement, cf.
also Remark 2.
Theorem 25. For |X | ≥ 2, |Y| ≥ 2, and |S| ≥ 2 arbitrary but fixed, there
exists an s0 ∈ S such that the following holds: There exists no computable
sequences {FN}N∈N and {GN}N∈N of computable continuous functions with
1) FN : P ×Q → R and GN : P ×Q → R, N ∈ N,
2) FN (p, q) ≤ C({p, q, s0}), p ∈ P, q ∈ Q, N ∈ N, and
limN→∞ FN (p, q) = C({p, q, s0}) for all p ∈ P, q ∈ Q,
3) C({p, q, s0}) ≤ GN (p, q), p ∈ P, q ∈ Q, N ∈ N, and
limN→∞GN (p, q) = C({p, q, s0}) for all p ∈ P, q ∈ Q.
Proof. The result follows immediately from Corollary 11. If such sequences
{FN}N∈N and {GN}N∈N would exist, then C would be a computable con-
tinuous function which is a contradiction, since C is for a certain s0 ∈ S not
Banach-Mazur computable. 
This result shows that an approximation of C by computable continu-
ous functions is not possible. From this, we can immediately conclude the
following.
Corollary 26. For all computable sequences {FN}N∈N and {GN}N∈N of
computable continuous functions for which there exists an s0 ∈ S such that
for N ∈ N it holds that
FN (p, q) ≤ C({p, q, s0})
for all p ∈ P and q ∈ Q, and for N ∈ N it holds that
C({p, q, s0}) ≤ GN (p, q)
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for all p ∈ P and q ∈ Q, there must exist a (p∗, q∗) ∈ P ×Q such that
0 < max
{
lim sup
N→∞
∣∣C({p∗, q∗, s0})− FN (p∗, q∗)∣∣,
lim sup
N→∞
∣∣C({p∗, q∗, s0})−GN (p∗, q∗)∣∣}.(16)
Proof. These statements follow immediately from Theorem 25, since if (16)
would be zero for all (p, q) ∈ P ×Q, then this would imply that C is a
computable function. 
As a consequence from this result we can conclude that for the capacity of
general FSCs, there is either no computable achievability or no computable
converse (or both are non-computable).
The functions {FN} can be interpreted as lower bounds for achiev-
able rates and the capacity respectively. Of course, such bounds should be
effectively computable so that they can be numerically evaluated. These
bounds should improve with increasing N ∈ N, i.e., FN (p, q) ≤ FN+1(p, q),
(p, q) ∈ P ×Q, and further should be asymptotically tight, i.e., for N →∞
the sequence {FN}N∈N should converge pointwise to C({p, q, s0}).
Accordingly, the functions {GN} can be seen as upper bounds on the
achievable rates and the capacity respectively. Similarly, it is required
that these bounds are effectively computable and further C({p, q, s0}) ≤
GN+1(p, q) ≤ GN (p, q), (p, q) ∈ P ×Q, i.e., the bounds should improve with
increasing N ∈ N.
However, Corollary 26 shows that we cannot find such functions {FN}
and {GN}. Accordingly, it is impossible that both achievability and converse
are effectively computable at the same time. As a consequence, one of these
must be non-computable so that we cannot find a entropic characterization
for the capacity. This also means that there exist computable FSCs for which
computable lower and upper bounds can never be simultaneously be tight.
Remark 27. Finally, we note that the results of Theorem 25 and Corol-
lary 26 remain true if the requirement of {FN}N∈N and {GN}N∈N being
computable sequences of computable continuous functions is weakened to
computable sequences of Banach-Mazur computable sequences.
Note that Corollary 26 further provides a negative answer to Question 4.
In particular, the proof of Theorem 25 yields lower bounds for the error, for
which the capacity cannot be approximated. Note that the statement of
non-approximability is strictly stronger than the statement of non-Turing-
computability. Indeed, with the results in [35] it is possible to show that there
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are channels whose capacity is not Turing computable but are approximable
for any given approximation error.
4.2. Capacity being a Computable Real Number
Next, we further study the behavior of the capacity function (15) in more
detail and address the question if the capacity value itself is a computable
real number, cf. also Remark 24. The following Theorem 28 provides a result
for a large class of computable FSCs.
Theorem 28. For every computable FSC {p, q, s0}, s0 ∈ S, that satisfies
C({p, q}) = C({p, q}), we have C({p, q, s0}) ∈ Rc for all s0 ∈ S, i.e., the
capacity is a computable number.
Proof. We make use of the following properties. Let p ∈ P and q ∈ Q be
arbitrary. Then
C({p, q}) = inf
n∈N
(
Cn({p, q}) +
log |S|
n
)
,
C({p, q}) = sup
n∈N
(
Cn({p, q}) −
log |S|
n
)
,
see [1, Theorem 4.6.1].
For every n ∈ N and {p, q} ∈ Pc ×Qc, Cn({p, q}) is a computable num-
ber. Accordingly, {Cn({p, q})}
∞
n=1 is a computable sequence of computable
reals. We define
(17) C(M ; {p, q}) := min
1≤n≤2M
(
Cn({p, q}) +
log |S|
n
)
.
We see that C(M ; {p, q}) is a computable real forM ∈ N and the correspond-
ing sequence {C(M ; {p, q})}∞n=1 is a computable sequence of computable
reals. We have C(M ; {p, q}) ≥ C(M + 1; {p, q}) forM ∈ N, i.e., the sequence
is monotonically decreasing and it holds limM→∞C(M ; {p, q}) = C({p, q}).
We further set
(18) C(M ; {p, q}) := max
1≤n≤2M
(
Cn({p, q}) −
log |S|
n
)
and similarly obtain C(M + 1; {p, q}) ≥ C(M ; {p, q}) for M ∈ N. It holds
limM→∞C(M ; {p, q}) = C({p, q}). By assumption we further have for all
s0 ∈ S, C({p, q}) = C({p, q, s0}) = C({p, q}).
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Next, we consider the function
gM ({p, q}) := C(M ; {p, q}) − C(M ; {p, q}).
Due to the monotonicity of both sequences, we have 0 ≤ gM+1({p, q}) ≤
gM ({p, q}) and limM→∞ gM ({p, q}) = 0.
Let n ∈ N be arbitrary. Now we can compute the n+ 2-nd bit of the
dyadic representation of gM ({p, q}). Due to the channels, we obviously have
gM ({p, q}) ≤ 1. Let M0 =M0(n) the smallest natural number such that the
first n+ 2 bits of the dyadic representation of gM0({p, q}) are zero. Then it
holds for all M ≥M0 that the n+ 2-nd bit of the dyadic representation of
gM ({p, q}) is zero as well due to the monotonic convergence. But this implies
that gM0({p, q}) =
∑∞
k=n+3 ak
1
2k , ak ∈ {0, 1} and therewith gM0({p, q}) ≤∑∞
k=n+3
1
2k =
1
2n+3
∑∞
k=0
1
2k =
1
2n+2 . With this we obtain
0 ≤ C(M0; {p, q}) − C(M0; {p, q}) <
1
2n+2
.
For M ≥M0 we have C(M ; {p, q}) ≤ C(M0; {p, q}) and
C(M ; {p, q}) ≥ C(M0; {p, q}). Thus, for M ≥M0 we obtain
0 ≤ C(M ; {p, q}) − C(M ; {p, q}) ≤ C(M0; {p, q}) − C(M ; {p, q}) ≤
C(M0; {p, q}) − C(M0; {p, q}) <
1
2n+2 . Due to C({p, q, s0}) = C({p, q}) =
limM→∞C(M ; {p, q}) for all s0 ∈ S, we further have
0 ≤ C(M ; {p, q}) − C({p, q, s0}) <
1
2n+2
.
The function M0 =M0(n) is effectively computable, since it is sufficient to
run our algorithm until an+2(gM0({p, q})) = 0 is satisfied which completes
the proof. 
If there exist {pˆ, qˆ} ∈ Pc ×Qc and s0 ∈ S such that C({pˆ, qˆ, s0}) /∈ Rc,
then this is the strongest form of non-computability, since then the value
C({pˆ, qˆ, s0}) is not algorithmically computable although the parameters
{pˆ, qˆ} ∈ Pc ×Qc are computable real numbers. In [36] it has been shown
that there exist computable compound channels for which this phenomenon
appears, i.e., there are computable compound channels such that its capac-
ity is not a computable real number. It is not clear whether or not this
phenomenon appears for FSCs as well.
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5. FSC Capacity as an Optimization Problem
Let us go back one more time to Theorem 19 and its proof, where we analyzed
the capacity function C({p, q, s0}) : Pc ×Qc × S → R. We have shown that
the capacity function C({p, q, s0}) is discontinuous for certain s0 ∈ S and
computable p ∈ Pc and q ∈ Qc.
Theorem 29. For all |X | ≥ 2, |Y| ≥ 2, and |S| ≥ 2, the capacity function
C : P ×Q× S → R is discontinuous.
Proof. We consider the channels p(yn|xn, 0), p(yn|xn, 1), qˆ(yn|xn, 0), and
qˆ(yn|xn, 1) as in (11) and (12).
Next, we consider {p, qk, s0} for k ≥ 1 with
(19) qk(sn|xn, 0)=
(
1− 1
k+1
1
k+1
)
, qk(sn|xn, 1)=
( 1
k+1
1− 1
k+1
)
.
We observe that the FSC {p, qk, s0}, s0 ∈ S, k ≥ 1, as defined above is inde-
composable. Further, qk is obviously computable, i.e., qk ∈ Qc, and further
independent of xn ∈ X .
Next, we need a concept of distance. For p(1), p(2) ∈ Pc and q
(1), q(2) ∈ Qc
we define the distance between the FSCs {p(1), q(1), s0} and {p
(2), q(2), s0}
as
d({p(1), q(1), s0}, {p
(2), q(2), s0})
= max
x∈X
∑
y∈Y
∣∣p(1)(y|x, s0)− p(2)(y|x, s0)∣∣
+max
x∈X
∑
s∈S
∣∣q(1)(s|x, s0)− q(2)(s|x, s0)∣∣.
(20)
For FSCs as defined in (11)-(19), we have for any s0 ∈ S,
d({p, qˆ, s0}, {p, qk, s0}) =
2
k+1 .
Next, let us assume that C({p, q, s0}), s0 ∈ {0, 1}, is Banach-Mazur com-
putable on Pc ×Qc. Then this would require that both capacities for s0 = 0
and s0 = 1 are continuous functions on Pc ×Qc. In particular, we must have
limk→∞C({p, qk, 0}) = C({p, q, 0}) and limk→∞C({p, qk, 1}) = C({p, q, 1}).
Since for all k ∈ N the FSC {p, qk, s0}, s0 ∈ S, is indecomposable, we
have C({p, qk, 0}) = C({p, qk, 1}) and further obtain
1 = C({p, q, 0}) = lim
k→∞
C({p, qk, 0}) = lim
k→∞
C({p, qk, 1})
= C({p, q, 1}) = CBSC(ǫ) = 1−H2(ǫ) < 1
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which is a contradiction. Accordingly, at least one of the functions
C({p, q, 0}) or C({p, q, 1}) must be discontinuous proving the desired
result. 
This allows to obtain the following result.
Theorem 30. Let |X | ≥ 2, |Y| ≥ 2, and |S| ≥ 2 be arbitrary. Then there
is no natural number n0 ∈ N such that the capacity C({p, q, s0}) can be
expressed as
(21) C({p, q, s0}) = max
u∈U
F (u, p, q, s0)
with U ⊂ Rn0 a compact set and F : U × P ×Q× S → R a continuous func-
tion.
Sketch of Proof. The result can be shown similarly as in [37]. The crucial
observation is the following: To be able to express the capacity C({p, q, s0})
as in (21), the capacity necessarily needs to be a continuous function which
cannot be the case by Corollary 29. 
Remark 31. Theorem 30 further immediately implies that the capacity
C cannot be expressed by a finite multi-letter formula. As a consequence,
if C can be described by entropic quantities, then this must be done via
a corresponding sequence. Accordingly, the characterization via a limit of
multi-letter expressions cannot be simplified and there is no closed form
solution possible in general for the capacity of FSCs.
6. Discussion and Open Problems
In this paper, we have studied the capacity of FSCs and we have shown
that the capacity function C({p, q, s0}) is not Banach-Mazur computable.
As a consequence, the capacity does not depend recursively on the system
parameters {p, q, s0} and it is impossible to algorithmically compute the
capacity C({p, q, s0}). We have further shown that we cannot find tight
lower and upper bounds on the capacity which are simultaneously com-
putable continuous functions or Borel computable functions, respectively.
This means that either the achievability or the converse (or both) must result
in non-computable lower or upper bounds. It is not known which of them are
actually non-computable for the FSC and, accordingly, the implications on
the information theoretic approaches of the achievability and converse are
unknown. Furthermore, the capacity is also shown to be non-approximable,
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i.e., it is impossible to approximate the capacity by computable sequences
of computable functions for certain approximation errors.
For certain applications however, algorithmically computing the capacity
of an FSC might be more than is actually needed. For example for resource
allocation, it is often sufficient to know whether or not the current channel
supports a certain quality-of-service (QoS) requirement λ. Accordingly, the
following question is of interest:
Question 5: Is there an algorithm (or Turing machine) that takes the
FSC {p, q, s0} and the QoS requirement λ > 0 as inputs and outputs
“yes” if C({p, q, s0}) > λ and outputs “no” if C({p, q, s0}) < λ?
This is a decision problem where the Turing machine decides whether
or not an FSC supports a certain QoS requirement. Note that this Turing
machine necessarily needs to stop for all possible inputs. However, it is not
clear if problem is decidable and that such a Turing machine actually exists.
In such a case, one may be inclined to weaken the question as follows:
Question 6: Is there an algorithm (or Turing machine) that takes
the FSC {p, q, s0} and the QoS requirement λ > 0 as inputs and stops
if C({p, q, s0}) > λ?
This modified question asks whether or not it is semidecidable. Here, the
Turing machine must only stop and output the correct answer if the FSC
supports the QoS requirement, i.e., C({p, q, s0}) > λ. In the other case, it
does not stop and runs forever. It is clear that one can pose this question
also in the opposite way by requiring the Turing machine to stop only if
C({p, q, s0}) < λ.
There are several communication scenarios and channels whose capac-
ity functions are not Turing computable, but their corresponding decision
problems are semidecidable, cf. [38]. It is of interest to study such questions
also for FSCs.
We want to conclude by coming back one more time to Kailath’s work
in information theory and the characterization of time-variant channels. In
this case, the corresponding characterizations of capacities according to our
results remain unknown. But as already mentioned in the introduction, there
are further connections to the effective analysis and constructive mathemat-
ics. Here, the aim is to solve certain mathematical questions effectively, i.e.,
with the help of algorithms.
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Recently, impressive progress has been made in the theory of time-
variant channels. For a detailed discussion we refer to [39]. For example,
progress in the design of test signals for channel identification [40, 41], exten-
sion to the multiple-input multiple-output (MIMO) case [42, 43], stochastic
channels [44, 45], channels with unknown carrier [42, 46], constraints on
the channel estimation [47], and others. These results address many of the
problems discussed in [2] and provide solutions based on the classical anal-
ysis. In these works, methods such as distribution theory have been used
that are not effective in general. This means that only the existence of cer-
tain strategies has been shown without the provision of effective algorithms
or proofs. Note that this does not immediately exclude the possibility of a
constructive characterization. But we want to note that in [48] computable
absolutely integrable band-limited signals have been constructed, which are
then also computable signals in L2(R), for which the bandwidth B(f) is not
a computable real number. It is not clear if this yields the impossibility of
effective characterizations of the results in the above mentioned works.
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