We introduce and investigate the properties of Hochschild cohomology of algebras in an abelian monoidal category M. We show that the second Hochschild cohomology group of an algebra in M classifies extensions of A up to an equivalence. We characterize algebras of Hochschild dimension 0 (separable algebras), and of Hochschild dimension ≤1 (formally smooth algebras). Several particular cases and applications are included in the last section of the paper.
Introduction
Let k be a field and let A be a k-algebra. Recall that an A-bimodule is, by definition, a left module over the enveloping algebra A e := A ⊗ A op . Hochschild cohomology H * (A, M) of A with coefficients in M was introduced in [8] in order to classify, up to equivalence, all extensions of A with kernel M. Many other applications of this cohomology have been discovered since then. Let us mention here a few of them.
The algebra A is called separable if A is projective as an A-bimodule. Separable algebras are characterized by the fact that their Hochschild dimension is zero, that is H 1 (A, M) = 0, for every bimodule M. Other homological characterizations of separable algebras can be found for example in [17] and [5] .
The set of equivalence classes of extensions of A with kernel M is in one-to-one correspondence with H 2 (A, M). In particular, an algebra A has no non-trivial extensions if and only if H 2 (A, M) = 0, for any bimodule M, i.e. its Hochschild dimension is less than or equal to 1. These algebras were introduced by Cuntz and Quillen in [5] , where they are called quasi-free and play the role of "functions algebras" of a "noncommutative smooth affine variety". One can prove that an algebra A is quasi-free if and only if it has the following "lifting property": for any algebra E and any nilpotent two-sided ideal I ≤ E the map Hom alg (A, E) → Hom alg (A, E/I ), induced by the canonical projection E → E/I , is surjective. This property of quasi-free algebras recalls to us the definition of smoothness from commutative algebra. Thus we will call them formally smooth, instead of quasi-free. Obviously, any separable algebra is formally smooth, so the above lifting property implies immediately Wedderburn-Malcev Theorem, see [14, Theorem, page 209 and Proposition, page 213] for the statement of this very important result.
Although we are not interested, in this paper, in deformation theory and cyclic cohomology of algebras, we would like to mention that Hochschild cohomology is a useful tool in the investigation of deformation of associative algebras, see [6] , and that it is one of the most important "ingredients" necessary to define cyclic cohomology, see [17] for example.
In this paper we introduce and investigate the properties of Hochschild cohomology of algebras in an abelian monoidal category (for the definition of these categories see Definition 1.8), and we will show that all properties of separable and formally smooth algebras, that we mentioned above, hold true in this wider context. There are many examples of abelian monoidal categories, the typical one being the category of modules over a commutative ring. The multitude of interesting examples is one of the explanations for our interest in defining Hochschild cohomology of algebras in abelian monoidal categories. In this way we will recover, in an unifying manner, many well known results regarding apparently different variants of Hochschild cohomology. Some of these examples will be discussed below. But the main applications of our work on Hochschild cohomology are included in [2] . In that paper, using the "categorical" version of Wedderburn-Malcev Theorem, besides other results, we characterize bialgebras with (dual) Chevalley property.
The paper is organized as follows. In the first section we develop all tools required to construct Hochschild cohomology and to characterize it. We start by recalling some basic facts about algebras and bimodules in an abelian monoidal category (M, ⊗, 1). Then, for an algebra A and an A-bimodule M in M, we define the Hochschild cohomology of A with coefficients in M, using the theory of P-relative derived functors, where P is the projective class of bimodule morphisms that splits in M. We show that H * (A, M) can be computed by using a "standard" complex, which is obtained from a P-relative projective resolution of A as an A-bimodule in M. The main result of this part, Theorem 1.30, establishes equivalent conditions for an algebra in M to be separable.
Extensions of an algebra A in M with a given kernel are classified in the second section, see Theorem 2.13.
In the third section we investigate formally smooth algebras inside abelian monoidal categories. The most important result in this section is Theorem 3.8 that characterizes algebras of Hochschild dimension ≤1 via lifting properties. We outline that condition (c) of this theorem relates formally smooth algebras and I -adic completions. As an example, we prove that if M is a relative projective bimodule over a formally smooth algebra A then T A (M), the tensor algebra of M, is formally smooth. The theory of P-relative derived functors provides a natural characterization of separable and formally smooth algebras. This is the reason we chose to introduce Hochschild cohomology in abelian monoidal categories in this way, instead of generalizing original Hochschild's construction [8] or by using the (co)simplicial approach explained in [12] .
The last section is devoted to particular cases and applications. First, if u : B → A is a morphism of k-algebras then the relative Hochschild cohomology of A with respect to u was defined in [6] . We show that it can be viewed as the Hochschild cohomology of A, regarded as an algebra in the monoidal category of B-bimodules. By taking M to be the category of comodules over a bialgebra we get in a natural way the definition of Hochschild cohomology of comodule algebras, that has already been studied in [15] . Also in this section, by working on the dual category of an abelian monoidal category, we define the Hochschild cohomology of a coalgebra. As applications, we characterize coseparable and formally smooth coalgebras. The latter class of coalgebras already appeared in [9] , where they are used to characterize hereditary coalgebras. Finally, in the case when M is a braided category with braiding c, we can talk about c-commutative algebras and about formally smoothness inside the category of c-commutative algebras. To give necessary and sufficient conditions for a c-commutative algebra to be formally smooth (as a c-commutative algebra), we define the second Harrison cohomology group of A, and we show that it classifies c-commutative extensions of A. The dual situation (for c-cocommutative coalgebras) is also analyzed. In a subsequent paper we will use formally smoothness inside the category of c-cocommutative coalgebras for a new approach to Milnor-Moore theorem.
Hochschild cohomology in monoidal categories
In this section we define and study the Hochschild cohomology of an algebra in a monoidal category. We start by recalling the definitions of monoidal categories and of algebras in such categories. In order to define Hochschild cohomology we will use relative homological algebra: for details on this matter see [7, Chapter IX] .
Throughout this paper we shall use the following notation. For a category M the set of morphisms from X to Y will be denoted by M(X, Y ). If X is an object in M then the functor M(X, −) from M to Sets associates to any morphism u : U → V in M the function that will be denoted by M(X, u). M K will denote the category of vector spaces over a arbitrary field K .
1.1.
A monoidal category means a category M that is endowed with a functor ⊗ : M × M → M, an object 1 ∈ M (called unit of M) and functorial isomorphisms: a X,Y,Z : (X ⊗ Y ) ⊗ Z → X ⊗ (Y ⊗ Z ), l X : 1 ⊗ X → X and r X : X ⊗ 1 → X . The morphism a is called the associativity constraint while l and r are called the unit constraints. They are assumed to satisfy the Pentagon Axiom and the Triangle Axiom, that is the diagrams below are commutative, for every U, V , W , X in M.
For details on monoidal categories we refer to [10, Chapter XI] and [11] . A monoidal category is called strict if the associativity constraint and unit constraints are the corresponding identity morphisms.
1.2.
As is noticed in [11, p. 420] , the Pentagon Axiom solves the consistency problem that appears because there are two ways to go from ((U ⊗ V ) ⊗ W ) ⊗ X to U ⊗ (V ⊗ (W ⊗ X )). The coherence theorem, due to S. Mac Lane, solves the similar problem for the tensor product of an arbitrary number of objects in M. Accordingly with this theorem, we can always omit all brackets and simply write X 1 ⊗ · · · ⊗ X n for any object obtained from X 1 , . . . , X n by using ⊗ and brackets. Also as a consequence of the coherence theorem, the morphisms a, l, r take care of themselves, so they can be omitted in any computation involving morphisms in M. Thus, for the sake of simplicity, from now on, we will write the associativity constraints only if required.
1.3. Following [11, Definition 9.2.11], let us recall the definition of associative algebras in a monoidal category (M, ⊗, 1, a, l, r ). Let A be an object in M. Suppose that m : A ⊗ A → A and u : 1 → A are morphisms in M. If m and u obey the associativity and unity axioms:
we say that (A, m, u) is an (associative) algebra in M with multiplication m and unit u. If (A, m A , u A ) and (B, m B , u B ) are two algebras, a morphism of algebras from A to B is a morphism f : A → B in M such that f m A = m B ( f ⊗ f ) and f u A = u B . As we explained in (1.2), we can omit the brackets and the maps a, l and r , so we shall draw the left diagram in a more simple way as follows:
Some examples of monoidal categories and algebras are included in the last section of the paper, which is dedicated to applications.
1.4. Now we are going to define the representations of algebras in monoidal categories. We shall proceed as in the case of algebras in M K . Let us assume that (A, m, u) is an algebra in the monoidal category (M, ⊗, 1). By a left A-module we mean an object M ∈ M together with a morphism µ = µ l = µ l M :
The category of left A-modules will be denoted by A M. Similarly, we construct the category of right modules M A . Combining left and right modules we get A-bimodules. More precisely, an A-bimodule is an object in M together with two maps, µ l : A ⊗ M → M and µ r : M ⊗ A → M, such that (M, µ l ) ∈ A M and (M, µ r ) ∈ M A and the structures are compatible, that is is commutative. A morphism f : M → N between two bimodules is a morphism in M which is both a morphism of left and right modules. For the category of A-bimodules we shall use the notation A M A . Examples 1.5. (a) A is always an A-bimodule, having both left and right module structures defined by the multiplication m.
(b) Suppose that (A, m, u) is an algebra in (M, ⊗, 1). Then A ⊗ X ∈ A M, for any X ∈ M, where the left structure is given by µ := m ⊗ X . Thus we have a functor A T :
Similarly X ⊗ A is a right A-module, so we obtain a functor:
(c) Let A be as above, and let M ∈ A M. Then M ⊗ A is a right A-module as in the previous example, and is a left A-module via ν = µ ⊗ A. These two structures are compatible, defining an
Analogously, A⊗(X ⊗ A) can be regarded as an A-bimodule, and one can easily prove that a A,X,A : (A⊗ X )⊗ A → A ⊗ (X ⊗ A) is a functorial isomorphism of bimodules. Proposition 1.6. (a) A T is a left adjoint of A U : A M → M, the functor that "forgets" the module structure.
(b) T A is a left adjoint of U A : M A → M, the functor that "forgets" the module structure. (c) A T A is a left adjoint of A U A : A M A → M, the functor that "forgets" the bimodule structure.
Proof. (a) To prove that A T is a left adjoint of A U : A M → M we need functorial morphisms:
that are inverses of each other. We define φ l (X, M)( f ) := f (u ⊗ X )l −1 X and ψ l (X, M)(g) := µ(A ⊗ g), where µ is the module structure of M. It is easy to prove that ψ l (X, M)(g) is a morphism of left modules, and that ψ l (X, M) is the inverse of φ l (X, M).
(b) The isomorphisms are now given by
, where µ is the module structure of M.
(c) The isomorphisms are obtained by combining the isomorphisms constructed above:
and similarly for ψ(X, M). For future references, we explicitly write them down:
where µ r and µ l give respectively the right and left A-module structures of M.
1.7.
Assume that M is a monoidal category which is also abelian and let A be an algebra in M. It can be proved (see [4] ) that A M is an abelian category, whenever the functor A ⊗ (−) : M → M is additive and right exact. In the case when both the functor A ⊗ (−) : M → M and the functor (−) ⊗ A : M → M are additive and right exact, then the category A M A is abelian too. Since one of our main goals is to investigate the relative derived functors of A M A (A, −), with respect to a certain projective class of epimorphisms in M, we need A M A to be an abelian category. We have noticed above that A M A has this property if M is abelian and the functors A ⊗ (−) : M → M and (−) ⊗ A : M → M are additive and right exact. Since, sometimes, we have to work with more than one algebra in M, and their bimodules, it is convenient to assume that X ⊗ (−) : M → M and (−) ⊗ X : M → M are additive and right exact, for any X ∈ M. Hence we are led to the following definition. Remark 1.9. The referee pointed out that most of the results of this section still hold in the weaker case when M is an idempotent-complete additive category. The abelian assumption is mainly needed for the construction of ⊗ A which is really only used in Sections 3 and 4. Corollary 1.10. Let (M, ⊗, 1) be an abelian monoidal category. The functors A T , T A and A T A are additive and preserve colimits. In particular they are right exact.
Proof. In view of the fact that the tensor product is an additive functor in both variables, all the functors that appear in Proposition 1.6 are additive and the adjunctions themselves are additive too.
1.11. As a consequence of the fact that M is an abelian monoidal category, let us show that A M A has also a natural structure of monoidal category. We will just indicate the main steps of the proof, since it is based on somewhat intricate computations.
For
Thus we have an exact sequence:
Note that, as M is an abelian monoidal category, then
Now we are looking for the associativity constraint in
Both a and a induce functorial isomorphisms a U,V,W :
Since the sequence (3) is functorial we have
so a = a , as the maps appearing in the above two equalities are epimorphisms. Let a := a = a . Now one can prove that a verifies the Pentagon Axiom.
By definition of left modules we have µ l V χ A,V = 0. Therefore, there is a unique functorial morphism l V :
The morphisms l V and r V are invertible, their inverses being respectively π A,V (u ⊗ V )l −1 V and π V,A (V ⊗ u)r −1 V . Since l and r verifies the Triangle Axiom it follows that ( A M A , ⊗ A , A, a, l, r ) is a monoidal category.
For future references we state this result in the following theorem.
Theorem 1.12. If (M, ⊗, 1, a, l, r ) is an abelian monoidal category then ( A M A , ⊗ A , A, a, l, r ) is an abelian monoidal category.
Let
A be an algebra in an abelian monoidal category (M, ⊗, 1), and let T A and U A be the functors of Examples 1.5. For every (M, µ r M ) ∈ M A let us consider the complex (β * (A, M), d * ), where we set β n (A, M) = 0, if n < −1, and we take β −1 (A, M) = M. For n ≥ 0 we define
For i < n the module structure on β n−i−1 (A, M) is defined by β n−i−2 (A, M) ⊗ m, so we have:
We define d n : β n (A, M) → β n−1 (A, M) by
Proposition 1.14. Let M be an object in M. We have that:
Proof. Since U A : M A → M is faithfully exact, the first statement follows in view of [17, Proposition 8.6.10] . Assume that M ∈ A M A . In view of Examples 1.5(c), for any n ≥ −1, β n (A, M) is an A-bimodule. Moreover, each ∂ n i , being a composition of morphisms of A-bimodules, is a morphism of A-bimodules so that d n is a morphism of A-bimodules.
As in the classical case, the exact complex (β * (A, M), d * ) will be called the bar resolution of M.
1.15.
Let M be an abelian category and let P be a class of epimorphisms in M. We recall that an object P in M is called projective rel ξ , where ξ :
The closure of P is the class C(P) containing all epimorphisms ξ in M such that every P-projective object is also projective rel ξ . The class P is
in the canonical splitting f = i p, i monic and p epic, we have p ∈ P. Finally a P-projective resolution of M is an exact sequence:
such that all maps are P-admissible and P n is P-projective, for every n ≥ 0. 
Let
is a class of epimorphisms in A M A .
Let ε (resp. η) be the counit (resp. unit) of the adjunction ( A T A , A U A ) and let M be any object in A M A . Then from
we infer that ε M ∈ P.
For the reader's sake, we quote the following theorem. ). Let P be an object in A M A , the following assertions are equivalent:
In particular all objects of the form A ⊗ X ⊗ A, X ∈ M, are P-projective. Proof. Since, by Theorem 1.17, A ⊗ M ⊗ A is P-projective and ε M ∈ P, then the class P is projective whenever it is closed.
Let
, so that ξ ∈ P.
1.19. As in the usual case, one can show that any object in A M A has a P-projective resolution, which is unique up to a homotopy. The theory of derived functors can be adapted to the relative context without difficulties. For details the reader is referred to [7, Chapter XI] . Therefore, we can now consider, for every M ∈ A M A , the right P-derived functors R * P F M of F M := A M A (−, M). Then, for every M, N ∈ A M A , we set:
The following well known result can be proved as in the non-relative case. Proof. By Theorem 1.17, β n (A,
is P-projective for every n ∈ N. We already know that β * (A, A) is an exact sequence in A M A , in view of Proposition 1.14. It remains to show that the differential maps of β * (A, A) are P-admissible. For every n ≥ −1, let s n : β n (A, A) → β n+1 (A, A) be the morphism in M defined by:
Then, by using the functoriality of the unit constraints and the properties of the multiplication m of the algebra A, it is straightforward to show that:
is the differential of β * (A, A). Therefore we get d n = d n s n−1 d n , for any n ≥ 0. If d n = i n p n is the canonical decomposition in M, with p n an epimorphism and i n a monomorphism, then i n p n s n−1 i n p n = i n p n . It follows that p n (s n−1 i n ) = Id and, hence, p n ∈ P. Thus d n is admissible. 
Remark 1.23. The referee pointed out that one could make the category of A-bimodules into an exact category in the sense of Quillen by declaring a sequence of bimodules to be exact if it is split exact in M (or, equivalently, if it is contractible in M). Then this exact category has enough projectives which are exactly the P-projective objects, with P as in (5) . Moreover, H n (A, M) is the homomorphism group from A to M[n] in the derived category of the exact category of A-bimodules. In this way, the hypothesis that M is abelian is not required. For any morphism f in M let us denote A M A ( f, M) by f . Thus we have the following complex:
For every n > 1, we consider the map b n−1 that makes the following diagram commutative:
and we take b 0 := φ(A, M) d 1 γ ψ(1, M), where φ(1, M) and ψ(1, M) are the isomorphism defined in Proposition 1.6(c), and γ :
In this way, we obtain the standard complex:
It can be easily proved that b n
for every n ≥ 0.
In particular, for n ∈ {0, 1, 2} the differentials b n are given by: If such an n does not exist, we will say that the Hochschild dimension of A is infinite. We shall denote the Hochschild dimension of A by Hdim(A).
We end this section by characterizing separable algebras. For example, we will show that the class of separable algebras and the class of algebras of Hochschild dimension 0 are identical. Proposition 1.27. Let (A, m, u) be an algebra in an abelian monoidal category (M, ⊗, 1). Given an algebra homomorphism f : A → B which admits a section that is an algebra homomorphism, then B is separable whenever A is separable.
Proof. Let σ : B → A be an algebra homomorphism and let ν :
Remark 1.28. The multiplication m always has a section in A M and in M A , namely A ⊗ u and respectively u ⊗ A.
The referee suggested we present the next result in the following form that does not depend in M being abelian.
Proof. We will only prove that µ r splits in A M A , for µ l we can proceed analogously.
Using the fact that M is an A-bimodule and the naturality of the right unit constraint, it is easy to check that γ r is a section of µ r in M A . Let us prove that γ r is also left
Theorem 1.30. Let (A, m, u) be an algebra in an abelian monoidal category (M, ⊗, 1). The following assertions are equivalent:
The other implications follow as in the classical case. 
Hochschild extensions of algebras in a monoidal category
Our goal in this section is to classify Hochschild extensions of an algebra A (defined in an appropriate way) by using the second Hochschild cohomology group H 2 (A, −). This classification will be used in the next section to investigate algebras of Hochschild dimension 1.
Remark 2.1. The referee pointed out that most of the results of this section still hold in the weaker case when M is an idempotent-complete additive category.
First some definitions and preliminary results.
A ⊗ Ker π → Ker π and µ r : Ker π ⊗ A → Ker π be the maps uniquely defined by:
where i : Ker π → E is the canonical inclusion. Then (Ker π, µ l , µ r ) is an A-bimodule and µ l and µ r do not depend on the choice of the section σ .
Proof. Let (K , i) := Ker π . (a) The relation π (σ u − u E ) = 0 tells us that there exists a unique morphism λ :
On the other hand,
For any morphism f :
One can prove easily that σ is unital by using the definition of σ , the fact that the right unit constraint is functorial, the equality r 1 = l 1 and relation (9) .
The relation π m E (σ ⊗ E) (A ⊗ i) = m A (π σ ⊗ π ) (A ⊗ i) = 0 tells us that there exists a unique morphism µ l : A ⊗ K → K such that iµ l = m E (σ ⊗ i). Analogously one gets that there exists a morphism µ r : K ⊗ A → K , uniquely defined by (11) . By definition of µ l and using (13), we have
Moreover, by (12) , we obtain
We now prove that µ l does not depend on the choice of σ . Let τ : A → E be another section of π in M and let γ l : A ⊗ K → K be the associated left module structure. As π (σ − τ ) = 0 there exists a unique morphism ν :
that satisfies the following conditions:
(a) (E, m E , u E ) is an algebra in M, and π is a morphism of algebras that has a section σ in M;
(c) the morphisms µ l and µ r fulfil relations (10) and (11), i.e. iµ l = m E (σ ⊗ i) and iµ r = m E (i ⊗ σ ).
(2) Two Hochschild extensions:
with kernel M are equivalent if there is a morphism of algebras f : E → E such that π f = π and f i = i .
(3) An extension π : E → A is a trivial extension whenever it admits a section that is an algebra homomorphism.
Remarks 2.5. (1) Let (E) be a Hochschild extension of A with kernel M. Since M 2 = 0, by the previous lemma, one can define another bicomodule structure on M, by choosing an arbitrary section σ of π in M. The third condition from the definition of Hochschild extensions means that this new structure and (M, µ l , µ r ) coincide.
(2) By 5-Lemma, f is always an isomorphism of algebras.
(3) Let π : E → A be a morphism of algebras in (M, ⊗, 1) that has a section σ : A → E in M. Let (Ker π, i) be the kernel of π and assume that (Ker π ) 2 = 0. By Lemma 2.3, is a Hochschild extension. Proof. First we want to show that ω is a 2-cocycle if and only if m ω is associative, i.e. we have
In fact the last relation holds true if and only if
A straightforward, but tedious, computation shows us that:
where:
Furthermore, this relation holds if and only if ω is a 2-cocycle (the direct implication follows by composing (15) with i A ⊗ i A ⊗ i A to the right, and the converse is obvious). In conclusion, the multiplication on E ω is associative if and only if ω is a 2-cocycle. For proving that u ω is the unit of E ω we proceed similarly. We need the following equalities:
We will prove only (16) , the proof of (17) being left to the reader. First we notice that we have p A r E ω = r A ( p A ⊗ 1) and p M r E ω = r M ( p M ⊗ 1), as the unit constraint r is a natural morphism. Furthermore, by the definition of m ω and u ω , we get:
so we have the first equality of (16) . We still have to prove the second relation of (16). We have:
On the other hand, by the triangle axiom we have A ⊗ l A = r A ⊗ A, so that:
We deduce
Therefore, if we compose (14) with A ⊗ u ⊗ u to the right, we obtain:
Hence: A → E is a morphism in M, we define the curvature of σ to be the morphism:
(18) Proposition 2.8. Let π : E → A be a Hochschild extension of A with kernel (M, i), let σ : A → E be a section of π and let θ σ be the curvature of σ . Then there is a unique morphism ω :
defines an equivalence of Hochschild extensions.
Proof. The morphism π is an algebra homomorphism, and hence π θ σ = 0. Thus there exists a unique morphism ω : A ⊗ A → M such that iω = θ σ . Let µ l and µ r be the morphisms that define the module structure of M and let m A and m E be the multiplications of A and E respectively. By formulas (10), (11) and the construction of ω we have:
Thus, by the definition of curvature θ σ we get ib 2 (ω) = 0. Since i is a monomorphism, we obtain b 2 (ω) = 0, that is ω is a cocycle. Let σ : A → E be another section of π . Since π σ − σ = 0, there exists a unique morphism τ : A → M such that iτ = σ − σ . Let ω be the 2-cocycle associated to σ . Since µ l and µ r are independent of the choice of the section, the relation (10) holds true if we replace σ by σ . Hence by definition of b 1 , equation iω = θ σ and construction of τ we get:
It remains to show that f ω is an equivalence of extensions. First, f ω is a morphism of algebras. Indeed, we have:
where for the last equality we used (9) . Finally, one can check easily that π f ω = p A and f ω i M = i, so f ω is an equivalence of Hochschild extensions. Proof. Since i A : A → E ω is a section of p A , we have:
Thus, in view of Proposition 2.8, the cohomology class associated to this extension is [ω].
2.11. Let A be an algebra and let M be an A-bimodule. If π : E → A is a Hochschild extension, we will denote by [E] the class of all Hochschild extensions equivalent to it. We define:
Proposition 2.12. Let A be an algebra and let M be an A-bimodule. If ω, ω : A ⊗ A → M are 2-cocycles, then:
Therefore, there exists an algebra homomorphism g : E ω → E ω which is an equivalence of Hochschild extensions, that is p A g = p A and gi M = i M .
As gi A is a section of p A : E ω → A, we have:
so that, by definition, the cohomology class associated to (E ω ) is [ω]. On the other hand, by Lemma 2.10, the cohomology class of (
Applying Proposition 2.8 to the Hochschild extension p A : E ω → A, we get that there is an equivalence between
If ω = 0, then i A : A → E ω is clearly an algebra homomorphism which is a section of the projection
Theorem 2.13. Let A be an algebra and let M be an A-bimodule. The map:
Proof. Φ is well-defined and bijective by Proposition 2.12 and Proposition 2.8. 
Proof. Let µ r : M ⊗ B → M and µ l : B ⊗ M → M be the morphisms defining the module structure of M. Then the left A-module structure on M is given by µ l := µ l ( f ⊗ M). The mapμ r , giving the right A-module structure of M, is defined similarly. Hence the relation
follows by the definitions of b 2 , ω A , µ l , µ r and the fact that f is an algebra homomorphism. Proof. Since [ω A ] = 0, by Proposition 2.12, the morphism σ := i A + i M τ : A → E ω A is an algebra homomorphism which is a section of p A : E ω A → A. By Proposition 2.15, then the morphism
defines an algebra homomorphism such that π π f = f p A . Then the morphism f := π f σ is an algebra map such that π f = π π f σ = f p A σ = f .
Formally smooth algebras in a monoidal category
In this section we investigate algebras of Hochschild dimension less than or equal to 1. These algebras will be called formally smooth. We start by proving some basic facts about ideals of an algebra in a monoidal category. Since π Q is a morphism of bimodules, I J is an ideal in A, and we have the following exact sequence: (3) For any ideal (J, i J ) and for any morphism of ideals u : (K , i K ) → (K , i K ) there is a morphism of ideals u : (K J, i K J ) → (K J, i K J ) such that i 2 K J u = i 2 K J . For example, if we take K := I n and K := I n−1 , then by induction it results that there is a unique morphism of ideals i n I : I n+1 → I n such that i 2 I n−1 I i n I = i 2 I n I . Remark that we also have i I n i n I = i I n+1 so that, by (1), there is a unique algebra map p n I : A/I n+1 → A/I n such that p n I p I n+1 = p I n . In particular, p n I is an epimorphism in M. We obtain in this way an inverse system A/I n , p n I n∈N * of algebras in M that will be called the I -adic inverse system. Proof. We know that, by construction, p n I is an algebra homomorphism. There is a unique morphism j n I in M such that the following diagram has exact lines and commutative squares:
where q I n is the canonical projection. We have to prove that (I n /I n+1 ) 2 = 0, or equivalently that m n+1 ( j n I ⊗ j n I ) = 0, where m i denotes the multiplication of A/I i , for any natural number i. Since q I n is an epimorphism in M and (−) ⊗ (−) is right exact in both variables, then q I n ⊗ q I n is an epimorphism too. Thus the required relation is equivalent to m n+1 ( j n I q I n ⊗ j n I q I n ) = 0. Since j n I q I n = p I n+1 i I n , we have m n+1 ( j n I q I n ⊗ j n I q I n ) = m n+1 ( p I n+1 ⊗ p I n+1 )(i I n ⊗ i I n ) = p I n+1 m(i I n ⊗ i I n ). Thus it is enough to show that p I n+1 m(i I n ⊗ i I n ) = 0. Indeed, by 3.3(2) we have i I n = i I i 2 I n−1 I . Therefore,
By (20) we deduce that m(i I n ⊗ i I ) = i I n+1 f I n ,I , so we conclude as p I n+1 i I n+1 = 0.
Definition 3.5. Let M be a monoidal category. We say that the sequence (E n , p n ) n∈N * of morphisms in M
is an inverse system of extensions if p n is an algebra homomorphism and (Ker p n ) 2 = 0, for any n ≥ 1. We say that a inverse system of extensions (E n , p n ) n∈N * is an inverse system of Hochschild extensions if each p n has a section in M.
Definition 3.6. Let M be a monoidal category. We say that an inverse system of extensions (E n , p n ) n∈N * has an inverse limit if lim ←− E n exists in the category Alg(M) of algebras in M. If (I, i I ) is an ideal of an algebra A in M then we say that the I -adic completion of A exists if the I -adic inverse system has an inverse limit.
Remark 3.7. By Remarks 2.5, if (E n , p n ) n∈N * is an inverse system of Hochschild extensions then, for any n ≥ 1, is a Hochschild extension of E n with kernel Ker p n , where on Ker p n we take the E n -bimodule structure defined in Lemma 2.3.
We point out that, if M is an abelian monoidal category and the inverse limit lim ←− E n exists in M, then it can be endowed with a natural algebra structure in such a way that it is the inverse limit in the category Alg(M) of algebras in M. Therefore, in this case, (E n , p n ) n∈N * has an inverse limit. Proof. (a) ⇒ (b) Let (E n , p n ) n∈N * be an inverse system of Hochschild extensions that has an inverse limit lim ←− n E n . Let f : A → E 1 be an algebra homomorphism. Since p n : E n+1 → E n is by hypothesis a Hochschild extension, for every n ≥ 1, we can construct inductively a morphism of algebras f n : A → E n such that f := f 1 and f n = p n f n+1 . We deduce that there is an algebra homomorphism g : A → lim ←− E n such that q 1 g = f , where q n : lim ←− E n → E n are the canonical morphisms coming from the definition of the inverse limit in a category. Proof. Let (L , j) := Ker m and let us consider the exact sequence:
We know that m has a section in M so that m ∈ P. Given any M ∈ A M A , we apply the functor F := A M A (−, M) to the sequence above and find:
Since A ⊗ A is P-projective, we get that Ext 1 P (L , M) Ext 2 P (A, M) = H 2 (A, M). We conclude by applying Proposition 1.20 and Theorem 3.8.
Theorem 3.13. Let (A, m, u) be an algebra in an abelian monoidal category (M, ⊗, 1). Then the following conditions are equivalent:
(a) A is formally smooth.
(b) The canonical morphism lim ←− E/I n → A has an algebra homomorphism section, where I is an ideal in an algebra E such that E/I A (as algebras) and (E/I n , p n I ) n∈N * is an inverse system of Hochschild extensions with inverse limit lim ←− E/I n .
(c) Let π : E → A be an epimorphism in M. If π is an algebra homomorphism, the kernel I of π is nilpotent and (E/I n , p n I ) n∈N * is an inverse system of Hochschild extensions, then π has an algebra homomorphism section. Proof. E/I n → A has an algebra homomorphism section. Obviously E, together with the canonical morphisms p I n : E → E/I n , is the inverse limit of the I -adic inverse system. Thus, in this case, q 1 = p I so the canonical map lim
Thus π splits.
(c) ⇒ (a) Let π : E → A be a Hochschild extension. Since (Ker π ) 2 = 0 then I = Ker π is nilpotent and p n I : E/I n+1 → E/I n is the identity morphism of E, for n ≥ 2. In particular, p 1 I = p I . Let f : E/I → A be the algebra isomorphism such that f p I = π. We deduce that p 1 I splits as, by definition π , does. Obviously, for any n ≥ 2, we have p n I = Id E/I n , so (E/I n , p n I ) n∈N * is an inverse system of Hochschild extensions. Thus π has an algebra homomorphism section. Corollary 3.14. Let A be a separable algebra, let E be an algebra and let π : E → A be an epimorphism in an abelian monoidal category. If π is an algebra homomorphism, the kernel I of π is nilpotent and (E/I n , p n I ) n∈N * is an inverse system of Hochschild extensions, then π has an algebra homomorphism section.
Proof. Any separable algebra is formally smooth, so we can apply the previous theorem. 
and hence, as
Since ω is a 2-cocycle we have b 2 (ω) = 0, and hence:
Substituting (23) into (22), we get
and, since ν is a morphism of right A-modules (i.e. (A ⊗ m)(ν ⊗ A) = νm), we have
so that we deduce:
In order to conclude that ω = b 1 (τ ω ), it remains to prove that µ l (A⊗τ ω ) = µ l (A⊗ω)(ν⊗ A). Since A⊗l −1 A = r −1 A ⊗ A and ν is a morphism of left A-modules (i.e. (m ⊗ A)(A ⊗ ν) = νm), we get: 
A then, by Proposition 3.15, ω A = b 1 (τ ). By Corollary 2.16 we deduce that:
defines a morphism of algebras such that π f = f . Then, by (10), we have:
, we obtain: Proof. Left to the reader.
3.19. Let (M, ⊗, 1) be an abelian monoidal category. In addition, we assume that there exist arbitrary direct sums in M and direct sums commute with Y ⊗ (−) and (−) ⊗ Y , for any Y ∈ M. Recall that Y ⊗ (−) commutes with direct sums if for any family
is the direct sum of (X i ) i∈I with canonical inclusions (σ i ) i∈I . Under these assumptions, for any object X ∈ M, we can define T (X ), the tensor algebra of X , as follows: first we take T 0 (X ) := 1 and T 1 (X ) = X , and we construct T p+1 (X ) := T p (X ) ⊗ X, for any p > 0. For p ∈ N we set m p,0 := r T p (X ) and we define m p,q+1 = (m p,q ⊗ X )a −1 T p (X ),T q (X ),X . By Coherence Theorem we have:
as both members of this relation can be written as a composition of associativity and unit constraints and tensor products of them, so they must be identical. We now define T (X ) := ⊕ p∈N T p (X ), and we denote by m T (X ) : T (X ) ⊗ T (X ) → T (X ) the unique morphism that comes from the universal property of the direct sum. More precisely, if i p : T p (X ) → T (X ) is the canonical inclusion then T (X ) ⊗ T (X ) is the direct sum of (T p (X ) ⊗ T q (X )) p,q∈N with canonical inclusions (i p ⊗ i q ) p,q∈N . Hence m T (X ) is the unique morphism such that m T (X ) (i p ⊗ i q ) = i p+q m p,q , for all p, q ∈ N. By (24) it results immediately that m T (X ) is associative. In fact, T (X ) is an algebra in M with unit i 0 : T 0 (X ) → T (X ).
The tensor algebra of X has the usual universal property: if A is an algebra in M and f : X → A is a morphism in M then there is a unique morphism of algebras g : T (X ) → A such that gi 1 = f .
3.20. Let (A, m A , u A ) be an algebra in an abelian monoidal category (M, ⊗, 1) with arbitrary direct sums. Assume that the tensor product in M commutes with direct sums. Let us consider the tensor algebra T (A). We set:
where i 0 and i 1 are the canonical inclusions, and we define:
Since I A is an ideal of T (A) and p A : T (A) → E A is an algebra homomorphism, by the previous lemma, we get p A (i 0 − i 1 u A ) = 0. Let ρ A = p A i 1 : A → E A . Then we have:
Thus, by construction, ρ A is a unital morphism. Proof. By the universal property of the tensor algebra T (A), there exists a unique algebra homomorphism ξ :
where u B is the unit of B. By Lemma 3.18(b), ξ ζ A = 0 so that there exists a unique morphism v : E A → B such that vp A = ξ and hence vρ A = vp A i 1 = ξ i 1 = ρ. Moreover, by the universal property of cokernels, v is an algebra homomorphism. The uniqueness is due to the universal property of T (A).
Corollary 3.23. There exists a unique algebra map π A : E A → A such that π A ρ A = Id A .
3.24. Let (e A , i A ) = Ker π A . We have the exact sequence:
From this sequence, we obtain a Hochschild extension of A, namely:
where the section of E A /e 2 A → A is given by the composition of E A → E A /e 2 A and ρ A : A → E A . The extension (25) is called the universal Hochschild extension of A. Proposition 3.25. Let A, B be algebras in an abelian category (M, ⊗, 1) with arbitrary direct sums. Assume that the tensor product in M commutes with direct sums. Let π : E → B be a Hochschild extension of B with kernel (M, i) and let f : A → B be an algebra homomorphism. Then, there exists an algebra homomorphism π f : E A /e 2 A → E and an A-bimodule homomorphism g : e A /e 2 A → M such that the following diagram commutes:
Proof. By Lemma 2.3, we can choose a unital section ρ : B → E of π. By Proposition 3.22 there exists a unique algebra homomorphism π f : E A → E such that ρ f = π f ρ A . Therefore we get:
Thus, by Proposition 3.22, we get f π A = π π f . Since M = Ker π the relation π π f i A = f π A i A = 0 implies the existence of a unique morphism γ : e A → M such that iγ = π f i A . Then, from M 2 = 0 we deduce:
so that there exists a unique morphism π f : E A /e 2 A → E which, composed with the canonical projection E A → E A /e 2 A , gives π f . Since (M, i) is the kernel of π , there is a unique g such that the left square of the above diagram is commutative. One can check easily that g is a morphism of A-bimodules. Proof. Since (a) ⇒ (b) is obvious we have to prove the other implication. For, by Theorem 3.8, it is enough to prove that any Hochschild extension of A is trivial. Let π : E → A be such an extension with kernel (M, i). Let σ : A → E A /e 2 A be an algebra homomorphism that is a section of the morphism E A /e 2 A → A. Let π Id A be the algebra homomorphism obtained by applying Proposition 3.25 for f = Id A . Then π Id A σ : A → E is an algebra homomorphism such that π(π Id A σ ) = Id A . Proposition 3.27. Let A be an algebra in an abelian monoidal category (M, ⊗, 1) with arbitrary direct sums. Assume that the tensor product in M commutes with direct sums. If θ A : A ⊗ A → E A is the curvature of the canonical morphism ρ A : A → E A , then e A θ A .
Proof. Let us denote by (X, φ) the cokernel of Λ θ A . By definition, θ A = Im Λ θ A . As π A : E A → A is an algebra homomorphism, then π A θ A = 0. So, by Lemma 3.18, π A i θ A = 0. Let β : X → A be such that π A = βφ. Since X Coker i θ A and ( θ A , i θ A ) is an ideal of E A it follows that X has an algebra structure such that φ is an algebra homomorphism. As, by definition, φi θ A = 0 we have φθ A = 0. This relation, the fact that φ is an algebra homomorphism and ρ A a unital morphism imply that φρ A : A → X is an algebra homomorphism. We have:
By Proposition 3.22 we deduce that
In particular, φρ A is an epimorphism. As βφρ A = Id A then φρ A is a monomorphism too. Therefore we get (A, π A ) (X, φ), so that θ A = Im Λ θ A Ker φ Ker π A = e A .
Let
A be an algebra in an abelian monoidal category M with arbitrary direct sums. Assume that the tensor product in M commutes with direct sums. We know (see 1.11) that A M A is a monoidal category with respect to ⊗ A . One can see easily that A M A has also arbitrary direct sums and that the tensor product in A M A commutes with direct sums. Therefore we can consider, in the monoidal category ( A M A , ⊗ A , A), the tensor algebra of an arbitrary A-bimodule M. We will denote it by T A (M). Proposition 3.29. Let A be an algebra in an abelian monoidal category M with arbitrary direct sums. Assume that the tensor product in M commutes with direct sums. If A is a formally smooth algebra and M is a P-projective bimodule in A M A , then the tensor algebra T A (M) is also formally smooth as an algebra in M. In particular, for any n > 1, the tensor algebra T A (A ⊗n ) is formally smooth as an algebra in M.
Proof. Let π : E → T A (M) be a Hochschild extension of T A (M) in M. Since A formally smooth, by the first condition from Theorem 3.8, there exists an algebra homomorphism g 0 : A → E such that πg 0 = i 0 , where i 0 : A → T A (M) is the canonical inclusion. The objects E and T A (M) have a natural A-bimodule structure induced by g 0 and i 0 , respectively. Thus π becomes a morphism of A-bimodules. Let i 1 : M → T A (M) be the canonical inclusion. Since M is P-projective and π ∈ P, there exists a morphism of A-bimodules g 1 : M → E such that πg 1 = i 1 . By the universal property of T A (M), there exists a unique algebra homomorphism g : T A (M) → E such that gi 0 = g 0 and gi 1 = g 1 . Then πgi 0 = πg 0 = i 0 and πgi 1 = πg 1 = i 1 , so πg = Id T A (M) . This means that π is a trivial Hochschild extension. Corollary 3.30. If (A, m, u) is a formally smooth algebra, the tensor algebra T A (Ker m) is also formally smooth. If A is separable, the tensor algebra T A (M) is formally smooth, for any M ∈ A M A .
Proof. Apply Corollary 3.12 and Theorem 1.30. Remark 3.31. Let A be an algebra in an abelian monoidal category M with arbitrary direct sums. Assume that the tensor product in M commutes with direct sums. By the universal property of the tensor algebra it results that T (X ) is formally smooth, for any object X in M. Thus T A (M) is formally smooth as an algebra in ( A M A , ⊗ A , A) for any A-bimodule M, and even if A is not formally smooth in M.
Examples and applications
In this section we apply the general theory we have developed to some particular examples of abelian monoidal categories. We are especially interested in the dual category of an abelian monoidal category, the category of B-bimodules ( B M B , ⊗ B , B ) and the category of (co)modules over a Hopf algebra. These particular cases show us that Hochschild cohomology of coalgebras, relative Hochschild cohomology and Hochschild cohomology of (co)module algebras (see [15] ) can be defined and investigated in a unifying way.
Separable and formally smooth coalgebras
The whole theory of Hochschild cohomology for coalgebras and its application to coseparability and formally smoothness can be obtained from our general framework by duality, i.e. by working in the dual category of (M, ⊗, 1, a, l, r ). Since this process is completely formal and does not require new ideas we will just state the main results. If (M, ⊗, 1) is a monoidal category then its dual M • is also a monoidal category. Recall that M • has the same objects as M, but M • (X, Y ) = M(Y, X ). The associativity and unit constraints in M • are a −1 , l −1 and r −1 .
4.1.
By definition, a coalgebra C in a monoidal category (M, ⊗, 1, a, l, r ) is a tern (C, , ε) where C is an object in M endowed with a comultiplication : C → C ⊗ C and a counit ε : C → 1 in M such that (C, , ε) is an algebra in the dual monoidal category M • of M. Given a coalgebra C in M one can define the categories C M, M C , C M C respectively as the categories C (M • ), (M • ) C , C (M • ) C , where C is regarded as an algebra in M • .
Thus in order to apply our results we need that the monoidal category M • be abelian. Obviously a category (not necessarily monoidal) is abelian if and only if its dual is so. Moreover, the functors Y ⊗ 
4.2.
We fix a coalgebra C in a monoidal category M such that M • is an abelian monoidal category. Let C U C : C M C → M be the forgetful functor and let f : M → N be a morphism in C M C . We say that C U C ( f ) cosplits in M if there exists a p : N → M such that p C U C ( f ) = Id M . Then C U C ( f ) is a monomorphism in M and hence, as C U C is faithful, f is a monomorphism in C M C . Therefore we can consider the class of monomorphisms:
Since C is an algebra in M • we can identify I with the projective class associated to this algebra, as in (1.15). So I is an injective class of monomorphisms in C M C . Proof. Dualize Theorem 1.30.
Definition 4.5. The Hochschild dimension of a coalgebra C in the monoidal category M is the smallest n ∈ N (if it exists) such that H n+1 (M, C) = 0, for any M ∈ C M C . If such an n does not exist, we will say that the Hochschild dimension of C is infinite. We shall denote the Hochschild dimension of C by Hdim(C). 
4.7.
We fix a coalgebra (E , E , ε E ) in M. By definition, a subcoalgebra of E is a coalgebra (C , C , ε C ) together with a monomorphism i C : C → E in M which is a morphism of coalgebras, i.e. (i C ⊗ i C ) C = E i C and ε E i C = ε C . Now let us take two subcoalgebras (C , C , ε C ) and (D , D , ε D ) of E. The wedge product C ∧ E D of C and D is by definition (see [13, p . 60] and [1] ) the kernel of ( p C ⊗ p D ) E , where p C : E → E/C and p D : E → E/D are the canonical quotient maps.
If we regard E, C and D as algebras in M • then i C and i D are morphisms of algebras from E to C and D, respectively. In fact they are epimorphisms in M • , and their kernels are (E/C, p C ) and (E/D, p D ). In particular, I C := E/C and I D := E/D are ideals of E, so it makes sense to consider the product I C I D . The multiplication in E, as an algebra in M • , is E . Let f I C ,I D be the map in M • defined in Examples 3.2(b). Its cokernel is the kernel of ( p C ⊗ p D ) E in M, that is C ∧ E D. It results that C ∧ E D has a canonical structure of quotient algebra of E (in M • ), so C ∧ E D is a subcoalgebra of E (in M) and the sequence (19) can be rewritten in M as:
For a subcoalgebra C of E we define recursively C ∧ n+1 E := C ∧ n E ∧ E C, for any n ∈ N * . Note that C ∧ 1 E = C and C ∧ 2 E = C ∧ E C. We denote the canonical inclusion of C ∧ n E into E by i C ∧ n E . Let p I n C be the inclusion of I n C into E and the projection of E onto I n C (working into M • ). By (3.3) we know there exists a unique morphism j n I C : I n C → I n+1 C such that j n I C p I n C = p I n+1 C . Remark that the domain of j n I C is I n C and not I n+1 C , as in (3.3) , because E is an algebra in M • . Thus there is a unique map i n C :
has exact rows and commutative squares. (E) that satisfies the following conditions: (a) (E , E , ε E ) is a coalgebra in M, and σ is a morphism of coalgebras that has a retraction π in M; (b) C ∧ E C = E, that is ( p ⊗ p) = 0; (c) the morphisms ρ l and ρ r fulfil the following relations ρ l p = (π ⊗ p) E ρ r p = ( p ⊗ π ) E .
(2) Two Hochschild extensions of C with cokernel M:
are equivalent if there is a homomorphism of coalgebras f : E → E such that π f = π and f i = i .
(3) An extension i : C → E is trivial whenever it admits a section that is a coalgebra homomorphism. Definition 4.11. We say that the sequence (E n , i n ) n∈N * of morphisms in M
is a direct system of extensions if i n is a coalgebra homomorphism and E n ∧ E n+1 E n = E n+1 , for any n ≥ 1. We say that a direct system of extensions (E n , i n ) n∈N * is a direct system of Hochschild extensions if each i n has a retraction in M.
Example 4.12. Let E be a coalgebra in M and let C be a subcoalgebra of E. The sequence (C ∧ n E , i n C ) n∈N * is a direct system of coalgebras extensions, that will be called the C-adic direct system in E. Definition 4.13. Let M be a monoidal category. We say that the direct system of extensions (E n , i n ) n∈N * has a direct limit if lim If (E n , i n ) n∈N * is a direct system of Hochschild extensions, then, for any n ≥ 1, is a Hochschild extension of E n with cokernel Coker i n , where on Coker i n we take the bicomodule structure over E n , that is obtained by applying Lemma 2.3 in the category M • . Definition 4.15. Let E be a coalgebra in M and let C be a subcoalgebra of E. We will say that C is conilpotent in E if there is n such that i C ∧ n E is an isomorphism. C ∧ n E has a coalgebra homomorphism retraction, where E is a coalgebra endowed with a coalgebra homomorphism i : C → E which is mono in M and such that (C ∧ n E , i n C ) n∈N * is a direct system of Hochschild extensions with direct limit lim −→ C ∧ n E .
(c) Let i : C → E be a monomorphism in M. If i is a coalgebra homomorphism, C is conilpotent and (C ∧ n E , i n C ) n∈N * is a direct system of Hochschild extensions, then i has a coalgebra homomorphism retraction.
Corollary 4.23. Let C be a coseparable coalgebra, let E be a coalgebra and let i : C → E be a monomorphism in M. If i is a coalgebra homomorphism, C is conilpotent and (C ∧ n E , i n C ) n∈N * is a direct system of Hochschild extensions, then i has a coalgebra homomorphism retraction. 
Formally smooth c-(co)commutative (co)algebras
In this subsection we will see that our general framework can be adapted easily to characterize formally smooth c-(co)commutative (co)algebras. First of all, to deal with (co)commutativity in a general monoidal category, we need something that replaces the flip map for vector spaces:
For this reason, throughout this subsection, we will work in a braided category. Recall that a monoidal category (M, ⊗, 1, a, r, l) is called braided if there is a functorial isomorphism:
The functorial morphism c is called the braiding of M. For details about braided categories the reader is referred to [10, p. 315 ].
Definition 4.25. Let (M, ⊗, 1, a, r, l, c) be a braided category. We will say that M is an abelian braided category if (M, ⊗, 1, a, r, l) is an abelian monoidal category. In this subsection all braided categories will be abelian. Proof. (a) Since the braiding c is functorial we have c A,A (π ⊗ π ) = (π ⊗ π )c E,E . Taking into account that E is c-commutative it follows that m A c A,A (π ⊗ π ) = m A (π ⊗ π ), so m A c A,A = m A , as π ⊗ π is an epimorphism (M is abelian so (−) ⊗ (−) is right exact in both variables).
(b) Assume now that π : E → A is a Hochschild extension. Then, for any section σ : A → E of π , we have:
Therefore, since i is a monomorphism, and by means of the following relation: such that E a c-commutative.
Let
A be a c-commutative algebra and let (M, µ l ) be a left A-module such that
Then it is easy to see that M becomes an A-bimodule with the right module structure given by µ r := µ l c M,A . Such an A-bimodule (M, µ l , µ r ) will be called a c-symmetric A-bimodule. Therefore we can consider the Hochschild cohomology of A with coefficients in M. Let ω and ω be two cohomologous 2-cocycles. Then there is f ∈ Hom(A, M) 
By the fact that c is functorial, and using relations µ r := µ l c M,A and µ l = µ r c A, Proof. Let c ω := c E ω ,E ω . By definition of m ω (see Lemma 2.6), the fact that c is functorial and mc A,A = m we get
Therefore we have
Since the tensor functors are right exact, the morphism p A ⊗ p A is an epimorphism. Moreover i M is a monomorphism. In conclusion ω = ωc A,A if and only if m ω c ω = m ω . (c) Let π : E → A be an epimorphism in M. If π is an algebra homomorphism, E is c-commutative, the kernel I of π is nilpotent and (E/I n , p n I ) n∈N * is an inverse system of Hochschild extensions, then π has an algebra homomorphism section.
Proof. Similar to the proof of Theorem 3.13.
The dual category M • of a braided category M is braided too. Thus all notions and results can be dualized. We leave that to the interested reader. Here we just state the main results, characterizing c-cocommutative formally smooth coalgebras. Definition 4.37. Let C be a c-cocommutative coalgebra. We will say that C is formally smooth as a c-cocommutative coalgebra if it satisfies one of the above equivalent conditions. Theorem 4.38. Let (C, , ε) be a coalgebra in M. Then the following conditions are equivalent:
(a) C is formally smooth as a c-cocommutative coalgebra.
(b) The canonical morphism C → lim −→ C ∧ n E has a coalgebra homomorphism retraction, where E is a ccocommutative coalgebra endowed with a coalgebra homomorphism i : C → E which is mono in M and such that (C ∧ n E , i n C ) n∈N * is a direct system of Hochschild extensions with direct limit lim −→ C ∧ n E in the category of c-cocommutative coalgebras.
(c) Let i : C → E be a monomorphism in M. If i is a coalgebra homomorphism, E is c-cocommutative, C is conilpotent and (C ∧ n E , i n C ) n∈N * is a direct system of Hochschild extensions, then i has a coalgebra homomorphism retraction. ∂ i ( f )(a 0 ⊗ B · · · ⊗ B a n ) =    a 0 . f (a 1 ⊗ B a 2 ⊗ B · · · ⊗ B a n ), for i = 0, f (a 0 ⊗ B · · · ⊗ B a i a i+1 ⊗ B · · · ⊗ B a n ), for 1 ≤ i ≤ n − 1, f (a 0 ⊗ B · · · ⊗ B a n−1 ).a n for i = n.
Relative Hochschild cohomology of algebras
In this subsection we will prove that relative Hochschild cohomology can be interpreted as the Hochschild cohomology of an algebra in a monoidal category, namely the category B M B of B-bimodules, which is monoidal with respect to: 
for any b ∈ B and x, y, z ∈ A, where x · y := m(a ⊗ B a ). Let m A : A ⊗ k A → A be the canonical map induced by m, and let 1 A = u(1 B ). By the above relations it follows that A is an associative algebra (with unit 1 A ) in the category of k-vector spaces. It remains to show that u is a morphism of k-algebras. By the last relation of (28) and by the fact that u is left B-linear, we get:
Conversely, let u : B → A be a morphism of algebras, where the multiplication of A is m A . Then we can regard A as an algebra in M as follows. By restriction of scalars, A becomes a B-bimodule such that m A (xb ⊗ k y) = m A (x ⊗ k by), for any b ∈ B and x, y ∈ A. Thus m A factors through a map m : A ⊗ B A → A which obviously is a morphism of B-bimodules. Now it is easy to see that (A, m, u) is an algebra in M.
4.40.
Let us fix a morphism of k-algebras u : B → A, and let us regard A as an algebra in M as above. We are going to describe the category A M A of A-bimodules in M. Since A is an algebra in the monoidal category M = (M k , ⊗ k , k), it makes sense to speak about the category A M A , of A-bimodules in M . In fact an object in A M A is a left module over the enveloping algebra A e = A ⊗ A op , that is an A-bimodule in the usual sense. Let us show that Let u : B → A be a morphism of k-algebras. We are now interested in finding conditions for A to be separable as an algebra in M. We have seen that the multiplication of A, regarded as an algebra in M, is the unique map m : A ⊗ B A → A such that πm = m A , where π : A⊗ A → A ⊗ B A is the canonical morphism and m A : A⊗ A → A is the multiplication of A, as a k-algebra. By definition, A is separable as an algebra in M if and only if m has a section in A M A . Recall that the extension u : B → A is called separable if the canonical map m has a section in A M A , so it results that an extension u : B → A is separable if and only if A is a separable algebra in M. By applying the main characterization of separable algebras in a monoidal category we deduce the following result. Proof. Apply Theorem 1.30. Remark 4.44. Let A be a k-algebra, and let us take B = k. Then H * (A/k; M) is, by definition, the usual Hochschild cohomology of the k-algebra A, see [17] .
Hochschild cohomology of H-comodule algebras
Let H be a bialgebra over a field k. The category of left H -modules and the category of right H -comodules have canonical monoidal structure, as we will explain below. In this subsection we will describe the Hochschild cohomology of algebras in these two categories. More precisely, we will show that it coincides with the cohomology groups defined in [15] . For other applications of our results regarding separability and formally smoothness in the category of (bi)modules or in the category of (bi)comodules over a Hopf algebra see [2] .
If is the comultiplication of H then we will use Sweedler's notation: (h) = h (1) ⊗ h (2) .
4.45.
The category of all right comodules over H is an abelian monoidal category. The tensor product V ⊗ W of two right H -comodules can be regarded as an object in M H via the diagonal coaction, i.e.
where ρ(v) = v 0 ⊗ v 1 is the -notation that we will use for right H -modules. The unit of M H is K , regarded as a left H -comodule via the map x → where the differentials are defined as follows: b 0 ( f )(a) = f (1)a − a f (1) and, for n > 1, we set b n ( f ) := n+1 i=0 (−1) i b n i ( f ), where:
b n i ( f )(a 0 ⊗ · · · ⊗ a n ) =    f (a 0 ⊗ · · · ⊗ a n )a n+1 , if i = 0; f (a 0 ⊗ · · · ⊗ a n−i a n−i+1 ⊗ · · · ⊗ a n ), if 1 ≤ i ≤ n; a 0 f (a 1 ⊗ · · · ⊗ a n ), if i = n + 1. 
If

