Abstract
Introduction
Distributed transactional processing systems (e.g., distributed database systems and workflow systems) are important in most critical infrastructures such as financial services. These services rely on the correctness, availability, and reliability of the processing systems. Each transactional process consists of a set of transactions that are related to each other in terms of the semantics of a business process. Each transaction represents a specific unit of work that the business needs to do (e.g., a specific application program, a database transaction). A consistent and reliable execution of distributed transactional processes is crucial for all organizations.
However, it is well known that system vulnerabilities cannot be totally eliminated, and such vulnerabilities can be exploited by attackers who penetrate the system. Even worse, in such situation, legitimate transactions referring to the damaged transactions will also be affected since they 
Figure 1. An example of transactional processes
compute results or make decisions based on wrong information. Figure 1 shows an example of damage spreading and repair. In the figure, nodes are transactions and edges indicate executing paths. The destination node of a directed edge starts after the source node is complete, e.g., t 12 will start after t 7 is done. If a node has more than one successors, the number on an edge indicates the probability that the specific path (or node) can be taken (Section 3 discusses how to determine the probabilities). In the figure, continuous lines are the actual executing path and dash lines are possible executing paths.
In Figure 1 , path t 1 t 2 t 5 t 7 t 12 has been executed. If t 2 was compromised by an attacker, it would be possible that t 2 made a wrong decision to select t 5 as its successor. t 7 may also generate wrong information based on t 2 's results. The example shows a single compromised transaction may affects many legitimate transactions. If we want to recover the transactional process and given t 12 is correct anyway (t 12 does not depend on any of t 2 ,t 5 undo) t 2 t 5 t 7 and redo t 2 to select correct executing path. In the procedure, damage tracing and repair are involved.
We have to rely on attack recovery techniques to address the above problem. After the attacker successfully beats prevention techniques, attack recovery techniques restore the integrity level by repairing the damage caused by successful intrusions.
Previous work [1, 10, 14, 15] introduced different techniques to trace damage spreading and repair the damage in transactional processing systems. However, if attacks happen, all affected transactions will be rolled back (undone) and redone.
Rolling back and re-executing damaged transactions increase the response time of the system and may cause a significant processing delay. In such situations, the availability of the system is compromised and the system suffers the vulnerability of Denial of Service (DoS).
In this paper, we propose a defensive executing technique and analyze its effectiveness. Our technique concurrently executes multiple paths of a transactional processes based on the prediction generated by a Discrete Time Markov Chain. The defensive execution can reduce the delay caused by recovery. We also propose a branch cutting technique to reduce the extra cost introduced by defensive execution. Our analytical results show that our technique is practical against transactional level attacks. This paper is organized as follows. Section 2 defines important terms used in this paper. Section 3 describes the details of our defensive executing technique. Garbage collection will be discussed in Section 4. We discussed the effectiveness of our technique in Section 5 and compare it with related work in Section 6. Finally, Section 7 concludes the paper.
Preliminary
In this section, we introduce some preliminary terms and concepts used in this paper.
Dependency relations
Dependency relations are important because not only data items are calculated through dependency relations, but also executing orders of concurrent transactions are determined by dependency relations. Furthermore, we need the dependency relations to determine proper defensive executions.
In Figure 1 , the start node of an arrow will be executed right before the end node, which defines a precedence relation. For example, t 1 precedes t 2 , which is denoted by t 1 ≺ t 2 . There are several possible executing paths in Figure 5 . In the figure, execution path t 1 t 2 t 5 was selected.
Assume ≺ is a relation on set S then we define minimal(S , ≺) = {x | x ∈ S ∧ x ∈ S , x ≺ x}. Note there may be more than one result qualified by the definition of minimal(S , ≺). For example, In Figure 1 , given S = {t 1 ,t 2 ,t 9 }, since t 1 ≺ t 2 and t 1 prect 9 , t 1 is the qualified results for minimal(S , ≺). minimal(S , ≺) defines start transactions in all left transactions of a transactional process.
Once t 2 is identified as a transaction compromised by the attacker, and the selection of execution path t 1 t 2 t 5 t 7 was wrong, the execution of t 5 and t 7 need to be recovered. Furthermore, if t 12 reads information generated by t 5 , which is flow data dependence denoted by t 5 → f t 12 , the damage will be spread to t 12 . Note that even though no message has been sent from t 5 to t 12 , they may still have data dependencies since they may share data objects.
In the above example, damage is spread through dependency relations. We can similarly define the other two types of data dependence. If t j modifies data objects after t i reads them, then t j is anti-flow dependent on t i , which is denoted by t i → a t j . If t i ≺ t j , and they have common data objects to modify, then t j is output dependent on t i , which is denoted by t i → o t j .
All the relations → f , → a and → o are data dependency relations and are not transitive. From the well known results of concurrency and parallel computing, if t j is data dependent on t i , then they cannot run in parallel or concurrently, and t i ≺ t j must be satisfied. Otherwise, the value shared by t i and t j will be incorrectly calculated.
Unrecoverable transactions
In a distributed system, we need to consider both inside operations and interactions with the outside world. The formal models in previous work, such as [15, 14] were unable to formalize interactions with the outside world. Since interactions with the outside world are not recoverable, we use an OW S (outside world site) to model the outside world. All transactions happened on an OW S are unrecoverable. We consider all inputs obtained from users and all outputs to the users happen on a user site S u which is a OW S. All user's transactions are called OW T s (outside world transactions). For example, a transaction that a user withdraws money from a ATM cannot be recovered. It is an OW T and the ATM is an OW S. 
where T is a set of transactions, S is a set of sites that are corresponding to a host or a processor in the distributed system, S u ∈ S is an OW S, and all dependency relations among transactions.
Concurrency restrictions and domino-effects
We use a simple example to explain that there do exist some restrictions on executing orders of transactions in dependency relation based recovery.
Consider transactions t 1 : a = 1,t 2 : b = 2, and t 3 : y = a+b, which are executed in the sequence of t 1 ≺ t 2 ≺ t 3 . We have t 1 → f t 3 ∧ t 2 → f t 3 . Assume that t 2 has been identified as compromised by an IDS, so the value of b is corrupted. Therefore, t 3 is also corrupted since it reads a incorrect b. During the concurrency restrictions, the rolling back and redoing damaged transactions have to strictly follow specific orders [15, 14] . The effects that a compromised transaction affects all legitimate transactions depending on it are called Domino-effects.
To recover, t 2 needs to be undone followed by redone. t 3 needs to be redone. Please note that t 3 does not need to be undone because in the example, no transaction is dependent on t 3 . We must satisfy the sequence of undo(t 2 ) ≺ redo(t 2 ) ≺ redo(t 3 ) in the recovery. Any other execution will get wrong results. The precedence relations introduced by dependency relations is called concurrency restrictions.
The concurrency restriction is also caused by dependency relations. However, we can break anti-flow dependency relations by introducing multi-version data, as described in Section 3.
Defensive execution
This section describes the details of mathematical model based prediction, data structure support, and branch cutting in defensive executions.
A motivative example
Domino-effects always happen if transactional processes are attacked. During the recovery, all concurrency restrictions have to be strictly followed to guarantee that the recovery is correct [15, 14] . Both domino-effects and concurrency restrictions cause significant execution delay of recovery.
The recovery delay can be reduced or totally removed by defensive execution. The basic idea of defensive execution is to concurrently execute multiple paths that are most likely to happen. For example, in Figure 1 12 should be the correct execution, we can discard old execution and switch to the correct execution immediately, which may significantly reduce the delay of recovery. Please note that defensive execution does not handle the situation that the recovery path is the same to the attacked path, which can be handled by previous work [15, 14] .
Discrete time Markov chain based selfadaptive prediction
Since executing all possible paths in a transactional process may cost too many resources, we use a mathematical model to choose the best candidate backup executions.
In a transactional process, if we consider the execution of each transaction as a state, and associate each transition from one state to an other, we will get a Discrete Time Markov Chain (DTMC) [13, 11] . We can predict the most possible executing paths in a transactional process according to its DTMC.
Given n transactions in a transactional process, the initial probability distribution is π(0) = (1, 0, 0,...,0 n−1 ). After the k th step, the probability that a specific transaction will be executed is given by
where P is the state-transition probability matrix of DTMC and P = P · P ···P n . P is given by {a i j }, where a i j is the probability of executing t j after transaction t i is done.
The initial P can be determined in different ways. For example, it can be determined by the statistical results of executions, or provided by the designer of the transactional process. Otherwise, the initial P is determined in the following way. If t i has m successors, we assign 1 m as the statetransition probability to each transition.
Once we have the initial P, we revise it according to real executions. We record the actual executing path in each execution of the process, then revise P according to how frequently a successor will be selected in previous executions. Therefore, our DTMC based prediction is self-adaptive.
In Figure 1 , we may obtain state-transition probabilities after enough executions, as associated numbers to each edge. For example, the edge from t 6 to t 7 is 0.7, which indicates that after t 6 is done, t 7 will have 70% chance to be taken. t 8 state-transition probability matrix P is as follows. 
a i j in P is corresponding to the probability that transaction t i transfers to transaction t j .
We can use equation 1 to predict the execution of trans-
where π(k), 0 ≤ k ≤ 6 is the probability distribution in step k. For example, according to π(4), in the 4 th step, the probability to execute t 7 is 0.28 and the probability to execute t 8 is 0.36. In the above results, if we select transactions with probability higher than 0.2 in each step, we will get transactions t 1 ,t 2 ,t 3 ,t 5 ,t 4 ,t 6 ,t 7 ,t 8 ,t 11 ,t 12 . These transactions cover exactly the paths t 1 t 2 t 5 t 7 t 12 , t 5 t 6 t 7 and t 3 t 4 t 8 as we advocated paths at the beginning of Section 3. Practically, the threshold 0.2 in the example should be changed according to the applications.
The above example demonstrated how to use the DTMC model to predict the probability of executing a specific transaction in each step. Generally, in the k th step of the execution of a transactional process, after the execution selected a successor t to execute, we select predicted transactions, other than t, with the highest probabilities in π(k) to execute. The probability of failing prediction will be pretty low according to the DTMC model. So far we discussed node coverage in a transactional process. It will be a little more complicated to consider path coverage.
Even though set T = {t 1 ,t 2 ,t 3 ,t 5 ,t 4 ,t 6 ,t 7 ,t 8 ,t 11 ,t 12 } covers three different paths that we preferred, T also covers a path t 5 t 6 t 8 t 12 in Figure 1 . A problem is if we need to consider these paths separately.
Assume that there are a x = 5 in t 5 , a x = 3 in t 6 , and a y = x + 2 in t 7 . The path covering t 5 t 7 and the path covering t 5 t 6 t 7 will be totally different. In such situation, the backup execution of t 7 should have a different version from the actual one. The reason that we need different versions of t 7 is that t 5 → f t 7 and t 6 → f t 7 and t 7 are covered by two different paths.
The following theorem serves as a general rule to determine if a specific transaction needs different executing version in a backup execution. 1 and P 2 and one of P 1 and P 2 is a backup executing path, the execution of t will need separate versions for each executing path if and only if there exist t 1 ∈ P 1 and t 2 ∈ P 2 satisfying the following conditions:
Theorem 1 If a task t appears in both executing path P
If a task t appears in both executing path P 1 and P 2 and one of P 1 and P 2 is a backup executing path, the execution of t will need separate versions for each executing path if and only the executions of t in different paths generate different results. The situation happens if and only if the computation of t refers to different data values on different paths, which can be described as ∃t 1 ∈ P 1 ,t 1 → f t and ∃t 2 ∈ P 2 ,t 2 → f t. If t 1 = t 2 (two execution paths may have common part), t will generate the same results since the calculation is based on the same data set. Therefore, t 1 must be different from t 2 . Otherwise, t cannot generate different results in two paths.
If t 1 ∈ P 2 or t 2 ∈ P 1 , then t 1 or t 2 is in the common part of P 1 and P 2 , there will be no difference for t in two executions P 1 and P 2 . Therefore, we have t 1 / ∈ P 2 ∧ t 2 / ∈ P 1 .
Multiple revision histories to support multiple-branch execution
Defensive executions generate results from backup executions. The results will be useful if and only if user's executing path is discarded. Before the results become useful, they should be cached as temporary versions. We use multiple revision history to address the problem.
For any data object x written at time t m , we associate t m with x as its reversion number. We do not call it a timestamp since we do not perform recovery in real time. We assume that any two t i and t j , where i = j, are distinguishable in the system.
A revision history for data object x has a form x v 1 , x v 2 , ···, x v n , where each v i , 1 ≤ i ≤ n is a revision number of x and v j is later than v i if j > i. If we know that x v k is corrupted by the attacker than any transaction that reads x v k get wrong results.
Please note that it is possible that in x's revision history, there is only a specific version that is corrupted. For example, x is generated periodically by a trustable transaction T and an attacker only corrupts a specific version of x, e.g., For a specific version x v k , when it has a value that it is not supposed to have, it is dirty. For example, when x v k is created by an attacker or computed based on dirty data objects, it is dirty. Otherwise, it is clean.
A data object may have one working history corresponding to the actual executing path and multiple caching history corresponding to backup executions when necessary (see Theorem 1).
Operations on the revision history
A normal transaction reads data objects with the highest revision number, and it writes data objects with the highest revision number in their revision histories. So, a revision history does not change dependency relations among normal transactions. It operates just as if multiple versions did not exist.
A recovery transaction, whether it is an undo or redo transaction, operates on data objects with the same revision numbers as it used the first time it executed. For example, a undo(T i ) is implemented by removing all specific versions from revision histories of data objects written by T i . A redo(T i ) will generate data objects with the same revision number as it executed first time. A revision history does not change dependency relations among recovery transactions either. We can consider that recovery transactions are for revising part of the history of the system.
When we find a dirty version x v k , there are two possible ways that the dirty version was generated. One possibility is that x v k should not exist at all, e.g, it was created by the attacker. Any transaction that reads x v k is supposed to read x v k−1 instead of x v k . Another possibility is that x v k has a dirty value and needs to be recomputed by a redo transaction. Any transaction that reads x v k needs to wait until the redo transaction has completed to get a correct value of x v k . In this case, we mark x v k as x v k b to block possible reading until the redo transaction is complete.
Multi-version data objects break dependency relations among recovery transactions and normal transactions, which enable us to run the recovery transactions and normal transactions concurrently. According to the structure of the revision history, operations on old versions happen as "in the past." Therefore, execution of normal transactions does not corrupt recovery transactions.
Please note that flow dependencies cannot be broken, which guarantees that the semantics of execution are correct. From the point of view of recovery transactions (or normal transactions), there is only a single version for each data object to ensure correct semantics.
By introducing multiple revision histories, the actual execution will work on the working history and all backup executions operate on caching histories. Once the actual execution is determined to be discarded, a caching history corresponding to the selected backup execution will be switched to the working history.
Branch cutting and garbage collection
Most IDSs have delays that are corresponding to their detection windows. After the detection window, IDSs usually do not check back. Then it will be safe to remove all results generated by backup executions to save computing resources. However, the IDS delay could be a random variable that subjects to a probability distribution. Furthermore, an IDS may detect intrusions not in a temporal order, which complicates the decision on the proper time to remove unnecessary results. We will address this problem in this section.
General cases
After a specific period, if the probability that a backup path will be used is low enough, we can remove the backup execution. We call such operation as branch cutting.
Proper branch cutting can benefit consequent execution greatly. For example, after a IDS detection window, if no intrusion has been detected in the path t 1 t 2 t 5 of the process in Figure 1 , we can remove the backup execution t 2 t 3 . The branch cutting is marked as phase 1 in the figure. In the consequent execution, it is not necessary to run t 3 t 4 as a back up execution again, which reduce the cost of defensive execution.
Similarly, after t 7 is done, the IDS may find no intrusions in the execution path t 1 t 2 t 5 t 7 . We can safely cut the backup executing branch t 5 t 6 t 7 . Therefore, the backup execution t 6 t 8 t 12 will be not necessary in the following steps.
In the above example, the total extra cost of defensive execution were t 3 and t 6 , which has been significantly reduced by branch cutting operations.
Garbage collection will be done whenever branch cutting happens. The garbage collection operation simply removes all revision histories generated by cut branches to save the storage.
Let us assume that the IDS delay is normally distributed with parameter T and σ (If the IDS delay has a different probability distribution, our following equations can be revised accordingly). The probability density function is as follows.
The expected value of IDS delay is 
The cumulative distribution function will be
where
is the cumulative distribution of a standard normal distribution (a normal distribution with parameter 1 and 0). If we wait for time a and no intrusion is reported by the IDS, the probability that we mistakenly cut a branch in which the IDS may report an intrusion later is 1 − F(a). We define 1 − F(a) as the missing probability.
The missing probability is the probability that users will not be benefited from defensive execution since the useful backup execution has been mistakenly discarded. A branch cut by mistake will not affect the correctness of recovery in a self-healing system. The user has to suffer a recovery delay, which is normal in current self-healing systems.
Given the IDS delay is normally distributed with parameter T = 3 seconds and σ 2 = 9. Figure 2 shows the relationship between the waiting time and the missing probability.
If we wait for 4T = 12 seconds and no intrusion has been reported, then the missing probability will be 0.0013 according to the above discussion.
We can select a proper k and wait kT for the IDS reports. The missing probability will be
Figure 3. Overlap of Two Segments
We can take a smaller k for a risky branch cutting, which greatly reduces the cost of defensive execution but has the risk of cutting useful backup execution. We can also take a larger k for a conservative branch cutting with more cost and less risks. Our equations provide the missing probability guideline for selections with different strategies.
Time wrapping reports of the IDS
In a distributed system, message may arrive the destination not in the same order as they were sent. An IDS may identify damage not in the same order as the damage happened. These situations affect the progress of recovery analysis.
Definition 1 If an IDS reports an incidents sequence i 1 i 2 ···i n , where for any i j and i k , 1 ≤ j < k ≤ n, i j ≺ i k then the IDS reports incidents in the temporal order.
It is possible that IDSs do not report incidents according to the temporal order, then the situation in Figure 3 needs to be considered.
In the figure, curve lines are dependency relations. The IDS, or a message from other sites, firstly reports t 3 as a damaged transaction, which leads to t 4 ,t 7 , and t 8 identified as damaged transactions. All these transactions are in segment S 2 . Transaction t 1 may be reported as damaged after the incident reporting t 3 . According to the dependency relations denoted by curve arrows in the figure, segment S 1 will be re-scanned. There will be a overlap between S 1 and S 2 , where
The above situation is reflected as σ 2 , the variation of the random variable in Equation 4 . The detection of t 1 in Figure 3 simply has a longer delay than others. Therefore, whether the IDS reports intrusions in a temporally order does not affect our discussion on the missing probability.
Effectiveness
Defensive executions introduce larger throughput and more overload to the system. In this section we will discuss several arguments that affect the effectiveness of defensive executions. 
Redundant rate
Given a transactional process defined by G V, E , the actual executing path P, and m backup executing paths P 1 , P 2 ,...,P m in a specific defensive execution, we use the total number of executed transactions to measure the cost of the specific defensive execution.
We define
as redundant cost. Please note that P i , 1 ≤ i ≤ m could be a partial path that does not cover the start node and the end node due to branch cutting. C r is the general extra cost generated by a defensive execution. Accordingly, we define
as the redundant rate. A 100% redundant rate indicates that the number of backup transactions is as many as the number of transactions requested by the user. A 0% redundant rate indicates that there is no defensive execution at all. In the worst case of defensive execution, C r will be |V − P|, where we execute all transactions, or all paths, in the transactional processes as backups. In such situation, we have P 1 ∪ P 2 ∪ ... ∪ P m = V ( C r could be even greater than |V −P| if the situation defined in Theorem 1 happens, where a transaction may need more than one versions including backups.).
We will show that there exists an effective upper bound β > 0, such that for any defensive execution with α > β , the situation will be worse than that without defensive executions. After finding out β , we can select an 0 < α ≤ min(
|V −P|
|P| , β ) to make sure that the defensive execution is worth doing.
Measurements of effectiveness
Since we need to compare our techniques in this paper to that without defensive executions, we firstly did experiments on a prototype recovery system that was built based on our techniques developed in [15, 14] to create relationships between critical parameters.
All our experiments were done on a computer with a Pentium 4 2.4Ghz CPU and 512MB RAM. The database management system was PostSQL 7.4.5 under a Debian Linux with kernel version 2.6.8-2. The prototype system was developed with Java(TM) 2 Runtime Environment, Standard Edition, build 1.4.2 04-b04. To get stable results, each experiment lasts more than 300 seconds for given parameters, e.g., throughput.
The experimental results shown in Figure 4 demonstrates the relationship between the turnaround time (the duration time from the moment that a transaction enters the system to the moment that the transaction leaves the system) and the throughput (the number of transactions that the system processes in each second) of the system. For simplicity, we can use a linear expression f 1 (x) = 0.00062191x + 0.35454 to describe the relationship in Figure 4 . Please note that we can also use other functions in stead of f 1 (x) for better accuracy. Function f 1 (x) can be determined by experimental study and curve fitting for any given system as we did.
We define f 2 (x) = x f 1 (x) as the system load function. We can get the corresponding system load shown in Figure 5 . For example, when the system has throughput 100 transactions/second, the turnaround time for each transaction is about 0.4 milliseconds. Therefore, 100 transactions can be done in 40 milliseconds. In each second, the system spends around 40/1000 = 4% time on processing transactions. Hence the system load is 4% according to our definition.
Because most systems are running under unsaturated system load (< 100%), in this paper, we are more interested in the linear part of the system load as shown in Figure 5 .
The measurements of effectiveness are shown in Figure 6 .
The top part of the figure shows an execution without defensive executions. After time T e , if the execution was identified by the IDS as intruded, we need time T r to recover the execution, which includes necessary damage assessment, undo tasks, and redo tasks [14, 15] . Figure 7 shows the experimental results of According to our experimental results, the attacking density has more significant impact on
. With higher attacking densities, e.g., 24% and 34%, The recovery time T r could be even longer than the original execution time T e .
Assume that n transactions can be executed in time T e without defensive executions. The bottom part of the figure shows the scenario of a defensive execution. To execute the same number of user's transactions as in T e , a longer time T d > T e needs to be spent, because the defensive execution has (1 + α)n transactions to execute, where α > 0. Since the throughput will be higher in defensive executions, the turnaround time of each transaction will increase accordingly. Thus the total execution time T d will be longer.
In the figure, ∆t 1 = T d − T e is the increased total processing time caused by defensive execution. ∆t 2 = T e + T r − T d is the reduced processing time gained by the defensive execution when attacks happen. 
The effective upper bound of redundant rate-β
We classify applications into two types according to whether they are sensitive to the turnaround time of transactions.
In the case of turnaround time insensitive applications
The first type of applications is that the user's applications are not sensitive to the turnaround time while they are sensitive to the throughput of the transactional processing system. Such applications are processing systems for bank transactions, daily business transactions, etc. We will show that the value of ∆t 1 can be ignored if we keep the system working on the linear part of system load. Given a throughput u of user's transactions, the defensive execution will increase the throughput to (1 + α)u. As long as the system load is not saturated (< 100%), user's application will not feel any performance degradation because the throughput of user's application is not changed. The user's throughput is only part of the whole throughput of the system.
If the highest throughput that the system can process is w, we have
to prevent the system load from being saturated. Therefore,
where β is the upper bound of α to make the defensive execution effective. We call β as the effective upper bound of redundant rate. In such situation, the defensive execution is transparent to the user's application. If attacks happen, the defensive execution can save as much time as T r from recovery work. For example, in Figure 7 , when the attacking density is 34% and the IDS delay is 15 seconds, T r is about 1.6T e . In other words, if the IDS identifies an executing path as intruded after 15 seconds, we can save 1.6 × 15 = 24 seconds from the recovery.
The cost we paid for the defensive execution is the highest user's throughput we can achieve. Given α and w, the highest throughput u max of user's application can be derived from Equation 12 as follows.
The degradation of the highest throughput of user's application will be
For example, as shown in Figure 4 and Figure 5 , If normally the throughput of user's application is u = 200 transactions/second, then α = 1.5 will not be a problem at all for the system. When α = 1.5 the throughput of the whole system is (1 + α)u = 500 transactions/second. It is still in the linear part of the system load. α could be even larger since the system load is far from 100%.
Given a system with the capability of peak throughput 5000 transactions/second, if we select α = 4, than the peak throughput of user's application will be reduced to 1000 transactions/second. Please note that the redundant cost is as four times many as the user's transactions. That is what we paid for saving the recovery time.
In the case of turnaround time sensitive applications
Another type of applications is that the user's applications are sensitive to the turnaround time of each transaction, or the total processing time of all transactions. Such applications are computing intensive applications, like decision supporting systems, etc. In such situation, the value of ∆t 1 matters.
Assume that the throughput of users' transaction is C 1 without defensive executions. Given a redundant rate α > 0, ∆t 1 can be determined by the following equation.
where f 1 (x) is the turnaround time function of throughput, like the curve fitting function in Figure 4 . Equation 16 explains the time cost we paid for defensive executions. For a given IDS delay and attacking density, r = T r T e can be measured as shown in Figure 7 . To let the defensive execution to be effective, we need to guarantee that
Considering that the turnaround time function f 1 (x) is always incremental, thus
With the above inequation, we can get the effective upper bound β . For example, given f 1 (x) = 0.00062191x + 0.35454, C 1 = 100, and r = 1.6 (when the IDS delay is 15 seconds and the attacking density is 34%), we can solve the inequation to get α ≤ 1.49. Thus β = 1.49 is the effective upper bound of redundant rate. Any larger redundant rate will cause that the defensive executions take longer time then the normal execution time plus recovery time.
Please note that we need to consider both types of applications for a real system. Assume that we get β 1 when we consider only the throughput as we did in Section 5.3.1, and we get β 2 when we consider the turnaround time, the final effective redundant rate should be min(β 1 , β 2 ).
The accuracy of the IDS
No IDS system is perfectly accurate. False positive alarms (false alarms on legitimate activities) and false negative alarms (where the IDS failed to identify intrusions) can also affect the effectiveness of our techniques.
False positive alarms cause unnecessary branch cutting and switching of execution paths, which counteracts all benefits generated by defensive executions. However, the system incorporating our techniques just acts as a regular recovery system. It will not be worse. The users have to suffer the recovery time.
False negative alarms can only be solved by the intervention of administrators of the system. Since usually human intervention takes longer time than the IDS, the branch cutting will have been done. The user will not be benefited from our techniques.
In summary, in the worst case, an inaccurate IDS can force our techniques to work as a regular recovery system.
Related work
An Intrusion Detection System (IDS) [7] can detect intrusions. In a transactional processing system, the damages The checkpoint [8, 9] techniques also do not work for efficient attack recovery. A checkpoint rolls back the whole transactional processes to a specific time. All work, including both damaged transactions and clean transactions after the specific time, will be lost, especially when the delay of the IDS is very long. In addition, checkpoints introduce extra storage cost.
The failure handling of transactional process has been discussed in recent work [4, 3, 12] . Failure handling occurs when the transactional process are in progress. When the IDS reports attacks, the malicious transactions usually have been successfully executed. Failure handling is not applicable because no failure occurred. Attack recovery is supposed to remove the effects of malicious transactions after they are committed..
Rollback recovery, e.g. [6, 2] , is surveyed in [5] . It focuses on the relationship of message passing and considers temporal sequences based on message passing. In the message passing model, a process runs on a single site and errors occur at the end of the process. A transactional process usually runs on multiple sites and intrusions are detected at the middle of the process. Further more, rollback recovery handles errors while attack recovery handles intrusions. In brief, we are working on a different model for a different goal from theirs.
Rolling back and re-executing damaged transactions increase the response time of the system and may cause a significant processing delay. In such situations, the availability of the system is compromised and the system suffers the vulnerability of Denial of Service (DoS). Our technique can reduces the recovery delay with reasonable cost.
Conclusion
In this paper, we described a defensive executing technique against transactional level attacks. The defensive execution reduces the recovery delay by introducing extra executing cost if attacks happen. We also discussed the effectiveness of our technique and discussed conditions to make our technique to be more effective. Our work demonstrates that defensive executions are desirable if users of a selfhealing transactional processing system prefer low processing latency under attacks.
