Abstract. Nuclear fuel management was done by optimizing fuel loading pattern in a reactor core. Practically, performing fuel loading pattern optimization was difficult because of its combinatorial problem complexity which needed to be solved. Therefore, Quantum-inspired Evolutionary Algorithm (QEA) which could solve the combinatorial problem faster than conventional method was used. The main purpose of this research was to obtain an optimum fuel loading pattern of KSNP-1000 reactor core without altering fuel assembly inventories. KSNP-1000 core was modeled in SRAC code package using PIJ module for fuel pins and fuel assemblies' lattices and CITATION module for fuel assemblies' pattern in a quarter core symmetry. Optimization problem adaptation using QEA was made by presenting 52 fuel assemblies in Q-bit individuals with the length of 8 Q-bits. Q-bits were converted to corresponding bit values and then given weight which would be used as consideration to optimize the pattern. The optimization program was coupled with the SRAC neutronic code to obtain the values of effective multiplication factor (k eff ) and power peaking factor (PPF). The optimization was calculated based on fitness value which was a function of k eff and PPF values with the particular weight factor. Using a rotation gate angle of Δθ=0.02π and a weight factor of w=0,041, fuel loading pattern optimization was done on 360 days burnup level. The optimization resulted in k eff and PPF value of 1.11233 and 1.944 respectively. By calculating ke ff value on various burnup levels for the chosen core loading pattern, reactor cycle length obtained was 659 days with PPF at BOC was 2.19. Compared to the standard KSNP-1000 core which had 560 days of cycle length, the optimized core configuration increased 17.67% in cycle length.
Introduction
Nuclear fuel management includes ways and considerations to decide things to do in order to control flux and reactivity of a reactor core and spatial power distribution and burn-up of nuclear fuels. It has purpose primarily to minimize operation cost of a nuclear power plant but fulfilling the operation requirement [1] .
Generally, nuclear fuel management can be divided into two parts, out-of-core and in-core. Out-of-core fuel management focuses on questions "What to buy?" and "What to be reinserted to the core?" and multi-cycles planning [2] . On the contrary, in-core fuel management has an objective to decide loading pattern in the core, e.g., fresh fuels, spent fuels and burnable poisons and control rods location [1] .
In-core fuel management is a problem need to be kept attention in the uses of nuclear energy. Practically, it is done by optimizing fuel loading pattern in a reactor core.
An optimum condition in the reactor core can be achieved by looking at its cycle length and power distribution.
Optimization in the nuclear reactor core can be quantified by its effective multiplication factor (k eff ) for certain burnup step. Besides, safety factor must also be considered since optimization may affect the power distribution. For safety reason, PPF or power peaking factor must be used as a constraint in optimizing reactor core. The power peaking factor in the nuclear reactor is defined as the ratio of maximum power to average power in the reactor core. The best PPF is unity, means that all power generation perfectly distributed in the core with exact value.
Practically, fuel loading pattern optimization is difficult to be done because of the excessive numbers of fuel assemblies in a nuclear reactor. In a standard PWR, at least there is more than 10 25 combination to try. The combinatorial problem then will be complicated and need a bunch of time if it is done using conventional algorithm [3] . 01007 (2018) https://doi.org/10.1051/e3sconf/20184201007 ASTECHNOVA 2016 Evolutionary Algorithm (EA) is one kind of algorithm used to solve loading pattern (LP) optimization in a nuclear reactor. Basically, EA is an optimization method and stochastic searching tool based on natural biological evolution. Compared to that conventional method, e.g., calculus-based and enumerative strategic, EA is more robust, global and applicable to most of the cases [4] , [5] .
E3S Web of Conferences 42,
Along with the EA, quantum computing also shows a great attention in the world as a modern computation method. Quantum computing is a result of an interdisciplinary study of computer science and quantum physics [6] . Because of its strength and fast working ability, a lot of researches and developments happened in quantum mechanics computer since its introduction on the 1980s [5 , [7] .
Compared to Genetic Algorithm (GA), a former evolutionary algorithm, Quantum-Inspired Evolutionary Algorithm (QEA) produces better performance with a lesser amount of calculations [3] . However, QEA is not a quantum algorithm, but it is a shape of EA adapted with quantum computing on a digital computer. Adaptation of quantum computing in metaheuristic method of QEA is predicted to afford faster computation and more accurate solution of the combinatorial problem [5] . The explanation of QEA origin can be illustrated in Fig.1 . A comparison of GA and QEA methods was conducted by performing both algorithms on Knapsack problems [6] . The experiment resulted that on 100 items, both algorithms showed the same value for every problem. However, on 500 items case, QEA performed better result than GA [6] .
QEA method was also successfully performed to optimize Brazilian Pressurized Water Reactor (PWR) nuclear power plant, Angra 1 [1] . The calculation indicated that QEA produced a better result with a lesser amount of evaluations (70,400 evaluation) than classical metaheuristic optimization methods.
Moreover, compared with another quantum-inspired method, Quantum Population-Based Incremental Learning (QPBIL), QEA resulted a higher average of boron concentration.
Quantum computing uses the smallest unit to store information, named quantum bit or Q-bit [4] . A Q-bit can be in a state of "1" or "0" or even superposition of both. The State of Q-bit can be described as :
where α and β are complex numbers indicating a probability of a related state.
( , on one hand, expresses a probability that Q-bit will be found in the state of "0" and ( , on the other hand, the express probability of Qbit to be found in state of "1" [4] . Normalization of both in a unity condition produces:
Q-bit can be altered by an operator named quantum gate or Q-gate [4] . Q-gate is a reversible computation operator to make Q-bit update process fulfilling normalization condition as stated on Equation (2) . Q-gate used in QEA is stated as follow: 
with θ i , i= 1, 2, 3, …, is a rotation angle of each Q-bit to "0" or "1" state based on its sign. Rotation angle increment, Δθ i , must be designed to adapt the case. Based on some works, the value of Δθ i is recommended in the range of 0,001 to 0,05 [5] .
When performing optimization, QEA updates the objective function value each time the higher value found and migrate it to the result. When the migration conducts between individual (a series of Q-bits) in a population (a group of individuals), it is called local migration. When it happens to the population of the same generation (a time step of repetition), it is named global migration.
Basically, the optimization of k eff and PPF is a multiobjective problem. We want k eff as high as possible while PPF as low as possible, within constraints. However, to simplify the calculation, the multiobjective optimization can be transformed into a single objective optimization problem. This can be done by introducing a fitness variable which connects the parameters involved. In our optimization problem, the fitness function uses PPF as penalty component to compromise the value of k eff . Value of fitness as the objective function is stated as follow:
with
where w is the function's weight factor. The value of PPF standard is set to 2, obtained from technical data of KSNP-1000 as reported in the BATAN/KEPCO document in 1997 [9] .
Korean Standard Nuclear Power Plant (KSNP) is PWR-type nuclear reactor which is designed based on Gen II technology [8] . KSNP-1000 was used to be a collaboration study of National Nuclear Energy Agency (BATAN) and Korean Electric Power Company (KEPCO) on 1997 [9] , [10] . Subcomponents of KSNP-1000 are illustrated in Neutronic computation on KSNP-1000 fuels was performed using SRAC95 code system [8] . The computation resulted in the conclusion that multiplication factor of KSNP-1000 core is affected by the amount of U235 enrichment proportionally. Based on the same work, the best enrichment of KSNP-1000 fuel is 5% resulted in 47,000 MW-day/ton of burn-up and 1.01140 of k eff [8] .
KSNP-100 optimization had been conducted using GA method with only three types of fuel rods. They were enriched with 1.5%, 2.5% and 3% of 235 U. The numbers of each type of fuel can be altered in each optimization step [9, 10] . However, the model used in work was not the based on the standard core of KSNP-1000 in types and numbers of fuel assemblies. Therefore, to get the accurate result of KSNP-1000 optimization, a model based on actual reactor core must be used. Moreover, fixed fuel assemblies have to be considered as well.
Based on those considerations, using QEA method, the optimization performed in purpose to obtain the core configuration of KSNP-1000 which offering longest cycle length and flattest power distribution with a constraint on fixed amount and type of KSNP-1000's fuel assemblies. 
Method

Standard Model Design
Before the computation was done, a standard model of the reactor core had to be created. The standard model is a simplified and homogenized of actual reactor core containing the actual amount of fuel rods and fuel assemblies. The standard model for the works is based on KSNP-1000 from the collaboration document of BATAN and KEPCEO on 1997 [10] .
The reactor standard model, in SRAC, was made using PIJ module for fuel rods and fuel assemblies and CITATION module for the reactor core configuration [11] . An example of homogenized fuel assemblies for KSNP-1000 standard model is illustrated in Fig. 3 . By designing all fuel assemblies' models and then homogenizing them, the standard reactor core of KSNP-1000 can be built as shown in Fig. 4 . The numbers of 1-9 indicate fuel assemblies types differentiated in enrichment as represented on Table I . After core modeling has been done, an adaptation of optimization problems using QEA then can be made. QEA adaptation processes are divided into three steps, i.e., encoding step, processing step and decoding step. In the encoding step, the configuration is encoded in a number series as illustrated in Fig. 5 . Then, fuel assemblies adaptation in QEA is used. In this case, the Qbit individual that had a length of 8 Q-bits was used as appeared on Fig. 6 . The next step is the processing step. In this step, Q-bit number series will be observed as corresponding binary numbers. As the number of Q-bits used is eight, the binary numbers formed is eight bits as well. A fuel assembly can be represented as a weight value of assembly order, v. The value of v is used as a weight to sort the fuel assemblies' order.
In a generation, each population's b value will be compared. If the value is greater, then global migration happens and the b value is replaced by the highest value.
The decoding step process is a reverse of encoding step. In this step, conversion is done from Q-bit series back to fuel assemblies. Firstly, Q-bits pair series is observed to be eight bits binary number series. The binary numbers then are weighted proportionally to certain integers. The flowchart of QEA procedure is illustrated in Fig. 7 
Result and Discussion
Determining Rotation Angle, Δθ
In the Δθ value determination to suit the optimation problem, population numbers of 10 and termination parameter, γ 0 =0.9 were used. The Δθ variation used are 0.01π, 0.02π and 0.05π. The optimization program was run for 30 times, and the best, mean and worst value were searched. Repetition amount of 30 times minimum is suggested to get best, mean and worst value which is statistically fine [5] .
Based on Fig. 8 , mean fitness evolution ratio can be achieved by each Δθ variation. The highest fitness from Δθ=0.01π is 1.107, obtained after 260 generations. This is a too-large generation to achieve convergence. On the other hand, for Δθ=0.02π, the convergence generation is only 160 and for Δθ=0.05π was far shorter, i.e., 60 generations. In addition, to describe the comparison of each variation, Fig. 9 compares the best fitnesses when convergence was achieved for each variation.
The chosen Δθ indeed must have the highest fitness. However, based on Fig. 8 , the Δθ=0.01π needs 260 generations to converge, twice as large as needed for Δθ=0.02π. Fig. 9 also shows that rotation angle of 0.01π offered only approximately 0.03% improvement of the best fitness than that of 0.02π. Based on such consideration, the parameter Δθ=0.02π is chosen for doing the optimization. Fig. 9 . Best fitness value for each rotation angle.
Determining Weight Factor, w
Determining weight factor was conducted by running the optimization program for 30 times for each value of w. The w variations were determined on 0.01 up to 0.04 with 0.01 increment. Rotation angle, Δθ, used in the optimization was 0.02π which is the optimum value obtained from the previous calculation. A plot of PPF on each w values can be seen in Fig. 10 . To obtain w on PPF standard , inversion must be done to the regression equation. Thus, the obtained result can be described as equation (6):
By including PPF=PPF standard =2, obtained w is 0.04074. For an anticipation reason of PPF increasing on BoC (Beginning of Cycle), w is then rounded to 0.041.
Optimized Core
By using Q-gate rotation angle value, Δθ=0.02π and the weight factor, w=0.041, optimization calculation of KSNP-1000 fuel loading pattern had been conducted. The number of populations used was 20, twice of those on determining the angle and weight factor calculations.
Δθ=0.01π
Δθ=0.02π Δθ=0.05π From the optimization result, the best fitness obtained based on the convergence criteria is 1.11464. The k eff and PPF value after 360 days of burn-up periods respectively are 1.11233 and 1.94367. Fitness evolution on various generation can be seen in Fig. 11 and the optimized core configuration is illustrated in Fig. 12 .
Thirty samples obtained from optimization calculation are sorted on each fitness value as shown in Table 2 . However, the fitness value is not the most prioritized in choosing optimization core, but also PPF must be considered. The standard operation PPF of KSNP-1000 reactor is 2. Therefore, the chosen core configuration must have PPF under the value of 2 [7] . On Table 2 , core configuration with the best fitness has PPF value larger than 2, which is 2.11019. Because of aforementioned reason, the second best core configuration was then chosen. 
Comparison of The Optimized and The Standard Core
The calculation result of fuel loading pattern optimization should be compared with the standard configuration's parameters. Optimization result and standard fuel loading pattern had been tested on a various burn-up level by 60 EFPDs (Equivalent Full Power Days) interval. The value of k eff on each step and PPF is detailed in Table 3 .
Based on Table 3 , it seems that k eff of the optimized core is always higher than the standard one. However, a high k eff commonly implies to a high PPF as well. Based on the calculation of PPF at BOC, optimized fuel loading pattern is 2.19125, slightly higher than the standard operation of KSNP-1000, which is 2. Also, it is higher than that of the standard core, i.e., 1.50983. The changes of k eff on each burn-up step can be seen in Fig. 13 To obtain the cycle length on the standard model, first, inversion on regression function of the standard model must be done to get the burn-up function in k eff . The relation between k eff and burnup can be written as = −2702.7027 × FGG + 3262.67568 (7) By setting keff equals to 1, then we have the cycle length of the standard configuration of 560 EFPDs.
Using the same way, the optimized core regression function is inverted to have a burn-up function in k eff like that of Equation (8 Optimized core configuration results in the reactor's cycle length to be 17.67% longer than that of the standard core. The longer cycle length will be able to extend the operation time between refuelings. Thus, it will economically increase the profit of the nuclear power plant. The longer cycle length also affects the cost of nuclear fuels to be decreased as fuels can stay longer in the reactor core in the same operation power.
On the safety aspect, PPF of the optimized core is 45.13% higher than that of the standard model of KSNP-1000. The value of PPF on BoC is 2.191. The increasing in PPF can affect power distribution of optimized core to be worse than the standard core. However, slightly higher than 2 of PPF are still can be accepted as core configuration of KSNP-1000 [11] . The difference of power density distribution between the standard core and the optimized core can be seen in Fig. 15 . Average power is also a parameter need to be calculated. Ideally, the optimized and standard core must have the same power. Average power can be calculated based on Equation (9). Because of the same core volume between the optimized and standard core, the power comparison can be computed from the power density with the unit of W/cc. By using the maximum power density value in Fig.  15 and PPF on Table 3 , obtained power density of optimized and standard core respectively are 29.63 kW/cc and 33.71 kW/cc.
Conclusion
Using rotation angle value Δθ equals to 0.02π and weight factor, w equals to 0.041, an optimized core configuration can be obtained, resulting 17.67% longer in fuel cycle than that of the standard core. Also, the PPF can be slightly maintained on the value of 2. Therefore, Quantum-inspired Evolutionary Algorithm (QEA) can be used to optimize fuel loading pattern effectively. 
