The Optics Inspired Optimization (OIO) algorithm is a new metaheuristic optimization method. In this paper, the OIO algorithm was proposed for automatic production control parameters in electrical power systems. The performance of the proposed algorithm was realized on two power systems that have different structures. The first structure is a two-area interconnected thermal reheat power system and the other one is a two-area interconnected multi-unit hydro-thermal power system. The results obtained with the proposed algorithm were compared with an artificial bee colony and particle swarm optimization, initial values are randomly defined that are commonly used in literature. The results were examined using four different cost functions based on area control error. Considering the obtained results, the proposed algorithm reached to the global minimum value with less number of iterations and is more suitable for online optimization. According to the results obtained with this novel method, it has a better performance for maximum overshoot and settling time values when the test systems are implemented.
Introduction
The amount of electrical energy consumed per person shows the level of development of a country and the quality of this energy consumed by people is also an important criterion. The system frequency and voltage are the two most important parameters that determine the power quality. Controlling the frequency takes longer than controlling the voltage and it is a more dominant parameter in the power system. Therefore, the primary parameter that should be controlled is frequency [1] . The interconnected power system is created by integration of many areas. Any power changes (supply or demand) that will occur in any of these areas will affect other areas that are connected in terms of frequency and power. In addition, characteristic of the connecting line between the areas connected to the power system is another factor affecting the frequency change. When changes in the frequency of the power system exceeds the limits set, they may create serious instability problems in electrical power system, stop of the plants connected to the system and even black-out of the system at later stages. In such a case, the area feeding from the system will remain de-energized and there will be huge economic losses. Black-outs affected 77 million people in 2015 in Turkey, 150 million people in 2014 in Bangladesh and 620 people in 2012 in India some examples of these huge losses [2] . Therefore, considering these huge economic losses caused by system failures, the load-frequency control is a crucial issue that should be taken into consideration in order to prevent such losses.
where, T m is mechanical momentum, T e is load moment, J is the moment of inertia, and ω is angular velocity. An interconnected power system consists of areas connected to each other with tie-line. It is assumed that generator groups, which exist in each of the areas, have a composite structure. The frequency deviations can occur in some areas of the power system. Deviations cause a variation in power flow in the tie-line. In the present case, the variation and area frequency are required to be controlled. Each area provides its own users with energy and the tie-line allows inter-area power flow. Therefore, when there is a sudden load change in an area, frequency in other areas and power flow in tie-lines are affected. Controllers need information about the transient state of each area to return the system to the required steady state. Thus, it could return frequency of the system to the required steady state. If losses in the tie-line are ignored, the power flow in the tie-line can be written as:
where V 1 and V 2 are voltage amplitude of the first and second areas, respectively, ∆ 1 and ∆ 2 are corresponding phase angles, and X 12 is the impedance of the tie-line between the two areas. Where the phase angle deviation for each area is written as:
Power flow deviation between areas will be:
where the synchronizing moment coefficient of the tie-line is:
When the moment coefficient is written in its place in (4), the power deviation of the tie-line will be:
In consequence of power deviation, ∆P L of the system, frequency deviation, power deviation, and control error (Area Control Error-ACE) are as follows:
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Block diagram of the test system-1 and test system-2 are depicted in Figure 1 .
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Block diagram of the test system-1 and test system-2 are depicted in Figure 1 . Transfer function of each block is given below: Governors:
Re-heater:
Turbine:
Hydraulic :
Valve:
Power system:
Tie-line:
Test system-1 [39, 40] and test system-2 [41, 42] are widely employed in literature. System parameters used for test system-1 and test system-2 are given below:
Parameters of Test System-1: 
Optics Inspired Optimization
OIO algorithm is a physics-based heuristic algorithm introduced by Ali Husseinzadeh Kashan in 2014 [38] . It was developed by being inspired from optics, which is one of the laws of physics. OIO is an algorithm assuming that there are a series of artificial light points (points at R n+1 matching at R n are potential solutions to the problem) of an artificial mirror reflecting the image. Each bump is accepting as a convex reflecting surface and each concave is considered as a concave reflecting surface. In this way, an artificial light coming from an artificial light point is reflected back from the function surface of a part of convex or convey surface. Artificial image point (like a new solution in the search area at R n+1 matching at R n ) is either straight (in the direction of position of light point in the search space) or reverse (outward from position of light point in the search space).
is a numerical function that can be minimized with n variables in the n-dimensional decision space defined with
we are looking for the general minimum of f finding
It should be noted that common search and objective space is a vector in [X 1 X 2 . . . X n f (
and it is a subset of R n+1 .
indicates the position of j artificial point of light in the t iteration and n-dimensional space (i.e., j th solution in the population).
specifies a different point in the search space passing through its own artificial axis (an individual in position). Artificial mirror peak position is determined
vector. i k index is randomly selected from {1, . . . , NO} NO is the number of artificial light points.
specifies location of an image of j artificial point of light in the t iteration in the search space. The artificial image is created through
by an artificial mirror passing through the main axis. 
vector.
is the distance between j artificial light point on function/objective axis (objective space) and vertex of the artificial mirror ( f (
is the distance between j artificial light point on function/objective axis and position of vertex of the artificial mirror on function/objective axis ( f (
is the radius of curvature of an artificial mirror that can pass through the center of curvature of an artificial mirror on the main axis through
is the position of the center of curvature on function/objective axis (in the objective space).
is the height of j artificial light point from the artificial main axis in t iteration.
-
is the height of image of j artificial light point from the artificial main axis in t iteration.
is the value of lateral deviation on artificial mirror reflecting the image of j artificial light point in t iteration.
It is possible to express the general mechanism of the OIO as follows: first, NO individuals are randomly generated to create the initial positions of artificial light points in the search space; then, each j artificial light point in the search space of t iteration and axis) where point passes the axis ( is randomly selected from the population in case differs from . The radius of curvature of the artificial mirror is . The position of the artificial image is produced by an artificial image position , that can be a new solution to the problem in the search space by matching with the solution space. The flow chart of OIO algorithm is shown in Figure 2 . 
Results
In the simulations, the power change occurred in the connection line while frequency change occurred in two areas in response to a ∆PL1 change in the first area is costed by using various performance indices that are ISE, IAE, ITAE, and ITSE. The mathematical expressions are shown below. 
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Integral of square error (ISE)
2.
Integral of absolute value of error (IAE) In the simulations, the results of power change occurred in the connection line while frequency change occurred in two areas in response to a change of ∆P L1 = 0.01 at t = 0 are given in tables and time domain simulations. The controller parameters used in the results are determined according to OIO, PSO, and ABC. The model created and m files are performed in MATLAB R2013a. The lower and upper limits of K p , K i , and K d values, which are the controller gains, are given in Table 1 . The controller parameters optimized by four different performance indices with the limitations seen in Table 1 are given in Table 2 . The time domain simulation results, Figure 3 and the following 14 figures, are given only for test system-1. Similar results are not given for test system-2. However, the performances of all simulation results are given with all tables Table 2 and the following 4 tables. In Figures 3-6 , the frequency changes occurred in the first area as a result of the simulation performed with controller parameters optimized for ITAE, IAE, ISE, and ITSE performance indices are shown. The frequency changes of the second area are given in Figures 7-10 . In Figures 11-14 , the power change in the connecting line is given. The maximum overshoot and settlement times are given in Tables 3 and 4 according to the time-domain simulations. The time domain simulation results, Figure 3 Figures 7-10. In Figures 11-14 , the power change in the connecting line is given. The maximum overshoot and settlement times are given in Tables 3 and 4 according to the time-domain simulations. Tables 3 and 4 which are the tables that include maximum overshoot and settling time in every area. In these tables when the results of test system-1 are considered, apparently it is seen that OIO gives better result for maximum overshoot and settling times. In the first area, the best result was obtained with PSO in terms of the maximum overshoot for ITAE performance index, whereas the best settlement result was obtained by OIO method. According to settling time values while the best results are found with the help of OIO for IAE, ITSE, and ITAE values, PSO found better results for ISE. The results of the second area are similar with the results of the first area.
As the results of test system-2 are considered, apparently it is seen that OIO gives better result Tables 3 and 4 which are the tables that include maximum overshoot and settling time in every area. In these tables when the results of test system-1 are considered, apparently it is seen that OIO gives better result for maximum overshoot and settling times. In the first area, the best result was obtained with PSO in terms of the maximum overshoot for ITAE performance index, whereas the best settlement result was obtained by OIO method. According to settling time values while the best results are found with the help of OIO for IAE, ITSE, and ITAE values, PSO found better results for ISE. The results of the second area are similar with the results of the first area.
As the results of test system-2 are considered, apparently it is seen that OIO gives better result for maximum overshoot and settling times. In the first area, the best result was obtained with PSO in terms of the maximum overshoot for ISE performance index, whereas the best settlement result was obtained by OIO method. According to settling time OIO is the best result for ISE and ITAE and PSO becomes prominent for ITSE and ISE. The results of the second area are similar with the results of the first area.
The best results are obtained with OIO method in both first and second areas in maximum overshoot and settling times for IAE, ISE, and ITSE performance indices. In Figures 15-18 . The change of cost function values for four different performance indices are given for Test system-1 and Figures 19-22 . For Test system-2. The final values of these changes are shown in Table 5 . Considering these figures and the data given in tables. It is clearly seen that OIO algorithm finds smaller values earlier than other methods. Table 5 . Considering these figures and the data given in tables. It is clearly seen that OIO algorithm finds smaller values earlier than other methods. Total optimization times for each method and algorithm are given in Table 6 . OIO algorithm realized optimization process in a shorter time for both test systems. The number of mirror used in OIO algorithm corresponds to the number of population. The number of mirror was specified as 2 in implemented optimizations. The number of population for artificial bee colony for is 3 and 4 for particle swarm optimization. When the number of population is decreased it is seen that the methods occur to have the problem of convergence. All parameters used in all three algorithms are presented in Appendix A. Total optimization times for each method and algorithm are given in Table 6 . OIO algorithm realized optimization process in a shorter time for both test systems. The number of mirror used in OIO algorithm corresponds to the number of population. The number of mirror was specified as 2 in implemented optimizations. The number of population for artificial bee colony for is 3 and 4 for particle swarm optimization. When the number of population is decreased it is seen that the methods occur to have the problem of convergence. All parameters used in all three algorithms are presented in Appendix A. In Figures 19-22 optimization histories are given for test system-2. Although the ABC algorithm has a higher convergence speed, it is seen that it cannot find global minimum. When time domain results and Table 5 are considered, the speed of convergence and reached global minimum values for OIO algorithm are better. In Figures 19-22 optimization histories are given for test system-2. Although the ABC algorithm has a higher convergence speed, it is seen that it cannot find global minimum. When time domain results and Table 5 are considered, the speed of convergence and reached global minimum values for OIO algorithm are better. 
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6.573563 5.447564 7.339555 7.529223 In Figures 15-18. The change of cost function values for four different performance indices are given for Test system-1 and Figures 19-22. For Test system-2. The final values of these changes are shown in Table 5. Considering these figures and the data given in tables. It is clearly seen that OIO algorithm finds smaller values earlier than other methods. Iterations 0 1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1
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Settling times 6.573563 5.447564 7.339555 7.529223 In Figures 15-18. The change of cost function values for four different performance indices are given for Test system-1 and Figures 19-22. For Test system-2. The final values of these changes are shown in
Conclusions
In this paper, the OIO algorithm was proposed for optimizing controller gains in load frequency controls in electrical power systems. The reason to use the method developed by Kashan is that it reaches the global minimum value faster. The method was compared with PSO and ABC methods which are widely used in literature. The idea behind choosing these methods is that their initial conditions are randomly defined. These three methods were optimized with two different test systems and four different cost functions. According to the results obtained, OIO algorithm converges to the global minimum value with ten iterations in average. The results obtained from these two test systems can be ordered as follows:
OIO algorithm has found lowest cost value. OIO algorithm reaches to the global minimum value in short time. OIO can converge with less number of population. OIO algorithm has the total lowest optimization time.
As the authors conclude from the results explained above, they propose OIO algorithm in specifying PID gains online for a two-area power systems in laboratory applications for future studies.
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Appendix A OIO NO = 2 population size; step number = 100 (test system-1)/50 (test system2) ABC nPop = 3 population size; iter number = 100 (test system-1)/50 (test system2) PSO n = 4 Size of the swarm; bird_setp = 100 (test system-1)/50 (test system2); c 2 = 1.2 PSO parameter C 2 ; c 1 = 0.12 PSO parameter C 1 ; w = 0.9 Inertia weight
