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ABSTRACT 
During the warm season (March – September), high-intensity convection events 
that can produce intense winds, large hail, tornadoes, and flash floods frequently occur in 
the U.S. Upper Midwest. Accurately forecasting convection is therefore vital for the 
development of warnings for these high-intensity events. Despite the improvements in the 
ability to forecast convection in recent years, mainly due to the enhancements in 
technology and computational resources, forecasting the timing, location, and intensity of 
convection remains a difficult task. The use of ensembles to predict various 
characteristics of convection have become increasingly more common to further improve 
these forecasts. It can be argued that a deterministic ensemble mean forecast typically 
performs better than an individual member and the probabilistic forecasts from ensembles 
have an advantage over deterministic because they limit over- and underforecasting while 
accounting for a level of uncertainty. Forecasting two characteristics of convection using 
ensembles is the focus of this work: convective mode evolution forecasts and quantitative 
precipitation forecasts (QPFs) for use in streamflow forecasting. 
 First, a small 4-member Weather and Research Forecasting (WRF) model 
ensemble with diverse members was used to test the ability of such an ensemble to 
predict convective evolution. Because this ensemble is likely smaller than one used 
operationally, the 10-member National Center for Atmospheric Research (NCAR) 
ensemble was also tested for a select number of cases. Both deterministic and 
probabilistic forecasts were created and verified with the observed radar reflectivity. 
Overall results indicated that a deterministic statistical mode forecast typically performed 
better than the individual members. Probabilistic forecasts showed that the ensemble 
x 
performed better at predicting broader convective groups and for longer time periods over 
individual convective modes and shorter time periods. 
 Second, a systematic shifting method to mitigate spatial displacement errors in 
QPF for use in the Sacramento Soil Moisture Accounting – Heat Transfer (SAC-HT) 
hydrologic forecast model was tested. Streamflow forecasts using systematically shifted 
QPF from the 9-member High-Resolution Rapid Refresh Ensemble (HRRRE) were 
compared to streamflow forecasts using the HRRRE raw QPF output. Each HRRRE 
member was shifted in the four cardinal and four intermediate directions to create an 81-
member ensemble. The shifted QPF streamflow ensemble showed an overall 
improvement in the ability to capture flooding events over the raw QPF streamflow 
ensemble. Despite the improved ability for the shifted QPF ensemble to capture an event, 
forecast probabilities of an event remained relatively low. 
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CHAPTER 1.    GENERAL INTRODUCTION 
High-intensity convection events, which frequently occur in the U.S. Upper Midwest 
during the warm season, can produce damaging winds, large hail, tornadoes, and flooding. 
Any of these hazards can result in extensive socioeconomic impacts. In the U.S. during 2017, 
the most recent year data was available, intense winds from thunderstorms caused nearly 
$270 million in damages and 30 fatalities, hail produced roughly $1.8 billion in damages 
with zero fatalities, tornadoes caused almost $650 million in damages and 35 fatalities, and 
flooding produced over $60 billion in damages and 126 fatalities (NWS 2018). Therefore, 
reliable convection forecasts are crucial to help mitigate some of these socioeconomic 
impacts so individuals can take informed precautionary actions. Although the ability to 
predict warm season convection has improved in the recent decades, largely due to the 
enhancements in technology and computing resources, forecasting the location, timing, and 
intensity of convective storms remains a difficult task (e.g. Kain et al. 2013; Burghardt et al. 
2014; Yan and Gallus 2016). 
In continuing efforts to improve convection forecasts, combinations of model 
configurations are increasingly being used to create ensemble forecasts (Toth and Kalnay 
1993; Elmore et al. 2003; Homar et al. 2006; Leutbecher and Palmer 2008; Clark et al. 2009). 
These ensembles lead to a spread of possible forecast solutions through combinations of 
initial conditions, lateral boundary conditions, and physical parameterizations (Houtekamer 
et al. 1996; Stensrud et al. 2000). Two types of forecasts are typically created from an 
ensemble: deterministic ensemble mean forecasts and probabilistic forecasts. An ensemble 
mean forecast is typically calculated by averaging the individual member solutions. Despite 
being a single deterministic forecast, ensemble mean forecasts have been shown to typically 
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perform better than any of the individual members (Leith 1974). However, Murphy (1991) 
argued that using probabilistic forecasts was a superior approach to using a deterministic 
ensemble mean forecast, because probabilistic forecasts limit over- and underforecasting 
while accounting for a level of uncertainty within a forecast.  
Forecasts of various characteristics of convection are used to assist with developing 
warnings. For example, updraft helicity, an indicator intended for diagnosing rotation within 
a simulated storm, can reasonably be used to forecast the tornadic potential of a storm (Clark 
et al. 2012), large convective available potential energy (CAPE) values with associated wind 
shear and low wet-bulb-zero heights can be used to predict large hail (Markowski and 
Richardson 2010), and forecasting the propagation of convective storms producing high 
rainfall rates can be used to assess the threat of flash floods (Doswell et al. 1996). It is also 
known that the organizational modes of convection, usually based on radar reflectivity, have 
been shown to favor different types of severe weather. 
Several studies have presented schemes to classify convection [e.g. Bluestein and Jain 
1985; Done et al. 2004; Baldwin et al. 2005; Gallus et al. 2008 (hereafter G08)], with G08 
eventually settling on nine convective modes consisting of three cellular [isolated cells (IC), 
cluster of cells (CC), and broken lines (BL)], five linear [squall line with no stratiform 
precipitation (NS), squall line with trailing stratiform precipitation (TS), squall line with 
leading stratiform precipitation (LS), squall line with parallel stratiform precipitation (PS), 
and bow echo (BE)], and nonlinear (NL) categories (Fig. 1.1). These convective modes have 
been shown to favor certain high-intensity weather events. Tornadoes and hail are most 
commonly associated with cellular convection (G08; Smith et al. 2012), whereas damaging 
winds have long been associated with linear convection, particularly bow echoes (Fujita 
3 
1978). Furthermore, linear systems with any stratiform precipitation (TS, LS, PS) and BL 
produce the greatest threat of flash flooding (Pettet and Johnson 2003; G08). 
 
 
Figure 1.1.  Schematic illustrating the nine convective modes from G08. Abbreviations are as 
follows: IC, isolated cells; CC, cluster of cells; BL, broken line; NS, squall line 
with no stratiform precipitation; TS, squall line with trailing stratiform 
precipitation; PS, squall line with parallel stratiform precipitation; LS, squall line 




Because the various convective modes tend to favor different weather threats, 
accurately simulating them can provide additional guidance in the warning process. As a 
result, the skill of models to predict convective mode evolution has been examined (Fowle 
4 
and Roebber 2003; Done et al. 2004; Weisman et al. 2008; Schumann and Roebber 2010; 
Snively and Gallus 2014). Although these studies have shown that advancements in 
computing power allow high-resolution models to resolve finer scale details that mimic those 
seen with observational radar, the Weather and Research Forecasting (WRF) model 
continues to poorly simulate some linear modes (Done et al. 2004; Snively and Gallus 2014). 
In particular, Done et al. (2004) found that the WRF model failed to simulate stratiform 
precipitation as often as it occurred, while Snively and Gallus (2014) concluded that the 
WRF model poorly simulated TS and BE. So far studies involving convective mode 
prediction have focused on utilizing single deterministic forecasts. Therefore, using an 
ensemble approach to forecasting convective mode evolution was investigated.  
Forecasts of high-intensity precipitation for use in streamflow forecasting is another 
characteristic of convection used to develop warnings, particularly flood warnings. 
Operational streamflow forecasts are typically made using a quantitative precipitation 
estimate (QPE; e.g. Nguyen et al. 2015; Gourley et al. 2016; Krajewski et al. 2017), which 
does not become available until the precipitation occurs. Using QPE for streamflow 
forecasting leaves little forecast lead time for emergency management to take necessary 
mitigating actions to reduce socioeconomic impacts. Therefore, the additional lead time 
using a quantitative precipitation forecast (QPF) for streamflow forecasting can provide 
valuable flood guidance. However, QPFs can be highly influenced by atmospheric model 
parameterizations and initialization data, which can lead to uncertainty in a given forecast 
(e.g. Jankov et al. 2007a,b).  
Some of the larger uncertainties associated with QPF include intensity, timing, and 
spatial displacement, which can be traced in part to the convection initiation despite 
5 
improvements made in recent years (Weisman et al. 2008; Kain et al. 2013; Duda and Gallus 
2013; Burghardt et al. 2014). Regions that are more prone to convective-scale precipitation 
events, including the Upper Midwest during the warm season performed worse than other 
regions at predicting extreme QPFs (Sukovich et al. 2014). Upgrades to convection-allowing 
models such as the High-Resolution Rapid Refresh (HRRR) model have improved maximum 
precipitation biases; however, more extreme rainfall rates (75 mm h−1 or greater) were 
typically underpredicted during the first 3 forecast hours (Bytheway et al. 2017), which 
affects the predictability of flooding events. Because of these well-known small-scale 
atmospheric process predictability difficulties, the ability to predict convective initiation 
beyond 1-2 h remains problematic (Sun et al. 2014). Bytheway et al. (2017) also found 
anecdotal evidence that forecasting the timing of convective initiation is size-dependent; 
smaller storms were generally produced 1-3 h too early while larger storms were generally 
produced 1-3 h too late. These timing errors would also impact the predictability of flooding 
events, particularly for watersheds with quick response times to heavy precipitation. Duda 
and Gallus (2013) and Yan and Gallus (2016) both found that QPF spatial displacements 
averaged ~100 km. Displacements of this magnitude are large enough to cause QPF to 
entirely miss a basin that receives high-intensity precipitation, resulting in negative 
consequences for multiple basins. While QPF timing errors would likely produce 
corresponding timing errors in flood prediction, spatial displacement errors could mean no 
indication of a flood at all when a flood did occur. Therefore, this study will focus on 
mitigating QPF spatial displacement errors because they likely have a larger impact on 
streamflow forecasting than timing errors. 
6 
Preliminary research into the spatial displacement of QPF revealed a high-intensity 
precipitation event that occurred over Central Iowa on 09 August 2015, which further 
highlighted the need to mitigate spatial displacements of QPF for streamflow forecasts (Fig. 
1.2). Although the general orientation and magnitude of the QPF matched the QPE quite 
well, the QPF completely missed the Squaw Creek watershed near Ames to the north 
northeast. The resulting streamflow forecast showed no response. However, some of the 
heaviest precipitation occurred directly over the Squaw Creek watershed causing a rapid and 
significant streamflow response. While the forecast using QPE underpredicted the magnitude 
of the streamflow peak, it provided a better indication of the observed streamflow. Therefore, 
given that the orientation and magnitude of this precipitation event were forecasted relatively 
well, mitigating the spatial displacement error would have likely improved the streamflow 




Figure 1.2.  A comparison between the location of (a) 12-h accumulated WRF QPF and (b) 
accumulated Stage IV QPE ending at 18 UTC on 09 August 2015 in relation to 
the Squaw Creek watershed in central Iowa. The resulting (c) streamflows (red – 
simulated streamflow using QPF, black – simulated streamflow using Stage IV 
QPE, blue – USGS observed streamflow) highlight the effect of QPF spatial 




Because hydrologic models are particularly sensitive to precipitation input, the 
uncertainties in QPF intensity, timing, and location present challenges for streamflow 
forecasts. To address these uncertainties, research incorporating ensemble QPF output into 
streamflow forecasts has been examined (Cuo et al. 2011). Some of these ensembles have 
used neighborhood approaches to address spatial displacement errors. For example, Clark et 
al. (2004) shuffled ensemble QPFs based on ranking randomly selected historical data from 
multiple neighboring observation stations. Schwartz et al. (2010) created precipitation 
threshold forecast probabilities by incorporating all of the neighboring grid points within a 
given radius (e.g. r = 25 km) surrounding each forecast point. Schaffer et al (2011) 
considered all grid points of a square neighborhood centered on each grid point to calculate 
mean probabilities of QPF thresholds from a 10-member ensemble. Although the methods 
from Schwartz et al. (2010) and Schaffer et al. (2011) do address the spatial variability of 
QPF, their sampling approaches do not necessarily maintain the storm morphology. 
Maintaining storm morphology allows forecasts to better simulate sharp gradients of 
precipitation intensity, which are common with warm season convection in the U.S. Upper 
Midwest, while averaging methods tend to smooth out these gradients. In addition, given that 
certain convective modes tend to favor flooding, maintaining the storm morphology could 
provide forecasters additional information about the flood threat of a given event. Thus, an 
ensemble approach that addresses the spatial variability of QPF while maintaining the 





1.1 Research Questions 
This work aims to offer additional guidance to forecasters and decisions makers by 
using ensembles to improve the prediction of convective mode evolution and to develop 
methods to mitigate spatial displacement errors in QPF. The two research questions 
presented below were designed to address these knowledge gaps. 
 
Question #1 
 Given that ensemble forecasts have not been utilized to predict convective 




 Given that there can be large spatial errors in current QPF output, can 
systematically shifting QPF effectively mitigate these errors for use in 
streamflow forecasting? 
 
Chapter 2 is a manuscript that addresses Question #1, which analyzes the 
predictability of convective mode evolution using a small WRF ensemble. The purpose of 
this study is to evaluate the skill of a small ensemble with diverse members to predict short-
term convective mode evolution, and whether the results may be generalizable to larger 
ensembles. Chapter 3 addresses Question #2 in a manuscript that explores whether 
systematically shifting QPF in the four cardinal and four intermediate directions can improve 
9 
streamflow forecasts, particularly for flooding events. General conclusions are then discussed 
in Chapter 4.  
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Abstract 
 Accurately simulating convective mode evolution can assist forecasters in the severe 
weather warning process. A few prior studies have examined the skill of simulating 
convective modes using single, deterministic forecasts. The present study extends the earlier 
evaluations to a small, four-member ensemble, with each member incorporating varying 
initial and lateral boundary conditions, microphysics schemes, and planetary boundary layer 
schemes. Simulated convective modes from 32 12h simulations were categorized into nine 
classifications using a classification scheme developed from previous studies. Multiple 
methods were used to derive forecasts of these convective classifications, creating an hourly 
deterministic ensemble mode forecast and probabilistic forecasts for 1, 6 and 12h periods. 
Forecasts were compared with observed radar reflectivity for verification. In general, hourly 
deterministic ensemble mode forecasts showed improvement over individual member 
forecasts. The small ensemble produced more skillful individual cellular convective mode 
forecasts than individual linear mode forecasts, with the least skill present for bow echoes 
and squall lines with trailing stratiform precipitation. In contrast, the ensemble was more 
skillful at forecasting the broader linear convective group than the broader cellular 
convective group. For a limited number of these cases, a test was performed using a larger 
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10-member ensemble run by the National Center for Atmospheric Research (NCAR) to 
examine what impacts the small ensemble size might have. The results did not differ 
substantially, suggesting the findings from the small ensemble can be generalized. 




Accurate simulation of convective mode evolution can provide additional useful 
guidance for severe weather forecasts and warnings because individual convective modes 
have been found to be associated with different severe storm report types. Tornadoes and hail 
of all sizes, for example, were the two main threats associated with cellular convection in 
Gallus et al. (2008; hereafter G08) and Duda and Gallus (2010). Of cellular convective mode 
classifications, discrete cells within a broken line were associated with the most tornadoes in 
two previous studies (G08; Smith et al. 2012). Damaging winds have been found to be the 
greatest threat from linear convection (G08), particularly with bow echoes (Fujita 1978). 
Linear systems with any associated stratiform precipitation (leading, parallel or trailing) and 
broken line cellular systems have been shown to be the greatest flash flood threats (Pettet and 
Johnson 2003; G08). The Pettet and Johnson (2003) and G08 conclusions are consistent with 
the Doswell et al. (1996) findings that slow-moving, training convection often causes flash 
floods. 
Although a consensus exists that different convective modes favor different types of 
weather hazards, numerous different methods of classification have been proposed. Bluestein 
and Jain (1985), for example, used squall line development from broken line, back building, 
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broken areal, and embedded areal convection to classify convective systems. Parker and 
Johnson (2000) proposed trailing, parallel, and leading squall line classifications based on 
stratiform precipitation location. Later, Fowle and Roebber (2003) added multicellular and 
isolated convective mode classifications to examine mode depiction in numerical models, 
and Done et al. (2004) applied a two category classification scheme that separated convection 
into either quasi-linear or non-squall line categories. An automated classification process 
developed by Baldwin et al. (2005) categorized events as nonconvective, convective linear, 
and convective cellular based on observed hourly precipitation amounts. Baldwin et al. 
(2005) further separated cellular convection into isolated cell and multi-cell cluster 
categories, and G08 identified clusters of cells as a separate category from isolated cells or 
lines of cells. When convection was neither linear nor cellular, Grams et al. (2006) 
categorized it as continuous nonlinear. G08 and Duda and Gallus (2010) used many of these 
convective modes and added the classification of a squall line with no stratiform precipitation 
while relating severe storm reports to each convective mode. Because G08 used a 
classification scheme that provides a comprehensive number of categories built from the 
previous studies (five linear, three cellular, and one nonlinear), their scheme was used to 
classify convective systems in the present study.  
Convection-allowing model simulations are now commonly run and have the ability 
to resolve finer scale convective system details that are similar to those seen with 
observational radar (Done et al. 2004; Kain et al. 2006). However, Done et al. (2004) and 
Snively and Gallus (2014; hereafter referred to as SG14) have shown that the Weather 
Research and Forecasting (WRF) model still struggles with producing some linear 
convective modes. Done et al. (2004) showed the WRF model did not simulate enough 
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stratiform rain regions, while SG14 found that the WRF model poorly simulated squall lines 
with trailing stratiform precipitation and bow echoes. These previous studies focused on 
convective mode prediction using single deterministic forecasts. To address the uncertainty 
in a given forecast, combinations of model configurations are being increasingly used to 
create ensemble forecasts (Toth and Kalnay 1993; Elmore et al. 2003; Homar et al. 2006; 
Leutbecher and Palmer 2008; Clark et al. 2009). Historically, ensemble mean forecasts have 
typically performed better than individual members (Leith 1974; Fritsch et al. 2000; Baars 
and Mass 2005), and ensembles facilitate probabilistic forecasts (Murphy 1991). However, 
the use of an ensemble to predict convective mode poses some additional challenges as the 
events being predicted fall into a set number of categories which cannot be numerically 
averaged. An example of a similar challenge can be found in Wandishin et al. (2005), who 
created postprocessing algorithms to produce precipitation-type forecast probabilities.  
The ability for a small, 4-member WRF ensemble to improve short-term convective 
mode forecasts is the focus of the present study. Although such a small convection-allowing 
ensemble has potential for several shortcomings, the present study can be thought of as a test 
to provide an initial look into the process of applying an ensemble forecast to convective 
modes. Twelve hour simulations with a convection-allowing 4-km horizontal grid were 
completed to produce forecasts using the Weather and Research Forecasting (WRF) model, 
version 3.6.1, with the Advanced Research dynamics core (ARW; Skamarock et al. 2008). 
The model was chosen because it could be used in a real-time setting, which was necessary 
to support a project goal of providing information to a local National Weather Service office 
for consideration during operational forecasting situations. To produce forecasts for real-time 
situations, the WRF simulations were initialized while convection was occurring, or about to 
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occur, in the U.S. Upper Midwest study domain (Fig. 2.1). The study period covered the 
2015 and 2016 warm seasons (March-September). A total of 32 simulations covering 21 days 
(Table 2.1) were investigated based on convection occurring continuously within the domain 
for a minimum of six hours, matching the persistence requirement of Done et al. (2004). 
Because of the potential shortcomings with a small ensemble, a limited analysis of a larger 
ensemble was also conducted to test how sensitive convective mode forecasts are to 
ensemble size. Details of the ensemble set up, convective mode classification, forecast 
creation, and forecast verification methods are explained in section 2. Results from the 
forecasts are described in section 3. Lastly, conclusions are presented in section 4.  
 
Table 2.1.  Initialization dates and times for all 32 simulations. An asterisk (*) indicates 
which cases were used for the NCAR comparison. 
2015  
09 Apr – 12 UTC 28 July – 18 UTC 
18 Apr – 21 UTC 29 July – 00 UTC* 
04 May – 00 UTC* 09 Aug – 06 UTC 
05 May – 00 UTC* 10 Aug – 00 UTC* 
07 May – 12 UTC 17 Aug – 00*, 03 & 06 UTC 
24 May – 12 UTC 18 Aug – 03, 06, 09 & 12 UTC 
07 June – 03 UTC 28 Aug – 03, 06 & 09 UTC 
24 June – 06, 12 & 18 UTC 2016 
25 June – 00 UTC* 23 Mar – 21 UTC 
11 July – 12 UTC 06 Apr – 00 UTC* 
16 July – 06 & 12 UTC 09 May – 12 UTC 
 
2.2 Methodology 
2.2.1 Ensemble generation and classification 
 A small WRF ensemble that varies the sources of initial and lateral boundary 
conditions was used to create convective mode forecasts (Table 2.2). The ensemble was 
restricted to four members due to limited computational resources available. Because the 
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intent of these forecasts was to provide real-time information to National Weather Service 
forecasters, it was important that the ensembles could be generated in a short time frame. 
Therefore, 3 or 6 hour model forecast output from the NAM and GFS models was used for 
initial conditions, and subsequent forecasts were used for lateral boundary conditions. For 
example, a simulation initialized at 06 UTC used the 6h forecast output from the 00 UTC 
NAM and GFS runs for initial conditions with the 9, 12, 15 and 18h forecasts used for lateral 
boundary conditions. Because the number of ensemble members used for an initial look into 
applying an ensemble forecast to convective modes were limited to four, the members were 
designed to provide as diverse a set of forecasts as possible without using more sophisticated 
methods of perturbing the initial and lateral boundary conditions. Two of the members used 
the same model forecast output for both initial and lateral boundary conditions; the other two 
members mixed the model forecast output with initial conditions supplied from one model 
and lateral boundary conditions from the other model [hereafter the individual members will 
be referred to using the syntax of initial conditions/lateral boundary conditions (NAM/NAM, 
GFS/GFS, NAM/GFS, GFS/NAM)]. Each of the four configurations also featured different 
microphysics and planetary boundary layer scheme combinations (Table 2.2). The 
NAM/NAM member was paired with the Thompson two-moment microphysics scheme 
(Thompson et al. 2008) and the Yonsei University (YSU) planetary boundary layer (PBL) 
scheme (Hong et al. 2006). The GFS/GFS member combined the Morrison two-moment 
microphysics scheme (Morrison et al. 2009) and the Mellor-Yamada-Nakanishi-Niino level 
2.5 (MYNN) PBL scheme (Nakanishi and Niino 2009). The NAM/GFS member used the 
Goddard microphysics scheme (Tao et al. 1989) with the Quasi-Normal Scale Elimination 
(QNSE) PBL scheme (Sukoriansky et al. 2005). Lastly, the GFS/NAM member combined 
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the WRF Single-Moment 6-class (WSM6) microphysics scheme (Hong and Lim 2006) and 
the Mellor-Yamada-Janjic (MYJ) PBL scheme (Janjic 1994). 
 
Table 2.2.  WRF model configurations of each ensemble member from the present study and 
SG14. 
 Member 1 Member 2 Member 3 Member 4 SG14 
Initial Conditions NAM GFS NAM GFS NAM 
Lateral Boundary 
Conditions 
NAM GFS GFS NAM NAM 
Microphysics Scheme Thompson Morrison Goddard WSM6 Thompson 
PBL Scheme YSU MYNN 2.5 QNSE MYJ MYJ 
LW Radiation Scheme Goddard Goddard RRTMG Goddard RRTM 
SW Radiation Scheme Goddard Goddard RRTMG Goddard Dudhia 
Land Surface Scheme Noah Noah Noah RUC Noah 
Surface Layer Scheme MM5 MM5 QNSE Eta Eta 
 
To reduce possible model spin-up problems in the first few hours of the forecast, raw 
NEXRAD level II radar data were assimilated with 4-km resolution at the initial time step of 
the forecast for all four members. Radar data assimilation has also been shown to improve 
QPF during the first 6-8 hours of a forecast (Berenguer et al. 2012; Stratman et al. 2013). The 
radar data from nine WSR-88D radars covering the 800 x 800 km domain centered on Des 
Moines, IA in the U.S. Upper Midwest were used (Fig. 2.1). These nine radars include 
Aberdeen, South Dakota (KABR); Sioux Falls, South Dakota (KFSD); Omaha, Nebraska 
(KOAX); Kansas City, Missouri (KEAX); Saint Louis, Missouri (KLSX); Lacrosse, 
Wisconsin (KARX); Twin Cities, Minnesota (KMPX); Davenport, Iowa (KDVN); and Des 
Moines, Iowa (KDMX). The radar data were assimilated by the Advanced Regional 
Prediction System (ARPS) three-dimensional variational (3DVAR) program and ARPS Data 
Analysis System (ADAS; Brewster 1996). Hydrometeors and cloud fields were adjusted 
based off the radar reflectivity data through the use of a cloud analysis procedure, a 
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component of both ADA and ARPS 3DVAR, and the radial velocity data were analyzed by 
the three-dimensional variational scheme (Hu et al. 2006; Moser et al. 2015; Yan and Gallus 
2016). Furthermore, external data is interpolated to the ARPS grid, and the ARPS program 
reduces the initial oscillations in the pressure field by adjusting the wind fields to ensure the 
anelastic mass continuity equation is satisfied (CAPS 2017). Reducing the initial oscillations 
in the pressure field helps mitigate any model spin-up issues that might arise with mixing 
NAM and GFS initial and lateral boundary conditions. 
 
Figure 2.1.  The domain for which ensemble convective mode forecasts were tested including     
the nine radar locations used for data assimilation. 
 
 Simulated radar reflectivity was output hourly from each model run and used to 
classify the convective system(s) present based on the nine classifications used in G08 (Fig. 
2.2): isolated cells (IC), cluster of cells (CC), broken line (BL), squall line with no stratiform 
precipitation (NS), squall line with parallel stratiform precipitation (PS), squall line with 
leading stratiform precipitation (LS), squall line with trailing stratiform precipitation (TS), 
bow echoes (BE), and nonlinear systems (NL). Each of the nine classifications were also 
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grouped into three broader categories: cellular convection consisting of IC, CC and BL 
events; linear convection including NS, PS, LS, TS, and BE events; and NL. Observed 
systems were classified in the same manner using radar reflectivity from the University 
Corporation for Atmospheric Research’s (UCAR) image archive (information can be found 
at http://www2.mmm.ucar.edu/imagearchive/). While there is inherently some subjectivity 
with the classification, guidelines used in G08, Duda and Gallus (2010) and SG14 were 
followed closely. The threshold used for convection was 40 dBZ over an area of at least 8 km 
X 8 km, and the threshold for stratiform precipitation was 30 dBZ (Hilgendorf and Johnson 
1998). In order for a system to be considered linear, the convection needed to be at least 75 
km long and have a 3:1 length to width ratio (G08). In addition, stratiform precipitation 
associated with linear convection needed to be at least twice as wide as the convective 
precipitation to be classified as TS, LS, or PS. Furthermore, as in SG14, characteristics of a 
convective mode needed to occur for at least two consecutive hours in order to receive that 
classification. Because of this consecutive hour requirement, a small fraction (13%) of the 
hourly forecasts are not truly independent samples.  
 A four-member ensemble would likely be smaller than those used operationally. 
Therefore, to get better insight into how the results from this study apply to other ensembles, 
the more sophisticated, ten-member National Center for Atmospheric Research (NCAR) 
ensemble (Schwartz et al. 2015) was also evaluated. The NCAR ensemble forecasts were 
initialized once daily at 00 UTC (information can be found at 
http://ensemble.ucar.edu/about.php), matching the initialization times from seven of the 





Figure 2.2.  Schematic from G08 showing the nine convective modes used for classification. 
Convective modes are abbreviated as follows: IC, isolated cells; CC, cluster of 
cells; BL, broken line; NS, squall line with no stratiform precipitation; TS, squall 
line with trailing stratiform precipitation; PS, squall line with parallel stratiform 
precipitation; LS, squall line with leading stratiform precipitation; BE, bow echo; 
and NL, nonlinear system. 
 
2.2.2 Forecast approaches    
Multiple methods were used to create convective mode forecasts based on the 
ensemble output. The first method created a deterministic forecast by selecting the statistical 
mode from the four members for each forecast hour, because the categorical convective 
modes cannot be numerically averaged in a way to produce a traditional ensemble mean 
forecast. For example, if three ensemble members produced a CC classification and the 
fourth produced a BL classification at a given hour, the ensemble mode was assigned as CC. 
Once the ensemble modes were determined, the forecast method followed the procedure in 
SG14 with a few modifications. The simulated convective modes immediately before and 
after the hour of interest were used to determine the mode when a tie occurred among the 
23 
four ensemble members. When the same ensemble mode occurred in the prior and post 
hours, the convective mode at the time of the tie was classified to match the mode from the 
surrounding hours. If the ensemble mode matched just one of the prior or post hours, the 
mean was reclassified to match that convective mode. Because of the tendency for TS and 
BE to be underpredicted (Done et al. 2004; SG14), two ensemble mode bias corrections were 
used to favor TS and BE with the small WRF ensemble. First, when at least two of the four 
members were classified as TS (BE), the ensemble mode was set to TS (BE). Second, the 
ensemble mode was set to TS (BE) when that particular hour forecast at least one member 
producing a TS (BE). After the bias corrections were made, the requirement of a mode 
needing to persist for two consecutive hours was still enforced. 
The second forecast method produced hourly probabilistic convective mode forecasts 
in two different ways. In one, forecast probabilities of a convective mode were calculated 
from convective modes simulated for that particular hour, hereafter referred to as the direct 
forecast method. Because Duda and Gallus (2013) and SG14 found that timing errors were 
often present in convective mode forecasts, a 3-hour neighborhood forecast method was also 
used to produce probabilistic forecasts for a given hour, hereafter referred to as the 
neighborhood forecast method. The neighborhood forecast method calculated probabilities of 
convective mode using the ensemble members for the current hour, one hour prior and one 
hour post. For consistency, the neighborhood forecast method was only used when output 
from all three hours was available, thus, the first and last hours of a simulation were 
excluded. 
The third forecast method created probabilistic forecasts of all nine convective modes 
occurring during a six or twelve hour period. Probabilities of each mode were calculated for 
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the entire twelve hour forecast, the first six hours of the forecast, and the last six hours of the 
forecast. Individual mode probabilities were calculated based on how frequently a mode was 
forecast out of 48 possible occurrences for a twelve hour period (4 members x 12 hours) and 
24 possible occurrences for a six hour periods (4 members x 6 hours). For example, if TS 
was forecast by only one member for the first six hours of a simulation, the forecast 
probabilities would be 12.5% for the twelve hour period (6/48), 25% for the first six hour 
period (6/24), and 0% for the second six hour period (0/24). 
 
2.2.3 Forecast verification 
The deterministic ensemble mode forecasts were verified using the accuracy score 
introduced in SG14. Time was normalized with the simulation initialization set to zero, the 
end of a simulation or the dissipation set to one, and the duration of each convective mode 
was represented as a fraction of this time. Hourly simulated convective modes were 
compared to the hourly observed convective modes and scored until the normalized time of 
1.0 (minimum of 6 hours and maximum of 12 hours). When the simulated convective mode 
was a direct match with observations, a score of one was given. A score of 0.5 was given 
when the simulated convective mode matched the same group as observed but was not a 
direct match with the specific subtype. Finally, when there was no match, a score of zero was 
given. The resulting accuracy scores ranged from zero to one for each forecast, with 1.0 
being a perfect forecast. The ensemble mode scores were then summed to determine the 
overall event accuracy score S using 
𝑆 =  ∑ 𝑀∆𝑡
𝑁
𝑖=1
,                                                                         (1)   
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where N represents the total number of mode comparisons possible (a function of the number 
of times the mode changed in either the observations or the forecast), M is a weight based on 
the match type (direct, group, or no agreement) as described, and Δt is the normalized 
duration of the mode comparison (SG14). The forecasts were evaluated before and after 
correcting for the low bias in TS and BE forecasts.   
Reliability of each convective mode was evaluated graphically for both the hourly 
direct and neighborhood methods. Reliability is determined from a conditional distribution 
[𝑝(o|f)] indicating how often an observed convective mode o occurred when a particular 
forecast mode f was given. Forecasts have perfect reliability when 
𝑝(𝑜 = 1|𝑓) = 𝑓                                                                        (2)  
(Murphy and Winkler 1987; Franz et al. 2003), that is, the observed relative frequency of a 
convective mode equals the forecast probability for that mode (Murphy and Winkler 1992).  
 Because a six or twelve hour time period can have multiple convective modes 
observed and forecast within the period, divergence score (DS) and divergence skill score 
(DSS) introduced by Weijs et al. (2010) were also used to verify the probabilistic forecasts. 
The DS is calculated using the Kullback-Leibler (KL) divergence, which is a measure of 
relative entropy (Kullback and Leibler 1951). DS is similar to a Brier score, however, the DS 
is asymmetric (whereas BS is symmetric) and incorporates multiple possible forecast 
solutions (whereas BS uses binary solutions) (Weijs et al. 2010). DS for a given forecast can 
be interpreted as the reduction of uncertainty in a probabilistic forecast from a climatological 
forecast (Weijs et al. 2010). DS is calculated as, 
𝐷𝑆 = 𝐷𝐾𝐿(𝑜i|𝑓𝑖) =  ∑ 𝑜𝑖 ln (
𝑜i
𝑓𝑖





which is read as divergence from f to o (KL divergence is directional) and is always positive 
for an entire forecast. In equation (3), 𝑛 represents the total number of convective modes 
possible (nine), o represents the observed probability of a convective mode, 𝑖 and f represents 
the forecast probability of the same convective mode occurring over the 6 or 12 hour period. 







,                                                                          (4) 
where N is the total amount of forecasts. Because of the limited sample size, an investigation 
into one or two DS values affecting the climatology too strongly was completed. Ten such 
potential outliers were found, but they did not significantly impact the results of our analysis. 
A perfect forecast would result in a DS of zero with DS increasing as the uncertainty 
of a forecast increases. If DS of a particular forecast is equal to the climatological DS, then 
that forecast did not contain any more information than the climatology and essentially added 
no additional value (Weijs et al. 2010). A DS greater than climatology indicates an increase 
of uncertainty compared to climatology, and a DS between zero and the climatological value 
indicates a decrease of uncertainty compared to climatology in that particular forecast. It 
should be noted that a reduction (increase) in forecast uncertainty means that a forecast 
performed better (worse) than a climatological forecast. Similar to the Brier score (BS), a 
procedure to normalize the DS relative to a climatological forecast, yielding the divergence 
skill score (DSS). Forecasts with numerous categories such as convective modes are 
calculated using (Weijs et al. 2010): 
𝐷𝑆𝑆 = 1 − 
𝐷𝑆
𝐷𝑆𝑟𝑒𝑓
.                                                                        (5) 
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The DSS transforms a perfect forecast score from zero to one and forecasts that are poorer 
than climatology become negative. DSSs were determined for each of the 12h forecasts, the 
first six hours of each forecast, and the last six hours of the forecast. 
Two issues arise with these equations when either the observed or forecast probability 
is zero. First, when a particular convective mode was forecast but not observed (𝑜𝑖 = 0) 
(Kullback and Leibler 1951), the result is treated as zero in the summation. This produces an 
artificial reduction of forecast uncertainty. Second, when a convective mode was observed 
but not forecast (𝑓𝐢 = 0) the equation becomes undefined. Therefore, a small epsilon value of 
0.02 was introduced to eliminate these two issues (Han 2017). This value was chosen 
because a convective mode is only included when it lasts for at least two consecutive hours, 
and thus the lowest forecast probability for a convective mode is 0.042 for a 12h forecast 
period [2/48 (12 hours x 4 ensemble members)]. Although a convective mode is required to 
last for two consecutive hours, a convective mode could be predicted for hours six and seven 
of a forecast period, resulting in the possibility of having a forecast convective mode 
occurring just once during a 6h forecast period. In this case, the lowest forecast probability is 
also 0.042 [1/24 (6 hours x 4 members)]. Furthermore, the epsilon value of 0.02 is small 
enough to induce a noticeable penalty for observed modes that were not forecast or forecast 
modes that did not occur as would be expected, but will prevent unreasonably large penalties 
from occurring.  
 The performance of individual convective mode forecasts were also evaluated using 
the DS and DSS. Although the DS for a given forecast including all convective modes is 
always positive, individual modes can have either positive or negative DS values. A positive 
(negative) DS mode value means the forecast probability of the mode is lower (higher) than 
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the observed climatological probability of the mode, indicating an underforecast 
(overforecast). Because KL divergence is not symmetric, it is difficult to determine what DS 
value represents a perfect forecast for a particular mode, thus, determining whether a DS 
value indicates an increased or decreased forecast uncertainty from climatology is also 
problematic. Therefore, the ratio of the absolute DS value of each forecast mode (𝐷𝑆𝑚𝑜𝑑𝑒) to 
the absolute DS value for the study climatological forecast mode (𝐷𝑆𝑚𝑜𝑑𝑒𝑟𝑒𝑓) was used to 
calculate the DSS for each individual mode, or 𝐷𝑆𝑆𝑚𝑜𝑑𝑒  
𝐷𝑆𝑆𝑚𝑜𝑑𝑒 = 1 −  
|𝐷𝑆𝑚𝑜𝑑𝑒|
|𝐷𝑆𝑚𝑜𝑑𝑒𝑟𝑒𝑓|
,                                                       (6) 
to determine whether uncertainty for that mode increased or decreased compared to 
climatology. A ratio of absolute DS values gives information about how much overall 
uncertainty has increased or decreased, but fails to provide information about under- or over-
prediction of a particular convective mode. 
 
2.3 Results 
Forecasts covered periods with 71 distinct observed convective modes and the four 
ensemble members simulated 360 different convective modes. However, the total number of 
simulated convective modes may not be thought of as a fully independent sample, as 
synoptic or mesoscale conditions can favor a particular mode, causing possible cross-member 
correlation in some forecasts. Forecasts produced higher relative frequencies than were 
observed for IC, NS, and NL, and lower relative frequencies than were observed for the 
remaining five convective modes (CC, BL, TS, PS, and BE) (Fig. 2.3). In addition, results for 
IC, NS, TS, and BE were similar to those in SG14 in which 115 observed convective modes 
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and 109 simulated convective modes from the 2006 to 2010 warm seasons were examined. 
SG14 included three observed and one simulated mixed convective mode systems, but mixed 
mode systems were not investigated in the present study and therefore were removed from 
the SG14 sample, resulting in 112 observed convective modes and 108 simulated convective 
modes for comparison. It should be noted that SG14 investigated systems occurring over the 
U.S. Great Plains and Upper Midwest rather than primarily over Iowa as in this study, and 
their simulations were run for 24 hours rather than 12 hours. Also, because they focused on 
deterministic runs from a single model configuration, there would naturally be some model 
configuration differences between the two studies (noted in Table 2.2).   
 
Figure 2.3.  Relative frequencies of observed and simulated convective modes for the present 
study (observed – blue, simulated – cyan) and SG14 (observed – yellow, 
simulated – red). 
 
TS and BE were the most underpredicted convective modes with TS events simulated 
47.5% less frequently than observed, and BE events simulated 52.4% less frequently than 
observed (Fig. 2.3). This result is similar to SG14. Done et al. (2004) also showed a tendency 
for convection-allowing WRF forecasts to underpredict TS systems (they did not classify BE 
events). CC events were observed and simulated much more frequently than the eight other 
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convective modes (Fig. 2.3); 27.5% more observed occurrences and 29.2% more simulated 
occurrences than the next most frequently occurring convective modes. In addition, the 
relative frequencies of simulated and observed CC events were similar with simulated events 
occurring only 1.1% less often than observed. This is in contrast to SG14, who reported that 
CC events were simulated 137% more frequently than observed.  
 The deterministic ensemble mode forecasts resulted in an average accuracy score of 
0.50 with 60% of the forecasts scoring 0.50 or higher, both of which were higher than three 
of the four individual ensemble members. Despite not being a traditional ensemble mean, 
these results are consistent with findings that deterministic ensemble mean forecasts typically 
perform better than single, deterministic forecasts (Leith 1974; Fritsch et al. 2000; Baars and 
Mass 2005). For comparison, SG14 had an average score of 0.49 for 37 simulations with 
41% of the forecasts scoring 0.50 or higher. Reclassifying the hourly ensemble mode 
convective modes to TS (BE) when at least two members were originally classified did not 
change the average accuracy score of 0.50 (only two forecasts were adjusted by this 
correction). The more liberal bias correction of reclassifying hourly ensemble mode forecasts 
to TS (BE) if at least one ensemble member was classified as TS (BE) resulted in an 
accuracy score of 0.41. This correction affected 20 forecasts, with seven improved accuracy 
scores and 13 worsened accuracy scores. 
For individual members, the NAM/NAM member resulted in a score of 0.57, while 
the three remaining members each scored 0.45. Similarly, the NAM/NAM member produced 
the highest percentage of forecasts scoring at least 0.50 at 66% compared to 43% for the 
GFS/GFS member, 37% for the NAM/GFS member, and 49% for the GFS/NAM member.  
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 Despite it being much larger and having a more systematic approach in member 
creation, the skill of the NCAR ensemble was similar to the skill of the small WRF ensemble 
for predicting convective mode. The NCAR ensemble mode average score for the seven 
events investigated was 0.46 with 43% of the forecasts scoring at least 0.50, while the small 
WRF ensemble mode scored an average of 0.49 for the same events with 57% of the 
forecasts scoring at least 0.50. While the average mode from the smaller ensemble scored 
higher than three of the four members, the average NCAR ensemble mode scored higher than 
all ten individual members. 
The small WRF ensemble produced a clear convective mode (>50% member 
agreement) 67% of the possible forecast hours and a tie among at least two members where 
surrounding hours were used to determine the mode 10% of the time. Comparatively, the 
NCAR ensemble produced clear modes 62% and ties 9% of the time. In addition, the NCAR 
ensemble members produced a majority mode with less than 50% member agreement 29% of 
the time, which was slightly more frequent than the WRF ensemble (23% of the time), 
suggesting that the larger ensemble may produce a wider spread of possible forecasts. 
Additionally, the same convective mode was forecast by both ensembles 54% of the time 
(Table 2.3). These results are encouraging and suggest that the simple very small ensemble 
used in the present study may not behave substantially differently than larger ensembles 
typically being used for convection-allowing guidance by operational forecasters today. 
Although caution must be used due to the small sample size, the relative agreement suggests 
the results from the small, 4-member WRF ensemble may be robust. 
 Reliability for the hourly forecast probabilities varied among the individual modes 
(Fig. 2.4). CC was the only convective mode that had a relatively large number of forecasts 
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with 100% probability (54), and NS was the only other convective mode to have forecasts 
with 100% forecast probability (6). Forecasts of CC underpredicted for the 0% and 25% 
forecast probabilities, and overpredicted for the 50%, 75% and 100% forecast probabilities 
(Fig. 2.4b). BL forecasts were reliable up to the 50% forecast probability, but were 
underpredicted at the 75% forecast probability. Forecasts of individual linear systems (NS, 
TS, PS, LS and BE) had poor reliability with the exception of the 0% forecast probability 
(Figs. 4d-h). Although PS and BE forecasts were relatively reliable for 25% forecast 
probability (20.4% and 19.2% observed frequency, respectively), reliability declined for 
forecast probabilities greater than 25% for both modes. Forecasts for IC and NL were the 
least reliable (Fig. 2.4a and 2.4c). However, these two modes were the least frequently 
observed (2 hours for IC and 8 hours for NL) and again, caution should be used when 
interpreting results because of the small sample size. 
Reliability also varied among individual modes for the neighborhood forecast method 
(Fig. 2.5). Similar to the direct forecast approach, CC was the only convective mode to have 
forecasts that ranged across all forecast probability levels. Typically, CC was underforecast 
for probabilities up to 50% and overforecast for probabilities greater than 50% (Fig. 2.5b). 
With a few exceptions, BL, TS, and LS forecasts were fairly reliable up to the 50% forecast 
probability; however, forecast probabilities greater than 50% rarely or never occurred (Figs. 
5c, e, and g). Reliability of PS and BE declined with forecast probabilities greater than 25% 
(Figs. 5f and h), and IC, NS, and NL forecasts were the least reliable (Figs. 5a, d, and i). 
Overall, the broader linear and cellular group forecasts were more reliable than those 
for individual convective modes for both the direct and neighborhood forecast methods (Fig. 
2.6). Despite individual linear convective mode forecasts being less reliable than individual 
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cellular mode forecasts, the linear convective group forecasts were more reliable than the 
cellular convective group forecasts, in contrast with the results found in SG14. These results 
suggest that a small ensemble can improve forecasts of linear convection; however, 
predicting the stratiform precipitation location remains difficult. In general for both 
convective groups, the observed frequency increased as the forecast probability increased. 
However, group convection was typically underestimated when forecast probabilities were 
less than 50%, and overestimated for forecast probabilities greater than 50% for both forecast 
methods, particularly for cellular convection (Fig. 2.6). With a few exceptions, the linear 
convection forecasts were fairly reliable, particularly with the neighborhood forecast method 
(Figs. 6c and d). 
 
Table 2.3.  Hourly ensemble modes of the seven cases comparing the small WRF and NCAR 
ensembles. A plus (+) indicates clear ensemble modes (>50% member agreement) 
and a minus (-) indicates ensemble modes requiring a tie-breaker. Hours where 
the ensemble mode did not predict a convective mode are marked with an asterisk 
(*). 



























































































































































































Table 2.4.  Climatological divergence score and percentage of simulations where forecast 
uncertainty was reduced (increased skill) compared to a climatological forecast 
for the 0-12h, 0-6h and 6-12h forecast periods.  
 
Forecast period (h) 
 
Climatological DS 
% of Forecasts with Reduced 
Uncertainty 
0-12 0.84 68.8 
0-6 1.28 65.6 






Figure 2.4.  Reliability diagrams for all nine convective modes using the direct forecasting 
method. Frequency of occurrence for forecast probabilities are shown above each 
diagram. 
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Figure 2.5.  As in Fig. 2.4, but using the neighborhood forecast approach for reliability. 
 
 
Figure 2.6.  Convective mode group reliability diagrams. Diagrams are as follows: a) direct 
forecast method cellular b) neighborhood forecast method cellular, c) direct 
forecast method linear, and d) neighborhood forecast method linear. 
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Of the three forecast periods investigated, the 12h period had the lowest 
climatological DS (0.84), implying that the forecast convective modes for this period were 
more closely representative of the observed modes than the forecast modes for the 0-6h and 
6-12h periods (Table 2.4). Despite having the lowest climatological DS value, the 12h 
forecast period had the highest percentage (68.8%) of forecasts with reduced uncertainty 
from a climatological forecast (Fig. 2.7), suggesting the ensemble may have more skill in 
simulating the relative frequency of a convective mode over a longer forecast period. The 0-
6h forecast period resulted in the lowest percentage of cases with reduced forecast 
uncertainty (65.6%), implying that the 0-6h convective mode forecasts may not be an 
improvement over the 6-12h forecasts; a result that seems in opposition to previous findings 
that radar data assimilation improves QPF skill and often the most in the first 6-8 hours of a 
forecast (Berenguer et al. 2012; Stratman et al. 2013). To explore this issue further, 
simulations without radar data assimilation were run to examine the impact of the 
assimilation on convective mode forecasts during the first few hours (not shown). 
Simulations using radar data assimilation generally did forecast more vigorous convection 
during the first few hours than simulations without using assimilation, resulting in improved 
convective mode forecasts early in the period compared to when no assimilation was used. 
Thus, these results are similar to previous studies investigating the effects of radar data 
assimilation on forecasting convection (e.g. Kain et al. 2010; Schenkman et al. 2011; 
Stratman et al. 2013; Moser et al. 2015). The fact that skill may not be as good in the first six 
hours as it is for the 6-12 hour forecast period is thus not the result of the assimilation 
harming the forecasts. Instead, it implies convective mode may be more predictable later in 
the lifetime of convective systems, even if QPF skill declines then. These results also suggest 
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that although the radar data assimilation does reduce model spin-up issues, the model might 
still require time to organize convection in a way that more closely matches observations.  
 
 
Figure 2.7.  Twelve hour divergence skill scores (DSS) for all cases. DSSs above zero 
indicate a reduction in forecast uncertainty (increased skill) compared to 
climatology. 
 
 DSSs for individual convective modes were frequently equal to one, indicating that 
there were several perfect forecasts for each convective mode (Fig. 2.8, only the 12 hour 
forecast period is shown). CC had the fewest DSS values equal to one while LS had the most 
DSS values equal to one, which is a function of how frequently the modes were forecast or 
observed. There were numerous instances when a given convective mode was neither 
forecast nor observed, producing several perfect forecasts of non-occurring modes. This 
indicates that the ensemble performed generally well with forecasting non-occurring modes. 
Although it is important to understand how well non-occurring modes are forecast, it is 
perhaps more important to assess how well the ensemble performs when a convective mode 
is either forecast or observed since these instances may be thought of as rare events.  
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Figure 2.8.  Twelve hour DSSs for all nine convective modes. 
 
When considering all three forecast periods (0-12h, 0-6h and 6-12h), the percentage 
of forecasts with reduced uncertainty from a climatological forecast was at least 56.3% for all 
convective modes (Table 2.5). In general, modes with better climatological forecasts (lower 
DSs) had higher percentages of forecasts with reduced uncertainty from their respective 
climatological forecasts, but this was not the case for all situations. When the non-observed, 
non-forecast modes were excluded, the percentage of forecasts with reduced uncertainty from 
a climatological forecast decreased for every convective mode except CC (Table 2.6), 
suggesting the skill of the ensemble declines when forecasted modes do occur. For a better 
overall comparison, the same climatological DS values were used for this subset of events. 
IC averaged the largest decrease in percentage (70.1%) of forecasts with reduced uncertainty. 
Because CC was either observed or forecast for every event, there was no change in the 
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forecast uncertainty. Note that the LS forecast probabilities exactly matched the observed 
probability for all of the 6-12h forecast periods; however, only one of the 32 simulations had 
forecast and observed an LS during this period. Therefore, the LS forecast sample size for the 
6-12h period was too small to draw meaningful conclusions (Tables 2.5 and 2.6). 
 
Table 2.5.  As in Table 2.4, but for individual convective modes. A plus (+) [minus (-)] 
indicates the convective mode producing the highest (lowest) percentage of 
improved forecasts compared to a climatological forecast for each forecast period. 
The asterisk (*) denotes a sample size too small to draw meaningful conclusions 
for the LS 6-12h forecast period. 
 Climatological DS % of Forecasts with Reduced Uncertainty 
 0-12h 0-6h 6-12h 0-12h 0-6h 6-12h 
Isolated Cells 
(IC) 
0.02 0.03 0.02 71.8 90.6 63.6- 
Cluster of 
Cells (CC) 
0.23 0.31 0.38 62.5- 75.0 66.7 
Broken Line 
(BL) 
0.15 0.19 0.16 78.1 78.1 84.8 
Linear w/ No 
Stratiform 
Rain (NS) 















0.05 0.12 0 93.8 93.8+ * 
Bow Echo 
(BE) 
0.10 0.18 0.07 75.0 81.3 93.9+ 
Nonlinear 
(NL) 




Table 2.6.  As in Table 2.5 with the exception of only including the events having recorded 
an observed or simulated convective mode. 
 Climatological DS % of Simulations with Info. Gained 
 0-12h 0-6h 6-12h 0-12h 0-6h 6-12h 
Isolated 
Cells (IC) 
0.02 0.03 0.02 12.5- 3.1- 0- 
Cluster of 
Cells (CC) 
0.23 0.31 0.38 62.5+ 75.0+ 66.7+ 
Broken 
Line (BL) 




















0.05 0.12 0 21.9 12.5 * 
Bow Echo 
(BE) 
0.10 0.18 0.07 28.1 9.4 15.2 
Nonlinear 
(NL) 




 One deterministic ensemble mode forecast and multiple probabilistic forecasts were 
investigated using a sample of 32 12h model simulations to determine the ability of a small 
WRF ensemble to predict short-term convective mode evolution. Each simulation was 
initialized with assimilated radar data and used three or six hour forecast output from the 
NAM and GFS for initial and lateral boundary conditions to allow for use in a real-time 
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situation. Convection from these events was classified into one of nine modes -- three 
cellular, five linear and one nonlinear, as described in G08. Overall, the ensemble produced 
an overestimation of IC, NS, LS and NL systems, while underestimating CC, BL, TS, PS and 
BE systems.  
 Deterministic forecasts were created using the statistical mode of the ensemble for 
each hour. Because the ensemble is smaller than what would likely be used operationally, the 
ten-member NCAR ensemble was used as comparison for seven events for which data were 
available from both ensembles. In addition, two simple bias corrections were tested to 
account for the tendency of TS and BE to be underpredicted for the small ensemble (Done et 
al. 2004; SG 2014). These deterministic forecasts were verified by using the accuracy score 
introduced by SG14. Probabilistic forecasts were created for one, six and twelve hour time 
periods. Hourly probabilistic forecasts of individual convective modes and the broader 
convective groups using a direct forecast method (mode probabilities calculated using only 
that particular forecast hour) and a neighborhood forecast method (mode probabilities 
calculated also using the hour prior and the hour after the time of interest) were verified using 
reliability. Six and twelve hour forecast probabilities were verified using divergence score 
and divergence skill score, a measure of forecast uncertainty compared to a climatological 
forecast (Weijs et al. 2010).  
 Despite the small size of the WRF ensemble used in the present study, it does show 
skill in forecasting convective mode evolution. Analysis of the larger NCAR ensemble 
revealed similar skill, indicating that a small ensemble with diverse members could be as 
useful in forecasting convective mode as a larger ensemble. These results also suggest the 
analysis of the small WRF ensemble may be generalizable to other ensemble systems. The 
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approach using the statistical mode for deterministic ensemble forecasts also exhibited a 
general improvement in skill over the individual members with both ensembles. Similar to 
previous studies (Done et al. 2004; SG14), TS and BE forecasts were among the least 
accurate. However, simple bias corrections accounting for the underprediction of TS and BE 
did not improve the forecast skill, and future work should explore more sophisticated 
methods that might take into account near-storm environmental conditions.  
Probabilistic forecasts of individual convective modes showed some reliability with 
broader cellular and linear convective groups having more reliable forecasts than individual 
convective modes. However, a tendency for the ensemble to underpredict convective groups 
for probabilities less than 50% and overpredict convective groups for probabilities greater 
than 50% suggests forecast overconfidence. Consistent with the behavior of precipitation 
forecasts, the results indicate that the ensemble has better skill forecasting convective modes 
over the longer twelve hour period than either six hour period.  
Given that the present study is preliminary and focuses on the Iowa vicinity, it is 
unknown how well the ensemble will predict convective mode in different regions, such as a 
mountainous area. Future work should explore the performance of the ensemble to predict 
convective mode in other regions where the land characteristics might be more 
heterogeneous. It is also unclear how much sensitivity exists between the correlation among 
ensemble members and the particular synoptic conditions. Thus, future work should 
investigate the role of synoptic setup on the convective mode forecasts. Future work should 
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CHAPTER 3.   MITIGATING QPF SPATIAL DISPLACEMENT ERRORS 
THROUGH SYSTEMATIC SHIFTING TO IMPROVE FLOOD THREAT 
FORECASTS 
A paper to be submitted to Journal of Hydrometeorology 
Bradley R. Carlberg, Kristie J. Franz, and William A. Gallus, Jr. 
Abstract 
 A systematic shifting method was tested to mitigate the negative effects that common 
spatial displacement errors associated with quantitative precipitation forecasts (QPFs) have 
on streamflow forecasts. While previous studies have addressed spatial displacement errors 
through the use of neighborhood ensembles, systematically shifting QPF accounts for those 
errors while maintaining the structure of the predicted precipitation system. A total of 46 
streamflow forecasts using QPF from six High-Resolution Rapid Refresh Ensemble 
(HRRRE) simulations covering 17 forecast basins within the National Weather Service 
(NWS) North Central River Forecast Center (NCRFC) forecasting region were used for this 
analysis. Systematic shifts of 0.5⁰ and 1.0⁰ latitude in the four cardinal and intermediate 
direction were completed, increasing the ensemble from nine members to 81 members. 
Standard forecast verification metrics were used to compare the shifted QPF ensemble to the 
raw HRRRE QPF ensemble. Overall, the streamflow ensemble using the shifted QPF showed 
an improvement in the ability to capture the observed streamflow and predict flood 
occurrence over the streamflow ensemble using the raw QPF. However, the probabilistic 
streamflow forecasts did not improve with the shifted QPF ensemble. Therefore, a weighting 
scheme based on the climatological average displacement direction was tested, which 
resulted in a slight improvement in overall performance over the non-weighted members.   
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3.1 Introduction 
 High-intensity rainfall, which frequently occurs in the U.S. Upper Midwest during the 
warm season (March – September), can cause river and streams to flow out of their banks. 
The resulting floods can cause extensive socioeconomic impacts. In the U.S. alone, flooding 
caused total damages of nearly $11 billion and 126 fatalities in 2016 and damage costs 
surpassed $60 billion with fatalities again reaching 126 during the tropically active 2017 
(NWS 2018a,b). Some of the socioeconomic impacts may be mitigated by providing more 
accurate streamflow forecasts in a more timely fashion to decision makers. Operational 
streamflow forecasts typically are made using quantitative precipitation estimates (QPE; e.g. 
Nguyen et al. 2015; Gourley et al. 2017; Krajewski et al. 2017), which are not available until 
the precipitation occurs, providing little lead time for emergency management. However, 
quantitative precipitation forecasts (QPF) are increasingly being used for streamflow forecast 
forcings to add valuable lead time to flood guidance, especially for flash flooding (e.g. Cuo et 
al. 2011; Moser et al. 2015; Wu et al. 2016; Seo et al. 2018). As a result, accurate 
precipitation forecasts are crucial for mitigating some of the socioeconomic impacts caused 
by flooding.  
Enhancements in technology and computing resources have improved the ability to 
predict high-intensity rainfall; however, forecasting the location, timing, and intensity of 
high-intensity rainfall remains a difficult task (e.g. Kain at al. 2013; Burghardt et al. 2014; 
Yan and Gallus 2016; Seo et al. 2018). Because these difficulties still exist, using QPF to 
predict river flooding also remains problematic, particularly when using single deterministic 
forecasts. QPF can be highly influenced by model parameterizations and initialization data, 
which leads to uncertainty in a forecast (e.g. Jankov et al. 2007a,b). Therefore, ensemble 
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forecasts using multiple combinations of model configurations or initial and lateral boundary 
conditions are increasingly being used to address the forecast uncertainty (e.g. Toth and 
Kalnay 1993; Elmore et al. 2003; Homar et al. 2006; Leutbecher and Palmer 2008; Clark et 
al. 2009). One of the largest uncertainties related to QPF is spatial displacement, which can 
be traced in part to the location of convection initiation (Kain et al. 2013; Duda and Gallus 
2013; Burghardt et al. 2014). Because hydrologic processes at the land surface are bound by 
topographic divides that define and separate watersheds, spatial displacement errors in QPF 
can translate into missed events or false alarms when used for streamflow forecasting. Both 
Duda and Gallus (2013) and Yan and Gallus (2016) found that QPF spatial displacements 
averaged ~100 km, which are certainly large enough to cause QPF to entirely miss a basin 
that receives the intense precipitation, resulting in negative consequences for multiple basins. 
 Ensemble QPF has been explored as a means to account for spatial displacement 
errors in QPF (Cuo et al. 2011). One common method for generating ensemble QPF is a 
neighborhood approach. For example, Clark et al. (2004) shuffled ensemble QPF based on 
ranking randomly selected historical data for multiple neighboring observing stations. 
Schwartz et al. (2010) created precipitation threshold forecast probabilities by including all 
of the neighboring grid points within a given radius (e.g. r = 25 km) surrounding a forecast 
point. Meanwhile, Schaffer et al. (2011) considered all grid points of a square neighborhood 
centered on each grid point to produce mean probabilities of QPF thresholds from a ten-
member ensemble. Although the Schwartz et al. (2010) and Schaffer et al. (2011) methods 
did address some of the spatial variability in QPF among model runs, the approaches created 
probabilistic guidance at each grid point for a few specified thresholds. As such, the 
approaches did not directly address how the spatial errors would affect QPF patterns that in 
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turn affect basin streamflow. The current study examines an alternate approach that 
systematically shifts the location of QPF in a way that accounts for displacement errors while 
maintaining the structure of the predicted precipitation system. 
The systematic shifting of QPF approach was performed over the 2017 and 2018 
warm seasons (March – September) and covered high-intensity rainfall events that occurred 
within the North Central River Forecast Center (NCRFC) forecast region. Major rainfall 
events in the study region were monitored during the 2017 season, and those that produced 
flooding were used to select study basins (Table 3.1). From the selected study basins, a total 
of 46 ensemble streamflow forecasts were created by utilizing the QPF output from six High-
Resolution Rapid Refresh Ensemble (HRRRE; Dowell et al. 2018) simulations. Detailed 
descriptions of the data, basin selection, hydrological model, systematic shifting method, 
forecast creation, and forecast verification are discussed in section 2. Forecast results are 
detailed in section 3, and conclusions are presented in section 4. 
 
3.2 Data and Methodology 
3.2.1 Study events 
 Four of the six forecast periods that were investigated occurred in 2017 while the 
other two periods occurred in 2018 (Table 3.2). A training line of intense rainfall occurred 
over North Central Wisconsin during the afternoon and evening hours on 11 June 2017, 
causing several flash flood warnings to be issued. On 19 July 2017, a persistent system with 
moderate to heavy rainfall tracked across Minnesota into West Central and Southwestern 
Wisconsin during the afternoon hours with a second system producing multiple rounds of 
intense precipitation over West Central and Southwestern Wisconsin during the overnight 
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hours, triggering multiple flash floods. Two HRRRE simulations that covered the entire 
event were used to create streamflow forecasts; 15 and 18 UTC on 19 July. Another event 
began late on 21 July 2017, and continued into the early morning hours of 22 July. A nearly 
stationary line of intense precipitation hovered over Northeast Iowa, far Southwest 
Wisconsin, and into North Central Illinois for roughly five hours. A system with persistent 
moderate precipitation occurred over Northeast Iowa on 04 May 2018, which followed 
rounds of moderate precipitation from the previous two nights. The heaviest precipitation 
occurred on 04 May, causing a couple of rivers to flood in the area. During the morning 
hours of 14 June 2018, several training storms produced heavy precipitation over Central 
Iowa (information about these events is found on the Iowa Environmental Mesonet Time 
Machine website: https://mesonet.agron.iastate.edu/timemachine).  
 
3.2.2 Multisensor Precipitation Estimator 
 The Multisensor Precipitation Estimator (MPE) is a near-real-time hourly gridded 
precipitation product developed by the National Weather Service (NWS). MPE uses 
algorithms that combine precipitation measurements from rain gauges and precipitation 
estimates from radar (standard and dual-polarization) and satellite products, while employing 
hourly quality control measures (Dustin Goering, North Central River Forecast Center, 
personal communication, May 2018). The MPE spatial resolution matches that of the 4 km 
Hydrologic Rainfall Analysis Project (HRAP) grid. A more detailed description of MPE 
appears in Seo (2002). Because MPE is available in near-real-time, incorporates multiple 
precipitation sources, and is used for precipitation verification by the NCRFC, it is suitable 
for use when producing streamflow forecasts in an operational setting and as an estimate of 
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observed precipitation. MPE data from January 2014 through June 2018 was provided by the 
NCRFC. 
 
3.2.3 HRRRE QPF 
 The HRRRE was chosen for this study because it was established to advance the 
efforts of severe weather prediction (Dowell et al. 2018). The HRRRE consists of nine 
members with 3-km horizontal grid spacing configured identical to HRRR v3 (Benjamin et 
al. 2016; Alexander et al. 2017) using a standard vertical coordinate instead of a hybrid 
coordinate. Random perturbations to U, V, T, MU, and QVAPOR are added to boundary 
conditions to create each individual forecast member. The HRRRE initialization times during 
2017 and 2018 varied among the events depending on the various needs of the projects that 
the HRRRE supported (e.g. NOAA Spring Forecast Experiment; Dowell et al. 2018). 
Simulations of the events were integrated for 18 or 36 hours; however, only the first 18 hours 
were used to remain consistent among all cases examined. 
 
3.2.4 MPE and HRRRE QPF comparison   
In addition to spatial displacement, precipitation errors also arise from incorrect 
forecast magnitudes. Therefore, maximum MPE and HRRRE QPF values over the study area 
were compared as well. While comparing the maximum precipitation values of a single grid 
point within the domain may be somewhat useful for analyzing the HRRRE QPF 
performance, it is beneficial for streamflow forecasting purposes to also compare the average 
depth of precipitation that occurred over an area that represents a watershed. Using the 
average area of all the study basins, a synthetic 28-km x 28-km square watershed was created 
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and then centered on the maximum MPE and the maximum QPF from each member for 
individual events. The average QPF and MPE depths from these synthetic watersheds were 
compared to determine whether HRRRE members have a tendency to under- or overpredict 
the amount of heaviest precipitation for each event. 
 
3.2.5 Study area and basin selection 
 A total of 17 headwater basins located in Iowa, Illinois, and Wisconsin were used as 
study sites, which range in size from 445 km2 to 1672 km2 (Fig. 3.1). All of the selected 
basins are within the North Central River Forecast Center (NCRFC) forecast area (Table 
3.1). Study basins were chosen on a case-by-case basis depending on the location of the 
heaviest observed precipitation from the three events that occurred in 2017. Initial testing of 
the 2017 events indicated that it was necessary to calibrate the hydrologic model to improve 
performance (see subsection h for a detailed description). Therefore, no additional basins 
were added to the study for the 2018 events. Selected basins ranged from those with minimal 
response up to those exceeding flood stage for a given event so that it could be determined if 
the shifting of QPF might result in false alarms in watersheds that had minor or no responses 
to rain. When possible, adjacent basins were used to help determine the effectiveness of the 







Table 3.1.  Study basins with gage locations, areas, and discharge thresholds for the 50% Action Stage, Action Stage, and Flood Stage. 
The Action and Flood Stages are set by the National Weather Service, while the 50% Action Stage threshold is half of the 
Action Stage discharge. 
















Apple River Hanover, IL APRI2 05419000 629 398 796 849 
Black River Neillsville, WI NEIW3 05381000 1200 290 581 773 
East Branch 
Pecatonica River 
Blanchardville, WI BCHW3 05433000 571 8 16 26 
Little Cedar River Ionia, IA IONI4 05458000 825 29 59 102 
Maquoketa River Manchester, IA MCHI4 05416900 713 51 101 157 
North Fork 
Maquoketa River 
Fulton, IA FLNI4 05418400 949 61 123 150 
Oconto River Gillett, WI GILW3 04071000 1672 41 81 129 
Pecatonica River Darlington, WI DARW3 05432500 706 16 32 88 
Prairie River Merrill, WI MRLW3 05394500 456 11 22 58 
South Skunk River Ames, IA AMEI4 05471000 828 63 125 167 
Squaw Creek Ames, IA AMWI4 05470500 533 49 99 146 
Trempealeau River Arcadia, WI ARCW3 05379400 1429 28 55 116 
Turkey River Spillville, IA SPLI4 05411600 445 20 39 65 
Upper Iowa River Bluffton, IA BLFI4 05387440 579 106 211 366 
Volga River Littleport, IA VLPI4 05412400 894 42 85 108 
Wapsipinicon River Tripoli, IA TPLI4 05420680 894 35 71 120 
Wolf River Langlade, WI LGLW3 04074950 1291 20 40 96 
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Table 3.2.  Event dates and initialization times for the six 18-h forecast periods with the 











11 Jun 2017 12 164.96 
ARCW3, GILW3, LGLW3, 
MRLW3, NEIW3 
19 Jul 2017 15 198.02 
AMEI4, AMWI4, ARCW3, 
BCHW3, DARW3, IONI4, 
MCHI4, TPLI4, VLPI4 
19 Jul 2017 18 203.85 
AMEI4, AMWI4, ARCW3, 
BCHW3, DARW3, IONI4, 
MCHI4, TPLI4, VLPI4 
21 Jul 2017 21 180.48 
AMEI4, AMWI4, APRI2, ARCW3, 
BCHW3, BLFI4, DARW3, FLNI4, 
IONI4, MCHI4, SPLI4, TPLI4, 
VLPI4 
04 May 2018 00 104.53 
BLFI4, IONI4, MCHI4, SPLI4, 
TPLI4, VLPI4 




Figure 3.1.  Map showing the locations of all 17 study basins.  
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3.2.6 QPF systematic shifting 
 A total of 81 QPF were created from the nine HRRRE members through the shifting 
approach. Nine of the QPF members consisted of the raw output from each of the individual 
HRRRE members. The remaining 72 members were created by systematically shifting the 
original nine HRRRE members in the four cardinal directions (N, E, S, W) and four 
intermediate directions (NE, NW, SE, SW; Fig. 3.2). To determine how far the QPF should 
be shifted, the distance between the centroid of precipitation system from each HRRRE 
member and the centroid of the MPE precipitation system was calculated, then averaged for 
28 events, which included the six study events and 22 additional convective rain events 
accumulating at least 25.4 mm. The average HRRRE QPF spatial displacement from these 28 
events was ~70 km, which is slightly smaller than the average displacement (~100 km) found 
in previous studies using different cases and model configurations (e.g. Gilleland et al. 2010; 
Duda and Gallus 2013; Yan and Gallus 2016). However, a 70-km shift could relocate the 
displaced QPF from missing a basin on one side to missing it on the other. Therefore, shifts 
of 0.5⁰ latitude and 1.0⁰ latitude were both examined to explore how the magnitude of the 
shift impacted the results. 
 
3.2.7 HL-RDHM 
The 81 QPF members were used as the precipitation forcing for the Hydrology 
Laboratory Research Distributed Hydrologic Model (HL-RDHM) to produce an 81-member 
ensemble streamflow forecast. The HL-RDHM, version 3.5.11, was used for the current 
study because it supports gridded model inputs of varying horizontal grid resolutions while 
utilizing the HRAP grid (Koren et al. 2004; NWS 2011) and model performance in the study 
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region is well known (e.g. Spies et al. 2015; Bowman et al. 2017; Madsen 2017). The 
HRRRE QPF was regridded to match the HRAP grid by using bilinear interpolation to be 
input into the HL-RDHM.  
 
 
Figure 3.2.  Example of 0.5⁰ systematic shifting showing the eleventh hour forecast 1-h 
accumulated raw (center) QPF and eight systematic shifts (direction of shift 
indicated in each panel) from member 2 of the 15 UTC on 19 July 2017 HRRRE 
simulation. 
 
The HL-RDHM uses the Sacramento Soil Moisture Accounting Heat Transfer model 
(SAC-HT; Koren et al. 2007, 2014) and the physically based kinematic hillslope and channel 
routing model. The SAC-HT model is the conceptually based rainfall-runoff Sacramento Soil 
Moisture Accounting model (SAC-SMA; Burnash et al. 1973) that incorporates a physically 
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based frozen ground model. SAC-SMA utilizes a two-zone structure: an upper zone and 
lower zone. Both zones consist of free and tension water storage, which are treated as model 
parameters. Free water storage parameters represent the water drained due to gravitational 
forces and tension water storage parameters represent the water that can only be depleted by 
evaporation or transpiration. Runoff occurs when the upper zone storage bins are full. The 
hillslope and channel routing model routes surface and subsurface runoff over conceptual 
hillslopes and channels using drainage density, surface slope, and hillslope roughness 
properties within grid cells (Koren et al. 2004). 
 
3.2.8 HL-RDHM Calibration 
 The HL-RDHM was automatically calibrated for each of the study watersheds using 
Stepwise Line Search (SLS; Kuzmin et al. 2008), which is a local search method that steps 
progressively through each parameter by decreasing the objective function value until it is 
minimized. When a specific parameter value remains the same for three consecutive 
optimization loops, it is eliminated from successive loops. The SAC-HT parameter sets were 
optimized to hourly discharge observations from United States Geological Survey (USGS) 
gaging stations while using the same parameter ranges as described in Spies at al. (2015; 
Table 3.3). Ideally, a period of eight years is required to optimize the calibration process 
(Yapo et al. 1996); however, access to the hourly MPE data from the NCRFC began 1 
January 2014. Therefore, the automatic calibration was performed from 1 January 2014 
through 15 March 2017 using the MPE data. In addition, ending the calibration period on 
March 15, 2017 prevented overlap between the calibration and forecast periods. 
 
60 
Table 3.3.  Parameters included in the HL-RDHM calibration with their associated minimum 
and maximum allowable parameter value. 
 
Parameter Description Min Max 
sac_UZTWM Upper-zone tension water max storage (mm) 20 120 
sac_UZFWM Upper-zone free water max storage (mm) 10 100 
sac_UZK Upper-zone free lateral depletion rate (day−1) 0.1 0.8 
sac_ZPERC Maximum percolation rate (dimensionless) 10 200 
sac_REXP Exponent of the percolation rate (dimensionless) 1.5 3.5 
sac_LZTWM Lower-zone tension water max storage (mm) 100 200 
sac_LZFSM Lower-zone free water supplementary max storage (mm) 5 200 
sac_LZFPM Lower-zone free water primary max storage (mm) 5 150 
sac_LZSK Lower-zone free water depletion rate (fraction day−1) 0.01 0.5 




Due to the short calibration period, an additional manual calibration focusing on five 
parameters most important for peak and baseflow simulations was completed. The 
parameters investigated were the upper-zone tension water max storage (UZTWM), upper-
zone free water max storage (UZFWM), lower-zone tension water max storage (LZTWM), 
lower-zone free water supplementary max storage (LZFSM), and lower-zone free water 
primary max storage (LZFPM) (Table 3.3). Adjusting the UZTWM, UZFWM, and LZTWM 
largely affect the peak flows, while adjusting the LZFSM and LZFPM generally affect the 
baseflows (Anderson 2002). The manual calibration period began at the end of the automatic 
calibration period and continued through the end of July 2017, covering a majority of the 
forecast periods. Manual adjustments were made based on a qualitative comparison between 
the simulated streamflow and observed USGS streamflow. Adjustments of a single parameter 
were made with each iteration, however, a different parameter could be altered during each 
iteration depending on how much the parameter adjustment affected the simulated 
streamflow. Once additional adjustments failed to qualitatively improve the simulated 
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streamflow, or after ten total iterations of adjustments were complete, the manual calibration 
for each watershed was ended.  
The root mean square error (RMSE) was calculated for both the automatic and 
manually calibrated simulations that covered the manual calibration period. If the manually 
adjusted parameter values resulted in an average RMSE improvement of at least 15% 
between the entire manual adjustment period and event of interest over the automatically 
calibrated parameters, then the manually adjusted parameters were used. Otherwise, the 
automatically calibrated parameters were used for the simulated streamflow.  
 
3.2.9 Streamflow forecasts 
A four month spin up period prior to the HRRRE initialization times was used to find 
initial parameters and states for the study period. During the study period (when HRRRE 
QPF was tested), the MPE from the NCRFC was used to force the HL-RDHM up to the time 
of the HRRRE initialization, at which time the HRRRE QPF was used for the following 18 
hours. After the 18-h HRRRE QPF period ended, the HL-RDHM was run for an additional 
twelve hours without additional precipitation forcing to create a 30-h forecast period (18 
hours of QPF input plus 12 additional hours with no precipitation). Throughout the entire 
simulation period, climatological PET and temperature data from the NCRFC were used as 
the additional SAC-HT forcings. The simulations were intended to mimic an operational 
setting, thus, forcings would not be known beyond the end of the QPF input. Also, in an 
operational setting, updated QPF and subsequent streamflow forecasts would become 
available during the 30-h forecast period, making a longer forecast obsolete. Thus, extending 
forecasts beyond the twelve additional hours was not deemed valuable.  
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The hydrologic model inherently introduces error into streamflow forecasts. 
Therefore, streamflow simulations using MPE as the precipitation forcing were also run with 
no precipitation input after the HRRRE forecast period to consider what a streamflow 
forecast would be under “perfect forcing.”  Simulations using MPE not only allows for a 
comparison between streamflow forecasts using MPE and QPF, but also allows for an 
analysis of how the SAC-HT model performs in the absence of QPF error.   
 
3.2.10 Forecast verification 
The streamflow ensemble resulting from the shifting technique is evaluated against 
the ensemble streamflow forecasts using the raw HRRRE QPF members. Although 
systematic shifting of QPF could affect the timing of the streamflow peak, timing errors are 
likely more attributable to the hydrologic model (timing parameters were not calibrated). 
Therefore, the ensemble streamflow forecasts were evaluated for peak flow and no 
evaluation was done for peak timing. 
Given the objective is to provide forecasters with a tool for determining a potential 
flood threat, the ensemble streamflow forecasts were evaluated for four forecast categories: 
50% action, action, flooding, and non-event (Table 3.1). When the peak streamflow exceeded 
50% of the NWS action stage discharge, it was deemed a 50% action event. The action and 
flooding categories were met when the peak streamflow during the forecast period exceeded 
the action or minor flood stage for each individual watershed.  
The ensembles were evaluated using a number of standard verification metrics. The 
containing ratio measures the ability of the ensembles to contain the observed peak (CR; 
Xiong and O’Connor 2008): 
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                                                                   (1) 
with 
𝐼[𝑦𝑡] =  {
1, 𝐿𝑡 < 𝑦𝑡 < 𝑈𝑡
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,                                                         (2) 
where 𝐿𝑡 and 𝑈𝑡 are the lower and upper bounds, respectively, of the ensemble peak 
streamflow forecasts, and N is the total number of forecasts. The lower bound was set to 0 for 
each forecast because the focus of the present study is on the ability to forecast floods; thus, 
low flows were of little concern. In addition, setting the lower bound to 0 did not penalize a 
forecast due to model error of baseflow; however, the forecast is penalized when the 
maximum peak of the ensemble does not exceed the observed peak. CR is a positive measure 
where a value of 1 (0) indicates that all (no) observed peaks were contained within the 
ensemble spread. 
 




Forecast Yes Hit (H) False Alarm (FA) 
No Miss (M) Correct Negative (CN) 
 
The 2 X 2 contingency table shows the correspondence between deterministic yes/no 
forecasts and discrete observable outcomes (Table 3.4; Wilks 1995). From this table, four 
additional metrics are computed: probability of detection (POD), false alarm ratio (FAR), 
critical success index (CSI; Donaldson et al. 1975), and equitable threat score (ETS; Schaefer 
1990). Because these metrics require dichotomous outcomes, the categories were limited to 
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flooding or non-flooding. Due to the large difference in size between the two ensembles, only 
the maximum forecasted peak streamflow from each ensemble was used for a given event to 
determine whether shifting QPF can improve the indication of a flood threat. An event is 
defined as a forecast period when a flood is forecast and/or observed (maximum peak 
exceeding the flood stage for a given watershed). A hit H occurs when a flood is both 
forecast and observed; a false alarm FA occurs when a flood is forecast, but not observed; a 
miss M occurs when a flood is observed, but not forecast; and a correct negative CN occurs 
when a flood is neither forecast nor observed.  
 The POD is the ratio of hits to the total number of events observed H/(H + M) and the 
FAR is the ratio of false alarms to the total number of events forecasted FA/(FA + H). While 
the FAR and POD provide valuable verification information, the CSI and ETS may be a 
better indicator of successful forecasts because they incorporate all of the events that were 
either forecast or observed (Schaefer 1990). CSI is the ratio of hits to all events forecast or 
observed H/(H + FA + M) and the ETS provides a metric that corrects for the number of hits 
that would be expected by a chance forecast (H – Chance forecast)/(H + FA + M – Chance 
forecast), where the chance forecast is the events forecast multiplied by the events observed 
divided by the number of total forecasts [(H + FA) x (H + M)/N]. POD, FAR, and CSI all 
result in scores ranging from 0 to 1 and ETS scores range from -1/3 to 1. Perfect scores for 
ETS, POD, and CSI are 1, while 0 is a perfect score for FAR.  
 The ranked probability score (RPS) measures the performance of the probabilistic 
forecasts and is calculated similarly to the Brier score, with the exception that RPS allows for 
numerous cumulative forecast probabilities and observation categories at once (Wilks 1995; 
Franz et al. 2003). RPS is a squared-error score that is sensitive to distance between the 
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cumulative forecast streamflow probabilities and the observed streamflow. The forecast 
cumulative distributions (𝐹𝑚) were defined as: 
𝐹𝑚 =  ∑ 𝑓𝑗 ,
𝑚
𝑗=1
           𝑚 = 1, … , 𝐽,                                          (3) 
where 𝑓𝑗 is the relative frequency of the forecasted peaks, and 𝐽 is the total number of forecast 
categories, and m is forecast category (Wilks 1995). In this case, four forecast categories 
were used as described earlier in this subsection. The observation 𝑜 only occurs in one of the 
categories, which is given a value of 1 and the remaining categories given a value of 0. The 
cumulative distribution of the observed peaks were calculated as (Wilks 1995): 
𝑂𝑚 =  ∑ 𝑜𝑗 ,
𝑚
𝑗=1
           𝑚 = 1, … , 𝐽,                                          (4) 
The RPS for a single forecast is the sum of the squared differences of the cumulative 
distributions: 
 




.                                                   (5) 
RPS for a group of forecasts is the average of the RPSs calculated from all the forecasts. A 
perfect forecast would result in an RPS value of 0 and occurs when all of the probability of 
occurrence falls in the same category as the observed peak.  
 
3.3 Results 
The 46 streamflow forecasts consisted of 23 events where the observed peak 
exceeded at least 50% action stage, and 23 non-events. Of the 23 events, 15 exceeded flood 
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stage with almost half (7) of the flooding events occurring during the period covered by the 
21 UTC on 21 July 2017 forecast. No flooding occurred in the study basins investigated for 
the 12 UTC on 11 June 2017 forecast period, though there were two basins where peak 
streamflow exceeded the 50% action stage with basins nearby those investigated exceeded 
flood stage. However, the basins exceeding flood stage from the 11 June precipitation event 
did not meet the requirements for investigation. For example, the Wisconsin River at Merrill, 
WI, which is adjacent to the Prairie River, exceeded flood stage but it is not a headwater 
basin. The remaining four forecast periods each had two basins with observed peaks 
exceeding flood stage and peaks within each of the other categories (Table 3.5).  
The QPF maxima from HRRRE members were typically less than the maximum 
MPE at a single grid point. Of the six forecast periods, only three had members producing a 
maximum QPF greater than the maximum MPE for the respective forecast; however, only 
one of the nine members from each of those three forecast periods exceeded the MPE. When 
comparing the average precipitation depth from the synthetic basins containing the maximum 
QPF and MPE, the number of simulations with at least one HRRRE member producing QPF 
exceeding the MPE for the full set of cases increased to five simulations. Although there 
were more simulations producing at least one member with a greater average QPF depth than 
MPE for the synthetic watersheds, only one or two members from these simulations 
produced QPF amounts exceeding the MPE for four of those five simulations. The one 
exception was the event simulated at 00 UTC on 04 May 2018 in which seven of the nine 
members produced QPF amounts that exceeded the MPE. Overall, the general low bias in the 
heaviest QPF amounts had some effect on the ability for the streamflow model to predict a 
flood. However, whereas the observed maximum precipitation could be on the edge of a 
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study basin so that the inflow into the river was only partially influenced by the heavy rain, 
the raw or shifted maximum QPF could be directly in that basin, resulting in a similar 
streamflow responses despite having a peak precipitation amount substantially less than the 
observed peak. 
 
Table 3.5.  Basin forecast identifiers for the basins exceeding the 50% Action Stage and 
Flood Stage for each of the six study forecast periods. 
 
Events 




12 UTC on 11 Jun 2017 LGLW3, MRLW3 None 








21 UTC on 21 Jul 2017 
APRI2, ARCW3, 
BCHW3, DARW3, 






00 UTC on 04 May 2018 
BLFI4, IONI4, SPLI4, 
TPLI4 
IONI4, SPLI4 
00 UTC on 14 Jun 2018 AMEI4, AMWI4 AMEI4, AMWI4 
 
 In many cases, shifting the QPF resulted in an increased spread of streamflow 
forecasts for both the 0.5⁰ and 1.0⁰ shifts (example shown in Fig. 3.3). The increased 
ensemble spread improved the CR of the observed streamflow peaks (Table 3.5), implying 
that the streamflow ensembles incorporating the shifted QPF could provide forecasters with a 
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better indication of flood potential for a given event than an ensemble using the raw QPF. 
The CR for the ensemble using the nine raw HRRRE QPF inputs was 0.43. When the QPF 
was shifted 0.5⁰ latitude the CR improved to 0.72 while the CR improved even further to 0.78 
when the QPF was shifted 1.0⁰.  
Along with an increased CR for both of the QPF systematic shifts, the POD also 
increased with the shifting (Table 3.5). The POD increased from 0.33 for the nine raw QPF 
members to 0.60 for the 0.5⁰ shift and 0.80 for the 1.0⁰ shift. While the POD increased with 
each of the shifts, the shifting also produced higher FARs; 0.29 for the 9-member raw QPF 
ensemble, 0.44 when shifting the QPF 0.5⁰, and 0.45 for the 1.0⁰ shifted QPF. For 
comparison, the streamflow forecasts using MPE produced a POD of 0.73 and a FAR of 0. 
Looking at the metrics that are typically better indicators of forecast accuracy, CSI and ETS 
both increased with the two different shifts. CSI (ETS) improved from 0.29 (0.18) to 
0.41(0.23) and 0.48 (0.27) for the 9-member ensemble, 0.5⁰ shift ensemble and 1.0⁰ shift 
ensemble, respectively. The increased CSI and ETS for the two shifts suggests that 
systematically shifting QPF does improve the ability to predict an overall flood threat, or lack 
of a threat, over using just the raw QPF. 
The RPS for the streamflow forecasts using the raw QPF ensemble was 0.75. Shifting 
the QPF 0.5⁰ resulted in a nearly equal RPS of 0.74; however, shifting the QPF 1.0⁰ resulted 
in a worsening of RPS to 0.82. While the shifted QPF ensemble forecasts typically increased 
the ensemble spread by producing greater maximum peak magnitudes than the raw QPF 
ensembles, usually just one or two of the shifted QPF members resulted in greater peaks (Fig. 
3.3). The relatively low number of shifted QPF member peak magnitudes exceeding the raw 
QPF member peaks could be attributed to only one directional shift per HRRRE member 
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placing the QPF into the study basin due to the small basin and precipitation footprint sizes. 
Despite the increased probability of exceedance for a given category, especially the flood 
category, the probabilities remained rather small. These small probabilities are likely 
negatively affecting the RPS metric. For example, when a flood occurred and the raw QPF 
ensemble produced just one member that exceeded flood stage, the probability of exceedance 
would be 11.1% (1 member exceeding flood stage out of 9 members). However, shifting the 
QPF could increase the number of members that exceeded flood stage to three, but the 
probability of exceedance would decrease to 3.7% (3 members exceeding flood stage out of 
81 members) despite having more members indicating a flood may occur. As a result, the 
RPS for the shifted QPF ensemble would be worse than that for the raw QPF ensemble in 
this example. For larger-scale precipitation events, it is likely the worsening of RPS would be 
reduced or reversed.  
 
Table 3.6.  Forecast verification metric comparison for the streamflow ensemble forecasts 
using the 9 raw QPF members, the ensemble using the 72 QPF members shifted 
0.5⁰, the ensemble using the 72 QPF members shifted 1.0⁰, and the streamflow 
forecast using the NCRFC MPE.   
Metric Raw 0.5⁰ shift 1.0⁰ shift NCRFC 
MPE 
CR 0.43 0.72 0.78 N/A 
POD 0.33 0.60 0.80 0.73 
FAR 0.29 0.44 0.45 0 
CSI 0.29 0.41 0.48 0.73 
ETS 0.18 0.23 0.27 0.65 
RPS 0.75 0.74 0.82 2.21 
Weighted 
RPS 





Figure 3.3.  Streamflow ensemble forecasts for the Trempealeau River from the 15 UTC on 
19 July 2017 HRRRE simulation for the (a) 0.5⁰ shifted QPF and (b) 1.0⁰ shifted 
QPF. The gray shaded area indicates the time period when QPF was input into 
the HL-RDHM.  
 
 
Because there is a concern that the systematic shifting method will result in locating 
only one of the eight QPF shifts in the correct basin, the displacement direction from the 
HRRRE QPF of 28 events was investigated to determine if there was a climatological 
average displacement direction in the QPF. The investigation into directional biases of 
precipitation systems within the HRRRE QPF fields found 17 of the 28 simulations had a 
statistically significant (p < 0.05) bias in the meridional directions, and 22 of the 28 
simulations had a statistically significant bias in the zonal direction (not shown). Of the 17 
simulations with a meridional bias, eight had a northern bias and nine had a southern bias, 
resulting in no real preference in either direction. In contrast, there was a notable preference 
in the zonal direction for a westward bias with sixteen of the 22 simulations were displaced 
to the west, while the remaining six were displaced to the east. Therefore, as a test of one 
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modification to the shifting scheme, the shifted ensembles were weighted according to the 
most common direction of displacement while each of the nine HRRRE members were given 
the same probability of 0.11. Each eastern shift was assigned a probability of 0.036; the NE, 
SE, and raw QPF were all assigned a probability of 0.012; and the N, NW, W, SW, and S 
shifts were assigned a probability of 0.007. Recalculating RPS with the weighted 
probabilities resulted in a value of 0.70 for the 0.5⁰ shift and 0.78 for the 1.0⁰ shift, both 
slight improvements over the RPS from the non-weighted probabilities. These results suggest 
that a weighted shifting based on a climatological average displacement direction may be 
useful for providing decision makers with additional information prior to the precipitation 
falling. While the HRRRE had a western bias in precipitation location, different models may 
have different directional biases and weighting should be applied accordingly.  
  The 14 June 2018 high-intensity rainfall event caused flash flooding in both the 
streets of Ames, IA and in the two basins that encompass the city; the Squaw Creek and 
South Skunk River. While the observed streamflows of both basins exceeded flood stage, 
none of the ensemble members forecasted a flood to occur in either basin (Fig. 3.4, Squaw 
Creek shown), resulting in poor verification metrics. In addition, the streamflow forecast 
using MPE did not predict a flood during the forecast period. Therefore, the QPF and MPE 
were examined further due to streamflow forecasts being particularly sensitive to 
precipitation. The MPE and QPFs were compared to other sources to determine if the poor 
streamflow forecast could be due to errors in the precipitation estimates and forecasts for this 
event. The maximum MPE for the event was 121.15 mm with only one of the HRRRE 
members meeting or exceeding that amount; the highest QPF came from member 3 with a 
maximum of 134.20 mm. The maximum average depth MPE for the synthetic watershed was 
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85.72 mm with the maximum QPF for member 3 being 94.61 mm. However, higher amounts 
than the MPE or HRRRE QPF maximum were recorded from the event. For example, a 
CoCoRaHS (more information can be found online at 
https://www.cocorahs.org/Maps/ViewMap.aspx?state=usa) observer reported a storm total of 
7.04 in (178.82 mm) with several other reports exceeding 4 in (101.6), which suggests that 
the neither the MPE nor QPF captured the full extent of precipitation amounts. Thus, it is 
reasonable to attribute some of the poor streamflow forecast to an underestimation by the 
MPE and QPF for the 14 June 2018 simulation period. 
 
3.4 Conclusions 
 A technique to systematically shift QPF in an ensemble to mitigate some of the 
displacement errors typically associated with QPF was examined. The HRRRE was used to 
test the approach, while the HL-RDHM was used as the hydrological model for 46 ensemble 
streamflow forecasts from five high-intensity rainfall events. Streamflow forecasts covered 
basins that experienced a range of responses, from minimal to flooding. Two systematic QPF 
shifts in eight directions were completed, 0.5⁰ and 1.0⁰ latitude, and the resulting streamflow 
forecasts from this 81-member set were compared to the streamflow forecasts using just the 
raw QPF from the nine HRRRE members. Overall, a streamflow ensemble forecast created 
by systematically shifting QPF did improve the ability to capture the observed streamflow 








 While systematically shifting QPF to create an ensemble streamflow forecast does 
improve the ability to capture a flooding event, the ensemble did not typically produce high 
probabilities of flooding when a flood occurred. These results leave a conundrum for 
forecasters and decision makers: does the higher rate of capturing a flooding event using the 
shifted QPF provide enough value to outweigh the relatively low forecast probability for 
such events? It should be left up to the forecasters and decision makers to determine how to 
prepare for a possible flood threat based on the information they would receive from the 
systematic shifting QPF method, which is beyond the scope of the present study. 
 A simple weighting approach to account for the tendency of a western bias in the 
HRRRE for precipitation systems slightly improved the probabilistic forecasts, suggesting 
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that additional bias correction methods may improve the probabilistic forecasts even further. 
Future work will include a more detailed look into the synoptic setups and mesoscale features 
to determine if the displacement error in direction can be reasonably predicted ahead of time 
based on larger-scale atmospheric conditions. If so, an adjusted weighting scheme can be 
applied to the ensemble members, likely yielding even better results. 
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CHAPTER 4.    GENERAL CONCLUSION AND DISCUSSION 
 The overarching goal of this work was to use convection-allowing ensembles, which 
is a relatively new tool available to operational forecasters, to offer additional guidance to 
forecasters and decision makers that could improve the prediction of convective mode 
evolution and to develop methods to mitigate spatial displacement errors in QPF for 
streamflow forecasting. Two questions that were addressed in this research provided an 
understanding of the potential advantages and limitations of using convection-allowing 




 A small ensemble with diverse members showed similar skill in predicting convective 
mode evolution to a larger ensemble, indicating that the analysis may be generalizable to 
other ensemble systems. Using the statistical mode from the ensemble as a method to 
produce deterministic forecasts exhibited a general improvement in skill over individual 
members. Probabilistic forecasts showed that the ensemble performed better at predicting the 
broader cellular and linear convective groups and over longer forecast periods than individual 
convective modes and shorter time periods. However, similar to previous studies, the 
ensemble demonstrated a tendency to underpredict squall lines with trailing stratiform rain 
(TS) and bow echoes (BE) even when a simple bias correction was examined. 
 Although the results of investigating the use of an ensemble to predict convective 
mode evolution were encouraging, some additional consideration needs to be addressed for 
operationalization of this process. One concern is the ensemble being utilized. In an 
operational setting, it is essential to use an ensemble with a large enough spread to produce 
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skillful convective mode forecasts in a timely manner to inform decision makers of the 
potential weather threat. Because the 4-member ensemble with diverse members presented in 
this research showed similar results to the 10-member NCAR ensemble and Clark et al. 
(2011) showed that ensembles with four or five members produced 12-h forecasts with skill 
not significantly different from larger ensembles, it is likely the findings from chapter 2 can 
be applied to ensembles being produced for operational purposes, such as the operational 8-
member High Resolution Ensemble Forecast (HREF) and pseudo-operational HRRRE.  
 A second consideration that needs to be addressed for implementing ensemble 
convective mode evolution prediction into operational forecasting is the tediousness of 
categorizing convection. Categorizing convection for this research was conducted by visually 
inspecting the hourly radar reflectivity, which hinders the ability to produce forecasts in a 
timely manner. There were several instances where multiple convective modes could have 
been selected for a given hour that resulted in further investigation into what convective 
mode should have been selected. The further investigation into selecting the most appropriate 
convective mode naturally required additional time for the categorization process. 
Automating the process of categorization by following the guidelines in Duda and Gallus 
(2013) and Snively and Gallus (2014) would undoubtedly reduce the amount of time required 
to produce convective mode forecasts, making the operationalization of these forecasts more 
feasible. Recently, Haberlie and Ashley (2018) developed an automated process using 
machine-learning algorithms that have shown the ability to isolate midlatitude mesoscale 
convective systems (MCSs) from non-MCS samples. Although separating MCSs from non-
MCSs is a step in the right direction of automating the more complex classification of 
individual convective modes, more work needs to be done to fully automate the convective 
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mode identification process. Fully automating the categorization process would allow 
operational forecasters to provide decision makers information about the most likely 
convection-related threat (e.g. wind for linear modes) in a timelier manner.  
 
Question #2 
 Creating an ensemble streamflow forecast by systematically shifting the HRRRE QPF 
members showed improvement in the ability to capture observed streamflows, including 
flooding events, by generally increasing the ensemble spread of forecast solutions. Although 
systematically shifting QPF improved the ability to mitigate some of the spatial displacement 
errors, the forecasted flood probabilities were relatively low when a flood occurred. The 
improved ability to capture flooding events despite the low probability of flood prediction 
leaves a conundrum for forecasters and decision makers: does the higher rate of capturing a 
flooding event using the shifted QPF provide enough value to outweigh the relatively low 
forecast probability for such events?  
 Investigations into a climatological average directional displacement found a western 
bias in the HRRRE predicted precipitation systems. A simple weighting scheme to account 
for this tendency showed slight improvements in probabilistic forecasts, suggesting that more 
sophisticated bias correction methods may improve the forecasts even further. 
 While the research addressing spatial displacement errors of QPF through a 
systematic shifting method has laid some groundwork, additional considerations should be 
made when using this method in an operational setting. A major consideration that needs to 
be addressed is the computational time required to complete all of the streamflow simulations 
to create the ensemble. Because of the time requirements, an ensemble streamflow forecast 
using this shifting method may be reasonably issued only once every 12 or 24 hours. 
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Therefore, methods to improve the initial forecast or that can update the forecast “on the fly” 
could be investigated.  
 Given that the simple weighting scheme tested based on the directional bias in 
chapter 3 did show some improvement on the probabilistic forecast, adjusting the weighting 
scheme may improve the forecast even further. An approach to adjust the weighting scheme 
involving a study that compares the similarity of QPF core and convection initiation 
displacement locations could be done. Similar displacement locations of the convection 
initiation and precipitation core would provide insight into adjusting the weighting scheme 
discussed in chapter 3. An adjusted weighting scheme could assist operational forecasters 
with providing improved initial streamflow forecasts to decision makers and the public.  
 Even with improved initial forecasts, adjustments will likely need to be made during a 
high-intensity precipitation event. Operationally, a forecaster can monitor radar during these 
events to adjust the initial forecast. Adjusting the initial forecast could be made based on the 
location of the observed storms. Sun et al. (2014) found that corrections to the QPF location 
errors using observed radar echoes vastly improved the ability to predict precipitation, 
particularly in the first few hours of a forecast. Though these corrections would not be able to 
directly affect the ensemble forecast, a forecaster can use the real-time observed location of a 
storm to adjust the probabilities of a flood. For example, if a storm with intense precipitation 
occurs over a given watershed, a forecaster can begin to lower the probabilities of the 
ensemble members that forecasted low flows and increase the probabilities of ensemble 
members that predicted higher peaks “on the fly”, providing more frequent updates to the 
public and decision makers. 
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 Observed convective mode could also be used to adjust the initial flood forecast. Both 
Done et al. (2004) and Snively and Gallus (2014) found that high resolution models have 
difficulties predicting linear convection with associated stratiform precipitation, which have 
been shown to favor flash flood threats (Pettet and Johnson 2003; Gallus et al. 2008). The 
research presented in Chapter 2 found that high resolution models may still struggle with 
locating stratiform precipitation associated with linear convective modes despite the ability 
for an ensemble to perform better at predicting the linear convective group overall than the 
cellular convective group. Therefore, adjustments to the initial flood threat forecast can be 
made by taking into account the observed convective mode even when the storm location 
was well predicted. For example, if the ensemble mode was predicted to be a squall line with 
no stratiform precipitation while the observed mode was a squall line with trailing stratiform 
precipitation, a forecaster can increase the probabilities of streamflow ensemble members 
that predicted a flood. The result would again be more frequent updates to the overall flood 
threat for the affected watersheds. More frequent updates provide decision makers with 
additional information to take proper migrating actions. 
 
4.1 Future Work 
 The results from this study presented some opportunities for future work. Some 
suggestions for such work include, but are not limited to: 
1) Exploration into the performance of a small ensemble with diverse members to 
predict convective mode in areas with more heterogeneous land characteristics, such 
as mountainous regions. 
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2) Investigation into the role that the synoptic conditions play on the correlation among 
ensemble members to predict the same convective mode. 
3)  Detailed investigation into the synoptic setups and mesoscale features to determine if 
the directional displacement error in QPF can be reasonably predicted ahead of time 
based on larger-scale atmospheric conditions. If so, develop a weighting scheme that 
can be applied to the ensemble members.  
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