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INTRODUCT ION
Process optimization represents an important task in the man-
agement of industrial plants. It consists in finding the most
appropriate working conditions for plant variables in order to
maximize the profits. In other words, an optimization scheme
steers the plant inputs and outputs considering the investment
for energy and raw materials and the income from plant prod-
ucts, and respecting the constraints which can be present in the
plant. Given these premises, it is clear that in industrial practice
there is a high interest in the implementation of efficient and
reliable optimization methods for plants.
At the moment, one of the most successful optimization scheme
is represented by MPC. This is an acronym standing for “Model
Predictive Controller”. MPC optimizes the process to which it is
applied “predicting” the state of the system over a future time
window, using a model of the same process as a part of the in-
ternal structure of the controller. MPC has been used since the
last two decades, and at the moment it represents a proven op-
timization scheme, with thousands of applications in chemical
and petrochemical industry.
Once the MPC scheme for a system is defined, it is impor-
tant to check regularly for its performances in order to guaran-
tee optimal operation in spite of unknown disturbances and/or
changes in the process dynamics. The operation of checking per-
formances is named “Performance Monitoring” or simply “Mon-
itoring”, and it represents a basilar task for the reasons previ-
ously introduced. Performance monitoring, in despite of its im-
portance, was not widely treated in the past, and only in the last
years this operation has received the attention it needs. A mon-
itoring technique should be able to discern the cases in which
the optimization scheme is working in optimal or sub-optimal
conditions, and, in this last case, it should recognize the causes
of performance degradation.
In the literature, the causes of performance degradation are
usually two, i. e. inadequate estimation of unknown disturbances
and a mismatch between the internal model and the real process.
Both of them will be analyzed in the following chapters and in
particularly in chapter 5. In the first case, the operations that are
needed to correct the mistake consist in a better definition of the
noise level of the system and in the calculation of a new estima-
tor using the correct disturbance information. In the second case,
the only way to improve the performances of the system is the
definition of a new model. As it will be shown in chapter 1, this
is a complex task, which takes a long time and requires a partic-
ular attention. The definition of a model for the system is called
“Identification”, and several different methods for performing it
can be found in the literature. An identification technique uses
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input and output data sets coming from the system to define
a model of the process. This model can assume different for-
mulations, as it will be explained in chapter 1, but in this work
in particular steady space models will be considered for the de-
scription of processes. These models are particularly interesting,
because they have a compact structure which can be easily used
inside an MPC.
In this thesis, techniques for systems which can present dif-
ficulties in identification will be introduced, i. e. unstable sys-
tems and ill-conditioned systems, and a monitoring technique
for optimization schemes, tailored on MPC structure, will be
discussed.
Unstable and ill-conditioned systems present problems in iden-
tification in a large number of cases. The first ones cannot be
identified with a class of identification schemes that perform a
particular regression on data, as it will be discussed in chap-
ter 4, because numerical problems arise for the presence of high
powers of unstable matrices. This work presents an extension of
their structure which permits to handle data coming from unsta-
ble system.
On the other hand, ill-conditioned processes give problems be-
cause data coming from this kind of processes are aligned in a
particular direction, called “strong direction”. For this reason, a
high level of information is present in the data set for that direc-
tion, but a low information level is present for the others, result-
ing in models which cannot describe the system adequately in
all directions.
Finally, the problem of MPC monitoring in this work is addressed
analyzing the difference between the value of the real outputs
coming from the system and the value of outputs predicted by
the internal MPC model, which is usually indicated as “Predic-
tion error”.
This analysis takes into account the statistical properties of the
previously mentioned prediction error, in order to define if the
optimization scheme works in sub-optimal conditions. Then, if
this analysis shows the presence of some issues, the cause that
generates these issues is determined checking the rank of a par-
ticular matrix obtained from data, that is the observability ma-
trix. This matrix and its meaning will be described extensively
in chapter 1.
This thesis is organized as follows.
• In chapter 1 a general introduction to process control and
identification is reported, with the aim of presenting the
theoretical basis of this work.
• In chapter 2 a standard formulation of an MPC algorithm
is presented, describing the internal structure of the con-
troller and the most common choices for its tuning.
• In chapter 3 an identification method for ill-conditioned
systems is reported, focused on the analysis of the behavior
of models obtained via the use of different kinds of signals.
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• In chapter 4 a first result on identification is introduced,
that is a method for the identification of unstable systems.
• In chapter 5 an MPC monitoring technique based on the
analysis of information coming from the mismatch between
predicted outputs and real ones is presented.
• In chapter 6 conclusions for this thesis are reported.
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Process control and identification have a strong theoretical
characterization. They need a large knowledge in mathemat-
ics, especially in linear algebra. In addition, as in every field,
there is a wide use of technical terms. In this chapter the most
important concepts are reported and analyzed. It is suggested,
if further information are needed, to refer to Ljung [20], who
presented a comprehensive work on these arguments.
This chapter is organized as follows.
• In section 1.1 a basic introduction to process control is pre-
sented, with the aim and meaning of this operation.
• In section 1.2 some kind of process model and input types
are analyzed and their characteristics are reported.
• In section 1.3 basis for identification are reported, includ-
ing identification schemes and input types.
• In the end, in section 1.4, the two major families of iden-
tification methods are introduced, that is Prediction Er-
ror Methods (PEM) and Subspace Identification Methods
(SIM): for the latter, a deeper analysis is presented.
1.1 PROCESS CONTROL: A BASILAR OPERA-TION
Process control is an important task to be performed for plant
management. It consist in checking the value of some process
variables and in defining the operations needed to drive these
variables to the desired values.
5
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It is obvious that this is an important operation also in the sense
of plant safety. Actually, if process parameters are at the right
value, no problems of instabilities can arise. Similarly, maintain-
ing process parameters to certain desired values guarantees also
that quality limits are met.
In practice, it is common to distinguish between “base” and
“advanced” controllers: the first ones are the classical PID con-
trollers, which are usually SISO (Single Input Single Output),
that is they control one output moving a single input. On the
other hand, the second ones are usually MIMO (Multiple Inputs
Multiple Outputs), that is they can take into account the inter-
actions between different inputs and outputs so they can move
several inputs at the same time to control several outputs.
In this work, discrete-time feedback controllers are considered.
This definition can be explained with the following two points.
DISCRETE-TIME : control action and input/output values col-
lection are not performed continuously but at given times.
Time interval between two different samplings is usually
fixed, and it is called “sampling time”.
FEEDBACK : the present value of output variables is used for
the definition of the control action needed to reach the set-
point.
PC-
uk
yc yk
Figure 1: Feedback control scheme
The block scheme of a classical feedback controller is reported
in figure 1. In this figure, y is an output variable, that is the
variable to be controlled, while u is an input variable, that is the
variable moved to modify the value of y; yc is the desired value
for y, usually known as set-point. Finally, subscript k represents
the considered sampling time.
P is the function that represents the behavior of y when u is
changed: it is possible to refer to it with different terms, such as
plant, system, process, etc. .
In the end, C is the actual controller for the system, that is the
block which designs an appropriate u for y to be equal to yc.
1.2 PROCESS REPRESENTATIONS
To describe the process P in figure 1, various kinds of models
were introduced during years, with different characteristic and
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usability. In this chapter only the ones which will be considered
in this work are introduced and analyzed extensively. The for-
mulation of everyone of the model types which will not be pre-
sented in this chapter (such as ARMAX, Box-Jenkins, etc.) were
analyzed in a large number of works (see Ljung [20] for exam-
ple), so it is suggested to refer to these work if more information
is needed.
So, in this chapter the attention will be focused only on four
types of models, namely TF, ARX, OE and state space models.
In all of them, white noises are present in order to describe the
stochastic variations of parameters. White noise is a random
noise for which occurrences at time k are independent from the
occurrences at previous times. In other words, supposing v rep-
resents a white noise sequence, vk is independent by v0, . . . ,
vk−1. A white noise sequence is plotted in figure 2: more in-
formation on its characteristics will be reported later in chap-
ter 5, where in addiction colored noise characteristics will be
described. This last kind of noise will be analyzed later, and at
this point it is sufficient to say that a colored noise is a white
noise filtrated by a certain dynamic block.
-1.5
-1
-0.5
0
0.5
1
1.5
0 20 40 60 80 100
v
k
Sampling time
White noise
Figure 2: White noise sequence
1.2.1 TF models
TF stands for Transfer Function: indeed, it represents the func-
tion that “sends, transfers” the value of inputs to the value of
the outputs. Dealing with a SISO system for simplicity, transfer
8 PROCESS CONTROL AND IDENTIFICATION: AN INTRODUCTION
functions can be expressed using different forms, as it is possible
to see in the (1.1):
yk =
∏l
j=1(q
−1 + bj)∏n
j=1(q
−1 + aj)
uk + vk =
=
∑l
j=0 βjq
−j∑n
j=0 αjq
−j
uk + vk = G(q)uk + vk
(1.1)
the values of poles and zeros of the system in this form are re-
spectively −1/aj and −1/bj. q is the forward shift operator, that
is the operator that performs a forward time shift of variables,
as showed in eq. 1.2.
quk = uk+1 (1.2)
Consequently, q−1 represents the backward shift operator. Deal-
ing with discrete processes, for the system to be stable all the
poles must be included in the unitary circle in the complex plane.
In figure 3 a stable and an unstable pole are showed. Usually,
Stable pole
Unstable pole
Im
Re
Unitary circle
Figure 3: Position of poles and related effect on system stability in the
complex plane for discrete-time processes.
processes are strictly causal. For this reason, it happens that β0
is equal to 0 in almost the totality of the cases. Furthermore,
as a conventional assumption, it is common to consider α0 = 1,
even if this has not a particular physical meaning. It can be eas-
ily demonstrated, indeed, that every process can be described in
such a way that α0 = 1 (it is sufficient to divide all the terms
for α0 if it differs from 1). In case the system is represented by
a MIMO model, the transfer function is composed by a p×m
matrix of transfer function, where p represents the number of
outputs and m the number of inputs respectively. This means
that, for a MIMO system,
G(q) =
G11 . . . G1m... . . . ...
Gp1 . . . Gpm
 (1.3)
where Gij represents the transfer function from the j-th input to
the i-th output.
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1.2.2 ARX models
ARX models are represented in a graphic way in figure 4 and
their analytical expression is written in eq. 1.4:
A(q)yk = B(q)uk + vk (1.4)
ARX acronym stands for AutoRegressive with eXogenous in-
uk + yk
vk
A−1(q)
A−1(q)B(q)
Figure 4: ARX model representation in a block scheme
puts. The autoregressive part is the one given by the termA(q)yk,
which performs a regression on yk data; the exogenous part is
the one that refers to B(q)uk, which introduces the external in-
puts in the system.
Both of these terms can be expanded as in the (1.5) and in
the (1.6)
A(q) =
na∑
j=0
Ajq
−j = I+
na∑
j=1
Ajq
−j (1.5)
B(q) =
nb∑
j=0
Bjq
−j = 0+
nb∑
j=1
Bjq
−j (1.6)
where Aj ∈ Rp×p and Bj ∈ Rp×m being m and p the number
of inputs and outputs respectively, and na and nb the orders of
the ARX model.
As seen for the TF model, A0 = I is a conventional assumption,
while B0 = 0 is necessary for the system to be strictly causal.
1.2.3 OE models
Output Error (OE) model block scheme is reported in figure 5.
The difference between OE model and ARX model is that in the
OE model the error vk is not filtered by any specific dynamic
block. For this reason, the stochastic part of the equation is con-
sidered to have the characteristics of a white noise. The formu-
lation of OE is the following
yk = F
−1(q)B(q)uk + vk (1.7)
where
F(q) = I+F1q
−1 +F2q
−2 + · · ·+Fnq−n
B(q) = 0+B1q
−1 +B2q
−2 + · · ·+Blq−l
(1.8)
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uk
vk
+ yk
B(q) F−1(q)
Figure 5: OE model representation using a block scheme
Fi and Bi can assume matrix or scalar values, while I and 0
represent respectively an identity matrix and a zero matrix of
suitable dimensions. As seen for the transfer function model,
B0 = 0 is required in order the system to be strictly causal.
1.2.4 State space models
State space models are the favorite kind of models for usage in
the internal structure of MPC, especially in academic research.
This is due to several reasons, mainly related to simplification in
the identification of system models and to a major usability of
those.
In other words it is possible to say that:
• state space models are particularly suitable for being used
in an algorithm. Their structure, which involves only linear
operations and uses no polynomial, can be easily described
using different programming languages, such as Matlab
for example.
• identification of state space models is faster and simpler.
This is due to the fact that a widely used class of identifi-
cation methods is usually designed on the characteristics
of this kind of models, that is subspace identification algo-
rithms.
The standard expression of a SS model is reported in eq. 1.9
xk+1 = Axk +Buk +wk
yk = Cxk +Duk + vk
(1.9)
In the (1.9) A,B,C,D represent the process matrices, while xk ∈
Rn,yk ∈ Rp,uk ∈ Rm are respectively the states of the plant,
the outputs and the inputs to the system. In the end, wk and vk
are respectively process noise and measurement noise.
States vector represents a series of variables, which can have in
some cases a physical meaning, used to describe the state of the
plant at sampling time k.
Dmatrix assumes the value of 0 for process systems, because it is
needed for the system to be strictly causal. In case it were D 6= 0,
the inputs would have a zero sampling time delay effect on the
outputs, that is an unrealistic situation in plants. From now on,
in the description of state space models, it will be considered
D = 0.
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It is possible to demonstrate that system poles in (1.1) are the
eigenvalues ofAmatrix in (1.9). When a discrete system is stable,
all the eigenvalues of Amatrix are inside the unitary circle in the
complex plane, as previously said. In this case, that A matrix is
also known as Hurwitz in a discrete sense.
In MPC, for reasons that will be showed in the following chap-
ters, it is common to add p fictitious integral disturbances to the
model of the process, obtaining the expression in eq. 1.10
xk+1 = Axk +Buk +Bddk +w
x
k
dk+1 = dk +w
d
k
yk = Cxk +Cddk + vk
(1.10)
In (1.10) dk ∈ Rp, and the pair Bd,Cd is known as disturbance
model. There are standard representations for it that can be used,
but, as it was showed by Odelson et al.[25] everyone of them is
equivalent.
Model properties
SS model in (1.9) can enjoy some important properties in depen-
dence of the value of its inner matrices, which are controllability
(or stabilizability) and observability (or detectability). In this sec-
tion, a brief description for all of them is reported:
Controllability and stabilizability: controllability measures the
capacity of reaching a desired state starting from another
casual one. This means that, if the system is controllable,
it is possible to steer the state from the initial value to a
desired one in a certain time window.
Suppose to have the state equation of (1.11):
xk+1 = Axk +Buk (1.11)
Starting from time zero (and supposing x0 is equal to zero
for simplicity) it is possible to make some substitutions
obtaining
x1 = Bu0;
x2 = Ax1 +Bu1 = ABu0 +Bu1;
...
xk = A
k−1Bu0 + . . .+Buk−1 =
[
B . . . Ak−1B
] uk−1...
u0
 ;
and consequently
xk = ∆
uk−1...
u0
 (1.12)
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∆ =
[
B . . . Ak−1B
]
matrix in equation 1.12 takes the
name of “controllability matrix”: if (1.13) holds
rank ∆ = n for k > n (1.13)
where n is the system order, it is possible to say that the
system is controllable.
Stabilizability is a condition weaker than controllability. A
system is stabilizable if the states (or more precisely the
modes) that are not controllable are stable, and this means
that the system remains stable during normal operations
even if some of its states are not controllable.
Observability and detectability: observability measures the ca-
pacity of recovering the states sequence of the system start-
ing from its external output data, that is how much infor-
mation about the system can be recovered from outputs at
maximum.
Considering the system in equation 1.14
xk+1 = Axk
yk = Cxk
(1.14)
Starting from time 0 as previously done for controllability,
it is possible to obtain
y0 = Cx0
y1 = CAx0
...
yk−1 = CA
k−1x0
that is the result in eq. 1.15 can be reached:
y0
y1
...
yk−1
 = Γx0 (1.15)
where Γ =

C
CA
...
CAk−1
 is known as observability matrix. If
this matrix respect the condition in (1.16)
rank Γ = n for k > n (1.16)
the system is said to be observable. This is because, if at
least n rows of Γ are independent, the n component of
x0 can be calculated through linear combinations of the
output variables.
Such as in the case of stabilizability w.r.t controllability, de-
tectability is a condition weaker than observability. A sys-
tem is said to be detectable when, even if it is not com-
pletely observable, the unobservable states are asymptoti-
cally stable.
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1.3 IDENTIFICATION: OBTAINING MODELS FROMDATA
Identification is one of the steps in the definition of a model-
based control scheme such as MPC. It consist in finding a math-
ematical model of the process, starting from plant data. Clearly,
the aim is to find a model which describes in the best possible
way the behavior of plant outputs in response to an input se-
quence entering in the system.
Identification is not a simple task: it is composed by several
steps, which are graphically represented using a block scheme
in figure 6 (that can be found in Ljung[20] ). The conceptual flow
of this figure can be described with the following few points,
where the name of the block that performs the mentioned action
is reported in bracket.
• Some prior knowledge on the system gives the possibil-
ity of define a valid signal for data collection (Experiment
Design), to select a model family that can approximate in
the appropriate way the system (Choose model set) and to
consider an adequate fitting criterion (Choose criterion of
fit).
• Data are collected (Data).
• Data, model set and fitting criterion are used to calculate
an appropriate set of parameters (Calculate model).
• The model that is obtained needs to be validated (Validate
model) in order to check its performances. If this model
satisfies the requisites it is adopted as process model, oth-
erwise it is necessary to check the previous steps and/or
to make better starting choices.
In this section, experiment design step in particular is reported.
Topics regarding identification step will be reported in the next
section.
1.3.1 Experiment design
Experiment design is a basilar step in process identification, even
only few works were presented on this topic (see chapter 4 for
more information). This step consists in defining an input signal
which can excite the process in the right way to obtain as more
knowledge as possible about the system.
In this sense, an important point is that data used in identifi-
cation should be “informative enough” in order to obtain an
optimal model. This quality refers to the information content
of data, and it means that using “informative enough” data it
is possible to discriminate between two different models of the
same models set. Furthermore, it is strictly correlated to another
concept, that is the “persistently exciting” signal, because it can
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Figure 6: Description of the identification process
be showed that a persistently exciting input signal generates in-
formative enough data for identification. For this particular kind
of signal, the power spectrum Φ respects the following:
Φ(ω) > 0 for almost all ω (1.17)
Power spectrum Φ, roughly speaking, is the function that de-
scribes the way the energy is distributed with frequency inside
a signal. In this work, it is not important to analyze extensively
these definitions and their analytical background, but the inter-
ested reader should refer to Ljung [20] for a deeper treatment.
From the definition of “persistently exciting signal”, it results
clear that the power content of the input signal at various fre-
quencies plays a major role in experiment design. In particu-
lar, a low signal in some bands of frequency leads to outputs
with poor information for the process in those bands. Then, a
model obtained from this kind of data set could not work prop-
erly when subjected to signals in the same frequency regions.
In general, there are two approaches to experiment design,
that is open loop (OL) inputs and closed loop (CL) inputs, which
have different characteristics:
OL INPUTS : an input sequence is designed, and it is sent di-
rectly to the process. Such a structure is simpler and does
not need any controller (such as the CL does), but needs
the plant to stop normal operations because outputs usu-
ally do not respect quality limits;
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CL INPUTS : in this case, a control scheme is present. Set point
variations are sent to the system, and the controller pro-
vides to calculate the appropriate inputs to reach the new
set-points. This kind of experiment is more complicated of
an OL experiment for the necessity of a controller, but has
the advantage of maintaining outputs at desired specifica-
tions, so it can be performed during normal plant opera-
tions.
So, it results better to use a CL data collection scheme when
available. The principal reasons are two:
• As seen, CL data collection does not influence the produc-
tion of the plant, because the controller maintains outputs
within a given range around desired values. On the other
hand, in case of an OL data collection, usually the products
need to be reprocessed, wasting time and resources.
• Models obtained from CL data are often more appropri-
ate to be used inside an MPC scheme, because the power
spectrum of data is higher in the most important frequency
regions for control.
These properties are consequence of the previous considerations
that were made about frequency content of signals and data col-
lection schemes.
Once the scheme of data collection has been selected, there are
several kind of signals among which it is possible to choose the
most useful for every single identification. The most common
identification signals in industrial life are steps, but also binary
signals such as GBN signals can be used.
In general, these are not the only available choices, but several
different signals can be used, such as PRBS, sinusoidal, etc. Ev-
eryone of them has different characteristics in terms of frequency
content, which could be useful in some applications. In this
chapter, however, these latter are not described because they
are not used through this work. It is recommended to refer to
Ljung [20] in order to find more information about these types
of inputs.
Step test and GBN signal are described below in order to define
their characteristics:STEP TEST : plotted in Figure 7. This is the simplest one and
the most used in industrial life as previously said. It con-
sist in changing the value of a single variable for a certain
amount of time that permits to the system to go to steady
state conditions, then in changing the variable back to the
previous value. Often, after the first step, another one is
made, with the same magnitude but opposite sign with re-
spect to the initial condition, before driving the system to
starting conditions again;GBN : Generalized Binary Noise, a completely random binary
signal, that is a signal that varies between two fixed values
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(usually ±t with t as user-selected parameter) following a
casual pattern. It is particularly suitable because it excites
the system in a large band of frequencies, so the informa-
tion coming from data is more complete. To build it, sim-
ply define a probability parameter δ ∈N, and then respect
the following rules
• for the first sampling time, generate a random num-
ber 0 < x 6 1, then
u0 =
{
t if 0 < x 6 0.5
−t if 0.5 < x 6 1
(1.18)
• for the next sampling times, select a value for δ, and
then
uk =
{
−uk−1 if 0 < x 6 1δ
uk−1 if 1δ < x 6 1
(1.19)
As it is easy to understand, δ represent the mean
switching time for uk. Roughly speaking, δ sampling
times are needed for the GBN signal to switch on av-
erage. So, the higher δ, the fewer number of switch
for uk. This is important because a low number of
switches means a higher power at low frequencies
and vice versa.
A standard GBN sequence is plotted in figure 8.
1.4 IDENTIFICATION TECHNIQUES
The block “Calculate the model” in Figure 6 has been not consid-
ered till now in this description, even if it is the central operation
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in identification task. In general, it is performed using two dif-
ferent approaches, namely PEM and SIM. In paragraphs 1.4.1
and 1.4.2, a brief description of the two is reported, showing the
principal characteristics of both of them.
1.4.1 Introduction to PEM techniques
PEM techniques were the first methods to be developed for iden-
tification, because their underlying idea is very simple and it rep-
resents the most direct answer to the problem of finding the best
possible model inside a set. Before describing this method, it is
important to introduce the meaning of model set. A model set
represents all the models with the same structure but different
parameters:
yk +α1yk−1 = β1uk−1 + vk (1.20)
for example the (1.20) represents the family of all the ARX mod-
els with na = 2 and nb = 1.
Actually, PEM methods find the best model as the one that, in-
side a family, gives outputs with the closest value to the real
ones. To obtain a consistent estimation for models using PEM,
two requirements are needed:
• a set of models in which the best one has to be chosen;
• a data fitting method .
Starting from the first point, it is possible to say that every model
is function of several parameters: suppose to call the set of these
parameters β¯ . So the best model will be the one associated to
the β¯ ∗ that minimizes the error in the sense of a certain crite-
rion.
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Analytically, given a minimizing function f, the operation per-
formed is the following:
β
∗
= arg min
β
f(β)
This action can be performed constructing a “predictor”, that
is an expression that permits to predict the values of y at time
k using the previous occurrences of inputs and outputs. The
predictor formulation depends on the adopted family of models,
as it can be easily explained with the following example.
Suppose to consider an ARX model for a SISO system, with na =
2 and nb = 1, as the one in equation 1.20. Rewrite this model in
the following form:
yk = −α1yk−1 +β1uk−1 + vk (1.21)
It is straightforward that the best prediction of yk which can be
obtained with the deterministic values at time k− 1 is given by
yˆk,µ = −α1yk−1 +β1uk−1 =
[
yk−1 uk−1
]
µ (1.22)
where µ =
[
−α1
β1
]
.
vk represents the stochastic part of the process, that is the one
that cannot be described with deterministic equations. Now,
suppose to minimize the difference between the real and the
predicted value in order to obtain an estimation of µ, namely µˆ.
A LS minimization method is used for data fitting, that is
µˆ = arg min
µ
(y− yˆµ) ′(y− yˆµ) (1.23)
where
y =

y1
y2
...
yN
 yˆµ =

yˆ1,µ
yˆ2,µ
...
yˆN,µ
 (1.24)
The solution of this problem is
µˆ = yˆ+µy (1.25)
where yˆ+µ represents the pseudo-inverse of the matrix yˆµ. This
operation gives an estimation of µ parameters and permits to
define the model included in β¯ family which approximates the
data in the best way. It is clear even from this simple example
that, if a model set that does not describe properly the system is
selected, the result could be poor.
In figure 9, in order to show visually the meaning of minimiz-
ing the prediction error, two different models are compared with
real data. As it is possible to see, model 1 is better in the sense of
predicting the model behavior than model 2, because it is closer
to the real data. The formulation of PEM is particularly suitable
to build an iterative identification method. This gives better re-
sults in model recovering but, on the other hand, it has an heavy
computational load, so the time required for the identification of
a model increases.
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Figure 9: Data fitting example
1.4.2 Subspace identification methods
Subspace identification methods (SIM) are the second major fam-
ily of identification methods. Their approach to the problem is
completely different from the PEM one, and it is based mostly
on a geometrical analysis of data.
The analysis performed by SIM can be called geometrical be-
cause they work using some projections of data matrices. The
basic idea is that if a model describes a system in an appropri-
ate way, the data it gives should lie on the same hyperplane on
which real data lie. In particular, eliminating the contribution of
noise from real data (which is an action that can be performed
projecting data in a particular plane), all the deterministic infor-
mation on the plant can be recovered.
In this chapter the meaning of projection is reported and the
identification method used through this work is described. As
it will be possible to see, it derives from the combination of two
existent methods, that were selected for their satisfactory perfor-
mances.
The meaning of projection
SID methods use a projection of data matrices in order to recover
the system model, as suggested by their name. The concept of
matrix projection derives directly from the geometrical meaning
of this word, as it will be showed in this section.
First, a definition of a projection matrix is given:
Assumption 1. A projection matrix P is a matrix that performs a pro-
jection of an entity (matrix, vector) belonging to a generic hyperspace
W ∈ Rg×Q onto a subspace U ∈ Rh×Q of W. U is called range w.r.t
P, while Z for which W = U
⊕
Z is called null space w.r.t. P.
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Projection matrix P must be idempotent, that is P = P2. As a
consequence of this, its eigenvalues can assume only the values
of 0 and 1.
Direct sum U
⊕
Zmeans that every vector w ∈W can be decom-
posed uniquely as w = u+ z with u ∈ U and z ∈ Z, that is the
entire space W can be spanned using U and Z.
There are two different kind of projections, that is the oblique
projection and the orthogonal projection. In figure 10 the first
one is represented. In a plane X = {x1, x2}, vector ~v is multiplied
by a matrix P to project it onto the subspace represented by the
x1 axis. This is done moving along the direction of x2, and
consequently vector P ·~v is obtained.
In an analytic sense, given a vector ~v =
[
v1 v2
] ′ with v1 ∈ x1
and v2 ∈ x2, and considering U = x1 and Z = x2, matrix P
that projects the column space of ~v onto its range U along the
direction of Z is the one for which
P ·~v =
[
v1
0
]
. (1.26)
The projection of the row space is performed using a P matrix
that post-multiplies the entity to be projected. Supposing ~v =[
v1 v2
]
, it results that the matrix P which projects the row space
of ~v onto its range U along Z is the one for which
~v · P = [v1 0] . (1.27)
Orthogonal projection is a particular projection for which range
x2
x1
P ·~v
~v
Figure 10: Oblique projection: graphical interpretation
U and null space V are orthogonal, such as in figure 11, where
x1 and x2 form a right angle.
Analytically, it is possible to demonstrate that, given a ma-
trix X ∈ Rq×Q with q 6 Q, the matrix Wx that orthogonally
projects every entity belonging to the space RQ×Q in the row
space spanned by the rows of matrix X is given by
Wx = X
′(X ·X ′)−1X (1.28)
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Figure 11: Orthogonal projection: graphical interpretation
A small example is reported: looking to figure 12, suppose
to have the matrix X =
[
x ′2
x ′3
]
=
[
0 1 0
0 0 1
]
: its row space spans,
clearly, the space X. Consider now the vector x1 =
[
1 0 0
]
in
the same plot: it is independent from plane X, so its projection
in this plane is expected to be 0. ConstructingWx as in the (1.28),
it is possible to obtain
Wx =
[
0 1 0
0 0 1
] ′([
0 1 0
0 0 1
] ′ [
0 1 0
0 0 1
])−1 [
0 1 0
0 0 1
]
=
0 0 00 1 0
0 0 1
 (1.29)
X
x2
x1
x3
Figure 12: Orthogonal projection: numeric example
So, the projection of x1 on X is
x1/X =
[
1 0 0
] 0 0 00 1 0
0 0 1
 = [0 0 0] (1.30)
as it was expected.
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Basic definitions for SID identification methods
SID identification methods have a quite complicated theoretical
background, as previously stated: their formulation needs some
basic concepts and assumptions, that will be reported in this
section. At first, it is important to define the kind of model that
will be adopted; linear discrete time-invariant state-space system
in the following form will be considered:
xk+1 = Axk +Buk +Kvk
yk = Cxk + vk
(1.31)
in which x ∈ Rn is the state, u ∈ Rm is the input, y ∈ Rp is
the output, v ∈ Rp is stochastic noise, A ∈ Rn×n, B ∈ Rn×m,
C ∈ Rp×n are the system matrices and K ∈ Rn×p is the noise
model matrix. Then, once the model is defined, it is important
to introduce some assumptions:
Assumption 2. The pair (A,B) and (A,K) are stabilizable, the pair
(A,C) is observable, the closed-loop matrix (A− KC) is strictly Hur-
witz (in a discrete-time sense), the noise vk is white, and statisti-
cally independent of past outputs and inputs, i. e.E{ykv ′j} = 0 and
E{ukv
′
j} = 0 for all j > k.
Given a positive integer r, assumed to satisfy r > n, let the
vectors of “future” (with respect to time k) outputs, inputs and
noises be defined, respectively, as:
yk =

yk
yk+1
...
yk+r−1
 , uk =

uk
uk+1
...
uk+r−1
 , vk =

vk
vk+1
...
vk+r−1
 (1.32)
To understand the meaning of indexes that will be used in this
analysis, consider the following assumption:
Assumption 3. Data vectors (u, y) are collected for L sampling times,
namely from sample time 0 to sample time L− 1 (with L r).
Starting from the model (1.31), one can obtain from the states
equation with few substitutions:
xk+1 = Axk +Buk +Kvk
xk+2 = A
2xk +ABuk +Buk+1 +AKvk +Kvk+1
...
xk+r−1 = A
r−1xk +
[
Ar−2B . . . B
]  uk...
uk+r−2
+
+
[
Ar−2K . . . K
]
vk
 vk...
vk+r−2

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Stacking the equations, it results
xk
xk+1
xk+2
...
xk+r−1
 =

I
A
A2
...
Ar−
 xk+
+

0 0 · · · · · · 0
B 0 · · · · · · 0
AB B 0 · · · 0
...
. . . . . . . . .
...
Ar−2B · · · AB B 0


uk
uk+1
uk+2
...
uk+r−1
+
+

0 0 · · · · · · 0
K 0 · · · · · · 0
AK K 0 · · · 0
...
. . . . . . . . .
...
Ar−2K · · · AK K 0


vk
vk+1
vk+2
...
vk+r−1

(1.33)
in which 0 and I are used to denote the full zero matrix and the
identity matrix, respectively, of suitable dimensions. From the
outputs equation in (1.31):
yk = Cxk + vk
yk+1 = Cxk+1 + vk+1
...
yk+r−1 = Cxk+r−1 + vk+r−1
It easy to reach the (1.34) by stacking the equation from yk to
yk+r−1:
yk =

C
C
C
...
C


xk
xk+1
xk+2
...
xk+r−1
+ vk (1.34)
Now, substituting (1.33) in (1.34)
yk = Γrxk +H
u
r uk +H
v
rvk (1.35)
in which Γr is named extended observability matrix (see sec-
tion 1.2.4) , whileHur andHvr are known as lower block-triangular
Toeplitz matrices. It is straightforward that, for the Γr matrix
Γr =

C
CA
CA2
...
CAr−1
 (1.36)
24 PROCESS CONTROL AND IDENTIFICATION: AN INTRODUCTION
while for the Hur and the Hvr ones
Hur =

0 0 · · · · · · 0
CB 0 · · · · · · 0
CAB CB 0 · · · 0
...
...
. . . . . .
...
CAr−2B · · · · · · CB 0

Hvr =

I 0 · · · · · · 0
CK I · · · · · · 0
CAK CK I · · · 0
...
...
. . . . . .
...
CAr−2K · · · · · · CK I

(1.37)
Being the data collected for L sampling times as it results from
assumption 3, it is possible to write:
Yf = ΓrX+H
u
rUf +H
v
rVf (1.38)
where the matrices Yf, X, Uf, Vf are constructed by placing side-
by-side the vectors yk, xk, uk and vk respectively, i. e.
Yf =
[
yr yr+1 . . . yr+M−1
]
X =
[
xr xr+1 . . . xr+M−1
]
Uf =
[
ur ur+1 . . . ur+M−1
]
Vf =
[
vr vr+1 . . . vr+M−1
] (1.39)
In the equations 1.39 the number of columns of the matrices is
equal to M = L− 2r+ 1.
In some subspace identification algorithms, as the one consid-
ered in this work, it is common to introduce the matrix Zf ∈
R(pr+mr)×M, which is obtained by stacking Yf and Uf, that is
Zf =
[
Yf
Uf
]
(1.40)
Similarly, the matrix
Zp =
[
Yp
Up
]
(1.41)
can be defined using the matrices of “past”(w.r.t. sampling time
k) output and input data, i. e.Yp and Up
Yp =
[
y0 y1 . . . yM−1
]
Up =
[
u0 u1 . . . uM−1
] (1.42)
Projection for obtaining system matrices
Almost the totality of subspace methods perform a projection of
output (and input) data onto a subspace orthogonal to noise: in
this way, the projected data matrices depend only on determinis-
tic contributions, while all the stochastic information contained
in the original data is discarded.
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The main difference between the various methods that can be an-
alyzed relies in the matrices used to perform these projections,
and some difference can be found also in the way the model
matrices are obtained from Γr, Hur and Hvr .
In this work, the method of orthogonal projections proposed
by Huang et al. [15] is used, introducing some modifications as
detailed later in this section.
The adopted algorithm is particularly interesting because it over-
comes the main problem of many subspace methods, that is
the lack of consistency when used with Closed-Loop (CL) data.
This is because the projection performed by most subspace al-
gorithms does not respect assumption 2 in case of a CL system.
This is because it is common for subspace algorithms to perform
the following operations.
• X matrix is expressed as a linear regression on the past
input and output data, that is
X ∼= ΘXZp. (1.43)
• Substituting the previous equation in the (1.38), it results
Yf =
[
ΓrΘX H
u
r
] [Zp
Uf
]
+HvrVf. (1.44)
• a projection in the space row space of
[
Zp
Uf
]
, namely W, is
performed
Yf/W =
[
ΓrΘX H
u
r
] [Zp
Uf
]
/W +HvrVf/W. (1.45)
If assumption 2 holds and data are collected using an OL scheme,
Vf/W = 0, because v lies on an orthogonal plane w.r.t. u and y.
If these conditions are not respected it is not possible to remove
the noise term with this projection, so the estimated model is
inconsistent. OL scheme for data collection is necessary, other-
wise Vf/W 6= 0 because future inputs Uf would depend on Vf
values.
For this reason, a method which uses a different approach to
the problem is considered in this work. The underlying philos-
ophy of that method is to recover the matrix Γr from the (left)
orthogonal space of the matrix Z, defined as:
Z = ZfW (1.46)
where two choices of the orthogonal projection matrix W =
W ′ ∈ RM×M are considered, depending on the data collec-
tion scheme. If data are collected in open loop, the appropriate
choice is W = Z+pZp, where the superscript + denotes the right
pseudo-inverse operator (computed via Singular Value Decom-
position, SVD). Huang et al. [15] show that this choice leads to
an orthogonal projection of Zf onto the row space of Zp. If data
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are collected in closed loop, instead, the appropriate choice is
W = Z+CLZCL, where ZCL =
[
Y¯ ′f Z
′
p
] ′ and Y¯f ∈ Rpr×M is the
matrix of future set-points, defined similarly to Yf [15].
This modification is needed because, in case of a CL scheme,
a projection with Yp leads to the recovering of a matrix that
contains both the model of the process and the model of the
controller, without possibilities of discerning between them. In-
troducing this new matrix ZCL this problem can be avoided, be-
cause the contribution of the controller model is thrown away:
for further information on this points Huang et al. [15, Sec.3.2]
is suggested.
Having defined the projected data matrix Z as in the (1.46),
the first step is to perform an SVD:
Z = UZSZV
′
Z =
[
U1 U2
] [S1 0 0
0 S2 0
]
V ′Z (1.47)
where S1 and S2 are diagonal matrices, which contain the signifi-
cant and the negligible singular values of Z, respectively. The di-
mension of S1 can be obtained by using e. g.an Akaike Informa-
tion Criterion1 in [38] or a heuristic Principal Component Anal-
ysis (PCA) approach as described.
The first mr singular values of Z are considered, and then sub-
sequent nˆ significant singular values are selected according to:
σmr+nˆ∑nˆ
j=1 σmr+j
> ρ, σj ∈ diagSZ, 1 6 nˆ 6 r (1.48)
in which ρ is a positive scalar close to 0 (typical values for ρ are
between 0.01 and 0.05). Thus, the diagonal matrix S1, containing
the significant singular values, has dimension mr+ n˜, where n˜
is considered equal to the largest value of nˆ for which (1.48)
holds. Notice that since the left singular vectors matrix of Z, i.e.
UZ, has dimension mr+ pr, the matrix U2 in (1.47) has pr− n˜
columns. Huang et al. [15] show that:
Γ⊥r
[
I −Hur
]
= TU ′2 (1.49)
where Γ⊥r is a basis matrix for the left null space of Γr, i.e. a
full rank matrix such that (Γ⊥r )Γr = 0 and T is any nonsingular
transformation matrix of suitable dimensions (often chosen as
the identity matrix). Equation (1.49) and a suitable partitioning:
TU ′2 =
[
P ′1 P
′
2
]
(1.50)
1 Akaike Information Criterion (AIC) is based on the identification of several
models with increasing order, and on the comparison of their capacity of pre-
dicting the future values of y with the number of parameters they have.
The reason for this is that AIC tries to prevent the estimation of a too high
order due to the presence in data of fictitious poles given by noise. So, for
AIC, the best model is the one for which a suitable function f(,npar) (where
 = y − yˆ represents the difference between real values and prediction for
a model and npar represents the number of parameters of the same model)
obtains the minimum value.
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in which P ′1 has pr columns, allow one to compute Γr and H
u
r
from the following relations:
P ′1Γr = 0 (1.51a)
−P ′1H
u
r = P
′
2 (1.51b)
It is clear that Γr is computed from (1.51a) as an orthonormal
basis matrix of the (right) null space of P ′1, whereas (1.51b) is
solved for Hur in a least-squares sense. Notice that the compu-
tation of Hur in a least-squares sense can be improved by taking
into account the Toeplitz structure of this matrix, reported in
(1.37).
Obtaining A and C matrices
The matrices A and C are computed from Γr: this is done using
the shift invariance property of the observability matrix. Look-
ing to Γr, it is possible to notice that
Γr = ΓrA (1.52)
with
Γr = Γr(1 : (r− 1)p, :) Γr = Γr(p+ 1 : rp, :) (1.53)
using a Matlab notation. So, it is easy to obtain C and A
Cˆ = Γr(1 : p, :) (1.54a)
ΓrA = Γr(p+ 1 : rp, :) (1.54b)
where (1.54b) is solved for A in a least-squares sense, that is
Aˆ = Γ
+
r Γr. (1.55)
Obtaining B matrix
In this work, computation of the matrix B is changed with re-
spect to the original algorithm in Huang et al. [15], because sev-
eral studies pointed out poor results of this step in a number
of cases [27, 31]. In particular, Huang et al. [15, Sec.3.1] recov-
ered the matrix B from Hur , referring to [38] for this step. In this
approach, Hur is obtained from equation 1.51b and then B is re-
covered using the particular structure of matrix Hur reported in
equation 1.37.
A different approach to recover B was proposed by Qin et
al. [31] and independently by Pannocchia et al. [27], which is
very similar to that used in [20]. Specifically, it consists in ob-
taining that matrix by using a prediction error approach and
solving a least-squares problem.
In these works, first, yˆk is computed as
yˆk|B = C
k−1∑
j=0
AjBuj = fk(Vec B) (1.56)
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Being (1.56) linear in B, by differentiating w.r.t. B terms and
reorganizing matrices in an adequate way, it results
yˆk|B = ϕkVec B (1.57)
where Vec B is a vector obtained by stacking each column of B
on top of the next one, and ϕk ∈ Rp×n(m+1) is the Jacobian
matrix of fk, that can be easily computed from A, C and the
known sequence of inputs. Stacking the various occurrences of
yk on the top of each other, eq. 1.58 can be obtained
y0
y1
...
yL

︸ ︷︷ ︸
Y
=

ϕ0
ϕ1
...
ϕL

︸ ︷︷ ︸
Φ
Vec B (1.58)
The determination of Bˆ, that is the estimate of B, now is straight-
forward: using a least squares approximation
Bˆ = Φ+Y (1.59)
This second approach gives consistent estimations for B, and
it is the one used in identification in this work when it is not
differently specified.
Finally, if required, the disturbance model matrix K can be ob-
tained in several ways. Huang et al. [15, Sec.3.3] propose a for-
mulation based on Kalman filter states computed from Γr and
Hur , which is applicable to open-loop data only. They also dis-
cuss an alternative formulation applicable to closed-loop data,
which in turn computes B, C and K in a slightly different way.
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Interest on process optimization has been growth in industrial
world in the last years, as previously remarked. Several methods
were proposed or investigated in order to improve the results for
optimization, but the attention rapidly focused on MPC scheme,
which had a very fast development due to its high flexibility and
performances.
At the moment, MPC technology can be considered mature, be-
cause its basic formulation is widely accepted and it seems that
no large modification on the algorithm could be introduced. For
this reason, everyone of the different MPC algorithms in com-
merce follows the same guidelines, even if several differences
can be found between the various formulations.
MPC acronym stands for Model Predictive Controller, and
these words describe well its principal features:
MODEL : MPC is based on a model of the process. This can be
a multivariable model, because MPC scheme can handle a
large number of variables at the same time, taking into ac-
count the interactions and dependencies that can be found
in the whole plant;
PREDICTIVE : MPC uses the previously introduced model of the
process to predict the plant response to inputs, in order
to find the best working point to minimize costs and to
respect specifications.
An appoint can be done on the last word, controller. This defi-
nition is not totally right, because MPC is not a controller in the
classic meaning of that word, but it would be better to define
it “optimizer”. Indeed, it does not control directly any process
variable, but it uses information coming from the plant just to
change the set-point of base controllers (P, PI, PID) of the pro-
cess in order to optimize the system.
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At the moment, there are thousands of plants which use MPC
scheme, and their number is rapidly increasing: after a first pe-
riod, in which MPC was mainly developed in industry, it started
to be investigated also in the academic world, which provided
the theoretical bases to its structure.
MPC design is simple in theory: one has only to build some
suitable cost functions for the plant, to consider which constraints
are active in the process, such as physical constraints or qual-
ity constraints, and to minimize those functions respecting these
constraints, in order to make the costs for plant running as small
as possible.
As previously stated, the various formulations of MPC which
can be found in commerce have some minor differences between
themselves. In general, these can be related mainly to some fea-
tures in the analytical expressions for cost functions and con-
straints. In this chapter, MPC structure will be analyzed from a
closer point of view, its component will be introduced and the
way they operate will be explained.
This chapter is organizes as follows:
• in section 2.1, the hierarchy in a control system is analyzed;
• in section 2.2 the internal structure of an MPC algorithm is
presented, and the various modules it is composed of are
characterized;
• in section 2.3 some aspects in the definition of an MPC
scheme are introduced, such as disturbance model selec-
tion and controller tuning.
2.1 MPC IN THE PLANT
In the previous paragraph it was pointed out that MPC stands
over the standard controllers such as PI and PID and steer them.
Actually, in an optimization scheme, there is a hierarchy between
the various parts it is composed of.
In figure 13, indeed, the principal levels of this hierarchy are
reported. Climbing the pyramid from the bottom, an higher
level represent a more general view of the plant: on the lowest,
there are actuators, which actually perform the control action on
the plant, then base controllers which are the level that directly
drives actuators. After the base controllers there is MPC, which
coordinates the action of PID to get the specifications coming
from the real-time optimization level; at least, there is a Plan-
ning & Scheduling level, that gives the guidelines for the entire
plant.
The arrow on the left shows how sampling time of those lev-
els becomes faster going down the pyramid, starting from the
approximately weekly execution for the planning & scheduling
step to the continuous time of actuators.
In figure 14, a process scheme with an MPC is reported, and
in table 1 the correspondent CVs and MVs are indicated. As it
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Planning &
scheduling
Real- Time Optimiz.
MPC
Actuators (Valves)
Controllers (PI, PID)
Sampling time
Faster
Slower
Minutes
Hours
Days or weeks
∼ 10−2 seconds
Continuous
Figure 13: Hierarchy in a plant control system
is possible to see, MPC reads some important values from the
plant: xd and xb, that is distillate and bottom purity which must
be controlled to respect quality specifications, VLV’s opening
percentage, that needs to be controlled to avoid
Figure 14: MPC position in the scheme of a plant
2.2 INTERNAL STRUCTURE OF THE MPC
In everyday activities it is common to consider MPC as a sin-
gle block, but it is composed by three subsections with well-
separated tasks:
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Table 1: CVs & MVs for the scheme in figure 14
CV MV
xd Distillate rate
xb Reboiler duty
VLV-1 opening percentage Head Pressure
VLV-2 opening percentage
Condenser liquid level
• the observer (or filter);
• the steady state module;
• the dynamic module.
Everyone of them has its own objective, and they work in se-
quence starting from the observer and ending with the dynamic
module.
In figure 15 the internal structure of MPC is reported: at every
sampling time k, MPC reads the value of the outputs of the pro-
cess, check these with its predictions at the previous sampling
time and correct the values of these predictions. Then it uses
those corrected values to calculate an optimal control sequence
of several steps and sends the first step of this sequence to the
controller.
Prediction is made using a model of the controlled process:
various kind of models can be adopted but in academic research
the preferred one is the state space model, which was introduced
in section 1.2.4.
dˆk|k
Plant
Observer
xˆk|k
(x¯s, u¯s)
yk
dk
uk = v¯0,k
MPC
Optimization
Dynamic
Steady state
Optimization
Figure 15: MPC internal structure
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2.2.1 The observer
The first module that performs an action in the MPC algorithm
is the observer: it has a basilar task, that is the updating of states
values predicted at the previous sampling time using the present
value of plant outputs.
In figure 16 it is possible to see that it is performed in two steps,
the first one named filtering and the second one named predic-
tion, at every sampling time.
Prediction
yk
yˆk = Cxk
xk+1|k = Axk|k +Buk
xk|k = xk|k−1 + Lx(yk − yˆk)
k← k+ 1
Filtering
Figure 16: Graphical representation of the observer module
This figure has the following interpretation: at sample time k,
the value yk is taken from the plant. The difference between this
value and the yˆk value is used to correct the prediction of the
states vector xk|k−1 through the filter Lx. The new value xk|k is
then used to predict xk+1|k.
Variables are indicated using a double subscript, like k|k: the left
counter is used to indicate the sampling time at which values are
predicted, while the right counter indicates the sampling time at
which they are corrected.
Recalling eq.1.10, it is possible to notice that, inside an MPC
algorithm, the process model is not only characterized by a state
vector, but it comes also with an integral disturbances vector. In
that case, the equations of prediction step become (eq.2.1)
xk+1|k = Axk|k +Buk +Bddk|k
dk+1|k = dk|k
yˆk = Cxk|k +Cddk|k
(2.1)
while the filtering step expression is reported in (2.2)
xk|k = xk|k−1 + Lx(yk − yˆk)
dk|k = dk|k−1 + Ld(yk − yˆk)
(2.2)
In this case, Lx and Ld are the filter of the process, and usually
they are considered as part of the disturbance model.
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2.2.2 The steady-state optimization
The aim of this module is to calculate the optimal values of input
and states required at steady-state. The optimal values are those
for which costs are minimized and constraints are satisfied, re-
specting the quality specifications required for the plant.
In figure 17 a graphical representation of the action performed
by the steady state module is reported.
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LP solutionymax1
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ymin2
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umax1
umax2
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ymin1
Figure 17: Graphical representation of the steady state module
Figure 17 has the following meaning: suppose to have a 2× 2
system (that is a system with 2 inputs and 2 outputs). In the u1−
u2 plain represent the values of constraints: the first and the sec-
ond input will be included in a band between their (respective)
maximum the minimum admissible value, that is umax1 − u
min
1
and umax2 − u
min
2 , here reported with the dashed lines.
Then, plot also the values of constraints for outputs y1 and y2:
since MPC is linear, those values will be straight lines; here,they
are represented with dot-dashed lines.
At this point, the whole u1 − u2 plain, in which the solution of
the minimization problem has to be found, is restricted to an
admissibility area internal to the constraints, represented by the
shaded area in figure. It is possible to demonstrate that, using
a Linear Programming (LP) problem, the solution of the mini-
mization problem lies along the perimeter of that area, and in
particular it corresponds to one of the vertexes. So, it is located
where two of the lines representing constraints meet themselves.
In 17 one of these points was arbitrary selected as solution and
labeled as “LP solution”, even if this plot has only a qualitative
meaning.
The SS module action has been analyzed in a qualitative way
till now, but it must be translate in an analytical expression to be
implemented.
As it was pointed out, the problem to be solved is a minimizing
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problem under several constraints: a general expression for this
kind of problem is reported in (2.3).
(xs,us) = arg min
xs,us,¯,
f(xs,us). (2.3)
f(xs,us) has not a unique form, but it can be expressed using a
LP problem, as discussed before, or a QP (Quadratic Program-
ming) problem: in table 2 the different expression of the two are
reported.
Table 2: LP and QP expression for the steady state module
LP QP
Costs u ′sr u ′sRus
Penalization ¯ ′q¯+  ′q ¯ ′Q¯¯+  ′Q
f(us, xs) ¯ ′q¯+  ′q+ u ′sr ¯ ′Q¯¯+  ′Q+ u ′sRus
This two expressions have some differences: LP formulation
is simpler and requires less calculation time to be performed;
on the other hand, QP is slower but its control action is usually
smoother, preserving the actuators and the process in general
from too large input variations. As reported in table 2 both of
these functions are composed of two part: the first one takes into
account the costs for the plant, considering the costs generated
by inputs, while the second one is a penalization part that gives
a penalty to the function value in case that soft constraints are
not respected. Parameters r, q¯,q in LP and R, Q¯,Q in QP are
tuning parameters, used to modify the priority of variables.
Now, let’s introduce the expressions for constraints: for every-
one of them, the meaning is shortly reported.
Steady-state constraint: the process is at steady-state, so the
predicted states is equal to the state at the present time
xs = Axs +Bus +Bddk|k; (2.4)
hard constraints for inputs: the value of u vector can never
break these limits
umin 6 us 6 umax; (2.5)
soft constraints for outputs: outputs can go over these limits,
but a strong penalization on minimization function arises:
ymin −  6 Cxs +Cddk|k 6 ymax + ¯;
 > 0;
¯ > 0;
(2.6)
set-points constraint: at steady state, the outputs must be at set-
point value yc. This statement can assume two different
expressions:
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• the first one calculates directly the value of the set
point
yc = HyCxs +HyCddk|k; (2.7)
• the second one considers the set-point as hard con-
straints on the CVs
yc 6 HyCxs +HyCddk|k 6 yc. (2.8)
In conclusion, putting everything together, the minimization prob-
lem for the steady state module becomes
(xs,us) = arg min
xs,us,¯,
f(us, xs);
subject to
xs = Axs +Bus +Bddk|k;
yc = HyCxs +HyCddk|k;
umin 6 us 6 umax
ymin −  6 Cxs +Cddk|k 6 ymax + ¯;
 > 0;
¯ > 0;
(2.9)
where the first formulation for set-point constraints was consid-
ered.
2.2.3 The dynamic optimization
The last module that composes the MPC structure is the dynamic
module. This is the one that calculates the actual control action
sent to the plant, and the way it works can be described in a
qualitative way using figure 18.
In that figure it is possible to notice that dynamic module pre-
dicts the future outputs, from the present sampling time to a
prediction horizon Hp, as the consequence of a future inputs se-
quence. This input sequence has an horizon too, named control
horizon Hc: dynamic module calculates optimal control action
from k to k+Hc, then it considers that inputs assume the steady
state value us calculated by SS module for sampling times after
k+Hc.
So, it has been cleared that dynamic module calculates the con-
trol action from k to k+Hc for which the output would reach as
soon as possible the value of set-point (the yc line).
Looking at figure 18, it results that this is equivalent to minimiz-
ing the shaded area in the upper part of the figure. Indeed, this
area represents the gap between real output and set-point, which
should be clearly the smallest possible. The part of the output
line over the soft constraint in future y sequence represents a soft
constraint violation, which introduces for the involved sampling
times an extra penalty on minimizing function value.
As previously done for the SS module, for the dynamic mod-
ule also is possible to write the problem both in a LP represen-
tation and in a QP representation, but in general for this kind of
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Figure 18: Graphical representation of the dynamic module
problems the second one is preferred, for its feature of smooth-
ness.
An important note is that MPC operates with a “Receding
horizon” approach: this means that only the first control action
of the optimal sequence of Hc occurrences is implemented in
the system, while the following are discarded. So, the optimal
sequence is recalculated at every sampling time.
Even in this case, it is important to derive an analytic expres-
sion for this module: in table 3 this function is built, reporting
the meaning of the single parts it is composed of.
Table 3: QP expression for the dynamic module
QP
Cost (yˆk − ys) ′Q(yˆk − ys)
Penalization ¯ ′Q¯¯+  ′Q
Smoothness ∆u ′S∆u
f ¯ ′Q¯¯+  ′Q+∆u ′S∆u+ (yˆk − ys) ′Q(yˆk − ys)
Here the cost part represent an approximation of the integral
of the red area in figure 18, where ys = Cxs + Cddk|k. The
penalization is similar to the one in SS module, while a “smooth-
ness” expression is introduced: this measures the movements of
inputs, and avoid a too large difference between uk and uk+1 in
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order to preserve actuators from large variations, which could
lead to damages on the mechanical parts of the plant.
Constraints for this problems are the following:
Prediction constraint: it is used to predict states and outputs
values form sampling time k to sampling time k+Hp
xj+1 = Axj +Buj +Bddk|k
yj = Cxj +Cddk|k
(2.10)
Stationary constraint: values for uj shall be equal to the steady
state after the limit of the control horizon
uj = us −→ j > k+Hc (2.11)
Hard constraints: uj and ∆uj shall not violate their maximum
and minimum admissible value
umin 6 uj 6 umax
∆umin 6 ∆uj 6 ∆umax
(2.12)
Soft constraints: a penalty is introduced in case yj goes over
the soft limits
ymin −  6 yˆj 6 ymax + ¯;
 > 0;
¯ > 0;
(2.13)
In conclusion, minimization problem for the dynamic module
becomes:
u∗k = arg minuj,¯,
k+Hp∑
k
¯ ′Q¯¯+  ′Q+∆u ′S∆u+ (yˆk − ys) ′Q(yˆk − ys)
subject to
xj+1 = Axj +Buj +Bddk|k;
yj = Cxj +Cddk|k;
uj = us −→ j > k+Hc;
umin 6 uj 6 umax;
∆umin 6 ∆uj 6 ∆umax;
ymin −  6 yˆj 6 ymax + ¯;
 > 0;
¯ > 0.
(2.14)
The real action sent to the process is the first occurrence of the
u∗k matrix, that is u
∗
k(:, 1) in a Matlab notation. The receding
horizon approach imposes to discard the other occurrences and
to recalculate the whole u∗k sequence at the next sampling time.
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2.3 SOME FINAL POINTS ON MPC
At this point, MPC structure results well defined. The various
modules it is composed of were introduced and analyzed in de-
tail, focusing on everyone of them and reporting their main char-
acteristics. Two minor points remain to be investigated in order
to obtain a complete description of that controller: disturbance
model choice and MPC tuning.
The first was shortly introduced in the previous chapters, but
only minor information was given.
The second one is useful to understand the meaning of weight-
ing matrices in MPC modules and their effect on controller be-
havior.
2.3.1 Disturbance model choice
Disturbance model selection, that is the choice for Bd, Cd, Lx
and Ld, is usually done using standard solutions, such as input
disturbance model(IDM) and output disturbance model (ODM).IDM: this disturbance model considers that the disturbance is an
unmeasured input entering in the process, so it is filtered
by its dynamics. With this disturbance model, matrices
assume the following values:
Bd = B ;Cd = 0; Lx = 0; Ld = I. (2.15)
Bd is not necessary equal to B, but this choice is quite stan-
dardized: the only restriction on Bd value is that it shall
be not a zero matrix. Referring to figure 19 the meaning of
the input disturbance model results clear.
Process
Bd
MPC
yc
ykuk
dk
Figure 19: Input disturbance model
ODM: in this case, the disturbance is not filtered by the process,
but it enters directly on the outputs, as it is possible to see
in figure 20. For this kind of model, it is usual to make the
following assumptions for the matrices
Bd = 0; ;Cd = I; Lx = 0; Ld = I. (2.16)
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Process
Cd
MPC
yc
ykuk
dk
Figure 20: Output disturbance model
Another annotation can be made on the filter Lx, Ld: even if
it is possible to select it in different ways, no one of them can
be defined optimal. The problem of finding the optimal filter
was solved by Kalman, who derived the expression for the so
called Kalman filter. The description of Kalman filter is not in
the objectives of this work so it will be briefly introduced here.
Consider the system in 2.17, where filter and state equations are
synthesized in one expression
xˆk+1|k = Axˆk|k−1 +Buk +K(yk − yˆk)
yˆk = Cxˆk|k−1
(2.17)
Now suppose that
• wk and vk are statistically independent, that is they do not
present correlation both in time and with each other;
• wk and vk have a Gaussian distribution with zero mean;
• process matrices A, B, C are exactly known;
subtracting the result in 2.17 from the real state equation, it is
possible to obtain an expression for the variable x˜k = xk− xˆk|k−1
x˜k+1 = (A−KC)x˜k +wk +Kvk (2.18)
Kalman filter at time k is the Kk matrix for which the variance
of x˜k results the minimum, that is the one which minimizes the
difference between the real state value and the predicted one as
in equation 2.19
Kk = arg min
K
Pk = arg min
K
E[x˜ ′k+1x˜k+1] (2.19)
where the E[·] operator denotes the expected value.
Actually, the minimization problem in the (2.19) has an analytic
solution, so no minimizing operations are needed at every sam-
pling time and Kk values are calculated in a straight way.
This solution is presented in eq. 2.20
Kk = Pk(Pk + cov (vk))−1
Pk+1 = Pkcov (vk)(Pk + cov (vk))−1 + cov (wk)
(2.20)
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There are two different types of Kalman filter, that is the dy-
namic one and the static one: the first one refreshes its value at
every sampling time k with Pk changing, while the second one
considers that, for large k, E[x˜ ′k+1x˜k+1] reaches the steady state
value and so Pk = P and a constant Kalman gain Kk = K is ob-
tained. In this work, the latter one is considered.
2.3.2 MPC tuning
MPC uses several weighting matrices as previously seen, and in
particular in the formulation described above:
• Steady state module:
– R(for QP) or r(for LP) to modify the costs (importance)
of inputs;
– q and q for the penalties in case of soft constraints
overlap;
• Dynamic module:
– Q for outputs to go to set-point;
– S to manage the velocity of inputs changes;
– q and q for soft constraints.
The MPC tuning derives from the interaction between these weight-
ing matrices: they are diagonal matrices in which every diagonal
element refers to an element in the vectors it multiplies. Using
an MPC similar to the one presented in this work, the higher
the weight on a variable, the more it costs, so the system tries to
maintain it as closer to the steady state value as possible. This
means as closer as possible to us for the inputs, to yc for the
outputs and to 0 for  and .
Usually, MPC tuning is based on the experience of the operator,
who can decide the best values for weights. The use of a tuning
method is not common, even if some of them are at disposition
in the literature.
Two plot are reported to show effect of tuning in a qualitative
way. In figure 21 and 22 the behavior of inputs and outputs using
two MPC algorithms with different tunings. These data comes
from a 2× 2 system with no hard constraints both on inputs and
outputs, and the tuning parameters are reported in table 4
Table 4: Tuning parameters for example in figures 21 and 22
Figure 21 Figure 22
Rs I I
Q I 0.01I
S 0.01I 100I
In figure 21 the case of heavy weights on inputs variations is
reported, while in figure 22 the case of heavy weights on outputs
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is plotted.
It is interesting to notice the differences between these two:
• in the first one, the outputs reach set-point values slower
than in the second one, but inputs do not suffer for too fast
changes;
• in the second one, the inputs show very fast changes but
the outputs go to SP value quickly.
An optimal MPC tuning considers both the time required for
outputs to reach set point and the magnitude of inputs variation,
which should be not too fast to preserve actuators from heavy
stresses. These characteristics are strongly case-dependent, be-
cause every plant presents different necessities in terms of pro-
duction and control action smoothness. It is natural that an ex-
tensive knowledge of the plant is critical in this sense, because
it permits to define which are optimal performances in every
single case.
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Figure 21: MPC tuning: heavy weights on input variations, inputs
(top) and outputs (bottom)
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Figure 22: MPC tuning: heavy weights on set-points, inputs (top) and
outputs (bottom)
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Ill-conditioned processes often produce data of low quality for
model identification in general, and for subspace identification
in particular, because data vectors of different outputs are typi-
cally close to collinearity, being aligned in the “strong” direction.
One of the solutions suggested in the literature is the use of ap-
propriate input signals, usually called “rotated” inputs, which
must excite sufficiently the process in the “weak” direction. In
this chapter open-loop (uncorrelated and rotated) random sig-
nals are compared against inputs generated in closed-loop oper-
ation, with the aim of finding the most appropriate ones to be
used in multivariable subspace identification of ill-conditioned
processes. Two multivariable ill-conditioned processes are inves-
tigated and as a result it is found that closed-loop identification
gives superior models, both in the sense of lower error in the
frequency response and in terms of higher performance when
used to build a model predictive control system.
3.1 INTRODUCTION AND PREVIOUS WORK
During the last decades, a large number of valuable contribu-
tions were brought in system identification, especially for the
definition of consistent, reliable and numerically efficient identi-
fication algorithms. In general, system identification can be per-
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formed using two different approaches: Prediction Error meth-
ods (PE) and Subspace IDentification methods (SID). The first
approach (PE) is based on the simple idea that, in absence of dis-
turbances, the better the model recovered from data, the smaller
the prediction error it generates, where the prediction error is the
difference between the measured output and the model output
data. The second approach (SID) instead involves particular ma-
trices obtained from output and input data and performs projec-
tion operations to cancel out the noise contributions. Thus, the
system model is obtained in state-space form using these pro-
jected data matrices. PE methods were principally developed
and probably called with this name for the first time by Ljung
(see [20] for a complete overview of PE algorithms), but, even
before his works, it was common to minimize the prediction er-
ror for identification of process parameters. SID is a relatively
young technique, developed mainly during the last fifteen years,
even if its basis were posed several years before. Van Overschee
and De Moor [35] and Verhaegen [37] introduced and solved
the subspace problem using different approaches, called N4SID
and MOESP, respectively, even though it was shown later in [36]
that those methods use the same subspace, and that they only
differ in the weighting matrices. Another successful class of sub-
space methods is that referred to as CVA algorithms, developed
by Larimore [19]. During the years, several modifications and
improvements were made on those algorithms with the aim of
enhancing numerical stability and efficiency. In particular, sev-
eral new subspace approaches were recently developed, such as
those from Wang and Qin [38] and Huang et al. [15]. This latter
algorithm is that used in the present work, with some modifi-
cations introduced to improve results in the computation of the
system matrices.
As remarked by Zhu [42], however, a fundamental portion of
the “identification problem”, that is test design, received less
attention. This issue was studied for the single-input single-
output (SISO) case by Gevers and Ljung [9], who showed that
it was possible/desirable to design inputs in dependence of in-
tended model application. After this work, Koung and Mac-
Gregor [17, 18] addressed the problem of optimal test design
and system identification for robust control of multi-input multi-
output (MIMO) processes. Hjalmarsson et al. [14] emphasized
that models of superior quality are obtained from closed-loop
tests, particularly for model-based control purposes. Nonethe-
less, during these years (and in a large number of cases still
at present days) standard industrial inputs for system identifi-
cation were considered to be step tests. This approach is, in
general, suboptimal because output data obtained in such a way
lack of information about the system to be identified, since the
inputs are rather poor in terms of frequency content. Alterna-
tively, one can use binary random or pseudo-random inputs, be-
cause of their superior power spectrum with respect to that of
step signals [20, 43].
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Unlike SISO processes, MIMO systems may show “directions”
(in the input vector space) in which the (steady-state or dynamic)
effect of the inputs on the process outputs is much larger than
in other directions. In such situations the process is said to be
ill conditioned, and frequent examples of ill-conditioned sys-
tems are high-purity distillation columns. Ill-conditioned pro-
cesses are usually difficult to be controlled because decentral-
ized controllers are typically inadequate due to large interac-
tions among the control loops, but multivariable model-based
controllers may suffer from robustness issues [26, 32]. More-
over, ill-conditioned processes may be difficult to deal with from
an identification point of view, because traditional uncorrelated
open-loop step tests tend to excite the system mostly in high-
gain directions [16, 17]. In fact, depending on the input direc-
tions, the output response can vary significantly in magnitude,
even thousands times from the high-gain to the low-gain direc-
tion. Thus, the information coming out from the high-gain direc-
tion is predominant over that from the low-gain direction, often
resulting in a model not suitable for control purposes [11, 18].
Koung and MacGregor [17, 18] developed a test design method
using highly correlated input signals, which are able to excite
the process both in high-gain and low-gain directions. How-
ever, highly correlated input signals may constitute a major trou-
ble when SID methods are used, especially for system order re-
covering: in fact, matrices used for identification could be near
to rank deficiency in systems of this type, and so algorithms
could lead to incorrect numerical results [4]. Misra and Niko-
laou [23] also presented a work dealing with this issue: dif-
ferently from [17, 18], they focused only on order determina-
tion (and not on model recovering), and introduced the problem
from the point of view of subspace identification. In particular,
they proposed an open-loop test design based on “rotated” in-
puts, in which the angles between the inputs are obtained by
trial and error. Conner and Seborg [5], similarly, indicated the
same rotated inputs as the best solution for system identification.
Other relevant contributions on test design were given by Stec
and Zhu [34] who introduced a quite different design, composed
by a part of high magnitude collinear inputs, used to estimate
characteristics of the low-gain direction, and small uncorrelated
inputs, ideal to estimate properties of the process in high-gain
direction, by Cooley and Lee [6] who obtained control-relevant
finite-impulse response (FIR) models, by Gopaluni, Pathwardan
and Shah [10] who proposed a test design particularly suitable
to recover good Model Predictive Control (MPC) oriented mod-
els (minimizing j-step ahead prediction error). Stec and Zhu ex-
panded their work in [41], where they introduced another kind
of test design, in which the input signal is the sum of a high
amplitude linearly dependent signal and a low amplitude un-
correlated signal. Hjalmarsson [13] presented an all-inclusive
paper spanning the system identification problem, test design in-
cluded. Recently, Bruwer and MacGregor [3] extended the work
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in [17, 18] to the (frequent) case of presence of physical and pro-
cess constraints, also considered in a recent work by Zhan et
al. [40].
The main objective of this work is the comparison of differ-
ent test signals for subspace identification of ill-conditioned sys-
tems. In particular, advantages and disadvantages of rotated
inputs are analyzed and these characteristics are compared with
those of closed-loop signals. The identified models are then com-
pared in terms of frequency error analysis and closed-loop per-
formance when used in a Model Predictive Control algorithm.
The rest of this chapter is organized as follows. Section 3.2 is
focused on the analysis of the different types of signals with par-
ticular attention to their effects on system order recovering and
overall quality of the identified models. Moreover, a generaliza-
tion of the rotated inputs design procedure to non-square mul-
tivariable systems of arbitrary dimensions is presented. In Sec-
tion 3.3 two case studies of ill-conditioned distillation columns
are reported to show the results obtained using different kinds
of signals and discuss the problems that could be experienced
using rotated inputs. Finally, Section 3.4 summarizes the main
achievements of this work, namely that closed-loop inputs give
better models than open-loop rotated inputs.
3.2 DESIGN AND ANALYSIS OF INPUT SIGNALSFOR ILL-CONDITIONED PROCESSES
Ill-conditioned systems, as previously said, represent one of the
most difficult kind of linear processes to be identified: gains ap-
pear very different depending on input direction, so several dif-
ficulties could be experienced. Models obtained for these pro-
cesses often suffer from significant errors in order and gain re-
covery. Indeed, it can be seen in [23] that matrices used for sub-
space identification in a lot of cases have nearly collinear rows,
and this can lead to incorrect order estimation and subsequently
in erroneous models.
3.2.1 Design of rotated inputs
In order to avoid the generation of output data mostly aligned in
the strong direction, Koung and MacGregor [18] and Misra and
Nikolaou [23] propose the use of “rotated” inputs, in which the
input vectors are strongly aligned in pre-specified directions. For
a 2× 2 system, this means that the input vectors form particular
angles w.r.t. the principal axes in a (u1,u2) plane, and these
angles are referred to as “rotation angles”. The algorithm for
the generation of rotated inputs in the 2× 2 case [18, 23] is here
extended to the most general case of non-square multivariable
systems of arbitrary dimensions.
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Let G = C(I−A)−1B ∈ Rp×m be the gain matrix of the sys-
tem, and consider the steady-state relation ys = Gus, in which
from now on the superscript s indicates steady state, which can
be written as follows by means of an SVD:
ys = UGSGV
′
Gu
s (3.1)
where UG ∈ Rp×p, SG ∈ Rp×m and VG ∈ Rm×m. Introducing
a new variable t = min (p,m), i.e. the minimum between the
number of outputs and the number of inputs of the system, it is
possible to reduce these matrices to e UGr ∈ Rp×t, SGr ∈ Rt×t
and VGr ∈ Rt×m. It is easy to demonstrate that eq. 3.2 still holds
Gs = UGSGV
′
G = UGrSGrV
′
Gr =
=
u11 · · · u1t... ...
up1 · · · upt

s1 · · · 0... . . . ...
0 · · · st

v11 . . . vm1... ...
v1t . . . vmt
 (3.2)
Now, perform the computation of the term SGrVGrus
ys = UGrSGrV
′
Grus =
=
u11 . . . u1t... ...
up1 . . . upt

s1(v11u
s
1 + · · ·+ vm1usm)
...
st(v1tus1 + · · ·+ vmtusm)
 (3.3)
Introduce a new series of variables ξh = sh(v1hus1+ · · ·+vmhusm)
and substitute their values in the previous equation
ys =
u11 · · · u1t... ...
up1 · · · upt

ξ1...
ξt
 =
= ξ1
u11...
up1
+ · · ·+ ξt
u1t...
upt
 ,
(3.4)
Now, it is clear the problem arising with ill conditioned sys-
tems: in this kind of systems, since s1  st, the sequence output
vectors (at steady-state) is mostly aligned over the space spanned
by the first columns of the left singular vectors matrix UG, i.e. in
the stronger directions. So, if a sequence input vectors us is not
carefully generated (e.g. a random or pseudo-random input vec-
tor sequence), outputs are heavily influenced only by the vector
x1 and possibly not good to be used for identification.. In other
words, unless special care is taken in choosing the input vectors,
it follows that |ξ1|  |ξt| and hence the last terms in the sum
(3.4) become negligible, so that no information about the sys-
tem’s weaker directions is contained in the data.
In the spirit of [18], here the goal is to construct a vector (or a se-
quence of vectors) us such that the corresponding (steady-state)
output vector contains information regarding all singular values
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in equal magnitude. Since the columns of the left singular vec-
tor matrix UG are normalized, such a goal can be achieved by
imposing the following t− 1 conditions1:
ξ1 = ξ2 = · · · = ξt , (3.5)
which can be explicitly written as:ν1,2 . . . νm,2... ...
ν1,t . . . νm,t

︸ ︷︷ ︸
Θ
u
s
1
...
usm
 =
0...
0
 , (3.6)
where να,β = s1vα,1 − sβvα,β.
The linear problem (3.6) consists of t− 1 equations in m vari-
ables; so let z = m− t+ 1 be the number of degrees of freedom,
i.e. the number of input components that can be chosen arbi-
trarily. From the definition of t, it is straightforward to see that
z > 1. Assume that the first z components of us are chosen
arbitrarily, the remaining m− z = t− 1 components can be com-
puted so that (3.6) is satisfied by solving the following square
linear system:−νz+1,2 . . . −νm,2... ...
−νz+1,t . . . −νm,t

︸ ︷︷ ︸
Φ
u
s
z+1
...
usm
 =
ν1,2 . . . νz,2... ...
ν1,t . . . νz,t

︸ ︷︷ ︸
Ψ
u
s
1
...
usz

where the vector
[
usz+1 . . . u
s
m
] ′ contains the unknowns. As-
suming that Φ is invertible, the vector of unknown input compo-
nents can be computed as:u
s
z+1
...
usm
 =
−νz+1,2 . . . −νm,2... ...
−νz+1,t . . . −νm,t

−1
·
·
ν1,2 . . . νz,2... ...
ν1,t . . . νz,t

u
s
1
...
usz
 =
= Φ−1Ψ
u
s
1
...
usz
 (3.7)
In conclusion, a strategy for the design of a rotated input se-
quence is the following, which represents an extension of the
procedure proposed in [23] to higher dimension (possibly non-
square) systems.
1. Define a random (or pseudo-random) multivariable binary sig-
nal
[
u1,k · · · uz,k
] ′ of dimension z = m − t + 1, for k =
0, . . . ,L− 1.
1 Notice that (3.5) is only one of the possible 2t−1 valid combinations of the
most general conditions: ξ1 = ±ξ2 = · · · = ±ξt.
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2. Perform an SVD of the system gain matrix G (or an approxima-
tion to it), compute the matrices Φ−1 and Ψ defined in (3.2.1).
3. For each sample time k, compute the remaining t− 1 input com-
ponents as: uz+1,k...
um,k
 = Φ−1Ψ
u1,k...
uz,k
+ ζk , (3.8)
in which ζ ∈ Rt−1 is a white noise signal with “small” ampli-
tude (dithering), used to avoid exact collinearity of the inputs.
Notice that, in case Φ is not invertible, a possible alternative for
obtaining the inputs sequence can be recovered starting from
eq. 3.6. Computing a full rank matrix NΘ ∈ Rm×z such that
ΘNΘ = 0 and defining, for each sampling time k, the whole
input vector as: u1,k...
um,k
 = NΘµk + ζk
in which µ ∈ Rz is the primary random (or pseudo-random)
multivariable binary signal and ζ ∈ Rm is a white noise (dither-
ing) signal, the inputs sequence can be obtained. The dithering
signal must be added to the input sequence in both the cases to
avoid a too high collinearity in the inputs, which would be prob-
lematic in identification as it will be showed in the following
section.
Notice also that Φ and Ψ vectors are constant, so it is not
necessary to re-calculate them for every sampling time.
3.2.2 Issues in model order recovery
As discussed in Section 1.4.2, the considered subspace algorithm
performs linear projections of a matrix Zf formed by output and
input data. In absence of noise, by its own construction (see
eqs. 1.35 and 1.39), it immediately follows that:
rank Zf = rank
([
Yf
Uf
])
= rank
([
Γr H
u
r
0 I
] [
Xf
Uf
])
6 mr+n
in which the equality sign holds under appropriate conditions
on the input excitation [38, Lemma 1]. An SVD performed on2
Zf leads to mr+ n˜ non-zero singular values, where n˜ 6 n. As
discussed in Section 3.2.1 and also remarked in Section 3.3.2, for
ill-conditioned plants when open-loop random inputs are used,
the sequences of outputs are close to collinearity. Therefore, Zf
shows a number of significant singular values less than mr+ n,
2 Notice that the adopted identification algorithm performs an SVD of the pro-
jected data matrix Z, defined in (1.26). However, it is obvious from (1.26) that
rank Z 6 rank Zf, so that the rank bound on Zf is a valid bound for Z as well.
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the selected model order n˜ is less than n, and the model will
be missing information about the weaker directions. In presence
of noise, the number of significant singular values (and there-
fore the selected model order), may increase but still no infor-
mation regarding the weaker directions is obtained because the
random open-loop sequence of inputs does not excite the plant
sufficiently in those directions.
As discussed, one of the solutions (and probably the most pop-
ular in the academic literature) that were proposed in the last
years to avoid problems of order recovering in ill-conditioned
processes is the use of “rotated” inputs (see [18, 23]). Such in-
put design was generalized to (possibly non-square) systems of
arbitrary dimension in Section 3.2.1. However, the rank anal-
ysis previously described emphasizes that if the input vectors
are strongly aligned in particular directions, as required by the
rotated input design approach, the matrix Uf may show nearly
collinear rows, so that the overall matrix Zf may be again near to
rank deficiency, because some of mr singular values associated
to Uf may not be significant. That is, although the rotated input
design approach may be useful to excite the system in weaker
directions, the strong alignment of the inputs in specific direc-
tions may constitute a problem in all subspace identification al-
gorithms which project input data as well as output data.
Unfortunately, the algorithm defined in chapter 1 is one of this
kind of methods, so there could be problems in
3.3 CASE STUDIES
3.3.1 Introduction
Two different case studies are presented to compare the behavior
of rotated inputs vs. that of random OL inputs and CL inputs
obtained with random setpoint signals. OL identification data
are constructed by using as inputs Generalized Binary Noise
(GBN) signals, either uncorrelated or correlated in the case of
rotated inputs, as outlined at end of Section 3.2.1. Introduced by
Zhu [43], GBN signals have many favorable features, in particu-
lar in terms of frequency content, which is typically superior to
that of Pseudo-Random Binary Noise (PRBS) and of step signals.
Closed-loop data are obtained by using an MPC regulator as that
described in [28], based on a preliminary (erroneous) model of
the system to be identified. In CL data collection, setpoints for
the controlled variables are GBN signals. These simulations are
performed in order to find the most appropriate test input de-
sign for subspace identification of ill-conditioned processes. The
identified models are compared in terms of frequency responses
and in terms of performance of (unconstrained) MPC regulators
based on the identified models. The final goal of these studies
is to explain why CL data collection is to be preferred for SID of
ill-conditioned plants.
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Example #1 is the “classical” two input - two output high-
purity distillation column studied by Skogestad and Morari [33].
A transfer function model of the process is the following:
y =
[ 87.8
194s+1
−87.8
194s+1 +
1.4
15s+1
108.2
194s+1
−108.2
194s+1 +
−1.4
15s+1
]
u , (3.9)
in which the outputs are logarithmic distillate purity and loga-
rithmic bottom impurity, the inputs are reflux and boil-up rates
and the time constants are in minutes. Normally distributed out-
put noise with a noise-to-signal ratio of 0.10 is added to both out-
puts, and a sampling time of 5 minutes is considered. CL identi-
fication data are obtained by using an MPC regulator, based on
the following “erroneous” model:
y =
[ 75
180s+1
−75
180s+1 +
1.6
19s+1
105
180s+1
−105
180s+1 +
−1.6
19s+1
]
u . (3.10)
Example #2 is a 3× 5 linear system that represents a high-purity
distillation column for the separation benzene-toluene (see Ta-
ble 5 for a detailed list of inputs and outputs). The condition
number of its gain matrix is 140. This linear discrete-time system,
omitted in the sake of space, is a representation of the rigorous
nonlinear simulation model, developed in Octave3. A 5 minute
time delay (i.e. 5 samples) is considered on head and bottom
impurity outputs, and normally distributed output noise with a
noise-to-signal ratio of 0.10 is added to all outputs. CL identifi-
cation data are collected by using an MPC regulator based on a
preliminary model, identified via step tests on each input vari-
able independently. For both examples, all datasets contain 2500
samples.
Model validation is conducted, in both examples, by means
of a frequency error analysis, as described. Defining Gr(z) and
Gid(z) as the real and identified discrete transfer function mod-
els, respectively, the following scalar parameter is defined to
measure the quality of the identified model:
¯ =
‖Gid(z) −Gr(z)‖∞
‖Gr(z)‖∞ , supω>0
σ1 (Gid(eiωTs) −Gr(eiωTs))sup
ω>0
σ1 (Gr(eiωTs))

︸ ︷︷ ︸
(ω)
(3.11)
in which ‖ · ‖∞ denotes the H∞ norm (in discrete-time sense),
Ts is the sampling time, and σ1(·) denotes the largest singular
value of (·). It is clear from (3.11) that the lower ¯ the better the
identified model.
3.3.2 Inputs and outputs plots (Example #1)
Figure 23 shows the input sequences for three different data col-
lection schemes: OL data with random inputs, OL data with
3 Octave is freely available at http://www.octave.org.
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rotated inputs and CL data with random setpoints. For the mo-
ment, the exact system gain matrix is used to generate the se-
quence of rotated inputs, according to the procedure outlined
in Section 3.2.1. The effect of an incorrect rotation angle is dis-
cussed later in Section 3.3.6. Figure 24 reports the inputs in the
plane (u1,u2) and the outputs in the plane (y1,y2) obtained
from the three data collection schemes. It is possible to see
that in case of random inputs, the outputs are placed in a nar-
row with a dominant direction, which is the high-gain direction.
Thus, it is clear that information from the low-gain direction is
“hidden”, because it is much smaller in magnitude and it cannot
be evaluated correctly from the dataset because of the presence
of noise. In case of rotated inputs, output data are contained in a
region where all the directions are of similar magnitude, and this
shows that the rotated input design reached its goal. However,
it is possible that inputs are not enough informative, because
they are strongly aligned in a specific direction. Finally, the bot-
tom plots show that outputs obtained in closed loop present the
same advantages of those coming from rotated inputs, i.e. they
are not aligned in a preferred direction. At the same time, it is
possible to see that the inputs obtained in closed loop are not
strongly aligned in a preferred direction either.
Table 5: Inputs and outputs for Example #2.
Input Output
u1 Pressure y1 Distillate composition
u2 Q reboiler y2 Bottom composition
u3 Reflux rate y3 Valve opening
y4 Valve opening
y5 Valve opening
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Figure 23: Example #1: standard GBN input (top), rotated GBN input
(middle) and closed-loop input (bottom) signals.
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3.3.3 Model order recovering (Example #1)
In this section, order recovering results are shown and discussed
for Example #1. The past and future horizon is equal to r = 30,
while a value of 0.05 is assumed for ρ in (1.48) to select the sys-
tem order from the singular values of Z. During this work it was
experienced that open-loop rotated inputs generate mistakes in
order determination when used with subspace algorithms which
project not only the future outputs matrix but also the future
inputs matrix (such as the one adopted in this chapter). This
occurs because the matrix Uf shows nearly collinear rows given
the strong alignment of the inputs in a fixed direction as shown
in Figure 24.
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Figure 24: Example #1: alignment of inputs (left) and outputs (right)
in three cases: OL data collection with random inputs, OL
data collection with rotated inputs, CL data collection with
random setpoints.
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Singular values of projected matrix Z are computed in three
different cases: OL data collection using uncorrelated GBN in-
puts, OL data collection using rotated GBN inputs, and CL data
collection using uncorrelated GBN setpoints. For Example #1, it
results that neither OL data obtained from uncorrelated inputs
nor that obtained from rotated inputs allow the projection algo-
rithm to compute the correct model order (which is 2): they give
a model order of 5 and a model order of 12, respectively. On the
other hand CL data permit the algorithm to recover the correct
model order. In order to confirm that OL rotated inputs may
work well with particular SID algorithms, it was verified that
using Misra & Nikolaou’s algorithm [23] on the same rotated in-
puts dataset leads to the correct model order. Notice that if OL
uncorrelated inputs data are used, Misra & Nikolaou’s identifi-
cation method computes a model order of 1.
For Example #2, the orders of the models identified with the
orthogonal projection method are 17 in case of OL random in-
puts, 17 in case of rotated OL inputs and 14 in case of CL random
inputs, respectively. Notice that the correct order is 24 (including
ten state variables for outputs delay).
3.3.4 Quality of the identified models
In this section, quality of the identified models is evaluated and
compared in terms of frequency responses. Figure 26 shows the
relative error (ω) vs. frequency of three models identified from
different datasets (OL with random inputs, OL with rotated in-
puts and CL with random setpoints). The top plot concerns
with Example #1 and the bottom plot concerns with Example #2.
From these results the superior quality of the model identified
from closed-loop data clearly appears.
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Figure 25: Example #1: density function of ¯ obtained from a Monte-
Carlo study.
It is well known that identification with subspace methods
may suffer from sensitivity to different noise realizations. For
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this reason, a Monte-Carlo study of 600 simulations was per-
formed on Example #1: 200 simulations are conducted in OL
using uncorrelated GBN input signals, 200 simulations are con-
ducted with OL rotated GBN input signals, and 200 simulations
are conducted in CL with uncorrelated GBN setpoints. The re-
sults of this study are reported in Figure 25, in which the density
function the parameter ¯ for the models identified from the three
datasets is depicted. It can be seen that the curves do not follow
a normal (symmetric) distribution and are right-skewed. Mean
values are also reported in the plot, and it is possible to see that
models obtained from CL data have superior accuracy (i.e. lower
mean of ¯). Moreover, it is possible to see that models obtained
from CL data are more precise (i.e. lower variance of ¯). In con-
clusion, this Monte-Carlo simulation study shows that CL data
give superior models in terms of accuracy and precision com-
pared to data obtained by OL random inputs and by OL rotated
inputs.
3.3.5 Effect of the identified models on MPC closed-loop be-havior
The closed-loop behavior of several MPC regulators, equivalent
in all tuning parameters (omitted in the sake of space) but based
on different models, is compared. Three MPCs are designed on
the models identified from OL random, OL rotated and CL in-
puts, respectively; a fourth MPC is designed on the true model
that can be found in the (3.9).
For Example #1, closed-loop inputs and outputs obtained for a
setpoint change imposed at time 0, are shown in Figure 27. It is
clear that regulator based on the model obtained from CL data
shows superior performance (essentially equal to that of the reg-
ulator based on the true model). The regulators based on mod-
els identified from OL random and OL rotated inputs, instead,
show a worse performance especially in terms of relevant fluctu-
ations of the manipulated variables. These results are in definite
agreement with the model error frequency responses shown in
Figure 26.
Figure 28 shows closed-loop inputs and the first three outputs of
Example #2, during a setpoint change on the head and bottom
impurity outputs. Also for this case the regulator based on the
model obtained from CL signals performs well, slightly better
than the regulator based on the model identified from OL ran-
dom signals (which shows a larger settling time in the output
variables). For this case, the MPC based on the model iden-
tified from OL rotated signals shows poor performance with
large oscillations of outputs and inputs. This poor behavior is
a clear consequence of the large model error, especially at low
frequency, shown in Figure 26.
From these simulation results, as well as from other case stud-
ies, it is possible to state that CL data collection is to be preferred
for ill-conditioned processes, both in the sense of model error
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Figure 26: Model error parameter (ω) vs. frequency for three identi-
fied models: Example #1 (top) and Example #2 (bottom).
frequency response, and in terms of superior closed-loop perfor-
mance when the identified model is used inside an MPC regula-
tor. OL data collection, even with a rotated input approach, is in-
stead to be avoided for subspace identification of ill-conditioned
processes.
These evidences can be explained, with the aid of the plots
shown in Figure 24, as follows. CL data collection with ran-
dom setpoints forces the outputs and the inputs of the system
in many different directions, i.e. both in high-gain and low-gain
directions. On the other hand, OL data collection with random
inputs forces the outputs to be aligned mostly in high-gain direc-
tions, whereas OL data collection with rotated inputs certainly
equalizes the contribution of high and low gain directions, but
the corresponding inputs may be too strongly aligned in specific
directions. This shortcoming is particularly relevant when sub-
space algorithms projecting the input data matrix (along with
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Figure 27: Example #1: closed-loop inputs and outputs during a set-
point change in the direction [1, 1]T .
the output data matrix) are applied. Other disadvantages of ro-
tated inputs are discussed in the next paragraph.
3.3.6 Practical issues in implementing rotated inputs
Rotated inputs may guarantee good performances in model or-
der recovery when used with specific identification methods
(such as that in [23]). However, until now it has not been shown
the sensitivity of this method to errors in the rotation angle, that
is how rotated inputs work when the selected rotation angle is
different from the optimal rotation angle, computed via SVD of
the “exact” gain matrix. When the rotation angle is pi/3 rather
than about pi/4 that is obtained from SVD of the exact system
gain matrix, the model order identified from Misra & Nikolaou’s
algorithm [23] is 1. This confirms that rotated inputs may work
well only if the correct rotation angle is applied. In practice,
since the true model order is not known, it is quite difficult to
tell from the singular values whether the applied rotation angle
is correct or not.
3.4 CONCLUSIONS
Ill-conditioned processes are difficult to be identified from data
because of problems that derive mainly from the lack of infor-
mation in the weaker directions of the system. A possible solu-
tion, proposed in the literature and deeply discussed through-
out this chapter, is the use of tailored inputs known as “rotated”
inputs [18, 23], which excite the system equally in high-gain
and low-gain directions. To construct these inputs, the system
gain matrix (which is however not known precisely) can be de-
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composed via singular value decomposition, and inputs are de-
signed to generate output signals of the same magnitude both
in weak and in strong directions. In this work this input design
approach was generalized to non-square multivariable systems
of arbitrary dimension and applied to two case studies of ill-
conditioned processes. Results clearly show that, dealing with
an open-loop data collection scheme, rotated inputs may grant
better models than uncorrelated inputs, but these superior re-
sults are strongly dependent on the subspace identification al-
gorithm used. In particular rotated inputs appear inappropriate
for the use with the orthogonal projection method [15]. More-
over, the effectiveness of rotated inputs is strongly related to the
accuracy of the applied rotation angle(s), which in general must
be found by trial and error. Results show that closed-loop data
collection, instead, guarantees superior models, both in terms of
lower error in frequency response between the identified models
and true process, and most importantly in terms of higher per-
formance achieved by model predictive controllers based on the
identified models. Furthermore, this closed-loop test design is to
be preferred because random setpoints can be easily generated
without necessity of several trials to find the most appropriate
rotation angle(s) of the inputs.
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Figure 28: Example #2: closed-loop inputs and three outputs during a
setpoint change on the product compositions.
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Open loop unstable (OLU) processes stabilized using a feed-
back controller are not so common in industrial practice, but a
certain number of plants operates in this way, both for technical
and economical reasons. The literature related to this kind of
processes is poor, being only few works dealing with this topic.
Furthermore, in papers dealing with identification algorithms,
the capacity of handling data generated by an unstable system
is usually unspecified.
This lack of information about the behavior of algorithms with
data from unstable systems is not trivial, especially for subspace
identification schemes. It will be showed in this chapter, actu-
ally, that a subspace method used for the identifications of stable
plants is not guaranteed to work when tested on unstable pro-
cesses.
On the other hand, prediction error methods suffer of weaker
problems. It is sufficient that predictors are stable to guarantee
consistent results in identification, and it can be showed that this
feature depends mostly on kind of adopted model, as it possible
to read in Ljung [20].
Examples of papers dealing with subspace identification for
unstable system is represented by the one from Gabay et al. [8].
This work is quite old, so subspace identification methods were
not well defined yet. For this reason, in this paper it is not pos-
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sible to find a subspace method, but the algorithm that was pre-
sented is not too different from a SID one. Another paper is
represented by the one from Moonen et al. [24]. Actually, this
work does not focus the attention on unstable system identifi-
cation, but it specifies that results are valid for OLU processes
too.
Basis for identification of unstable systems via prediction error
methods can be found in Ljung [20]. This book reports the main
theoretical basis for this operation, and contains several demon-
strations which guarantee the consistency of the estimates.
In Forssell & Ljung [7], an extension of these results was per-
formed, in order to handle different types of models such as
Output Error models and Box–Jenkins models, which could not
be handled with the previous method. This extension considers
that the unstable dynamic can be decomposed in a stable and in
an unstable part and a new system based on this decomposition
is introduced. This gives a stable predictor, so it is possible to
identify it in an easy way. Forssell & Ljung also demonstrates
that this introduced system converges asymptotically to the start-
ing unstable system, obtaining in this way a consistent estima-
tion of the unstable system parameters.
In the literature, even if it is not too much extended as pre-
viously said, different approaches to OLU identification can be
found. In several papers, for example, systems to be identified
are approximated with a continuous time plus time delay trans-
fer function of the first or second order. The reason for this is
the usability of obtained models for PI and PID tuning, which
results increased in this way. This kind of approach cannot be
used clearly for large MIMO systems, because of the low order
of models.
This is for example the case of Marchetti et al. [22], which used
ATV+ identification technique, a particular kind of identification
method based on system output analysis when marginal stabil-
ity is imposed with a relay controller. This method gives as re-
sult a continuous time transfer function model with zero or first
order Padè approximation of time delay. Another paper of this
nature is the one from Ananth & Chidambaram [1], in which
parameters are obtained from closed loop step responses. Us-
ing data coming from this configuration, a first order plus time
delay model is constructed.
The aim of the work presented in this chapter is the definition
of a subspace method that permits to obtain consistent models
for unstable systems.
This chapter is organized as follows.
• In section 4.2 abbreviations and symbols used through the
chapter are described.
• In section 4.3 theoretical basis of the proposed method are
reported.
• In section 4.4 a practical example is tested.
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• In section 4.5 conclusions are showed.
4.2 BASIC DEFINITIONS AND ASSUMPTIONS
In order to give the theoretical basis to the proposed identifi-
cation method, a particular notation is introduced, and some as-
sumption are presented. First of all, linear discrete time-invariant
state-space systems in the following form are considered:
xk+1 = Axk +Buk
yk = Cxk + vk
(4.1)
in which x ∈ Rn is the state, u ∈ Rm is the input, y ∈ Rp is the
output, v ∈ Rp is a stochastic noise, A ∈ Rn×n, B ∈ Rn×m and
C ∈ Rp×n are system matrices.
As said, some assumptions need to be introduced. In particular,
the first one deals with stabilizability and observability of the
system:
Assumption 4. The pair (A,B) is stabilizable and the pair (A,C) is
observable.
Then, assumption 5 must hold for noise v in order the system
can be identified using a subspace method:
Assumption 5. The noise vk is white, and statistically independent
from past outputs and inputs, i. e.E{ykv ′j} = 0 and E{ukv
′
j} = 0 for all
j > k.
Eventually, introducing the following assumption 6, the mean-
ing of L and M indices is explained:
Assumption 6. Data vectors (u, y) are collected for L =M+ 2i− 1
sampling times, namely from sample time 0 to sample time L− 1.
4.3 A SUBSPACE METHOD FOR UNSTABLE SYS-TEMS
As previously stated in section 4.1, several identification meth-
ods can give sub-optimal results when tested on data generated
by an unstable system. The reason for this behavior is purely
computational, as it will be clear in the next paragraphs. In
particular, it will be showed that subspace methods proposed
in Pannocchia et al. [27] and reported in this work in chapter 1,
and other similar identification methods lead very often to low-
quality results. As it will be clear, the reason for this is the least
squares approximation used in these methods to obtain B ma-
trix.
In this work, a solution is proposed. A “step by step” least
square problem is considered, which recalls the construction of
a n-step ahead predictor, where n represents the order of the
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system. This method recovers A and C matrices using the same
subspace projection in Huang et al. [15] such as the method dis-
cussed in section 1.3. Experimental evidences have showed that
this approach gives usually acceptable results even in case of
data generated by an unstable system as it will be showed in
case study section, so no modifications are needed for this pur-
pose. Using the method introduced in this chapter, B is obtained
adopting a novel regression on data, which does not suffer of
numerical problems such as the classical least squares approach.
This feature depends on its particular formulation, as it will be
showed in section 4.3.1. From now on, Aˆ and Cˆ matrices, that is
the estimations of A and C will be considered as known, calcu-
lated using the method introduced in chapter 1.
4.3.1 Issues in calculating B in unstable systems
Since A and C matrices do not present particular problems in
recovering, even if data comes from unstable systems, B matrix
estimation can be difficult. Several methods, such as the one pre-
sented in Pannocchia et al. [27] and reported in chapter 1 recover
B matrix directly from data, performing a least square problem
on predicted values of yk.
In these works the predicted value of outputs, that is yˆk, is com-
puted using a regression on data similar to the one in eq. 4.2
yˆk = Cˆ
k−1∑
j=0
AˆjBuj = fk(B). (4.2)
where Aˆ and Cˆ represent the estimation of real system matrices
A and C. It can be noticed that in (4.2) a term Aˆj is present, and
this explains why this kind of methods does not work with un-
stable systems. Supposing that Aˆ is a consistent estimate for A,
it happens that being A unstable almost one of the eigenvalues
of Aˆ is major than 1. The presence of that unstable eigenvalue
leads to a rapid increase of Aˆj as j growth. For example, consider
the Aˆ = A matrix reported in eq.4.3. Its eigenvalues, which can
be easily obtained, are ρ1 = 1.17 and ρ2 = 0.83.
Aˆ = A =
[
1.1 0.1
0.2 0.9
]
(4.3)
Aˆj assumes the values in table 6 when j increase: It is not rare
that the maximum value of k in equation 4.2 is more than 1000,
being k the number of available data. Such a situation leads
clearly to numerical problems in least squares approximation,
because a large number of terms in equation 4.2 become negli-
gible (notice that in case k = 1000, a term Aˆ999 is present), and
in particular the closest to time k. This situation is problematic
because these occurrences are actually the ones that mostly in-
fluence the value yk, as it is easy to understand.
Main idea presented in this work is to find Bˆ, that is a con-
sistent estimation of B, by defining a predictor based on an OE
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Table 6: Values assumed by Aˆj with A from the (4.3) as j increases
j Aˆj
10
[
3.93 1.38
2.77 1.16
]
50
[
2320.6 849.4
1698.8 621.8
]
100
[
6.83 · 106 2.5 · 106
5 · 106 1.83 · 106
]
model consistent with A and C matrices recovered using the
method in section 1.3. This approach permits to bypass the men-
tioned issue for the presence of Aˆj, as it will be showed in next
sessions.
4.3.2 Reorganizing the state space model of the process
Consider the model in (4.1). Using the q operator, it is easy to
reorganize the state equation of this formulation as in eq. 4.4
xk+1 = Axk +Buk
qIxk = Axk +Buk
(qI−A) xk = Buk
xk = (qI−A)
−1Buk
(4.4)
Now, substituting this result in the outputs equation of the model,
the (4.5) is obtained
yk = C(qI−A)
−1Buk + vk. (4.5)
It is possible to see that in this equation A matrix appears with
a power of 1. For this reason, if it were possible to use this equa-
tion for the calculation of B, it would not suffer for numerical
problems unlike the methods previously mentioned.
For this reason, starting from (4.5), a suitable predictor needs
to be defined in order to obtain the estimate Bˆ. Being as previ-
ously stated Aˆ and Cˆ the estimates of process matrices obtained
using the “standard” subspace method reported in chapter 1, it
is easy to obtain the predictor in the (4.6), where the only un-
known is B
yˆk = Cˆ(qI− Aˆ)
−1Buk. (4.6)
The presence in this expression of the term (qI−A)−1 requires
a particular attention. Indeed, it is not easy to use this predic-
tor directly in an identification algorithm because of this term,
which has not a simple analytic representation. For this reason,
it must be converted in a useful expression for the calculation of
B. In order to perform this task, recall the definition of inverse
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matrix. Given a matrix G ∈ Rq×q, its inverse G−1 has the form
reported in eq. 4.7
G−1 =
adj G
detG
(4.7)
where adj G is the adjugate matrix of G.
The adjugate matrix can be constructed in several steps, as indi-
cated below:
• define the minor Mij as the determinant of the matrix ob-
tained removing the i− th row and the j− th column from
matrix G
• define the cofactor matrix C elements as
Cij = −1i+jMij (4.8)
• find the adjugate matrix of G as the transpose of C, that is
adj G = C ′.
This definition confirms that it would be hard to construct an
analytical expression for the adjugate matrix. However, it will
be show that this difficulty can be bypassed using an indirect
method for the calculation of adj G, such as the one described in
this chapter.
4.3.3 Defining a stable predictor for the model
Combining the (4.5) and the (4.7), considering that G = (qI−A),
it is possible to obtain equation 4.9:
yk = C
adj (qI−A)
det (qI−A)
Bˆuk + vk (4.9)
Now, analyze the term det (qI−A). It is a scalar equation in q
(just recall that the determinant of a matrix is always a number),
so it is possible to multiply both the sides of the equal sign for
this term. Performing this,the (4.9) is transformed in eq. 4.10
A(q)yk = B(q)uk +A(q)vk (4.10)
where it is straightforward to notice that
A(q) = det (qI−A)
B(q) = Cadj (qI−A)B
(4.11)
At this point, a consideration must be done. Equation 4.10
presents a dynamic for the noise term vk. This means that the
noise contribution to the output value has not the characteristics
of a white noise, but those of a colored noise (for the meaning of
white and colored noise, see section 5.3.2).
For this reason, a least square method cannot be applied to
eq. 4.10 without modifying its structure, because in this case
the estimation Bˆ would not converge to the real value of B. One
of the solutions could be to filter uk through the dynamic of
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A(q)−1 instead of multiplying both the sides of equal sign for
A(q), obtaining in this way
yk = B(q)u
F
k + vk (4.12)
where uFk = A(q)
−1uk. Unfortunately, the instability of the filter
A(q) does not permit this operation on uk.
In order to address this problem, recalling equation 4.9 and
using the variables A(q) and B(q) in equation 4.11 it is easy to
obtain
yk =
B(q)
A(q)
uk + vk (4.13)
This represents an unstable Output Error model, for which an
identification method can be found in the work by Forssell and
Ljung [7]. This method starts from the decomposition of the
unstable filter A(q) into two different parts
A(q) = As(q) ·Au(q) (4.14)
As(q) and Au(q) are respectively the stable and unstable part of
the filter. Considering this decomposition, a new model can be
defined, namely the following
yk =
B(q)
A(q)
uk +
Au(q)
∗
Au(q)
vk (4.15)
where Au(q)∗ is the monic polynomial whose zeros are equal
to the zeros of Au(q) reflected into the unit disc, and so it is a
stable filter. This filter has the following expression: defining
Au(q) as
Au(q) = 1+ a
u
1q
−1 + · · ·+ aunq−n (4.16)
the filter Au(q)∗ is constructed as
Au(q)
∗ = 1+
au1
aun
q−1 + · · ·+ 1
aun
q−n (4.17)
Forssell and Ljung demonstrated under mild conditions that
the estimates of the model in the (4.13) and of the one in the (4.15)
converge asymptotically to the same value when they are identi-
fied using a prediction error method.
The importance in defining the model in equation 4.15 is that
Au(q)
∗ is stable, and for this reason the predictor for this sys-
tem is stable.
Actually, the predictor formulation results
yˆk =
B(q)Au(q)
A(q)Au(q)∗
ut +
(
1−
Au(q)
Au(q)∗
)
yk =
=
B(q)
As(q)Au(q)∗
uk +
(
1−
Au(q)
Au(q)∗
)
yk
(4.18)
which represents clearly a stable predictor, being both As(q) and
Au(q)
∗ stable filters.
At this point, a stable predictor for the system is defined. As it
is possible to see, it depends on A(q) and B(q) structures, which
on the contrary were not defined yet. For this reason, next step
will be the definition of a computation method for both these
two.
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4.3.4 Computation of A(q) and B(q)
As it was showed, eq. 4.13 was obtained with a simple reorgani-
zation of the model in equation 4.1.
Actually, this operation is no more than a formal change, because
it does not give any additional information on the calculation of
B in practice. This is related to the fact that the structure of
A(q) and B(q) has not been analyzed accurately till now, and
so no method for the definition of their known part (namely the
one which can be calculated starting from Aˆ and Cˆ) has been
presented. This task will be performed in this section.
Obtaining A(q)
The first structure that will be analyzed is the structure of A(q),
because its definition is straightforward. From equation (4.11) it
is known that A(q) = det(qI−A), that is A(q) is the character-
istic polynomial of A matrix.
It is obvious that, being Aˆ the estimation of the real A matrix, in
practice it will result A(q) = det(qI− Aˆ).
So, being Aˆ note, and in particular being note its eigenvalues, it
is possible to obtain the expression in (4.19)
A(q) = det (qI− Aˆ) =
n∏
j=1
(q− λj) =
n∑
j=0
αn−jq
n−j (4.19)
where λj are the eigenvalues of A and αn−j the coefficients of
the corresponding filter. Finally, n is the order of the system.
Obtaining B(q)
As previously stated, it is not simple to derive an analytical ex-
pression for B(q) starting from its formal definition, so a differ-
ent approach is needed. For this purpose, eq. (4.13) can be con-
sidered. Once B(q) is found, its value can be used to construct
the new system in equation 4.15 and perform a linear regression.
Looking to equation 4.13, it appears very similar to a TF expres-
sion. For this reason, express the system in eq. 4.1 in a general
TF form. It results eq. 4.20
yk = F(q)uk + vk =
F1,1(q) . . . F1,m(q)... . . . ...
Fp,1(q) . . . Fp,m(q)
uk + vk. (4.20)
Everyone of the Fr,s in (4.20) has the standard TF form re-
ported in (4.21), where pr,sj and z
r,s
j correspond to the value of
poles and zeros of the various system.
Fr,s =
∏l
j=1(q− z
r,s
j )∏n
j=1(q− p
r,s
j )
. (4.21)
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At this point, consider that deriving (4.20) from (4.1), the poles
are the same for everyone of the Fr,s. This statement can be
expressed with equation 4.22
p
r,s
j = pj ∀ r, s. (4.22)
In particular, for the same reason, the poles are equal to the
eigenvalues of A, as it is reported in equation 4.23
pj = λj (4.23)
with λj from eq. 4.19. Now it is easy to see that, holding the (4.23),
the (4.24) can be derived
n∏
j=1
(q− pj) =
n∏
j=1
(q− λj) = A(q). (4.24)
As it was expected, the first result is clear. The dynamic of
the system depends only on A(q) and consequently on Aˆ, from
which A(q) derives directly. So, rewrite the (4.20) as the (4.25)
yˆk = F(q)uk + vk =
=
O11(q) . . . O1m(q)... . . . ...
Op1(q) . . . Opm(q)

A(q)
uk + vk
(4.25)
where Fij =
Oij
A(q) .
Multiplying both the sides of this equation by A(q), it is easy to
obtain the eq. 4.26
A(q)yˆk =
O11(q) . . . O1m(q)... . . . ...
Op1(q) . . . Opm(q)
uk +A(q)vk
= O(q)uk +A(q)vk
(4.26)
from which it results that
O(q) = B(q) (4.27)
from a simple comparison with equation 4.10. This is an impor-
tant results, because it is possible to say that B(q) is the matrix
of numerators of the system expressed in the form of transfer
function.
The task now is to recover Bˆ matrix from the (4.27). Using the
Kronecker product, it is possible to rewrite the term O(q)uk as
in the (4.28)
Vec B(q)uk = (u ′k ⊗ Ip)Vec B(q) (4.28)
Looking to B(q) in (4.11), it is clear that its expression is linear in
Bˆ. So, it is possible to differentiate that term w.r.t. the elements
of Bˆ and rearrange, obtaining the (4.29)
Vec B(q)uk = (u ′k ⊗ Ip)JBVec B, (4.29)
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where
JB(r,s) =
∂(Vec B(q))r
∂(Vec B)s
. (4.30)
Next steps to be performed are straightforward. Consider at
this point, once B(q) is defined, the system in equation 4.15.
Such as in every prediction error method, the predictor can be
used is a linear regression on data in order to minimize the mis-
match between real and predicted value for the system, that is
yk − yˆk. The expression for this difference in case of the model
of equation 4.15 is reported in the (4.31).
yk − yˆk = −
B(q)
As(q)Au(q)∗
uk +
(
Au(q)
Au(q)∗
)
yk (4.31)
Furthermore, it is clear that in the right side of equation 4.31 the
only unknown is represented by Vec B. This is because B(q)
depends on this term, while yk, uk, A(q), Au(q), As(q) and
Au(q)
∗ are known.
For this reason, this equation can be used for estimating Vec B.
The (4.31) can be expressed in vectorial form considering the
totality of available sampling times, and it results
en = −
[
(uFnk )
′ ⊗ Ip
]
JBVec B+yn =
= −ΦnVec B+yn
(4.32)
where
en =

y0 − yˆ0
y1 − yˆ1
...
yL−1 − yˆL−1
 yn =

yFn0
yFn1
...
yFnL−1

Φn =

]
(uFn0 )
′ ⊗ Ip
]
JB[
(uFn1 )
′ ⊗ Ip
]
JB
...[
(uFnL−1)
′ ⊗ Ip
]
JB

(4.33)
Φn and yn can be computed from the A(q) and B(q) matrices
and from the filtered data sequence yFn. yFn derives from the
filtration of the data sequence y through the stable filter given
by (Au(q)∗)−1 and Au(q), that is
yFn =
Au(q)
Au(q)∗
y (4.34)
Similarly, it is possible to define the data sequence uFn using the
filters (Au(q)∗)−1 and As(q)−1
uFn =
1
Au(q)∗As(q)
u (4.35)
Finally, A(q) and B(q) values can be obtained using the same
methods previously introduced for the case of absence of noise,
because as it is possible to notice, they are the same of equa-
tion 4.13.
4.3 A SUBSPACE METHOD FOR UNSTABLE SYSTEMS 73
At this point, the operation to be performed in order to find
the estimate Vec B and consequently the estimate Bˆ is
ˆVec B = arg min
Vec B
(yn −ΦnVec B)
′ (yn −ΦnVec B) (4.36)
which solution is clearly given by
ˆVec B = Φ+nyn =
(
Φ ′nΦn
)−1
Φ ′nyn (4.37)
In this way, a consistent estimation of the matrix B is obtained.
Unfortunately, no methods for the calculation of JB(q) were in-
troduced till now, so the last task is finding a way to obtain an
expression for this one.
From B(q)(q) to Vec B
Equation 4.29 gives the analytical solution for the problem of re-
covering Vec B from B(q), but it is hard to apply it in practice
because of the difficulties in expressing JB(q).
For this reason, a shortcut procedure was developed for complet-
ing this task: recalling the (4.26), it is clear that everyone of the
Or,s(q) is a function of B terms.
Consider now that yk = yˆk + vk, or equivalently yˆk = yk − vk.
Then ,define a new system, described in equation 4.38
xˆ
r,s
k+1 = Axˆ
r,s
k + E
r,sbr,suk
yˆ
r,s
k = Cxˆk
(4.38)
where br,s = B(r, s).
Er,s ∈ Rn×p is a matrix defined as in the (4.39)
Er,s(r¯, s¯) =
{
1 r¯ = r, s¯ = s
0 r¯ 6= r, s¯ 6= s (4.39)
From the latter equation it is clear that
B =
n∑
r=1
m∑
s=1
Er,sbr,s. (4.40)
Using the previous results, it is possible to demonstrate1 the (4.41)
and consequently the (4.42).
xˆk =
n∑
r=1
m∑
s=1
xˆ
r,s
k (4.41)
yˆk =
n∑
r=1
m∑
s=1
yr,s = C
n∑
r=1
m∑
s=1
xˆ
r,s
k (4.42)
In particular, the latter says that yˆk is equal to the sum of the
n ·m models that generate the states sequences xˆr,s.
Using the latter result, equation 4.38 and the (4.40) it is possible
1 See the appendix at the end of this chapter
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to obtain the (4.44), which shows clearly the separate contribu-
tions of the terms of B.
yˆ
r,s
k = C(qI−A)
−1Er,sbr,suk =
Or,s(q)br,s
A(q)
uk (4.43)
In this equation, Or,s(q) represents the matrix of numerators of
the transfer function for every single system given by the matri-
ces A, Er,s and C. A simple reorganization leads to
A(q)yˆr,sk = O
r,s(q)br,suk = u
′
k ⊗ IpVec Or,sbr,s (4.44)
Now, recall that yˆk = yk − vk and apply the result in (4.44) to
the (4.42)
A(q)yk =
(
u ′k ⊗ Ip
) [
Vec O1,1(q) Vec O2,1(q) . . . Vec Op,m(q)
]

b1,1
b2,1
...
bp,m
+
+A(q)vk
It is easy to see that in this equation there is the presence of a
term equivalent to that in the (4.29), and so an useful expression
for calculating JB is obtained. From this and eq. (4.29), indeed,
it results the (4.45)
JB =
[
Vec O1,1(q) Vec O2,1(q) . . . Vec Op,m(q)
]
(4.45)
So, the computation of JB can be performed by the definition of
the systems in the 4.38 in a TF form. In the end, few steps are
needed to obtain an expression for the calculation of B:
• define a series of n ·m state space models with matrices Aˆ,
Er,s and Cˆ with Er,s from the (4.39);
• find for everyone of them the correspondent TF expression;
• construct JB as in the (4.45) using the numerators of the
various TF.
• solve a least square problem to find Vec Bˆ, the estimate of
Vec B
4.4 CASE STUDY
In this section, a testing case study is reported. For this exam-
ple, three different subspace algorithms were tested, that is the
one presented in this chapter for unstable systems identification,
the original projection method by Huang et al. [15] and N4SID
algorithm in the formulation implemented in Matlab. Method
presented in Pannocchia et al. [27] was not compared with the
others because of the numerical problems it presents when used
on unstable system data.
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Table 7: CVs, MVs and outputs for CSTR process of figure 29
Variables
CV T , h
MV Tc, F
Outputs c, T , h
4.4.1 CSTR reactor and simulation generalities
Proposed algorithm was tested on an unstable process, namely
the one showed in figure 29. It is a stirred CSTR reactor, with
CVs and MVs reported in table 7.
FC
TC
Tc
h
T inc
F0, c0, T0
F, c, T
Figure 29: CSTR reactor
From the curves of heat and material balance for that reactor,
it is possible to find the equilibrium states of the system.
It results that this system has three different equilibrium states.
The curves are plotted in figure 30 while the value of process
outputs at the various equilibrium states are reported in table 8
Table 8: Equilibrium points values for CSTR heat-material balance of
figure 30
Eq. point c[mol/l] T[oC] h[m] stability
# 1 2.92 306.5 0.372 stable
# 2 1.68 355 0.372 unstable
# 3 0.175 414 0.372 unstable
For this analysis, the values for point #3 equilibrium state is
selected.
76 SUBSPACE IDENTIFICATION OF UNSTABLE SYSTEMS
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
260 280 300 320 340 360 380 400 420
C
on
ve
rs
io
n
Temperature(K)
1
2
3
Mass balance
Heat balance
Figure 30: CSTR heat-material balance
Real system matrices for the system at this equilibrium point
assume the following values
A =
 0.43 −0.052 0.39−3.36 1.11 −3.12
0 0 1
 ,
B =
−17.13 −0.02116.1 0.71
−82.71 0
 ,
C =
1 0 00 1 0
0 0 1
 .
(4.46)
This system has been used as real process in order to generate
data for identification. A CL scheme for the process has been
designed using an MPC algorithm. This controller was based
on the following “erroneous” model, obtained from an identifi-
cation on a data set which presented a very high noise to ratio
level.
A =
 0.918 0.23 0.210.058 0.9 −0.12
−0.065 −0.35 0.94
 ,
B =
−108.2 −4.1160.6 2.9
−329.2 −4.9
 ,
C =
−0.0023 0.071 0.034−0.42 0.53 0.4
−0.01 −0.019 −0.005
 .
(4.47)
An output disturbance model for MPC structure was considered
during data collection.
Results will be showed using two different approaches. As
previously said, the proposed method derives from Huang et
4.4 CASE STUDY 77
al. [15], and permits to recover A matrix (that is the poles of
the system) and simultaneously C matrix from the observabil-
ity matrix of the system. So, for system dynamics identifica-
tion, a Monte Carlo simulation will be performed in order to
demonstrate that system poles value can be estimated consis-
tently using the method adopted in this chapter. Furthermore, it
will be showed that the obtained values for poles are better w.r.t.
the ones coming from an identification performed using N4SID
method. Finally, for poles identification, it will be showed that
the quality of the estimates increases as the number of data in-
creases using the proposed method. Even in this case, a compar-
ison is made with poles values coming from a N4SID identifica-
tion.
In the second approach for presenting results, the overall model
evaluation of various methods is checked. It will be showed that
numerical problems will not affect the proposed algorithm in
performing this operation, and it will be showed that a model
obtained using the approach introduced in this chapter results
usually better than models obtained with other kinds of algo-
rithms.
For this purpose, it is necessary to define a β parameter to mea-
sure the quality of obtained models. This is necessary because
the particular system that has been considered presents an inte-
grator, so it is not possible to compare the steady state gains. In
case of the presence of an integrator in the system, indeed, the
system steady state gain assumes an infinite value, so this pa-
rameter cannot be used. So, gains coming from the system are
compared in a frequency limited domain, in order not to reach
the steady state value. β(iω) is defined as follows
β(ω) =
(
Gˆ(eiω) −G(eiω)
)
./G(eiω) (4.48)
where G is the real system transfer function and Gˆ in the iden-
tified system transfer function. Using a Matlab notation, the
operator ./ indicates the element by element division, that is,
given two matrices W ∈ Rt×s and V ∈ Rt×s,
W./V =

w1,1
v1,1
. . .
w1,s
v1,s
...
. . .
...
wt,1
vt,1
. . .
wt,s
vt,s
 (4.49)
β(ω) is then a measure of gains difference between identified
model and real process at each frequency. It is easy to see that,
the closest the gain to the real value, the closest β to 0. Results
for the proposed method will be compared with the ones com-
ing from N4SID and standard orthogonal projection algorithm
presented in Huang et al. [15].
4.4.2 Model identification results
The first operation that was performed was the recovering of
poles from data. As clear, this operation shows how well the
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proposed method can recover the value of A matrix from data
sequence.
For this operation, a Monte-Carlo simulation was performed on
100 different data sequences, and the results are showed in fig-
ure 31. In this figure, proposed method and orthogonal pro-
jection method are reported in the same plot, because their ap-
proach to pole calculation is exactly the same. A gbn set-point
changes sequence on outputs #2 and #3 is sent to the system
for the generation of the data sequence. Figure 31 shows clearly
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Figure 31: Poles values for system in eq. 4.46 for the proposed method
and projection method (top) and for N4SID identification
method (bottom)
that proposed method and projection method work better than
N4SID for pole recovering.
Furthermore, it is interesting to investigate if the value of sys-
tem poles converge to the real value when the number of data
increase. For this reason, figure 32 is reported. In this fig-
ure, the continuous line represents the real value of poles, the
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dashed line represents the proposed (and the orthogonal pro-
jection method) while the dot-dashed line represents the N4SID
method in Matlab implementation. It is possible to see that,
except for some edges due to numerical matters in the bottom
figure, the estimates of the pole converge to the real values as
the number of samples increases.
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Figure 32: Poles convergence for system in eq. 4.46 for increasing num-
ber of data. #3 equilibrium point
As previously showed, the overall quality of identified models
is compared using β parameter introduced in equation 4.48. A
data set of 2000 sampling times was defined using a closed loop
scheme, then the three different identification methods were tested
on these data. β was calculated for the obtained models, and the
values it assumed are reported in table 9. Noise magnitude for
these data is about the 10% of the whole output signal magni-
tude in every channel.
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Table 9: β(ω) values for proposed method(left), projection
method(center), and N4SID(right)
Proposed Method Projection Method N4SID
u1 u2 u1 u2 u1 u2
y1 0.125 0.26 0.77 0.73 15.65 77.4
y2 0.177 0.15 0.69 4.04 2.62 1.21
y3 0.085 0.02 0.83 0.95 1.52 0.33
Looking at table 9, it results clear that the proposed method
gives better results than the other methods in terms of overall
model quality.
4.4.3 Comparison between identified model based MPC
Consider now a noisy data set for identification, generated using
the model of equation 4.47. Matrices in table 10 were used for
MPC tuning.
Table 10: MPC tuning matrices used to collect data for identification
Q
0 0 00 1 0
0 0 1

R
[
0 0
0 0
]
S
[
1 0
0 1
]
Hy
[
0 1 0
0 0 1
]
Measurement noise covariance is equal to
cov (v) = 0.01I (4.50)
and a GBN set-points sequence of magnitude 1 on outputs #2
and #3 is considered for identification.
Data were collected for 3000 sampling time, and several models
were identified using a part of the whole data sequence. In par-
ticular, four models were identified, using respectively the first
1500, 2000, 2500 and 3000 occurrences of data matrices. Then,
four different MPC based on these models were designed, and
their performance in terms of SP following are measured.
This was done both making a visual comparison of the plots
and considering the value of the cost function
Φ =
1
2
[
(yk − ys)
′Q(yk − ys) + (uk − uk−1) ′S(uk − uk−1)
]
(4.51)
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which represents a simplified version of the MPC dynamic prob-
lem.
In figure 33 the response to a SP step variation of the identified
models is reported. A −0.5 step is sent to output #3 at sampling
time 15, and a 0.5 step is sent to output #2 at time 30. For this
comparison, non noise was used in order to show better the
behavior of models. It is possible to see that, obviously, the more
the data used for identification, the better the model in terms of
“similarity” of its response to that of the true model based MPC.
In order to measure this “similarity”, values of φ parameter
in equation 4.51 for the various models are reported in table 11
Table 11: Values of Φ parameter for the MPC systems of figure 33
model Φ value
True Process 0.869
1500 Samples 0.94
2000 Samples 0.9
2500 Samples 0.876
3000 Samples 0.874
It is easy to see that the model obtained using the 3000 data
samples is better than the others using this approach too, as it
was expected. Indeed, it represents the closest value to that of
the MPC based on real process.
4.5 CONCLUSIONS
In this chapter, a subspace method for unstable system identifi-
cation was presented. The method appears to work with data
coming from OLU systems better than standard subspace iden-
tification methods such as N4SID, original projection method by
Huang et al. [15] and method in Pannocchia et al. [27].
The method is based on the method by Huang et al. [15] for
the calculation of the system dynamics, that is A matrix (and
consequently C matrix). On the other hand B matrix is obtained
from data using a particular regression that does not contains
high powers of the unstable A matrix. Using the approach in
Forssell and Ljung [7], a system with a stable predictor is de-
fined, which converges to the value of the real system as data
occurrences tends to infinity. This new system permits to filter
u and y data using a stable filter. In such a way, a consistent
estimate of B matrix can be obtained performing a regression on
filtered data matrices.
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Figure 33: Step response for MPC based on identified models.
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APPENDIX TO CHAPTER 4
In this appendix, a proof of the (4.41) is presented. Starting from
the (4.1), it results that
xk =
k∑
j=1
Aj−1Buk−j
Consider now the (4.38). From this one, it result easily that
x
r,s
k =
k∑
j=1
Aj−1Er,sbr,suk−j.
Now, substitute the latter expression in the (4.41). Doing this, it
results
xk =
n∑
r=1
m∑
s=1
k∑
j=1
Aj−1Er,sbr,suk−j =
=
k∑
j=1
Aj−1
n∑
r=1
m∑
s=1
Er,sbr,suk−j
.
But for the 4.40 B =
∑n
r=1
∑m
s=1 E
r,sbr,s, so
xk =
k∑
j=1
Aj−1Buk−j
which demonstrates the thesis.
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5.1 INTRODUCTION
MPC algorithm, as introduced in the previous chapters of this
thesis, is one of the most used optimization scheme in industrial
life for driving chemical plants. As it is possible to read in the
survey by Qin & Badgwell [30], especially during the last years
there has been a large diffusion of this kind of controller, with
many new applications.
MPC technology has been developed widely in the last twenty
years, from several point of view. Actually, in the whole MPC
theory, the field that has gained less attention is represented by
performance monitoring field and related problems. This is an
important lack, because a well designed monitoring technique
permits to get the best possible results from an MPC, through
correcting its design specifications in case of sub-optimal perfor-
mances.
Actually, several papers dealing with the topic of MPC moni-
toring were presented. For example, a paper dealing with these
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subjects is the one from Loquasto & Seborg [21]. In that one,
the authors perform a pattern recognition of data using a PCA
approach. This analysis is based on the idea that data coming
from a plant which is not working in optimal conditions can be
divided in several classes, in dependence of the problem that
caused the loss of performance. In other words, if data coming
from a system are analyzed using particular approaches such as
the one described in the mentioned work, they belong to differ-
ent pattern in case the system works in nominal (optimal) condi-
tions or it is affected by some kind of mismatch.
Data sets are assigned to different patterns using some statistical
properties: in case of the Loquasto & Seborg paper, for example,
a PCA approach is used and correspondent T2 and Q parameter
are introduced. In this way, it results that it is possible to discern
between the different sources of problems in case of performance
degradation in the plant.
Argawal et al. [2] proposed a probabilistic approach to the
MPC performance assessment based on the analysis of constraints.
As a related result of this approach, the authors also introduced
some rules for MPC tuning which derives directly by the consid-
erations made on constraints. Their work is particularly inter-
esting because they focused on the maximum achievable perfor-
mance using MPC scheme. Actually, this is not the first example
of paper introducing this concept, because it can be found in sev-
eral works before. One of these works is for example the paper
of Pathwardan & Shah [29], which deals with the most impor-
tant limiting conditions for MPC performance, such as model
uncertainty, non-linearities, sampling time etc..
Recently, another paper dealing with performance monitor-
ing was presented by Yu & Qin [39]. It contains a statistical
approach to the problem of performance monitoring, based on
a data-driven covariance analysis. In other words, process per-
formances are measured using a performance index which con-
siders the actual variation of data with respect to the variation
of a standard set. This standard set is a set of data collected dur-
ing a period in which the performance of the controller can be
considered satisfactory.
This chapter presents a way to assess the optimality of the con-
trol action of an MPC scheme working with a Kalman filter, and
to discern the cause of low performances if present. With respect
to the methods previously introduced, it deals with the analysis
of the prediction error sequence, which will be introduced in the
following chapters.
This method is based on a work by Harrison [12]. In that work,
the problem of MPC monitoring was studied and a result was
given in case the MPC action is linear and no set-point changes
are given to the system. Unfortunately, MPC action is not lin-
ear in general, e. g. for the presence of bounds, and in addiction
SP changes are not rare. These limits make the method in [12]
useful only for certain types of data. In the present chapter, an
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extension is performed, and a method to avoid those restriction
is proposed.
This chapter is organized as follows:
• in section 5.2 notation and assumptions are introduced.
Prediction error is also defined;
• in section 5.3 prediction error analysis theory is described;
• in section 5.4 selected method for recovering the observ-
ability matrix from data is introduced;
• in section 5.5 a case study for parameter estimation and
method application is showed;
• in section 5.6 conclusion for this chapter are reported.
5.2 GENERALITIES AND NOTATION
In this chapter, MPC monitoring is performed analyzing the sta-
tistical properties of prediction error sequence.
Before presenting the proposed method, some basic concepts
must be introduced. In particular, the expressions for describing
real system and MPC model are introduced, and the prediction
error is defined.
5.2.1 Real system
In this analysis, the real process is represented by a discrete time
linear state space system. With respect to the standard model
introduced in chapter 1, in this chapter the model is completed
with Bd and Cd matrices as in equation 5.1. This expansion of
the model permits to describe the case in which a disturbance is
entering into the system.
xk+1 = Axk +Buk +Bddk +wk
yk = Cxk +Cddk + vk
(5.1)
In this equation, xk ∈ Rn is the state, uk ∈ Rm is the input,
yk ∈ Rp is the output, dk ∈ Rp is a disturbance entering into
the system. (A,B,C) represent the model of the process, while
Bd and Cd are the real disturbance model. In the end, wk ∈ Rn
and vk ∈ Rp are stochastic noises. For these two, the following
assumption holds:
Assumption 7. wk ∈ Rn and vk ∈ Rp are random white noises
with normal distribution.
5.2.2 MPC process model
Process model used in MPC is introduced in (5.2). It is an ex-
tended model, that is it includes a model for a certain number
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of fictitious integral disturbances. This extension is required in
order to guarantee the absence of offset on the controlled vari-
ables. As stated by Rawlings & Pannocchia[28], offset-free con-
trol in an MPC scheme can be achieved using as many fictitious
disturbances as outputs, that is p in the notation introduced in
this work. Roughly speaking, fictitious disturbances are addi-
tional states which “measure” the off-set in variables and use
this value in the definition of the control action, giving an inte-
gral action to the controller.
As already said, in (5.2) the model used in MPC is presented[
xˆk+1|k
dˆk+1|k
]
=
[
Aˆ Bˆd
0 I
] [
xˆk|k
dˆk|k
]
+
[
Bˆ
0
]
uk
yˆk =
[
Cˆ Cˆd
] [xˆk|k−1
dˆk|k−1
] (5.2)
In this equation xˆ ∈ Rn is the calculated state, dˆk ∈ Rp is the
integrating disturbance. (Aˆ, Bˆ, Cˆ) are the system model matri-
ces, (Bˆd, Cˆd) are the disturbance model matrices. Note that
dim {xk} = dim {xˆk}, that is the real process and the model
have the same order.
The meaning of double indexes (like k|k) was already introduced
in chapter 2: the left index indicates the time at which the value
is predicted, while the right one indicates the time at which it is
filtered using the real output value and the calculated one, such
as in equation 5.3:[
xˆk|k
dˆk|k
]
=
[
xˆk|k−1
dˆk|k−1
] [
Lx
Ld
]
(yk − yˆk) (5.3)
where (Lx,Ld) is the Kalman filter for the process in eq.5.2.
5.2.3 Prediction error definition
Given the expressions for real system and process model, it is
possible to give a definition of prediction error:
Definition 1. Prediction error ek is the difference at sampling time k
between the real output value yk and the output value yˆk “predicted”
by the model used in MPC , that is
ek = yk − yˆk. (5.4)
Following this definition, prediction error expression can be
derived directly from equation 5.1 and equation 5.2, simply sub-
stituting these equations in the (5.4)
ek = Cxk +Cddk − Cˆxˆk|k − Cˆddˆk|k + vk (5.5)
Now, recall the filtering step for states and disturbances per-
formed inside MPC. This is the operation that refreshes the val-
ues xˆk|k−1 and dˆk|k−1 giving the values xˆk|k and dˆk|k, which
was introduced in chapter 2 and is reported in equation 5.3 . It
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is straightforward that this filtering can be expressed using the
prediction error: [
xˆk|k
dˆk|k
]
=
[
xˆk|k−1
dˆk|k−1
]
+
[
Lx
Ld
]
ek (5.6)
where
[
Lx
Ld
]
is the Kalman filter for the process, as previously
stated.
5.3 PREDICTION ERROR ANALYSIS
It has been stated that prediction error at time k is the difference
between the real value of process outputs at that sampling time
and the values predicted by the model used inside MPC at time
k− 1. Analyzing this definition, it is obvious that every problem
that can arise in the controller and which can deviate the MPC
action from the optimality has an influence on prediction error,
because yˆk and consequently ek value depends directly on the
process model and on the process filter.
This suggests that prediction error can be a useful parameter
to measure the behavior of the controller. The main problem
to be addressed is that prediction error is generated by different
contributions, as it is possible to see in eq. 5.5. Indeed, it depends
on real states xk and real disturbances dk, but also model states
xˆk|k and fictitious disturbances dˆk|k, and eventually on process
and measurement noise, that is respectively wk and vk. For that
complexity, it can be difficult to discern which one is the element
that generates problems.
In the following section, a method is proposed to complete this
task. First, an index which permits to recognize the presence of
issues in the control system via a statistic analysis of prediction
error is proposed, then a way for individuating the cause of low
performances in case problems are found is suggested.
5.3.1 Autocorrelation in a time series
One of the methods that can show the presence of issues in con-
trol system is the analysis of autocorrelation for prediction error
sequence. Indeed, the following property holds:
Remark 1. If an MPC scheme works in optimal conditions, that is
process matrices are exactly known and the Kalman filter associated to
the system is optimal, the prediction error autocorrelation parameter is
represented by a white noise sequence.
This statement means that, checking the autocorrelation “white-
ness” for the prediction error sequence of a system, it is possible
to decide if that system works in optimal or in sub-optimal con-
ditions.
Autocorrelation parameter is based on the autocovariance of a
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system: given a scalar variable collected for N sampling times,
that is  ∈ R1×N, the definition of autocovariance for  is re-
ported in eq. 5.7
R(τ) = E
[
k
′
k−τ
]
(5.7)
Normalizing by the value R(0) (that is the covariance of ) it is
possible to obtain the autocorrelation parameter r (τ)
r (τ) =
R(τ)
R(0)
=
E[k
′
k−τ]
E[k
′
k]
(5.8)
This definition can be extended to the case in which  is not a
scalar variable but a vector, that is  ∈ Rp×N with p representing
the number of outputs. This can be done simply considering a
channel at time, that is the autocorrelation of the i− th channel
of , namely i, is represented by
ri (τ) =
E[ik
(
ik−τ
) ′
]
E[ik
(
ik
) ′
]
(5.9)
In case of several channels, everyone of them will be take into
account in the definition of autocorrelation. During the follow-
ing chapter, for simplicity of exposition, all the expression will
be referred to a SISO system where not specified. Results will
also hold for the MIMO case as well.
As introduced before, the task to be performed is to check the
whiteness of autocorrelation sequence. Being r (τ) a stochastic
variable, this can be done defining a confidence interval for r (τ)
and checking for r (τ) to respect it.
F confidence interval of a stochastic variable represents the band
that, statistically, contains the F% of the occurrences of that
variable. This band is calculated around the expected value.
Roughly speaking, defining in case of no autocorrelation
r¯ (τ) = E [r (τ)] (5.10)
as the expected value for r (τ), confidence interval is represented
by
r¯ (τ)± εF
where εF is the confidence bound (or confidence limit).
εF has the following expression:
εF =
ιF√
N
(5.11)
where N represents the number of data of , and ιF derives
directly from the cumulative function of the distribution of . In
this work, the F = 95 confidence limit was considered: having
assumed that  follows a Gaussian distribution, ι95 has a value
of 1.96, that is
ε95 =
ι95√
N
=
1.96√
N
(5.12)
An example is reported to explain this concept. In figure 35 two
different noise sequences are plotted. On the left, there is a stan-
dard white noise sequence, while on the right there is a colored
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Figure 34: Generation of a colored noise sequence
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Figure 35: Plots of a white noise sequence (left) and of a colored noise
sequence (right)
noise sequence. A colored noise is the result of the filtration of a
white noise through a dynamic block, as shown in figure 34. As
a consequence of this filtration, colored noise sequence presents
autocorrelation because everyone of its occurrences depends on
the previous ones.
Analyzing figure 35, it is clear that is very hard to distinguish
between the two different kinds of noises simply basing on their
time plots. Performing the calculation of autocorrelation for
τ = 0 → τmax on these two sequences, figure 36 is obtained,
in which τmax = 100 was chosen. In both the graphs of this
figure, the dashed lines represent the confidence bounds.
From this figure it is possible to see that, for the white noise se-
quence, the limits are respected (the 95% of the occurrences of
the variable are inside the confidence region), while in the case
of colored noise sequence this is not true.
Furthermore, in the second case there are high deviations from
the limits, so it results that the colored noise sequence presents
autocorrelation.
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Figure 36: Autocorrelation plots for a white noise sequence (left) and
for a colored noise sequence (right)
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5.3.2 Definition of θ index
As previously stated, the presence of autocorrelation can be no-
ticed from the autocorrelation sequence plot. However, this op-
eration has a major issue, that is it lacks of objectivity. Indeed,
the use of a simple check on the plot does not guarantee an exact
rule to discern between the case of autocorrelation presence and
the case of no autocorrelation presence. For this reason, different
people could take different decisions for the same plot.
Furthermore, the direct analysis of the plot is an operation that
presents problems to be performed in automatic, so the presence
of an operator is required.
To address these problems, in this work an index θ is intro-
duced. Its formulation, reported in eq. 5.13, is such that the
system is considered affected by autocorrelation if θ > 1.
θ =
1
2
(
noc
nocmax
+
ocmax
ocmaxlim
)
(5.13)
θ is composed by two different parts, that is n
oc
nocmax
and oc
max
ocmaxlim
.
The first one takes into account the number of times the auto-
correlation sequence violates the 95% bounds, while the second
one considers the magnitude of violation.
Both of these terms are analyzed separately:
noc
nocmax
: noc represents the number of violations of the limits in
the sequence, that is the number of star symbols (∗) in fig-
ure 37, while nocmax is the maximum admissible number for
them. nocmax must be set by the user. It should be 0.05τmax
to respect the limit in case τmax → ∞, but for the limited
number of points in the autocorrelation sequence (in this
work, τmax = 100 was chosen as previously said, and so
statistic properties could be affected) it is suggested to con-
sider a larger value.
A standard selection, that has showed acceptable results
during this experience, is nocmax = 0.07τmax (and then
nocmax = 7 in case τmax = 100).Considerations that have
brought to this choice will be analyzed later in the chapter.
ocmax
ocmaxlim
: ocmax is the absolute value of the largest violation
from the confidence bounds, evidenced in figure 37, while
ocmaxlim is the maximum admissible value for that violation.
Experimental evidences have demonstrated that a value
ocmaxlim = 1.5ε95 gives acceptable results, as it will be stated
in the next session.
From this definition, it results directly that in case nocmax = noc
and ocmax = ocmaxlim , θ =
1
2(1+ 1) = 1. So, this is considered
as the limit condition for which the method suggests there is no
autocorrelation in the system, that is{
θ 6 1 → no autocorrelation
θ > 1 → autocorrelation (5.14)
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In table 12 the values for θ and the various parameters used in
θ definition are reported for both the sequences of figure 36. It
is possible to see that autocorrelation is correctly found only in
the colored noise sequence.
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Exceeding points
Figure 37: Graphical representation of the parameters for the calcula-
tion of θ
Table 12: θ value for autocorrelation sequences in figure 36
White noise Colored noise
noc 2 13
nocmax 7 7
ocmax 0.08 0.6
ocmaxlim 0.093 0.093
θ 0.57 4.15
Results no autocorrelation autocorrelation
As already introduced, the guidelines adopted for selecting
the value of nocmax and ocmaxlim are reported extensively in the fol-
lowing sections. For now, it is sufficient to say that two Monte-
Carlo simulations were performed in order to find the most ac-
ceptable values for those variables. For further details, it is rec-
ommended to refer to section 5.5. The system reported in equa-
tion 5.31 will be used for this purpose.
In case of several channels, it is considered that prediction
error sequence is autocorrelated when the mean value of θ for
the various channels is higher than 1. So, for example, if θ1 =
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0.9 and θ2 = 1.2, the mean value is 1.05 and so the system is
considered autocorrelated.
5.3.3 Finding a generating process for the PE sequence
As previously said, θ index gives the possibility of discovering
the presence of autocorrelation in a time series. At this point,
another question arises: if θ shows autocorrelation, which is the
cause that generates this autocorrelation?
In general, it is common to consider three different causes for
suboptimal control (and consequently for autocorrelation in pre-
diction error sequence):
Model mismatch: model adopted inside MPC scheme and for
the definition of the Kalman filter for the process is differ-
ent from the real system, that is A, B, C 6= Aˆ, Bˆ, Cˆ;
Noise covariance mismatch: covariances matrices used for the
calculation of the Kalman filter do not describe the real
noise covariance which is present in the system, so the fil-
ter results suboptimal;
Entering disturbances: one or more unmeasured disturbance
are entering into the system, causing a sudden and unex-
pected variation of the real system states and output that
cannot be predicted by the MPC, resulting in a suboptimal
control action.
Actually, the last two causes have the same solution, that is the
redefinition of the noise covariance matrices for the system, so it
is not important to discern between them.
Harrison [12] has analyzed this problem in the past, and he has
introduced a method for recognize which one of these three
causes of low performance affects the controller. His methods
is based on the analysis of the rank of the observability matrix
of the system that generates the prediction error. This system
derives from a reorganization of the process equation, as it will
be showed later in this chapter.
The whole method of Harrison is not reported here,but an
analysis of his results can be done. On the first, it results clear
that Harrison’s work has several interesting points, such as it
is usually faster than other kind of methods. Furthermore, its
structure gives the possibility of considering simple on-line ap-
plications for that method, which represents probably one of its
most interesting feature.
On the other hand, Harrison’s method suffers for several lim-
itations, in particular due to its basilar hypothesis, that is the
linearity of MPC action. Actually, the control action generated
by an MPC is piece-wise linear, i. e.it is linear for each different
combination of active constraints. Therefore, whenever the set
of active constraints changes, the resulting control action is not
linear. On the contrary, Harrison’s hypothesis can be considered
valid only in case the set of active constraints remains the same
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in time, a condition which is not respected in many cases.
Another problem about Harrison’s method is that it is not valid
in case a set-point change is sent to the system, because this
possibility was not considered in the definition of the algorithm.
Both of these issues are not trivial, because they introduce lim-
itations on data that can be analyzed using this method. For
this reason, an accurate data selection should be performed be-
fore using the method, with a consequent waste of time. Mov-
ing from this issues, an extension for Harrison’s method will be
proposed in this work in order to handle a wider class of data,
possibly every data coming from the plant, without loosing the
interesting features of Harrison’s method.
5.3.4 Definition of the PE generating process
As previously said, Harrison’s method is based on the analysis
of the observability matrix of the system that generates the PE
sequence. In other and simpler words, “the system that gen-
erates the PE sequence” is the one for which the PE sequence
represents the output. The proposed method moves from a sim-
ilar consideration, so even in this case it is needed to define that
model. The difference is that, in case of the proposed method,
no consideration will be made on the linearity of control action,
and the presence of set-point changes can also be possible. For
this last point, indeed, Harrison introduced linearity in control
action and developed the uk control action term, but he did not
consider that it depends also on set-point values, avoiding in
this way the usage of his method in case set-point changes are
present.
The expression of the desired model can be obtained with a
reorganization of eq. 5.1 and eq. 5.2. These two are synthesized
in a unique model in eq. 5.15: xk+1xˆk+1|k
dˆk+1|k
 =
A 0 00 Aˆ Bˆd
0 0 I
 xkxˆk|k
dˆk|k
+
BBˆ
0
uk+
+
I 00 0
0 0
[wk
vk
]
+
Bd0
0
dk
ek =
[
C −Cˆ −Cˆd
]  xkxˆk|k−1
dˆk|k−1
+
+
[
0 I
] [wk
vk
]
+Cddk
(5.15)
This model comes doing some simple mathematics: it is easy to
notice that its states are composed of both the real system and
the process model states. For this reason, its order n˜ is given by
the following expression:
n˜ = real sys. ord.+ proc. mod. ord.+ # of fict. dist. =
= n+n+ p = 2n+ p
(5.16)
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xˆk|k and dˆk|k in equation 5.15 must be expanded, because they
depend on the value ek as it results from eq. 5.6. This leads to
 xk+1xˆk+1|k
dˆk+1|k
 =
A 0 00 Aˆ Bˆd
0 0 I
 xkxˆk|k−1
dˆk|k−1
+
BBˆ
0
uk+
+
 0Lˆx
Ld
 ek +
I 00 0
0 0
[wk
vk
]
+
Bd0
0
dk
ek =
[
C −Cˆ −Cˆd
]  xkxˆk|k−1
dˆk|k−1
+
+
[
0 I
] [wk
vk
]
+Cddk
(5.17)
where Lˆx = ALx + BdLd. This system is not in the standard
state-space form, because of the ek term, which represents the
output variable of the model, appears in the state equation too,
as it is easy to notice.
In particular, the "filtering part" of that equation must be reorga-
nized, namely the one in the (5.18)
 0Lˆx
Ld
 ek (5.18)
Substituting in this equation the value of ek from the (5.17), it
results the (5.19)
 0Lˆx
Ld
 ek =
 0 0 0LˆxC −LˆxCˆ −LˆxCˆd
LdC −LdCˆ −LdCˆd
 xkxˆk|k−1
dˆk|k−1
+
+
0 00 Lˆx
0 Ld
[wk
vk
]
+
 0LˆxCd
LdCd
dk
(5.19)
Now it is simple to substitute the (5.19) in the (5.17), in order to
obtain the desired model. In this way, the formulation in eq. 5.20
is obtained:
x˜k+1 = A˜x˜k + B˜uk + G˜w˜k + B˜ddk
ek = C˜x˜k + D˜ω˜k + C˜ddk
(5.20)
The meaning of the matrices in (5.20) is reported below
A˜ =
 A 0 0LˆxC Aˆ− LˆxCˆ Bˆd − LˆxCˆd
LdC −LdCˆ I− LdCˆd

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B˜ =
BBˆ
0

G˜ =
I 00 Lˆx
0 Ld

B˜d =
 BdLˆxCd
LdCd

C˜ =
[
C −Cˆ −Cˆd
]
D˜ =
[
0 I
]
C˜d = Cd
x˜k =
 xkxˆk|k−1
dˆk|k−1
 ω˜k = [wkvk
]
At this point, the model generating the PE is completely defined.
In next section, the rank of the observability matrix of this sys-
tem will be analyzed and some consideration will be made about
its value.
5.3.5 Analysis of the observability of the PE generating sys-tem
Observability matrix expression for a standard state space sys-
tem was introduced in chapter 1. Now, recalling that definition,
it is possible to say that, starting from A˜ and C˜, the observability
matrix of the system in the (5.20) has the form
O =

C˜
C˜A˜
. . .
C˜A˜n˜−1
 (5.21)
where n˜ is the order of the system, that is
n˜ = 2n+ p.
as previously showed.
Now, analyze the block C˜A˜. It is possible to substitute both the
expression for A˜ and C˜ in its expression, resulting in the (5.22)
C˜A˜ =
[
C˜A11 C˜A12 C˜A13
]
(5.22)
where the blocks C˜A11, C˜A12 and C˜A13 can be expanded as
C˜A11 = CA− CˆLˆxC− CˆdLdC
C˜A12 = −CˆAˆ+ CˆLˆxCˆ+ CˆdLdCˆ
C˜A13 = −CˆBˆd + CˆLˆxCˆd − Cˆd + CˆdLdCˆd
(5.23)
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Now, suppose to be in case in which there is no model mismatch
(Aˆ, Bˆ, Cˆ) = (A,B,C). For this assumption, terms in eq. (5.23)
become
C˜A11 = CA−CLˆxC− CˆdLdC
C˜A12 = −CA+CLˆxC+ CˆdLdC
C˜A13 = −CBˆd +CLˆxCˆd − Cˆd + CˆdLdCˆd
(5.24)
Analyzing the blocks C˜A11 and C˜A21 in equation (5.24) it is clear
that C˜A21 = −C˜A11, so
C˜A˜ =
[
C˜A11 C˜A12 C˜A13
]
=
=
[
C˜A11 −C˜A11 C˜A13
] (5.25)
In the same way, it is possible to calculate the following blocks
of the observability matrix, that is
C˜A˜2 = C˜A˜ · A˜,
C˜A˜3 = C˜A˜2 · A˜
and so on.
Analyzing now the term C˜A˜2, the following expression results:
C˜A˜2 =
[
C˜A21 C˜A22 C˜A23
]
. (5.26)
The blocks of this matrix can be expanded in this way:
C˜A21 = C˜A11A− C˜A11LˆxC− C˜A13LdC
C˜A22 = −C˜A11A+ C˜A11LˆxC+ C˜A13LdC
C˜A23 = −C˜A11Bˆd + C˜A11LˆxCˆd − C˜A13 + C˜A13LdCˆd
(5.27)
or equivalently
C˜A˜2 =
[
C˜A21 C˜A22 C˜A23
]
=
[
C˜A21 −C˜A21 C˜A23
] (5.28)
It is easy to verify that, substituting in the same way the fol-
lowing elements of the observability matrix, this assumes the
formulation in eq. (5.29)
O =

C˜A11 −C˜A11 −C˜A13
C˜A21 −C˜A21 C˜A23
C˜A31 −C˜A31 C˜A33
...
...
...
 (5.29)
This equation shows that in case the model of the process used
for the definition of the MPC scheme and of the Kalman filter
have no mismatches with the real system, the first two block
columns are linearly dependent, and so the order of this matrix
is not the maximum (that is n˜). Namely, in case there is no
model mismatch, the order is n+ p, while if a model mismatch
is present, the order of the whole system is greater than n+ p
(at most 2 ·n+ p).
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5.4 OBTAINING THE OBSERVABILITY MATRIXORDER FROM DATA
It has been already showed in chapter 1 that the first step of
a typical subspace algorithm is the calculation of observability
matrix from data sequence. This is a particularly interesting fea-
ture in this case, because it coincides with the next step required
for prediction error analysis. So, it results that subspace meth-
ods (and consequently the one in section 1.4.2 for this case) are
particularly suitable for this kind of analysis.
It was stated that the reported subspace algorithm has two
different formulation, in case the data come from a CL or an
OL system. Referring to equation (5.20), a consideration in that
sense can be done. This is a CL system, because the output (the
prediction error) is used for the calculation of the input at the
following step, so an appropriate projection matrix must be set
for identification with SID method.
Once the observability matrix is obtained, the objective is search-
ing for its rank. Even in this case, the previously introduced sub-
space method is useful: indeed, this method computes the rank
of that matrix to recover the order of the system.
Recalling the formulation in chapter 1, a method which can be
used in order to find its rank is checking the singular values
σ1,σ2, . . . of that matrix and selecting them following the rule
σq∑q
g=1 σg
< δ (5.30)
where the rank of the matrix is equal to the smallest q for which
5.30 holds. δ is a user defined threshold parameter.
Harrison’s method suggests to use an AIC criterion for iden-
tifying this order, but it does not seem actually the best choice.
This is because AIC requires a computation time that can be
long in case the system has a large number of states, inputs and
outputs.
5.4.1 Summary of the proposed monitoring method
In the end, a possible way for monitoring and MPC scheme is
the following:
1. calculate the θ index as in (5.13);
2. if θ > 1, calculate the order n˜ of the observability matrix
from data using the method previously mentioned;
3. if n˜ is less or equal to n+p the supposed covariance matri-
ces for w and v are wrong, so new ones must be calculated
from the data. If n˜ is equal or larger than n+ p, then the
model of the system used in the MPC is not valid, and a
new identification is required for the process.
This method seems to work well with low order systems, while
for high order system it is common to experience problems. In
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particular, it was seen during some identification session for the
definition of the system order, that the method takes a long time
in order to identify a model. A possible solution can be found
modifying the previously reported algorithm, to limit the dimen-
sion of the system to be identified.
As a first step, a consideration on singular values has to be
made. In a high order system, for numerical reasons, it is pos-
sible that the identified model order has a certain variation, for
the effect of noise in data.
For this reason, it could be useful not to consider exactly the
order n + p as the decision limit for the system, but it is bet-
ter to define a region around the value n+ p in which the sys-
tem could be considered affected by an error in the definition
of the noise matrices even if n˜ > n + p. This region can be
considered a function of system order n, defining the parameter
γ = round (0.1 · n˜), in Matlab notation, as a threshold parame-
ter. So, the system should be considered affected by noise if the
identified order is higher than n+ p+ γ.
Once this step is defined, consider equation 1.32 of chapter 1.
In this equation, identification matrices are constructed using an
r parameter which should be equal to system order or higher.
This parameter has an important influence on the time required
for system identification. The higher r in eq. 1.32, the longer the
time required for identification. Then, take a r = n+ p+ 2 · γ, in
order to define a value for r close to the maximum admissible
value in case of mismatch in noise covariance matrices. If the
system identified with this value for r has an order higher than
n+p+γ, it is possible to say that the process that has generated
the analyzed prediction error sequence is affected by a model
mismatch, or if the order is equal to or lower than n+ p+ γ the
system is affected by noise covariance matrices mismatch.
Such an implementation permits to limit at most the value for
r, giving a faster computation time, and on the same time gives a
variable value to the system order n˜ which can be less restrictive
for the definition of the problem affecting the system.
5.5 SIMULATION EXAMPLE
The proposed method was tested on a 2× 2 system introduced
in the next section. Three cases were investigated:
• the case of no mistakes in process or noise covariance ma-
trices definition
• the case of mistakes in the definition of noise covariance
matrices and consequently in the Kalman filter
• the case of mistakes in the model used for the definition of
both the system and the filter
In this chapter, results for this system will be presented and dis-
cussed.
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5.5.1 Generalities on simulations
The model adopted for the verification of the method is reported
in equation 5.31 in a state space form
A =
[
0.8 0
0 0.84
]
B =
[
0.4 0.3
−0.2 0.4
]
C =
[
0.1 0.3
−0.3 0.2
] (5.31)
In order to show that the method works even in case of set
point changes on the output variables, two set point changes
of magnitude −0.2 and 0.7 were introduced respectively at time
k = 1500 on the first output and at time k = 1000 on the second
output. The model adopted in the MPC algorithm is extended
using an output disturbance model.
Covariance matrices Qw =
[
4 · 10−2I 0
0 4 · 10−4I
]
and Rv = 4 ·
10−2I has been used respectively for the definition of process
noise and measurement noise of the extended model. Data were
collected for N = 3000 sampling times.
Next section will be dedicated to the determination of satisfac-
tory values for noc and oclimmax parameters used in the definition
of θ, via a Monte-Carlo simulation.
After that, three different cases for the process in the (5.31) will
be examined. In the first one, both the process and the covari-
ances matrices are exactly known, so the control action is op-
timal. In this case, it will be showed that no autocorrelation
is present as expected. The second case is the one for which
erroneous matrices for noise covariances are reported, and con-
sequently process filter deviates from the optimality. This case
shows autocorrelation, and consequently and identification for
the system order is performed. Finally, the third case is the one
in which the model used inside MPC and in the calculation of
the filter as well differs from the real process. Even in this case,
an identification is performed in order to obtain the value of
observability matrix rank.
nocmax and ocmaxlim determination
In order to determine a correct value for the parameters nocmax
and ocmaxlim , a Monte-Carlo simulation with 100 different noise
sequences was performed on the system in equation 5.31. For
this simulation, the following parameters were assumed.
• The real covariance of process noise is
Qw =
[
3 · 10−3I 0
0 3 · 10−5I
]
while the real covariance of the measurement noise
Rv = 2 · 10−3I
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Table 13: Number of autocorrelated systems in the Monte-Carlo sim-
ulation varying nocmax value. ocmaxlim = 1.5ε95
nocmax Autocorrelated systems
4 71
5 51
6 29
7 13
8 7
with I identity matrix of suitable dimension.
• Data are collected for 2500 sampling times.
• Two set point changes of magnitude 0.1 and 0.1 were intro-
duced respectively at time k = 1250 on the first output and
at time k = 834 on the second output.
MPC scheme and Kalman filter are designed in case there are
no mismatches, and figure 38 was obtained. In that figure, the
value of θ is reported in case of different values for the parame-
ter nocmax and a value for ocmaxlim parameter of 1.5ε95.
The line corresponds to θ = 1, which represents the lower limit
0
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0 10 20 30 40 50 60 70 80 90 100
θ
Simulation #
nocmax = 4
nocmax = 5
nocmax = 6
nocmax = 7
nocmax = 8
Figure 38: Values assumed by θ parameter when parameter nocmax
varies in case of no model nor noise covariance mismatch.
ocmaxlim = 1.5ε95
for the system to be considered affected by autocorrelation as
previously said. In table 13 the number of times that θ shows
autocorrelation is reported for every single nocmax value. Being
the system optimal, this number should be as close as possible
to 0. It is possible to see in table that autocorrelation is found in
several cases, even if it is not present. The value of 7was selected
because, even if 8 seems to grant better results, experimental ev-
idences showed that sometimes it can give erroneous results in
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Table 14: Number of autocorrelated systems in the Monte-Carlo sim-
ulation varying ocmaxlim value. n
oc
max = 7
ocmaxlim Autocorrelated systems
2 2
1.5 13
1.33 26
1.25 35
1.2 44
case autocorrelation is present. This should be avoided, in or-
der not to consider optimal a system that presents autocorrela-
tion. The reason for the presence of this problem is the influence
of the number of available data on θ value. If that number in-
creases, the properties of the autocorrelation sequence tend to
be closer to the theoretical value, so noc = 8 seems to be a too
conservative choice.
After this, considering a system with nocmax = 7, the same
Monte-Carlo simulation was performed varying parameter ocmaxlim
in order to find the best value for that parameter. Figure 39 has
been obtained. In table 14 the number of autocorrelated data
sets found in the Monte-Carlo simulation is reported.
In this case too, even if ocmaxlim = 2ε95 seems to work better,
a value of 1.5ε95 was selected for the same reason for which
nocmax = 7 was used instead of nocmax = 8.
0
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Simulation #
ocmaxlim = 2ε95
ocmaxlim = 1.5ε95
ocmaxlim = 1.33ε95
ocmaxlim = 1.25ε95
ocmaxlim = 1.2ε95
Figure 39: Values assumed by θ parameter when parameter ocmaxlim
varies in case of no model nor noise covariance mismatch.
nocmax = 7
Now, a Monte-Carlo simulation with nocmax = 7 and ocmaxlim =
1.5ε95 was performed in case of model mismatch and noise co-
variance matrices mismatch: the results are reported in table 15.
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Table 15: Number of autocorrelated systems in two Monte-Carlo sim-
ulations with mismatches. ocmaxlim = 1.5ε95, n
oc
max = 7
Case Autocorrelated systems recovered
model mismatch 100
noise covariance mismatch 100
It is possible to see that autocorrelation is exactly found in every
case.
5.5.2 Results in case of no mismatches
As previously introduced, this is the nominal case. The MPC
algorithm for this simulation is designed using the real process
in eq. 5.31 as model, so no mismatches are present. The Kalman
filter for this system is obtained using the real noise covariance
matrices and the real process and for this reason it is the opti-
mal one. With these premises, in this case there should be no
autocorrelation in prediction error sequence. In figure 40 the in-
puts and the outputs sequences are reported for this system. In
figure 41 the prediction error sequence is and the corresponding
r (τ) parameter are reported. Calculating the parameter θ for
both the prediction error channel, it results eq. 5.32
θ1 = 0.8 θ2 = 0.71 (5.32)
the superscript indicating the channel.
As it was expected, θ is less than 1 both for the first and the sec-
ond channel, so it is confirmed that no autocorrelation is present
in this system, and its performances are optimal.
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Figure 40: Inputs(top) and outputs(bottom) for the case of no model
nor noise covariance mismatch
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Figure 41: Prediction error sequence (top) and relative r (τ) parame-
ter (bottom) for the case of no model nor noise covariance
mismatch
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5.5.3 Mismatch in the process model
In this case, a wrong model is used to design the MPC and the
Kalman filter. This model is the same of chapter 3 and its state
space formulation is reported in equation 5.33.
Aˆ =
[
0.9 0.2
0 0.7
]
Bˆ =
[
0.3 0.1
−0.2 0.2
]
Cˆ =
[
0.3 0.3
−0.3 0.8
] (5.33)
In figure 42 input and output plots are reported, while the pre-
diction error sequence and the r (τ) parameter plot are in figure
43.
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Figure 42: Inputs(top) and outputs(bottom) for the case of model mis-
match
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Figure 43: Prediction error sequence(top) and relative r (τ) parameter
(bottom) for the case of model mismatch
Calculating the parameter θ for this sequence,it results
θ1 = 1.3 θ2 = 1.61 (5.34)
Being θ > 1 the presence of autocorrelation is confirmed, as it
was expected. For this reason, the following step is the identi-
fication of the rank of the observability matrix for the system.
Performing that task following the guidelines previously intro-
duced, and using a δ = 0.1 it results
rank Γ = 6 (5.35)
Being 6 > n+ p+ γ, the presence of a model mismatch is cor-
rectly reported, and so it is possible to say that the method works
properly in this case.
Mismatch in noise covariances
The last simulation for the process in equation 5.31 refers to
the case in which wrong noise covariance matrices are used
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for the Kalman filter construction. namely Qw = 0.08I and
Rv = 0.0008I.
No model mismatches are present, so MPC algorithm is based
on the real process matrices of equation 5.31. Even in this case,
the presence of autocorrelation should be noticed. In figure 44
input and output data for this case are reported, while predic-
tion error sequence and r (τ) parameter are plotted in figure 45.
Defining θ parameter for this system it results:
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Figure 44: Inputs(top) and outputs(bottom) for the case of covariance
matrices mismatch
θ1 = 5.57 θ2 = 5.37 (5.36)
and so autocorrelation is correctly indicated as expected.
Even in this case, for the reason that autocorrelation is found
in prediction error, an identification from data is required. This
step result in
rank Γ = 2 (5.37)
2 is less than n+ p+ γ. Recalling the results previously intro-
duced, the system is affected by a mismatch in the noise covari-
ances used for the definition of the Kalman filter. This is actually
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Figure 45: Prediction error sequence(top) and relative r (τ) parameter
(bottom) for the case of covariance matrices mismatch
the real situation, so it is possible to say that even for this case
the method has worked in a correct way.
5.6 CONCLUSIONS
A novel method for MPC monitoring has been presented, which
is not computationally demanding. It can be used to decide be-
tween the cases of optimal and suboptimal behavior of the MPC
scheme. Furthermore, in case of suboptimal control action, it
is possible to discern the cause of performance degradation se-
lecting between model or noise matrices mismatch. The method
does not take into account the internal structure of the MPC al-
gorithm, so it can be used regardless of linearity of the control
action w.r.t the states of the system. Finally, it does not show
problems in case of presence of set-point changes, giving the
possibility of considering a wider class of data.
Some difficulties can arise in the identification of the order of
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observability matrix of the system from data. It was noticed,
indeed, that in several cases the results could lead to incorrect
estimation of the causes generating the problem. This is prob-
ably due to the high noise-to-signal ratio that is present in the
prediction error sequence, which avoids the system to recognize
easily the deterministic contribution to the prediction error se-
quence.
For this reason, it is suggested that future researches in this field
would consider the possibility of finding a tailored identification
method for obtaining the rank of the observability matrix of the
composite system.
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6 CONCLUS IONS
In this work, system identification methods and MPC monitor-
ing techniques have been considered.
In the field of identification, the attention has been focused
on the definition of reliable methods for obtaining consistent
models for particular families of systems, that is unstable and
ill-conditioned systems. These two kinds of systems usually
present problems in identification, and it is common to obtain
models for them that can not describe the system in an appro-
priate way.
Unstable systems have been analyzed considering two separated
steps. The analysis of the dynamics was conducted using a clas-
sic subspace identification method, in particular the one sug-
gested by Huang et al.[15]. It has been showed that such an
approach grants consistent estimates of the poles, that is consis-
tent estimates for the system matrix A in a state space sense, and
consequently for matrix C.
In the second step, in order to obtain consistent estimates of ma-
trix B the work by Forssell & Ljung [7] was considered. They
introduced a method for identifying unstable systems given in
the form of an output-error model. In particular, in this method
B is obtained defining a new unstable model which asymptot-
ically converges to the real process, but which on the contrary
has a stable predictor and so can be used to perform a linear
regression on data. Such a model can be constructed separating
the dynamics of the system in a stable part and in an unstable
part, and introducing a filter deriving from the unstable part of
the system but which presents stable poles.
In the end, in this research an identifying method for unstable
systems was defined. This method presents the advantages of
subspace methods for the identification of the system dynamic,
that is it is usually faster than predictor error methods. Further-
more, it can also handle data coming from unstable plant, such
as prediction error methods usually do, without giving prob-
lems.
As a second objective, the definition of a valuable approach in
the identification of ill-conditioned systems has been considered.
In particular, the attention has been focused in input design, that
is in finding the kind of data that can grant the best model using
a subspace identification approach. As known, ill-conditioned
systems present a “strong direction” for which, usually, the in-
formation contained in data is very high, and a “weak direction”,
which on the contrary cannot be recovered easily from data be-
cause it present low level of information. In order to address this
problem, in literature rotated inputs were introduced. These are
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a kind of inputs which excites the weak direction dynamic with
the same power of the strong direction dynamic, with the aim
of obtaining data with the maximum information for both the
directions. As a first result of this research, a general design
method for this kind of inputs was defined, which can handle
square and non-square systems. Actually, it has to be considered
that rotated input design is hard for the most of the systems be-
cause it is needed a good approximation of the steady state gain
matrix for the system, which is usually not available. It has been
showed, however, that the best models for control are obtained
in case of a CL data set instead of rotated inputs.
In the end, in this research a MPC monitoring method has
been presented. It represent an extension of a previous work
by Harrison [12], which presents problems in handling some
kind of data, such as data in which the combination of active
constraints is not fixed and data in which a set-point change
is present. Both cases appear frequently in industrial practice.
The proposed method analyzes the prediction error sequence of
the system in order to obtain information on the action of MPC
controller, in particular on its optimality or sub-optimality. A sta-
tistical analysis is performed on that sequence, in order to see if
it shows autocorrelation. In case autocorrelation is present, the
control scheme it has been showed that the controller is work-
ing in sub-optimal conditions, and so a further investigation is
needed in order to find the problems that affect the system. For
this purpose, the method presented in this work performs an
identification on the system that generates the prediction error
sequence, in order to check for its observability. Using a rank
analysis, it has been demonstrated that the order for that system
should be n + p in case the controller has been defined using
wrong matrices for noise covariance, where n is the number of
states of the model and p the number of the outputs. On the
other hand, the order should be 2n + p in theory in case the
system presents a model mismatch. Actually, an additional pa-
rameter γ was introduced for taking into account fictitious poles
due to noise in the system that could arise especially with high
order systems. For this reason, γ parameter has been defined in
dependence of the system order.
In conclusion, the presented method for MPC monitoring can
handle a wide class of data without necessities of pre-treatment
or selection on sets.
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