Stochastic-Model-Driven Adaptation and Recovery in Distributed Systems by Joshi, Kaustubh Raghunandan
c© 2007 by Kaustubh Raghunandan Joshi. All rights reserved.
STOCHASTIC-MODEL-DRIVEN ADAPTATION AND RECOVERY
IN DISTRIBUTED SYSTEMS
BY
KAUSTUBH RAGHUNANDAN JOSHI
B.E., University of Poona, 1999
M.S., University of Illinois at Urbana-Champaign, 2003
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Computer Science
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2007
Urbana, Illinois
Abstract
Dependability is becoming a requirement in an increasing number of domains, including
those that were previously thought to be noncritical. Examples include large distributed
systems deployed in domains such as e-commerce, information mining, messaging, and en-
tertainment. Such systems provide a challenge to existing fault tolerance approaches because
of their requirements for low-cost solutions that can be adapted to work with off-the-shelf
components. At the same time, their scale makes it difficult to accurately diagnose faults
and recover from them.
This dissertation proposes a model-based solution to building a theoretically well-founded
recovery framework based on partially observable Markov decision processes that is inex-
pensive to deploy, can cope with a variety of recovery mechanisms, and can tolerate system
monitoring that may be imperfect, imprecise, or conflicting, and at the same time can gen-
erate recovery decisions that ensure that recovery will be stable, provide guarantees on the
success of the recovery, and recover the system while incurring as low a cost as possible, thus
approximating optimality.
We are unaware of any other framework for recovery in distributed systems that inte-
grates monitoring and recovery in an iterative manner, is able to deal with imprecise system
states and selectively choose actions that either gather information or make progress towards
recovery, and generates recovery policies that minimize costs over entire sequences of recov-
ery actions. We have implemented a tool called the Adaptation and Recovery Management
framework that implements our approach. We demonstrate that this tool can be used to
provide diagnosis and recovery capabilities in practical information systems.
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Chapter 1
Introduction
The quest for systems that detect their own failures and automatically repair themselves is
almost as old as computers themselves. The concepts of fault masking, detection, diagnosis,
and recovery were integrated into the concept of fault-tolerant systems in [Avi67] as early
as 1967. Subsequently, the field of fault tolerance has evolved into the study of “dependable
systems” [Lap95], and, after four decades of research, great strides have been made in all
four areas of masking, detection, diagnosis, and recovery of computer systems. However, as
dependability techniques have evolved and grown, the classes of systems that practitioners
need to make dependable have also evolved and grown, often more rapidly than the de-
pendability techniques, and in ways that make the goal of ensuring their dependability very
difficult.
In particular, dependability is becoming a requirement in an increasing number of do-
mains, including those that were previously thought to be noncritical. Examples include
large distributed systems deployed in domains such as e-commerce, information mining,
messaging, and entertainment (i.e., the so called “Internet services”). Although serving very
different purposes, these services share many features in common. First, they are systems
that serve large numbers of users, and therefore require lots of resources. Second, they are
often built from individual components (e.g., open source and COTS components) that the
system designers have little detailed understanding of, and even less control over. Third,
being built from components of different origins, they are often highly modular and consist
of a number of constituent components, such as web servers, application servers, databases,
gateways, and load balancers. Finally, due to the rapidly changing nature of their business,
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these systems must often deal with component and configuration changes at fairly short in-
tervals. Those features are not exclusive to Internet services, but since they form such a large
and important class of systems in the computing landscape, they are used as motivation in
this dissertation.
The combination of all those characteristics makes the provision of dependability for
Internet services difficult. First, fault-masking designs are almost non existent, except for
the masking of fail-stop failures [SS83] using redundancy that is normally available for load-
balancing purposes. The reason is that traditional masking approaches such as voting (e.g.,
[WGLS], [PSB+88], and [Nar99]) or Byzantine fault tolerance (e.g., [LSP82], [CL99]) are
often too resource-intensive to be useful at the scale required by Internet services. Moreover,
even if masking were employed, it would not protect against many types of faults, such as
software bugs (e.g., Bohrbugs and Heisenbugs [Gra85]), performance bottlenecks, common-
mode software failures, and cascading failures (e.g., [LeF01]), that are common in these
systems.
Second, the off-the-shelf components from which such systems are built usually have little
or no fault tolerance built-in, and often only provide non standard error notifications via
either log files or protocols such as the Simple Network Management Protocol ([CFSD90]).
However, because of the highly interconnected nature of such systems, error indicators from
individual components can be hard to interpret, because they may report problems whose
root cause is in another component. Furthermore, there is always the danger that what
little fault tolerance capabilities the individual components do have might interact and cause
unintended consequences because they were developed independently.
Hardware systems with similar characteristics (no built-in fault tolerance, and made
of multiple off-the-shelf components) have been examined by researchers in the past. For
example, in [Avi97], Avizienis refers to these systems as “top-down systems,” and goes on
to describe how difficult it is to retrofit them with fault-tolerance capabilities. He concludes
that the only way to provide fault tolerance to such systems is by introducing a global
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“monitor function” that monitors the non-fault-tolerant subsystems, and invokes repair and
reconfiguration as necessary. That is exactly what is done in modern Internet services under
the title of “system management.” Most services use management solutions available from
a variety of vendors, such as IBM Tivoli [IBM07], HP Openview [HP06], and BMC [Sof07]
that provide a monitoring and recovery platform in which information about faults and
other events can be sent to a central management console where a system administrator
examines and interprets the monitoring data and chooses reconfiguration actions to execute.
The result is that, in many large services, operators typically become overloaded by the
information they receive, thus causing delays, operator mistakes, or ignoring of important
problems, all to the detriment of system availability. In fact, in a study of three large Internet
services, the authors of [OGP03] found that operator errors were both the leading cause of
failure and the worst extender of time to repair in two of the three services.
1.1 Automatic Fault Detection and Recovery
One important way to help reduce operator error is to provide better tools to help operators
visualize and manipulate system configurations. However, a complementary technique, and
one in the classical fault-tolerance mold, is to provide system support for automating recov-
ery and reconfiguration as much as possible, thus reducing the burden on operators both
to process information and to react rapidly. When rapid response to failure is essential,
automatic system-level recovery can sometimes be the only acceptable choice.
Unfortunately, as explained earlier, automatic recovery for distributed services is sub-
stantially more difficult than recovery in mechanisms that detect and recover from failures
in individual components. The reason is that system-level recovery actions (e.g., restarting
the entire system, or failing over to a secondary system) are not only undesirable, but often
not practical to implement. Therefore, an automatic recovery mechanism must operate on
individual components, but using monitoring information gathered from different parts of
3
the system. As a result, multiple recovery options might be available in any situation (e.g.,
restarting subsystems at various levels of the system hierarchy, reconfiguring the system by
migrating resources, or transitioning into a degraded mode), and the efficacy of the recovery
process is partially determined by how powerful these options are. They are called recovery
mechanisms. Designing flexible mechanisms that can recover from a wide variety of faults is
an important problem. However, the question of determining which of those mechanisms to
use in a given situation is equally crucial. Decision rules that allow such determination to be
made are called recovery policies. The authors of [HS96] propose a architecture for adaptive
fault tolerant systems that allows for policies to specify the conditions under which a change
in the system is suspected, policies to specify how agreement between the various decision
making entities in the system is reached, and policies to specify what recovery actions are
taken in response to the change in the system. Generation of good recovery policies is the
problem for which this dissertation provides a solution.
A recovery policy depends on many factors, the primary one being the outputs of the
monitoring and error-detection mechanisms present in the system. In order to make good
decisions based on those outputs, a good recovery policy must include atleast some notion
of diagnosis. However, fault diagnosis is a difficult problem that becomes even more chal-
lenging in large distributed systems. The reason is that most monitoring mechanisms at the
system level are imperfect due to a combination of poor system transparency (an error is
manifested at a different layer from the one in which the fault that caused it has occurred,
e.g., [KYGS05]), fundamental impossibility results related to fault detection (e.g., [FLP85]),
false positives (e.g., due to timeout-based testing), and limited coverage (e.g., a general
heartbeat test does not detect an application-specific problem). Therefore, their outputs
can be tainted due to the effects of failures in other parts of the system, be incomplete,
or be expensive to obtain (in terms of resources). As a consequence, there is not enough
information to pinpoint a fault precisely, so any corrective action has to be taken with that
in mind.
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Figure 1.1: Relationship among Mechanisms, Policies, Controllers, and Models.
Introducing automatic system-level recovery into a system involves the addition of a “re-
covery controller.” The relationship of the controller to the recovery mechanisms, monitors,
and recovery policies is shown in Figure 1.1. By making the recovery controller the sole
logical entity for making decisions regarding what recovery mechanisms to use and when,
the problem of devising agreement policies as formulated by the authors of [HS96] can be cir-
cumvented1. As seen in the left side of the figure, the controller controls monitor invocations,
interprets their outputs, takes into account the accuracy and precision of each monitor, and
finally decides what recovery mechanisms to invoke. In doing so, it is guided by the recovery
policy, which can be specified in many ways. Researchers have proposed different kinds of
recovery policies, including predetermined policies (e.g., [KIBW99, CKZ+03]), policies based
on rule-based systems, and policies based on machine learning ([LRFH04]). However, each
of those approaches has limitations.
The advantage of black-box machine-learning approaches is that they typically require
no human involvement, and learn models of systems (explicitly or implicitly) from training
data. However, most machine-learning algorithms require a large amount of data in order to
1The controller implementation can still be replicated and distributed for fault tolerance purposes. How-
ever, by making the replication transparent to the decision making logic, the illusion of a single logical
controller can still be maintained.
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learn effectively, but in the case of failures, such data is difficult to come by. Additionally, for
reasons of trustworthiness of fully automated control, it may not be practical to eliminate
the human from the loop completely. However, an attempt can certainly be made to reduce
his/her role in providing real-time response. Therefore, approaches that do require human
participation, but in a more off-line capacity (e.g., for generating and refining models or
rule-sets for recovery policies) can work well, and in many cases be preferable, to completely
automatic approaches (such as machine learning).
In the case of predefined and rule-based recovery policies, the policy writers encode their
knowledge in the form of (explicit or implicit) “if-then” rules that indicate what recovery
mechanisms must be invoked under different conditions. Unfortunately, writing such rules
requires a lot of expertise about the system, and the rules often become complex and system-
dependent, because explicit decisions must be made regarding every possible situation that
may arise. Moreover, unless the rules are very highly tailored to the system they target,
they often cannot effectively take advantage of system-specific properties (e.g., accounting
for the different criticalities of different subcomponents in a system). Finally, it is difficult
to predict whether such rules will interact with each other in unforeseen ways, and what
the performance of the resulting policies might be. Thus, sound techniques that can reduce
human involvement by automating decision-making while also providing guarantees on the
quality of the decisions produced are sorely needed.
We address these problems in this dissertation through the introduction of controllers
based on stochastic system models. The basic idea is that rather than write deductive rules
that encode what action to take in every situation, the system designer constructs 1) models
that encode how faults manifest themselves through system monitoring, 2) description of the
effects the available recovery actions have on the faults and the state of the system, and 3) a
cost model that defines how bad specific system configurations are with respect to “accept-
able” configurations. The controller then uses that information to automatically deduce the
best recovery action in each situation that it encounters, both taking past observations into
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account, and anticipating future system behavior. In this approach, the change detection
and action policies described in [HS96] are unified through the introduction of “dummy”
actions that have no effects. Rather than trying to make an explicit determination that
a system has changed, the policies generated by our approach simply try to ensure that
the system is always in an acceptable configuration with high confidence: either by doing
nothing, or through some sequence of recovery actions. The right side of Figure 1.1 depicts
a controller of that type. The controllers we introduce take stochastic models of the target
system as input, and generate recovery policies automatically and on-the-fly while the target
system is running.
1.2 Contributions
The overall contribution of this dissertation is the development of both a formalism and a
software framework based on stochastic system models for performing recovery and adap-
tation in distributed systems automatically, even when their state is not precisely known,
while doing so in a safer manner and with guarantees on the probability of success. The
specific contributions of this dissertation are as follows:
• A Bayesian diagnosis technique (Section 2.3) to perform probabilistic fault diagnosis
using graph-based dependency models. The novelty of the technique is in the combi-
nation of the outputs of multiple system monitors, each having different false positive
and false negative characteristics related to the use of coverage models.
• An algorithm based on the most likely diagnosis principle to generate recovery actions
with a “single-step lookahead” property (Section 2.4). This algorithm has significant
restrictions on the type of actions it supports, but can be shown to terminate in a
finite number of steps and provide guarantees on the success of recovery.
• A formulation of the automatic adaptation/recovery problem as a problem of opti-
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mizing the expected value of the total accumulated cost accrued by a system over an
infinite horizon, and subsequent optimization using the partially observable Markov
decision process (POMDP) mathematical framework (Section 2.5). Such a solution
has the ability to generate sequences of recovery and monitoring actions that optimize
metrics defined over the entire recovery process (e.g., recovery time).
• A new lower bound, called the RA-Bound, on the optimal mean accumulated reward
obtainable by undiscounted POMDPs over an infinite horizon (Section 3.2). The lower
bound is based on the MDPmodel that underlies the given POMDP, and is thus defined
on a state space that is exponentially smaller than the state space of the POMDP.
• Formulation of conditions that are specific to the context of system recovery problems
and that ensure that the POMDP formulation of the recovery process and the RA-
Bound are finite. Those conditions translate to a number of system properties, such
as recovery notification, the presence of non-degraded system states, and the ability
to detect unsafe actions that are practically important.
• Techniques to detect when the conditions required for bounded solution of the POMDP
and RA-Bound models are satisfied. If the conditions are not satisfied, techniques are
provided to augment recovery models with the concept of termination risk to ensure
bounded solution (Section 3.3).
• Theorems ensuring that the resulting POMDP-based recovery controllers that use the
RA-Bound can ensure 1) that the recovery will always terminate after a finite number
of actions (and with an upper bound on expected cost), and 2) that a lower bound
probability p can be computed, such that recovery will never terminate unless the
probability of being in a good state is greater than p.
• A formal framework for supporting complex recovery models that support observable
and hidden state, support effects of correlated faults and monitors, and provide the
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ability to define information-gathering actions, and actions that have probabilistic
effects (Section 4.2).
• A software toolkit, called the ARM adaptation and recovery management engine, that
generates recovery models based on descriptions provided in a modeling language called
FARE, and explores those models dynamically to generate runtime adaptation and
recovery recommendations.
• Experimental results on example distributed applications based on simulation, fault
injection, and passively collected data from enterprise data centers that show that
the proposed techniques are useful and can be practically used to guide diagnosis,
adaptation, and recovery in distributed systems.
Finally, we note that automatic system-level recovery is in fact an (especially challenging)
instance of a larger class of problems related to adaptive systems, which are systems that
change their behavior in order to maintain their primary function through failures, chang-
ing environmental conditions, or changing user requirements. Analogous to the notions of
recovery mechanisms, monitors, and recovery policies are the concepts of adaptation mech-
anisms, adaptation triggers, and adaptation policies. As long as the costs of the different
configurations of a system (compared to the ideal) can be quantified using some target met-
ric (e.g., the capacity of a system, or its responsiveness), general system adaptation differs
from recovery only in the types of triggers employed (i.e., monitors that detect changed
environmental conditions or user requirements in addition to faults). Therefore, although
we emphasize recovery throughout this dissertation, the reader should keep in mind that the
work presented is equally applicable to the generation of adaptation policies as well.
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1.3 Thesis Organization
The remainder of this dissertation is structured as follows. Chapter 2 introduces our model-
driven approach to system recovery. This chapter covers the topics of probabilistic diagnosis
and presents two algorithms for choosing recovery actions based on the results of diagno-
sis. The first (greedy) algorithm chooses recovery actions considering only their immediate
effects, while the second algorithm is based on partially observable Markov decision pro-
cesses (POMDPs) and chooses recovery actions that attempt to minimize the cost incurred
over entire action sequences. Experimental results based on simulations are presented to
show how the ability to look ahead and anticipate the future effects of actions can lead to a
substantial improvement in recovery time.
Chapter 3 examines the quality of recovery policies that are generated by the suboptimal
optimization techniques that one is forced to use to solve realistically sized POMDP models.
This chapter first introduces new lower bounds on the optimal mean total accumulated cost
that can be obtained by an undiscounted POMDP model. It then presents conditions that
are required in order for the optimal solution of both the POMDP model and the bounds to
be finite, and presents techniques to augment nonconforming models so that the conditions
are met. Using those conditions, the validity of the lower bounds is proved. The chapter
then defines and proves guarantees on finite termination, and shows how to compute a
lower bound on the probability of successful recovery. Finally, through simulation-based
experimental results, it is shown that the bounds can be improved iteratively (if sufficient
space is available); the controller is able to guarantee high lower bounds on the probability
of success (between 0.8 to 1.0); the generated recovery policies are on average cheaper than
the costs predicted by the bound; and the controller can generate recovery policies that are
competitive with those in which heuristics are used.
Chapter 4 presents a software toolkit, called the ARM engine, that we have developed
using the ideas from this dissertation. The chapter first provides a formal model for recov-
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ery controllers that supports observable and hidden state, information gathering actions,
and probabilistic state transitions. The execution semantics of the formal model are then
discussed, and it is shown that the model does in fact reduce to a POMDP construction. Al-
gorithms for action selection, discarding of unnecessary monitor outputs, and generation of
state spaces on-the-fly are then discussed, and the operation of the runtime decision-making
component of the toolkit is then presented. Finally, the section concludes with a description
of a monitoring and management tool we have built to interface the recovery engine with
SNMP enabled distributed systems.
Chapter 5 describes a model description language called FARE, which we have devel-
oped within the ARM toolkit to describe system and monitor models using dependency
graph constructs. Then, two examples of the language and the overall approach in general
are presented. One is a set of experiments based on data passively collected from large en-
terprise data centers, while the other shows how selective restart and migration can be used
intelligently in internet-service-like applications so as to improve the end-user experience.
Chapter 6 reviews some competing and complementary approaches to the problem of
system recovery and adaptation.
Finally, Chapter 7 presents concluding remarks and discusses some possibilities for future
expansion of the work described in this dissertation.
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Chapter 2
Model-Driven Recovery
This chapter introduces our holistic approach to automatic recovery in distributed systems.
It shows how a theoretically well-founded model-based mechanism for automated and failure
detection, diagnosis, and recovery realizes benefits that could not be achieved by performing
them in isolation. In particular, combining the recovery actions with diagnosis allows the
system to diagnose and recover from fault scenarios that would not be diagnosable using
system diagnosis [PMC67] only, and to invoke additional monitoring only when it would
help in choosing the right recovery action. Our approach works with imperfect monitoring
systems already present in the target system, and with any application-specific recovery
actions available to it. It combines Bayesian estimation and Markov decision processes to
provide a recovery controller that can choose recovery actions based on several optimization
criteria. The recovery controllers have the ability to detect whether a problem is beyond their
diagnosis and recovery capabilities, and thus to determine when a human operator needs to
be alerted. The use of the approach is illustrated on a small, but realistic deployment of
the Enterprise Messaging Network (EMN) platform developed at AT&T [CHJ+03]. Finally,
using simulation-based fault injection results, the efficiency of the controllers is compared
with a theoretical, but unattainable, optimum.
2.1 Overview
This section illustrates the issues involved in constructing an automatic recovery system using
the AT&T Enterprise Messaging Network (EMN) as an example and describes a specific
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Figure 2.1: EMN Architecture.
EMN deployment scenario that is used as a running example throughout the rest of the
dissertation. Finally, we provide a brief overview of our proposed approach.
2.1.1 Motivating System
EMN is a platform for providing services to a wide range of mobile devices such as cell phones,
pagers, and PDAs via multiple protocols such as WAP, e-mail, voice, or SMS. Its architec-
ture is shown in Figure 2.1 and is representative of most modern three-tiered e-commerce
systems. The architecture consists of several replicated software components, some of which
are proprietary (e.g., front-end protocol gateways and back-end application/EMN servers),
and some of which are COTS (e.g., a database, load-balancers, protocol servers, firewalls,
and JMS (Java Message Service) servers). High service availability is a goal for the EMN
platform, but it is currently achieved through costly 24/7 human operations support. Rapid
automated fault recovery would provide both cost and availability benefits, but several chal-
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lenges need to be solved to provide it.
The primary source of problem detection (used by operations staff) in an EMN deploy-
ment is an automated monitoring system that is based on a combination of component and
end-to-end monitors. End-to-end monitoring verifies that the system as a whole is oper-
ational by submitting test requests to the system (via the front-end protocol servers) and
verifying that the system generates valid replies. However, because each test involves a
number of individual components, it is often impossible for the monitor to pinpoint exactly
which individual component was faulty if the test fails. Furthermore, due to internal redun-
dancy, the same path test may sometimes succeed and sometimes fail simply because the
test request may take different paths through the system. On the other hand, component
monitoring is achieved via “ping” queries initiated by the monitoring system, or via periodic
“I’m alive” messages sent by the software components. Although component monitors are
able to pinpoint a faulty component precisely, they cannot test functional behavior and miss
non-fail-silent failures in the components.
Once a failure has been detected and diagnosed, operators choose from a number of avail-
able recovery actions that include restarting of components or hosts, starting of additional
copies of certain components (masking), reconfiguration of software, or physical repair of
system hardware. Automatic choice of the right actions based on the fuzzy (and sometimes
conflicting) picture of the system painted by the monitors is a challenging task that can have
a large impact on availability.
2.1.2 Running Example: The CoOL System
To highlight the key challenges and solutions for automatic recovery without overwhelming
the reader with details, our approach is illustrated on a simplified (though realistic) example
configuration of EMN shown in Figure 2.2. The configuration implements a Company Object
Lookup (CoOL) system for a sales organization. The CoOL system allows look-up (and
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Figure 2.2: Simple EMN configuration.
update) of current inventory levels and sales records, either via the company’s website, or
via phone. In addition to protocol gateways, the system consists of duplicated back-end EMN
servers and a database housed on three hosts as shown in the figure. The gateways use round-
robin routing to forward incoming requests to one of the two EMN servers, which then look
up and update the relevant data from the database and send a response back through the
same gateway. The monitoring system contains component monitors for each component,
and two end-to-end path monitors that test the overall functionality of the system via the
two protocol gateways. Finally, because they are very amenable to automation, the only
two classes of recovery actions considered in this example are restarting of components and
the (more expensive) rebooting of hosts.
From the perspective of wider applicability, the CoOL system is architecturally similar
to most three-tier e-commerce/web services that consist of a web server, an application
server, and a back-end database. Additionally, because of their simplicity, the component
and path monitors are two of the most commonly used monitoring techniques in real e-
commerce applications. Designing path monitors to provide good coverage without being
intrusive is an important problem, but is orthogonal to our work. Our approach can use
existing path monitors that are already present in many systems irrespective of how they
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were designed. Finally, even though restarts and reboots alone cannot recover from all
possible problems in a system, they are common actions employed by system operators, and
are effective against temporary and transient failures that form a large fraction of operational
problems in modern systems. Therefore, even though the recovery algorithms developed in
this chapter are completely general, their application to the CoOL example extends directly
to an increasingly large class of practical e-commerce and business processing systems (e.g.
web services) that require high availability, but are cost-sensitive.
2.1.3 Approach Overview
The overall goal of our approach is to diagnose system problems using the output of any
existing monitors and choose the recovery actions that are most likely to restore the system
to a proper state at the minimum cost. This is done via a “recovery controller” whose
runtime architecture is presented in Figure 2.3. To combat individual monitor limitations,
the recovery controller combines monitor outputs in order to obtain a unified and more
precise probabilistic picture of system state. Any remaining uncertainty in system state
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is resolved by injecting recovery actions and observing their effects. Overall, the approach
consists of the following steps.
First, the combinations of component faults that can occur in the system in a short
window of time are determined. Each such fault combination is characterized by a “fault
hypothesis” (e.g., “Server 1 has crashed”). Then, the “detection probability” of each monitor
in the system with regard to each fault hypothesis fh, i.e., the probability that monitor m
will report a failure if fh is true (Section 2.2), is specified. Finally, the effects of each recovery
action according to how it modifies the fault hypothesis (e.g., restart converts a “temporary
fault” hypothesis into a “no fault”) are also specified.
During runtime, when a failure is detected by the monitors, the recovery controller is
invoked. The controller operates in a series of steps. Each step is a complete monitor-
decide-act cycle in which the monitors are executed, their outputs are combined, and a
recovery action is chosen and executed. The controller uses Bayesian estimation to combine
monitor outputs and determine the likelihood that each fault hypotheses is true (Section
2.3). To do so, it uses the detection probability models, historical component behavior, and
the outputs of the monitors. It then invokes a recovery algorithm to choose appropriate
recovery action(s). This chapter describes two different recovery algorithms: SSLRecover
and MSLRecover. SSLRecover (Single Step Lookahead) is a computationally efficient greedy
procedure that chooses the minimum cost recovery action that can restore the most likely
fault hypothesis (Section 2.4). MSLRecover (Multi-Step Lookahead) is a more sophisticated
algorithm that is based on the Partially Observable Markov Decision Process (POMDP)
mathematical framework, and looks multiple steps into the future to allow optimization over
entire sequences of recovery actions. It can also decide when additional monitoring is needed,
(Section 2.5).
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2.2 System Model and Assumptions
During its operation, the recovery controller maintains (probabilistic) information about
the presence of faults in the system through a set of “fault hypotheses” FH. Precisely, a
fault hypothesis (fh ∈ FH) is a logical entity that encodes the state of a system, includ-
ing the faults/failures that are present in the system. Each fault hypothesis is associated
with a truth value. When a fault hypothesis is said to be true, it indicates that the target
system is in the state that the fault hypothesis encodes. For example, in the CoOL sys-
tem, the single fault hypothesis Crash(HG) could represent a situation in which the HTTP
Gateway component has crashed but all the other hosts and components are operational1,
while the composite fault hypothesis Crash(HG, DB) could indicate that both the HTTP
Gateway and the database have crashed. Often, hidden inter-component dependencies and
fault propagation cause cascading failures in distributed systems. It is assumed that the
controller must deal with such situations after the cascading has occurred. That allows us
to model such failures just like other multi-component failures (e.g., common mode failures)
using composite fault hypotheses. Conversely, a single component may have multiple fault
hypotheses, each corresponding to a different failure mode. Fault hypotheses could also
have non-fault related state encoded in them. For example, a fault hypothesis might indi-
cate “Disabled(Primary) and Fault(Secondary)”, thus indicating both a fault condition, and
information about the configuration of the system. However, unless automated in some way,
encoding too much information in fault hypotheses could quickly become overwhelming. In
Chapter 4, we will present a unified framework that allows easy specification and encoding
of both fault and configuration information in the fault hypotheses. In addition to user-
specified fault hypotheses, the recovery controller maintains a special null fault hypothesis,
fhφ, that indicates that the system is in its normal configuration, and that no faults are
present in it. It is assumed that only one fault hypothesis can be true at a time, but in
1The term fault hypothesis includes individual component failures because they are faults from the whole-
system point of view.
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practice, that is not a limitation, because each fault hypothesis can represent multiple faults
in the system.
A set of monitorsM provides the only way for the recovery controller to test the validity
of the various fault hypotheses. Each monitor returns true if it detects a fault, and false
otherwise. It is assumed, given that a certain fault hypothesis is true, that each monitor’s
output is independent both of other monitors’ output and of other outputs of its own if it is
invoked multiple times. The controller does not need to know how the monitors work, but it
needs a specification of their ability to detect the various fault hypotheses. The specification
is provided in terms of monitor detection probabilities P[m|fh], i.e., the probability that
monitor m ∈ M will return true if the fault hypothesis fh ∈ FH is true. Note that false
positives for monitor m can be specified simply as the probability that the monitor reports
true when the null fault hypothesis fhφ is true, i.e., P[m|fhφ].
The combination of fault hypotheses and monitor detection probabilities provides a very
flexible way to describe the ability of monitoring mechanisms to detect both transient and
systemic faults in a system. In particular, any fault (or condition) that effects a monitor in
a persistent way can be encoded using a fault hypothesis. For example, consider a monitor
that detects only some faults of a particular type (e.g., value faults). However, once a
fault that it can detect has been activated, the monitor will detect the fault irrespective of
how many times it is invoked. In such a situation, two fault hypotheses can be defined to
represent the fault class in question. The first fault hypothesis represents the occurrence of
a value fault that is detectable by the monitor, while the second fault hypothesis represents
the occurrence of a value fault that is not detectable by it.
On the other hand, a condition that only affects a monitor in a transient way (such that
invoking the monitor again might produce a different result) can be encoded using monitor
detection probabilities. The sample space upon which the monitor detection probabilities are
defined can vary depending upon the particular fault, monitor, and system. For example,
UDP based monitoring mechanisms often have the problem of false positives because of
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packet drops in the network. The probability of such false positives occurring is defined on
a sample space representing all possible network congestion conditions, and can be encoded
using monitor detection probabilities. Another example is that of load balancing. For an
external monitor, load balancing can cause a fault to be detected intermittently if only some
of the monitor’s requests are routed through the faulty node. However, in that case, each
sample point in the sample space on which monitor detection probabilities are defined is the
particular server that was chosen by the load balancing mechanism to route the monitor’s
request.
Finally, the application-specific recovery actions a ∈ A are characterized by their mean
execution time (or cost), and the effect they have on the system. Multiple recovery actions
may be applicable at the same time, and the control algorithm picks the best one. The
descriptions of actions differ with the specific control algorithm used, the formal description
is deferred to Section 2.4 and 2.5.
The recovery controller treats the fault hypotheses as opaque, and does not associate
any semantics with them apart from their interaction with monitors and recovery actions.
Therefore, one can always define fault hypotheses based on the available monitoring and
recovery actions (e.g., “fail-silent failure in component c that can be fixed by restarting”).
Doing so can ensure that recovery actions will always succeed without reducing the power
of the recovery controller. The reason is that the controller is guaranteed to detect (and
alert an operator about) faults that are inconsistent with the monitor detection probability
specifications or not fixable by the defined recovery actions, whether a fault hypothesis is
defined for the faults or not.
CoOL Example. For the CoOL system, we consider one fault mode for hosts, Down,
and two fault modes for components, Crash and Zombie. Down(h) implies that host h
has crashed (and does not respond to monitoring tests), but rebooting the host will fix
the problem. Crash(c) means that component c has crashed, while Zombie(c) means that
component c is alive, but cannot otherwise perform its intended function. Notice that
20
Table 2.1: Partial monitor detection probabilities.
Monitor d(hA) c(HG) z(HG) c(VG) z(VG) c(S1) z(S1) z(DB) c(S1,S2)
HPathMon 1 1 1 0 0 0.5 0.5 1 1
VPathMon 0.5 1 0 1 1 0.5 0.5 1 1
HGMon 1 1 0 0 0 0 0 0 0
VGMon 0 0 0 1 0 0 0 0 0
S1Mon 1 0 0 0 0 1 0 0 1
S2Mon 0 0 0 0 0 0 0 0 1
DBMon 0 0 0 0 0 0 0 0 0
Zombie faults are not fail-silent, and therefore cannot be detected by ping-based component
monitors. However, path-based monitors work by comparing the result obtained in response
to a test request with a golden value and can thus detect such non-fail-silent behaviors.
The definition of fault hypotheses for any system is closely tied with the types of moni-
toring and recovery actions available to the system. For instance, it would be of little use to
include a fault that cannot be detected, since no monitoring is available to detect it. Simi-
larly, for the CoOL system, if actions to change system configurations (e.g., enable/disable
hosts) were being considered, then the current set of hosts H, components C, and a mapping
specifying which component was running on which host might also be included in each fault
hypothesis, but such information is not useful when considering only restart and reboot
actions.
The system has five ping-based component monitors (HGMon, VGMon, S1Mon, S2Mon,
and DBMon) and two end-to-end path monitors (HPathMon and VPathMon) through the
HTTP and voice gateways respectively. Table 2.1 shows the monitor detection probabilities
for a subset of the fault hypotheses. Down(h) is abbreviated as d(h), Crash(c) as c(c), and
Zombie(c) as z(c). Because the detection probability of a monitor for a fault hypothesis
that it cannot detect is 0 and most monitors detect only a small subset of the faults, the
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table is sparsely populated. In reality, timeouts that are too short also affect the detection
probabilities of component monitors (by making it less than 1) and introduce false positives,
but we ignore such details with the comment that they can be easily incorporated by using
network measurements in detection probability estimation. Round-robin load balancing is
represented by the non 0 or 1 entries in Table 2.1. Finally, it should be noted that because
of the load balancing, none of the monitors can differentiate between zombie faults in the
two EMN servers, thus thwarting a “diagnose-only” approach.
Finally, two types of recovery actions are used in the CoOL system. c.restart() actions
allow recovery from c(c) and z(c) faults by restarting of component c, while h.reboot() actions
allow recovery from d(h) faults by rebooting of host h. For the CoOL example, all three
types of fault hypotheses considered are assumed to be temporary, and thus can always be
fixed by restarting/rebooting.
2.3 Fault Hypothesis Estimation
When one or more monitors report a fault, the controller combines the outputs of all monitors
into a single probability distribution on the set of fault hypotheses using Bayesian estimation.
The idea of using Bayesian estimation to deal with incomplete monitor information is not
new. However, past work on fault diagnosis (e.g., [CLLW93]) has focused mainly on tests
of the individual components in a system (what we refer to as component monitors). We
believe that our uniform treatment of multiple types of realistic system monitors (e.g., path
monitors) with differing characteristics, together with the coupling of diagnosis and recovery
in a practically important setting, differentiates our work from previous diagnosis efforts.
In the following discussion, let om denote the current output of monitor m ∈ M, and
oM be the current set of all monitor outputs. Let P[fh] be the a priori probability that
fault hypothesis fh is true. If the controller has no prior knowledge about the frequency
of faults, it can assume they are equally likely and set P[fh] ← 1/|FH|,∀fh ∈ FH. The
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probabilities can then be updated based on the outputs of the monitors and the monitor
detection probability specifications P[oM|fh] using the Bayes rule as follows.
Bayes(P[fh], oM) =
P[oM|fh]P[fh]∑
fh′∈FH P[oM|fh
′]P[fh′]
(2.1)
P[oM|fh] =
∏
m∈M
1[om]P[m|fh] + 1[¬om](1− P[m|fh]) (2.2)
Here, 1[expr] is the indicator function, and is 1 if expr is true, and 0 otherwise. Note
that equation 2.2 is a result of the monitor independence assumption. Note also that if the
original hypothesis probability P[fh] is 0, then so is the updated hypothesis probability. This
property is called the zero preservation property. Hence, if a fault hypothesis is known to be
false (either using external knowledge, or because a recovery action that recovers from that
fault was executed earlier), then the initial hypothesis probability can be set to 0 without
fear of it becoming non-zero after one or more Bayesian updates.
CoOL Example. Assume that the HTTP Gateway goes into a zombie state. Hence,
HPathMon reports true, but VPathMon and all the component monitors report false. Af-
ter the first Bayesian update, all d(h) and c(c) fault hypotheses are eliminated because
of the false outputs of all the component monitors, and the z(DB) and z(VG) hypotheses
are eliminated because the output of the VPathMon is false. Therefore, the only remain-
ing possibilities are z(HG), z(S1), or z(S2). Because P[oM|z(HG)] = 1 and P[oM|z(S1)] =
P[oM|z(S2)] = 0.25, therefore P[z(HG)] = 0.6667 and P[z(S1)] = P[z(S2)] = 0.1667 after
the Bayesian update. Note that a similar result could have occurred if either z(S1) or z(S2)
were true. However, another round of testing (resulting again in HPathMon returning true
and VPathMon returning false) would cause the Bayesian update to update the probabilities
to P[z(HG)] = 0.8889 and P[z(S1)] = P[z(S2)] = 0.0557, lending credibility to the z(HG)
hypothesis. On the other hand, if z(S1) or z(S2) were true, HPathMon would return false
at least once, and z(HG) would be eliminated, resulting in P[z(S1)] = P[z(S2)] = 0.5.
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Improved Initial Estimates for P[fh]. In cases where all monitor detection prob-
abilities (and thus the right-hand side of Equation 2.2) are 0 or 1, the Bayesian update in
Equation 2.1 becomes “equality-preserving”, i.e., if two hypotheses have equal initial prob-
abilities, they have equal updated probabilities. Equality preservation can make it difficult
to choose between competing failure hypotheses. However, in many cases, it is possible to
overcome the problem if different fault hypotheses occur at different rates. In those cases,
the recovery controller can keep track of fault hypotheses’ occurrence rates, and use them
to compute initial estimates for {P[fh]}. For example, if fault hypotheses are assumed
to occur according to a Poisson arrival process (with rate λfh for hypothesis fh), then
P[fh] = λfh/
∑
fh′∈FH λfh′ . The controller can update the values of λfh at runtime by not-
ing when a fault occurred (i.e., the time the controller was invoked) and the action a that
caused the system to recover, and updating the rates of the fault hypotheses from which
action a recovers.
2.4 Single-Step Lookahead Recovery
Once the probability for each fault hypothesis has been computed by the Bayesian update,
recovery can be attempted. In this section, we present a simple recovery algorithm, SSLRe-
cover, that chooses the least expensive recovery action that can recover from the most likely
fault hypothesis. The algorithm only looks one recovery action into the future while mak-
ing its decision. SSLRecover can be used when individual recovery actions are complete in
themselves, that is, each recovery action can recover from some fault hypothesis without
the help of other recovery actions, and the order in which recovery actions are applied does
not affect their outcomes. For the purposes of the algorithm, each recovery action a ∈ A is
specified using two parameters: a.FaultSet ∈ 2FH, which is the set of fault hypotheses from
which the action can recover, and a.cost ∈ R+, which is the cost of executing that action
(e.g., down time induced by the action). For example, an h.reboot() action can recover from
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Algorithm 1: Single-step lookahead recovery algorithm.
(1) SSLRecover({P[fh]}, FH, M, A, ǫ,maxtests)
(2) do forever
(3) for i = 1 to maxtests
(4) oM ← ExecuteMonitors(M)
(5) foreach fh ∈ FH
(6) P[fh]old ← P[fh], P[fh]← Bayes(P[fh], oM)
(7) if ∄fh ∈ FH, s.t. P[fh] > ǫ then return ALERT
(8) if P[fhφ] ≥ 1− ǫ then return SUCCESS
(9) if maxfh∈FH(P[fh]− P[fh]old) < ǫ then break
(10) MaxFh← {argmaxfh∈(FH−fhφ)(P[fh])}
(11) PosActions← {a ∈ A s.t. (MaxFh ∩ a.FaultSet 6= φ)}
(12) Action← argmina∈PosActions(a.cost)
(13) ExecuteAction(Action)
(14) foreach fh ∈ Action.FaultSet
(15) P[fhφ]← P[fhφ] + P[fh], P[fh]← 0
d(h), and from z(c) and c(c) of all components c residing on h.
The single-step recovery process is shown in Algorithm 1 and is invoked with an ini-
tial fault hypothesis distribution when a monitor detects a problem. The algorithm then
executes the monitors and updates the probabilities of the hypotheses using Bayesian up-
date (Equation 2.1). It repeats the process maxtests times, or until one of the following
conditions occurs. First, if the probabilities of all the fault hypotheses approach zero, it
means that a fault has occurred that is detected by the monitors, but is not included in the
fault hypothesis set (Theorem 2.4.1). Second, if the probability of the null fault hypothesis
approaches 1 (within ǫ), the algorithm considers recovery to be a success and terminates.
Successful termination means that the fault was recovered with an arbitrarily high confi-
dence (tunable by choice of ǫ). Third, if the fault hypotheses probabilities do not change
by more than a specified tolerance value (ǫ), it is unnecessary to repeat the iteration again,
and the algorithm can move to choosing the recovery action. The repeated invocation of
the monitors and the Bayesian estimation is necessary because of the probabilistic nature
of some monitors; for example, the HPathMon monitor in the CoOL example detects the
failure of a single EMN server only half the time. The value of maxtests needed to detect a
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fault hypothesis accurately the first time is 1 in many cases (e.g., completely deterministic
monitors), but can increase if a fault hypothesis has very low monitor detection probabil-
ity. However, a bad choice of maxtests will not endanger the termination properties of the
algorithm (Theorem 2.4.1).
After the monitor and Bayesian update iterations, the algorithm selects the set of most
likely hypotheses and chooses the lowest-cost recovery action that can recover from at least
one of the most likely hypotheses. Once the chosen recovery action has been carried out, the
probabilities of all the fault hypotheses in Action.FaultSet are set to zero, and the probability
of a null fault hypothesis is correspondingly increased. The entire process is repeated until
the probability of the null fault hypothesis increases to the specified threshold (1 − ǫ), or
the algorithm encounters a fault from which it cannot recover. The algorithm is guaranteed
to terminate in a finite number of steps either successfully or with an alert to the operator
(Theorem 2.4.1). If the algorithm quits with an operator alert, it means either that the fault
hypotheses were insufficient to capture the fault that has actually occurred, or that some
recovery actions were unsuccessful in recovering from the fault.
CoOL Example. Continuing our example scenario, assume that z(S1) has occurred, and
that HPathMon has returned true, but all the other monitors have returned false. If maxtests
= 1, the Bayesian update results in P[z(HG)] = 0.6667, and P[z(S1)] = P[z(S2)] = 0.1667.
Therefore, MaxFh will include only z(HG), and HG.restart() will be chosen as the cheapest
action that would recover from P[z(HG)]. Consequently, the hypotheses’ probabilities would
be updated to P[fhφ] = 0.6667, and P[z(S1)] = P[z(S2)] = 0.1667. However, a future round
of monitor execution and Bayesian update might result in VPathMon returning true and
HPathMon returning false, which would make fhφ invalid and cause P[z(S1)] = P[z(S2)] =
0.5. In the worst case, if S2.restart() was chosen as the next action, the fault hypotheses’
probabilities would become P[fhφ] = 0.5, and P[z(S1)] = 0.5 after action execution. Another
round of monitoring and application of the Bayesian update might cause HPathMon to
return true and VPathMon to return false, thus invalidating fhφ and causing P[fhφ] = 0,
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and P[z(S1)] = 1. This would result in S1.restart() being chosen, and subsequently allow
SSLRecover to terminate successfully. The diagnosis of z(S1) or z(S2) represents the worst
possible scenario for the controller, because the provided path monitors are not capable of
differentiating between the two. Nevertheless, the algorithm eventually chooses the correct
action and terminates successfully.
In general, the following statement can be made regarding the algorithm SSLRecover.
Theorem 2.4.1 If there exists at least one recovery action for every fault hypothesis, then
algorithm SSLRecover always terminates in a finite number of steps either successfully, or
with an operator alert. Furthermore, if the fault that has occurred is modeled correctly in
the set of fault hypotheses FH and monitor definitions M, the algorithm exits successfully.
Otherwise, the algorithm terminates with an operator alert.
Proof For proving termination in a finite number of steps, observe that according to
the zero-preserving property of the Bayesian update rule (Section 2.3), once P[fh] = 0 for
some fh, then it can never become non-zero again via a subsequent Bayesian update step.
If P[fh] = 0,∀fh ∈ FH, then the algorithm exists via an operator alert. If fhφ is the only
non-zero element, then its P[fhφ] = 1, and the algorithm exits successfully. Otherwise, there
exists at least one non-zero maximally probable fault hypotheses fh. Since there exists (by
assumption) at least one action that can recover from fault fh, there exists a lowest-cost
action for fh. After that action is executed, P[fh] is set to 0. Hence, in a single iteration
of the outer loop, either the algorithm exits, or P[fh] = 0 for some fh for which P[fh] 6= 0.
That, coupled with the fact that the number of fault hypotheses is finite, implies that the
algorithm terminates in a finite number of steps.
Briefly, to show successful termination of SSLRecover when a correctly modeled fault
occurs, it is enough to observe that the fault will always be chosen as part of the set MaxFh
during some iteration of the outer loop, unless one of the following two conditions is true:
the algorithm exits successfully prior to choosing fh (proving the successful termination
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property), or P[fh] = 0 (reflecting an inaccurate definition of P[m|fh]) for some m ∈ M).
Both these conditions contradict the assumptions of the theorem, proving the second part
by contradiction. The proof of termination with an operator alert follows trivially as a
consequence of the first two parts. 
2.5 Multi-Step Lookahead Recovery
The SSLRecover algorithm is computationally efficient and has provable termination prop-
erties, but has some inherent limitations. First, the SSLRecover procedure uses a greedy
action selection criterion. However, several cost metrics of practical importance (e.g., down
time and number of recovery actions) depend on the entire sequence of recovery actions.
In some systems, the greedy approach used by SSLRecover may not be able to minimize
such metrics. Examples of such systems include those in which some actions do not recover
from any faults by themselves, but enable other recovery actions or provide more informa-
tion (e.g., a monitor invocation). Finally, the applicability of some actions and their effects
might depend on the state of the system, something that is not modeled by the SSLRecover
algorithm. To address all these shortcomings, we present an algorithm called MSLRecover,
based on the Partially Observable Markov Decision Process mathematical framework, that
evaluates sequences of future recovery actions before choosing an action. MSLRecover sup-
ports multi-step actions, and cost metrics defined over the entire recovery process.
At the core of the MSLRecover algorithm is a state-based model of the target system
that includes fault hypotheses, recovery actions, and a cost model, and is defined using the
following elements.
Fault Hypotheses. Fault hypotheses represent states in the model, and are the basis for
the evolution of the system. The state of the system is defined as the fault hypothesis that
is currently true in the system. However, because the state of the system (especially that of
the faults in the system) is not fully observable, it is represented by a probability distribution
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over the fault hypotheses {P[fh]}
Recovery Actions. Recovery actions in the action set A are defined using an action effect,
and the time taken for completion of the action (a.t¯). The action effect is defined as a
mapping a.effect : FH → FH that specifies how a transforms the fault hypothesis state
(e.g., transforms some fh into the null fault hypothesis). Because actions do not have to
transform a fault hypothesis into a null fault (such as in the SSLRecover algorithm), they
can represent parts of a larger recovery process. An action may recover only one of multiple
faults in a composite fault hypothesis (e.g., restarting and bringing up a critical resource
before diagnosing and recovering other parts of a system), or convert one type of fault into
another. For example, an action enabling the use of a voting model in a replicated system
would convert a value fault into a fail-stop fault for subsequent operation of the system.
Actions might not even change the fault hypothesis at all, for example, a controller might
decide to wait in a given situation in anticipation of better monitoring information in the
next round.
Cost Metric. The cost metric is defined on a per-step basis (where the word “step” refers
to a single action executed by the controller). Cost is defined using a rate cost that is accrued
continuously at a rate c˙(fh, a) and an impulse cost cˆ(fh, a) that is accrued instantaneously
when the controller chooses action a in state fh. With these definitions, the single-step cost
is computed as c(fh, a) = cˆ(fh, a) + c˙(fh, a) · {a.t¯(fh) + monitor.t¯} where monitor.t¯ is the
time taken to execute the monitors.
CoOL Example. For the CoOL system, there are two classes of actions, c.restart and
h.reboot, and a third, “dummy” monitor-only action mon. The effect for the mon action is
an identity function, while for c.restart it transforms the c(c) and z(c) fault hypotheses to
fhφ. For the h.reboot action, fhEffect transforms d(h), c(c), z(c) ∀c ∈ components(h) to fhφ.
Finally, since the number of user requests denied due to failure is to be minimized, the rate
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cost (assuming an equal mix of voice and HTTP requests) is defined as
c˙(fh, a) := 1[fh ∈ {d(hC), c(DB), z(DB)}]
+ 0.5 · 1[fh ∈ {c(S1), c(S2), z(S1), z(S2), c(HG), z(HG), c(VG), z(VG)}]
+ 0.25 · 1[fh ∈ {d(hA), d(hB)}]
The definition specifies that the fraction of missed requests is 1 if the database or its host
is down, 0.5 if either gateway is down (due to the workload mix), 0.5 if either EMN server
is down (due to the load balancing), and 0.25 if HostA or HostB is down (because multiple
components are affected).
The optimal recovery problem can now be cast in terms of the model elements above.
Let {P[fh]}t, At, and fht denote the (probabilistic) model-state, chosen recovery action,
and correct fault hypothesis during a particular step t of the recovery controller. If T is the
total number of steps needed for recovery, the goal of the MSLRecover algorithm is to choose
a sequence of actions a1, . . . , aT such that the one-step cost summed over the entire recovery
process
∑T
t=1 c(fht, At) is minimized. However, it must do so without knowledge of the
true value of fht, knowing only the probabilistic system state {P[fh]}t. The problem is an
example of a sequential decision problem because the algorithm has multiple opportunities
to make decisions, one after every recovery step. It is also a problem of decision-making
under uncertainty, because the controller lacks knowledge of the true value of fht. To solve
this problem, we turn to the mathematical framework of Partially Observable Markov De-
cision processes. POMDPs were originally proposed in the operations research community
(e.g., [Son71, Mon82]) and were later adopted by artificial intelligence research in robotics
and reinforcement learning research (e.g., [CKL94]). The next section describes this mathe-
matical framework, and illustrates it in the context of recovery problems, in which we shall
use it.
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Figure 2.4: Simple recovery model.
2.6 Partially Observable Markov Decision Processes
Before introducing POMDPs, we begin by first introducing Markov Decision Processes
(MDPs), which contain the sequential decision-making part, but assume full knowledge of the
system state. AMarkov Decision ProcessM is defined as a tupleM = (S,A, p(·|s, a), r(s, a)),
where S is a set of states, and A is a finite set of actions. p is a collection of state-transition
probability functions, one per action, such that p(s′|s, a), where s, s′ ∈ S, and a ∈ A denotes
the probability that the MDP will transition to state s′ when action a is chosen in state s.
Finally, r(s, a) is a reward (cost) function that specifies the reward incurred when action a
is chosen in state s.
For the purposes of multi-step recovery, the set of states S is defined using the set
of fault-hypotheses, with each fh ∈ FH defining a state in S. Clearly, recovery actions
can map directly to the action set A. Recovery action effects can be represented using
the state transition function. Since each action is assumed to be deterministic (we shall
drop that restriction in Chapters 3 and 4 after the development of bounds), the transition
function can be defined as p(fh′|fh, a) = 1 if a.effect(fh) = fh′, and p(fh′|fh, a) = 0
otherwise. Finally, the cost function can be represented as negative reward. Precisely,
r(fh, a) = −c(fh, a) = cˆ(fh, a)+ c˙(fh, a) · (a.t¯+monitor.t¯). The problem of minimizing the
cost then becomes one of maximizing reward.
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Figure 2.4 shows a simple example of how an MDP might be used to model the recovery
process of two redundant servers a and b. In the figure, the different states represent the
different fault hypotheses that might exist in the system, and the null fault state. The
actions represent the different recovery choices available to the controller (including passive
actions that may just observe the system) and are specified by the transition probability and
cost. For example, “Restart(a)(1,-0.5)” in state Fault(a) indicates that restarting a when it
is faulty will recover the system with probability 1 and incur an unavailability reward of 0.5.
In this framework, a stationary, deterministic Markov policy ρ(s) is a mapping from
states to the actions that should be chosen when the system is in those states. In the case of
system recovery, such a policy is exactly what would be needed to construct a recovery con-
troller. Given a “good” policy, a controller could guide the system from a faulty state (fault
hypothesis) to the null fault state via a series of recovery actions. Furthermore, MDP solu-
tion techniques exist to construct optimal policies ρ∗ that are both stationary and Markov,
and ensure that the reward accrued by the system over its lifetime is optimized. Formally,
ρ∗ = argmaxρ
∑∞
t=0 β
tr(St, ρ(St)), where St and ρ(St) are random variables representing the
system state and the action chosen under policy ρ, respectively, at decision point t. Given a
starting state s, the value of the MDP is defined as the optimal mean accumulated reward
obtainable when starting from that state. It is known (from [Put94], for example) that the
value function Vm(s),∀s ∈ S is given by the dynamic programming equation:
Vm(s) = max
a∈A
{
r(s, a) + β
∑
s′∈S
p(s′|s, a)Vm(s
′)
}
(2.3)
The optimal (deterministic) policy is given by choosing for each state s ∈ S the action a∗(s)
that maximizes the right side of Equation 2.3.
The constant β (0 ≤ β ≤ 1) in the equations above is the “discounting factor.” If β < 1,
the model is said to be a discounted model, and reward accumulated t decision points in
the future is discounted by βt. Discounting ensures that accumulated rewards are always
32
finite, and makes solution easier. However, although discounting has a natural basis in
applications such as financial modeling, discounting in recovery problems is artificial at best
and potentially harmful (an infinite trajectory of recovery actions may be associated with a
finite cost). Due to that artificiality, it is difficult to choose a proper value of β. High values
may slow down solution algorithms, while low values may undervalue recovery actions done
in the future. Therefore, we choose the “undiscounted optimality criteria” for which β = 1
for the recovery problem. That introduces problems with infinite accumulated reward when
solving the model. We will tackle those issues in Chapter 3.
However, even with undiscounted models, the MDP framework is not directly applicable
to the MSLRecover problem, because it assumes that the state of the system is completely
known at all times. POMDPs remove that restriction. A POMDP P is defined as a tuple
P = (S, A, O, p(·|s, a), q(·|s, a), r(s, a)) where S, A, p, and r are the same as for an
MDP. However, the system can be observed only through a finite set of observations O. An
observation o ∈ O is generated with probability q(o|s, a) whenever the system transitions
to state s as a result of action a having been chosen. In the example of Figure 2.4, the
Observe action might generate observations “a appears to have failed” or “b appears to have
failed,” indicating which server is observed to have failed (although there might be false
positives and false negatives as well). For MSLRecover, the outputs of system-monitoring
components can be viewed as these observations. Specifically, each possible set of monitor
outputs oM is a single “observation” in the POMDP framework. The observation function
q(o|s, a) = P[oM|fh],∀a ∈ A is then simply given by Equation 2.2.
Although optimal POMDP policies are not Markovian in terms of the observation se-
quence, they are Markovian in terms of the “belief-state.” A belief-state π = [π(1), . . . , π(|S|)]
specifies the probability with which the system is in each state s ∈ S. Given that the system
is in a belief-state π, that it chooses action a, and that it observes o, then the next belief-
state (diagnosis) can be computed using the Bayes rule, where the possible observations
that can be generated on the choice of action a define probabilistic transitions between the
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belief-states. That corresponds directly with the output of the diagnosis step of the recovery
engine ({P[fh]}). Due to POMDP policies being Markovian in the belief-states, a POMDP
policy can be defined as a mapping ρp(π) → A from belief-states to actions. Furthermore,
an optimal POMDP policy would maximize ρ∗p(π) = argmaxρ
∑∞
t=0 β
tr(St, ρp(πt)), which is
exactly what is needed for the MSLRecover controller.
It is known that the optimal policy in belief-state π is given by the action a ∈ A that
maximizes the following dynamic programming recursion:
Vp(π) = max
a∈A
{
πr(a) + β
∑
o∈O
γpi,a(o)Vp(T
pi,a,o)
}
(2.4)
γpi,a(o) =
∑
s∈S
q(o|s, a)
∑
s′∈S
p(s|s′, a)π(s′) (2.5)
T pi,a,o(s) =
q(o|s, a)
∑
s′∈S p(s|s
′, a)π(s′)∑
s′,s′′∈S q(o|s
′, a)p(s′|s′′, a)π(s′′)
(2.6)
Here, r(a) = [r(s, a),∀s ∈ S]T is the reward (column) vector of the POMDP when action
a is chosen, γpi,a(o) is the probability with which observation o will be generated given the
current belief-state π and chosen action a, and T pi,a,o is the next belief-state that would result
if o were actually observed. The solution of this set of equations results in the optimal value
function vp(π), which is equal to the maximum mean accumulated reward the system can
obtain starting in belief-state π.
However, even from the simple example of Figure 2.4, it is easy to see that the number
of belief-states may be infinite. For instance, if the monitor in the example has a detection
probability that is non 0 or 1, then the monitor diagnosis may keep improving by repeatedly
invoking it. It may always move closer to a precise diagnosis, but never reach it, and create
an infinite number of belief-states in the process. Given an initial belief-state π0, the set of
reachable belief-states is countable due to the finite action and observation sets.
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2.7 The MSLRecover Recovery Algorithm
Noting that MSLRecover minimizes cost instead of maximizing reward, and applying the
POMDP optimal value function equation 2.4 to MSLRecover’s recovery models, we get the
following equation for the optimal value function:
V ({P[fh]}) = min
a∈A
∑
fh∈FH
P[fh]
{
cˆ(fh, a) + c˙(fh, a) · {a.t¯(fh) + monitor.t¯}
+
∑
oM∈Ofh
P[oM|fh, a]V (Bayes({P[fh|s, a]}, oM))
}
(2.7)
Here, V ({P[fh]}) represent this minimum cost if the system starts in model-state {P[fh]};
let us call it the mincost of that model-state.
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Figure 2.5: Example step of the MSLRecover computation tree.
The easiest way to understand Equation 2.7 is through a sample single-step of the re-
cursion tree as shown in Figure 2.5. For each possible combination of fault-hypothesis fh
and chosen recovery action a, the equation considers the possible next model-states the sys-
tem can transition into. It does so by computing the set Ofh of possible monitor output
combinations that could possibly be generated after a was executed with fh present in the
system. To compute the next state (the fault hypothesis probability vector {P[fh]} for each
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possible monitor output combination oM), the effects of execution of action a on the fault
hypothesis probabilities are first computed using the following equation:
P[fh|π, a] =
∑
fh′∈FH
π(fh′)1[a.effect(fh′, a) = fh] (2.8)
Then, simply calling the Bayesian update from Equation 2.1 with P[fh|π, a] and oM as
inputs results in the next fault hypothesis state. The corresponding transition probability
is the probability that monitor outputs oM are generated after a is executed with fh in the
system. That probability is given by (with P[oM|fh, a] computed using Equation 2.2):
P[oM|fh, a] = P[oM|fh
′ ← a.effect(fh)] (2.9)
The mincost of a state if action a is executed with fault hypothesis fh in the system is then
given by the sum of the single-step cost and the expected value of the mincost of the next
model-state (computed as a weighted sum over the set of next states). Averaging over FH
then results in the mincost that results from choosing action a. The action that minimizes
the mincost is the action chosen. Figure 2.5 shows this process in the context of the CoOL
system with only two fault hypotheses (i.e., Crash(S1) and Crash(S2)). The two recovery
actions being considered are S1.restart() and S2.restart(). If the correct action is chosen,
then the only possible monitor output is false. However, if an incorrect action is chosen, the
monitor will detect the fault only with probability 0.5 (its detection probability), and two
outputs are possible.
One issue with Equation 2.7 is the size of set Ofh. In the worst case, the number of
possible monitor output combinations is exponential in the number of monitors. However,
in practice, that is usually not a problem, because if a monitor either does not detect a fault
hypothesis at all, or detects it with certainty (detection probability 1), it has a single output
for that fault hypothesis, and does not cause addition of elements to Ofh. In most practical
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systems, that is what happens since most monitors either detect only a few fault hypotheses
or detect their targeted faults with certainty. An issue arises if monitors have false positives
(i.e., P[om|fh] is not 0 even if the monitor does not detect fault hypothesis fh). We examine
this issue in Section 4.4.2, and show how, in many cases, to detect and discard the monitors
with the false positives in order to keep the observation set size small.
Unfortunately, while the problem posed by MSLRecover can be elegantly mapped to the
sound mathematical framework of POMDPs, solving it to get an optimal recovery policy is
often impractical. The reason is that the dynamic programming recursions of Equation 2.4
(and thus Equation 2.7) are not easy to solve. However, for the purposes of the MSLRecover
controller, we utilize the observation that, even though the number of belief-states in the
POMDP may be infinite, the value function recursion tree, if expanded up to a finite depth,
reaches only a finite number of them. The reason is that the tree has a finite branching factor
at each level (limited by the number of actions and observations). Similar to programs that
play computer chess by looking a few moves ahead, this tree can be generated only up to
a finite depth maxdepth (or until a state is reached where the system has recovered and
P[fhφ] > 1-ǫ). Terminating the tree at a finite depth circumvents the difficulty of solving the
POMDP value function by sacrificing the quest for provable optimality. However, that also
means that when the recursion is terminated because the maximum depth was reached, a
heuristic must be used to represent the remaining cost of recovery at the point of termination.
The value of the heuristic can have an important effect on the efficiency of the recov-
ery actions generated by the algorithm. In our implementation, we have used the following
heuristic, which gives good results (as witnessed by the fault injection experiments in Section
2.8): V(s, {P[fh]}) = (1 − P[fhφ]) · maxa∈A,fh∈FH−{fhφ} c(fh, a). Essentially, the heuristic
penalizes actions that do not move probability mass to fhφ. We also experimented with an-
other heuristic that favored short recovery sequences (in the number of actions) by assigning
a constant large cost to every V(s, {P[fh]}). However, that heuristic caused the algorithm to
behave too aggressively by picking expensive recovery actions that ensured recovery within
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less than the lookahead horizon (maxdepth). They prevented the algorithm from outper-
forming SSLRecover. Even though finite-depth recursion can lead to non-optimal solutions,
we believe that many practical faults can be recovered from using only a few recovery steps,
and MSLRecover can do well when recovering from such faults even when a very small
recursion depth is used.
The overall operation of the MSLRecover algorithm is very similar to that of SSLRecover
(Algorithm 1) except for a couple of important differences. Most importantly, in choosing
the next action, MSLRecover uses Equation 2.7 and chooses the action that maximizes the
right side of that equation. Secondly, unlike in the SSLRecover algorithm, the monitors
are only invoked once before a recovery action is chosen. The reason is that monitoring
actions can (and should) be added as explicit recovery actions, allowing the solution of
Equation 2.7 to choose them explicitly only when better diagnosis is needed. Because of the
similarity to the SSLRecover algorithm, the proof of termination in a finite number of steps
(Theorem 2.4.1) also holds for MSLRecover if every action recovers from at least one fault
hypothesis. However, actions allowed by MSLRecover are more general, and that condition
may not always hold. In Chapter 3 we examine and prove the conditions under which a
POMDP-based algorithm such as MSLRecover will terminate.
2.8 Implementation and Results
To obtain results, we implemented both the recovery algorithms presented in this chapter in
C++ as part of a toolbox for model-driven adaptation and recovery. Both the SSLRecover
and MSLRecover algorithms accept lists of fault hypotheses, monitors, detection proba-
bilities, recovery actions, and cost metrics via a simple textual description language. For
deployment in a system, the controller requires callbacks to be implemented to execute
recovery actions and system monitors.
To observe the effect of the controller actions on the system, we implemented a simula-
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tion harness that interfaces with the real controller but simulates the rest of the system to
provide the controllers with stimuli similar to those that would be generated in an actual
EMN deployment. The simulator injects faults into the system using a Poisson arrival pro-
cess with a specified rate λf , with each fault type being equally likely. When the system
monitors detect the fault, the recovery algorithm is invoked. Monitors are invoked once every
minute (i.e., faults are not always detected instantaneously), and take 5 seconds to execute.
The recovery and monitoring actions generated by the recovery algorithms are simulated.
However, the recovery algorithm is not simulated, but instead runs the implementation in
real time.
The CoOL system described in Section 2.1.2 was used for the experiments. The only
fault hypotheses that were considered were Crash and Zombie for each of the 5 components,
and Down for each of the 3 hosts, for a total of 13 fault hypotheses. The system included
one component monitor for each component and two end-to-end path monitors (one each
for HTTP and voice testing), for a total of 7 monitors. Finally, a Restart action for each
component, a Reboot action for each host, and an explicit Test action (for the MSLRecover
algorithm only) were assumed for a total of 9 actions. The Reboot actions were assumed
to take a time of 5 minutes regardless of which host was being rebooted, while the restart
actions took varying amounts of time between 1 minute (for the HTTP gateway) and 4
minutes (for the DB), depending on the component being restarted. Finally, 80% of the site
traffic was assumed to be HTTP traffic, while 20% was assumed to be voice traffic.
Four different configurations were considered: the SSLRecover algorithm with the num-
ber of tests to invoke before choosing a recovery action (maxtests) set to 1 or 2, and the
MSLRecover algorithm with maximum lookahead depth (maxdepth) set to 2 or 3. Finally,
we ran simulations using a “recovery oracle.” In the recovery oracle runs, the recovery algo-
rithm is assumed to have perfect knowledge of what fault has occurred, and hence can always
choose the best recovery action (as predetermined by a human). In reality, implementing a
recovery oracle is not possible, because some fault types (e.g., Zombie faults in the CoOL
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system) cannot be localized perfectly in one round (or sometimes even more rounds) of mon-
itoring. Hence, either additional monitoring is needed or incorrect recovery actions will have
to be tolerated, both of which affect recovery time. Nevertheless, the oracle represents the
best possible performance any algorithm could have given the types of faults and recovery
actions available to the system, and serves as a good benchmark for comparison.
The experiments were conducted on hosts with Athlon XP 2400 processors. For each
simulation run, the system was run for a total simulated time of 10 days. 100 runs were per-
formed for each configuration. Availability of the system in a simulation run was computed
by integrating a fractional point measure that specified what fraction of system requests
could be satisfied at each instant of time (as defined in Section 2.5) and dividing by the
length of the interval. Therefore, multiplying the availability measure by a (constant) sys-
tem request rate would return the total number of user requests satisfied. Even though the
recovery algorithms support multiple (explicitly specified) faults in the system at one time,
we limited fault injections to only one fault at a time, for ease in determining the best oracle
recovery policy (which was done by hand). Each of the five configurations was tested in two
different scenarios. In one, all thirteen types of faults were injected (Crash or Zombie in
each component, and Down in each host), and in the other, only Zombie faults were injected
(although the recovery algorithms did not know that). Zombie faults were considered sepa-
rately because they cannot be detected with good localization (since only the path monitors
can detect them), and thus provide a challenge to the recovery algorithms.
The graphs in Figures 2.6 and 2.7 show the availability of the system as a function
of the MTBF when all types of faults and only Zombie component failures were injected,
respectively. It can be seen that system availability remains more or less the same as the
value of maxtests is increased for the SSLRecover algorithm, but increases as the value
of maxdepth is increased for MSLRecover. Moreover, the system availability using the
MSLRecover algorithm is better than the availability using SSLRecover, and this difference
is more pronounced for zombie-only faults. Zombie faults, unlike crash and down faults,
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Figure 2.6: Availability (all faults).
may require multiple steps to be recovered from, and a higher lookahead has greater benefit.
Finally, although the algorithms fare reasonably well with respect to the oracle benchmark,
there is still room for improvement. The difference is more pronounced for zombie faults,
but that is expected, because zombie faults have very poor diagnosability with respect to the
monitors deployed in the CoOL system, and some unneeded recovery actions are inevitable.
More detailed measurements of the algorithms are presented in Tables 2.2 and 2.3. In
addition to indicating the total number of faults injected for each configuration, the tables
specify many per-fault metrics. The cost metric specifies the cost of recovery per fault (sys-
tem execution time × (1-availability)/number of faults). The metric essentially weighs the
down time for each component by the importance of the component. The down time metric
represents the unweighed amount of time (per fault) when some component in the system is
unavailable either because of a fault, or because the recovery algorithm is restarting or re-
booting it. The fault time metric specifies the average amount of time a fault remains in the
system. The think time represents the time (wall-clock) spent in executing the MSLRecover
and SSLRecover algorithms (i.e., not including the cost of monitoring and repair actions).
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Figure 2.7: Availability (Zombie faults).
Finally, the actions and monitor calls entries are the average number of recovery actions and
test actions executed by the recovery algorithms per fault recovery.
Several observations can be made from Tables 2.2 and 2.3. First, the fault time is actually
smaller than the down time because of zombie faults that have poor diagnosability. Even
after a fault has been recovered from, the controller does not know for sure that the fault
was really fixed (due to the probabilistic nature of the monitors). Therefore, it may still
execute additional recovery actions so as to bring the probability of the null fault hypothesis
(fhφ) to within the target of 1−ǫ (ǫ was set to 0.001 in our experiments). Increasing the
value of ǫ will reduce the down time and cost of recovery (as confirmed by our experiments),
but it could also increase the likelihood that the algorithm will return while the fault is still
present in the system.
The second observation is related to the average number of actions vs. the number of
monitor calls for the two algorithms. Notice that increasing the maxtests parameter (for
SSLRecover) or maxdepth (for MSLRecover) increases the efficiency of the respective algo-
rithms (fewer average actions per fault). However, the MSLRecover gains a much larger
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Table 2.2: Per-fault fault injection results for all faults.
Algorithm (All)
#of
Faults
Cost
Down
Time
(sec)
Fault
Time
(sec)
Think
Time
(msec)
# of
Actions
# of
Monitor
Calls
SSLRecover (1 test) 44902 199.79 290.68 226.33 8.03e-2 1.837 2.89
SSLRecover (2 tests) 45398 199.61 291.69 227.02 1.15e-1 1.802 4.653
MSLRecover (depth 2) 45451 169.50 251.87 205.82 13.2 1.590 2.868
MSLRecover (depth 3) 45616 160.56 233.59 197.68 221 1.428 3.079
Oracle n/a 124.15 179.77 n/a n/a 1.000 0.000
Table 2.3: Per-fault fault injection results for zombie faults.
Algorithm (All)
#of
Faults
Cost
Down
Time
(sec)
Fault
Time
(sec)
Think
Time
(msec)
# of
Actions
# of
Monitor
Calls
SSLRecover (1 test) 44160 229.58 389.28 220.98 0.1065 3.000 4.13
SSLRecover (2 tests) 44334 222.41 381.93 214.38 0.0162 2.901 6.938
MSLRecover (depth 2) 44726 186.44 323.40 203.64 33.55 2.554 4.260
MSLRecover (depth 3) 44939 161.94 274.13 181.00 489.6 2.130 4.837
Oracle n/a 84.40 132.00 n/a n/a 1.000 0.000
benefit from a far lesser increase in the number of monitoring actions. The reasons are both
its ability to initiate additional testing only when needed, and a longer lookahead that gives
it the ability to better see the future benefits of additional testing. In contrast, increasing
maxtests for SSLRecover increases the testing for all types of faults, even when it may not
be needed (e.g., for the easily diagnosable Crash and Down faults).
Finally, SSLRecover has shorter execution time, because of its polynomial complexity
(with respect to the number of fault hypotheses and actions). Nevertheless, provided that
the lookahead for MSLRecover is kept small, both algorithms are fast enough for real systems.
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Techniques that speed up the MSLRecover algorithm and allow an increased lookahead are
topics for future research.
2.9 Related Work
As motivated in Chapter 1, the issue of diagnosing failures and doing something about them
has a long history. The problem was first formalized in the concept of system diagnosis
[PMC67]. System diagnosis involves having units test one another and using the test results
to diagnose which units are faulty. The basic approach has been subsequently extended in
many ways (e.g., to include probabilistic test results [Blo77]). More closely related to our
work is the extension to sequential diagnosis [BP93], within which the system is repaired
incrementally through diagnosis and repair of one component at a time. The goal is to
obtain a correct sequential diagnosis in which faulty processors are replaced but no correct
processor is replaced. Despite some similarities in goals, our work is in a different vein from
previous diagnosis work. Faulty monitors can also be incorporated in our monitor models
by adding explicit fault hypotheses for monitor failure and changing the monitor detection
probabilities of the monitors appropriately. Moreover, additional complexity in our models
also comes from having monitors of different types that have differing detection probability
and specificity characteristics. However, the main distinguishing factor is that in our work,
it is often inevitable that correct components or hosts may be acted upon. Therefore, rather
than allow only for always-correct repair for limited types of faults, our work allows for the
possibility of mistakes, but also provides the ability to correct them through feedback from
the system. Consequently, we are able to allow more expressive models, and optimize the
recovery process given the amount of information available. Finally, our work allows multiple
repair actions and multiple optimization criteria to drive recovery.
Closely related to our work is the theoretical work on sequential testing (e.g. [RTP03]),
which deals with choosing an optimal sequence of tests in order to perform diagnosis. Al-
44
though that work does not deal with multiple monitor types (e.g., path monitors) that
operate in parallel, our work is similar because we seek to optimize sequences of recovery
actions. One difference is that in our work, recovery is driven by a cost model. Accurate
diagnosis is important only to the extent that it promotes efficient recovery; if there exists a
recovery action that cheaply fixes multiple suspected faults, our approach will use it instead
of trying to further improve the diagnosis.
Bayesian estimation has been used in system diagnosis by other authors. For exam-
ple, [CLLW93] uses Bayesian analysis in the comparison-based system analysis to deal with
incomplete test coverage, unknown numbers of faulty units, and non-permanent faults. How-
ever, that work only considers one type of test (comparison between identical units), and
thus does not need to address monitor detection probabilities; it also does not consider
repair.
The idea of learning the effectiveness of a repair action by trying it out and then observing
its effect in the system has recently been used in [LRFH04]. That work presents a learning
algorithm for the construction of a repair policy that specifies the test and repair actions to
be taken based on the outputs (true or false) of the previous test and repair actions. After
the repair policy has been constructed in the learning phase, the policy remains fixed during
the actual runtime of the system. By contrast, the repair decisions in our approach are made
dynamically at runtime, a tactic that provides two benefits. First, because repair policies
do not have to be precomputed and stored, much larger state spaces can be accommodated.
Second, the system can continue to update information about failure rates and use it to
make better decisions as time progresses. Finally, our work also deals specifically with
non-deterministic monitor outputs, and allows repair decisions to be made based on fully
observable state as well.
Automatic restarting of components, before or after they have failed, has been con-
sidered in a number of systems. [HK95] presents a mechanism to restart failed processes
by having watchdog process watchd monitor a local process, and, if the process dies, it is
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restarted.Recently, recovery through restart has regained attention with recursive restarta-
bility [CCF+02] and the Recovery Oriented Computing project [OBB+02]. However, most
of the work on recovery through restart focuses on the mechanisms by which recovery can be
automated and made more efficient, rather than determining when and where the recovery
actions should be applied. In that sense, that work is complementary to our work.
Finally, there has been some work in applying techniques from Markov decision theory
to dependability problems. Specifically, both [dMT94] and [SKL89] look at the problem of
when to invoke a (human) repair process to optimize various metrics defined on the system.
In both cases, the “optimal policies” that specified when the repair was to be invoked (as a
function of system state) were computed off-line through solution of Markov decision process
models of the system. However, both assumed full knowledge of the state of the system,
including complete knowledge of what components have failed, and thus had no notion of
monitors. In addition to other differences (e.g., online solution), our approach does not share
that limitation.
2.10 Conclusions
This chapter introduced a holistic approach for automating the recovery of practical dis-
tributed systems even with incomplete information about what faults may have occurred
in the system. It presented two different algorithms, SSLRecover and MSLRecover, which
use Bayesian estimation to probabilistically diagnose faults and use the results to generate
recovery actions. The algorithms are complementary in their strengths. While SSLRecover
is computationally very efficient and has provable termination properties, MSLRecover can
express complex recovery actions consisting of multiple steps, perform more efficient recov-
ery, and optimize user-specified metrics during recovery, but is computationally much more
expensive. Comparing the performance of both algorithms with a theoretically optimal (but
unrealizable) oracle via extensive fault injections, we showed that while both algorithms
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performed reasonably well compared to the optimum, the performance of MSLRecover was
superior due to a longer lookahead. However, both algorithms are practical, and as part
of a low-cost, high-availability solution, can provide significant benefit to a wide class of
distributed systems.
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Chapter 3
Ensuring Quality of Recovery
Of the two algorithms presented in Chapter 2 for performing recovery SSLRecover and
MSLRecover, only SSLRecover had any guarantees associated with it. Specifically, Theo-
rem 2.4.1 ensures that SSLRecover will terminate in a finite number of steps, and will do so
successfully if the model is correct, and the fault has some recovery actions associated with
it. However, this guarantee is only possible because of the simple action effects the algorithm
presupposes, and due to its greedy nature. While the actual performance of MSLRecover
is superior to that of SSLRecover, we could provide no such quality of recovery guarantees
for it. That was the case even though the action model used by MSLRecover was simpler
than the one allowed for by the POMDP framework (MSLRecover allows only deterministic
actions). The issue of termination is especially crucial when undiscounted models, such as
models for system recovery, with β = 1 (see Section 2.6) are considered. The reason is that
policies for such models can result in infinite value functions, indicating that the controller
can get stuck in infinite loops of action execution from which it cannot escape.
This chapter provides termination and quality of recovery guarantees for controllers that
support the full POMDP model, including actions that have probabilistic effects. We show
that the key to providing the termination guarantees is the surrogate for the POMDP value
function (Equation 2.4) that is used at the leaves of the finite-depth expansion of the equation
(as described in Section 2.7). If a heuristic without any special properties is used, then
nothing can be ensured about the resulting recovery policy that the controller generates.
However, if certain types of bounds for the optimal value function are used instead, then not
only is the problem of devising a good system-specific heuristic solved, but the controller
48
can be shown to terminate in a finite number of steps, and also probabilistically succeed in
performing the recovery.
Therefore, after a few mathematical preliminaries and discussion of related work in Sec-
tion 3.1, we introduce in Section 3.2 a new lower bound, the RA-Bound, for optimal POMDP
value functions. The bound is based on an exponentially smaller state-space than is needed
to solve the POMDP, and is thus very cheaply computed. Section 3.3 discusses conditions
under which the RA-Bound is finite. For one set of conditions, the RA-Bound is the only
lower bound we are aware of that converges to a finite value in undiscounted models. For
models that do not satisfy those conditions, we show how they can be modified to ensure
a finite bound. Section 3.4 proves that the RA-Bound indeed lower-bounds the optimal
value function, and Section 3.5 shows how the RA-Bound can be used and improved in an
iterative manner. Section 3.6 then uses the RA-Bound to prove that a finite-depth looka-
head controller that uses the bound at the leaves not only terminates in a finite number of
recovery action invocations, but also can compute a probability p such that the controller
is guaranteed not to terminate until the probability of being in a null fault state is greater
than p. Finally, Section 3.7 presents experimental results on the use of the CoOL system
model developed in Chapter 2 to compare a bounded controller to a heuristic. The results
demonstrate that a) the lower bounds can be iteratively improved, b) the controller that uses
the bounds does not terminate until recovery has completed, and c) the resulting controller
performs recovery faster and takes less time to make a decision than a controller that uses
heuristics.
3.1 Preliminaries and Related Work
Because the work presented in this chapter is applicable to all POMDP models (and not just
the deterministic transition models defined in Section 2.7), and to facilitate comparison with
the MDP/POMDP literature, we use the standard POMDP notation defined in Section 2.6
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to describe the results in this chapter. This means that the optimization problem is one of
reward maximization (rather than cost minimization). The only departure is that rewards
are assumed to use the rate-impulse model. That is, reward r(s, a) = rˆ(s, a) + r˙(s) · a.t¯(s),
where rˆ is the impulse reward obtained when the system executes transition a in state s,
while r˙(s) is the rate at which reward is constantly accrued when the system is in state s.
Recall from Section 2.6 that POMDP policies are Markovian in terms of the belief-state,
π = [π(1), . . . , π(|S|)]. Given that the system is in π, that it chooses action a, and that it
observes o, then a new belief-state can be computed using the Bayes rule, and the possible
observations that can be generated on the choice of action a define probabilistic transitions
between the belief-states. Therefore, for a given starting state π0, a “belief-state MDP”
Mb(P , π0) can then be defined over the set of belief-states reachable from π0, in which the
same set of actions A as the original POMDP causes a transition from one belief-state to
another. Precisely, if π′ and π′′ are two belief-states in R|S|, let π′
a
→ π′′ represent the
non-zero probability of a transition from π′ to π′′, upon execution of action a. Then, the
relation π′ → π′′ =
∨
a∈A π
′ a→ π′′ holds between π′ and π′′ if there is a non-zero probability
of a transition between π′ and π′′ on execution of at-least one action from A. Finally, let
π′
∗
→ π′′ be the transitive closure of → (i.e., the relation that there is some sequence of
actions that allows a non-zero probability transition between π′ and π′′). Then, the state-
space of Mb(P , π0) is given by Π = {π|π0
∗
→ π is true }. The reward function for state π is
the mean reward
∑
s∈S π(s) · r(s, a) (or π · r(a), r(a) = [r(s, a),∀s ∈ S]
T in vector format).
Finally, the sparse transition function p(π′|π, a) for Mb(P , π0) is defined by the following
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set of equations.
γpi,a(o) =
∑
s∈S
q(o|s, a)
∑
s′∈S
p(s|s′, a)π(s′) (3.1)
T pi,a,o(s) =
q(o|s, a)
∑
s′∈S p(s|s
′, a)π(s′)∑
s′,s′′∈S q(o|s
′, a)p(s′|s′′, a)π(s′′)
(3.2)
p(π′|π, a) =
∑
o∈O
γpi,a(o)1[π′ = T pi,a,o] (3.3)
In these equations, the observation probability function γpi,a(o) is the probability with which
observation o will be generated given the current belief-state π and chosen action a, and
T pi,a,o is a vector representing the corresponding next belief-state that would result if o were
actually observed. Note that the belief-state MDP is very different from the MDP obtained
from P by simply ignoring the observations, and assuming all states to be fully visible. The
value of the POMDP is just the solution ofMb(P , π0), and that is what the POMDP value
function computes. Recall that
Vp(π) = max
a∈A
{
πr(a) + β
∑
o∈O
γpi,a(o)Vp(T
pi,a,o)
}
≡ LpVp(π) (3.4)
Here, Lp is a mapping operator from one real-valued value function v defined on the belief-
state-space to another. The subscript p indicates that it is an operator on a POMDP value
function (an operator defined on an MDP value function would have subscript m).
Because of the number of reachable belief-states in the state space ofMb(P , π0), solving
Equation 3.4 is very difficult even when the discounting factor β < 1. When β = 1, even
determining whether a solution is the exact POMDP solution or not is undecidable [MHC03].
Therefore, POMDP solution approaches are often restricted to approximations and bounds.
However, even in the space of bounded solutions, the POMDP research has focused mainly
on problems with discounted rewards, because even the question of existence of ǫ-tight
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bounds (for an arbitrary ǫ > 0) is not decidable for the undiscounted accumulated reward
criterion [MHC03]. Intuitively, the reason is that a non-discounted POMDP model never
“forgets” its history, and the number of partitions of the belief-state-space that correspond
to regions where a common action is optimal continue to grow exponentially with the length
of the history. Moreover, with β = 1, the mean accumulated reward can become infinite for
some policies, so care must be taken to avoid such situations. Clearly, then, if one is to use
undiscounted models and formulate bounds for them, some restrictions must be imposed in
order to ensure that the generated bounds are finite and valid. We have formulated such
conditions using the particular nature of system recovery, and present them in Section 3.3.
Upper and lower bounds have been proposed for discounted versions of the POMDP
value function in the past (see [Hau00] for a review). Specifically, two lower bounds for
discounted POMDP value functions have been described in the literature: the BI-POMDP
bound proposed in [Was97] and the “blind policy method” of [Hau97]. However, these
bounds are known only to work for discounted models, not undiscounted ones such as those
induced by the system recovery problem. Even after the model conditions we introduce for
finiteness are met, we show that the BI-POMDP bound may still not converge to a finite
value. Under one set of conditions, the blind action is finite for undiscounted recovery models
(and can be computed trivially). However, we experimentally demonstrate in Section 3.7
that its performance is much worse than that of the RA-Bound we introduce.
3.2 The Random-Action Bound
In this section, a new lower bound for the value function of POMDPs called the random-
action bound (RA-Bound) is proposed. The RA-Bound is defined as a linear combination of
value function bounds defined on the states of MDP model m = (S,A, p, r) corresponding to
a given POMDP (S,A,O, p, q, r). To be precise, if the value function bound on MDP m is
V −m (s), then the RA-Bound for belief-state π is defined as V
−
p (π) =
∑
s∈S π(s) ·V
−
m (s). Since
52
the original state-space of POMDP (S) is at least exponentially smaller than the belief-
state-space Π (which is a |S|-dimensional probability simplex), the bounds can be quickly
computed for POMDPs, even ones with hundreds of thousands of states. Geometrically, the
RA-Bound is a single hyperplane in the belief-space probability simplex, with V −m (s
′) being
the value of the hyperplane at the simplex vertex π(s) = 1, if s = s′ and π(s) = 0 otherwise.
The MDP value function bound V −m (s) is based on the simple observation that barring
any additional information about a set of numbers, the set’s mean value is the tightest lower
bound for its maximum element. Intuitively, V −m (s) is computed by modifying the MDP
dynamic programming recursion (Equation 2.3) so that instead of picking the best action,
it uniformly randomly chooses an action according to some state-independent probability
mass function (thus computing an average) irrespective of what state the system is in. The
following set of linear equations define V −m (s):
V −m (s) =
∑
a∈A
ca
{
r(s, a) + β
∑
s′∈S
p(s′|s, a)V −m (s
′)
}
≡ L−mV
−
m (s) (3.5)
In this equation, the ca’s are a set of constants, one for each action a such that 0 ≤ ca ≤ 1,
and
∑
a∈A ca = 1. A particularly simple and useful choice of ca’s is ca =
1
|A|
,∀a ∈ A.
Intuitively, this choice picks all actions with equal probability, and usually provides the
tightest bound among model agnostic choices for ca, as long as all belief-states are equally
likely.
The above modification effectively constructs a Markov chain from the MDP by replacing
each action-transition pair a, p(s′|s, a) in the original MDP with a probabilistic transition
having probability ca · p(s
′|s, a). To compute the RA-Bound, the mean accumulated infinite
horizon reward of that RA-Bound Markov chain is computed. If a finite solution exists, it
can be cheaply computed off-line through use of any linear system solver (or by successive
iterations of L−m). For our implementation (Section 3.7), we use Gauss-Seidel iterations
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with successive over-relaxation. However, for general undiscounted models, a finite V −m
may not exist. To achieve our ultimate goal, we impose the following three conditions on
recovery models. After each condition is presented, the types of systems that do not satisfy
the condition are discussed. Subsequently, we will show how any recovery model can be
modified to allow it to satisfy all three conditions.
Condition 3.2.1 Recovery models include a non-empty set of states Sφ ⊆ S for which the
rate reward r˙(s) = 0,∀a ∈ A. Intuitively, these are “null fault” states that correspond to the
system being free of activated faults.
The goal of the recovery process is to restore the system to some state that is deemed to
be “acceptable.” Therefore, the condition that the system must have some null fault states
is very natural, these states capture the notion of acceptable states in which the recovery
can terminate without penalty. If a system has no states with 0 rate rewards (costs), the
implication is that the recovery can only leave the system in a degraded state. That might
happen, for example, in survivable systems, where the controller might be called on to decide
which degraded mode of operation to leave the system in. A system that has no null fault
states reachable from the initial state is equivalent to a system without null fault states.
This condition is not just a requirement for computing the RA-Bound, but is also required
to ensure that a finite solution to the value function 3.4 for the recovery model POMDP
exists.
Condition 3.2.2 Starting in any state s /∈ Sφ, there is at least one null fault state in s
′ ∈ Sφ
that is reachable through some sequence of actions s
∗
→ s′ (i.e., there is some way to recover
the system from any state).
This condition is related to, but more restrictive than the first, because some systems
that do have null fault states (implicitly reachable from the starting state) may have “unsafe
states” s′ ∈ Sψ that are also reachable from the starting state (s0
∗
→ s′), but from which no
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null fault state is reachable, i.e., there is no s′′ ∈ Sφ such that (s
′ ∗→ s′′). Since states in the
system are only partially observable, the only way to avoid unsafe states is to disable “unsafe
actions” aψ ∈ Aψ ⊆ A that may transition to an unsafe state with non-zero probability, i.e.,
∃s ∈ S, s′ ∈ Sψ s.t. p(s
′|s, aψ) > 0. If that is done, the transformed system model satisfies
Condition 3.2.2. However, if an action is either safe or unsafe depending on the state in
which it was executed, then the condition may only be satisfied in some cases (by changing
the model), as described in Section 3.3.1. As for Condition 3.2.1, it is also required not just
for the RA-Bound, but also to ensure that a finite optimal value function for the POMDP
exists.
Condition 3.2.3 The set of null fault states Sφ is distinguishable from non-null fault states
S −Sφ. That is, starting from some initial belief state π0, the reachable state-space Π of the
recovery model POMDP must only contain belief-states of the form π(s′) = 0,∀s′ ∈ Sφ, or
π(s′) = 0,∀s′ /∈ Sφ.
Intuitively, this condition states that when a system reaches a null fault state and has
recovered, the controller must “know” it for sure (i.e., with probability 1), so that it can
terminate recovery. This condition holds when, for example, there is a unique set of obser-
vations that are emitted in the null fault states, but not in any other state. Of particular
importance among systems of this type are those in which the monitors do not have false
negatives for the class of faults considered, such that when they declare that the system is
working, it is indeed in a null fault state. Such types of monitors are very common. For
example, when end-to-end path monitors that emulate a user of a system (such as those
described in Section 2.1.1) succeed, e-commerce systems are often assumed to be working.
Even for systems with monitors that have false positives (they alarm in the null fault states),
the recovery POMDP can sometimes be modified to satisfy this condition (as shown in Sec-
tion 3.3.1). If a system allows the recovery controller to determine with certainty whether
it has recovered or not, it is called a system with recovery notification.
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(b) RA-Bound Markov Chain.
Figure 3.1: RA-Bound for model with observable null fault states.
Even though systems with recovery notification are common, Condition 3.2.3 is also the
most restrictive of the three conditions imposed on recovery models, because it is not required
for a solution to the POMDP value function to exist. Also, there are several practical systems
in which one may not know whether the system has recovered or not. A common example
is a system that suffers from faults that have intermittent effects. In such a scenario, even if
the monitors declare that all is well, the fault might still persist. Indeed, there might be no
observation the monitors emit that is unique to the null fault state. Such systems are called
systems without recovery notification.
3.3 Finiteness of the RA-Bound
In this section, we will first show how the three conditions introduced earlier ensure that
the RA-Bound will be finite in systems that satisfy them. Then, we will examine how a
large (but limited) class of system models can be modified without changing the “quality
of recovery” properties to ensure that the three conditions hold. Finally, we show how, for
all other classes of models, the conditions can be satisfied by the explicit addition of a risk
model that quantifies the risk associated with terminating the recovery early.
Due to Condition 3.2.1, a recovery model POMDP P always has a set of null fault
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states Sφ. We construct a new POMDP P
′ with the same set of states, actions, observation
function, and rate reward function as P , but by setting the transition probability function to
p′(s′|s, a) = p(s′|s, a),∀s, s′ ∈ S − Sφ, a ∈ A, p
′(s|s, a) = 1,∀s ∈ Sφ, a ∈ A, and p
′(s′|s, a) =
0,∀s′ ∈ S, s ∈ Sφ, a ∈ A. The impulse reward function of P
′ is set such that rˆ(s, a) =
rˆ(s, a),∀s ∈ S − Sφ, a ∈ A, and rˆ(s, a) = 0,∀s ∈ Sφ, a ∈ A. Effectively, we have changed
all actions so that if executed in a null fault state, they loop back to the same state, and do
not generate any impulse rewards (costs). Since by definition of s ∈ Sφ, r˙(s) = 0, the total
reward accumulated in the null fault states in the modified model r(s, a),∀s ∈ Sφ is also
0. Figure 3.1(a) shows an example POMDP model using the 3-state recovery model first
described in Section 2.6 that satisfies Condition 3.2.1 (the state “Null” is a null fault state)
and Condition 3.2.2 (Null is reachable from “Fault(a)” and “Fault(b)”).
The modified POMDP P ′ corresponds to a system that is able to detect when it has
recovered (i.e., it is in some state s′ ∈ Sφ) and disable any further action commands coming
from the controller. Such a system is desirable, since remaining in a null fault state s′ forever
incurs 0 accumulated cost. Formally, since 0 is an upper bound on the reward obtained in
any state, it can also be shown by induction that Vp′(π) ≥ Vp(π),∀π ∈ Π, so that the total
recovery cost is lower for such an augmented system. However, the question of how such
an augmented system can be constructed from any given system remains. That is ensured
through Condition 3.2.3. Because Condition 3.2.3 ensures that the controller knows with
probability 1 whether the system is in one of the states in Sφ, the controller can simply
disable the issuing of any recovery actions (effectively replacing them with 0 cost self loops)
when the system is in one of those states, in effect simulating P ′ using P . Using P ′, the
following Lemma can be proved.
Lemma 3.3.1 The RA-Bound V −p′ (π),∀π ∈ Π is finite for an augmented POMDP P
′ ob-
tained from a POMDP P that satisfies Conditions 3.2.1, 3.2.2, and 3.2.3.
Proof: For the RA-Bound Markov chain corresponding to the POMDP P ′, there is a non-
empty set of null fault states (Condition 3.2.1) that are absorbing states with zero reward
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(due to the augmentation described earlier). Moreover, due to Condition 3.2.2, starting
from any state s ∈ S − Sφ, at-least one such absorbing state is reachable. Therefore,
Equation 3.5 for V −m′ computes the expected accumulated reward for an absorbing Markov
chain. Since an absorbing Markov chain has a finite expected number of steps to absorption
E(tabs) and since the maximum reward obtained in each state maxs,a r(s, a) is finite, V −m (s) ≤
E(tabs)maxs,a r(s, a) is also finite. From the definition of V −p (π), its finiteness follows for any
π ∈ Π.
3.3.1 Deducing Recovery Notification
Lemma 3.3.1 shows that for systems with recovery notification, it is possible to ensure a
finite RA-Bound. A sufficient condition for ensuring recovery notification is as given by the
following Lemma.
Lemma 3.3.2 In a POMDP P, if there is a set of observations ot ⊂ O, that satisfies the
conditions (a) q(o|s, a) = 0,∀o ∈ ot, s /∈ Sφ, a ∈ A, and (b) q(o|s, a) = 0,∀o /∈ ot, s ∈ Sφ, a ∈
A, then P describes a system with recovery notification.
Proof: Consider some o′ ∈ ot, o
′′ /∈ ot, s
′ ∈ Sφ, and s
′′ /∈ Sφ. Then, using the next
belief-state function T pi,a,o(s) from Equation 3.2, we have (due to conditions (a) and (b)) ∀π,
T pi,a,o
′
(s′′) = Normalize[q(o′|s′′, a)
∑
s′′′∈S
p(s′′|s′′′, a)π(s′′′)] = 0
T pi,a,o
′′
(s′) = Normalize[q(o′′|s′, a)
∑
s′′′∈S
p(s′|s′′′, a)] = 0
Since any observation o that is emitted must be in ot or O − ot, it follows that in the next
belief state, either π(s) = 0,∀s ∈ Sφ, or π(s) = 0,∀s /∈ Sφ. 
Intuitively, this condition means that there is a set of “all working” observations ot, one
of which is always generated when the system is in a null fault state, and that are never
generated when the system is not in a null fault state. As described earlier, that is true for
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(b) Augmented Model.
Figure 3.2: Deducing recovery notification by model augmentation.
systems in which monitors don’t have false positives (i.e., they do not alarm in null fault
states), and in which at-least one monitor is always able to detect every type of fault being
considered (i.e., a situation in which there is a fault in the system, but all monitors indicate
nothing is wrong, cannot occur).
It is also possible to deduce recovery notification in systems where monitors satisfy con-
dition (a) but not condition (b) from Lemma 3.3.2, provided the following condition is
satisfied.
Condition 3.3.1 For a POMDP model P, ∀s ∈ Sφ, a ∈ A, ∃o ∈ ot s.t. q(o|s, a) > 0. That
is, each null fault state generates atleast one observation in ot with a non-zero probability.
This condition is satisfied by systems where monitors have false positives, but the false
positive is eventually detected as such. To deduce recovery notification in such systems,
the POMDP model P is augmented to get a new model P ′. The augmentation is shown
in Figure 3.2 for a simple two state model. The figure shows the original and augmented
models for a system that has a monitor that generates false positives even when the system
is in a Null fault state. The false positives do not allow the controller to detect the Null
fault state with certainty.
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To generate the augmentation, it is useful to note that because P satisfies condition (a)
of Lemma 3.3.2, there is a set of observations ot ⊂ O that are generated only in states in Sφ.
However, because condition (b) of Lemma 3.3.2 is not satisfied, for an s′ ∈ Sφ, there might be
other observations o /∈ ot that might also be generated in s. The trick is to replace s
′ by two
states a “hidden” state s′h and an “observable” state s
′
o, that have reward definitions identical
to those of the original state (r(s′, a) = r(s′o, a) = r(s
′
h, a)). The outgoing transitions are also
identical to s′ (i.e., p(s|s′o, a) = p(s|s
′
h, a) = p(s|s
′, a)) except for the following rule. Every
state transition t : s
a
→ s′ in P whose destination state is s′ and q(o′|s′, a) 6= 0 for some
o′ ∈ ot is replaced by two transitions to and th defined as to : s
a
→ s′o, and th : s
a
→ s′h. The
transition probabilities for those two transitions are set as
p(s′o|s, a) = p(s
′|s, a) ·
∑
o′∈ot
q(o′|s′, a) (3.6)
p(s′h|s, a) = p(s
′|s, a) ·
∑
o′ /∈ot
q(o′|s′, a) (3.7)
The observation function is modified so that q(o′|s′o, a) =
q(o′|s′,a)P
o′∈otq(o′|s′,a)
if o′ ∈ ot, and 0
otherwise. Similarly, q(o′|s′h, a) =
q(o′|s′,a)P
o′ /∈otq(o′|s′,a)
if o′ /∈ ot, and 0 otherwise. In the new
model P , the set of null fault states is set to so,∀s ∈ Sφ. Then, it is easy to see that
q(o|so, a) = 0,∀so and o
′ /∈ ot. Therefore, model P
′ satisfies condition (2) of Lemma 3.3.2,
thus ensuring that the system described by model P ′ has recovery notification. For all s′ ∈ Sφ
of the original model that were reachable from some state s ∈ S−Sφ, Condition 3.3.1 ensures
that p(s′o|s, a) 6= 0 for any transition for which p(s
′|s, a) 6= 0 (Equation 3.6). Therefore, all
transitions to s that were present in P are present as transitions to so in P
′. Therefore,
corresponding s′o is also reachable from s, thus ensuring that the augmentation does not
invalidate Condition 3.2.2.
Intuitively, the problem is that P does not have recovery notification because it might
generate observations that are not specific to null fault states, even when the system is in a
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null fault state. In Figure 3.2(a), that situation corresponds to a case in which the system
monitoring incorrectly detects a fault in the Null fault state (with probability 0.5). However,
due to Condition 3.3.1, some o ∈ ot is eventually generated (i.e., the “all clear” observation
in the figure). Therefore, the augmented model splits each null fault state into an observable
null fault state in which some observation o ∈ ot is always generated (and so can be detected
by the controller), and a hidden null fault state that cannot be detected with certainty by
the controller. That is shown in the augmented model in Figure 3.2(b), for which the “all
clear” observation is generated exclusively in the new Null fault state s′o (making it into a
fully observable state), while the sh state remains indistinguishable from the Faulty state.
It can be shown by induction on Equation 3.4 that the optimal value functions for P and P ′
are the same. That is, the optimal policy is not affected by the augmentation. In practice,
the controller implements P ′ by simply waiting for some observation from ot to be generated,
and then terminating the recovery.
3.3.2 Systems with Unsafe Actions
The augmentation approach described to deduce whether a model has recovery notification
can also be used to selectively disable unsafe actions. Recall that unsafe states were defined
as states s′ ∈ Sψ that are reachable from the starting state, but from which no null fault state
is reachable, and an unsafe action was defined as an action that has a non-zero probability
transition to an unsafe state. We also noted that an unsafe action a ∈ Aψ might be unsafe
only in a proper subset of the non-null fault states of the system. Call these states a-unsafe
states Sψ(a). The problem with having actions that are sometimes unsafe in a partially
observable system is that the controller may not know for sure whether it is an a-unsafe
state. Therefore, to be safe, it must always disable a, severely limiting the usefulness of a
even in states in which it is safe.
However, if a-unsafe states are fully observable (in the same sense as in Condition 3.2.3),
the controller can use the model augmentation approaches described for null fault states to
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(b) RA-Bound Markov chain.
Figure 3.3: RA-Bound for model with unsafe states and no recovery notification.
detect them with certainty, and disable a appropriately. Specifically, for each unsafe action
a, the system partitions the states into the a-unsafe states Sψ(a) and a-safe states S(a) ←
S −Sφ−Sψ −Sψ(a). Then, applying the conditions from Lemma 3.3.2 and Condition 3.3.1
(with Sφ replaced by Sψ), it is determined whether Sψ is fully observable. If it is, then the
unsafe action a can be allowed in the system (and disabled when the controller detects an
unsafe state). If not, a can be removed from the model completely to ensure safety.
3.3.3 Systems with Termination Risk
Although explicit recovery notification is appropriate for many systems, there are also many
systems in which it is not available. Examples include systems with transient faults, systems
in which symptoms may disappear only to reappear some time later, systems that have no
exclusive indicator of good health that will never be generated when there is a fault (i.e., the
ot set of observations described earlier), or systems in which there are unsafe actions that
cannot be selectively disabled (or disabled completely). In models of such systems, which
we call models with termination risk, any or all of Conditions 3.2.1, 3.2.2, and 3.2.3 cannot
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be made to hold. There might be no null fault states in the system (e.g., survivable system
models in which the end goal is to leave the system in the best of many degraded states),
null fault states may be unreachable from some system states (i.e., the unsafe states), or the
null fault state may not be observable. In those cases, a fundamental trade-off that must
be made. When should an undesirable but necessary activity continue (i.e., the recovery
process, a search for better degraded states, or execution of an unsafe action), and when
should the risk be taken to stop it and then possibly face the consequences?
Figure 3.3(a) illustrates the situation for a modified version of the 2-server model that
was shown in Figure 3.1(a). In this model, executing a recovery action (“Restart”) in a
null fault state (“Null”) incurs cost (as it would in most systems). Also, according to the
model, the wrong recovery action (e.g., restarting server ’a’ when server ’b’ has failed) might
make the system unrecoverable with a 0.1 probability. Now, in which belief-states should the
controller make a decision to continue with recovery? If the system has already recovered,
executing recovery actions in the Null state would actually degrade the system availability.
Similarly, in which belief-states should the controller make a decision to execute an unsafe
action (either of the restart actions) and face the prospect of an unrecoverable system?
We solve this problem by introducing “termination rewards (costs)” for each state in the
system that quantify the risk of terminating recovery in that state. The notion of risk can
capture all the situations described above: risk of terminating in a particular degraded state,
risk of terminating in an unsafe state, and risk of terminating in a non-null fault state. Once
the termination rewards are defined, the decision on whether to terminate recovery or not is
explicitly made part of the recovery policy selection, so that the optimal decision-making can
also factor in the risk of the various actions it takes. Precisely, the recovery model POMDP
P is augmented by adding an absorbing state sT and a “terminate” action aT to it. State
sT corresponds to the controller having terminated the recovery process and is defined such
that ∀a ∈ A, r(sT , a) = 0 and ∀a ∈ A, s ∈ S, p(s|sT , a) = 1 if s = sT and 0 otherwise.
Action aT corresponds to the controller choosing to terminate the recovery and is defined
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such that ∀s ∈ S, p(s′|s, aT ) = 1 if s
′ = sT and 0 otherwise. The impulse reward associated
with aT in a state s, i.e., r(s, aT ), for all s ∈ S is then the termination reward for that
state. Figure 3.3(b) shows the RA-Bounds Markov chain corresponding to the model shown
in Figure 3.3(a), assuming no recovery notification. State sT is then set as the sole member
of the null fault state set Sφ of the augmented model. Since sT is an absorbing zero-reward
state that can be reached from all other states (by action aT ), the augmented model satisfies
all three Conditions 3.2.1, 3.2.2, and 3.2.3.
The choice of action aT is under the control of the recovery controller itself and is selected
using the normal decision-making process. That leaves the question of how these termination
rewards are determined. Clearly, r(s, aT ) = 0 if s ∈ Sφ, because Sφ are the desired states.
For other states, the choice of termination risk is very application-dependent. However, for
systems that are under oversight by human operators, the system can determine risk by
simply computing the accumulated cost of staying in the state s in which the controller
decided to terminate until the human operator responds and manually repairs/reconfigures
the system. Therefore, if the system designer provides a parameter top called operator
response time, which indicates the time required for a human operator to respond to the
fault, the termination reward is given as r(s, aT ) = r¯(s) · top, where r¯(s) is the rate reward
(cost) incurred by the system in state s. The operator response time is a very designer-
friendly metric (as opposed to a discount factor) and is usually known for most systems. If
it is high, the recovery controller will be more aggressive in ensuring that the system has
recovered before it terminates (or will be more conservative when choosing unsafe actions),
but it might incur a higher recovery cost. By varying this parameter, it is possible to
configure the controller for systems with differing degrees of human oversight.
We compare the RA-Bound with lower bounds for discounted POMDP value functions
that have previously been proposed in the literature. The BI-POMDP bound proposed
in [Was97] is also a linear combination of an MDP bound V BIm (s). V
BI
m (s) is obtained by
solving Equation 2.3, but with the max replaced with a min. The bound computes the
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value obtained by choosing the worst possible action from a state. Clearly, even for simple
undiscounted recovery models (e.g., Figure 3.3(a), this approach fails for systems either with
or without recovery notification, because the worst recovery action (e.g., action “Restart(b)”
in state “Fault(a)”) will often make no progress but accrue cost, thus leading to an infinite
value.
The second bound in the literature is the “blind policy method” of [Hau97]. It is a set of
bounds V bam (s, a), one per (state,action) pair obtained by starting in state s and then blindly
following action a henceforth (i.e., Equation 2.3 without the max). The POMDP bound for
belief-state π is given by maxa∈A
∑
s∈S π(s)·V
ba
m (s, a). For systems with recovery notification,
this bound will be infinite for most recovery models. The reason is that usually, no single
recovery action will progress in all states (e.g., in the 2-server model of Figure 3.1(a), always
choosing action “Restart(a)” will lead to an infinite value in state “Fault(b)”). In systems
with termination risk, however, our proposed modifications trivially ensure a finite blind
policy bound (since the “terminate” action aT always ensures a finite termination reward of
r(s, aT )).
3.4 RA-Bound is a POMDP Lower Bound
Given that operator L−m defined in Equation 3.5 converges and the RA-Bound V
−
p (π) =∑
s∈S π(s) · V
−
m (s) exists and is finite for a POMDP P , we prove in two steps that the RA-
Bound is a lower bound for the value function of P . First, we show that the RA-Bound
is a lower bound for all iterates of Lp (Equation 3.4). Then, we show that the iterates of
Lp converge to a finite value that, in the limit, is the value function of the POMDP P . In
the proofs, P (a) denotes the probability transition function p(s′|s, a) in matrix form, r(a)
denotes the reward vector for action a, and vector comparisons are assumed to be element-
wise (i.e., v > v′ =⇒ v(i) > v′(i),∀i ).
Lemma 3.4.1 Let P ′ = (S,A,O, P, q, r) be an augmented POMDP (with β = 1) that has
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been modified such that Equation 3.5 converges to a finite solution V −m = limk→∞ L
−
m
k
0.
Also, let vkp = L
k
p0 be the k
th iterate of Equation 3.4 starting from 0 (vk+1p = Lpv
k
p). Then,
the RA-Bound V −p (π) =
∑
s∈S π(s) · V
−
m (s) ≤ limk→∞ v
k
p(π).
Proof: The proof is by induction. Let v−,km be the k
th iterate of Equation 3.5 (v−,k+1m =
L−mv
−,k
m ). Also, for any belief-state π, let v
−,k
p (π) = π ·v
−,k
m . As the basis of induction, choose
v0p(π) = 0,∀π and v
−,0
m (s) = 0,∀s ∈ S so that v
−,0
p (π) ≤ v
0
p(π). For the induction step,
assume v−,kp ≤ v
k
p . Then,
vk+1p (π) = max
a∈A
{
πr(a) +
∑
o∈O
γpi,a(o)vkp(T
pi,a,o)
}
≥ max
a∈A
{
πr(a) +
∑
o∈O
γpi,a(o)v−,kp (T
pi,a,o)
}
(γpi,a(o) ≥ 0)
= max
a∈A
{
πr(a) +
∑
o∈O
γpi,a(o)
∑
s∈S
T o,a,pi(s)v−,km (s)
}
(by defn. of v−,kp )
= max
a∈A
{
πr(a) +
∑
o∈O
∑
s∈S
v−,km (s)q(o|s, a)
∑
s′∈S
p(s|s′, a)π(s′)
}
(eqns. 3.2 and 3.1)
= max
a∈A
∑
s′∈S
π(s′)
{
r(s′, a) +
∑
s∈S
p(s|s′, a)v−,km (s)
∑
o∈O
q(o|s, a)
}
(rearranging sums)
= max
a∈A
∑
s′∈S
π(s′)
{
r(s′, a) +
∑
s∈S
p(s|s′, a)v−,km (s)
}
(
∑
o∈O
q(o|s, a) = 1)
≥
∑
a∈A
ca
∑
s∈S
π(s)
{
r(s, a) +
∑
s′∈S
p(s′|s, a)v−,km (s)
}
=
∑
s∈S
π(s)v−,k+1m (s) = v
−,k+1
p (π)
Therefore, v−,k+1p (π) ≤ v
k+1
p (π). That implies that V
−
p (π) =
∑
s∈S π(s)V
−
m (s) =
∑
s∈S π(s) ·
limk→∞ v
−,k
m (s) = limk→∞ v
−,k
p (π) ≤ limk→∞ v
k
p(π). 
Using Lemma 3.4.1, we see that in the limit, the RA-Bound is a lower bound for iterates
of Lp. Now all that remains is to show that these iterates are finite, and themselves converge
to the POMDP value function. To do so, we impose the following additional condition on
the recovery models.
Condition 3.4.1 In a recovery model POMDP P, all single-step rewards are non-positive.
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i.e., r(s, a) ≤ 0.
This condition ensures that the accumulated reward is upper-bounded by 0, and is a very
natural condition for recovery models, since they involve minimization of recovery costs
(negative rewards).
Theorem 3.4.1 Let P be a POMDP satisfying the same conditions as in Lemma 3.4.1 in
addition to Condition 3.4.1, and let V ∗p be the value function of P. Then, the RA-Bound is
a lower bound for V ∗p or V
−
p (π) ≤ V
∗
p (π),∀π.
Proof: LetMb(P , π) be the countable state belief MDP induced by the transition functions
specified by Equations 3.1 and 3.2 on the belief-state-space of POMDP P with an initial
belief-state π. First, we show that Mb(P , π) is a negative MDP (see [Put94], Section 7.3).
For negative MDPs, the total expected reward starting from any state and under any policy
must be non-positive. This is ensured by Condition 3.4.1. Second, there must exist at least
one (possibly history-dependent and/or randomized) policy for which the mean accumulated
reward is finite. To see that this holds for Mb(P , π), note that any belief-state π
′ for which
π(s′) = 0 if s′ /∈ Sφ (for models with recovery notification), or s
′ 6= sT (for models with
termination risk), is an absorbing state in Mb(P , π). Moreover, such belief-states are zero-
reward states, and Condition 3.2.2 ensures that it is always possible to reach at least one
such belief-state from any other belief-state. Therefore, it is easy to see that a random-action
policy (i.e., choosing actions randomly without regard to belief-state) would ultimately lead
the system to one of the absorbing belief-states and ensure a finite mean accumulated reward.
It is known that for negative MDPs with countable state-spaces, if v0m = 0, then Equation 2.3
converges to Vm ([Put94], Theorem 7.3.10). Applying that result to Equation 3.4 and using
Lemma 3.4.1, we have ∀π, V −p (π) ≤ (limk→∞ L
k
p0)(π) = V
∗
p (π). 
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3.5 Using Bounds for Recovery
Having introduced and proved POMDP lower bounds in the previous section, we begin this
section by briefly describing how they are used in a recovery controller. When a POMDP-
based recovery controller first starts, it computes the RA-Bound. It then remains passive
until the system monitors detect a failure. Then, starting from a belief-state in which all
faults are equally likely, the controller uses Equation 3.2 and the monitor outputs to construct
an initial belief-state π. Subsequently, it unrolls the POMDP recursion of Equation 3.4 to
a finite depth d, and uses the RA-Bound for the belief-states at the leaves of the recursion
tree. It then executes the recovery action that maximizes the value of the tree, invokes the
monitors again to get a new set of observations, and computes a new belief-state π′. It then
repeats the process of unrolling the tree up to depth d (starting from π′) and choosing the
maximizing action until the terminate action (aT ) is chosen (for systems with termination
risk), or until it reaches a state in Sφ (for systems with recovery notification). A controller
that uses the RA-Bound in this manner is subsequently called an “RA-FD(d) controller”.
Using the RA-Bound at the leaves of the recursion tree provides the recovery controller
with some important properties that we discuss in the next section. However, the quality
of the decisions that the controller generates (and thus the cost of recovery) when using
the bound is determined by the depth d, and by how tight the bound is (i.e., how closely
it approximates the optimal solution of the POMDP). Since the RA-Bound is based on an
MDP representation that does not use the definitions of the observation functions, it may
not be tight for many models. However, it is possible to improve the bound iteratively using
refinement schemes previously developed for discounted models. The particular refinement
scheme we use is the incremental linear-function method from [Hau00].
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Figure 3.4: Improving the bound at a single belief-state.
3.5.1 Iterative Bounds Improvement
Recall from Section 3.2 that the RA-Bound is linear in that it defines a hyperplane on the
belief-state simplex. This hyperplane can be compactly represented as a bound vector b
with an entry V −m (s) corresponding to each state of the POMDP. If there were additional
hyperplanes that were also known to bound the value function, then a possibly better lower
bound at belief-state π could be computed as
V −B (π) = max
b∈B
b(s)π(s) (3.8)
where B represents the set of all bounding hyperplanes. The incremental update procedure
of [Hau00] works as shown in Figure 3.4 by creating a new bounding hyperplane b′ from
an existing set of bound hyperplanes B that improves the bound at a fixed belief-state π.
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Specifically ∀s ∈ S,
b′ = arg maxb′a,a∈A
∑
s∈S
b′a(s)π(s) (3.9)
b′a(s) = r(s, a) + β
∑
o∈O
∑
s′∈S
p(s′, o|s, a)bpi,a,o(s′)
bpi,a,o = arg maxb∈B
∑
s′∈S
{∑
s∈S
p(s′, o|s, a)π(s)
}
b(s′)
where p(s′, o|s, a) = q(o|s′, a)p(s′|s, a). In order to use this procedure for bounds improve-
ment, the controller must exercise it at various belief-states π in the belief-state-space. In
addition to those belief-states that are naturally generated during the course of system re-
covery, our recovery controller also performs bounds improvement upon startup in a “boot-
strapping phase.” In this phase, belief-states are generated by random simulation of the
outputs of system monitors using the observation function q(o|s, a). The actions chosen by
the controller are used to generate further simulated observations and belief states to sample.
The purpose of the bootstrapping phase is to ensure that the recovery actions chosen by the
controller when a real fault occurs are of high quality.
However, the incremental update process is known to converge only for discounted models
(β < 1). The reason is that the discounting factor allows the bounds to eventually “forget”
the initial values and make the bounds tighter; this does not happen for undiscounted
models in general. However, in Section 3.7, we demonstrate experimentally that the bounds
do improve sufficiently to ensure generation of good recovery policies. Furthermore, using
incremental update doesn’t hurt, because any additional bound hyperplanes that are not
better in at least some regions of the probability simplex can be discarded.
Let BRA be the set of bound planes containing both the RA-Bound plane, and the bound
planes obtained by iterative improvement of the RA-Bound. Then, a finite-depth controller
with depth d that uses a bound computed using Equation 3.8 on BRA is called an “IRA-FD(d)
controller”. An RA-FD(d) controller is a special case of the IRA-FD(d) controller for which
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the set BRA only contains the RA-Bound.
3.6 Quality of Recovery Properties
When automatic controllers such as the one proposed in this dissertation are used, questions
naturally arise regarding their stability. Since the proposed controller is based on a POMDP
model P with a finite-state-space S, the stability of the system itself is ensured in the
traditional Bounded-Input Bounded-Output (BIBO) sense. However, other issues arise that
affect the quality of the recovery policies the controller generates. First, it is certainly
possible, especially if actions with probabilistic effects are present in the model, that the
controller may get stuck in an infinite loop executing some set of actions over and over again
without reaching any of the termination states. Such a situation is guaranteed not to occur
if the recovery actions corresponding to the optimal policy of the POMDP are used, because
the resulting optimal value function has finite value (as was ensured in Section 3.2). However,
there are no such obvious guarantees for a general finite-depth lookahead controller.
Second, the issue of recovery termination in a finite amount of time is intrinsically linked
to how likely it is that the recovery will be successful. A controller that is guaranteed
to terminate can be trivially built by not generating any recovery action sequence at all,
and always choosing terminate as the first recovery action. However, such a controller is
obviously not desirable as it is guaranteed to fail. In this section, we examine both recovery
termination and success issues and show that RA-FD controllers with a finite d are not only
guaranteed to terminate, but are also able to compute a lower bound on the probability of
successful recovery.
3.6.1 Finite Termination
In order to show that an RA-FD controller always terminates first, it is first necessary to
show that the recovery policy generated by such a controller results in a mean reward that
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is greater than the RA-Bound. It is not enough to simply show that the RA-Bound lower
bounds the true POMDP value function 3.4 (as was done in Section 3.4). The reason is
that the RA-Bound corresponds to a controller that always randomly picks recovery actions
without regard to state, something an RA-FD controller does not do.
To do so, we first examine the recovery action policies generated by an RA-FD recovery
controller. Let admax(V ), d ≥ 1 correspond to an action that maximizes the value of the
POMDP value function given by Equation 3.4 expanded up to depth d and using the function
V : Π→ R at the leaves.1 Let V dmax(V ) be the corresponding maximum, and let V
0
max(V ) = V
(there is no corresponding maximizing action when d = 1.) Similarly, let ar correspond to a
random action chosen fromA according to some state-independent probability mass function
c : A → [0, 1] (as described in Section 3.2, the RA-Bound is valid for any choice of c that
is not dependent on the state of the system). Starting from some initial belief state π0,
the policy (action sequence) generated by a randomized action controller is then given by
a∗r = ararar . . ., and the corresponding mean accumulated reward is given by the RA-Bound
V −p (π0). Similarly, the policy generated by an RA-FD(d) controller is given by
ρRA-FD = (a
d
max)
∗(V −p ) = a
d
max(V
−
p ), a
d
max(V
−
p ), a
d
max(V
−
p ), . . . (3.10)
V = V −p is the RA-Bound. However, the crucial observation is that the corresponding
V dmax(V
−
p ) does not compute the mean reward generated by following the policy (a
d
max)
∗(V −p ),
but rather one obtained by following the policy admax(V
−
p )a
d−1
max(V
−
p ) . . . a
1
max(V
−
p )a
∗
r. This
policy corresponds to choosing the best actions returned by a series of finite-depth controllers
with d successively decreasing to 1, and by choosing random actions thereafter. Let us call
this particular form of policy an “AdR policy”. The following is true of AdR policies.
Lemma 3.6.1 Starting from any belief-state π0 ∈ Π, and given a policy ρ, let Vρ(π0) =
E [
∑∞
t=0 r(St, ρt(π))] be the reward obtained by following ρ. Then, for all d ≥ 1 and starting
1ad
max
also depends on the belief-state pi in addition to V , but this detail is omitted to simplify the
notation.
72
states π0, VAdR(π0) ≥ VAd−1R(π0) ≥ . . . ≥ VA1R(π0) ≥ Va∗r(π0) = V
−
p (π0).
Proof: The proof is by induction on d. For the basis of induction, we have to prove that
VA1R ≥ Va∗r . Closely mirroring the induction step in Lemma 3.4.1, consider:
VA1R = max
a∈A
{
πr(a) +
∑
o∈O
γpi,a(o)V −p (T
pi,a,o)
}
(by defn. of VA1R)
= max
a∈A
{
πr(a) +
∑
o∈O
γpi,a(o)
∑
s∈S
T o,a,pi(s)V −m (s)
}
(by defn. of V −p )
= max
a∈A
{
πr(a) +
∑
o∈O
∑
s∈S
V −m (s)q(o|s, a)
∑
s′∈S
p(s|s′, a)π(s′)
}
(subst. eqns. 3.2 and 3.1)
= max
a∈A
∑
s′∈S
π(s′)
{
r(s′, a) +
∑
s∈S
p(s|s′, a)V −m (s)
∑
o∈O
q(o|s, a)
}
(rearranging summations)
= max
a∈A
∑
s′∈S
π(s′)
{
r(s′, a) +
∑
s∈S
p(s|s′, a)V −m (s)
}
(
∑
o∈O
q(o|s, a) = 1)
≥
∑
a∈A
ca
∑
s∈S
π(s)
{
r(s, a) +
∑
s′∈S
p(s′|s, a)V −m (s)
}
=
∑
s∈S
π(s)V −m (s) = Va∗r(π)
In the induction step, assume that for some k > 1, VAkR ≥ · · · ≥ VA1R ≥ Va∗r ,∀π. Then,
VAk+1R(π) = max
a∈A
{
πr(a) +
∑
o∈O
γpi,a(o)VAkR(T
pi,a,o)
}
(by defn. of VAk+1R)
≥ max
a∈A
{
πr(a) +
∑
o∈O
γpi,a(o)VAk−1R(T
pi,a,o)
}
(γpi,a(o) ≥ 0, VAkR ≥ VAk−1R,∀π)
= VAkR(π) by defn. of VAkR 
Now, consider recovery policies of the form:
(admax)
n(V −p ) = a
d
max(V
−
p ), a
d
max(V
−
p ), . . . , a
d
max(V
−
p )︸ ︷︷ ︸
n times
, ad−1max(V
−
p ), a
d−2
max(V
−
p ), . . . , a
1
max(V
−
p )a
∗
r
(3.11)
Such policies are called as (Ad)nR policies. Clearly, AdR and Ad−1R policies are a special
case of (Ad)nR policies with n = 1 and n = 0 respectively. Also, in comparison with
Equation 3.10, the policy generated by an RA-FD controller is also a special case of (Ad)nR
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policies, since ρRA-FD = limn→∞(A
d)nR. Now, using (Ad)nR policies and Lemma 3.6.1,
we can show that the mean accumulated reward of a RA-FD controller is greater than the
RA-Bound as follows.
Theorem 3.6.1 Starting from any belief-state π0 ∈ Π, the mean reward accumulated by an
RA-FD controller is no less than the RA-Bound for π. Formally, using the same definition
for Vρ as in Lemma 3.6.1, VρRA-FD(d) ≥ V
−
p (π).
Proof: First, we show that for any n ≥ 1, an (Ad)nR policy always performs better than
an (Ad)n−1R policy, or V(Ad)nR(π) ≥ V(Ad)n−1R(π) ≥ · · · ≥ V(Ad)n−1R(π),∀π ∈ Π. The proof
is by induction on n. As the basis of induction, let n = 0. Then, using Lemma 3.6.1,
V(Ad)1R = VAdR ≥ VAd−1R = V(Ad)0R,∀π. In the induction step, assume that for some k ≥ 0,
V(Ad)kR ≥ V(Ad)k−1R(π). We have the following, which is similar to the induction step of
Lemma 3.6.1,
V(Ad)k+1R(π) = max
a∈A
{
πr(a) +
∑
o∈O
γpi,a(o)V(Ad)kR(T
pi,a,o)
}
(by defn. of V(Ad)k+1R)
≥ max
a∈A
{
πr(a) +
∑
o∈O
γpi,a(o)V(Ad)k−1R(T
pi,a,o)
}
(γpi,a(o) ≥ 0, V(Ad)kR ≥ V(Ad)k−1R)
= V(Ad)kR(π)
Using this result along with Lemma 3.6.1, we have V(Ad)nR(π) ≥ VAdR(π) ≥ V
−
p (π),∀n > 1.
Taking limits, VρRA-FD(d) = limn→∞ V(Ad)nR ≥ V
−
p (π). 
The above theorem shows that on average, the recovery policies generated by an RA-FD
controller perform better than what is promised by the RA-Bound. Using that result, it is
simple to show that the recovery will always terminate (with probability 1).
Corollary 3.6.1 For a system that satisfies Conditions 3.2.1, 3.2.2, and 3.2.3, an RF-FD
controller almost surely (with probability 1) terminates after executing a finite number of
recovery actions.
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Proof: From Lemma 3.3.1, it is true that −∞ < V −p (π) < ∞,∀π. From Theorem 3.6.1
and Condition 3.4.1, −∞ < V −p (π) ≤ VρRA-FD(d) ≤ 0. Therefore, VρRA-FD(d) is finite. Let
Rρ =
∑∞
t=0 r(St, ρt(π)) be the random variable that represents the reward accumulated by
a system executing a policy ρ. Then, E[RρRA-FD(d) ] = VρRA-FD(d) and is finite. Using Markov’s
inequality, we have for some constant a, P [|Rρ| ≥ a] ≤
E[Rρ]
a
. Therefore, P [|RρRA-FD | ≥
∞] ≤
VρRA-FD (pi)
∞
= 0. Therefore, |RρRA-FD | < ∞ with probability 1. Now, recall that for
all actions a ∈ A − {aT}, r(s
′, a) < 0 for all states s′ /∈ Sφ. The reason is that r˙(s
′) < 0
(Condition 3.2.1) and a.t¯(s′) > 0 for such states. Let r(s′, a) ≤ − ǫ for all s′ /∈ Sφ, and some
ǫ < 0. Then, in every recovery run, there can be at-most |RρRA-FD |/ǫ actions from A− {aT}
executed in a non-null fault state. Since null fault states are absorbing and the aT causes
a probability 1 transition to a null fault state, that implies that the recovery reaches a null
fault state (i.e., terminates) after a finite number of recovery actions. 
3.6.2 Probabilistically Guaranteed Recovery
The second quality of recovery property that is important for recovery controllers is the
guarantee that recovery will succeed,i.e., the controller will not terminate unless the system
is in one of the null fault states in Sφ. The following statement can be made about systems
with recovery notification.
Lemma 3.6.2 For a system with recovery notification that also satisfies Conditions 3.2.1
and 3.2.2, an RA-FD(d) controller guarantees successful recovery with probability 1.
Proof: An RA-FD(d) controller only terminates when it detects that the system is in some
state s ∈ Sφ (i.e., it has recovered). However, due to Lemma 3.6.1, the RA-FD(d) controller is
guaranteed to terminate on every recovery run with probability 1. Therefore, the controller
ensures that the system reaches some state in Sφ with probability 1. 
However, for systems with termination risk that have been augmented with a terminate
state and action aT (as described in Section 3.3.3), the situation is not so simple. In such
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systems, because it is not possible to detect that the system has recovered with certainty,
recovery cannot be guaranteed. When the POMDP model is modified as described in Sec-
tion 3.3.3, the terminate action may be chosen as the best action even if the system is not
in a null fault state. Therefore, the best one can hope for in that case is a probabilistic
guarantee that recovery will succeed. Such a guarantee takes the following form.
Property 3.6.1 An IRA-FD controller that guarantees p-success ensures that system recov-
ery will not be terminated until the probability of being in a null fault state P [Sφ] ≥ p
Note that the p-success guarantee is similar in spirit to the classical notion of the “cov-
erage” of a fault tolerance mechanism [BCS69], which is defined as the probability that a
system will recover given that there is a failure. However, there are major differences, the
most important of which is that coverage is defined over the set of actual faults that can
occur in the system, while the p-success probability is defined over the belief state simplex -
a crucial distinction. That is because the set of reachable belief-states may not necessarily
be (and usually is not) uniformly distributed over the belief-state simplex, and the path
probability of reaching a belief-state for which P [Sφ] ≥ p is not the same for every fault.
Therefore, the probability of p-success might be different from coverage, which is a stronger
statement than what p-success can provide.
An IRA-FD controller can trivially guarantee 0-success. If the original system (before
addition of aT and the terminate state) did not satisfy Condition 3.2.1, then 0-success is
the best that can be guaranteed, since there are no null fault states in the system. However,
in other cases, we would like to know the maximum value of pmax for which the controller
can guarantee p-success. For a given set of bounds vectors BRA, it is possible to compute a
non-trivial lower bound p−max on the maximum value pmax by using the algorithm shown in
Algorithm 2.
Intuitively, the algorithm works by using the observation that in order for an IRA-FD(d)
controller to terminate, the terminate action aT must be chosen as the optimal action.
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Algorithm 2: Algorithm for computing lower bound on p-success probability.
Input:
P = (S,A, p, q, r): original POMDP for system without recovery notification,
B: a set of linear lower bounds vectors
Output: p−max: a lower bound on the maximal p-success probability
(1) Set PT : of termination probabilities, one for each bound b ∈ B
(2) PT ← {0.0}
(3) foreach b ∈ B
(4) Solve the following linear program to get pT (b) = LP(b)
(5) Variables: π(s),∀s ∈ S
(6) Minimize:
∑
s∈Sφ
π(s)
(7) Constraints:
(8) π(s) > 0,∀s ∈ S
(9)
∑
s∈S π(s) = 1
(10)
∑
s∈S−Sφ
π(s) · (b(s)− r(s, aT )) < 0
(11) if LP(b) is feasible
(12) PT ← PT ∪ pT (b)
(13) return p−max = max(PT )
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Figure 3.5: Computing the maximal probability of p-success.
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Because aT transitions the system into sT , which is a zero-reward-absorbing state, the total
reward obtained if aT is chosen in belief-state π is given by Vp(π, aT ) =
∑
s∈S π(s) · r(s, aT ),
where r(s, aT ) is the termination reward. This equation defines a hyper-plane in the belief
state-space simplex. Additionally, because termination rewards for any null fault state s′ ∈
Sφ are zero, the hyperplane defined by Vp(·, aT ) passes through zero at the belief-state simplex
corner corresponding to s′. That situation in Figure 3.5 is shown for a system consisting
of two states. In the figure, sφ is a null fault state, and the dashed line represents the
hyperplane Vp(·, aT ) for the termination reward. Clearly, for some π, if the lower bound
on reward V −B (π) given by Equation 3.8 is greater than the reward obtained by choosing
aT , (i.e., Vp(π, aT )), then aT will never be chosen as the best action. Therefore, a lower
bound on the maximal p-success probability p−max can be obtained by finding the π that
has the lowest value of the probability of being in a null fault state (i.e.,
∑
s∈Sφ
π(s)) such
that Vp(π, aT ) ≥ V
−
B (π). That is precisely what Algorithm 2 computes by considering each
bounds vector in BRA one at a time and finding the maximum such π over all the bounds
vectors b ∈ BRA.
3.6.3 Computational Issues
Finally, we briefly discuss some computational issues regarding the bounds computation and
their use in an online recovery controller. The primary computation required for calculat-
ing the RA-Bound presented in Section 3.2 is given by the linear system of Equation 3.5.
That linear system is defined on the original state-space of the POMDP (S) and, with the
appropriate sparse structure, can be solved using standard, numerically stable linear system
solvers for models with up to hundreds of thousands of states. The solution can be performed
off-line (i.e., outside the main decision-making loop).
Given the RA-Bound hyperplane vector as a starting point, Equations 3.9 for bounds
update can be iteratively applied to improve the bound. Each update increases the number of
bound vectors by at most 1. If there are |B| existing bounds vectors, then each update takes
78
O(|S|2|A||O||B|), with the computation of bpi,a,o for every a ∈ A and o ∈ O dominating the
costs. However, in most models, transition (p) and observation (o) matrices are sparse, and
one can reach only a small number of next states and generate a small number of observations
when an action is executed in some state. If one assumes that p(s′, o|s, a) is non-zero only
for a constant number of next states and observation combinations for any s and a, the time
complexity for the update reduces to a manageable O(|S|A||O||B|). Nevertheless, updates
can become expensive, because in general, the number of bounds vectors is not bounded.
Although our current implementation stops refining the bound when the number of bounds
vectors reaches a prescribed limit, other solutions are possible. They include maintaining
the bounds using a cache, or evicting the least-used bounds when a new one is to be added.
Another solution, proposed in [PGT03], is to compute and update the bounds at a fixed
number of belief-states.
3.7 Experimental Results
Finally, in this section, experimental simulation-based results of using RA-FD and IRA-FD
controllers to perform recovery are presented in order to compare the RA-Bound with the
blind action bound from the literature, to validate our unproven claims of bounds improve-
ment, to evaluate whether the recovery controller does better than it promises, and to
demonstrate the superiority of using bounds over the heuristics. Finally, the sensitivity of
the quality of the generated controller policies to inaccuracies in the models is also examined
by systematically injecting errors into the monitor models used by the controller.
The target system for our experiments is the same CoOL system used for experiment
results in Section 2.8. To recall, the system is monitored by both component monitors and
path monitors that monitor the functionality of the entire system. In addition to a null
fault state, the model contains 13 fault states: five corresponding to a crash of each of five
components, three corresponding to a crash of each of three hosts, and five corresponding
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to “Zombie” faults in each of the components. A “Zombie” component responds to pings
sent by component monitors, but fails the path monitor tests. As before, the only recovery
actions considered are to restart a component, reboot a host, or just passively observe the
system. The action durations are 5 minutes for a host reboot, 4 minutes for a database
restart, 2 minutes for a voice gateway restart, 1 minute each for an HTTP or EMN server
restart, and 5 seconds for an execution of the monitors. Finally, costs (negative rewards)
accrue at a rate equal to the fraction of requests being dropped by the system either because
of a failure, or because a recovery action (e.g., rebooting) has made a component unavailable.
80% of the requests are assumed to be HTTP requests, while 20% are assumed to be voice
requests. Overall, the model is small, but is enough to model a realistic system. Finally, the
system lacks recovery notification, since an “all clear” by the monitors might just mean that
an EMN server has become a zombie, but the path monitor requests were routed around it.
Termination rewards are specified using the technique described in Section 3.3.3 with a mean
operator response time of 6 hours. Since the model does not have recovery notification, we
were also able to compute Blind Action bounds for it for comparison with the RA-Bound.
All experiments were conducted on 2GHz Athlon machines with 512MB of memory. Because
they are difficult to diagnose, only Zombie faults were injected in the simulations.
3.7.1 Bounds Improvement and Success Probabilities
First, results for the bootstrapping phase of the iterative bounds improvement are presented.
Three different heuristics were used to generate the belief-state sample points for performing
the bootstrapping. The first heuristic is “Sim”, in which faults (model-states) are randomly
selected according to a uniform distribution, observations corresponding to the states are
randomly chosen, and a finite-depth tree expansion of the controller is invoked with a belief-
state corresponding to the generated observations. When the tree expansion returns with
the best action, the simulated state is updated accordingly, and the process is repeated until
the best action chosen is the terminate action. The second heuristic used is called “Rand”.
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In this heuristic, a random belief-state in the belief-state simplex is picked, and a finite-
depth tree expansion is carried out at this belief-state. Finally, the third heuristic is called
“Vertex”, in which either one of the vertices of the belief-state simplex (i.e., a belief-state π
such that π(s) = 1.0 for some s, and 0 for all other states), or the center point in the simplex
(where all states are equally likely) ,is chosen, and the finite-depth tree expansion is carried
out at that belief-state.
When a finite-depth expansion of the recovery tree is done in the bootstrapping mode,
an iterative bounds update is done once for every belief-state visited by the tree. Therefore,
with a depth of 1, at most one new bounds vector is added for every invocation of the
recovery tree expansion. However, we also conducted experiments with a depth of 2. That
was expected to increase the number of bounds vectors rapidly, but since the CoOL system
model is small, we wanted to determine which factor is most important in getting good
bounds: the choice of initial bound (RA-Bound or Blind Action bound), the choice of belief-
states at which to update the bounds, or the total number of belief-states at which bounds
were computed.
Figure 3.6(a) shows the lower bound on negative reward (upper bound on cost) computed
at a belief-state where all states except the null fault states Sφ were equally likely as a function
of the number of bootstrap iterations. Values for each of the 6 heuristic and recovery depth
configurations are shown. In all the configurations, the RA-Bound was used as the initial
bound on which to perform iterative refinement. Figure 3.6(b) shows the same curves, but
when the Blind Action (BA) bound is used as the initial basis for bounds improvement.
Comparing the values of the two bounds (at iteration 0 in each of the two graphs), it
can be seen that although both bounds are quite loose (since they do not consider the
effects of information-gathering actions), the RA-Bound is more than twice as good as the
BA-Bound. In general, in models with termination risk, since the BA-Bound corresponds
to always quitting without attempting any recovery (and is not guaranteed to be finite for
models with recovery notification), the RA-Bound will always be tighter than the BA-Bound
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Figure 3.6: Iterative lower bounds improvement (mean bound).
as long as it is cheaper to try to recover the system than to do nothing. Even though both
the bounds improve rapidly after a few iterations of the bounds improvement algorithm,
when state-space sizes are so large that there is not enough space to store additional bounds
vectors, the RA-Bound can be a significant improvement over the Blind Action bound (as
becomes even more evident in the results for termination probabilities).
Second, the fact that the bounds improve rapidly in the first few iterations and then
stabilize to a fairly constant value (in most cases) after the first 10-20 updates is encouraging,
because it means that the strategy of using a small store of bounds is likely to achieve
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Figure 3.7: Growth of number of bounds vectors.
good results. The bounds do not improve substantially after the first few iterations. For
undiscounted POMDPs, it is not possible to determine whether the lower bound is within
a certain distance ǫ from the optimal for any ǫ (due to the undecidability of the question
of the existence of approximate bounds). Nevertheless, one can use upper bounds (if they
are available) to bound the distance of the bound from the optimal solution (without any
guarantee of reducing that distance). In the graph, the x-axis is a trivial upper bound for
the reward.
As far as comparisons of the different heuristics is concerned, it is seen that for the
CoOL model, the “Vertex” heuristic performs very well, and manages bounds that are much
tighter than the other two heuristics can handle. Comparing bounds values for different
controller depths, a surprising result is that for the “Rand” heuristic, increasing the depth
of the controller seems to have no effect on the tightness of the bound. However, because the
bounds improvement can be so model-specific, and because the values shown in the graph
only represent the bound value at a single belief-state, we discourage any generalization
about the quality of heuristics based on these results alone.
Figure 3.7 shows the number of bounds vectors that are generated as a function of the
bootstrap iteration number. The results shown are for the case in which the RA-Bound is
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used as an initial bound (we omit results when using BA-Bound as the initial bound because
they are similar). From this graph, it is seen that the configurations with a bootstrap
controller depth of two pay a heavy price for slightly better bounds in terms of the number
of bounds vectors generated. The “Sim” heuristic generates multiple bounds vectors in each
iteration, even with a depth of 1, because it simulates an entire recovery process, including
multiple controller invocations. Based on these results, the “Vertex” heuristic with a depth
of 1 stands out as the most effective heuristic, in terms of both the tightness of bound and
the number of bounds vectors generated. However, it must be noted that the procedure we
use for removing redundant bounds vector is very simple: we check whether the hyperplane
corresponding to the new bounds vector being added is either completely above or below
the hyperplanes defined by all of the existing bounds vectors. If it is, the hyperplane with
lower reward is discarded. A more sophisticated procedure for removing redundant bounds
vectors might produce different results.
Some general conclusions that can be drawn from the results on the bound values and
the number of bounds vectors is that bounds improve very rapidly in the first few iterations.
During those iterations, the choice of the initial bound (RA-Bound or BA-Bound) makes
a difference in the bounds value. However, the bounds stabilize after a few iterations, and
the type of belief-state selection heuristic used determines the value at which the bounds
stabilize. Finally, after the bounds have relatively stabilized, the number of bounds vectors
still keeps growing, and it is not worthwhile to improve the bounds further.
Although it is useful to understand whether bounds can be improved iteratively, bounds
are at best an indirect measurement of controller performance. More pertinent to the actual
operation of the controller are results regarding the cost of recovery sequences the controller
actually generates, and its performance relative to the guarantees it provides. Figures 3.8(a)
and 3.8(b) show the maximal p-success probability that can be guaranteed by a controller
that uses the RA-Bound and the BA-Bound as the starting point for bootstrapping, respec-
tively. Since the probabilities are computed using the bounds, they are shown as a function
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Figure 3.8: Lower bounds on maximal p-success probability.
of bootstrap iteration for each of the different bounds improvement heuristics. It is in these
results that the real benefit of the RA-Bound can be seen. Because the BA-Bound corre-
sponds to the terminate action, a controller using the BA-Bound can never promise more
than a maximal p-success probability of 0 unless the bounds are iteratively improved. Even
after iterative improvement, for three of the six bootstrapping configurations, the maximal
p-success probability remains very close to zero. In contrast, even when the RA-Bound is
used without any iterative refinement, the maximal p-success probabilities start out fairly
high at around 0.75, and increase as the bound is iteratively refined.
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Table 3.1: Fault injection results (values are per-fault averages).
Algorithm Depth Cost
Recovery
Time
(sec)
Fault
Time
(sec)
Think
Time
(msec)
# of
Actions
# of
Monitor
Calls
SSLRecover - 244.40 394.73 212.98 0.09 3.00 3.00
MSLRecover 1 151.04 299.72 193.24 6.71 1.71 17.42
MSLRecover 2 118.481 269.96 169.34 123.59 1.216 22.51
MSLRecover 3 118.846 271.32 169.86 1485 1.216 22.50
IRA-FD(1) 1 114.16 192.30 165.24 92 1.20 7.69
Oracle - 84.4 132.00 132.00 - 1.00 0.00
3.7.2 Recovery Policy Performance
The second set of experiments evaluates the quality of decisions made by the controller by
injecting 10,000 faults into the system and measuring per-fault metrics. The per-fault re-
covery metrics obtained for an IRA-FD(d) bounded controller with a recursion depth of 1,
bounds initialized with the RA-Bound, and bootstrapped with 10 runs of depth 1 with the
“Sim” heuristic, are compared to metrics for three other types of controllers. The SSLRe-
cover controller uses the SSLRecover algorithm presented in Section 2.4. The MSLRecover
controllers use the MSLRecover algorithm and heuristic from Section 2.7. Finally, the Oracle
controller is a hypothetical controller that knows the fault in the system, and can always
recover from it via a single action. It represents the unattainable ideal.
Table 3.1 shows the per-fault metrics obtained as a result of the fault injections. In
the table, cost is the reward metric defined on the recovery model, and is a measure of
the number of requests dropped by the system. The fault time indicates the amount of
wall-clock time that a fault was present in the system. Recovery time is the time taken to
terminate recovery, while think time is the time spent by the controller deciding what action
to choose. Finally, the actions and monitor calls columns represent the number of recovery
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actions invoked and number of monitor calls made by the controller per fault.
As the table shows, the IRA-FD(1) controller outperforms both the SSLRecover and
MSLRecover with depth one controllers by fairly significant cost margins. Even though the
heuristic controllers with depths two and three manage to do quite well in this example,
and even though the bounded controller’s own depth is only one, it manages to outperform
those other two controllers as well. Moreover, because of its low depth, it is able to generate
its decisions in less time than the nearest comparable heuristic controller (which requires a
lookahead of 2 to achieve its performance).
Another area in which the IRA-FD(1) controller shines is in its handling of termination
of recovery. The termination condition for both the SSLRecover and MSLRecover heuris-
tic controllers is set by specifying the probability with which the system must be in the
recovered state before the controller can terminate recovery. Determining what value such
a termination probability should take is difficult. Since we ran 10,000 experiments, we set
the value to 0.9999. The bounded controller does not require such a termination probabil-
ity, since its termination conditions are set using notions of operator response time. The
consequences can be seen in Table 3.1. The recovery time of all the controllers that require
a termination probability are disproportionately higher than the corresponding fault times.
Even after recovery is complete, they spend a large amount of time just monitoring the
system (evidenced by the number of monitoring calls they make) in an attempt to raise the
probability of successful recovery. On the other hand, the bounded controller can determine
when recovery is complete much sooner. It is worth noting that in the 10,000 fault injections,
none of the controllers ever quit without recovering the system.
Finally, we examine how the cost of the recovery sequence generated by the comparison
with the upper bound on cost promised by the IRA-FD(d) controller. Figure 3.9 shows the
cumulative distribution function, over 10,000 fault injection simulation runs, of the difference
between the upper (lower) bound on mean cost (reward) promised by the controller in the
starting belief state, and the actual cost incurred by the controller in that run. The y-axis
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Figure 3.9: Bound vs. actual cost: bounds as a predictor of quality of recovery.
corresponds to a difference of 0 (i.e., the bound is equal to the actual cost incurred in that
run), while negative values indicate that the actual cost was less than the bound. The two
CDFs are for controllers which use bounds iteratively refined using 10 bootstrap iterations
and a Vertex heuristic with depth one and depth two respectively. Therefore, the CDF for
the depth two controller reflects the results of using a tighter bound on the cost guarantee
provided by the controller. The vertical lines corresponding to the two CDFs indicate the
mean value of the cost overrun. It is seen that this mean cost overrun is negative in both
cases, thus indicating that the actual mean recovery cost of the controller is less than the
cost promised using the bounds. As the bounds become tighter, average cost overrun moves
towards 0. For a controller that uses an optimal POMDP solution to generate recovery
policies, the cost overrun would be zero.
3.7.3 Sensitivity to Model Errors
The final set of experimental results in this chapter examine the effect that inaccuracies in
the model have on the quality of policies generated by an IRA-FD recovery controller. In
order to examine this question, we systematically injected errors into each monitor detection
probability in the CoOL system model. The erroneous models were used to drive an IRA-FD
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Table 3.2: Errors injected in monitor detection probabilities.
Fault Hypothesis Original P [m|fh] Faulty P [m|fh]
Null fault 0 0.2
Null fault Not 0 Random
Non null fault 0 1
Non null fault 1 0
Non null fault Not 0 or 1 Random
controller that used bounds that were iteratively refined using 10 bootstrap iterations of
the Vertex refinement heuristic. In each set of experiments, we picked a single monitor m,
a single fault hypothesis fh, introduced an error in the corresponding monitor detection
probability P [m|fh], and observed the recovery performance of the resulting controller for
2500 fault injections into the simulated system. The errors introduced are shown in Table 3.2.
In the table, the third column specifies the error that was introduced if the fault hypothesis
selected was given by the first column and the monitor detection probability was given by
the second column. Specifically, both errors of omission (i.e., setting a detection probability
of 1 to 0) and errors of commission (i.e., setting a detection probability of 0 to 1) were
introduced. Errors that change a null fault detection probability of 0 to 0.2 are equivalent
to falsely believing that a monitor generates false positives 20% of the time when in fact it
does not generate any. Since we could not imagine a monitor having a null fault detection
probability of 1 (corresponding to a monitor that always generated false positives), we did
not give that case special treatment. Detection probabilities that were neither 0 nor 1 were
changed to a random value, thus simulating estimation errors during model construction.
Figure 3.10 shows the percentage increase in the mean recovery cost over a controller
using the correct model (as calculated over 2500 fault injections). In the graph, the X axis
indicates the monitor and fault hypothesis whose detection probability was altered. For each
monitor label in the graph, results are shown, in order, for the Null fault hypothesis, Zombie
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Figure 3.10: Change in mean recovery cost compared to an error-free model.
faults in the HTTP gateway, Voice gateway, EMN1 server, EMN2 server, and database
server, crash failures in the HTTP gateway, Voice gateway, EMN1 server, EMN2 server, and
database server, and finally, crash failures in Hosts A and B. As can be seen, the change in
mean cost of recovery for single model errors changes fairly unpredictably according to the
particular error that was injected, but is within 30% of the recovery cost obtainable via a
correct model. However, what was surprising was that for some model errors, a controller
with an incorrect model actually performed better than a controller with a correct model.
Further investigation revealed that the lower recovery costs in some cases were due to the
fact that for several faults, the controller was terminating early without recovering from the
fault present in the system, and thus giving the impression that recovery was quicker. Such
a result was not unexpected since the probability of success guarantee and other quality of
recovery properties proved in this chapter are only valid provided that the model is correct.
To quantify the early termination, two metrics were computed: the percentage of faults
which the controller did not recover from, and the percentage of faults the controller did
not recover from, but where it detected that something was wrong because all the fault
hypothesis probabilities became zero after the Bayesian update step. The later case is less
serious than the former because the controller alerts the operator that something is wrong,
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Figure 3.11: Percentage of unrecovered faults and operator alerts.
and can stop automatic recovery quickly. The results are shown in Figure 3.11. As can be
seen from the graph, there is a substantial fraction of faults that were not recovered from by
the controller. In fact, almost all faults whose detection probabilities were tampered with
were not recovered from. That is because of the one or zero values of many of the detection
probabilities in the CoOL system model (specified in Section 2.2. When these one or zero
probabilities were inverted due to the error injections, they led to situations in which the
set of monitor observations being generated had a zero probability of occurring according to
the model (computed using Equation 2.2). Fortunately, that also meant that the controller
was able to quickly detect that something was wrong, and alert the operator, thus leading
to the “reduced” recovery costs. In fact, as seen from the graph, all unrecovered faults for
most error injections caused operator alerts as well. The only exceptions are errors in the
detection probabilities for Zombie faults for either of the EMN servers (we will discuss those
a little later).
To remedy the problem that the recovery controller was terminating too quickly because
detection probabilities of zero or one were causing inconsistencies between the monitor out-
puts and the model, we modified the model to explicitly account for potential model errors.
This was done by setting all detection probabilities that were originally one to 1 − ǫ, and
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probabilities that were originally zero to ǫ for a small constant ǫ (which was set to 0.01).
Therefore, the model would allow for all observation combinations, but would assume that
such combinations occurred with very low probability (due to the small value of ǫ). Further-
more, to explicitly track when the system was deviating from the model, we added a special
“Unknown” state (fault hypothesis) to the model corresponding to the situation in which the
system was in some state unknown to the controller. In this state, all monitor observations
were equally likely, all actions except the Terminate action had no effect, and costs were set
assuming that all fault hypotheses were equally likely. If the controller terminated when the
probability of being in the unknown state was 0.5 or more, an operator alert was generated.
We could have also added another “TerminateWithAlert” action that was similar to the
terminate action, but with different termination rewards, in order to decide when to alert
the operator. However, that modification is left for future work. The CoOL system model
with these modifications is called the robust version of the model.
When errors were injected into the robust version of the CoOL model and conducted
fault injections, we encountered a few cases in which the recovery controller went into an
infinite loop, invoking a monitoring action over and over again. This situation was not
unexpected (since the finite termination guarantees cannot be ensured if the model is wrong),
but nevertheless disturbing. For obtaining results, we put in a check to detect if a single
action was repeatedly being invoked more than 10 times, and if so, terminated the controller
with an operator alert. We will discuss the root cause of this problem after presenting results.
The results of injecting errors into the modified model with the unknown state and non zero
or one detection probabilities (which we call the robust model) are shown in Figures 3.12
and 3.13. As in the case of the base model, Figure 3.12 shows the relative increase in mean
recovery cost as a function of the particular model error injected. It is evident from this
graph that the overall mean recovery cost is higher than in the case of the original model.
However, the cases in which recovery cost improves compared to a model with no errors
are also fewer. Figure 3.13 shows why. As before, the figure plots both the percentage of
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Figure 3.12: Robust model: change in mean recovery cost.
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Figure 3.13: Percentage of unrecovered faults and operator alerts.
unrecovered faults, and the percentage of unrecovered but alerted faults. It is seen that for
the robust version of the model, far fewer faults remain unrecovered from. As in the results
for the original model, except for the model errors in the monitor detection probabilities
for zombie faults in either EMN server, all the unrecovered faults are reported. These
results show that explicitly accounting for model error in the recovery models can improve
the IRA-FD controller’s ability to successfully perform recovery at the expense of slightly
higher recovery costs. However, the issues of the infinite loops in the controller for the
robust version of the model, and undetected and unrecovered faults due to inaccurate EMN
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server zombie fault detection probabilities remain unresolved. Upon further investigation we
discovered a similar root-cause at the heart of both problems. Recall that the zombie faults
in the EMN servers are indistinguishable from each other (due to the servers being perfectly
symmetric). However, when there were errors in the monitor detection probabilities for these
faults, it made them appear to “look different” in the eyes of the controller. Specifically,
the problem of the controller terminating early without recovering from an EMN server
zombie fault occurred if the detection probability for one of the two EMN server zombie
faults was increased to a high enough random value (from its original value of 0.5). In that
case, the controller mistakenly calculated that the fault had been recovered from with a high
probability after one or two rounds of monitoring, and terminated. We believe that this
issue is not that severe, since the monitors would eventually have detected the fault again,
and initiated a new round of recovery.
However, the problem of infinite looping in the controller, although rare, is more severe.
The reason for the problem is that when the controller was trying to determine which of
the two (indistinguishable) zombie faults had occurred, because of the erroneous differences
in monitor detection probabilities for the two faults, it would repeatedly keep invoking
the monitors in the false hope that the next set of monitor observations would allow it to
differentiate between the two. This is a more fundamental problem that can occur when there
are faults that have very similar observables, very different recovery actions that are required,
and if the monitor models for the faults mistakenly indicate that a set of monitor outputs
that can distinguish between the two faults is generated with a high enough probability. In
the results presented above, we dealt with the problem by detecting repeated executions of
the same (monitoring) action. However, an important avenue for future work is to examine
more fundamental solutions to the problem of infinite looping in particular, and model errors
in general. Because a condition that causes repeated execution of a monitor/action has the
benefit that it can generate a lot of data, one possible approach is to update monitor detection
probabilities on-the-fly using an appropriate learning algorithm based on the Baum-Welch
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algorithm for learning hidden Markov models (e.g. [Chr92]).
3.8 Conclusions
This chapter examined the issue of guaranteeing quality of recovery properties in controllers
that use a finite-depth expansion of the POMDP optimal value function in order to generate
recovery action decisions. To do so, we introduced a new lower bound called the RA-Bound,
and discussed the conditions under which it is finite. Specifically, we showed that the con-
ditions required for the bound to be finite were intrinsically tied to the notion of null fault
states, to the question of whether a system could always reach them, and, if so, to the ques-
tion of whether it could reliably detect whether it had reached them. Then, we showed how
a finite-depth recovery controller using the RA-Bound at the leaves could provide guaran-
tees that it would always terminate after a finite number of actions, but still ensure with a
computable probability that it had reached a good state before it terminated. Simulation-
based experimental results on a sample e-commerce system showed that the bounds can
be improved iteratively, and the resulting controller performs recovery more cheaply than
promised, provides performance superior to that of a controller based on heuristics, and
ensures a reasonable probability of success. Finally, simulation based results demonstrated
that although the quality of recovery properties cannot be ensured if the system model is
inaccurate, the model can be modified to explicitly account for model errors. If that is done,
an IRA-FD controller can perform very well in spite of the presence of many common types
of errors in the system model it uses to drive recovery.
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Chapter 4
The Adaptation and Recovery Engine
In Chapters 2, and 3, we described how the construction of optimal policies for system
recovery could be formulated as a sequential decision-making under uncertainty problem,
and cast into the mathematical framework of partially observable Markov decision processes
(POMDPs). Using that mathematical framework allowed the construction of controllers that
produce recovery policies that have provable quality of recovery properties. In this chapter,
we build upon the theoretical results presented in the previous chapter, and describe a
framework called the Adaptation and Recovery Management (ARM) framework that we have
developed to provide system architects the ability to easily construct and deploy model-based
recovery engines for their systems. To help understand how the framework is structured and
used, Section 4.1 begins by reviewing the architecture of a software toolkit we have developed
that implements the ARM framework and its recovery algorithms. That is followed by a
discussion of how the framework relates to, and complements previous work on constructing
adaptive dependable systems both in the research literature and in commercial products.
The ARM framework includes a formal specification for describing adaptation and recov-
ery models. This specification is described in Section 4.2. It expands on the basic POMDP
framework by adding several features that are useful when modeling realistic systems. These
features include the separation of system state into observable and hidden state, actions that
can be selectively enabled based on the observable state and allow information gathering,
events that generalize the concept of fault hypotheses introduced in Section 2.2, and mon-
itors that relax independence assumptions to allow dependencies between their outputs.
Subsequently, Section 4.3 defines the execution semantics for ARM models, and goes on to
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show how, under those execution semantics, a POMDP corresponding to the ARM model
can be constructed. This reduction shows that the features added to the ARM model do not
extend the power of the POMDP framework. Therefore, the ARM framework can utilize
the POMDP bounds and the guarantees on the quality of recovery developed in Chapter 3
without modification. Finally, Section 4.4 describes the algorithms that constitute the run-
time component of the ARM framework. These algorithms perform runtime action selection
using POMDP finite-depth tree expansion, prune unnecessary monitor observations, and
perform on-the-fly state-space generation and bounds computation when needed. Together,
the ARM formal model and its runtime algorithms provide a recovery and adaptation frame-
work that possesses sufficient flexibility to be useful in a variety of systems and applications.
Experimental results of using the framework on two sample applications are described in
Chapter 5.
4.1 ARM Architecture
Figure 4.1 shows how the ARM toolkit is structured. The toolkit consists of two main
components: the armgen off-line model generator and the armrun runtime recovery engine
that contains controllers that use the recovery algorithms described in Chapter 2 and Chap-
ter 3. The algorithms are implemented so that they access the system models through an
abstract interface, called the ARM AFI. This interface is a C++ interface defined using the
formal ARM model specification described in Section 4.2. The formal ARM model and the
recovery algorithms in the armrun runtime improve upon the POMDP models described in
the previous chapters in several ways, including the addition of explicit support for “ob-
servable state,” which allows the controller to track portions of the system state without
uncertainty; support for explicitly invokable monitors that allow actions to also gather infor-
mation; and relaxation of the spatial independence assumptions imposed on monitor outputs
in Section 2.3.
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Figure 4.1: ARM architecture.
Depending on the system domain, support for different state-based modeling formalisms
can be implemented by ensuring that the models generated by those formalisms implement
the ARM AFI. We have implemented one such formalism, called the FARE (Formalism for
the Adaptation and Recovery Engine) formalism, specially tailored for describing distributed
systems models. It is described in detail in the next chapter in Section 5.1, and includes
support for typed state spaces, and dependency-graph-based monitors and cost models.
To use the framework, a user writes a system model specification file in the FARE
formalism describing the system state, the events that can change this state, the actions and
monitors available at the recovery engine’s disposal, and the cost model for the system, and
invokes the armgen tool with the model as input. armgen is a parser and code generator
for the FARE formalism that converts the FARE model into a C++ model that implements
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the ARM AFI interface. The C++ model file is then compiled along with the library that
implements other FARE helper functions into a dynamically loadable module. The armrun
runtime, whose operation is described in Section 4.4, loads the model, performs bounds
computation for the model (as described in Chapter 3), and awaits inputs from the system
monitors through a UNIX pipe-based interface. The inputs for the armrun component are
lists of observed outputs from the system monitors as they are received, and the outputs are
recovery action and additional monitoring recommendations.
Monitor and recovery action definitions and invocations are implemented using a simple
network monitoring protocol (SNMP) based monitoring and recovery interface [CFSD90]
that is described in Appendix A. It implements the management station interface of the
SNMP protocol, and is able to receive information from SNMP-enabled assets in the target
system and provide it to the ARM runtime. It executes recovery actions obtained from the
runtime via shell scripts.
4.1.1 Related Frameworks
The premise behind the architecture of the ARM toolkit is that the target system (sys)
already possesses monitoring and management infrastructure in which monitoring inputs
are received, and adaptation decisions can be made. Such management infrastructure is
the natural place where the armrun engine can be executed during the operation of the
system. The issue of how such a monitoring and management infrastructure is provided for
is system-dependent, and orthogonal to the work presented in this dissertation. The ARM
toolkit provides an SNMP based monitoring and recovery interface for systems that do not
have such infrastructure. However, the ARM runtime is not limited to using the SNMP
interface only. There are many systems, both in production and in the research literature,
that provide management infrastructure that would be an equally suitable home for the
armrun runtime recovery policy generation component.
For example, the Enterprise Console product [IBM07] in the Tivoli management suite
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from IBM, the Operations for UNIX/Windows [HP06] product in the HP OpenView suite,
and the BMC Performance Manager [Sof07] from BMC Software all provide a centralized
management console in which monitor event streams from target systems are collected,
correlated, and visualized, and where rule-based responses to problems can be deployed.
In the research literature, the AQuA framework for providing adaptive fault tolerance to
CORBA objects [RBC+03] provides a replicated “dependability manager” that makes re-
configuration decisions in response to faults. The Chameleon infrastructure for adaptive
fault tolerance [KIBW99] provides a fault tolerance manager (FTM) component to coordi-
nate the architecture’s response to faults. Finally, the Jade framework [BBK+05] provides
a component-based architecture for autonomous repair management in J2EE systems, and,
like AQuA, also includes a replicated manager component to trigger reconfiguration actions.
All these systems either support rule-based (OpenView, Tivoli, BMC) recovery action
specifications, or have predefined recovery policies (AQuA, Chameleon, Jade). The ARM
framework can provide a model-based recovery policy that could then be executed within
the context of those systems. Moreover, using systems such as AQuA or Jade to host
the ARM runtime policy generation component has the added benefit that the replication
facilities provided by these systems can be used to protect the ARM runtime from underlying
hardware failure.
4.2 Formal Model
An ARM model consists of a description of the system state, monitors, actions, events, and
a cost model and is defined as a tuple MARM = (T ,V ,H,M, E ,A, C, sv0,h0, aT ), where
• T is a set of state variable types. Each type ti ∈ T is associated with a domain of
values ti.Dom that a variable of that type can assume.
• V is a set of state variables that are fully observable by the controller. Each observable
state variable vi ∈ V has an associated type vi.type ∈ T , and can take any value
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from the type’s domain vi.type.Dom. The observable state of the model sv is then an
assignment of a value to each vi ∈ V chosen from its type’s domain. The set S
∗
v of all
possible sv’s is called the potential observable state-space of the system.
• H is a set of “hidden” state variables whose true value cannot be directly observed
by the controller. As for observable state variables, each hidden state variable hi ∈ H
has an associated type hi.type ∈ T from whose domain it can assume values. The
hidden state of the model sh is an assignment of a value to each hi chosen from its
type’s domain. The set S∗h of all possible sh’s is called the potential hidden state-space
of the system. The complete system state is given by the tuple s = (sv, sh), such that
S∗ = S∗v × S
∗
h is the potential system state-space.
• sv0 ∈ S
∗
v is a distinguished observable initial state that represents the state the system
is in when it is started.
• h0 : S
∗
v → S
∗
h is a function that maps each observable state sv ∈ S
∗
v to an initial hidden
state sh ∈ S
∗
h that the system is assumed to be in when the controller is invoked for a
recovery session and the observable state is sv.
• M is a set of monitors that allow the controller to estimate the hidden state of the
system. When invoked, each monitor outputs a Boolean value, with true indicating
that it has detected an exceptional condition, and false indicating normal operation.
Each monitor mi ∈M is associated with the following functions. The functions might
be better understood in the context of an example. For that, the reader is encouraged
to refer to Section 5.1, which describes the FARE formalism.
1. mi.parents → 2
M is a function that returns the set of other monitors on whose
output mi depends. The mi.parents effectively defines a monitor output depen-
dency graph Gm that is required to be acyclic. The dependency graph is used
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Figure 4.2: Modeling multi-valued monitors.
by the controller to set up a Bayesian network [Pea88] for performing the diag-
nosis step. Allowing monitors to depend on other monitors facilitates modeling
of monitors that return non-Boolean outputs. For example, the popular chkdsk
utility checks a disk for errors, and returns an indication whether the disk has no
errors, the check could not be completed, or the disk has errors. The situation
can be modeled using two monitors to represent chkdsk, as shown in Figure 4.2.
The outputs of both monitors depend on the state of the system, but the output
of the “Mon: Disk Fail” monitor also depends on whether the “Mon: ChkDsk
Fail” monitor detects that chkdsk has itself failed.
2. mi.prob : S
∗ × {true, false}|mi.parents| → [0, 1] is the monitor detection probability
function. Given a system state s and the outputs of the other monitors on which
mi depends, it returns the probability that the monitor detects (i.e., returns true)
that the system is in state s.
3. mi.targets : S
∗
v → 2
S
h is a function that, for a given observable system state sv,
returns the hidden states that monitor mi should be able to detect when the
system is in sv, i.e., those hidden states sh for which mi provides some detection
ability beyond just returning true due to false positives. Because most monitors
monitor only a few target assets in most real systems, in practice, this set is
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usually small.
4. mi.fp : S
∗
v → [0, 1] returns the probability of false positives for mi in observable
system state sv ∈ S
∗
v . In other words, it returns the probability that mi will re-
turn true if the system is in state (sv, sh) for some sh /∈ mi.targets(sv). Note that
the mi.targets and mi.fp functions simply provide an optimization that allows
compact representation of the mi.prob function through utilization of the obser-
vation that most monitors only detect a few hidden states (faults); their outputs
are dominated by false positives for all other hidden states.
• E is a set of events that can take place in the system without instigation by the
controller. They might correspond to changes in the system’s configuration or behavior
due to the occurrence of faults, changes in the system’s environment, or the activities of
the system itself. Each event ei ∈ E changes the state of the system in a deterministic
way, and is associated with the following three functions:
1. ei.enabled : S
∗ → {true, false} is an enabling predicate for the event that returns
true if the event ei can occur in a given potential system state s ∈ S
∗.
2. ei.weight : S
∗ → R+ is a weight function for event ei that is used to compute the
probability that the event ei will occur if multiple events are enabled in a given
system state. Precisely, if Eenabled(s) is the subset of events enabled in state s, the
probability that event ei is the one that occurs is given by
ei.p(s) =
ei.weight(s)∑
e ∈ Eenabledei.weight(s)
3. ei.activate : S
∗ → S∗ is a mapping from each system state to another system
state describing the state change that occurs if the ei takes place.
• A is a set of actions that are under the explicit control of the controller. They can be
recovery actions, reconfiguration actions, or actions invoking system monitors. Actions
103
t1
ai
(sv,sh)
(sv',sh') ai.fire(sv,sh)
(sv',sh') (p1,t1,(sv1,sh1)) ai.transition(sv',sh')1
(p3,t3,(sv3,sh3)) ai.transition(sv',sh')3
(p2,t2,(sv2,sh2)) ai.transition(sv',sh')2
t3
t2
(sv1,sh1)
(sv3,sh3)
(sv2,sh2)
action 
fires
controller expects
outputs of ai.monitors
(sv',sh')
(sv',sh')
ai.enabled((sv,sh)) 
is true
action 
transitions
Figure 4.3: ARM action execution semantics.
are timed, and can have multiple probabilistic effects on the state of the system. Each
action a ∈ A is associated with the following set of functions. Figure 4.3 describes the
semantics associated with these functions during the execution of the action by the
controller.
1. ai.enabled : S
∗
v → {true, false} is an enabling predicate for the action that returns
true if action ai can be invoked by the controller when the observable state of the
system is sv ∈ S
∗
v . Unlike events that happen autonomously within the system,
the enabling predicates for actions cannot be dependent on the hidden state of
the system, because the controller has only probabilistic information about the
current hidden state, and therefore cannot disable actions based on it.
2. ai.fire : S
∗ → S∗ is a firing function that specifies a mapping from each system
state to another system state describing the instantaneous deterministic state
change that occurs when an action is executed by the controller. It is shown
in Figure 4.3 as a transition from state (sv, sh) to state (s
′
v, s
′
h) when action ai
is fired. Because actions are timed, the firing function is useful for describing
situations in which the state of a system is different before, during, and after
action execution (e.g., restarting a working server might change its state from
104
“working” at the beginning of the action, to “down” during the action, and back
to “working” again after the action.) The fire function allows modeling of such
situations while avoiding the need to introduce timed system transitions (and the
associated issues of concurrency).
3. ai.transition : S
∗ → 2[0,1]×R
+×S∗ is the probabilistic transition function for ai.
It defines how the state of the system changes as a result of the completion of
an action. Unlike action firing, an action can have multiple outcomes when it
completes. Therefore, when invoked with a system state s that was the result of
firing action ai, the ai.transition function returns a set of probabilistic transitions
T = {pt, tt, st}. For each transition t ∈ T , pt specifies the probability with which
the transition will occur. If transition t occurs, then tt specifies the time the
action takes to finish, and st specifies the new state of the system after the action
has finished executing. As shown in Figure 4.3, the state changes to st after tt
units of time have passed. Allowing the execution time of actions to depend on
the transition allows representation of scenarios in which a recovery or monitoring
action might take a different amount of time when it succeeds from when it fails
(e.g., a ping-based monitor will often return quickly if it succeeds, but wait for a
substantial timeout period if it fails).
4. ai.monitors→ 2
M returns the set of monitors that ai explicitly or implicitly calls
when it executes. As shown in Figure 4.3, when the action returns control back
to the controller, it passes back the set of monitor outputs for all the monitors in
ai.monitors. If a monitor mi is part of that set, then all its ancestors, according
to the monitor dependency graph Gm, must also be in ai.monitors. Using that
construct, actions that return a success or fail status can be modeled through
defination of a “virtual monitor” that is associated with them, and adding the
monitor to the ai.monitors set. Also, it is possible to define actions that simply
invoke monitors by adding those monitors to the ai.monitors set, and ensuring
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that the transition function for ai leaves the state of the system unchanged.
• aT ∈ A is a distinguished “terminate” action. The controller implicitly assumes that
aT .enabled(s) = true,∀s ∈ S
∗
v , aT .fire(s) = sT where sT is a distinguished “terminate”
state that the controller adds to the model, aT .transition(s) = {(1.0, 0, (s))}, and
aT .monitors = φ. The model must define aT only so that it can be used to specify
termination costs (see Section 3.3.3) using the cost function.
• C = (c˙, cˆ) is a tuple representing the cost function for the system. The first element
of the tuple is the rate cost function c˙ : S∗ → R+ that, given a system state s ∈ S∗,
returns the rate at which the system accumulates a non-negative cost when the system
is in s. The second element is the impulse cost function cˆ : S∗ ×A → R+ that, given
a system state s ∈ S∗ and action a ∈ A, returns a nonnegative cost that the system
accrues instantaneously when action a is executed in state s.
The ARM AFI is defined by encoding the above definitions of an ARM model using
abstract C++ virtual interfaces. The AFI contains interfaces that define actions, monitors,
events, rewards, and a model interface that allows access to them. The definition of system
state and types is left to the implementation of the specific formalism that defines models
using the AFI.
Before concluding the presentation of the ARM formal model, we present some comments
on monitor specifications.
4.2.1 Coverage vs. Detection Probability
The detection probability m.prob for a monitor m is distinct from the traditional notion of
fault coverage [BCS69] of a detection mechanism. The detection coverage, which is defined
as the probability that a detector will detect an error or failure given that it has occurred,
is a probability metric defined over the set of possible faults. In other words, the coverage
specifies the fraction of faults from a particular class that a detection mechanism is able to
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detect. For example, a detector with a coverage of 0.95 for value faults will detect 95% of all
the different value faults that could become active in a system. However, once a particular
fault has become active, the detector either detects that fault, or it does not. If it does not
detect the fault, repeated invocations of the detector would not change the outcome. On the
other hand, the monitor detection probability is a probability measure defined over monitor
invocations. For example, if a monitor m has a monitor detection probability of 0.95 for a
given fault class f , and if m is repeatedly invoked after a fault from f has been activated,
then it would generate an alarm 95% of the time. Therefore, detection probabilities that
are not 0 or 1 are most suitable for modeling transient phenomena such as network packet
drops (for example, in a UDP-based monitor), an alarm due to randomness in response time
of an asset, or randomness due to probabilistic routing in the system (e.g., load balancing).
However, the coverage with respect to fault classes can be easily incorporated in an ARM
model. To do so for some monitor m with coverage c, one can simply split each state s in
the model that represents a fault into two states scovered and suncovered representing faults
covered and not covered by m. That approach shown in Figure 4.4 for a fault f . The
covered fault occurs with weight c ·f.weight(s), while the uncovered fault occurs with wright
(1 − c) · f.weight(s). The monitor detection probability can be set appropriately in each
state. For example, in the figure, the monitor has a temporal false positive probability of 0.1
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for faults it does not cover, and a monitor detection probability of 0.9 for the set of faults it
does cover. In the figure, the state with uncovered faults is indistinguishable form the state
in which f has not occurred. In practice, however, a system will have multiple monitors for
which that process can be followed, and atleast one will detect a fault.
4.2.2 Monitoring using Observable State
The ARM formal model specification introduces the concept of fully observable states to
the standard POMDP model described in Section 2.6. Observable states do not add to the
power of the POMDP framework: in Section 4.3.1, ARM models are shown to be reducible
to POMDP models. However, observable states do add to modeling ease, and enable several
optimizations such as monitor pruning (Section 4.4.2), increased storage efficiency in the
runtime (Section 4.4.1), improved bounds, and selective disabling of actions (Section 3.3.2).
Observable states can also be used in lieu of monitor outputs because a monitoring action
can set the value of a “monitor” observable state variable rather than emit an observation.
Observable states are more powerful than monitors. Monitor observations are discarded after
they are emitted, and are thus useful only for refining beliefs (a state s with π(s) = 0 cannot
get a nonzero probability due to a monitor observation). On the other hand, monitor outputs
stored in observable states can affect the system’s future state transitions and action selection
by the controller. However, the added power also comes with a price, since observable states
increase the system statespace (which must be generated when bounds are being computed),
while monitor observations do not. In fact, monitors can simply be seen as state-space
optimizations that can be used when the monitor outputs only refine one’s belief about the
system state, and do not affect its evolution.
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4.2.3 Faulty Monitors
The monitor detection probability interface supports modeling of monitors that can them-
selves be faulty. The only condition that must be satisfied is that the behavior of a monitor
when faulty must be probabilistically quantifiable (i.e., the probability with which it detects
its target hidden states must be known). For example, a sensor that is stuck at true or false
or provides a random value independent of the true state of the system is an example of a
probabilistically quantifiable monitor. On the other hand, a malicious adversary that has the
ability to manipulate monitor outputs represents a fault mode for the monitor that would
be difficult to quantify. If the fault modes of the monitor can be specified probabilistically,
a fault variable indicating that the monitor itself is faulty can be added to the hidden state
variables of the system, and if this variable is true, the monitor coverage can be made to
switch to the faulty monitor detection distribution.
4.3 Execution Semantics
In order to use an ARM formal model to perform recovery and adaptation, it is first neces-
sary to examine the manner in which the ARM runtime is invoked, and what assumptions
it makes regarding the occurrence of events. Figure 4.5 shows the typical execution scenario
for the runtime. The engine divides the period of system execution into a series of adapta-
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tion/recovery cycles. During the normal execution of the system, the ARM engine remains
inactive. It is assumed that while the ARM runtime is inactive, normal system monitoring
is carried out by the monitoring and management infrastructure. When one of the system
monitors detects an exceptional condition, it sends the observation to the ARM runtime
along with the current visible state of the system, which initiates a new adaptation/recovery
cycle. Note that the monitors might detect an exceptional condition either because one of
the events described in E of the ARM model may have occurred, or because a monitor has
generated a false positive. During an adaptation/recovery cycle, the ARM runtime controller
generates a sequence of actions, one at a time, for execution by the management infrastruc-
ture. The management infrastructure executes each action, sends back to the ARM runtime
the monitor observations resulting from that action along with the system’s new visible
state, and waits for the next action. When the ARM controller decides to terminate the
current cycle (either because it decides that the system has recovered or because it thinks
that further recovery would be too expensive), it generates the aT (“terminate”) action.
Upon receiving the terminate action, the system management infrastructure reverts back to
its normal monitoring mode until the next time a monitor detects an exceptional condition,
upon which the management infrastructure will invoke the ARM runtime and start a new
adaptation/recovery cycle.
During the course of a recovery cycle, the ARM controller assumes that no additional
events from E take place until after the recovery cycle has finished. We feel that this restric-
tion is reasonable because the time-frame over which a recovery cycle is expected to run is
expected to be very short compared to the mean time between failures in most applications
of the ARM engine. Therefore, the probability of independent faults occurring during this
short period is small. Correlated faults with multiple effects are modeled as single events in
ARM models. Furthermore, occurrence of additional faults during recovery can always be
modeled using probabilistic action effects (although it’s not as convenient as using events).
Allowing events to occur only between cycles makes it possible to make some implementation
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optimizations in the way the ARM runtime generates model state spaces (Section 4.4.3).
Between cycles, two types of things can occur. First, one of the events in E can take
place, which, if detected, causes the ARM runtime to be invoked. However, observable state
changes can also be initiated by the system operator. An observable state change message
(to state sv) sent to the ARM runtime causes it to discard its current probabilistic estimate
of system state (i.e., the belief-state) and change it to (sv,h0(sv)) with probability 1. That
provision allows the ARM engine to reflect any operator initiated reconfiguration/recovery
that might be performed on the system.
4.3.1 ARM Models are POMDPs
Having examined the execution assumptions and semantics of the ARM runtime, we are now
in a position to show that a model MARM = (T ,V ,H,M, E ,A, C, sv0,h0, aT ) reduces to a
POMDP model P(MARM) = (Sp,Ap,Op, p, q, r), and thus can be solved using the techniques
described in Chapter 3. To do so, we first initialize the set of actions of the POMDP to
equal the set of actions in the ARM model, Ap = A. To define the set of observations Op, we
note that in an ARM model, there are two types of inputs to the controller that indicate the
true state of the system. The first is the monitor observations, but the second is the visible
state of the system, since every time the ARM runtime is called, the visible state is passed
to the controller. Now, for a given set of visible system states, Sv, define the observation
set O(Sv) as the set of tuples (sv, op) ∈ Op = Sv × 0, 1
|M|, where sv is a visible state, and
op is a vector with an entry for every monitor. Each vector entry op(m) corresponds to 0
if the ARM monitor m returns false, and to 1 if it returns true. The observation set of
the POMDP Op is then O(S
r
v), where S
r
v is the reachable visible state space of the system
(defined subsequently).
To show how the other elements of the POMDP are computed, consider a system in
the middle of an adaptation/recovery cycle, whose true state is s = (sv, sh) ∈ S
∗, and
that has received an action to execute from the ARM controller. Let sf = a.fire(s) be the
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state after the action fires. Subsequently, after the transition, let T (s, a) = {(pt, tt, st)} =
a.transition(sf ). In other words, after the action a, the system can be in one of st states,
such that (pt, tt, st) ∈ T (s, a) states. Then, the POMDP transition probability function for
state s and action a is defined as p(st|s, a) = pt for all stS
∗ such that (pt, tt, st) ∈ T (s), and
0 for all other states.
When an action fires, the system accumulates an impulse cost that is dependent on
the state s the system was in, and the action that was chosen to fire. Subsequently, until
the action completes, the system accumulates cost at a rate dependent on the state sf .
Therefore, the corresponding mean POMDP reward can be defined using the negative mean
cost. Precisely, r(s, a) = −(cˆ(s, a) +
∑
t∈T (s,a) pt · c˙(sf ) · tt).
Finally, after the system has transitioned to st = (svt, sht), the monitor outputs oa for
monitors inMa = a.monitors are returned by the system. Construct an observation (sv, op)
for the POMDP using those outputs, where sv ∈ S
∗, and op(m) = oa(m),∀m ∈ Ma, and 0
otherwise. For monitor m, define oparentsp as the subset of the monitor values of all the parent
monitors m.parents of m. Then, the observation probability function for st under action a
is defined as:
q((sv, op)|(svt, sht), a) =
∏
m∈Ma
op(m) ·m.prob(st, o
parents
p )
+ (1− op(m)) · (1−m.prob(st, o
parents
p )), if svt = sv
= 0, otherwise (4.1)
For all op ∈ Op such that for all m /∈ Ma, op(m) 6= 0, the observation function q(op|st, a)
is defined as 0. Note that this definition of q implies that the set of all system states that
share the same observable state is “fully observable” using the definition in Condition 3.2.3,
i.e., the values of π((sv, sh)) where sv is not equal to the current system state are 0.
The final element remaining for defining actions for the POMDP reduction is to address
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the issue of enabling functions. An ARM controller can only choose some action a ∈ A for
which a.enabled(s) is true. That is in contrast to the POMDP model, in which all actions
must be enabled at all times. However, the same results that follow from disabling an action
can be obtained by letting all actions be enabled in all states, but setting the rewards r(s, a)
for disabled actions to −∞ (with −∞·0 = 0). Doing so does not affect the optimal solution
of the defined POMDP. To see why, recall the optimal POMDP value function (reproduced
here for clarity):
Vp(π) = max
a∈A
{
πr(a) + β
∑
o∈O
γpi,a(o)Vp(T
pi,a,o)
}
Since atleast the aT action is always enabled in every state, and since all rewards for enabled
actions are finite, it is easy to show using induction on the iterates of Vp that an action a that
is disabled in state s = (sv, sh) (i.e., has −∞ reward) will never be chosen as a maximizing
action in this equation if π(s) > 0. Furthermore, since π((sv, sh)) > 0 only when the current
observable state of the system is sv, the choice of action a in other observable states is not
affected by the modification. To reflect the modification, only enabled actions are considered
when choosing a random action for the RA-Bound Markov chains. In fact, in a POMDP
model constructed from an ARM model, it can be easily shown that the random weights
associated with action selection in the RA-Bound (the constants ca in Equation 3.5) can
actually be dependent on the observable state of the system.
The final element of the POMDP P(MARM) construction for an ARM model is to define
the state-space Sp. To do so, consider again the execution semantics of the ARM runtime.
The system starts out in the initial state s0 = (sv0,h0(sv0)). Let S
r(0) represent a singleton
set with this state as the only state. It is the set of reachable states after 0 controller
invocations. When an event occurs and the ARM controller is invoked for the first time,
the controller assumes that either no event, or one of the events in e ∈ E has occurred.
Let the set of states reachable from some state s due to the occurrence of an event be
ES(s) = {s′|s′ = e.activate(s), for all e ∈ E for which e.enabled(s) = true}. Furthermore,
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for any set of states S, let ES(S) =
⋃
s∈S ES(s) be the set of states the system can be in
after the occurrence of exactly one event from E in any of the states in S. Therefore, in
the initial state distribution for the first run of the controller, the set of possible states with
nonzero probability is given by {s0} ∪ ES(S
r(0)). Call this set of initial states Ir(0).
When the system is in a given state (sv, sh) during a cycle, changes to state can only come
from execution of controller actions (since events from E are assumed not to occur during
cycles). Let the relation s → st indicate that the system can transition from s to st after
some action a ∈ A, and let s
∗
→ s′ be the transitive closure of this relation (i.e., there is some
sequence of actions such that starting from s, s′ can be reached with nonzero probability).
In general, for some set of states S, let the function T S∗(S) = {s′|s
∗
→ s′, for all s ∈ S}
represent those states that are reachable from some state in S through some sequence of
actions. Then, Sr(1) = T S∗(Ir(0)) = Sr(0)∪T S∗(ES(Sr(0))), is the set of states reachable
by the system after the first adaptation/recovery cycle.
Now, consider what happens when the ARM controller terminates. Since aT can poten-
tially be chosen in any system state, the system can be in any s ∈ Sr(1) when the first cycle
terminates. Then, when the ARM controller is invoked again, its initial state might be any of
the states in s ∈ Sr(1) (if no new event has taken place), or some state in ES(Sr(1)). There-
fore, the new set of initial states for the controller is Ir(0)← Sr(1)∪ES(Sr(1)), and the set of
states after the recovery cycles terminates is Sr(2) = T S∗(Ir(1)) = Sr(1)∪T S∗(ES(Sr(1))).
Repeating the cycle, the reachable state space of the POMDP model P(MARM) is given by
Sr = lim
n→∞
Sr(n), where (4.2)
Sr(n) = Sr(n− 1) ∪ T S∗(ES(Sr(n− 1))) (4.3)
Note that that is also the set of states reachable by following a sequence of actions and
events in any combination.
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4.4 ARM Runtime
This section describes the operation of the ARM runtime and how it uses the ARM formal
model of a system to generate recovery and adaptation policies. The core of the runtime is a
finite-depth POMDP controller of one of the types described in Chapters 2 and 3. Multiple
variants of the finite-depth controller can be instantiated, each using a different type of value
at the tree leaves. A heuristic-based variant is supported, with the heuristic described in
Section 2.7 (i.e., (1 −
∑
s∈Sφ
π(s)) · MAXCOST, where MAXCOST is the maximum cost
accumulated by any action in any state). The second variant is a controller that uses the
Blind-Action bound at the leaves. Computation of some Blind-Action bound (i.e., one that
chooses an action blindly, but not necessarily the best action) for models with termination
reward is trivial, because the aT can be the action chosen, and the blind-action bound
is simply the mean termination reward in the current belief state
∑
s∈S π(s) · r(s, aT ). As
discussed in Chapter 3 that is also the optimal Blind-Action bound in most recovery models.
Therefore, for both the heuristic and blind-action controller variants (if the initial bound
does not need to be improved upon), the model state space never has to be generated. The
third variant is one that uses the RA-Bound (i.e., the RA-FD or IRA-FD controllers described
in Section 3.5). In that case, the state space of the POMDP corresponding to the ARM
model does have to be generated. The following sections describe that process and some
optimizations that can be done to improve state-space storage efficiency.
4.4.1 Action Selection
Figure 4.6 illustrates the runtime operation of the finite-depth controller using bounds when
it is unrolling the POMDP value function Equation 3.4 to a depth of 1. A subset of the
entire state-space Sgen ⊆ S
r of the equivalent POMDP P(MARM) is stored by the controller
in the form of three hash sets. The first set stores copies of the possible observable states
Svgen ⊆ S
r
v present in Sgen, and maps each one to an observable state index osids. Similarly,
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Figure 4.6: Action selection in the ARM runtime.
another set stores entire copies of the hidden states Shgen ⊆ S
r
h, and maps each one to a
hidden state index hsid. Together, Svgen×Shgen form the set of possible states of the model.
The third hash set Sgen tracks which of the possible states (in the form of pairs (osid, hsid))
are actually reachable, and maps each pair to a state index id. Using those three data
structures together, the controller can map any model state to a state index.
In the common case, observable and hidden state variables of a system are often highly
independent, since the set of faults (or other hidden state events) that occur in a given
observable state of the system are often similar to those that occur in many other observable
states. The split data structures for hidden and observable states allow the ARM runtime
to take advantage of that independence by storing each hidden state only once, irrespective
of how many observable states it has appeared in. Since the storage required for storing the
entire valuation of a model state (i.e., the assignment of values to each state variable) can be
large, substantial savings can result. For example, consider a model with 64 observable states
corresponding to different system configurations, and 1600 hidden states corresponding to
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different combinations of faults. Assume that each combination of faults can occur in any
of the 64 system configurations. Finally, let each observable and hidden state description be
40 bytes long. Such a model is similar in size to the RUBiS model described in Section 5.3,
and is fairly modest in its scope. Even for such a model, the split-state data structures can
result in significant reductions in the amount of memory required for state storage. Since a
4 byte state index is used in the implementation, the memory used if the split-state storage
scheme is not employed is 8.6MB (84 × 1600 × 64). In comparison, the memory used by
the split-state storage scheme is only 1.2MB, an eight fold reduction. Of the 1.2MB, 73KB
(1600 × 44 + 64 × 44) is used for storing the actual state, while the rest (1600 × 64 × 12)
is used for storing the reachable state index mapping ((osid, hsid)→ id). The savings only
get larger as the size of the state increases.
Finally, each of the multiple (memory-permitting) bounds hyper planes is stored in the
form of an array of bound values, one for each model state, indexed by the state index (id).
For belief-states observed during the operation of most systems, the belief-state vector
π is expected to be sparse (i.e., π(s) > 0 only for a few s), since most faults can often be
localized to a small subset of possibilities. Therefore, the controller uses a sparse vector
representation for the belief-state vector π, storing the complete state of the model (i.e.,
values of all state variables) along with their occupation probabilities for each nonzero entry
in the belief-state. The firing of events (to get the initial belief-state) and actions (to expand
the POMDP recursion tree) is done in terms of the complete state representations using the
Model AFI, and can thus be done on-the-fly. When the ARM runtime wishes to choose the
action to execute, it invokes the finite-depth POMDP solution algorithm, which is shown as
Algorithm 3. It is invoked with the current observable state of the system sv, a probability
distribution over the set of possible hidden states (which together with sv define a belief-state
π), and the depth at which recursion is to be terminated.
Essentially, the algorithm is an on-the-fly version of the POMDP value iteration equation
(with minimization of cost rather than maximization of reward). If it is invoked with a depth
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Algorithm 3: POMDP-FD: ARM finite-depth tree expansion algorithm.
Input:
sv: current observable state
πh = {(sh, ph)}: sparse vector of the hidden states in the current belief-state
d: the depth up to which the controller should expand the tree
Output:
a: the action to execute
(1) amin ← φ, vmin ←∞
(2) if d = 0 then return minb∈B
∑
sh∈pih
π(sh) · b((sv, sh))
(3)
(4) foreach a ∈ A, s.t. a.enabled(sv) is true
(5) va ← 0
(6) πa ← φ // belief-state after a has been executed
(7) foreach (sh, ph) ∈ πh
(8) // For each state in current belief state ...
(9) va ← va + ph · rˆ((sv, sh), a)
(10) foreach (pt, tt, (s
′
v, s
′
h)) ∈ a.transition(a.fire((sv, sh)))
(11) // ... execute each action transition
(12) va ← va + ph · pt · tt · r˙(a.fire((sv, sh)))
(13) πa((s′v, s
′
h)) = π
a((s′v, s
′
h)) + ph · pt
(14) foreach s′v s.t. ((s
′
v, s
′
h), p) ∈ π
a for some s′h, p
(15) // For each possible next observable state ...
(16) πah ← {(s
′
h, p)|((s
′
v, s
′
h), p) ∈ π
a}
(17) foreach ({om}i, pi) ∈ MonitorObs(π
a
h, a)
(18) // and each possible set of monitor observations ...
(19) π
a,{om}
h ← φ // The next belief-state
(20) foreach (s′h, p
′
h) ∈ π
a
h
(21) π
a,{om}
h (s
′
h)← q((s
′
v, {om})|(s
′
v, s
′
h), a) · p
′
h/pi
(22) vp ← vp + pi ·POMDP-FD(s
′
v, π
a,{om}
h , d− 1)
(23) if va < vmin then vmin ← v, amin ← a
(24) return amin
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of 0, it computes the best bound at π and returns. Otherwise, when choosing the action that
minimizes cost, it first computes (via the loops on lines (7) and (9)) πa, a sparse belief-state
that represents the probability distribution over system states after a has been executed.
Then, it considers one by one the possible observations (i.e., the next observable state, and
monitor outputs) that might be generated as a result of the action execution. It does so via
the loops on lines (14) and (17). In those loops, πah represents the set of hidden states (and
their probabilities) the system might be in after the execution of a if the new observable
state is s′v. The function MonitorObs returns a set of possible monitor output vectors
(with one entry for each monitor) that might be seen (and the probability with which each
vector is generated) when the system has transitioned to the observable state s′v, and one
of the hidden states in πah. For each possible monitor output vector {om}, π
a,{om}
h represents
the hidden state distribution πah modified (using Bayes rule) to account for that observation.
To compute π
a,{om}
h , the ARM observation function q defined in Equation 4.1 is used. The
result is one possible new belief-state of the controller after execution of a, and thus the
algorithm calls itself recursively to evaluate that belief-state.
4.4.2 Monitor Observation Pruning
As described in the previous section, during the process of action selection, an ARM con-
troller will call the functionMonitorObs to generate the possible set of monitor observation
vectors and their probabilities resulting from executing action a. In general, this set of pos-
sible observation vectors can be very large, and in the worst case might have 2M| entries.
However, this clearly represents an extreme case. In practice, there are two factors that
typically limit the number of possible observation vectors. The first factor was motivated in
Section 2.7. To recall, if for a given state (sv, sh), the detection probability of a monitor is 0
or 1, then the monitor will always output either true or false in that state, and will not add
to the number of possible monitor output vectors. Furthermore the detection probability of
a monitor is expected to be 0 for hidden states that it does not detect. In a typical system,
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such states would represent a large fraction of hidden states (since monitors typically moni-
tor only a small number of assets). However, the argument does not hold if monitors have
false positives, and if their detection probabilities for hidden states that they do not target
is some small non-zero value pfp.
A second factor that can reduce the number of possible monitor output vectors is the
fact that the belief-state in many recovery problems is sparse. That is, there are only a few
states with π(s) > 0. Since the probability of a 0-probability state can never change because
of a monitor observation, a monitor is useful only if it can provide the ability to distinguish
among the non-zero-probability states. That allows a controller to discard the outputs of
monitors that do not specifically target the hidden states the system is currently suspected
to be in. Specifically, we can show the following intuitive Lemma.
Lemma 4.4.1 Let sv be the current observable state of an ARM controlled system, πh =
{(sh, ph)} be the (sparse) probability distribution of hidden states the system could be in, and
S+ ⊆ S be the set of system states with nonzero probability such that π(sh) > 0,∀(sv, sh) ∈
S+. Let m be a monitor such that for m and all its descendants m′ (according to the monitor
dependency graph Gm), m
′.prob(s′, oparents) = m′.prob(s′′, oparents) for all s′, s′′ ∈ S+ and
some value op of parent monitor observations o
parents. Then, the monitor observation emitted
by m can be ignored when oparents equals op without affecting the optimal value obtainable
starting from π.
Proof: We first show the result for a monitor with no descendants. Since Gm is restricted
to being an acyclic graph, atleast one monitor for which the condition on m.prob holds
must have 0 descendants. The proof follows by showing that the next belief-state of the
POMDP is the same irrespective of what output is generated by m. Consider two monitor
output vectors o′M and o
′′
M that are identical except for their value for the monitor m (i.e.,
o′M(m) 6= o
′′
M(m)). Without loss of generality, let o
′
M(m) be true. Then, consider the next
belief-state generated as a result of applying the Bayes rule to π to account for o′M(m). We
120
have
T pi,o
′
M((sv, sh)) =
q(sv, o
′
M|(sv, sh), a)π(sh)∑
(s′v ,s
′
h
)∈S+ q(sv, o
′
M|(s
′
v, s
′
h), a)π(s
′
h)
(4.4)
Substituting the value of
q(sv, o
′
M|s = (sv, sh), a) = m.prob(s, o
parents
p ) ·
∏
m′∈Ma−{m}
op(m
′) ·m′.prob(s, oparentsp )
+ (1− op(m
′)) · (1−m′.prob(s, oparentsp ))
into Equation 4.4, and utilizing the fact that m.prob(s′, oparentsp ) = m.prob(s
′′, oparentsp ) for
all s′, s′′ ∈ S+, we get
T pi,o
′
M((sv, sh)) =
m.prob(sv, o
parents
p ) ·
∏
m′∈Ma−{m}
(· · · )π(sh)
m.prob(sv, o
parents
p )
∑
(s′v ,s
′
h
)∈S+
∏
m′∈Ma−{m}
(· · · )π(s′h)
=
∏
m′∈Ma−{m}
(· · · )π(sh)∑
(s′v ,s
′
h
)∈S+
∏
m′∈Ma−{m}
(· · · )π(s′h)
= T pi,o
′′
M((sv, sh))
where the last equality is obtained through a symmetric argument for T pi,o
′′
M((sv, sh)). Since
the next belief-state obtained after observing o′M is the same as that obtained after observ-
ing o′′M, the monitor observation for m can be replaced with a canonical false value (that is
generated with probability 1) and, in effect, discarded. This proves the lemma for a monitor
m with no descendants. If m has descendants for which the condition on detection proba-
bility is true, they can be discarded one by one (always discarding the monitor that has no
remaining descendants), until m is left with no descendants, and then discarded. 
Using that theorem, for a given observable state sv and a set of hidden states with
nonzero probability πah, the MonitorObs function throws away any monitors that have
equal detection probabilities for all states in s = (sv, sh) such that π
a
h(sh) > 0. It then
arranges the remaining monitors in a topologically sorted order (according to the monitor
dependency graph) so that observations for parent monitors are generated before those for
their children (thus minimizing the recomputation of detection probability required when
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a monitor’s parent’s output changes), and systematically generates each possible monitor
output vector.
4.4.3 On-the-fly State-Space Augmentation
As described in Section 4.4.1, an ARM RA-FD or IRA-FD controller (that uses bounds) must
compute the reachable state space Sr of the corresponding POMDP in order to compute the
bounds. However, the reachable state-space of the POMDP corresponding to an ARM model
is the set of states reachable from the initial state through any combination of actions and
events, and can become very large. To alleviate the state-explosion problem in the common
case, the ARM runtime relies on the observation that, in many practical systems, faults do
not occur very frequently, and, apart from correlated effects of common mode faults, it is
rare to see two independent faults occur in a short span of time. Additionally, by the time
a cycle of the ARM runtime is completed, the set of states a system could be in (the set
of nonzero probability states in the belief-state π) is often small because of the p-success
guarantee on successful recovery (described in Section 3.6.2). Therefore, the state-space
exploration portion of the ARM runtime initially generates only Sgen ← S
r(1), the set of
states reachable after one adaptation/recovery cycle. The intuition is that if the system has
recovered, it is likely to be in its initial (recovered) state (as opposed to the entire set of
states that are reachable by it), and, therefore, when the next controller cycle is initiated,
the set of initial states is likely to be equal to Ir(1).
Although the above statement would always be true in a system with recovery notifica-
tion, it may not always be true in other types of systems. Therefore, often the controller
will terminate even though there is a non-singleton (usually small) set of states in which the
system could be. Let Sterm be that set of states. When the controller is invoked the next
time, its state space might not contain all the states in ES(Sterm). Let those states be Snew.
The ARM controller then simply augments its already generated state space by computing
the reachable sets TS∗(Snew), and adding them to its generated state set Sgen. Moreover,
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because the new states Snew are not reachable from any state in Sgen, the new states do not
change the transition probability functions or the value of the RA-Bound for states in Sgen.
Therefore, the controller can simply augment the transition function for Sgen with that for
the new states, and compute the values of the RA-Bound for the new states by iterating
over the RA-Bound linear system (Equation 3.5) for the new states only. Although the
ARM runtime currently augments the state space only when a new state that is not in the
state space is needed, it could also be modified to pro-actively generate new states between
adaptation/recovery cycles by computing ES(Sterm) after it has terminated a recovery cycle,
but before it is invoked for a new one, and generating any new reachable states as described
above.
4.4.4 Runtime Algorithm
Finally, using the techniques for on-the-fly state-space generation, action selection, and
monitor pruning, we can describe the operation of the ARM runtime. When the runtime
begins operation, it first looks for and loads a dynamic loadable library representing the ARM
model (which implements the ARM AFI) for the target system. Subsequently, it follows the
algorithm shown in Algorithm 4. As seen in the algorithm, the runtime first sets the current
state to the initial state of the model (with probability 1), computes the set ES(s0) (the set of
states reachable from the initial state after exactly one event), and computes the set of states
Sgen reachable from either s0 or ES(s0) via the function ExploreState. After computing
the bounds for the states in Sgen, it then waits for the management infrastructure to invoke
it. If the management infrastructure informs the engine of an observable state change, it
discards the current belief-state vector (π), and sets the system state to the initial state
corresponding to the observable state that was passed to it, and returns control back to the
management infrastructure. That is indicated in lines (11)-(14) of the algorithm.
If the management infrastructure reports an exceptional condition via one of the moni-
tors, the runtime first checks whether the previous adaptation/recovery cycle was completed
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Algorithm 4: Runtime adaptation/recovery algorithm.
(1) π : S∗ → [0, 1]: the current belief-state
(2) Bool NewCycle: true if controller not in an adaptation/recovery cycle
(3) Set o : {(m ∈M, obs ∈ {true, false})}: set of monitor observations
(4) Action aold ∈ A: last proposed action
(5)
(6) NewCycle←true, aold ← aT , s0 ← (sv0,h(sv0)), π(s0)← 1.0
(7) Sgen ←
⋃
s∈{s0}∪ES(s0)
ExploreState(s)
(8) ComputeRABound(Sgen)
(9) do forever
(10) cmd← wait for input
(11) if cmd = (SETSTATE sv) and DoneRecovery = true
(12) s0 ← (sv,h0(sv))
(13) π(s0)← 1.0, π(s)← 0,∀s ∈ S
∗, s 6= s0
(14) else if cmd = (OBSERVED sv, o)
(15) πnew(s)← 0,∀s ∈ S
∗
(16) if NewCycle = true
(17) // Begin new recovery cycle
(18) pnewevent ← get probability of new event
(19) foreach s ∈ S∗, s.t. π(s) 6= 0
(20) πnew(s)← πnew(s) + π(s) · (1− pnewevent)
(21) foreach e ∈ E , s.t. e.enabled(s) = true
(22) s′ ← e.activate(s), p′ ← e.p(s)
(23) if s′ /∈ Sgen
(24) Snew ← ExploreState(s
′)
(25) ComputeRABound(Snew − Sgen)
(26) Sgen ← Sgen ∪ Snew
(27) πnew(s
′)← πnew(s
′) + π(s) · p′ · pnewevent
(28) NewCycle ← false
(29) else
(30) // Modify belief-state to account for effects of last action
(31) foreach s ∈ S∗, s.t., π(s) 6= 0
(32) foreach (pt, tt, st) ∈ aold.transition(s)
(33) πnew(s
′)← πnew(s
′) + π(s) · pt
(34) πnew(s
′)← 0,∀s′ = (s′v, s
′
h) ∈ S
∗ s.t. πnew(s
′) 6= 0 and s′v 6= sv
(35) Normalize(πnew)
(36) π ← Bayes(πnew, o)
(37) if π(s) = 0,∀s ∈ S∗ then output MODELCONFLICTERROR
(38) a← POMDP-FD(sv, π,MAXDEPTH)
(39) if a = φ
(40) output NOACTIONERROR
(41) else if a = aT
(42) DoneRecovery←true
(43) output a
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or not. If it was, then the runtime assumes that a new event could have occurred to cause
the exceptional condition. Then, if S ′ is the set of states the system could currently be in
(i.e., states with a non-zero belief-state), the run-time generates the set ES(S ′) of additional
states the system could have transitioned to because of the occurrence of a new event, and
adds it to the current belief-state. When adding the new state s due to an event e, the
probability of occurrence of a new event and the probability of event e.p(s) given that a new
event has occurred are used to update the belief-state. If there are any states in ES(S ′) that
are not in the generated state space Sgen, then those states are explored, and the bounds for
them are computed. The process of growing the set of possible states is described in lines
(19)-(27) of the algorithm. On the other hand, if the previous cycle was not completed when
the observations were received, the run-time first modifies the belief-state to account for the
effects of the previous action (lines (30)-(33)).
Once the belief-state has been updated to account for the effects of a new event or of
the last action, all those belief-states whose observable state does not match the observable
state provided by the monitor are discarded (since they could not have occurred), and the
Bayes rule is invoked to update the belief-state to take into account the observation that
was received from the management infrastructure. As a result, if the updated belief-state
is empty, the run-time concludes that there must have been an observation that was not
possible according to the model, and returns a model conflict error. Otherwise, it invokes
the action selection algorithm POMDP-FD described previously in order to choose a good
action to execute, and returns it to the management infrastructure for execution. If no
action is found, an error is returned. On the other hand, if the aT action was chosen, the
runtime marks that the current cycle of recovery has terminated.
Note that when a recovery cycle is terminated, the belief-state vector is not cleared.
That is purposely done to allow the controller to track which faults might have been left in
the system on a previous cycle. However, leaving the belief-state intact can also cause it to
grow significantly on the next recovery run, because the new belief-states generated in the
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next cycle would correspond to the occurrence of two events. Therefore, the expectation
when the ARM runtime is used is that 1) either the overall state-space of the system Sr is
small enough, or 2) the system has recovery notification (in which case only the null fault
states would remain in the belief-state after termination of a cycle), or 3) the system is set
to explicitly clear the belief-state by issuing an observable state notification between cycles.
Note that clearing the belief-state after every cycle could be done automatically (in which
case the designers must be confident that multiple events in the system are rare), or by a
human operator after he or she has verified that the system is in-fact working.
Also note that the normally passive approach adopted for the ARM runtime is in di-
rect contrast to other control-theory-based approaches for system adaptation (e.g., [LN99,
PGH+01, ZLAS02]). In those approaches, the controller is always in control of the system,
and is constantly tuning system parameters. We believe that such a passive approach is ap-
propriate for dealing with events that may have a large impact on the system (e.g., failures),
because it allows the controller to be bypassed, or used simply in an advisory manner. More-
over, since the controller does not actively execute when no exceptional events are taking
place, it can be made to share resources with other portions of the system more efficiently.
4.5 Conclusions
This chapter defined a framework for adaptation and recovery called the Adaptation and
Recovery Management (ARM) framework. The framework includes a formal specification
of recovery and adaptation models, and presents algorithms that use the formal specifica-
tion in order to generate recovery and adaptation actions at runtime. The ARM formal
model builds upon the basic POMDP framework introduced in Chapters 2 and 3 in several
ways. These include the introduction of explicitly observable states, actions that can be
selectively disabled depending on the observable state, support for explicit monitor selection
(via information gathering actions), and support for monitors whose outputs can depend on
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other monitors. We defined the execution semantics for ARM models, and showed that if
those execution semantics are followed, the bounds and quality of recovery results obtained
in Chapter 3 are applicable to ARM models as well. We did so by showing how ARM
models can be reduced to POMDPs. Although ARM models do not enhance the power
of POMDPs, we showed how ARM models can be used to enable runtime optimizations
such as monitor pruning and factored state-storage, and how ARM execution semantics can
be used to perform optimizations such as on-the-fly state-space augmentation. We believe
that ARM models are more closely tailored to adaptation and recovery problems than basic
POMDPs, and provide the benefit of runtime optimizations while retaining all the theoret-
ical guarantees that are valid for POMDPs. The ARM framework has been implemented
in the form of a software toolkit and has been used to provide model-driven diagnosis and
recovery capabilities in the context of real distributed systems. Those results are described
in Chapter 5.
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Chapter 5
Model Specification and Applications
Chapter 4 presented the formal definitions for ARM models, and explained how those def-
initions provide an interface that is used in the decision making and control algorithms of
the ARM runtime. However, the question of how recovery and adaptation models that im-
plement the ARM formal interface are actually specified was left unanswered. It is easy to
imagine a modeling language that contains constructs that closely follow the ARM formal
definitions as a mechanism for encoding such models. While such a language would certainly
be possible, it would not always be very easy to use. The reason is that to ensure flexibility,
the ARM formal definition requires the definition of model constructs in a very general, non
domain-specific form. For example, an ARM model requires the definition of monitor de-
tection models as probabilities, something that might be difficult for a user to compute. To
ensure ease of use, specialized modeling languages that allow users to express models using
domain-specific constructs, but then convert those constructs into ARM model constructs
can be built.
This chapter begins by briefly describing one such domain-specific language that we have
developed specifically for the representation of distributed systems models. This language
is called FARE (Formalism for the Adaptation and Recovery Engine). The FARE language
introduces a definition of system state based on nodes, a definition of monitor detection
probabilities using dependency-graph-based models, and a definition of recovery cost func-
tions based on monitor detection models. The FARE formalism is then used to describe
models and obtain experimental results for two different applications: one in which we per-
form probabilistic diagnosis on alarm data from AT&T data centers, and another in which
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we use end-to-end monitoring to detect non-fail-silent errors and drive selective restart in
an EBay-like prototype auction system called RUBiS. The results demonstrate not just the
utility of the FARE modeling language, but also show that model-driven recovery works in
real distributed systems and provides benefits that are difficult to achieve through traditional
approaches.
5.1 The FARE Formalism
A model in the FARE formalism is defined in a textual XML-based format. The language
uses a combination of XML constructs along with C++ code in order to specify adaptation
and recovery models. As in the Stochastic Activity Networks (SAN) modeling formalism that
is popular in the stochastic dependability modeling literature [MS93], nearly all constructs
from the ARM formal model that are dependent on system state or modify it can be written
as C++ code snippets. The armgen model generator parses models in the FARE language,
and generates appropriate C++ models that implement the ARM AFI. Each FARE model
consists of nodes, actions, events, dependency monitors, and a cost function. For brevity,
we only describe features of the FARE language that are specifically tailored for distributed
systems. The features that are not described (actions and events) have definitions that
closely mirror the constructs defined in the ARM formal model, and allow arbitrary C++
code to access and manipulate the system state in the definition of those constructs.
5.1.1 State Definition
The system is assumed to consist of a set of nodes, and the state of the system is just a
composition of the state of all the nodes. Each node can have multiple node state variables,
which can be either observable or hidden, and can be Boolean variables, integers, float-
ing point values (represented using doubles), or strings. For example, the state of a node
“WebSrv” might consist of a Boolean node state variable indicating whether or not WebSrv
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is enabled, a string indicating the host on which WebSrv runs, and two hidden variables
representing fault modes: one indicating whether WebSrv is overloaded, and another one
indicating whether it has an active fault. Such a node can be represented as follows:
<Node name=‘‘WebSrv’’>
<Bool name=‘‘Enabled’’>true</Bool>
<String name=‘‘Host’’, length=10>HostA</String>
<HiddenBool name=‘‘Overloaded’’>false</HiddenBool>
<HiddenBool name=‘‘ActiveFault’’>false</HiddenBool>
As can be seen in the example, initial values of the state variables are also specified in the
state definition and are used to define the initial state sv0 and h0 of the ARM formalism.
FARE models only have a single initial hidden state irrespective of the observable state they
are in (i.e., h0(s) returns the same value irrespective of the observable state s). However,
events that change the initial value differently depending on the observable state can be
defined and used to achieve the same effect. Using those node state definitions, the FARE
parser constructs unified definitions for the entire model’s hidden states sh (which form the
elements of S∗h), the entire model’s observable states sv (which form elements of S
∗
v ), and
the model’s system states s (that together form S∗).
5.1.2 Dependency-Graph-Based Monitors
Another type of FARE constructs specifically tailored to distributed systems is the monitor
detection probability models. FARE supports a flexible monitor specification language based
on generalized graph-based monitors. For a monitor m, a FARE monitor detection graph
D(m) is defined as an acyclic graph in which the vertices are the nodes in the system, and an
edge from one node ni to another nj indicates that when monitor m is invoked, it eventually
causes ni to use the services of node nj. A distinguished node, called the target node t(m), is
the node on which the monitor itself directly depends. For example, a monitor specification
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<Monitor name=‘‘WebMon’’ target=‘‘WebSrv’’>
<Uses node=‘‘WebSrv’’>AppSrv1</Uses>
</Monitor>
would indicate that the monitor WebMon invokes the Web server WebSrv, which in turn
invokes an application server AppSrv1 to fulfill its requests.
We now introduce an explanation of how the detection probability of the monitor can
be computed using the graph. However, we do so by starting with a simple scenario, and
gradually adding more complexities. Let ni be some node that is accessed by monitor m
in its detection graph, and let nj be a node that ni uses. For the time being, assume that
whenever the monitor request reaches node ni, it will cause the monitor to generate an
alarm with probability Pd(ni)(s) if there is a fault in the node in state s. Call that the node
detection probability. Then, the probability Pm(ni)(s) that the monitor m will generate an
alarm after the services of node ni have been invoked can be recursively given by
Pm(ni)(s) = Pd(ni)(s) + (1− Pd(ni)(s))Pm(nj)(s) (5.1)
That is, the monitor will generate an alarm either because of some fault in ni, or because
some other fault in nj caused it to generate an alarm. The value of Pm(t(m)) for the
target node t(m) is then the detection probability m.prob(s) of the monitor m. Using that
technique, we can implicitly use the graph obtained by reversing the direction of the edges
as the fault propagation graph.
However, that method is overly simplistic. It is clear that a node will not always propa-
gate a fault that was caused by another node that it uses. Additionally, a node might invoke
multiple other nodes to do its job. Therefore, we need some way to combine the probability
Pm(nj) of all the nodes that a particular node invokes. Let {nj} be the set of nodes that a
node ni uses. Then, we specify a combining function Cni{Pm(nj)} that accepts the detection
probabilities Pm(nj) of all the nodes in {nj}, and computes the probability with which the
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Table 5.1: Language for combining monitor detection probabilities.
EBNF Clause Detection Probability
Expr → Cl ? Cl : Cl | Cl P [Expr] ← P [Cl1]P [Cl2] + (1− P [Cl1])P [Cl3]
Cl → PrOrCl | OrCl P [Cl] ← P [PrOrCl] | P [OrCl]
PrOrCl → Term [ Expr ] P [PrOrCl] ←
∑
P [Expri]P [Termi]
(or Term [ Expr ])∗
OrCl → Term (or Term)∗ P [OrCl] ←
∏
P [Termi]
Term → Factor (and Factor)∗ P [Term] ← 1−
∏
(1− P [Termi])
Factor → ! Literal P [Factor] ← 1− P [Literal]
Factor → Literal P [Factor] ← P [Literal]
Literal → true | false | FloatV al P [Literal] ← 1 | 0 | FloatV al
Literal → ‘(’ Expr ‘)’ P [Literal] ← P [Expr]
Literal → Node Name P [Literal] ← PNode(s)
Literal → Monitor Name P [Literal] ← 1 if Monitor output is true
0 otherwise
Literal → { State Expression } P [Literal] ← 1 if State Expression is true
0 otherwise
monitor detection will be propagated. That function is defined through a language whose
grammar is shown in Table 5.1, and whose start symbol is Expr. The left column in the
table shows the constructs of the grammar in EBNF form, while the right column shows how
the probabilities are combined when the construct occurs. The language not only supports
the usual Boolean operators for combining probabilities, but also allows for a “probabilistic
or” construct that allows probabilistic choice (e.g., in a load balancer). Additionally, the
outputs of other monitors can also be references. If other monitor outputs are used in that
manner, they are added to the parent monitors for monitor m (recall the definition of the
m.parents function from the ARM formal model).
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For example, let us extend the example we have been illustrating previously, and assume
that when the Web server WebSrv receives a request, it can load-balance it (with equal
probability) to one of two application servers, AppSrv1 or AppSrv2. Then, the specification
for the monitor WebMon can be written using the probabilistic or construct as follows:
<Monitor name=‘‘WebMon’’ target=‘‘WebSrv’’>
<Uses node=‘‘WebSrv’’>AppSrv1[0.5] or AppSrv2[0.5]</Uses>
</Monitor>
The use of combining functions increases the expressive power of the monitor specifi-
cations tremendously. However, there is still an additional element that remains. Recall
from Equation 5.1 (where we showed how the detection probability for a node ni could be
computed) that the node detection probability function Pd(ni) still needs to be defined. We
do so by defining a global list H(m) of node detection probabilities (which we also call fault
mode detection probabilities in the recovery context) for monitor m. Each member of the
list is a tuple (C, p), where C is a Boolean expression in which the literals are either full
state variables (e.g., WebSrv.ActiveFault), or just node variables (e.g., ActiveFault), and
p is a corresponding probability. When a monitor “request” reaches a node ni, the first ele-
ment of the node detection probability list for which C evaluates to true gives the detection
probability Pd(ni) for the node. If no expression in the list matches, the node detection
probability is assumed to be 0.
In the simple monitor example we have been using so far, recall that the servers have
two hidden variables corresponding to faults: Overloaded and ActiveFault. If the node
detection probability list for monitor WebMon is set to {(Overloaded, 0.5), (ActiveFault,
1.0)}, it would mean that if WebMon was invoked, and its request passed through some server
that was overloaded (i.e., Server.Overloaded==true), then the monitor would alarm with
probability 0.5. However, if there was a fault in the server, the monitor would alarm with
probability 1.
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The intent behind the definition of a node detection probability list is that in many
systems (especially large distributed systems), different types of monitors monitor the same
assets (e.g., a server might be monitored via an SNMP monitor, or by an end-to-end moni-
tor). However, they may detect different kinds of faults, and thus have very different monitor
detection functions. Rather than require the model to specify the different detection prob-
abilities explicitly for each global system state, node detection lists allow a separation of
the usually well-understood parts of the monitor specification (the dependencies) from the
possibly variable and more poorly understood parts of the specification (i.e., the probability
of detecting different classes of faults).
Using the definitions of the monitor detection graph and the node detection lists, the
FARE model generator generates C++ code that can compute the monitor detection prob-
abilities m.prob(s) in any state of the system.
The graph-based monitor specifications are useful for describing a variety of path-based
monitors commonly found in distributed systems. For example, in Web-services, end-to-end
monitors that simulate client transactions and check the results against a golden value are
common. These end-to-end monitors trace complex paths through the components of the
distributed system, and flag an error if any fault along the way caused the transaction to
fail, or to return an incorrect value. This kind of behavior can be easily captured by a
monitor detection graph. Similarly, heartbeat based monitors implemented in distributed
systems are often examples of path-based monitors as well. This is because the heartbeat
request usually traces a path through the physical topology (i.e., network links, switches, and
routers) that the distributed system is deployed on. Therefore, heartbeats detect not only
failures in the targets they are monitoring, but also in any elements of the physical topology
that they need to traverse to reach the target. Finally, although they do not appear so on the
surface, monitors that check server request logs (e.g., in Web-based systems) for activity are
also path-based monitors. This is because a node that is processing requests also exonerates
other up-stream nodes that are sending requests to it. Thus, log monitors can be used to
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detect failures not just in their target node, but also in other nodes on paths that ultimately
cause requests to be sent to the target node.
Monitor-Based Costs Finally, the FARE formalism allows cost definitions that can be
arbitrary functions of system state, but can also use monitor models. Precisely, a cost
definition can use the monitor detection probability for any monitor in the current system
state. Doing so allows the model writer to define path monitors that represent end users of
the system by defining a monitor detection graph that corresponds to paths that the users’
requests take through the system. Then, the detection probability of the “user” monitor
gives the probability that a fault in the system will propagate to the user and can be used
as a definition of unavailability in the system.
5.2 Alarm Suppression in Enterprise Data Centers
We have used an early variant of the FARE language and its dependency graph formalism
to perform alarm suppression (of some types of alarms) in data obtained from AT&T In-
ternet Data Centers (IDCs) over a period of one month. The IDCs host multiple Internet
services belonging to both external customers and internal AT&T organizations. Like the
EMN system that we used for motivating our work in Section 2.1.1, these systems typically
consist of assets such as Web servers, application servers, databases, switches, routers, and
firewalls. These assets are monitored by an independent monitoring infrastructure that runs
several different types of commercial and homegrown monitoring systems and are managed
by a rule-based management system that is similar in spirit to products such as [IBM07]
and [HP06]. The rule-based engine is used to suppress redundant alarms. However, because
alarm suppression is performed using time-based filtering rules, the system cannot distin-
guish between alarms that may look different, but are in reality generated from the same
event (e.g., failure in a common switch might cause several different alarms from multiple
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assets to be triggered).
We were able to obtain one month’s worth of archived and time-stamped raw unfiltered
alarm data from some of those IDCs, which we wished to use to determine (1) whether our
assertion that monitoring in large enterprise systems has artifacts due to false positives and
common mode alarms is true, and (2) whether the probabilistic techniques proposed in this
dissertation are able to deal with such cases.
However, there were two limitations regarding the data. First, because the data was
obtained off-line, there was no easy way to test the effectiveness of automatic recovery using
the data. Second, and more importantly, although we had access to unfiltered alarm data, we
did not have access to the problem tickets generated by the human operators based on this
alarm data, and therefore do not know what corrective actions (if any) they took. Therefore,
there was no way to ascertain the ground truth regarding what failures had actually occurred.
5.2.1 Data and Monitor Models
The data was a log of alarms generated from many different types of monitors. Because
our approach is a model-based one, we needed to find monitors whose semantics could be
represented by some type of model. However, due to the lack of ground truth, it was not
possible to construct monitor detection probability models statistically (i.e., by determining
how likely a monitor was to generate an alarm given that a certain type of fault had occurred).
To solve the problem, we used inventory logs that the data-center operators routinely keep.
The logs keep track of what assets (e.g., hosts or routers) are present in each system that is
hosted in the data center, how those systems are physically connected, and what URL they
host. That inventory information is kept in terms of directed graphs called topology maps
that are also used in visualization tools that the system operators use.
Because the topology maps only provide information about physical connectivity and the
mapping from URLs to specific hosts in the system, we chose two types of monitors that did
have dependencies on this connectivity. The first type of monitors was the ICMP PROBEs that
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the monitoring infrastructure executes periodically in order to keep track of which assets are
operational. Since the ICMP probes monitor machine connectivity, they are dependent on
the physical topology of the system. The second type of monitor we picked was an HTTP
end-to-end monitor that performs tests on hosted URLs and returns alarms if the URLs are
unreachable, if they have page errors (e.g., HTTP 404s), if the Web server request times out,
or if a response is received, but not within the specified timeout. We picked this class of
end-to-end monitors to determine whether our approach could handle correlations between
different monitor classes. More precisely, a determination that a network switch has failed
should suppress not just ICMP PROBES, but also any HTTP alarms from being generated for
any Web servers behind the switch.
However, we did not know which assets were actually being monitored and which assets
were not. Therefore, when conducting an experiment on the data from a system, we simply
looked at which assets had monitor alarms generated during the entire one-month period
from a particular type of monitor. Those assets were considered to be actively monitored by
that type of monitor, and other assets were not. Using that technique, we generated the set
of possible system monitors. Once the set of monitors was generated, the final step was to
actually define the monitor detection probability models. We automatically extracted the
models from the topology graphs (by manually designating the points where the monitors
were physically located on the network) and defined FARE graph-based models. Because
ICMP PROBEmonitors are associated with physical nodes in the system, while HTTP monitors
are associated with “virtual” URL-based nodes, defining one single fault mode Fail for each
node was sufficient. However, the node detection probabilities for the HTTP end-to-end
monitor were set such that an HTTP monitor would detect faults in the physical nodes as
well as in the virtual “URL node.” Finally, the probability of false positives was set to be
the same for all the monitors according to a user-chosen parameter, pfp. In our experiments
we set this probability to 0.01.
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5.2.2 Alarm Generation
To deal with the first limitation of not being able to perform recovery on the system, we
set up a recovery model that had monitors and hidden states corresponding to faults, but
had no recovery actions. Therefore, when the recovery engine was invoked, it would perform
the diagnosis part of the algorithm, and always return the terminate action aT . To allow
our framework to perform alarm suppression rather than just output a diagnosis probability
vector (the belief-state π), we allowed the user to set up an alarm probability parameter
palarm. When the probability that there was a failure (i.e., the probability of not being in
a null fault state) exceeded palarm, an alarm agen was generated by the modified recovery
engine along with a list of nodes that could possibly be faulty with at least a 5% probability
(the truncated belief-state π). We call those alarms generated alarms.
Because there is no active recovery in the model, multiple faults could persist in the
system for lengthy periods of time. If not cleared from the set of hidden states, the hidden-
state set of the system could become very large (for a system with n nodes, there could be 2n
possible combinations of active and inactive faults in the system). Therefore, we employed an
optimization to reduce the possible state-space by assuming that at any given time only one
new fault could occur. Then, we added an observable Boolean state variable Enabled that
was initialized to true to every node in the system. If it was set to false, the component was
assumed to be faulty, and the fault event for that node would be disabled. Once the fault was
diagnosed properly, and a generated alarm raised for the fault, its Enabled state would be
set to false. Thereafter, that node would not be considered in the new set of possibly faulty
nodes, thus reducing the possible hidden-state-space significantly. In all our experiments,
we did not see any cases in which this assumption (of no concurrent independent faults
during the diagnosis period of one fault) was violated. When a UP event (corresponding
to an active indication by a monitor that the node is functional) was received, the Enabled
observable state for that node would again be set to true.
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Table 5.2: Statistics on alarm suppression in enterprise systems.
System Size
Down Alarms Up Alarms
Unique Raw Gen Avg Gen Unique Raw Gen
Objects Alarms Alarms Size Objects Alarms Alarms
System 1 55 10 16 2 1 11 23 1
System 2 33 29 456 1 2 29 30 1
System 3 48 10 147 5 1 10 105 5
System 4 25 6 44 4 1 6 7 4
System 5 188 13 23 1 1 13 18 1
System 6 135 37 124 5 2.2 37 99 3
Finally, we developed a method to deal with the fact that monitors were not in control
of the recovery engine. Because of that, there was the possibility, when raising a generated
alarm, that some subsequent monitor might invalidate the diagnosis. Fortunately, we knew
that in the monitoring infrastructure, monitors were invoked periodically every T minutes.
Therefore, when the probability that there was a failure exceeded the alarm probability,
the engine would wait for T minutes before raising an alarm. If no other event in those
intervening T minutes brought the probability of failure below the alarm threshold, an
alarm would be generated.
5.2.3 Results
Using the techniques described above, we were able to perform alarm suppression on the
alarm data and generate a new stream of alarms, each with some diagnosis information
(the belief-state) associated with it. Although the data we used is not publicly available,
Table 5.2 summarizes the results of performing alarm suppression for 6 different systems
that were picked without any particular consideration criteria. In the table, the size column
shows the size of the system (in terms of the number of nodes, both physical and URL),
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while the 4 columns labeled “Down Alarms” show the statistics for failure alarms that were
generated. The unique objects column shows how many alarms corresponding to unique
nodes were generated in the one-month period. The raw alarms column shows the number
of alarms for that system in the original data-stream, while the gen alarms column shows the
number of generated alarms raised by the recovery engine. Finally, the avg gen size column
shows the average size of the belief-state vector produced by the recovery engine (i.e., the
probabilities of failure for the remaining nodes in the system were less than 5%). Similar to
the columns for Down alarms, the “Up alarms” columns show the same numbers (except for
the belief-state size) for alarms indicating that an asset was operational.
From the table, several interesting facts can be seen. Comparing the column for the
number of raw alarms to the column for the number of generated alarms, one can see a big
difference in all the examples. It indicates that many alarms were suppressed. However,
the suppression could very well have been because an alarm for a particular failure kept
repeatedly occurring, but the diagnosis engine had already classified the particular node as
failed. Therefore, it just ignored the alarm. Indeed, visual inspection showed that this did
happen quite often. However, comparing the columns for the number of unique objects and
the number of generated alarms, we see a big difference as well. Clearly, alarms for different
objects could not have been thrown away unless (1) there was a correlation implied by the
monitor dependencies between some node failure that is already very likely (or that has
happened) and the alarm that is suppressed, or (2) there were false positives that caused the
alarm to be suppressed because a corresponding UP alarm was received shortly thereafter.
An examination of the data shows that both are true in different cases. However, either case
validates our hypothesis that realistic distributed systems have common mode failures that
are detected by multiple monitors, and that the monitors used often have noise in the form
of false positives.
Finally, there is the issue of how well the alarm suppression works. Are there true
alarms that are suppressed, and conversely, are there spurious or correlated alarms that
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cause an alarm generation by the recovery engine? Unfortunately, there is no way to answer
that question definitively without knowing ground truth about the faults that have occurred.
However, we make the observation that in all six cases shown in the table, the likely portions
of the belief-state (corresponding to failure probabilities greater than 0.05) are very small,
usually limited to 1 or 2 faults. Therefore, the recovery engine has a fairly high degree of
certainty associated with its generated alarms. In one of the two examples in which 2 faults
were in the likely portion of the belief-state, manual inspection revealed that there was a pair
of routers, one of which had failed, but the recovery engine could not determine which one
because their paths were completely symmetrical. Furthermore, if we made an assumption
that any faults that were recovered from within a short period of time (we picked T minutes
because that was the monitor invocation interval) were likely to be the correlated effects of
a common fault, we could verify by manual inspection that, at least in the case of the six
systems presented in Table 5.2, there were no faults that remained in the system for more
than T minutes that were discarded by the recovery engine.
5.3 Selective Restart in EJB Applications
In this section, we present our second example, and show how the FARE language can be
used to configure the ARM engine to manage an Internet-service-like application, and to
perform selective restarts of components in response to application-specific errors. The class
of applications to which the techniques described in this section apply are services written
in the J2EE Enterprise Java Beans framework. Enterprise Java Beans (EJB) [Mic07] is a
very popular API widely used to develop service and Web-based applications in enterprise
settings. EJB applications typically follow a 3-tier model, with a front-end tier of Web
servers or Java Servlet containers (e.g., Apache Tomcat) that produce HTML content in
response to user requests, a middle tier of EJB application servers that implement the
business logic, and a back-end database tier that provides a persistent store for the system.
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The EJB specification defines the concept of “JavaBeans,” which are modules (written in
the Java language) that represent business entities and implement business logic. Beans
are hosted by a middle-tier J2EE application server in specially managed containers. The
containers provide services such as resource pooling, isolation, and persistence (using the
persistent store provided by the database). Beans can be of several types, with the two most
important ones being Session and Entity beans. Entity beans represent persistent business
entities, and typically map to a single database row in the persistent storage. On the other
hand, session beans implement business logic, and only store temporary session state.
5.3.1 The RUBiS Auction Application
The particular EJB application we use is the Rice University Bidding System (RUBiS). RU-
BiS is a freely available [rub07] open-source auction site prototype modeled after eBay that
has been previously used to benchmark application server performance scalability [CMZ02]
and to study recovery via microreboots [CKF+04]. The benchmark implements the core
functionality of an auction site: selling, browsing, and bidding. There are three kinds of
simulated user sessions: visitor, buyer, and seller.
RUBiS also comes with a benchmarking tool. The RUBiS client emulates user behavior
for various workload patterns and provides statistics. The emulator works by generating
sessions from multiple clients. A session is a sequence of interactions for the same customer.
For each customer session, the client emulator opens a persistent HTTP connection to the
Web server and closes it at the end of the session. Each emulated client waits for a certain
“think time” before initiating the next interaction. The next interaction is determined by a
state transition matrix that specifies the probability of going from one interaction to another.
The RUBiS benchmark records the number of requests completed and the time required
to complete those requests and creates a report. It also records the number of errors en-
countered during a request, such as an unresponsive database or failed query.
142
      
   	 
      

     
       
  
       

     
  
  
       
   ﬀ    ﬁ
ﬂ
       
  ﬁ ﬃ   ﬃ   ﬁ
       
 

  
   

 !  "
#     $   
% & ' ( ) * + ) ,
- + ) + . ( / ( ) *
0 1 , (
Figure 5.1: Experimental setup for RUBiS
5.3.2 Experimental Setup
The RUBiS distribution contains several implementations of RUBiS using different design
patterns. We consider a typical setup, shown in Figure 5.1, using the session-facade version
of RUBiS. Figure 5.2 (reproduced from [CMZ02]) shows that in the session-facade version,
RUBiS functionality is divided into three types of objects: servlets that reside in an Apache
Tomcat Web container, and EJBs (both session and entity) that reside in the JOnAS EJB
application server [Obj06]. The session beans implement the core functionality of the system
while the entity beans represent persistent objects such as users, items, bids, and comments.
There are 17 servlets for the different types of requests that a user can make to the system
(via the Web interface). The servlets invoke session EJB methods based on Web requests,
and convert the output to HTML for returning to the user. For the most part, there is a
one-to-one correspondence between the servlets and session beans, while several of the 10
entity beans are used by each session bean. To allow beans to be restarted individually,
each bean is hosted in a separate container. Finally, the JOnAS container uses a MySQL
database to provide persistence for the Entity beans.
In our sample setup, each of the three servers is located on a distinct physical host that is
designated as the primary. However, each server is also assigned a secondary host to which
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Figure 5.2: The session facade pattern
it can be relocated if so desired.
In the ARM model corresponding to the above setup, a node is defined for each of the
10 entity beans. Because there is a one-to-one correspondence between session beans and
servlets, we add only a single node corresponding to each servlet-session bean combination.
If there is a fault in either the servlet or the session bean, both can be restarted. Three
nodes, one for each of Tomcat, JOnAS, and MySQL, are defined for the servers. Finally,
six nodes, corresponding to each of the three primary and three backups, are defined for the
physical hosts.
5.3.3 Fault Models and Recovery Mechanisms
For the system setup described above, we consider three different types of faults.
Temporary Bean Faults The first type of faults is temporary software faults that occur
in a specific bean type (e.g., Heisenbugs in the bean code, null pointer accesses, errors in
remote object invocation, or other application-specific exceptions thrown by the bean itself),
and can be fixed by restarting the container in which the bean is hosted. To represent those
faults, one Boolean state variable TempFault is added to every node corresponding to an
entity bean or session bean. Corresponding ResetBean actions are added to the model that
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are defined as:
<Action name=‘‘ResetBean(b)’’>
<Fire>b.TempFault=true;</Fire>
<Transition time=‘‘System.tRstBean’’ prob=’’1.0’’>
b.TempFault=false;
</Transition>
<Monitors>all</Monitors>
</Action>
The ResetBean action makes the bean unavailable when it fires (by artificially setting the
fault variable to true), and removes the fault from the bean when it transitions. After it
has done so, it invokes each of the monitors (described later) once. The time taken for
redeploying a container was very small (typically measured less than 800msec). Therefore,
the execution time for the ResetBean action is set to 800msec in the model.
Temporary Server Faults The second type of faults considered are temporary faults in
a server. These faults affect all EJB containers and beans if they occur in the JOnAS server,
and all the servlets and static Web pages if they occur in the Tomcat server. They include
not only server crash failures, but also other faults that are not fail-silent, e.g., faults due
to insufficient memory. To represent those faults, the state of a server node is defined as
follows:
<Node name=‘‘Server(s)’’>
<Bool name=‘‘Primary’’>true</Bool>
<HiddenBool name=‘‘TempFault’’>false</HiddenBool>
</Node>
In this definition, the Boolean hidden state variable TempFault is true if there is a temporary
fault in the server, while the observable variable Primary is set to true if the server is running
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on its primary host (and false if it is running on the secondary). ResetServer(s) actions
that act on the s.TempFault state variable are also defined for each server. The definitions
for those actions are as follows:
<Action name=‘‘ResetServer(s)’’>
<Fire>s.TempFault=true;</Fire>
<Transition time=‘‘System.tRstServer’’ prob=‘‘1.0’’>
s.TempFault=false;
...If s is JOnAS, for all b, execute ResetBean(b) transition...
</Transition>
<Monitors>all</Monitors>
</Action>
Note that the ResetServer transition for JOnAS also implicitly clears the faults in the
individual beans. In our implementation of the FARE formalisms, such repeating effects can
be specified as templates for convenience. Restarting JOnAS was measured to be a relatively
expensive operation, with restarts taking up to 30 seconds. Restarting Tomcat took up to 8
seconds, while restarting MySQL took up to 15 seconds. Therefore, the action times for the
corresponding restart actions were set to those times. Although the times are comparatively
small, restarting operational servers has costs other than just loss of availability, because
restarts terminate the ongoing sessions of users who are using the service. Therefore, one
would like to minimize them as much as possible.
Permanent Host Faults The third type of faults is permanent faults in the host on which
a server is running. Examples of these faults include permanent failures in the hardware.
These faults are assumed to be indistinguishable from temporary server faults in their ob-
servables (since they can cause similar effects), but differ in their response to restart actions
on the server (i.e., they are not removed by restarting the server). When such faults are
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present in a system, the only recovery action that can help is migrating the affected server
to another host. To model such faults, the state for each host machine is defined as follows:
<Node name=‘‘Host(h)’’>
<Bool name=‘‘Enabled’’>true</Bool>
<HiddenBool name=‘‘PermFault’’>false</HiddenBool>
</Node>
In the definition, the observable state variable Enabled is true if the server has not been
disabled by the controller, while the PermFault hidden state variable indicates whether or
not the host has a permanent fault. The Enabled variable allows the controller to disable
a host if it decides that the host has a permanent fault, so that the host will not be used
again until it is fixed and re-enabled by the operations staff.
Finally, a migrate action is associated with each server. It causes the server to move to
its backup host (if it is running on a primary host), and to the primary host (if it is running
on a backup host). It is defined as follows:
<Action name=‘‘Migrate(s)’’>
<Predicate>s.Primary && sSecondary.Enabled ||
s.Secondary && sPrimary.Enabled
</Predicate>
<Fire>s.TempFault=true;</Fire>
<Transition time=‘‘System.tMigrate’’ prob=‘‘1.0’’>
if (s.Primary)
sPrimary.Enabled=false;
else
sSecondary.Enabled=false;
s.Primary = !s.Primary;
...Execute ResetServer(s) transition...
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</Transition>
<Monitors>all</Monitors>
</Action>
Although the action definition was present in the model, we did not inject permanent faults
in our experiments, so we did not expect that the action would actually be used. Assuming
a shared filesystem is used, migrate can be implemented by shutting the server down on the
host on which it is running, starting it up on the new host, and reloading the configuration
files of the other components that use it (i.e., Tomcat server in the case of migrating JOnAS,
and JOnAS in the case of migrating MySQL). The definition of the action reflects the fact
that the server becomes unavailable on firing, and when the migration is complete, any
temporary faults in the server and any beans hosted in it are also removed. After the
server is migrated, the old host is disabled. When the JOnAS server is being migrated, the
Tomcat server must also be restarted so that the configuration files can be reloaded. When
the MySQL server is migrated, the JOnAS server must be restarted, and the database files
(which are local) must be copied. Therefore, the cost of this action was set quite high, to 15
minutes.
There are other types of faults we could have considered, but did not. For example,
temporary faults in the hosts were not considered because they are similar to temporary
server faults, except that they are fixed by a server restart. Another class of faults we did
not consider is permanent software faults (i.e., the so-called Bohrbugs), because there was
no recovery mechanism available to deal with them. Diversity-based restart mechanisms,
such as Rx [QTSZ05], could provide such a mechanism if used instead of plain restarts or
microreboots. That illustrates one limitation of this work: the effectiveness of the generated
recovery policies is fundamentally limited by the type of recovery mechanisms available to
the system.
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5.3.4 Monitoring
Our testbed set-up uses two types of monitoring. The Tomcat and JOnAS servers are
monitored using two SNMP variable monitors TomcatMon and JOnASMon that query the
built-in Java Runtime SNMP engine in the Java runtime for those servers. This SNMP
engine comes standard with JRE 1.5.0 and above. In the experiment, we monitor the
jvmThreadCount.0 variable. That variable returns the current number of threads running
within the JRE. The monitors flag an alarm if the variable cannot be accessed, or if it
becomes 0. They effectively serve as “ping” based monitors, and are described by a monitor
specification similar to the one below:
<Monitor name=‘‘TomcatMon’’ target=‘‘Tomcat’’>
<Uses node=‘‘Tomcat’’>Tomcat.Primary?HostT1:HostT2</Uses>
</Monitor>
In the specification, the TomcatMon monitor monitors the Tomcat server and the host on
which it executes (either the primary or the secondary).
The second type of monitoring is done via emulating client requests on a dummy ac-
count set up in the system. Client requests for each transaction that exercises a distinct
session bean are generated using the cURL command line tool, and the system’s response is
checked for any error strings present in it. The monitors effectively monitor the application
components themselves (thus serving as end-to-end monitors), and are specified by a more
complicated dependency structure. Figure 5.3 shows the dependency graph for the entire
system, including one end-to-end path monitor (BrowseCategoriesMon). In the figure, the
solid white boxes represent session beans, while the solid gray boxes represent entity beans.
White boxes with dashed outlines represent servers and gray boxes with dashed outlines
represent the hosts on which servers run. When a node in the graph has multiple outgoing
edges, all of them are anded together when the combining function for the node is being
specified. As can be seen in the figure, the dependencies are quite varied, and we expected
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Figure 5.3: Dependency graph for RUBiS objects
the diagnosis part to have a fairly good ability to localize faults within the beans. The
dependencies were extracted from the deployment descriptor that is provided with every
EJB application. However, they could also have been extracted either by static analysis of
the code, or via fault injection ([CDCF03]). The advantage of using fault injection would
have been that the dependencies would have reflected true failure propagation paths (rather
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than usage dependencies). However, we compared our dependencies with failure propagation
paths generated in [CDCF03], and confirmed that they matched in this case.
All the monitors have a node detection probability of 1 for each of the fault types. It
might be argued that a probability of 1 is unrealistic because faults may not always propagate
(e.g., faults might affect only requests on a subset of the database tables), and that is true.
However, that is a limitation of the monitoring rather than the models. A particular fault will
either affect the dummy account that the monitors use, or it will not. Therefore, specifying a
detection probability that is less than 1 would be of little use unless the fault being modeled
is an intermittent fault. In applications that allow clients to be trusted, better monitoring
coverage could be achieved by putting the error detection code within a script on the pages
returned by the system. In that case, error detection could be performed and reported by
each client’s browser rather than by a separate monitoring system.
Finally, for use within the cost function, a dummy “user” monitor is also defined. It
probabilistically routes requests to each of the servlets (with the routing probabilities given
by the type of workload mix that the system was subject to). The rate cost metric for the
system is then defined as the probability that a fault propagates to this user monitor (i.e.,
the fraction of users affected by a fault).
5.3.5 Fault Injection Results
Using the ARM models defined above, we carried out some fault injection experiments with
the RUBiS testbed. The types of faults injected were limited to component crashes at the
server level and the bean level. Server crashes were implemented by sending a KILL signal to
the appropriate process. A bean crash was emulated by undeploying the container in which
the bean resided using the JOnAS admin command line tool. All beans were deployed in
separate containers to facilitate easy redeployment.
A browse-only workload mix consisting of 240 users was generated using the RUBiS client,
and applied to the system. The two SNMP monitors and those client request end-to-end
151
Table 5.3: Number of errors seen by RUBiS clients for different recovery policies.
Fault Injected
Recovery Policy
Ping Only Full Reset ARM Selective Reset
Tomcat Crash 284.12 305.76 293.85
JOnAS Crash 1299.54 1292.94 1304.8
MySQL Crash 4887.22 2347.8 591.68
DB Connection Drop 4880.67 2238.96 230.72
Item Bean Crash 1249.47 2322.15 62.60
Region Bean Crash 956.25 2328.74 52.06
monitors corresponding to the transactions present in the workload mix were activated. The
monitors were invoked once every 5 seconds. Each experiment lasted for approximately 6
minutes, with a 30-second up-ramp phase during which the request rate was slowly ramped
up, a 10-second down-ramp phase for allowing pending clients to finish, and a 5-minute
measurement phase over which measurements of the request rate, the number of errors seen
by clients, and the response time were made. Around halfway through the measurement
phase, a single fault was injected in the experiment run. 10 experiments were conducted for
each type of fault injected. In the experiments, the workload on the system was low enough
that we did not observe any false positives due to packets/requests being dropped.
Table 5.3 shows the results obtained from injecting faults in each of the servers, and faults
in three of the beans. The results show the number of client sessions that were terminated
because of errors in reaching the RUBiS service, or errors in the output. In the results, three
different recovery policies are compared. The Ping Only recovery is a predefined policy that
relies only on the outputs of the SNMP-based ping monitors. When a ping monitor indicates
a server failure, that particular server is restarted. That type of policy cannot detect failures
in beans, because those failures do not affect the operational status of the server. The
second predefined policy implemented is a Full Reset policy that uses the outputs of both
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the SNMP-based and the end-to-end monitors. If an SNMP-based monitor reports an alarm,
the corresponding server is reset. However, if the end-to-end monitors report a problem, the
entire system is reset, because the policy cannot determine in which component the fault
might lie. Finally, the ARM selective restart policy represents the policy generated by an
ARM controller with a depth of 3.
As can be seen from the table, when the Tomcat server and the JOnAS server are
crashed, all three policies perform similarly. That was expected, because all three policies
can perfectly detect the server crash via the ping monitors, and take corrective action. The
number of requests dropped when restarting JOnAS is greater than the number of requests
dropped when restarting Tomcat simply because JOnAS takes longer to restart. However,
for the subsequent fault injections, results start to differ. Since we could not find an SNMP
module for monitoring MySQL, we decided to leave it unmonitored via pings. Therefore,
when the MySQL server crashes, the Ping Only policy performs the worst, because it does
not have the ability to detect the server crash. Both the Full Reset and ARM-based policies
detect the crash through error messages returned in the EJB output (and propagated to the
monitor). However, the Full Reset policy executes a full system restart (which takes a long
time because it is done serially), while the ARM-based controller first tries a reset of the
EB IDManager bean followed by a restart of the MySQL server, and therefore takes less time
to complete.
When bean failures are injected (the DB connection drop was achieved by undeploying
the ID-Manager bean), the situation is similar. The Ping Only policy does not detect the
failure, while both the Full Reset and ARM-based policies do (due to error messages in the
affected requests). The ARM-based policy is able to isolate the problem in the first round
of monitoring, and chooses to restart the offending bean (which is a quick operation), while
the Full Reset policy restarts the entire system. We were surprised to see that the number
of erroneous requests for the Ping Only policy is less than for the Full Reset policy when
the Item and Region beans are crashed. The reason turns out to be the amount of time the
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experiment is run. Since the experiment is only run for approximately two minutes after the
fault is injected, it is cheaper just to let the requests that are dependent on the failed bean
fail (i.e., the Ping Only policy) than to reset the whole system and ensure that all requests
fail in the reset period. In the results, we observed that the number of erroneous requests
for the case of bean restarts by the ARM controller is larger than would be expected based
on the bean restart time. The reason is that, in practice, the monitoring interval (i.e., the
time spent before an error is detected) dominates the time required for bean restart, and
limits how quickly recovery is initiated.
In the results, we noticed that the amount of path diversity in the RUBiS application
was sufficient to ensure that the diagnosis step was completed in one complete round of
monitoring. In future work, we will explore how well selective monitoring (i.e., associating a
different action with each monitor and letting the ARM engine choose which ones to execute)
would work for our example. Additionally, we will also explore the performance of the ARM
engine when faults other than crashes (e.g., Java exceptions) occur.
Nevertheless, the results demonstrate that the ARM engine can work for real systems
and provides benefits that are not possible through traditional monitoring techniques and
static recovery policies. Additionally, we also note that in the experiments presented, no
monitor false positives were present. When false positives do occur, the results of a policy
such as Full Reset can deteriorate rapidly, as false positives may cause it to invoke expensive
recovery actions indiscriminately.
5.4 Conclusions
In this chapter, we presented a model specification language called FARE that is specifically
tailored towards constructing adaptation and recovery models for distributed systems. The
language allows a definition of system state in terms of nodes and their state, and offers
a way to specify monitor detection models in terms of nodes and their dependencies. The
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language was used to obtain experimental results for two different example applications. In
the first application, we showed that probabilistic diagnosis could be used to perform alarm
suppression for certain types of path-based monitors in large commercial enterprise data
centers. To do so, we took simple network topology models the system operators already
possessed, and used them to automatically extract FARE monitor detection graphs. In the
second application, we used monitor detection models extracted automatically from logical
dependencies between fine-grained components in an Enterprise JavaBeans based auction
application. These models were used by an ARM controller to perform selective restarts of
components in order to recover from faults. We showed that performing selective restarts
using probabilistic diagnosis greatly reduced the propagation of errors to users of the system
as compared to a traditional approach of restarting the entire system without any fine-
grained diagnosis or localization. We believe that these results demonstrate the practicality
of the proposed stochastic-model-driven approach to recovery, and show that it is possible to
extract models automatically for certain combinations of systems, fault types, and monitors.
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Chapter 6
Related Work
In this chapter, we review some frameworks for adaptive fault tolerence and system adapta-
tion, and compare them with the model-based approach presented in this dissertation. The
subjects of monitoring, diagnosis, adaptation, and recovery have received a vast amount of
attention from researchers in different fields. Surprisingly, however, literature on techniques
for synthesizing them to generate complete closed-loop adaptation and recovery strategies
is sparse. The approaches in the literature for building closed-loop systems that can either
adapt or recover themselves can be classified into those that use ad hoc (or prespecified)
policies, control-theoretic approaches, approaches based on fuzzy logic, machine learning
approaches, and a couple of model-based approaches.
6.1 Predefined Recovery Policies
There are several frameworks in the literature that use predefined recovery polices. The
Chameleon infrastructure for adaptive fault tolerance [KIBW99] provides a set of ARMORs
(Adaptive, Reconfigurable, and Mobile Objects for Reliability) that provide detection capa-
bilities, and presents a handcrafted recovery policy for tolerating a variety of faults using
the ARMORs as the detection mechanism. However, the handcrafted policy relies on high
coverage of the detection mechanisms, and therefore the framework compensates by pro-
viding many types of detection mechanisms that must be deployed at different places in
the system. Therefore, the solution can be expensive from a resource standpoint, and not
easy to retrofit to Internet-service-like systems. However, our work is also complementary
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because Chameleon can be seen as a management framework that might benefit from the
model-driven policies that the ARM engine can produce.
In direct contrast, JAGR [CKZ+03] presents an autonomous self-recovering EJB appli-
cation server that allows recovery using microreboots. The basic philosophy in that work
is to make recovery mechanisms cheap enough that they can be liberally applied without
consequences even if poor monitoring and diagnosis are utilized and the detection mecha-
nism’s coverage is low. It uses a predefined strategy of microrebooting an EJB when any
monitoring mechanism implicates it (without necessarily performing any kind of diagnosis),
and restarting the entire server if microrebooting fails. The applicability of the approach
is limited by the availability of cheap actions such as microreboots, that are not appropri-
ate in many settings, and require a significant effort to be ported to new domains. As we
have shown in Section 5.3, our work can be viewed as complementary in the sense that our
model-driven approach can use microreboots as a recovery mechanism.
6.2 Model-Based Approaches
Some work has been done on casting system repair as a sequential decision problem and
solving it using Markov decision processes (MDPs). For example, [SKL89] considered the
problem of determining which processor configuration (e.g., diads or triads) a system should
choose at any given point in time based on the rates at which failures occur, and on a cost of
performing repair that varied according to the time of day. The problem was cast as a Markov
decision process defined on time-slices, and solved optimally. Similarly, [dMT94] considered
the problem of optimal server replacement policies in order to maximize the reliability of
a system over a given mission interval. Again, the problem was cast as a Markov decision
process, and the optimal solution was found numerically. However, both of those approaches
assume that complete information about the faults was known and that the system state
was fully visible, which are unrealistic assumptions for most systems.
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There has also been some work on combining Petrinet-based modeling languages with
Markov decision processes to produce a formalism for expressing design choices and allowing
optimization over them. For example, de Meer introduced such a language, called Controlled
Stochastic Petri Nets (COTSPNs) [dMD97].
In the field of adaptive resource allocation, [dFKS02] looked at the problem of optimally
allocating Web-servers to different classes of users, and framed the problem as a large Markov
decision process that was then solved through approximation techniques. On the other
hand, [FH96] examined the use of MDPs when reconfiguring communication links in telecom
networks.
None of those approaches dealt with the notion of partial observability that seems so
crucial when dealing with large distributed systems.
6.3 Control-Theoretic Approaches
Control-theoretic approaches for system adaptation have recently received much attention
as a black-box technique for performing system adaptation. Applications for those kinds of
controllers include adaptive resource allocation of computing resources, network congestion
control, adaptation to meet soft real-time delay deadlines in servers [PGH+02, ASB02], adap-
tive CPU scheduling [SGG+99], and multimedia applications [LN99]. While many papers
present the application of control-theoretic approaches to single applications, there is also
literature that described entire frameworks that can be applied to a variety of applications.
Some of those frameworks are reviewed below.
Component-Based Frameworks Adaptation Frameworks provide more generalized sup-
port for adaptation by implementing facilities for a variety of adaptation tasks. [ZLAS02]
presents the ControlWare framework for feedback control of software performance. It pro-
vides end-to-end support for control-theory-based software adaptation. It provides generic
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facilities to implement network-transparent sensors, actuators, and controllers. A sensor
provides numerical observations of an application performance characteristic. The perfor-
mance characteristics are usually the controlled quantities. An actuator is a component that
exposes a single “knob” which can be tuned by a controller. The actuator translates the
value of the knob to some application-specific adaptation actions that affect the performance
characteristics in some unknown way. The architecture provides support for automatic iden-
tification of the LTI relation between the performance characteristics and the actuator inputs
by feeding the actuators with white noise and performing a regression analysis on the out-
puts. A stable control law with specified transient properties can then be generated using
one of several provided templates. The templates provide various kinds of guarantees such as
absolute convergence, prioritization, relative differentiated service, and optimization guar-
antees. A distinguishing feature of this framework is that it provides location-transparent
identification services and transport facilities for actuators, sensors, and controllers. Also,
a resource manager is provided that supports various queuing policies and a quota facility
(which can be controlled using the controllers) to help application designers perform resource
allocation. Two of the authors’ previous case studies (differentiated web caching [LSA01]
and differentiated web delay [LLA+06]) have been implemented in the framework.
[GSPW98] presents SWiFT, which aims to be a modular and dynamically reconfigurable
framework for adaptation. It restricts interaction between modules to a simple input-output
model. It uses control theory results to analyze stability of the controlled system. It currently
includes a library of feedback components.
Adaptive Control Frameworks [LALT02] presents a framework that automatically per-
forms system identification and stable control generation tasks without human intervention.
In the framework, the system of interest is modelled by a n order linear time invariant (LTI)
system with unknown coefficients. The reference output can be specified as a general signal
in the Z-Transform domain (and not just a single constant value). The framework guar-
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antees that if the system is indeed an LTI system, the output eventually converges to the
reference output signal. The framework then automatically computes the coefficients for the
LTI model and updates them at each control instant. The continuous updating means that
the infrastructure can cope with changing system dynamics. Hence, it is possible that non-
linear systems can be controlled using this approach, as long as they are piecewise LTI in
each controller interval. The infrastructure is validated using a differentiated service version
of the Squid caching Web proxy. The objective is to allocate disk space to various service
classes so as to achieve a specified ratio of average hit rates between the classes (a higher hit
ratio corresponds to better service). Experiments show that the scheme performs reasonably
well even under varying workloads.
6.3.1 Comparison
Using control-theoretical approaches based on linear time-invariant (LTI) systems provides
a lot of benefits for applications to which they are applicable. Well-understood regression
techniques exist to automatically compute and refine the parameters of LTI models. There-
fore, the techniques can be applied in a relatively black-box manner compared to the work
presented in this dissertation, which requires models to be specified by the system architect.
Similar in spirit to our work on ensuring quality of recovery (described in Chapter 3), LTI
controllers are also often able to ensure stability of control using standard LTI controller
design techniques such as pole placement.
However, there are several significant limitations imposed by LTI control techniques.
First, the controller’s model of the system must either be a linear model, or be locally con-
vertible to a linear model. Therefore, transitions that inherently cause discontinuites in
system state (e.g, failures or recovery actions), or behaviors that are dependent on discrete
state elements, cannot be represented. Second, the approaches proposed in the literature
all assume deterministic evolution of the system. Therefore, they cannot handle stochastic
action effects that may be required by recovery models (e.g., a recovery action failing with a
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certain probability), nor can they handle uncertainty about the state of the system. Finally,
the LTI control approaches solve a problem that is fundamentally different from the one
proposed in this dissertation. Essentially, in reducing the error signal to zero, they consider
only the instantaneous effects of actions without considering future consequences. However,
as we have seen in Chapter 2, recovery problems are inherently problems of reducing an accu-
mulated cost that is incurred throughout the recovery process. Therefore, making decisions
based on their future consequences can have a big impact in reducing recovery costs.
6.4 Fuzzy Logic
[LN99] provides a hybrid framework (and its application to a multi-object video-tracking sys-
tem) that combines control theory and fuzzy logic to provide a middleware for adaptation. In
it, a resource adaptation component, which is based on control-theoretical techniques, works
in conjunction with an application adaptation component, which is based on fuzzy logic.
Applications request resources via the resource adaptation component, which, using a PID
controller, adaptively allocates resources to each system component based on demand and
fairness criteria. The fuzzy logic controller is specific to each application. It uses informa-
tion about how many resources were allocated to the application by the resource adaptation
engine in order to change the application parameters such that the best performance can be
achieved under the circumstances.
Since application adaptation is usually nonlinear in nature, the application adaptation
component is a fuzzy controller that accepts ”if-then” rules based on fuzzy classes. The
“if” part of the rule specifies a fuzzy condition (such as “low” or “very-high”) on resource
availability, while the “then” part of the rule specifies an adaptation action (such as “change-
algorithm”). Each action is also associated with information about its resource usage for
all resources so that the fuzzy controller can choose adaptation actions such that the fuzzy
inference engine does not violate other resource constraints that might have been set by the
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resource allocator, and can correctly request resources for the next round.
[Bri02] describes Cholla, a framework for implementing adaptation in networked soft-
ware. Cholla provides a composable way to specify adaptation policies using fuzzy logic
rules. The adaptation rules are structured in the form of rule sets that control a single
system variable (or a closely related set of system variables). Rule sets are divided into
three types: rule sets for input synthesis, rule sets for adaptation selection, and rule sets for
adaptation coordination. Rule sets for input synthesis roughly correspond to the monitor
models described in this dissertation. They allow inference of some part of system state
based on direct or indirect observations. For example, the rule if RecentTimeout is true
then Congestion is high; sets the value of the “Congestion” state variable using recent
timeouts observed by the system. Rule sets for action selection specify adaptation polices
using both the directly observed and inferred system state. They roughly correspond to the
optimal action choices generated by the ARM framework. Finally, if the action selection
rule sets generate multiple and conflicting decisions, the rule sets for adaptation coordina-
tion specify how those conflicts are resolved, and how multiple outputs can be merged. In
comparison, the ARM framework does not require such conflict resolution because it gener-
ates only one action at a time, and uses its ability to generate action sequences to deal with
situations requiring multiple actions.
In contrast to [LN99], Cholla fuzzy rules operate directly on system observables, and can
thus be based on triggers other than just resource constraints (e.g., system congestion or
measurements of network loss). However, because the controlled variables are not regulated
by an additional control theoretic controller, no guarantees regarding stability or fairness
of resource usage can be provided. In general, because of their “English-like” nature, fuzzy
logic based approaches simplify the specification of adaptation rules. However, as noted
in [Bri02], they do not provide any guarantees on the quality of the resulting adaptation,
nor provide any hints on what to do in case of a conflict between rules. Each combination
of state variables the system might encounter must be envisioned by the rule writers, and
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appropriate actions must be chosen in advance. Furthermore, conflicts in the rules must also
be predicted, and reconciliation rules must be written to help resolve them. In contrast, the
ARM framework provides algorithms for automatically generating adaptation policies while
also ensuring that the policies have quantifiable quality metrics associated with them.
6.5 Reinforcement Learning
Finally, in the field of machine learning, the idea of learning the effectiveness of a repair
action by trying it out and then observing its effect in the system has recently been used in
[LRFH04]. That work presents a learning algorithm for the construction of a repair policy
that specifies the test and repair actions to be taken based on the outputs (true or false) of the
previous test and repair actions. After the repair policy has been constructed in the learning
phase, the policy remains fixed during the actual runtime of the system. By contrast, the
repair decisions in our approach are made dynamically at runtime, a tactic that provides
two benefits. First, because repair policies do not have to be precomputed and stored,
much larger state spaces can be accommodated. Second, the system can continue to update
information about failure rates and use it to make better decisions as time progresses. Finally,
our work also deals specifically with probabilistic monitor outputs (e.g., false positives or
other noise), which, if present in the system, degrade the effectiveness of the learning process
significantly.
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Chapter 7
Conclusion
In this chapter, we present a summary of the work described in this dissertation, describe
some directions in which the work could be expanded, and conclude this dissertation with
some final remarks.
7.1 Summary
In this dissertation, we have developed a stochastic-model-driven approach for generating
adaptation and recovery policies for systems in which the state of the system may not be
precisely known. In our work, the primary targets of such uncertainty are faults that might
have occurred in the system. Therefore, the goal of the policies is to intelligently use system
monitoring and choose the right recovery actions so as to bring the system back to an
acceptable state after a fault has occurred. The policies are generated at run-time by a
recovery controller that is driven both by a model of the target system, and by the results
of previous monitoring invocations.
We formulated the problem of recovery policy generation as an optimization problem in
which one tries to optimize the cost incurred both during the recovery process and after it (via
termination rewards). We used the mathematical framework of partially observable Markov
decision processes (POMDPs) to represent the optimization problem, and used non-optimal
finite-depth exploration to generate the required recovery actions. Since the “cost” can be
defined using Markov reward models, a variety of different criteria (e.g., unavailability, users
affected by recovery, number of recovery actions, or in general any metric of the system’s
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deviation from the ideal) can be used to drive the minimization. Because the optimization is
reward-driven (cost-driven), it chooses actions that fix problems rather than trying to fully
diagnose and identify them. Because the optimization is over entire sequences of actions,
rather than just immediate effects, we demonstrated that the approach is able to determine
intelligently when to wait for more information, to determine how and what additional
monitoring is required, and to choose actions that have delayed effects. We compared the
approach to a greedy approach that performed the optimization based only on the effects
of the next action chosen, and showed that the ability to optimize over action sequences
provides significant savings in the cost of recovery.
Next, we examined whether any guarantees regarding the quality of the generated recov-
ery actions could be made despite the non-optimal finite-depth exploration procedure used
to generate them. In the process, we first developed a new lower bound on the mean reward
accumulated by a POMDP, and formulated conditions to ensure that both the reward ac-
crued by the POMDP and the bound are finite. These conditions touch upon crucial issues
that arise during system recovery that include: (1) whether the recovery can be reliably
detected or not, and (2) whether unsafe actions might compromise the ability of the system
to recover completely. For systems that do not meet the conditions, we showed how risk
models can be used to augment the recovery models such that the conditions are satisfied.
We showed that by using the bounds during the finite-depth exploration procedure, sev-
eral quality of recovery properties can be guaranteed. They include assurances that the
controller cycles will terminate in a finite amount of time, and a guarantee on the proba-
bility with which the controller must believe that it has succeeded in recovering the system
before it will terminate recovery. We showed, using experimental results, that the use of
bounds results in recovery policies that have a high probability of success and lower recov-
ery costs than those obtained when heuristics are used during finite-depth tree exploration.
Unfortunately, the quality of recovery guarantees are not applicable when the model of the
system is inaccurate. However, through experimental results, we showed that the model can
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be augmented to explicitly account for the effects of model inaccuracies, and that the re-
sulting recovery policies can still enable recovery from a large fraction of faults with modest
increases in recovery cost.
Then, we presented a formal framework for describing adaptation and recovery models
called the ARM framework, and described its implementation in a toolkit that we have
developed. The toolkit uses ARM framework constructs to implement a modeling lan-
guage called FARE. Together, the framework and toolkit allow definition of models that
have both observable and unobservable state, support information-gathering actions, and
support dependency-based monitor models. The dependency-based monitor models are es-
pecially suitable for modeling commonly used monitors in large distributed systems. We
showed that models described in the ARM framework can be reduced to POMDPs, thus
ensuring that the quality of recovery guarantees that were proved for POMDPs also apply
to ARM models. The ARM framework provides a runtime controller that accepts ARM
models as input, interfaces with a monitoring and recovery infrastructure, and generates
recovery action recommendations on-the-fly using finite-depth tree exploration of the ARM
models. The monitoring and recovery infrastructure provides the monitoring apparatus and
performs action execution. We developed a simple network monitoring protocol (SNMP)
based monitoring and recovery infrastructure for this purpose.
Finally, the ARM framework and toolkit were used to obtain results on two sample
application scenarios. In the first application, we used the diagnosis portion of the ARM
framework to perform alarm suppression on data obtained from real enterprise data centers.
Using this data, we showed that by taking into account the network topology of a system,
correlated alarms due to common failures can be eliminated, and the number of alarms
generated can be substantially reduced. In the second application, we demonstrated how
the ARM toolkit can be used to perform selective restart in an Enterprise Javabeans based
auction application, and how the generated recovery policies can significantly reduce the
number of errors propagated to the users of the system.
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7.2 Future Work
Despite the contributions made in this dissertation, many challenges remain in order to make
automatic recovery of distributed systems truly widespread, and we feel that we have only
explored the tip of the iceberg. Below, we list a few suggestions for future work that can
extend this work, both in theoretical and practical directions.
7.2.1 Automatic Monitor Model Construction
One of the biggest sources of strength of the work presented here, and yet also one of its
biggest limitations, is its model-based approach. Although using formal system models
imparts a well-founded basis on which sound decisions can be made, the decisions are only
as good as the models that go into making them. Furthermore, writing models requires time
and expertise, and therefore any progress towards automating that process can go a long
way towards making our approach truly easy to use.
In general, the problem of determining accurate monitor detection probabilities is more
acute than the problem of specifying accurate system transitions, because system moni-
toring techniques are often poorly understood in a quantifiable sense. Fortunately, there
exists a body of previous work in automatic dependency extraction that could be utilized
for model construction, especially with the dependency-graph-based monitors described in
Section 5.1. Examples include work on automatic determination of component dependen-
cies by system perturbation (e.g., [BKK01]), work on dependency generation via passive
observation (e.g., [AMW+03], [RWM+06], [AASM07]), and approaches based on statistical
clustering (e.g., [CZL+04]). [AMW+03] describes an especially suitable technique to ex-
tract dependency information that could be used as a starting point for automatic model
construction efforts.
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7.2.2 Online Model Refinement
Another issue that is practically important is the feasibility of estimating monitor models
accurately using measurements made when there were no faults in the system (as would
be the case if automatic dependency graph construction approaches were used). Hence,
even models that are extracted automatically may be semantically incomplete or inaccurate.
Therefore, when an error is detected and recovery occurs, techniques for learning from the
experience and improving the models can be very useful.
While we do not believe that fully black-box approaches (such as reinforcement learning)
are practical in the domain of recovery when sample data is scarce, an interesting direction
for future work would be to perform targeted learning of parts of handcrafted or automat-
ically extracted models. For example, while an automatic technique may be able to infer
communication dependencies between system components while a system is operating nor-
mally, it may not be able to determine which of those paths propagate faults, and which
paths tolerate them. Performing such limited learning based on observations made during
the recovery process might be a more feasible approach than learning a complete model of
the monitor detection probabilities and system transitions.
7.2.3 Dealing with Model Errors
Section 3.7.3 presented simulation based results showing the effects that errors in the recovery
models have on the quality of recovery actions. As was described in that section, the quality
of recovery guarantees developed in Chapter 3 may no longer hold when the model of the
system is incorrect. Although the results indicated that it was possible to tolerate many types
of model errors, some particular types were shown to be especially troublesome. In particular,
errors in the monitor detection probabilities that make faults that have very similar effects
on monitors (but require very different actions to recover from) appear to produce different
monitor observations some of the time, but not others, are especially problematic. That
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is because the controller mistakenly believes that it can differentiate between the faults
based on future monitor outputs, and thus invokes monitors that in reality do not provide
the differentiating outputs the controller anticipates. An important avenue for future work
is to examine fundamental solutions that will allow recovery controllers to deal with such
situations. As mentioned in Section 3.7.3, a possible starting point is to update monitor
models on-the-fly using an appropriate learning algorithm such as the well-known Baum-
Welch algorithm for learning hidden Markov models. Although we do not anticipate that
data to effectively learn models for all monitors accurately would be available in most cases,
if a monitor is repeatedly invoked (e.g., during loops due to incorrect model parameters),
learning has the potential to provide an effective solution.
7.2.4 Efficient Exploration Techniques
Another avenue for extension is to explore ways to traverse larger portions of the POMDP
value function recursion tree more efficiently, and thus generate better policies in the process.
One possibility is to use importance sampling [Hei95] to speed up exploration. While the
POMDP value function defines a max-avg tree and is not amenable to importance sampling,
the RA-Bound defines a fully probabilistic system that can be explored using simulation and
importance sampling. An RA-Bound estimated on the belief-state space of a POMDP has
the potential to be much tighter than an RA-Bound computed on the original state-space
S, because the belief-state-space transitions also encode changes in information obtained
through monitoring, while the original state-space transitions do not.
7.2.5 Hierarchical Controller Structures
Finally, the structuring of a recovery controller as a passive entity that is invoked only
when problems occur is very convenient from the point of view of using such controllers in a
hierarchical manner. Using hierarchies can be especially useful when managing large systems,
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because it keeps the state spaces involved to manageable sizes, and allows more efficient
placement of decision-making entities. For example, in a large system, local controllers
might be placed closer to their targets of control, while a central controller might be used
to coordinate among them. One possibility for future exploration is to use the bounds and
termination guarantees generated by our controllers to define higher-level “meta-actions”
that invoke the controller for performing local recovery. If suitable aggregates for the classes
of faults handled by a controller can be found, then they could be used to define the effects
of the controller invocation meta-actions. Doing so would allow a higher-level controller to
treat the meta-actions as individual recovery steps, and generate recovery plans that invoke
lower-level controllers in a manner that optimizes a global cost function.
7.3 Concluding Remarks
Developing techniques to make computer systems dependable and quantitatively evaluating
them using stochastic models are areas of research that have crucial importance in a modern
society that is dependent on many computer systems for its day to day functioning. Conse-
quently, the history of research in these fields is both long and rich in its diversity. However,
these areas have traditionally remained fairly separate, with model-based quantitative eval-
uation often relegated to the role of a black-box tool that allows designers of dependability
techniques to demonstrate the efficacy of their creations in hypothetical situations. Our
goal at the outset of the research that led to this dissertation was to examine if the funda-
mental, but complementary roles of mechanism design and model-based evaluation could be
combined in an on-line manner so as to create techniques that could dynamically evaluate,
predict, and modify their behavior, and in the process become more powerful, yet less costly
than traditional statically designed approaches.
During the process of examining what good are models and are good models ([Sch93])
for the problem of designing such introspective, predictive, and adaptive dependability tech-
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niques, we limited our domain to the problem of recovering from naturally occurring faults
in distributed systems. We did so not just because the problem is important in many mod-
ern systems that people depend on, but also because it has many challenges whose solution
can also be useful in other domains. These challenges include the need for cheap solutions
that can be retrofitted to existing systems, the need for quicker responses than humans can
provide, the inability to observe system state completely, and the need to deal with large
quantities of incomplete, and sometimes inaccurate data. Because they address these chal-
lenges to some degree, we believe that the techniques we have developed in this dissertation
have much broader applicability in the management and design of dependable systems.
At the intra-program level, our approach might be used to localize and avoid bugs using
observations of where runtime errors occur, along with monitor detection models of error
propagation that are computed using the program’s control and data-flow graphs. At the
whole system level, there are problems in the area of network management such as dealing
with cross-layer failures that could benefit from adaptive diagnosis and reconfiguration tech-
niques. Similarly, in the area of computer security, the ability to detect, diagnose, and react
rapidly to worm outbreaks, intrusions, or other malicious behavior can be extremely useful.
The domain need not be limited to computer systems: large, critical systems such as power
grids can also benefit from the ability to automatically advise operators on the best course
of action, taking into account both immediate and future effects, in response to a given set
of alerts from the system’s sensors.
The unsolved problems with our approach as described in the future work section remain.
Furthermore, we have no doubt that application to the new domains discussed above will
require the solution of additional, unanticipated challenges. But overall, we believe that
our approach provides not only a concrete and practical model-driven recovery solution
for distributed systems, but also represents an exciting new line of research in the field of
dependability that has the potential to provide rich rewards in the quest for systems that
work, no matter what.
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Appendix A
Monitoring and Recovery Interface
To use the ARM runtime to perform adaptation and recovery in a system, infrastructure that
can invoke the system’s monitors and recovery or adaptation actions is required. In the ARM
toolkit, these functions are provided by the SNMP-based monitoring and recovery interface.
The interface uses the Simple Network Management Protocol (SNMP) to interface with the
system’s monitors, and uses shell-scripts to execute the required recovery and adaptation
actions.
A.1 SNMP Overview
SNMP is designed to provide a standard protocol for monitoring a wide variety of network-
attached devices. Architecturally, SNMP is made up of three fundamental components:
master-agents, subagents, and management stations.
A master-agent is designed to run on each network component that is to be monitored,
and is usually implemented as a daemon. The master agent handles the encryption, authen-
tication, and message processing functions for SNMP communication. For example, in the
monitoring and recovery interface, each “node” that is monitored is an SNMP master-agent.
A subagent is another piece of software that usually runs on the same host as the master-
agent. The task of the subagent is to gather and provide the master-agent with information
about a specific subsystem on the host. The information is stored in a large data-structure
described by a hierarchy of MIB (management information base) files. For example, Apache
servers with a mod-apache-snmp module installed are subagents. They simply supply infor-
172
mation to the SNMP daemon that runs on the same machine.
The management station issues requests for information and performs management op-
erations on behalf of an administrator or application. It communicates with the various
master-agents present on the network. In a system being controlled by an ARM runtime,
the monitoring and recovery interface acts as a management station.
SNMP communication is performed over the UDP protocol. SNMP variables and data
are standardized through the use of a management information base or MIB. Each SNMP
variable can be accessed and manipulated via its OID (Object Identifier). Structurally, an
OID consists of a node in a hierarchically-assigned namespace. The nodes are numbered
successively, starting at the root of the tree, and thus uniquely identify each node in the
tree. Due to this hierarchy, the OID, or MIB tree, is easily extensible. Designers can set up
new nodes by registering them under the node’s registration authority. Most OIDs found
in SNMP usually belong to the private enterprises subtree allocated by IANA under the
1.3.6.1.4.1 (iso.org.dod.internet.private.enterprise) arc. Object identifiers can be represented
either numerically, or in a shorthand form, by specifying their names along with the MIB
files in which they are defined (e.g., MIBName::sysLocation.0).
SNMP consists of five main message types. GET REQUEST messages are sent by a
management station to an agent to retrieve an MIB entry. GETNEXT REQUEST messages
are used to iteratively retrieve MIB entries from an SNMP agent, while GET RESPONSE
packets are packets sent by an agent to the management station in response to get requests
or getnext requests. SET messages are used by the management station to set an SNMP
variable (MIB entry) at an agent, while TRAP messages are initiated by agents and used to
report an alert or other asynchronous event to a manager.
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A.2 Monitor and Action Specifications
In order to configure the SNMP-based monitoring and recovery interface for a particular
system, the designers provide the interface with specifications that describe what nodes are
present in the system, what monitors can be invoked, and what recovery actions are available
to it. This section describes those specifications. However, first we introduce a construct
called an SNMP predicate that is used in all the specifications.
A.2.1 SNMP Predicates
An SNMP Predicate is simply a Boolean predicate that is defined using SNMP variables (or
Boolean conditions on them) as the literals. SNMP predicates form the basic building block
through which monitors are defined, nodes are added to the system, and action completion
is signaled. An SNMP variable in a predicate is defined using the name of the node on which
the target SNMP agent is running, followed by the OID or name of the SNMP variable (e.g.,
HostA:MIBName::sysLocation.0). A Boolean condition on an SNMP variable is defined
using the standard relational operators (in C++ syntax) ==, !=, >, and <. For example,
the condition HostA:MIBName::sysLocation.0==‘‘Value’’ returns true if and only if the
value of the SNMP variable MIBName::sysLocation on the SNMP agent running on HostA
is set to “Value”. Finally, Boolean conditions on SNMP variables can be combined using the
standard Boolean operators (in C++ syntax) &&, ||, and ! to form predicates. When the
monitoring and recovery interface requires the evaluation of some predicate, it contacts all
the SNMP agents on which the SNMP variables present in the predicate are located. After
retrieving their current values, it evaluates the SNMP predicate and returns the resulting
Boolean value.
As described earlier, a TRAP is an asynchronous SNMP message sent from an SNMP
agent to the SNMP manager via UDP. Traps can be very useful, since an SNMP application
often sends a trap notification just before it crashes, or when it realizes that something is
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wrong. Since an SNMP variable is normally referenced using the hostname:varname syntax,
a trap variable is referenced using the syntax Trap:hostname:varname. However, there is a
fundamental difference between traps and regular SNMP variables. Regular SNMP variables
are synchronous and can be queried on demand. Traps cannot, and therefore require special
treatment when they are present in an SNMP predicate. To support traps, the monitoring
and recovery interface maintains a queue of received trap messages. Whenever a trap is
received, it is added to this trap queue, along with the hostname of the node from which
it was received. When a trap is found in an SNMP predicate, the monitoring and recovery
interface steps through the trap queue looking for the most recent traps from that hostname.
If a match is found, and the trap contains the referenced variable, its value is used. If no
match is found, a value of -1 is returned. To prevent the trap queue from growing too large,
and also to prevent an old trap from being read over and over, traps are removed from the
queue after a predefined timeout.
In the case of traps, one additional operation, the “=x” or “if exists” operation is also
defined. If the keyword =x precedes a trap variable name, the trap variable evaluates to true
if and only if the variable name following the keyword was received in a trap. Thus, the
=x operation causes the monitoring and recovery interface to ignore any value that may be
associated with the SNMP trap variable, and instead causes the SNMP variable to evaluate
to true if the trap variable name is simply present in some TRAP packet. This operation
allows the monitoring and recovery interface to check if some condition (e.g., a node crash
or restart) that is usually indicated by a trap has occurred or not.
A.2.2 Nodes
Each process to be monitored by the monitoring and recovery interface is represented as a
node. Each node is assumed to have the functionality of an SNMP master-agent, and is
specified using a user-defined name and a join condition. The join condition is an SNMP
predicate (usually a trap) that can be used to verify that the node has started when the
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system starts execution. Specifically, the monitoring and recovery interface waits for the
join conditions associated with all the nodes in the system to become true before it proceeds
with its regular monitoring and recovery cycle. This is done to ensure that the recovery
algorithms do not interfere with the normal startup process of the system. A join condition
of “true” for a particular node is used to indicate that the monitoring and recovery interface
need not verify that the node has started up. A node can also have an associated hostname
and process identifier. However, since those values may not be known beforehand, the
monitoring and recovery interface provides a utility called procspawn to discover them at
runtime. When the name of the process, its arguments, and the name of the corresponding
monitoring and recovery interface node are passed to the procspawn utility, it reports the
name of the node and its hostname to the monitoring and recovery interface, and starts the
process corresponding to the node.
A.2.3 Monitors
A monitor simply consists of an SNMP predicate that, when true, indicates that the said
monitor has raised an alarm. Whenever a monitor needs to be executed (either as part of
the normal monitor polling cycle or as part of a recovery cycle), the monitoring and recovery
interface evaluates the corresponding SNMP predicate, and uses its evaluated Boolean value
as the monitor output. If, during a normal monitor polling cycle, a monitor detects a problem
(the expression evaluates to true), the ARM runtime is invoked.
Several types of monitors can be defined using SNMP predicates. For example, SNMP
master-agents for many different types of servers (e.g., Apache, Tomcat) provide variables
that indicate whether the server is “up” or “down”. A ping monitor for those servers can be
implemented by defining an SNMP predicate that checks if those SNMP variables are set to
“up” or not. If a particular monitor is not SNMP enabled, we modify it by coupling it with
an SNMP master-agent. An SNMP variable corresponding to the monitor’s output is added
to the coupled master-agent’s MIB. When the monitoring and recovery interface executes a
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GET command on the SNMP variable corresponding to the monitor, the coupled master-
agent invokes the monitor, gets its output, updates the SNMP variable, and responds to
the GET request. In the RUBiS experiments described in Section 5.3, the end-to-end path
monitors that simulated client requests were implemented in this manner. For example,
if the name of the path monitor SNMP variable is PathMonA, the corresponding monitor
predicate is simply defined as follows:
<Predicate>
PathMonHost:ARM-MIB::Objects.Modules.PathMonA.0 == true
</Predicate>
A.2.4 Actions
A recovery or adaptation action consists of a command, a join condition, and a (possibly
empty) list of monitor names. An action could be relatively simple, such as restarting a
process or restarting a server, or it could involve something more complex, such as rebuilding
a database or restoring from a checkpoint. The command represents a shell command that
will be executed on the local machine. Since the process requiring recovery will most likely
be on a remote node, ssh or a user-written shell script can be used to connect to the remote
machine and perform the action on it. If the hostname of the remote node is unknown,
the variable Nodename can be specified instead and will be replaced at runtime with the
hostname associated with the given node. Similarly, if the process identifier of the process
is unknown and is necessary for the command, NodenamePID can be specified. The join
condition, just like the node join condition, verifies that the recovery action has completed.
Finally, the monitor list specifies the list of monitor predicates that will be queried before
the action returns control back to the ARM runtime.
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A.3 Interface Operation
After the SNMP monitoring and recovery interface is started, it parses the configuration file
and begins waiting for the initialization traps for each node specified in the configuration
file. At that point, each node is started using the procspawn binary. The procspawn binary
is started via the following command: procspawn nodename process [args]. Issuing that
command will fork and execute the new process, and then send its process identifier and
hostname to the monitoring and recovery interface via an SNMP trap. If a node fails to
startup, the interface never proceeds. We assume that during start-up an operator is present
who can verify that the nodes have started successfully. After the recovery manager receives
the initial trap from each node, it checks and waits on the join condition for that node.
That ensures that the nodes are up and running, so that the monitors do not detect a false
positive.
Once all the join conditions are satisfied, the recovery manager enters its main loop.
The monitors are repeatedly checked after a predefined polling interval (specified in the
configuration file). That continues until one or more of the monitors detect a problem
(i.e., the SNMP predicate associated with them evaluates to true). When a problem is
discovered, the most recent observation of each monitor is passed to the ARM runtime over
a pipe interface, and the SNMP interface waits for a response from the ARM runtime. After
the recovery action is executed, the action’s join condition is checked to make sure the action
has completed. The monitors in the monitor list for the action are checked again, and the
results are passed back to the ARM runtime. The process continues until the ARM runtime
indicates that the terminate action must be executed, at which point the monitoring and
recovery interface goes back to its regular polled monitoring cycle.
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