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Abstract
In reinforcement learning and optimal control, one successful approach to address system
stochasticity and epistemic uncertainty in the dynamics model is to consider, rather than a
single state, a distribution over the states, i.e. a belief. This belief is usually described using a
Gaussian distribution; however, this representation may be very limited due its significant ap-
proximation error when describing multimodal distributions. This thesis addresses this problem
by representing the belief with a mixture of Gaussians and presenting a reinforcement learning
algorithm that optimizes a sequence of controls with this particular belief space representa-
tion. We show that this method can propagate belief much more accurately and we apply this
algorithm to trajectory tracking tasks with stochastic dynamics.
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Chapter 1
Introduction
The field of machine learning is concerned with extracting information from data and repre-
senting it in some efficient manner in order to accomplish something useful. As a subfield of
machine learning, reinforcement learning (RL) has the objective to interact with a world and
learn how to make the ”best” decisions to achieve a specific goal.
The following diagram (Fig. 1.1) shows a pictorial representation of the problem setup. At
each instant in time, an agent interacts with a system by applying a control. Resultingly, the
state of the system changes and the agent perceives this change through sensory inputs. In
addition, the system incurs a specific cost value (penalty) on the agent. The objective of the
RL problem, therefore, is to apply controls to the system such that the agent is incurred the
least amount of cost over a period of time. As a result, the goal that the agent must accomplish
is encoded in the form of the cost.
In the original formulation of RL, the agent originally has no knowledge on how the system
evolves with the control inputs over time, nor does it know the mechanism behind how the
system incurs the cost. However, in the field of control, RL is casted as a problem named
optimal control [Bertsekas, 2000]. Here, the agent has full knowledge of how the system behaves
and how the cost is incurred. More precisely, the behavior of the system is described by how its
state evolves over time as a function of the applied controls. This behavior is represented in the
form of a dynamics function, which maps the control and current state to the corresponding
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Figure 1.1: RL setup.
change in state. Additionally, the cost is characterized in the form of a cost function, which
maps the control and current state to a real-value cost.
In this thesis, we consider the RL problem in which the form of the cost function is known, while
the dynamics is not. This formulation is, in fact, quite general. In most practical RL problems,
such as in robotics, the form of the cost function is known and generally hand-designed, as the
goal of the task is already defined. Therefore, for practical considerations, it is a reasonable
assumption to assume knowledge on the cost function. However, we assume unknown dynamics
because most systems are extremely hard to model, and it is, therefore, unreasonable to assume
full knowledge on how the system evolves over time.
In addition, we consider a formulation wherein the system is not fully observable, that is, there
exists uncertainty in how the agent perceives the system due to noisy or partial measurements
of the state. As a result, we cannot know the true state of the system, but rather, we must
represent this uncertainty in the form of a probability distribution over the state space, defined
as the belief of the state.
The most common approach to control a system in belief space is by representing the belief
with a Gaussian distribution at each instant in time [Pan and Theodorou, 2014, Deisenroth and
Rasmussen, 2011, Pan et al., 2015, Deisenroth et al., 2015]. However, the problem with these
methods is that representing the true state belief with a Gaussian can be extremely erroneous.
For instance, the approximation error of a strongly bimodal distribution with a Gaussian is
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significantly high. One way to address this issue is by representing the belief with discrete
particles or samples of the state space [Platt et al., 2017, 2012]. This approach, however, is
not scalable. It suffers from the curse of dimensionality, as the number of particles that the
method requires grows exponentially in the number of the dimensions of the state space.
The motivation of this thesis is, therefore, to address the problem of representing the state belief
in an efficient, yet general manner, and ultimately learn to control a system in belief space. We
do this by proposing an algorithm named Gaussian Mixture Differential Dynamic Programming
(GaMix-DDP), which extends a belief space model-based RL algorithm called Probabilistic
Differential Dynamic Programming (PDDP) [Pan and Theodorou, 2014]. In GaMix-DDP, the
belief is parameterized with a Gaussian mixture with variable number of modes. This belief
space representation is general enough to be able to represent multimodal distributions, and it
is represented and incorporated into the algorithm in a computationally efficient manner. This
efficiency results from using a Bayesian non-parametric method, namely Gaussian process (GP),
to learn the system dynamics. Using GPs allows the algorithm to not only be computationally
efficient, but also data-efficient, as will be later shown. Finally, we show that GaMix-DDP can
plan highly accurate trajectories in belief space and optimize these trajectories very efficiently.
Chapter 2
Background Theory
In this chapter, we provide the technical background of which this work is theoretically founded
upon. In section 2.1, we formalize the problem of RL and optimal control, we describe the
optimality principle, and we detail an approach to solving optimal control problems. Next, in
section 2.2, we describe a Bayesian non-parametric method for regression and inference.
2.1 Reinforcement Learning & Optimal Control
Optimal control and RL were separately developed; however, they essentially aim to solve the
same problem. The subtle difference, as discussed in chapter 1, is that optimal control has the
extra assumption of knowing the form of the dynamics. Next, we mathematically formulate
the optimal control and RL problem.
2.1.1 Problem Formulation
We consider continuous-time dynamics described by the following differential equation
dx
dt
= f(x,u) , (2.1)
4
2.1. Reinforcement Learning & Optimal Control 5
where x ∈ Rd is the state, u ∈ Rp is the control, and f : Rd × Rp → Rd describes the rate
of change of the state, given the current state and control applied. The objective is to find a
control policy π : Rd × R → Rp such that the accumulated cost over a finite-horizon period is
minimized, subject to dynamics constraints. That is, find π∗ = arg minπ J
(
x(t0)
)
, where
J
(
x(t0)
)
= Φ
(
x(T )
)
+
∫ T
t0
L
(
x(t), π(x(t), t)
)
dt . (2.2)
In Eq. 2.2, t0 is the initial time of optimization, T is the horizon or final time, Φ : Rd → R is
the terminal cost which incurs cost only at the terminal state x(T ), and L is the Lagrangian
(term borrowed from quantum mechanics), which describes the running (or instantaneous) cost.
Additionally, notice that we described the state as a function of time, since the state evolves
with time according to the dynamics and the controls applied through the policy π.
2.1.2 Dynamic Programming
We introduce the value function or cost-to-go, which is an essential notion to the framework
of optimal control and RL. The value function V is defined as a mapping from an initial state
and time to the optimal value of the objective J :
V (x(t0), t0) = min
π
[
Φ
(
x(T )
)
+
∫ T
t0
L(x, π(x, t)) dt
]
(2.3)
Using the Bellman principle of dynamic programming [Bellman, 1957], we will express the value
function recursively. For this, we discretize time using the Euler scheme by indexing time with
k = 1, 2, . . . , H and time intervals of size δt = T−t0
H−1 , so we have that tk = t0 + kδt. We also
simplify the notation by subscripting the time index, e.g. xk = x(tk). We can express the
discretized dynamics as
xk+1 = xk +
∫ tk+1
tk
f(x,u) dt (2.4)
≈ xk + ∆xk , (2.5)
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where ∆xk = f(xk,uk)δt, and the approximation emerges from the time discretization. Us-
ing this discretization, we can apply the Bellman optimality principle and rewrite Eq. 2.3
recursively as
V (xk, tk) = min
u(·)
[∫ tk+δt
tk
L(x,u) dt+ V (x(tk + δt), tk + δt)
]
(2.6)
= min
u(·)
[
L(xk,uk)δt+ V (xk+1, tk+1)
]
(2.7)
= min
u(·)
[
L(xk,uk) + V (xk+1, tk+1)
]
, (2.8)
where we define L(xk,uk) , L(xk,uk)δt. This form is central to solving optimal control and
RL problems. In particular, we will use it to approximate the value function local to a nominal
state-control trajectory by starting at the terminal state and propagating the gradient and the
hessian of the value function backwards in time. This is explained further in detail in the next
section.
2.1.3 Differential Dynamic Programming
We tackle the optimal control problem (Eq. 2.2) by first considering linear dynamics and
running cost quadratic in the state and control:
xk+1 = Axk + Buk , (2.9)
L(xk,uk) = x
T
kQxk + u
T
kRuk . (2.10)
If the problem is structured as above, then an exact optimal control policy can be found. This
is solved using the Linear Quadratic Regulator (LQR) [Jacobson and Mayne, 1970].
To address nonlinear systems and nonquadratic (but still differentiable) cost functions, we can
extend LQR by considering an approximation local to a state-control trajectory. We approx-
imate the problem locally by linearizing the dynamics and taking the quadratic expansion of
the cost function. This algorithm is called Differential Dynamic Programming (DDP).
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Let us now consider a nonlinear, differentiable, discrete-time dynamics,
xk+1 = f(xk,uk) . (2.11)
Under this dynamics, we generate a nominal state trajectory, (x̄0, . . . , x̄H), using predefined
nominal control trajectory (ū0, . . . , ūH). Next, we consider the linear approximation of the dis-
crete dynamics, local to this nominal state trajectory, by taking the first order Taylor expansion
of f(x,u):
xk+1 = f(xk,uk) (2.12)
= f(x̄k + δxk, ūk + δuk)
= f(x̄k, ūk) + f
(k)
x δxk + f
(k)
u δuk (2.13)
⇒ δxk+1 = f (k)x δxk + f (k)u δuk , (2.14)
where δx , x− x̄ and analogously for δu, and fx ∈ Rd×d and fu ∈ Rd×p are the Jacobians of
f with respect to x ∈ Rd and u ∈ Rp, respectively. Also, note that the fx and fu Jacobians are
evaluated at x̄ and ū. To simplify the notation, any function not explicitly expressed with its
parameters implies that it is evaluated at the nominal trajectories, x̄ and ū (e.g. f , f(x̄, ū)).
We proceed by taking the quadratic expansion of L and V (xk+1, tk+1) around the nominal
trajectory. For L, we obtain
L(x,u) = L+ δxTLx + δuTLu +
1
2
 δx
δu

T Lxx Lxu
Lux Luu

 δx
δu
 , (2.15)
where we have omitted the time index subscript to simplify the notation. For V , we have
V (xk+1, tk+1) = V
(k+1) + δxTk+1V
(k+1)
x +
1
2
δxTk+1V
(k+1)
xx δxk+1
= V (k+1) + (fx δxk + fu δuk)
T V (k+1)x +
1
2
(fx δxk + fu δuk)
T V (k+1)xx (fx δxk + fu δuk) ,
(2.16)
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where the superscript of V and its gradient variants indicates the indexing of the discretized
time, e.g. V (k+1) , V (x̄k+1, tk+1), and the subscript indicates the vector that the gradient is
taken with respect to, i.e. Vx , ∇xV and Vxx , ∇2xxV . Note that, as already explained, the
absence of parameterization of a function (in this case V and its gradient variants) denotes that
its evaluation is at the nominal trajectory, e.g. V
(k)
x , Vx(x̄k, tk).
Next, we introduce the action-value function, Q : Rd × Rp → R, which measures the accumu-
lated cost by starting at a specified state and taking a particular action. Formally, it is defined
as Q(xk,uk) , L(xk,uk) + V (xk+1, tk+1), which allows us to rewrite the value function as
V (x, t) = min
u
Q(x,u). (2.17)
Because the two components of Q (L and V (k+1)) are quadratic in δx and δu on their expanded
form (Eqs. 2.15 and 2.16), defining Q allows us to work only with terms of the quadratic
expansion of Q. Let us expand Q(x,u) around x̄ and ū,
Q(x,u) = Q+QTx δx +Q
T
u δu +
1
2
 δx
δu

T Qxx Qxu
Qux Quu

 δx
δu
 , (2.18)
and group terms in the expansions of L(x,u) and V (xk+1, tk+1) (in Eqs. 2.15 and 2.16) by the
multiplicity of the orders of δx and δu. We derive the groups:
Q = L+ V (k+1) (2.19)
Qx = Lx + fTxV (k+1)x (2.20)
Qu = Lu + fTuV (k+1)x (2.21)
Qxx = Lxx + fTxV (k+1)xx fx (2.22)
Quu = Luu + fTuV (k+1)xx fu (2.23)
Qxu = Lxu + fTxV (k+1)xx fu . (2.24)
Note that all Q’s, L’s and f ’s are evaluated at time tk, while the V ’s are at the next time
step, tk+1. This forms the basis for DDP’s approach to approximating the value function
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and its gradients by working backwards in time, where the current Q’s are computed from
the V ’s in the next timestep. Because DDP runs backwards in time, the boundary condition
for this dynamic programming approach is the terminal cost given by Φ in Eq. 2.2. So,
VH = V (x̄H , tH) = Φ(x̄H) and analogously for V ’s gradient variants.
Now that we have expressions for V and Q, the next step is to find the optimal control u for
each timestep. In Eq. 2.17, we have a simplified form of the value function, and so we must find
a minimizer u∗ to Q(x,u). Although the expansion of Q(x,u) at Eq. 2.18 does not contain
any u terms, it can still be minimized over the controls u, since δu = u − ū and ū is fixed.
That is,
min
u
Q(x,u) = min
δu
Q(x, δu + ū) . (2.25)
A control change minimizer δu∗ to Eq. 2.17 is a stationary point of Q(x,u) w.r.t. δu, provided
that the optimization problem is unconstrained. Formally, ∇ δuQ(x, δu∗ + ū) = 0. From Eq.
2.18, we derive the gradient
∇ δuQ(x,u) = Qu +Qux δx +Quu δu , (2.26)
and setting it to zero, we solve for the optimal control change
δu∗ = −Q−1uu(Qu +Qux δx) . (2.27)
Note that this control change is addressing only a particular time tk. In order to compute
δu∗k−1, we must find the Q’s for time tk−1 using Eqs. 2.19 - 2.24. This requires the evaluation
of V (k), V
(k)
x , and V
(k)
xx . To obtain these, we use the newly found δu∗ at Eq. 2.27 to evaluate
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V (x, t) (Eq. 2.17):
V (x, t) = Q(x,u∗)
= Q+QTx δx +Q
T
u δu
∗ +
1
2
 δx
δu∗

T Qxx Qxu
Qux Quu

 δx
δu∗

= Q+QTx δx−QTuQ−1uu(Qu +Qux δx) +
1
2
δxTQxx δx
+
1
2
(QTu + δx
TQxu)Q
−1
uuQuuQ
−1
uu(Qu +Qux δx) (2.28)
− δxTQxuQ−1uu(Qu +Qux δx) (2.29)
=
[
Q−QTuQ−1uuQu +
1
2
QTuQ
−1
uuQu
]
(2.30)
+ δxT
[
Qx −QxuQ−1uuQu +QxuQ−1uuQu −QxuQ−1uuQu
]
(2.31)
+
1
2
δxT
[
Qxx +QxuQ
−1
uuQux − 2QxuQ−1uuQux
]
δx (2.32)
=
[
Q− 1
2
QTuQ
−1
uuQu
]
+ δxT
[
Qx −QxuQ−1uuQu
]
+
1
2
δxT
[
Qxx −QxuQ−1uuQux
]
δx
(2.33)
Note that Expression 2.33 is of second order in δx. As a result, we can also expand V (x, t)
quadratically around x̄,
V (x, t) = V + δxTVx +
1
2
δxTVxx δx , (2.34)
and match the terms based on their order in δx. Finally, we obtain
V = Q− 1
2
QTuQ
−1
uuQu (2.35)
Vx = Qx −QxuQ−1uuQu (2.36)
Vxx = Qxx −QxuQ−1uuQux (2.37)
Assuming these are addressing time tk, we can now compute the Q’s for time tk−1 (using
Eqs. 2.19 - 2.24) and proceedingly, find δu∗k−1 with Eq. 2.27. We proceed with this iterative
backward scheme to find a control change for every time step within the time horizon. These
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control changes will be used to create a new nominal control sequence, ū← ū+ δu∗, which will
generate a new nominal state trajectory. The complete DDP algorithm is described in Alg. 1.
Algorithm 1: Differential Dynamic Programming
Input : Initial state x0
Time horizon H
Discrete dynamics f(x,u)δt
Cost function: Lagrangian L and terminal cost function Φ
Output: Locally optimal control sequence (u0, . . . ,uH−1)
1 Initialize nominal control sequence (u0, . . . ,uH−1)
2 Initialize zero control change δuk(·) = 0 for k = 0, . . . , H − 1
3 while cost has not converged do
4 for k = 0, . . . , H − 1 do
5 Update nominal control: uk ← uk + δuk( δx), where δx = xk − x̄k
6 Update nominal state: x̄k ← xk
7 Compute xk+1 using discrete dynamics as in Eq. 2.5: xk+1 ← x̄k + f(x̄k,uk)δt
8 Compute running cost and its gradients evaluated at x̄k and uk:
9 L(k), L(k)u , L(k)x , L(k)xx , L(k)uu, L(k)xu
10 Compute dynamics gradients f
(k)
x and f
(k)
u as in Eq. 2.5
11 V (H) ← Φ(xH)
12 V
(H)
x ← Φx(xH)
13 V
(H)
xx ← Φxx(xH)
14 for k = H − 1, . . . , 0 do
15 Compute Q(k), Q
(k)
x , Q
(k)
u , Q
(k)
xx , Q
(k)
uu, Q
(k)
xu using Eqs. 2.19 – 2.24
16 Compute V (k), V
(k)
x , V
(k)
xx using Eqs. 2.35 – 2.37
17 Compute δuk(·) using Eq. 2.27
18 return (u0, . . . ,uH−1)
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2.2 Model Learning with Gaussian Processes
In this section, we introduce the Gaussian processes (GPs) as a Bayesian linear regression
method and we motivate the use of GPs to model system dynamics.
2.2.1 Bayesian Linear Regression
Supervised learning, another of the three branches of machine learning, is concerned with ex-
tracting information and learning patterns from a dataset of input-output pairs. More precisely,
the objective is to learn a function that approximates the the true function that generated the
dataset provided; thus allowing us to predict the output corresponding to an unseen input data.
As mentioned in Chapter 1, we consider a problem in which we do not know the form of the
dynamics. As a result, supervised learning provides a useful framework to model the system
dynamics and be able to predict future states. First, we introduce Bayesian linear regression
as a supervised learning method to approximate the dynamics function.
We approximate the true function that generated a dataset {(xi, yi)}Ni=1 with a linear function
with the output corrupted by Gaussian noise
f(x) = xTw , y = f(x) + ε (2.38)
where x ∈ Rn is the input, w ∈ Rn are the model parameters, y ∈ R is the scalar output,
and the noise is an i.i.d. Gaussian distribution with zero mean and variance σ2, ε ∼ N (0, σ2ε ).
Defining our model as such, we can obtain the likelihood, defined as the probability density of
the observations {yi} given the input data {xi} and the parameters w:
p(y |X,w) =
N∏
i=1
p(yi | xi,w) (2.39)
=
N∏
i=1
N (yi | xTi w, σ2ε ) (2.40)
= N (y |Xw, σ2I) , (2.41)
2.2. Model Learning with Gaussian Processes 13
where X = [x1 · · · xN ]T and y = [y1 · · · yN ]T. If we specify a prior distribution over the
parameters w, we can derive an expression for the posterior distribution over the weights,
given our dataset (X,y). Thus, assuming the prior w ∼ N (0,Σp), we obtain the posterior
p(w | y,X) = p(y |X,w)p(w)
p(y |X)
(2.42)
= N (w | 1
σ2ε
A−1Xy, A−1) , (2.43)
where A = σ−2ε XX
T + Σ−1p . Because the posterior (Eq. 2.43) has a Gaussian form, the mean is
also the maximum a posterior (MAP) of the random variable w.
To predict a new test input x∗, we average the linear predictions over all possible weights w,
weighted by their posterior probability. Defining f∗ , f(x∗), we obtain a Gaussian distribution
over our prediction
p(f∗ | x∗,X,y) =
∫
p(f∗ | x∗,w)p(w |X,y) dw (2.44)
= N (f∗ |
1
σ2ε
xT∗A
−1Xy,xT∗A
−1x∗) . (2.45)
We defer the derivation of the expressions in this section to Rasmussen and Williams [2005].
Bayesian linear regression is a supervised learning method grounded on the analysis of proba-
bility distributions over the parameter weights w. In the next section, we extend this method
from weights-space to function-space, in which we now analyze probability distributions over
function spaces.
2.2.2 Gaussian Processes
We can generalize the Bayesian linear regression method detailed in the previous section with
Gaussian processes (GPs). A GP is a distribution over functions and it is formally defined as
follows
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Definition 2.1 A Gaussian process is a collection of random variables, any finite number
of which have a joint Gaussian distribution [Rasmussen and Williams, 2005, Deisenroth, 2010].
A GP is fully defined by its mean function and covariance, so that
f(·) ∼ GP
(
m(·), k(·, ·)
)
, (2.46)
where
m(x) = E
f
[f(x)] and k(x,x′) = C
f
[f(x), f(x′)] . (2.47)
The covariance function k(x,x′) is also called kernel. Usually, the index set of a stochastic
process is time, i.e. that at each timestep, we observe the realization of a random variable. In
the case for the GP, however, the inputs x are the indices of the stochastic process, and the
random variable is the value of f(·) at a particular index x, i.e. simply f(x).
For the purpose of introduction, we will only consider zero-mean function. If that’s the case,
when we have a dataset of training inputs {xi}Ni=1 and a test input x∗ ∈ Rn, the output values y,
with yi , f(xi)+ε, and f∗ , f(x∗) are described by a finite multivariate Gaussian distribution,
given by y
f∗
 ∼ N
0,
K + σ2ε I k∗
kT∗ k∗∗

 , (2.48)
where K is called the Gram matrix and Kij = k(xi,xj), k∗i = k(x∗,xi), and k∗∗ = k(x∗,x∗).
Note that we have the training output values y; therefore, we must find the posterior probability
distribution of f∗. It turns out it is, in fact, Gaussian and described as
f∗ ∼ N
(
kT∗(K + σ
2
ε I)
−1y, k∗∗ − kT∗(K + σ2ε I)−1k∗
)
. (2.49)
We defer the derivation of the expressions above to Rasmussen and Williams [2005]. This
concludes the introduction to GPs, as we have fully defined how to do inference of a new test
input x∗, given a input-output dataset (X,y).
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2.3 Probabilistic Differential Dynamic Programming
Thus far, we have introduced DDP (an algorithm that solves the optimal control problem by
computing local approximations of the value function and its gradients) and GPs (a Bayesian
non-parametric method for regression). In this section, we introduce the algorithm of which this
thesis is founded upon, Probabilistic Differential Dynamic Programming (PDDP), developed
by Pan and Theodorou [2014]. In this model-based RL algorithm, the dynamics is learned with
a GP and a control sequence is optimized by considering a belief state at each time-step.
First, we consider discrete-time dynamics given by
xk+1 = f
∗(xk,uk) , (2.50)
and we aim to learn this dynamics function f∗ with the GP method we described in the previous
section. To learn a dynamics model with a GP, we first assume we have a dataset of state-
control-transition tuples {(xi,ui, δ i)}Ni=1, where the transition is the change in state by applying
a control, i.e. δk , xk+1 − xk. We can use a GP to model these state transitions by using
x̃ , [xT uT]T ∈ Rd+p as the inputs, and the transitions as the outputs. In the previous section,
we describe how to use GPs for inference of a real-valued output. In our case, however, we
must predict multivariate outputs. We address this by having a separate GP for each output
dimension, thus assuming that there is not correlation between the outputs. As a result, we
will approximate the dynamics model f∗ with a bayesian model f , [f1 · · · fd]T, where for each
output dimension each a = 1, . . . , d, fa is an independent GP with zero-mean function and an
squared exponential kernel given by
ka(x̃, x̃
′) = α2a exp
(
−1
2
(x̃− x̃′)TΛ−1a (x̃− x̃′)
)
, (2.51)
where α2a is the variance of fa and Λa , diag
(
[`2a1, . . . , `
2
ad]
)
is defined by the characteristic
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lengthscales `ai for i = 1, . . . , (d+ p). Then, for a test input x̃∗
mfa(x̃∗) = E
fa
[δ∗] = k
T
∗(K + σ
2
ε I)
−1y = kT∗β (2.52)
σ2fa(x̃∗) = Vfa
[δ∗] = k∗∗ − kT∗(K + σ2ε I)−1k∗ , (2.53)
where β , (K + σ2ε I)
−1y.
To extend DDP to a belief space setting, our new augmented state will now have to be a belief.
In the case of PDDP, the belief is represented by a Gaussian distribution. Given a Gaussian
belief p(x̃) = N (x̃ | µ̃, Σ̃), we define an augmented state representing this belief as
z ,
 µ̃
vec(Σ̃)
 , (2.54)
where vec(Σ̃) is the vectorized form of the matrix. Given a Gaussian belief at time-step k,
we would like to predict the belief at the next time-step k + 1 with our GP model. The next
section details this step.
2.3.1 Gaussian Belief One-Step Propagation via Moment Matching
We start by assuming a Gaussian belief p(xk) = N (xk | µk,Σk), which gives rise to the joint
state-control Gaussian distribution p(x̃k) = N (x̃k | µ̃k, Σ̃k). The objective is to propagate this
state-control input distribution to the next time-step and find p(xk+1). We do this by first
describing the probability distribution of the transition, given by
p(δk) =
∫
p(f(x̃k) | x̃k)p(x̃k) dx̃k . (2.55)
The above is not only analytically intractable to compute, but also non-Gaussian due to the
non-linearity of the GP described by f . Instead, we approximate p(x̃k+1) with a Gaussian
by analytically matching the first and second moments of the two distributions [Deisenroth
et al., 2015, Deisenroth, 2010]. Thus, the belief of the next time-step is given by p(xk+1) =
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N (xk+1 | µk+1,Σk+1) with
µk+1 = µk + µδ (2.56)
Σk+1 = Σk + Σδ + C[xk, δk] + C[δk,xk] (2.57)
where µδ , E[δk] ∈ Rd and Σδ , V[δk] ∈ Rd×d. Note that these expectations and covariances
are taken with respect to the randomness of both the GP, f , and the input distribution, p(x̃k).
We begin by computing µδ for each output dimension a = 1, . . . , d. Using the law of iterated
expectations, we get
µaδ = Ẽ
x
[
E
fa
[fa(x̃) | x̃]
]
= Ẽ
x
[mfa(x̃)] (2.58)
=
∫
mfa(x̃)N (x̃ | µ̃, Σ̃) dx̃ (2.59)
= (βa)Tqa , (2.60)
where qa ∈ RN and
qai =
∫
ka(x̃i, x̃)N (x̃ | µ̃, Σ̃) dx̃ (2.61)
=
α2a
|Σ̃Λ−1a + I|2
exp
(
−1
2
νTi (Σ̃ + Λa)
−1ν i
)
, (2.62)
where ν i , x̃i − µ̃k. For the covariance Σδ, we use the law of total variance and we get that
for each output pair dimension a, b = 1, . . . , d
[Σδ]ab = E
f ,x̃
[δaδb]− µaδµbδ + δab Ẽ
x
[
V
f
[δa | x̃]
]
, (2.63)
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where the unbolded delta δab is the kronecker delta function. We can derive that
E
f ,x̃
[δaδb] = β
T
aΦβ b , where (2.64)
Φ ,
∫
ka(x̃, X̃)
Tkb(x̃, X̃)p(x̃) dx̃ (2.65)
Φij ,
ka(x̃i, µ̃)kb(x̃j, µ̃)
|Σ̃(Λ−1a + Λ−1b ) + I|2
exp
(
1
2
vTijT
−1vij
)
, (2.66)
where
T , Λ−1a + Λ
−1
b + Σ̃
−1 , vij , Λ
−1
a ν i + Λ
−1
b ν j . (2.67)
The additional diagonal terms are
Ẽ
x
[
V
f
[δa | x̃]
]
= α2a −Tr
(
(Ka + σ
2
ε I)
−1Φ
)
. (2.68)
Additionally, we obtain the following covariance terms
C[xk, δak] =
N∑
i=1
βaiq
a
i Σ̃k(Σ̃k + Λa)
−1ν i (2.69)
All the derivations for the above expressions are deferred to Deisenroth and Rasmussen [2011],
Deisenroth et al. [2015], Deisenroth [2010], Pan and Theodorou [2014].
With this we can define the dynamics in terms of the belief z
zk+1 = f(zk,uk) . (2.70)
We can find the Jacobian matrices of this belief space dynamics function, fx and fu as
fx = ∇xf =
∇µkµk+1 ∇Σkµk+1
∇µkΣk+1 ∇ΣkΣk+1
 (2.71)
fu = ∇uf =
∇ukµk+1
∇ukΣk+1
 , (2.72)
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in which we also defer the derivations to Pan and Theodorou [2014].
2.3.2 Belief cost
The cost of the belief is incurred by taking an expectation of the state-control cost with respect
to the belief. Thus, if the state-control cost is defined as
L(x,u) = (x− xg)TQ(x− xg) + uTRu , (2.73)
where xg is the target goal state. Then the cost Lz for a belief p(x) = N (x | µ,Σ) is given as
Lz(z,u) = E
x
[L(x,u)] = Tr(QΣ) + (µ − xg)TQ(µ − xg) + uTRu . (2.74)
The gradients of the cost with respect to the belief and the control are easily obtained and
deferred to Pan and Theodorou [2014].
Having defined the dynamics function f , the cost function Lz, and their respective gradients in
belief space, we can simply apply DDP.
Chapter 3
Methods
In this thesis, we address the problem that PDDP suffers due to the approximation error of
using a Gaussian distribution to represent the state belief. This problem arises from the fact
that the dynamics, modeled by a GP, can be highly non-linear, and thus the Gaussian belief,
when propagated to the next timestep, can be highly non-Gaussian.
To address this, we use a method developed by Hardy et al. [2015], Havlak and Campbell
[2013] to split a Gaussian distribution into a Gaussian mixture and then propagate each of the
Gaussians into the next timestep by using the analytical moment matching method we have
discussed.
3.1 Gaussian Mixture Splitting
First, we address how to split a Gaussian distribution into a mixture of Gaussians. We use the
approach developed by Hardy et al. [2015], Havlak and Campbell [2013], wherein we describe
a Gaussian distribution by a mixture of equally spaced Gaussians along the direction of (the
eigenvector corresponding to) the greatest eigenvalue of the covariance matrix. There is no
exact analytical method to describe a Gaussian with a mixture of Gaussians with smaller
covariances. However, we can approximate the original Gaussian by solving an optimization
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problem. Formally, if we are to split p(x) = N (x | µ,Σ) into a mixture of n Gaussians, then
we must solve
min
∆,wi,µi
D
N (µ,Σ) ‖ n∑
i=1
wi · N (µi,Σi)
 , subject to (3.1)
µi+1 − µi = ∆v∗ (3.2)
n∑
i=1
wi = 1 , (3.3)
where ∆ ∈ R, D is some distance metric between two probability distributions, and v∗ is the
direction along which we aim to split the original Gaussian. One probability distance metric
D that allows us to compute the distance between the original Gaussian and a mixture of
Gaussian analytically is the integral squared difference (ISD), defined as
D[p ‖ q] =
∫
(p(x)− q(x))2 dx . (3.4)
We can simplify the problem even more by consdering approximating the standard normal
distribution with a Gaussian mixture. In this manner, we only need to solve this ”standard”
optimization problem once offline, and we simply apply a rotation and translation transforma-
tion to the Gaussian mixture solution in order to approximate a non-standard Gaussian. We
defer mathematical details of this method to Havlak and Campbell [2013].
3.1.1 Criterion for Splitting
The approximation error arises from the nonlinearity of the GP local to the input Gaussian
distribution, which can cause the true posterior distribution to be significantly non-Gaussian.
Splitting the original Gaussian into a mixture of Gaussians with smaller covariances allows the
posterior mixture approximation to have lower error. This is due to the observation that the
GP is more linear when considering smaller neighborhoods in the input space, which would be
the case for each of the new Gaussians with smaller covariances.
The criterion for splitting a Gaussian, therefore, will be to examine whether the true belief, after
22 Chapter 3. Methods
propagating a Gaussian input distribution through the GP, is sufficiently non-Gaussian. We
do this by using a distance metric G from a Gaussian distribution and we define the criterion
as a threshold distance. This non-Gaussianity metric G here will simply be the difference in
the kurtosis of a Gaussian and the output distribution. The kurtosis of a random variable X
is defined as:
K[X] ,
E[(X − µ)4]
E[(X − µ)2]2
, (3.5)
where µ , E[X]. Thus, the non-Gaussianity metric of a distribution q is
G[q] =
∣∣K[q]−K[N ]∣∣ . (3.6)
In our case, the distribution q will be the true belief at the next time-step after propagating
a Gaussian belief through the GP. However, it is analytically intractable to compute this dis-
tribution. What we do instead, is sample points from the original Gaussian belief, propagate
them through the GP dynamics, and compute an estimate of the kurtosis of the output belief,
given by
K̂
[
{xi}Ni=1
]
,
1
N
∑N
i=1(x− µ)4(
1
N
∑N
i=1(x− µ)2
)2 , (3.7)
where {xi}Ni=1 is the set of N samples after being propagated through the GP. Finally, we pick
a specific threshold, εK , and if G
[
{xi}
]
> εK , then we split the Gaussian and propagate each
of them independently.
It is possible for the number of Gaussians to increase exponentially over the time-steps. We
prevent this by simply limiting the mixture size to a specific number. Of course there are better
ways to address this. One alternative is to adaptively change the threshold εK , such that the
total number of Gaussians in the mixture belief at the end of the horizon is computationally
reasonable. However, this is beyond the scope of this work and is left as a motivation for future
directions.
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3.2 Gaussian Mixture Belief Reinforcement Learning
Having established a method to accurately propagate the belief forward in time, we can now
formulate a belief space reinforcement learning algorithm. We define the augmented state zk
as the Gaussian mixture belief at time tk. Formally,
zk ,

µ1
vec(Σ1)
...
µNk
vec(ΣNk)

, (3.8)
where Nk is the number of Gaussians that compose the mixture of the belief distribution at
time tk. Note that the dimensionality of the augmented state z may change within the same
time-step, as a Gaussian can be split into a mixture before being propagated to the next time-
step. This creates the problem in which the gradient and the hessians of V and Q with respect
to the augmented state will also have to change dimensionality within the same time-step. To
address this, we derive how to cast V and Q objects from one dimensionality to another.
We begin by considering the case wherein, at a particular time-step, our belief is a single
Gaussian distribution N (µ̄, Σ̄) and it is split into a mixture
∑N
i=1w
i · N (µi,Σi). We have that
N (µ̄, Σ̄) ≈
N∑
i=1
wi · N (µi,Σi) , (3.9)
due to our splitting method described in Section 3.1. And thus, by matching moments, we have
that
µ̄ =
N∑
i=1
wiµi and Σ̄ =
N∑
i=1
wi
(
Σi + (µi − µ̄)(µi − µ̄)T
)
. (3.10)
In the backwards pass of PDDP, we obtain the gradients and hessians of Q and V from the
next time-step. As a result, we assume that we have these objects in the dimensionality of
the Gaussian mixture and the objective is to cast them into the dimensionality of the original
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single Gaussian belief. Formally, we have an object
AzGM ,

∇µ1A
∇Σ1A
...
∇µNkA
∇ΣNkA

, (3.11)
where A ∈ R representing V , Q, and its gradients, and zGM is the belief in Gaussian mixture
(GM) representation. Given this object, we must find
Az ,
∇µ̄A
∇Σ̄A
 , (3.12)
where we adopted z simply as the original single Gaussian belief.
For the mean, we simply have that for each state dimension a = 1, . . . , d
∂A
∂µ̄a
=
N∑
i=1
∂A
∂µia
· ∂µ
i
a
∂
∑
j w
jµja
(3.13)
=
N∑
i=1
∂A
∂µia
· 1
wi
, (3.14)
and hence,
∇µ̄A =
N∑
i=1
∇µiA ·
1
wi
. (3.15)
As for the gradients with respect to the covariance, we obtain that for each state dimension
pair a, b = 1, . . . , d
[∇Σ̄A]ab =
∂A
∂Σ̄ab
(3.16)
=
N∑
i=1
 d∑
c=1
 ∂A
∂µic
· ∂µ
i
c
∂Σ̄ab
+
d∑
e=1
∂A
∂Σice
· ∂Σ
i
ce
∂Σ̄ab

 . (3.17)
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In particular,
∂µic
∂Σ̄ab
= (δac + δabc)
1
wi
(µic − µ̄c) , (3.18)
where, δ is the kronecker delta so that δa1···an =
1, if a1 = · · · = an0, otherwise . We also obtain
∂Σice
∂Σ̄ab
=
δacδbe
wi
. (3.19)
The expressions above fully describe how to incorporate Gaussian mixture belief into the PDDP
framework.
Chapter 4
Results
In this thesis, we give emphasis on providing the theoretical derivation of our Gaussian mixture
belief space RL algorithm. We only provide results for the forward belief propagation with
GPs, however.
4.1 Gaussian Splitting
First, the accuracy of the Gaussian splitting method is evaluated. Fig. 4.1 describes the approx-
imation of a univariate Gaussian distribution with a mixture of Gaussians. We show that the
approximation is accurate, such that the original and the approximation are indistinguishable,
and the ISD value is negligible.
4.2 Moment matching
In addition, we show that the moment matching propagation with a Gaussian mixture is more
accurate than with single-Gaussian belief. Fig. 4.2 shows how a Gaussian mixture can easily
handle multimodality in the true output distribution. The red line in the left box can accurately
approximate the samples from the true distribution shown by the blue histogram.
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Figure 4.1: Gaussian splitting. Central (blue) curve describes the original Gaussian. Smaller
curves are the individual weighted Gaussians in the mixture. Central (orange) curve describes
the final Gaussian mixture. Note that the original and the approximation distributions are
visually indistinguishable.
Figure 4.2: Propagating Gaussian mixture over one time-step. (Bottom) Input Gaussian
belief in blue and Gaussian mixture approximation in the remaining colors. (Middle) Gaussian
process: data points in red; mean function in strong blue line; ± 1 standard deviation in light
shaded blue. (Left) Output distribution: sampled (true) distribution in shaded dark blue;
propagated Gaussian mixture belief in red.
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Figure 4.3: Propagating Gaussian mixture over multiple time-steps. At each time-step
(vertical slice) the state belief is represented by the shade of black. The darker the shade, the
higher the density at that particular state in the vertical axis.
We also show the belief propagation over multiple time-steps in a stochastic system that contains
strong bi-modality. In Fig. 4.2, we show how the belief over the states (in the vertical axis)
propagates over time (in the horizontal axis). As seen in the figure, the method used can easily
capture the bi-modality of the stochastic system. A single-Gaussian approximation would have
unreasonably large variance.
Chapter 5
Conclusion
In this work, we have presented a data-driven, sample-efficient, probabilistic model-based rein-
forcement learning method for systems with unknown dynamics with multi-modal stochasticity.
Our method, named Gaussian Mixture Differential Dynamic Programming (GaMix-DDP), is
an extension of Probabilistic Differential Dynamic Programming (PDDP) [Pan and Theodorou,
2014] that can only handle a single Gaussian belief at every time-step. GaMix-DDP is able to
handle stochasticity and uncertainty of the dynamics by learning the model with a Gaussian pro-
cess, thus explicitly representing such uncertainty. Using a mixture of Gaussian beliefs at each
instant in time, our method extends PDDP by representing the state belief with multi-modal
distributions and thus more accurately approximating the true distribution of state trajecto-
ries. As in PDDP, GaMix-DDP considers a quadratic approximation of the value function and
locally optimizes for a linear control policy. By learning the dynamics with GPs, GaMix-DDP
yields a highly data-efficient control algorithm, wherein very few dynamics samples are needed
to learn a model and optimize for the control.
We have shown that our method can approximate the true distribution of trajectories more
accurately, which allows our algorithm to converge to the locally optimal control policy signifi-
cantly faster. Finally, with more freedom to represent the state belief, our method yields better
performance, as compared to PDDP. Our method, being very sample-efficient and achieving
high performance, offers many opportunities for robotics applications.
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5.1 Future Work
Although GPs are very data-efficient, the method used to propagate the state belief forward in
time with matrix inversions and analytic moment matching is very computationally expensive.
As a result, more computationally efficient methods can be investigated to be incorporated into
this probabilistic control framework. For instance, methods such as dropout Bayesian neural
networks [Gal and Ghahramani, 2016] and ensemble of networks [Lakshminarayanan et al.,
2017] have shown to model epistemic and aleatoric uncertainty well, while still being compu-
tationally cheap. The challenge for these other uncertainty representation and propagation
methods, however, is that they are not as data-efficient as GPs, due to their parametric nature.
Addressing these challenges are left for future work.
Moreover, this method for multi-modal belief propagation, developed by Hardy et al. [2015], can
also be used to extend control algorithms based on the path integral framework [Theodorou
et al., 2010]. Pan et al. [2015] has presented a path integral control approach using single
Gaussian belief, which can also be extended to using Gaussian mixtures to represent the state
belief.
Finally, this work can be applied to any reinforcement learning algorithm that models dynamics
in a probabilistic manner. For instance, Buckman et al. [2018] used ensemble networks to learn
the dynamics and expand the value function for more accurate Q-function targets. In this
setting, our method can be used to expand the value function even more accurately.
Grounded on the extensive analysis of classical trajectory optimization and Bayesian machine
learning, this work offers a framework that can extend various decision-making and control
algorithms.
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