



























　 In this study, we try to investigate whether copula models contribute to the good reliability estimation
for multi-component systems in some dependent environment. We assume that a failure occurs on the
one component of multi-components, and the surviving component's hazard rate switches to the worse.
Specically, we consider the 2-component parallel system and the 5-component network system. Also
we presume that we can obtain the complete data sets consist of failure occurrence time of each com-
ponent. We estimate reliability function by the copula models and the traditional methods based on
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F1; F2; : : : ; Fn を持つ連続な n変量同時分布関数を F とすると，
Pr(X1  x1; X2  x2; :::; Xn  xn)
= F (x1; x2; : : : ; xn) = C(F1(x1); F2(x2); : : : ; Fn(xn));
(2.1)







任意のコピュラ C，および任意の (F1(t1); F2(t2);…; Fn(tn)) = (u1; u2;…; un) に対してフレシェ－ヘフ
ディング境界が存在し，次の不等式が成り立つ．
W (u1; u2;…; un)C(u1; u2;…; un)M(u1; u2;…; un)． (2.2)
ここで関数W は，フレシェ－ヘフディング下界と呼ばれ，次の式を満たす．





M(u1; u2;…; un) = min(u1; u2;…; un)． (2.4)
関数 M の境界を超えるコピュラは存在しないことから，本研究ではこれを Maximal コピュラと呼び，
M = CM とする．
2.3 正規コピュラ
正規コピュラとは，多変量正規分布と同じ依存構造を持つコピュラであり，以下のように構成され
る．確率変数 X1; X2; :::; Xn が，相関行列を  とする n 変量標準正規分布に従うとき，その分布関数を
n(x1; x2; :::; xn;)と表すことにする．n変量標準正規分布の周辺分布は，1変量標準正規分布であるから，
3
正規コピュラはスクラーの定理より，
Pr(X1  x1; X2  x2; :::; Xn  xn)





























素子の故障率を 2(t)へと切り替える．2(t) = a2tm2 1 とする．ただし，故障率が連続的になるよう，
02(t) = a2t




























i);　 i = 1; 2; : : : ; n，　以下これを後故障群と呼ぶ． (3.3)
このように，２素子の故障時刻を先故障群と後故障群へと分類して，それぞれの群を最尤法によりワイブル分
布へと当てはめる．先故障群によるワイブル型分布関数を uf，後故障群によるワイブル型分布関数を ul とす































m1(log t  log 1) = m2(log t  log 2)
m1 log t m2 log t = m1 log 1  m2 log 2
log t =
m1 log 1  m2 log 2
m1  m2
t = exp(
m1 log 1  m2 log 2
m1  m2 )． (3.4)
ここで形状・尺度パラメータの値が異なれば，実数の tは必ず存在するので交差がおこる．
ゆえに，前述の推定した先故障群・後故障群のワイブル型分布関数においても交差が起こる．このとき，交
差前は先故障群の分布関数 uf が後故障群の分布関数 ul の上にあるが，交差後は逆転する．だがこれは不自
然であるといえる．なぜなら問題設定より，先に故障した素子の時刻 tf と後に故障した素子の時刻 tl は，確
率変数であり，任意の時刻 tにおいて，次のような式が成り立つからだ．
Pr(tl  t) = Pr(tf + td  t)
= Pr(tf  t  td)　 (td > 0)． (3.5)







関数 uf を推定した時に，その形状パラメータの値（= mf とする．）を記録し，後故障群のワイブル型分布関
数 ul2 の推定で，その形状パラメータにmf を用い，尺度パラメータのみを推定する．これにより，求まった
２つのワイブル型分布関数 uf ; ul2 は，同じ形状パラメータを持つため，交差はおこらない．この ul2 をシス
テムの故障時刻の分布関数とし，信頼度関数 RE(t)は次の式で求める．






故障時刻の分類をした後，先故障群と後故障群の２つのワイブル型分布関数 uf ; ul を最尤法により求める．
それらをMaximalコピュラによりつなぎ，それをシステムの分布関数とする．
FM (tf ; tl) = CM (uf ; ul)， (3.7)
Maximalコピュラの定義より，下側の分布関数が取り出されるために，交差はなくなる．これより，Maximal
コピュラを用いた場合のシステム信頼度関数 RM (t)は，次の式で与えられる









i) min(t1i; t2i)，　 i = 1; 2; : : : ; n，　以下これを差分時刻群と呼ぶ． (3.9)
そして，２素子の故障時刻を先故障群と差分時刻群へと分類し，それぞれの群を最尤法によりワイブル分布
へ当てはめる．先故障群によるワイブル型分布関数を uf，差分時刻群によるワイブル型分布関数を ud とす
る．　次に，正規コピュラを用いるために必要な相関行列 の推定を行う．先故障群と差分時刻群のデータ
を，適用した周辺分布（ワイブル分布）ごとに，[0; 1]の一様分布へと変換する．














k　（j; k = 1; 2）， (3.11)
を計算し，これを相関行列 の j 行 k 列成分の推定量 ^j;k とする．
このようにして相関行列 ^を求めた後，先故障群と差分時刻群を正規コピュラによりつなぎ，同時分布関数





を作る．具体的には，昇順にソートした故障時刻のうち i番目のものを ti とおくと，時刻 ti の時の経験分布
関数の値は i=10000となり，それらの点を直線でつないだものが FNE(t)である．
これより，正規コピュラを用いた場合のシステム信頼度関数 RN (t)は，次の式で与えられる．

















実験 No 1(t) 2(t) td SSE epf SSE mc SSE nc SSE データ数
1 1 t 92.5718 1041.8150 92.5718 68.7516 0
2 1 4t 157.4536 1617.7102 157.4330 139.0691 11
3 2 t 120.6395 793.1533 120.6395 100.3291 0
4 2 4t 107.3692 1146.9459 107.3595 126.7336 1
5 t 2t 214.2358 947.2098 214.2358 218.9211 0
6 t 4t 157.9451 611.9271 157.9451 108.3252 0
7 t 8t 92.9225 436.9538 92.9224 46.5475 0
8 2t 3t 116.5011 774.6396 116.5011 135.9168 0
9 2t 6t 149.5089 776.0715 149.5089 131.6753 0
10 2t 9t 115.5758 613.0614 115.5757 102.5625 1













実験 No MTTF td MTTF epf MTTF mc MTTF nc MTTF
1 1.1640 0.0175 0.0081 0.0175 0.0149
2 0.9369 -0.0160 -0.0162 -0.0160 -0.0211
3 0.6613 0.0131 0.0089 0.0131 0.0138
4 0.5792 -0.0111 -0.0154 -0.0111 -0.0130
5 1.4794 -0.0104 -0.0958 -0.0104 -0.0134
6 1.3422 0.0325 -0.0412 0.0325 0.0311
7 1.2412 0.0083 -0.0553 0.0083 0.0061
8 1.0850 -0.0078 -0.0661 -0.0078 -0.0077
9 0.9896 0.0055 -0.0511 0.0055 0.0004
10 0.9331 0.0042 -0.0482 0.0042 0.0027









続けて MTTF の観点から，各モデルを考える．真の分布の代用の分布の MTTF（以下，真の MTTF と













































状態 No 素子状態 S1; S2; S3; S4; S5 素子故障率 S1; S2; S3; S4; S5
1 1, 1, 1, 1, 1 1(t)，1(t)，1(t)，1(t)，1(t)
2 0, 1, 1, 1, 1 0(t)，3(t)，0(t)，2(t)，2(t)
3 1, 0, 1, 1, 1 3(t)，0(t)，2(t)，2(t)，0(t)
4 1, 1, 0, 1, 1 1(t)，1(t)，0(t)，2(t)，2(t)
5 1, 1, 1, 0, 1 1(t)，1(t)，2(t)，0(t)，2(t)
6 1, 1, 1, 1, 0 1(t)，1(t)，2(t)，2(t)，0(t)
7 0, 1, 0, 1, 1 0(t)，3(t)，0(t)，2(t)，2(t)
8 0, 1, 1, 0, 1 0(t)，3(t)，0(t)，0(t)，4(t)
9 0, 1, 1, 1, 0 0(t)，3(t)，0(t)，4(t)，0(t)
10 1, 0, 0, 1, 1 3(t)，0(t)，0(t)，4(t)，0(t)
11 1, 0, 1, 0, 1 3(t)，0(t)，4(t)，0(t)，0(t)
12 1, 0, 1, 1, 0 3(t)，0(t)，2(t)，2(t)，0(t)
13 1, 1, 0, 0, 1 0(t)，3(t)，0(t)，0(t)，4(t)
14 1, 1, 0, 1, 0 1(t)，1(t)，0(t)，4(t)，0(t)
15 1, 1, 1, 0, 0 3(t)，0(t)，4(t)，0(t)，0(t)
16 0, 1, 0, 0, 1 0(t)，3(t)，0(t)，0(t)，4(t)
17 0, 1, 0, 1, 0 0(t)，3(t)，0(t)，4(t)，0(t)
18 1, 0, 0, 1, 0 3(t)，0(t)，0(t)，4(t)，0(t)
19 1, 0, 1, 0, 0 3(t)，0(t)，4(t)，0(t)，0(t)
素子状態における１は正常動作，０は故障を表す．
図 5 1(t) = 1; 2(t) = t; 4(t) = 3t 　　　
の場合の故障率変化．










セットは (S1; S3); (S1; S4); (S2; S4); (S2; S5)の４つであるから，システムの状態を z，素子 iの状態 xi とお
いた時の，このネットワークにおける構造関数は，








(= ts)の集合を最尤法によりワイブル分布へと当てはめ，システムの故障時刻の分布関数 (= us)として．信
頼度関数 RT (t)を次のように求める．






目のデータにおける素子１から素子５までの故障時刻をそれぞれ t1i; :::; t5i とすると，i番目のデータの４本















































を u3，４本目故障時刻群によるワイブル型分布関数を u4 とする．そして，この４つのワイブル分布関数を
Maximalコピュラによりつなぎ，それをシステムの分布関数とする．
FM (r1; r2; r3; r4) = CM (u1; u2; u3; u4)． (4.5)
これより，Maximalコピュラを用いた場合のシステム信頼度関数 RM (t)は，次の式で与えられる









i はそれぞれ先ほどの定義と同じであり，それらを並べ替えてできる，r1i; r2i，r3i，r4i も同様
である．ここで，１本目故障時刻と２本目故障時刻との差分時刻 td12，ならびに２本目故障時刻と３本目故




i   r1i，　 i = 1; 2; : : : ; n，　以下これを差分時刻群 12と呼ぶ．
td23
i = r3
i   r2i，　 i = 1; 2; : : : ; n，　以下これを差分時刻群 23と呼ぶ．
td34
i = r4
i   r3i，　 i = 1; 2; : : : ; n，　以下これを差分時刻群 34と呼ぶ． (4.7)
　そして，１本目故障時刻群，差分時刻群 12，差分時刻群 23，差分時刻群 34の４つの群を，それぞれ最尤法
によりワイブル分布へ当てはめる．１本目故障時刻群によるワイブル型分布関数を u1，差分時刻群 12による


























k　（j; k = 1; 2; 3; 4）， (4.9)
を計算し，これを相関行列 の j 行 k 列成分の推定量 ^j;k とする．
このようにして相関行列 ^を求めた後，４つの群を正規コピュラによりつなぎ，同時分布関数
FN1(r1; td12; td23; td34) = CN1(u1; ud12; ud23; ud34)， (4.10)
を求める．これは１本目故障時刻群と差分時刻群 12，差分時刻群 23，差分時刻群 34についての同時分布関
数である．
そこで，上式の同時分布関数に従う４次元乱数を，十分多い数（10000個）発生させる．この４次元乱数は，
｛１本目故障時刻，差分時刻 12，差分時刻 23，差分時刻 34｝の確率変数となっており，この乱数の和がシス
テム故障時刻の確率変数となっている．10000個ある「乱数の和」をシステムの故障時刻とみなし，ソートし
て，カプラン・マイヤー法により経験分布 FN1E(t)を作る．前章と同様に，昇順にソートした故障時刻のうち
i番目のものを ti とおくと，時刻 ti の時の経験分布関数の値は i=10000となり，それらの点を直線でつない
だものが FN1E(t)となる．これより，正規コピュラを用いた場合の１つ目のシステム信頼度関数 RN1(t)は，
次の式で与えられる







i   r1i，　 i = 1; 2; : : : ; n，　以下これを差分時刻群 14と呼ぶ． (4.12)
そして，１本目故障時刻群と差分時刻群 14の２つの群を，それぞれ最尤法によりワイブル分布へ当てはめる．

















k　（j; k = 1; 2）， (4.14)
を計算し，これを相関行列 の j 行 k 列成分の推定量 ^j;k とする．
このようにして相関行列 ^を求めた後，２つの群を正規コピュラによりつなぎ，同時分布関数





により経験分布 FN2E(t)を作る．これも先ほどと同様，昇順にソートした故障時刻のうち i番目のものを ti
とおくと，時刻 ti の時の経験分布関数の値は i=10000となり，それらの点を直線でつないだものが FN2E(t)
となる．これより，正規コピュラを用いた場合のシステム信頼度関数 RN2(t)は，次の式で与えられる．















No 1(t) 2(t) 3(t) 4(t) td SSE mc SSE nc1 SSE nc2 SSE
1 1 t 2t 3t 150.0141 150.0141 1026.7973 148.6113
2 1 3t 6t 9t 196.4564 196.4560 947.5648 147.0158
3 2 t 2t 3t 68.3800 68.3800 835.7418 79.8826
4 2 3t 6t 9t 118.8058 118.8058 779.4786 92.1506
5 t 2t 4t 6t 128.8188 128.8188 1158.9987 172.0344
6 t 3t 6t 9t 141.5126 141.5125 1105.7171 127.0972
7 t 4t 8t 12t 177.2328 177.2328 912.6022 178.5158
8 2t 3t 5t 7t 134.8641 134.8641 1456.6278 180.7745
9 2t 6t 8t 10t 132.9294 132.9294 993.4217 94.7706
10 2t 9t 11t 13t 71.0065 71.0065 919.2989 89.6148
11 t t2 t2 2t2 74.4536 74.4536 1672.5345 48.1754
12 t 2t2 3t2 4t2 193.6730 193.6727 1672.4960 199.5436
13 t 4t2 6t2 8t2 141.9287 141.9139 1375.0735 141.0973











No MTTF td MTTF mc MTTF nc1 MTTF nc2 MTTF
1 0.7103 0.0011 0.0011 0.5794 -0.0004
2 0.5759 0.0185 0.0185 0.4193 0.0164
3 0.4171 -0.0076 -0.0076 0.2489 -0.0090
4 0.3662 0.0124 0.0124 0.2363 0.0112
5 1.0853 -0.0254 -0.0254 0.5871 -0.0233
6 1.0209 0.0040 0.0040 0.6454 0.0014
7 0.9749 -0.0044 -0.0044 0.5322 -0.0062
8 0.8196 -0.0165 -0.0165 0.4560 -0.0168
9 0.7478 0.0034 0.0034 0.3632 0.0017
10 0.7112 -0.0101 -0.0101 0.3126 -0.0108
11 1.1960 0.0135 0.0135 0.7740 0.0136
12 1.0620 -0.0057 -0.0057 0.6282 -0.0051
13 0.9651 -0.0044 -0.0044 0.5614 -0.0049
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