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ABSTRACT 
The development of the instrumentation behind a biosensor system based on a 
vertically emitting distributed feedback laser is presented. The performance of the label-
free high-resolution biomolecular detection system is optimized for use in applications 
that require the study of large quantities of parallel interactions that could be adversely 
affected by the use of molecular labels, such as high-throughput pharmaceutical drug 
screenings. A series of filtering and averaging methods for minimizing the effects of 
sensor noise are discussed in the analysis of both single spectrum measurements and 
kinetic scans over time. An example biochemical assay is performed to demonstrate and 
evaluate the current capabilities of the biosensor system. Plans for the future 
advancement of the system, including the possibilities of hardware improvements, device 
fabrication refinements, data analysis enhancements, and new usage models, are 
considered. 
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CHAPTER 1: INTRODUCTION 
As the field of biomedicine has advanced, it has grown increasingly reliant on the 
detection of interactions between small molecules in order to diagnose various medical 
ailments and create pharmaceutical products to treat them. Due to the difficulty in 
detecting such small objects, scientists devised the method of labeling, which typically 
involves attaching radioligands or fluorescent tags onto the molecules to be studied. 
However, the attachment of labels adds a measure of uncertainty onto performed 
experiments. For example, improper selection of a fluorophore for a specific biochemical 
assay could result in the blockage of active binding sites on the target molecules crucial 
for the studied molecular interaction [1]. Fluorophores also have a limited shelf life and 
are subject to quenching and background interference [2]. Additionally, any study could 
only commence once the labeled reagent had been introduced to the system, and it would 
only provide information about that specific reagent [1]-[3]. 
Efforts have been made to develop label-free detection methods that would avoid 
these shortcomings by utilizing a transducer capable of measuring some physical change 
in the subject. Optical biosensors are designed such that input light coupled to a sensor 
produces a measurable change in the output light. This means that no physical connection 
between the excitation source, detection transducer, and sensor surface is necessary to 
monitor molecular interactions, greatly simplifying the detection process. In order to 
perform any measurements, the surface of the optical biosensor is first functionalized in 
order to attach a target molecule, typically a large protein. The drug molecule under study 
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is then introduced in solution. Only drug molecules that can bind with the target 
molecules on the sensor surface will attach to the sensor. The change in mass on the 
sensor surface results in a change in its dielectric permittivity. This ultimately leads to a 
shift of resonant peak wavelength value (PWV). By measuring this PWV shift, the 
strength of the interaction between the drug molecule and the target protein can be 
characterized. 
The distributed feedback laser biosensor (DFBLB) is one such optical biosensor, 
and this thesis will mainly focus on the evolution of its instrumentation, working towards 
the end goal of utilizing the full potential of the sensor in detecting biomolecular 
interactions, primarily for detecting the binding of small molecules (i.e. drugs) to 
immobilized proteins, as performed in pharmaceutical high-throughput screening. This 
first chapter serves as an introduction to the DFBLB, including the motivation for its 
development, a description of the sensors themselves, an overview of the system’s 
hardware configuration, and a glimpse of the software controller. 
1.1 Motivation 
Several label-free optical biosensors have been designed for the detection of 
either transmitted or reflected spectra emanating from optical resonators and have been 
shown to be useful in applications in biomedical research, pharmaceutical drug 
development, and environmental monitoring [4]. Examples of such resonant optical 
structures include photonic crystal (PC) surfaces [4], surface plasmon resonance (SPR) 
sensors [5], microring [6] and microsphere [7] resonators, thin-walled glass capillaries 
[8], and optical microtoroid cavities [9]. In most of these cases, the observed physical 
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change of the output light is the shift in PWV due to the variation in dielectric 
permittivity that results from the change in mass on the sensor surface following the 
biomolecular interaction [10]. 
The previous examples have all been of passive resonant optical biosensors, in 
that the resonance is generated by the input light signal. In order to compare the different 
sensors, a unitless quality factor (Q factor, !) can be defined as the resonant frequency 
(!!) divided by the full-width at half-maximum (FWHM) of the resonant peak in terms of 
frequency (!"), as expressed in Equation (1.1): 
! =    !!!" 
 A narrower resonant peak results in a higher Q factor, leading to a greater 
resolution. An additional measure of performance is the sensitivity and dynamic range of 
the sensor. Generally, passive resonant optical biosensors exhibit a tradeoff between the 
two performance characteristics, resulting in sensors of either high Q factor and low 
sensitivity or high sensitivity and low Q factor. More recently, the DFBLB has been 
developed as an active resonator that generates its own narrow linewidth stimulated 
emission, resulting in a high Q factor while maintaining high sensitivities [11]. Table 1.1 
shows a comparison of the calculated Q values and sensitivities of several optical 
biosensors, including the DFBLB. In this table, sensitivity is represented as the shift 
observed from the introduction of streptavidin (a known molecule).  
  
(1.1) 
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Table	  1.1:	  Comparison	  of	  calculated	  Q	  values	  and	  sensitivities	  between	  optical	  
biosensors	  [12].	  
Sensor	   Q	  Factor	   Shift	  by	  SA	  (nm)	   Q	  x	  Shift	  
SPR	   ~15	   14	   ~200	  
PC	   1000	   10	   104	  
Microring	   104	  -­‐	  106	   0.15	   1.5	  x	  103	  –	  1.5	  x	  105	  
Microsphere	   107	   0.02	   2	  x	  105	  
Microtoroid	   108	   0.0003	   3	  x	  104	  
DFB	   2	  x	  104	   3.5	   7	  x	  104	  
 
Additionally, it has been shown that the DFBLB can be fabricated over a large 
area to reduce costs [13], which is an extremely important factor for consideration in the 
production of practical and cost-effective biosensors. Due to this combination of high Q 
factor, high sensitivity, and low production cost, the DFBLB has shown much potential 
as a practical way to detect biomolecular interactions. The primary application of this 
DFBLB system is for use in pharmaceutical drug development. This usually entails large 
biomolecular screenings in which a target molecule (often a specific protein) is 
immobilized on a sensor and is tested against a panel of candidate drug molecules. The 
DFBLB system is particularly well suited to this application due to its label-free nature 
and its ability to utilize standardized microwell plates for parallel measurements. Proteins 
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are typically very complex molecules with large molecular weights, while drug molecules 
may be many orders of magnitude lighter. Since PWV shifts occur as a result of a change 
in weight on the sensor surface, it is of the utmost importance that the DFBLB system 
achieves the highest resolution and sensitivity possible in order to properly detect the 
relatively minute changes in PWV that result from actual biomolecular interactions.  
But in order for the DFBLB system to be used as a biosensor, proper 
instrumentation is necessary to harness the information contained on the sensor surface. 
The various components within the system need to be coordinated in order to obtain the 
output spectra. As with all physical equipment, considerations have to be made to reduce 
the impact of noise. And as the sensors themselves are still in the process of being 
refined, imperfections need to be detected and dealt with in order to ensure data validity.  
1.2 Sensor Construction 
The sensor is comprised of a periodic grating that results in optical feedback due 
to continuous backscattering from the refractive index modulation. This structure acts 
according to the Bragg condition as an optical cavity and emits light through stimulated 
emission upon the absorption of input energy. The wavelength at which the cavity 
resonates (!) can be determined by the effective refractive index (!!""), the grating 
period (!), and the Bragg grating order (!), as illustrated in Equation (1.2): 
! = !  !!""  !!  
Utilizing a second-order Bragg grating, a vertically emitting distributed feedback 
laser is produced normal to the sensor surface that has an output strength nearly equal to 
(1.2) 
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that of a first-order grating. The vertical nature of the emitted light provides for a much 
simpler method of capturing the output signal than having to detect edge emission. 
The diagram in Figure 1.1 depicts a cross section (not to scale) of the distributed 
feedback laser sensor structure, showing the grating formed on a low refractive index 
polymer substrate. Above the substrate is the active dye-doped SU-8 layer that results in 
the amplification of the emitted light. Covering those two layers is a thin film of high 
refractive index TiO2, which acts to improve sensitivity and to allow biomolecules to 
attach to the sensor surface. The fabrication process utilizes the methods of nano-replica 
molding and horizontal dipping to achieve high uniformity over large areas upon a 
flexible plastic substrate [13]. This technique allows for roll-based manufacturing, which 
can lead to mass production of a practical biosensor.  
	  
Figure	  1.1:	  Cross-­‐sectional	  diagram	  of	  DFBLB	  [13].	  	  
The sensors are then attached to microwell plates that conform to standards of 
either 96 or 384 wells per plate. This further ensures the practicality of the DFBLB by 
maximizing compatibility with common laboratory equipment. 
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1.3 Hardware Configuration 
Since the biomolecules are in solution, the sensor is mounted horizontally on an 
XY translation stage (Applied Scientific Instrumentation MS-2000). This allows full 
control on the XY-plane over the specific spot on the sensor surface to be studied. While 
there is no automated control, manual adjustment of the height of the objective lens is 
available and necessary to make sure that the distance to the sensor matches the focal 
length of the lens. An Nd:YAG pulsed laser (Continuum Minilite) with a wavelength of 
532 nm is used as the excitation source with a pulse duration of 10 ps at a maximum 
frequency of 10 Hz. This maximum pumping frequency is necessary to maintain crystal 
stability. The pumping beam is passed through a spatial filter and beam expander, 
directed by a dichroic mirror towards the sensor, and focused on the sensor surface by a 
20X objective lens. The emitted light from the sensor is collected by the same objective 
lens and, being of a different wavelength, is passed through the dichroic mirror. It then 
continues through a long pass emission filter and is coupled into an optical fiber 
connected to a spectrometer (Horiba Jobin Yvon iHR 550) with a grating of 1800 
lines/mm. The emission spectrum is then passed from a charge-coupled device (CCD) 
attached to the spectrometer onto a computer for analysis. A schematic diagram of the 
entire system is featured in Figure 1.2. 
 8 
	  
Figure	  1.2:	  Schematic	  diagram	  of	  hardware	  configuration	  [13].	  
A photograph of the actual translation stage with a DFBLB attached to a 96-well 
microplate properly mounted on top can be seen in Figure 1.3. 
1.4 Software Controller 
A software program was written in the C# programming language utilizing the 
Microsoft Visual Studio 2008 development environment to control the various pieces of 
hardware that make up the DFBLB system. The first purpose of this program is to direct 
the motion stage to hold the desired portion of the sensor directly above the objective 
lens. The program can be directed to perform a plate scan of specific user-defined wells 
in a standard 96- or 384-well microplate format or an imaging scan of consecutive blocks 
of user-defined dimensions. Next, the CCD of the spectrometer is told to start the 
integration time. The program simultaneously triggers the desired number of input laser 
pulses to be incident on the sensor. After the full integration time, the spectrum that is 
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collected by the CCD gets passed back to the program, where it is displayed on the screen 
for user feedback and stored into a text file for further analysis. Figures 1.4 and 1.5 show 
current screenshots of the main portions of the program. Finer-grained controls for the 
laser, motion stage, and spectrometer are featured in separate pop-up dialogs, easily 
accessible from the toolbar near the top of the main window. 
	  
Figure	  1.3:	  Photograph	  of	  translation	  stage	  with	  DFBLB	  attached	  to	  a	  96-­‐well	  
microplate.	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Figure	  1.4:	  A	  screenshot	  of	  the	  portion	  of	  the	  software	  program	  in	  which	  the	  user	  can	  
define	  the	  parameters	  for	  either	  a	  well	  plate	  scan	  or	  an	  imaging	  scan.	  
The secondary purpose of the software program is to perform data analysis on the 
spectra that have been obtained. This analysis includes the study of the PWVs of each 
spectrum, as well as a kinetic plot of the evolution of PWV values over time. The 
specifics of this portion of the program can be seen in their current state in Figure 1.5, but 
are continually evolving and are the main subject of this thesis.  
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Figure	  1.5:	  Screenshots	  of	  the	  portion	  of	  the	  software	  program	  in	  which	  spectra	  and	  
kinetic	  plots	  can	  be	  viewed	  in	  a	  graphical	  format.	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CHAPTER 2: PWV DETERMINATION OF A SINGLE SPECTRUM 
The figure upon which the DFBLB data depends is the peak wavelength value 
(PWV). This is the resonant wavelength of the sensor, and it shifts when a biomolecule 
attaches to the target molecule bound to the sensor surface. As with all manufactured 
products, the distributed feedback laser sensors contain spots that do not perform as 
expected. Chapter 2 discusses the determination of a spectrum’s PWV, with the goals of 
minimizing sources of noise and obtaining data of the highest quality. 
2.1 Determining Invalid Spectra 
Because the PWV shift that is being studied can be far less than 1 nm in 
magnitude, the inclusion of data from invalid spectra can greatly skew results when 
averaging the PWV across multiple passes of the same spot. For this reason, it is crucial 
that invalid spots are detected and properly tagged as such before they can be included in 
any further analysis. There are several factors that need to be considered when evaluating 
the validity of the emitted spectrum at any given spot on the sensor surface. 
2.1.1 Maximum Intensity Threshold 
When looking at the spectra of several spots, such as those shown in Figure 2.1, it 
is clear that there is a baseline of ambient noise at an intensity of around 1250 arbitrary 
units (au) when the CCD is set to an integration time of 500 ms. The average value of the 
baseline varies directly with the length of the CCD’s integration time. Additionally, the 
resonance peaks of most spectra rise above several thousand au, usually climbing above 
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5000-8000 au. When a spectrum had a low maximum intensity, it became difficult to 
distinguish an actual peak from random noise, as can be seen in Figure 2.1 (c). Peaks 
with a low maximum intensity also tended to have a greater full-width at half-maximum 
(FWHM), which is undesirable when minimal linewidth is desired to maximize 
resolution. For these reasons, a minimum intensity value of twice the average ambient 
noise baseline, or 2500 au, was set as the threshold at which the presence of resonance 
could be declared. Any spectrum whose maximum intensity was lower than this threshold 
was immediately declared invalid before it could be included into any further analysis. 
	  
Figure	  2.1:	  Example	  spectra	  of	  (a)	  good,	  (b)	  adequate,	  and	  (c)	  below	  threshold	  peaks.	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2.1.2 Width and Number of Peaks 
While a single distributed feedback laser emission of narrow linewidth was 
expected, there were instances in which several peaks were observed in one spectrum or 
the resonant peak had a very large FWHM. There are many possible explanations for 
these phenomena. If the width of the incident beam was to span the edge of a grating 
period, two resonant modes may occur. If there were any abnormalities in the shape of 
the master wafer from which each sensor had been cast, there could even be more than 
just two modes from one spot. Additionally, if there were any inconsistencies in the 
mixture of the dye-doped SU-8 layer (whether from improper mixing or the presence of 
unwanted particles contaminating the mixture) or if there was any instability within the 
dye molecules themselves, further splitting of resonant peaks could be possible. These 
possible problems would only be compounded as the width of the incident beam 
expanded.   
When multiple modes existed in close proximity, it would appear as if there was 
just one wide mode. Oftentimes, these competing modes would be of different intensities, 
resulting in a combined peak that was highly asymmetrical, which could make PWV 
calculation much less accurate. In order to account for these and other such possibilities, 
spectra that contained more than one location at which the intensity level rose above half 
the maximum level, or those in which the FWHM exceeded a threshold of 1 nm, were 
declared invalid before they could be included into any further analysis. Examples of 
spectra that exhibit these characteristics are included in Figure 2.2 and can be contrasted 
against the valid spectrum shown in Figure 2.1 (a). 
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Figure	  2.2:	  Example	  spectra:	  (a)	  a	  spectrum	  with	  multiple	  modes	  and	  (b)	  a	  “wide”	  peak	  
made	  of	  multiple	  modes.	  
2.2 Peak Fitting 
While the CCD of the spectrometer was of fairly high resolution, the collected 
spectrum was, of course, still discontinuous, so there was always the possibility that a 
resonance peak occurred between wavelength intervals. A fitting algorithm needed to be 
applied to valid peaks in order to determine the actual PWV of each spectrum. This 
fitting algorithm would also smooth out some of the background noise, increasing the 
accuracy of the PWV calculation. 
2.2.1 Measuring Goodness of Fit: R2 
One standard quantity used to determine how well experimental data fits a 
regression model is the coefficient of determination, otherwise known as !!. Values of !! normally range between zero and one, with 1.0 signifying a perfect match between the 
experimental data and the modeled values. The coefficient of determination is generally 
defined to be the residual sum of squares (!!!"", the sum of the squared differences 
between the experimental and modeled values) divided by the total sum of squares (!!!"!, 
0	  
2000	  
4000	  
6000	  
8000	  
10000	  
12000	  
578	   583	   588	   593	   598	  
In
te
ns
ity
	  (a
u)
	  
Wavelength	  (nm)	  
(a)	  
0	  
2000	  
4000	  
6000	  
8000	  
10000	  
12000	  
578	   583	   588	   593	   598	  
In
te
ns
ity
	  (a
u)
	  
Wavelength	  (nm)	  
(b)	  
 16 
the sum of the squared differences between the experimental values and the average 
experimental value of the sample, which is proportional to the sample variance), all 
subtracted from one. This concept is illustrated in Equation (2.1), where !! represents the !th actual value, !! represents the !th modeled value, and ! represents the average actual 
value.  
!! = 1− !!!""!!!"! = 1− !!!!!! !!!!!  
2.2.2 Lorentzian Fitting 
Since the incident laser beam provided by the Nd:YAG laser possessed an 
approximately normal distribution, it was predetermined that the resonant peak of the 
output laser beam should do so as well. Thus, a Lorentzian profile was applied to fit the 
spectral data obtained, following Equation (2.2). In this equation, ! is the wavelength 
value, ! is the fitted intensity value, and the other variables are fitting parameters, 
determined by the fitting algorithm. Of particular interest is the value of !!, which is the 
calculated PWV. Examples of peaks fitted using the Lorentzian fitting profile can be seen 
in Figure 2.3. 
! = !! + !!! !! !!!! !!!!  (2.2) 
(2.1) 
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Figure	  2.3:	  Example	  spectra	  after	  being	  run	  through	  the	  Lorentzian	  fitting	  algorithm.	  The	  
Lorentzian-­‐fitted	  models	  feature	  selection	  widths	  of	  twice	  the	  FWHM.	  
The selection of data to be run through the fitting algorithm had a marked effect 
on its output. Too wide of a selection would result in a curve that was too blunt. Too 
narrow of a selection would produce a curve that was too sharp. More importantly, either 
case could greatly affect the calculated PWV. To balance the two extremes, the initial 
number of points fed to the fitting algorithm equaled twice the number of points that 
spanned the FWHM, as presented in Figure 2.3. It was postulated that in this way, only 
points that were specifically on the resonance peak would be included in the fitting 
calculations. However, after studying the R2 values resulting from multiple width 
selections, it was determined that a factor of 1.7 times the FWHM achieved the best fit. 
An in-depth look at the effect of the FWHM factor on the calculated PWV and R2 values 
of the spectrum featured in Figure 2.3 (a) is presented in Figure 2.4. 
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Figure	  2.4:	  (a)	  One	  raw	  spectrum	  overlaid	  by	  Lorentzian-­‐fitted	  models	  calculated	  from	  
varying	  FWHM	  factors	  (with	  best	  fit	  in	  bold	  red	  curve).	  (b)	  Effect	  of	  FWHM	  factor	  on	  
calculated	  PWV	  and	  coefficient	  of	  determination	  values.	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Overall, the Lorentzian fitting algorithm performed quite well in the studies, 
resulting in fitted peaks of consistently high quality, and is thus the method of choice for 
fitting the raw data obtained from the DFBLB. 
2.3 Final Filtering of Spectra 
The use of any fitting algorithm offers the potential for the introduction of error 
into a dataset, so it is important to filter out any poorly fitted spectra. As previously 
mentioned, the coefficient of determination is a useful metric to determine goodness of 
fit. Therefore, the final step in the PWV calculation is to filter out fitted peaks with !! 
values lower than a threshold value of 0.9. Since a coefficient of determination of 1.0 
signifies a perfect fit, values above 0.9 represent very well fitted peaks. This has been 
experimentally confirmed in Figure 2.5. Additionally, it has been repeatedly observed 
that fitted peaks with !! values just slightly under 0.9 tend to contain multiple modes that 
have previously passed the initial filtering stages, as illustrated in Figure 2.5 (a). Thus, it 
seems as if this final filter further protects against data contamination from the 
occurrence of multiple modes, no matter the source. 
2.4 Adjusting Hardware Parameters 
As previously mentioned, adjusting the integration time of the CCD had a definite 
effect on the detected noise baseline. It was thus theorized that such hardware parameters 
could be adjusted to increase the signal to noise ratio (SNR) observed in each spectrum. 
The two primary hardware adjustments available in the DFBLB system setup include the 
number of input laser pulses within each integration time and the length of the integration 
time itself. 
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Figure	  2.5:	  Example	  spectra	  overlaid	  by	  their	  corresponding	  Lorentzian-­‐fitted	  peaks	  and	  
associated	  coefficient	  of	  determination	  values.	  
2.4.1 Number of Input Laser Pulses 
Since each peak is stimulated by the pumping light, an increased number of laser 
pulses should lead to a peak of higher intensity within the same integration time. 
However, in order to maintain the stability of the crystal within the pumping laser, the 
pumping rate needed to be kept at 10 Hz or below. Table 2.1 shows the experimental 
results that were obtained when the pumping rate was varied while the integration time 
was kept constant. Additionally, the variance (σ) of the fitted PWV from multiple 
measurements within the same physical spot was calculated. While PWV stability 
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(inversely proportional to variance) is not a direct measure of fitting quality, it is a 
desired quantity when testing the durability of a sensor. 
Table	  2.1:	  Experimental	  results	  when	  varying	  pumping	  rate	  (r)	  over	  a	  constant	  
integration	  time	  (t).	  
t	  (ms)	   r	  (Hz)	   R2	   PWV	  σ	  (nm)	  
400	   5	   0.9400	  ±	  0.0363	   0.0154	  
400	   10	   0.9510	  ±	  0.0136	   0.0097	  
600	   3.3	   0.9400	  ±	  0.0266	   0.0108	  
600	   10	   0.9597	  ±	  0.0100	   0.0055	  
500	   1	   0.9627	  ±	  0.0980	   0.0166	  
500	   3	   0.9643	  ±	  0.0133	   0.0149	  
500	   6	   0.9756	  ±	  0.0058	   0.0072	  
500	   10	   0.9616	  ±	  0.0168	   0.0047	  
	  
The general trends in these experiments suggest that as the pumping rate is 
increased, the fitting quality and PWV stability both increase as well. The improvement 
in fitting quality was expected due to the larger number of signal pulses entering the CCD 
and adding to the detected intensity levels. The increase in PWV stability (denoted by the 
decrease in variance) suggests that the CCD performs a type of signal averaging over the 
course of the integration time, during which the spectra of several laser pulses are 
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combined to generate an accumulated spectrum. If the spectrometer was performing a 
simple addition of the intensity levels contributed by each laser pulse, it might be 
expected that differences in intensity levels from pulse to pulse would be compounded. In 
any case, this increased PWV stability is desired in producing biosensors that perform 
consistently. Obviously, there are tangible benefits to maximizing the number of laser 
pulses within each integration time, so the DFBLB instrumentation will proceed to utilize 
the maximum 10 Hz pumping rate that the input laser can achieve. 
2.4.2 CCD Integration Time 
Each spectrum obtained by the computer is an accumulation of light by the CCD 
over a certain time interval, which is its integration time. By increasing the integration 
time while keeping the pumping rate constant, both the baseline noise and the active 
signal should increase. However, since the active signal is of much higher intensity than 
the noise, it should be more greatly affected, resulting in a higher SNR. Assuming the 
CCD does perform a method of averaging, the increased number of pulses per integration 
time should also result in better stability, as previously discussed. Table 2.2 contains the 
results of experimentation studying the effects of variable integration time while keeping 
the pumping rate at a constant frequency of 10 Hz. 
The general trend that results from these experiments shows a definite increase in 
both fitting quality and PWV stability. However, a longer integration time results in a 
much longer time commitment for each experiment or assay to be performed. Therefore, 
to balance out the benefits of longer integration times with the obvious disadvantage of 
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longer experiment times, a default integration time of 500 ms has been implemented into 
the DFBLB instrumentation.  
Table	  2.2:	  Experimental	  results	  when	  varying	  integration	  time	  (t)	  at	  10	  Hz	  pumping	  rate.	  
t	  (ms)	   R2	   PWV	  σ	  (nm)	  
200	   0.9348	  ±	  0.0189	   0.0125	  
400	   0.9510	  ±	  0.0136	   0.0097	  
600	   0.9597	  ±	  0.0100	   0.0055	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CHAPTER 3: KINETIC PLOTS OF MULTIPLE SPECTRA 
The ultimate purpose of the DFBLB system is for use in biochemical assays to 
study the interactions between different molecular compounds. Now that a technique for 
detecting the PWV of any given spectrum has been formulated, the next step is to analyze 
the PWV shift over time between multiple spectra in order to construct a complete kinetic 
plot that can be used to characterize the relationships between various molecular pairings. 
As previously mentioned, a measured PWV shift gives an indication of a change in mass 
on the sensor surface due to the binding of a drug molecule to an attached target protein. 
In creating a kinetic plot, careful consideration was taken regarding the treatment of 
invalid data points, as well as the method of dealing with data points that deviated from 
the overall trend but had otherwise been declared valid. Performing these extra steps 
helped to ensure the validity of each dataset as a whole. Chapter 3 focuses on the 
development and refinement of techniques utilized in constructing kinetic plots of the 
PWV over time. 
3.1 Kinetic Plot of One Spot 
The most basic kinetic plot that can be obtained is that of repeated scans of one 
spot over time. When there are no changes made to the surface of the sensor, no shift 
should be observed. Indeed, experimental results seem to confirm this occurrence, as 
shown in Figure 3.1. To simulate the conditions under which most experiments will be 
run (i.e. drug molecules introduced onto the sensor surface in solution), all measurements 
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have been taken with a layer of pure deionized (DI) water on top of the bare sensor 
surface. 
	  
Figure	  3.1:	  Kinetic	  plot	  of	  PWV	  shift	  and	  associated	  coefficient	  of	  determination	  values	  
of	  one	  spot	  over	  time.	  
The first characteristic of note in this experiment is the consistently high 
coefficient of determination calculated for the fitted peaks in each of the spectra. This 
gives an indication of the high quality of the peaks that constitute the kinetic plot, 
suggesting a high accuracy within the kinetic plot, which is further bolstered by its 
average PWV shift of only -0.00590 nm and range of only 0.05280 nm. However, with a 
few exceptions, the latter two-thirds of the plot are distinctly lower than the first third. At 
0.01067 nm, the standard deviation is very reasonable compared to the average absolute 
PWV of 591.5701 nm, but it is almost twice the average PWV shift. This section will 
explore possible explanations and solutions for obtaining the best kinetic plot for a single 
spot. 
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3.1.1 Time Averaging vs. Boxcar Averaging 
Two different methods of time averaging can be employed in an attempt to 
smooth out the effects of noise. The first method is a simple condensation of four 
consecutive spots into one data point. To do this, only the average PWV shift of every 
four spots is considered and plotted in Figure 3.2. While the fluctuation in the PWV shift 
is still apparent, it has been smoothed out considerably by the time averaging, and the 
range of values is narrower. Quantitatively, even though the average PWV shift remains 
the same, at -0.00593 nm, the standard deviation decreases 28% to 0.00765 nm and the 
range decreases over 45% to just 0.02898 nm. 
	  
Figure	  3.2:	  Kinetic	  plot	  of	  PWV	  shift,	  showing	  the	  raw	  data,	  time-­‐averaged,	  and	  boxcar-­‐
averaged	  plots.	  
One obvious disadvantage of the time averaging method is a significant decrease 
in the number of points in the kinetic plot, which leads to a lower resolution. To combat 
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this problem while maintaining the smoothing properties of time averaging, a boxcar 
averaging method is applied. In this setup, each value in the boxcar-averaged kinetic plot 
is the average value of that point, its two preceding values, and its two following values 
in the raw kinetic plot. This minimizes the number of lost points to just four spectra from 
the entire plot. The boxcar-averaged kinetic plot is also shown in Figure 3.2. The increase 
in variation due to the influence of background noise in comparison to that of the time-
averaged plot can be immediately observed, but so can the higher resolution as a result of 
the greater number of data points. Quantitatively, the average actually expanded a little to 
-0.00606 nm and the standard deviation further decreased to 0.007455 nm. However, the 
range of the PWV shift dropped a full 87.6% to just 0.00657 nm. Therefore, the boxcar 
averaging approach is the method of choice for utilizing time averaging to minimize the 
effects of background noise while maintaining high sensor resolution.  
3.1.2 Drift 
While not immediately apparent, an overlaid trend line on the raw kinetic plot in 
Figure 3.3 (a) shows a general downward trend that could be attributed to drift on the 
sensor. The suspicion of drift is further supported by looking at the kinetic plot of another 
set of data shown in Figure 3.3 (b). The consistently high values of the coefficient of 
determination represented by the bold red curve confirm the accuracy of the PWV 
calculation in each spectrum that makes up the resultant kinetic plot, but the steep slope 
of the trend line reveals the drift that is occurring in the sensor readings. A likely 
explanation for this drift is that it is due to temperature changes or other common-mode 
effects. Obviously, it would be extremely difficult to predict the occurrence of drift in 
every scenario, so in taking measurements of the sensors in a microwell plate format, it 
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will be important to keep a separate reference well as a standard baseline. Since common-
mode drift should affect the entire sensor surface uniformly, the effect that is measured in 
one portion of the sensor should be on the same scale as that of another portion of the 
sensor. With this previously studied and utilized technique [14]-[15], any changes due to 
common-mode effects can be easily isolated and subtracted from important shifts in 
PWV that are actually due to the small molecule interactions under study. 
	  
Figure	  3.3:	  Two	  kinetic	  plots	  with	  their	  associated	  coefficient	  of	  determination	  values	  
and	  overlaid	  trendlines.	  Equations	  for	  the	  linear	  trendlines	  are	  also	  shown.	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3.1.3 Mode Jumping 
Chapter 2 outlined the efforts that have been made to invalidate spectra that 
contain multiple modes. The main motive for doing so is to maximize the accuracy of the 
PWV calculation. Another reason becomes clear when considering the evolution of the 
PWV over time in a kinetic plot. Before spectra with multiple modes had been kept from 
entering a dataset, the resultant kinetic plots would feature curves that frequently 
alternated between high and low values, as shown in Figure 3.4 (a). Clearly, this sort of 
behavior would be detrimental to determining biomolecular interaction, which is the final 
goal of the DFBLB system. This phenomenon was caused by spectra whose resonant 
peaks consisted of multiple modes of varying intensities. Comparing consecutive spectra, 
it was observed that the modes were competing against each other in a “mode jumping” 
behavior. For example, the spectrum containing two modes for point B in Figure 3.4 (a) 
is shown in Figure 3.4 (b), with the leftmost mode dominating the resonance peak. 
Shortly thereafter, the spectrum corresponding to point C in Figure 2.4 (a) is seen in 
Figure 3.4 (c), where the rightmost mode dominates instead. In both spectra, the overall 
resonance peaks occur between 569.80 nm and 570.20 nm, giving a false sense of 
stability that contradicts the relatively large difference between the calculated PWVs of 
almost 0.19 nm (which is almost the same value as the FWHMs of each peak). When 
placed in such close proximity in a kinetic plot, this difference produces the sudden spike 
observed in the kinetic plot of Figure 3.4 (a). In eliminating these kinds of unstable 
spectra, datasets with such wildly fluctuating values can be avoided. 
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Figure	  3.4:	  (a)	  Example	  kinetic	  plot	  of	  PWV	  over	  time.	  (b)	  Spectrum	  associated	  with	  
point	  B	  of	  the	  kinetic	  plot.	  (c)	  Spectrum	  associated	  with	  point	  C	  of	  the	  kinetic	  plot.	  
While performing these adjustments to the data to work around spectra with 
multiple modes is necessary, it is even more important to make sure that all facets of the 
sensor are optimized to avoid such situations. One such modification that has already 
been made involved decreasing the incident beam width. By replacing the original 10X 
objective lens with one of 20X magnification, the spot size has been diminished, reducing 
the possibility for multiple modes to occur within a resonant peak. After optimization of 
the data processing algorithms and hardware adjustments, the DFBLB system is very 
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capable of detecting changes in PWV shift, such as those resulting from small molecule 
interactions, in one spot on the sensor surface over time.  
3.2 Kinetic Plot of Multiple Spots in One Well 
In order to increase the accuracy of the measurements from the DFBLB system, a 
method of reading multiple spots within one well has been developed. The repeated 
sampling of each well should increase the stability of the readings by introducing the 
ability to both utilize averaging methods to determine each well’s PWV and compensate 
for any spectra that are determined to be invalid. Figure 3.5 shows a kinetic plot of nine 
spots within the same well. While they are within a nanometer of each other, there is a 
clear spread in the absolute PWV of each spot. This is mostly due to non-uniformity in 
the fabrication of the sensor, which is to be expected when dealing with devices with 
features on the nanometer-scale. 
	  
Figure	  3.5:	  Example	  kinetic	  plot	  of	  the	  absolute	  PWVs	  of	  nine	  spots	  within	  the	  same	  
well.	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Much more important than the absolute PWVs of each spot, however, are their 
PWV shifts. Figure 3.6 shows the PWV shifts within the same nine spots. The range of 
the PWV shifts is much more reasonable, with the PWV shift of each spot easily staying 
within 0.08 nm of each other. Differences of this small magnitude can be easily 
accounted for by ambient noise. However, the point of taking multiple readings within 
the same well is to leverage spatial averaging techniques to calculate a more accurate 
figure for the measurement of the well as a whole. Additionally, resolution needs to be 
maximized in order to detect the minute changes in PWV that result from actual 
biochemical assays, and these averaging techniques would only work to reinforce the 
accuracy of the DFBLB system. 
	  
Figure	  3.6:	  Example	  kinetic	  plot	  of	  the	  PWV	  shifts	  of	  nine	  spots	  within	  the	  same	  well.	  
The most basic form of spatial averaging would be to simply average the PWV 
shifts at each spot with equal weight, as illustrated by the bold red curve in Figure 3.7. 
The straight averaging method ended up compensating for the spots that had PWV shifts 
measured to be significantly higher or lower than those of the majority of the other spots 
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at each time point. This results in a much more stable signal, with a range of about 
0.02015 nm over the whole time span. However, there is still a detectable amount of 
fluctuation over time, especially when a couple of “extreme” values pulled the average 
higher or lower than it should ideally have been at various points in time. 
	  
Figure	  3.7:	  Kinetic	  plot	  of	  the	  PWV	  shifts	  of	  nine	  spots	  within	  the	  same	  well,	  with	  the	  
average	  PWV	  shift	  plotted	  as	  the	  bold	  red	  curve.	  
In an attempt to further enhance the stability of the curve, a weighted average was 
applied to the data set. In this case, the weighting factor !!,! for each spot ! of each 
sampling point ! was calculated to be the ratio of the standard deviation within each 
sampling point !!! to the difference between the PWV shift of each specific spot ∆!!,! 
and the straight average PWV shift of the spots within each sampling point ∆!!, as laid 
out in Equation 3.1.  
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This weighted average PWV shift is plotted in Figure 3.8 in direct comparison 
with the previously calculated straight average PWV shift. There are small amounts of 
improvement in the sampling points at which extreme values had been measured, but 
there is very little overall difference from the plot of the straight average, reflected in a 
similar range of 0.1884 nm. 
	  
Figure	  3.8:	  Kinetic	  plots	  of	  the	  PWV	  shift	  after	  three	  averaging	  methods	  have	  been	  
applied.	  
To try to improve the PWV shift stability even further, the spots that were farther 
than each sampling point’s standard deviation from their corresponding straight averages 
were simply dropped from consideration. The remaining spots at each sampling point 
were then averaged normally to create the resultant curve also plotted in Figure 3.8. In 
this case, a marked improvement can be seen in those “extreme” sampling points over the 
previous two averaging methods. The overall trend is still intact, but the PWV shift 
appears much more stable. In fact, when comparing this method to the straight averaging 
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method, the sample at 174 s has improved by almost 70%. This is the maximal amount of 
improvement seen, but it occurs at one of the “extreme” sampling points, which was the 
entire reason for using this method. Perhaps the best indication of an improvement in 
stability, however, is the reduction of the range of PWV shift values to just 0.1586 nm, a 
21% difference from the range of the straight averaging method. 
So far, this dataset has been studied before the application of the boxcar method 
mentioned in Section 3.1. When it is applied in combination with the straight averaging 
method, a decrease in range is immediately observed in Figure 3.9 to just 0.0118 nm. The 
weighted averaging method does not produce much of a difference from the straight 
averaging method. Curiously, the boxcar averaging method actually results in a 
destabilized curve when spots outside of the standard deviation are dropped. After taking 
a look at the data, it becomes clear that the boxcar averaging method reduces the standard 
deviations so much that it becomes too low of a threshold before the data from spots are 
dropped, which resulted in a large number of unnecessarily dropped data points. Without 
the application of the boxcar averaging, only 28% of the total spots fell outside of the 
standard deviation and were dropped. With the boxcar averaging, a full 41% of spots 
were dropped. However, at 0.01519 nm, the range of this resultant curve is still narrower 
than that of the curve before the boxcar averaging is applied. 
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Figure	  3.9:	  Kinetic	  plots	  of	  three	  different	  averaging	  methods	  have	  been	  applied	  in	  
combination	  with	  the	  boxcar	  averaging	  method.	  
Simply raising the dropping threshold to 1.25 times the standard deviation results 
in an overall improvement of the resultant kinetic plots, both before and after the 
application of the boxcar averaging method, as shown in Figure 3.10. 
This raised threshold results in ranges in PWV shift before and after the 
application of the boxcar averaging technique of 0.0161 nm and 0.0133 nm, respectively, 
which compare favorably to the original straight-averaged range of 0.0202 nm. Due to 
these favorable results, spots that lie 1.25 times the standard deviation from the straight 
average will be dropped in calculating the PWV shift of multiple spots in a single well. 
This technique can also be applied across multiple wells when it is known that each well 
shares the same contents. 
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Figure	  3.10:	  Kinetic	  plots	  of	  various	  spatial	  averaging	  techniques,	  both	  (a)	  before	  and	  (b)	  
after	  the	  inclusion	  of	  boxcar	  averaging.	  
3.3 Application: Streptavidin/Biotin Binding Assay 
One standard biomolecular assay is the pairing of avidin (here in the form of 
streptavidin) and biotin [16]. With an extremely strong binding affinity (Ka = 1015 M-1), 
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this assay ensures a positive reading that can be used to verify biosensor performance. 
Compared to the 60,000 Da streptavidin (SA) molecule, the biotin’s 244 Da seems 
particularly small, but the difference in scale is not unheard of among assay pairings. 
Keeping in mind that the measured PWV shift is directly related to the change in mass of 
the measured molecules, this offers a good test of the sensitivity of the sensor in a 
practical experiment. The process entails attaching SA molecules onto the surface of the 
sensor, obtaining a reading of the PWV, and finding the new reading following the 
introduction of a biotin-containing solution.  
The first step of the experiment was to establish a baseline reading of the nine 
wells in the 384-well plate attached to the DFB device to be studied. This was done with 
50 µL of purified deionized (DI) water to more closely match the experimental 
environment in the active steps. The bare sensor of the surface that is exposed within 
each well is not particularly conducive to the attachment of biomolecules. Therefore, the 
next step was to functionalize the surface. Eight of the wells were incubated for 20 hours 
with a 1% polyvinylamine (PVA) solution at room temperature. The last well was 
simultaneously filled with 50 µL of purified deionized water to act as a reference well 
throughout the experiment. An additional well was set aside at each step to act as a 
reference well to better follow the progress of the experiment and identify the sources of 
any potential problems. After removing the contents and washing each well with DI 
water three times, they were incubated with a 25% glutaraldehyde (GA) solution for 4 
hours, also at room temperature. Then another DI water wash was performed. 
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Now that the sensor surfaces had been properly functionalized, a 0.5 mg/mL SA 
solution was added to the active wells. The plate was then incubated for 40 hours at 4°C 
to allow the SA molecules to properly attach to the surface of the sensor. Following 
another wash to rid each well of excess unattached SA molecules, the 1/6th mg/mL biotin 
solution was finally introduced into the active wells. After taking a quick reading of the 
PWVs, a final wash was performed to minimize nonspecific binding by removing excess 
unbound biotin molecules. After subtracting the PWV shift measured in the reference 
well from those of the active wells (to compensate for background drift, as outlined in 
Section 3.1.2) and utilizing the outlined spatial averaging methods, the kinetic plot of the 
active wells is presented in Figure 3.11. With the exception of the baseline readings and 
the first biotin readings, all measurements were taken post-wash for each step to 
minimize the effects of nonspecific binding. As a result of the spatial averaging, two of 
the active wells were completely dropped, unfortunately leaving only three active wells 
to be considered. Subtracting the average PWV shift value of those wells right before the 
introduction of the biotin solution from the stabilized average PWV shift readings at the 
very end of the experiment, there was a 0.2506 nm PWV shift due to the specific binding 
of biotin molecules to the attached streptavidin molecules on the surface of the DFB 
sensor, with a standard deviation of 0.03205 nm between the PWV shifts seen in the 
active wells. 
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Figure	  3.11:	  Kinetic	  plot	  of	  the	  average	  PWV	  shift	  observed	  in	  the	  active	  wells	  over	  the	  
duration	  of	  the	  SA-­‐biotin	  binding	  assay.	  
 
  
-­‐1	  
-­‐0.8	  
-­‐0.6	  
-­‐0.4	  
-­‐0.2	  
0	  
0.2	  
0.4	  
0.6	  
0.8	  
1	  
1.2	  
0	   5	   10	   15	   20	   25	   30	   35	  
PW
V	  
Sh
iT
	  (n
m
)	  
Sample	  Points	  
Baseline	  
	  
Ager	  PVA	  
Incubajon	  
Ager	  GA	  
Incubajon	  
Ager	  SA	  
Incubajon	  
With	  
Biojn	  
Ager	  Final	  
Wash	  
 41 
 
CHAPTER 4: CONCLUSION 
The instrumentation for utilizing a distributed feedback laser biosensor in the 
label-free detection of small molecule interactions was discussed for applications 
involving parallel experimentation, such as pharmaceutical drug screening. In analyzing 
the spectra of individual sample points, various filtering and fitting methods were 
formulated to minimize the effects of sensor noise and obtain the most consistently 
accurate resonant peak wavelength values. Averaging methods were studied in the 
combination of distinct spectral measurements to form kinetic plots of PWV shifts over 
time. Finally, a standard biochemical assay was carried out to demonstrate and evaluate 
the performance of the biosensor system in a practical experiment. 
4.1 Overall Performance of System 
By looking at spectra obtained from actual sensor readings, we were able to 
formulate effective methods of successfully filtering out background noise and 
undesirable artifacts from individual spectra. The high performance of the spectrometer 
coupled with the Lorentzian fitting algorithm allowed us to calculate each PWV with a 
very high resolution. By combining these methods with optimal tuning of the utilized 
hardware, we were able to maintain a consistently high level of accuracy and stability in 
our PWV calculations, verified by the low PWV shift ranges of 0.06 nm or less tracked in 
kinetic measurements over time. Various time averaging techniques were applied to 
further improve the stability of PWV measurements, with the boxcar method resulting in 
up to an 87.6% reduction in the range. A few spatial averaging techniques were also 
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studied. By dropping samples that fell 1.25 times the standard deviation away from the 
average value, we saw a narrowing of the range of PWV shift values by up to 21%. In the 
application of the system to the streptavidin/biotin binding assay, a PWV shift of 0.2506 
nm was observed with a standard deviation of just 0.03205 pm. Overall, the system 
performed very well in all of the accomplished tasks. 
4.2 Future Improvements 
Work is already being put into planning the next steps in the development of the 
DFBLB system. A digital camera system is being mounted on top of the translational 
stage to allow direct observations of the quality of the incident beam on the sensor 
surface. This will help identify problems that could be solved by making adjustments to 
the hardware setup as needed. For example, if the incident beam is not hitting the center 
of a well, the optical alignment can be adjusted. Additionally, if the incident beam width 
is too great, adjusting the objective lens height or even changing to an objective lens of a 
different power (as we have already done once before) may be required. 
Much progress has already been made in improving the quality of sensor 
fabrication. Unfortunately, the surfaces of the sensors still feature non-uniformities that 
affect our measurements. This effect could be observed in the need to drop two entire 
wells from the streptavidin/biotin binding assay after spatial averaging was applied. 
Various aspects of the fabrication process are being studied as possible causes, including 
the mixture of dye in the SU-8 layer and any imperfections in the master wafer. Any 
enhancements that increase the uniformity of the devices would diminish the frequency 
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of resonant peaks with multiple modes, keep spectra from being classified as invalid, and 
improve the resolution of the system as a whole. 
While much work has been done to formulate proper data processing techniques, 
the use of the DFBLB system in the testing of additional assays may bring to light the 
need for more advanced methods. Furthermore, many of these techniques still need to be 
integrated into the software program so that they can be easily applied to practical 
experimentation. 
Finally, the high resolution of the DFBLB system lends itself to label-free 
imaging to detect the spatial distribution of PWV shifts across the sensor surface. This 
type of imaging has great potential for use in the parallel detection of protein [17] and 
DNA [18] microarrays, as well as the study of cancer cell proliferation on a sensor 
surface [19], among other valuable applications. Steps have already been taken to 
integrate some of the necessary functions into the software program, but further work 
needs to be done to finish the implementation. One important function that looks 
promising for adaptation is a self-referencing method [20] to anchor the PWV 
measurements in an image. 
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