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SHARP LIPSCHITZ CONSTANTS FOR THE DISTANCE RATIO
METRIC
SLAVKO SIMIC´, MATTI VUORINEN, AND GENDI WANG
Abstract. We study expansion/contraction properties of some common classes of map-
pings of the Euclidean space Rn, n ≥ 2 , with respect to the distance ratio metric. The
first main case is the behavior of Mo¨bius transformations of the unit ball in Rn onto itself.
In the second main case we study the polynomials of the unit disk onto a subdomain of
the complex plane. In both cases sharp Lipschitz constants are obtained.
1. Introduction
Conformal invariants and conformally invariant metrics have been some of the key
notions of geometric function theory and of quasiconformal mapping theory for several
decades. One of the modern trends is to extend this theory to Euclidean spaces of higher
dimension or to more general metric spaces and new methods have been invented. It
has turned out that we cannot any more expect the same invariance properties as in the
classical cases, but still some type of ”nearinvariance” or ”quasi-invariance” is a desirable
feature. The quasihyperbolic metric of a domain G ⊂ Rn, n ≥ 2 is one of these new
notions and it is known to be quasi-invariant in the sense described below and there are
many reasons why one may regard it as a spatial version of the hyperbolic metric. This
notion is also applicable in the wider context of metric spaces. For example, J. Va¨isa¨la¨’s
theory of quasiconformal maps in infinite dimensional Banach spaces is entirely based
on the quasihyperbolic metric [V1]. Another crucial notion, which is the object of the
present study, is the distance ratio metric. It is often applied to study quasihyperbolic
geometry. Very little is known about the geometric properties of balls in these two spaces:
only recently it was proved for instance that in some special cases for small radii the balls
are convex [K1, K2, MV, V2, RT] no matter where the center is. This convexity property
is expected to hold in general, but it has not been proved yet.
We next define these two metrics.
Distance ratio metric. For a proper subset G of Rn and for all x, y ∈ G, the
distance-ratio metric jG or j-metric is defined as
jG(x, y) = log
(
1 +
|x− y|
min{d(x, ∂G), d(y, ∂G)}
)
,
where d(x, ∂G) denotes the Euclidean distance from the point x to the boundary ∂G
of the domain G . The distance ratio metric was introduced by F.W. Gehring and B.P.
Palka [GP] and in the above simplified form by M. Vuorinen [Vu1]. Both definitions are
frequently used in the study of hyperbolic type metrics [HIMPS], geometric theory of
functions [Vu2], and quasiconformality in Banach spaces [V1].
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Let p ∈ G, then for all x, y ∈ G \ {p}
jG\{p}(x, y) = log
(
1 +
|x− y|
min{d(x, ∂G), d(y, ∂G), |x− p|, |y − p|}
)
.
This formula shows that the j-metric highly depends on the boundary of the domain.
Quasihyperbolic metric. Let G be a proper subdomain of Rn . For all x, y ∈ G, the
quasihyperbolic metric kG is defined as
kG(x, y) = inf
γ
∫
γ
1
d(z, ∂G)
|dz|,
where the infimum is taken over all rectifiable arcs γ joining x to y in G.
It should be noted that in the case G = Bn or G = Hn the three metrics ρG, kG, and
jG can be compared. For instance, below we shall apply the following basic inequalities
[Vu2, Lemma 2.41] and [AVV, Lemma 7.56]:
1
2
ρBn(x, y) ≤ jBn(x, y) ≤ kBn(x, y) ≤ ρBn(x, y) , ∀ x, y ∈ Bn ,(1.1)
1
2
ρHn(x, y) ≤ jHn(x, y) ≤ kHn(x, y) ≡ ρHn(x, y) , ∀ x, y ∈ Hn .(1.2)
The hyperbolic metric in the unit ball or half space is Mo¨bius invariant. However,
neither the quasihyperbolic metric nor the distance ratio metric is invariant under Mo¨bius
transformations. Therefore, it is natural to ask what the Lipschitz constants are for these
metrics under conformal mappings or Mo¨bius transformations in higher dimension. F.W.
Gehring, B.G. Osgood, and B.P. Palka proved that these metrics are not changed by
more than a factor 2 under Mo¨bius transformations, see [GO, proof of Theorem 4] and
[GP, Corollary 2.5]:
Theorem 1.3. If D and D′ are proper subdomains of Rn and if f is a Mo¨bius transfor-
mation of D onto D′, then for all x, y ∈ D
1
2
mD(x, y) ≤ mD′(f(x), f(y)) ≤ 2mD(x, y),
where m ∈ {j, k}.
R. Kle´n, M. Vuorinen, and X.-H. Zhang studied the sharpness of the constant 2 in
Theorem 1.3. They got the sharp bilipschitz constant 1 + |a| for the quasihyperbolic
metric under Mo¨bius self-mappings of the unit ball [KVZ, Theorem 1.4], and proposed a
conjecture for the distance ratio metric.
Conjecture 1.4. [KVZ, Conjecture 2.3] Let a ∈ Bn and h : Bn → Bn = hBn be a Mo¨bius
transformation with h(a) = 0 . Then
sup
x,y∈Bn
x 6=y
jBn (h(x), h(y))
jBn(x, y)
= 1 + |a|.
The following Theorem 1.5 shows that the solution to Conjecture 1.4 is in the affirma-
tive and thus the Gehring–Osgood–Palka Theorem 1.3 admits a refinement for Mo¨bius
transformations of the unit ball onto itself.
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Theorem 1.5. Let a ∈ Bn and f : Bn → Bn = fBn be a Mo¨bius transformation with
f(a) = 0. Then for all x, y ∈ Bn
1
1 + |a|jBn(x, y) ≤ jBn(f(x), f(y)) ≤ (1 + |a|)jBn(x, y),
and the constants 1
1+|a|
and 1 + |a| are both the best possible.
We also study how the j-metric behaves under polynomials, or more generally, analytic
functions of the unit disk onto a subdomain of the complex plane. In this direction, our
main results are the following two theorems.
Theorem 1.6. Let p ∈ N and {al} be a sequence of complex numbers with
∑p
l=1 |al| ≤ 1.
Let f : B2 → B2 with f(B2 \ {0}) ⊂ B2 \ {0} and f(z) = ∑pl=1 alzl and f(0) = 0. Then
for all x, y ∈ B2 \ {0}
jB2\{0}(f(x), f(y)) ≤ pjB2\{0}(x, y),
and the constant p is sharp.
Theorem 1.7. Let {al} be a sequence of complex numbers and
∑∞
l=0 |al| ≤ 1. Let f :
B2 → B2 be a non-constant analytic function defined by f(z) = ∑∞l=0 alzl. Then for all
x, y ∈ B2
jB2(f(x), f(y)) ≤ jB2(x, y),
and this inequality is sharp.
2. Lipschitz Constants under some special mappings
We recall here some basic facts about Mo¨bius transformations from [B, Vu2].
Mo¨bius transformations. The group of Mo¨bius transformations in Rn is generated
by transformations of two types:
(1) reflections in the hyperplane P (a, t) = {x ∈ Rn : x · a = t} ∪ {∞}
f1(x) = x− 2(x · a− t) a|a|2 , f1(∞) =∞,
where a ∈ Rn \ {0} and t ∈ R2;
(2) inversions (reflections) in the sphere Sn−1(a, r) = {x ∈ Rn : |x− a| = r}
f2(x) = a+
r2(x− a)
|x− a|2 , f2(a) =∞, f2(∞) = a,
where a ∈ Rn and r > 0. If G ⊂ Rn we denote by GM(G) the group of all Mo¨bius
transformations which map G onto itself.
We denote a∗ = a
|a|2
for a ∈ Rn \ {0}, and 0∗ =∞, ∞∗ = 0. For fixed a ∈ Bn \ {0}, let
σa(z) = a
∗ + r2(z − a∗)∗, r2 = |a|−2 − 1(2.1)
be an inversion in the sphere Sn−1(a∗, r) orthogonal to Sn−1. Then σa(a) = 0, σa(a
∗) =∞
and by [B, 3.1.5],[Vu2, (1.5)]
|σa(x)− σa(y)| = r
2|x− y|
|x− a∗||y − a∗| .(2.2)
Lipschitz mappings. Let (X, dX) and (Y, dY ) be metric spaces. Let f : X → Y be
continuous and let L ≥ 1. We say that f is L-lipschitz if
dY (f(x), f(y)) ≤ LdX(x, y), for x, y ∈ X,
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and L-bilipschitz if f is a homeomorphism and
dX(x, y)/L ≤ dY (f(x), f(y)) ≤ LdX(x, y), for x, y ∈ X.
A 1-bilipschitz mapping is called an isometry.
The next lemma, so-called monotone form of l’Hoˆpital’s rule, has found recently nu-
merous applications in proving inequalities. See the extensive bibliography of [AVZ].
Lemma 2.3. [AVV, Theorem 1.25] For −∞ < a < b < ∞, let f, g : [a, b] → R be con-
tinuous on [a, b], and be differentiable on (a, b), and let g′(x) 6= 0 on (a, b). If f ′(x)/g′(x)
is increasing (deceasing) on (a, b), then so are
f(x)− f(a)
g(x)− g(a) and
f(x)− f(b)
g(x)− g(b) .
If f ′(x)/g′(x) is strictly monotone, then the monotonicity in the conclusion is also strict.
Theorem 2.4. Let f : H2 → B2 with f(z) = z−i
z+i
.
(1) For all x, y ∈ H2
jB2(f(x), f(y)) ≤ 2jH2(x, y),
and the constant 2 is the best possible.
(2) For all x, y ∈ H2 \ {i}
jB2\{0}(f(x), f(y)) ≤ 2jH2\{i}(x, y),
and the constant 2 is the best possible.
Proof. It suffices to show the sharpness of the inequalities by Theorem 1.3.
(1) Let x = t + ai and y = ai, where a > 0 and t > 0. Then
lim
t→∞
jB2(f(t+ ai), f(ai))
jH2(t+ ai, ai)
= lim
t→∞
log
(
1 + t
2a(a+1)
(√
t2 + (a+ 1)2 +
√
t2 + (a− 1)2
))
log(1 + t
a
)
= lim
t→∞
log
(
2t2
2a(a+1)
)
log( t
a
)
= 2.
Hence the constant 2 is the best possible.
(2) Let x = t + ai and y = ai, where 0 < a < 1
3
and t > 1. Then
jB2\{0}(f(x), f(y))
jH2\{i}(x, y)
=
jB2(f(x), f(y))
jH2(x, y)
.
By (1) we obtain that the constant 2 is the best possible. 
Theorem 2.5. Let f : B2 → H2 with f(z) = i1+z
1−z
.
(1) For all x, y ∈ B2
jH2(f(x), f(y)) ≤ 2jB2(x, y) ,
and the constant 2 is the best possible.
(2) For all x, y ∈ B2 \ {0}
jH2\{i}(f(x), f(y)) ≤ 2jB2\{0}(x, y) ,
and the constant 2 is the best possible.
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Proof. By Theorem 1.3, we only need to show that 2 is the best possible.
(1) For t = x = −y, t ∈ (0, 1), we get
jH2(f(x), f(y)) = log
(
1 +
4t
(1− t)2
)
= 2 log
(
1 +
2t
1− t
)
= 2jB2(x, y).
Therefore, the constant 2 is the best possible.
(2) Since for t = x = −y and 1
2
< t < 1, we have
jH2\{i}(f(x), f(y)) = jH2(f(x), f(y)) = 2jB2(x, y) = 2jB2\{0}(x, y),
the constant 2 is the best possible. 
Theorem 2.6. Let a ∈ H2 and f : H2 → B2 = fH2 be a Mo¨bius transformation with
f(a) = 0.
(1) For all x, y ∈ H2
1
2
jH2(x, y) ≤ jB2(f(x), f(y)) ≤ 2jH2(x, y),
and the constants 1
2
and 2 are both the best possible.
(2) For all x, y ∈ H2 \ {a}
1
2
jH2\{a}(x, y) ≤ jB2\{0}(f(x), f(y)) ≤ 2jH2\{a}(x, y),
and the constants 1
2
and 2 are both the best possible.
Proof. A Mo¨bius transformation satisfying the assumptions is of the form
f(z) = eiα
z − a
z − a¯
and hence
f−1(z) =
a− a¯e−iαz
1− e−iαz ,
where α is a real constant. Since j-metric is invariant under translations, stretchings of
H2 onto itself and rotations of B2 onto itself, we may assume that a = i and α = 0. Then
we have
f(z) =
z − i
z + i
and f−1(z) = i
1 + z
1− z .
By Theorem 2.4 and Theorem 2.5, we get the results immediately. 
Lemma 2.7. Let m ∈ (1,∞), θ ∈ (0, pi
2m
), and r ∈ (0, 1). Then
(1) f1(θ) ≡ m sin θ1−sin θ − sinmθ1−sinmθ is decreasing from (0, pi2m) onto (−∞, 0);
(2) f2(r) ≡ 1−(1−sin θ)r1−(1−sinmθ)rm is decreasing from (0, 1) onto ( sin θsinmθ , 1);
(3) f3(r) ≡ log(1+
1−rm
rm sinmθ
)
log(1+ 1−r
r sin θ
)
is decreasing from (0, 1) onto (m sin θ
sinmθ
, m).
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Proof. (1) By differentiation,
f ′1(θ) = m (g(1)− g(m)) ,
where g(m) = cosmθ
(1−sinmθ)2
. Since
g′(m) =
θ(1− sinmθ + cos2mθ)
(1− sinmθ)3 > 0,
we have f ′1(θ) < 0 and hence f1 is decreasing on (0, pi/2m). The limiting values are clear.
(2) By differentiation,
(1− (1− sinmθ)rm)2 f ′2(r)
= −(m− 1)(1− sin θ)(1− sinmθ)rm +m(1− sinmθ)rm−1 − (1− sin θ)
≡ h(r).
Since
h′(r) = m(m− 1)(1− sinmθ)rm−2 (1− r(1− sin θ)) > 0,
we have h is increasing on (0, 1) and hence h(r) ≤ h(1). By (1),
h(1) = (1− sin θ)(1− sinmθ)f1(θ) < 0.
Therefore, f ′2(r) < 0 and hence f2 is decreasing on (0, 1). The limiting values are clear.
(3) Let f3(r) ≡ g1(r)g2(r) , here g1(r) = log(1 + 1−r
m
rm sinmθ
) and g2(r) = log(1 +
1−r
r sin θ
). Then
g1(1
−) = g2(1
−) = 0, by differentiation, we have
g′1(r)
g′2(r)
= mf2(r).
Therefore, f3 is decreasing on (0, 1) by Lemma 2.3. By l’Hoˆpital’s Rule and (2) we easily
get the limiting values. 
The planar angular domain is defined as
Sϕ = {reiθ ∈ C : 0 < θ < ϕ , r > 0}.
Lemma 2.8. Let f : Spi/m → H2 with f(z) = zm (m ≥ 1). Let x, y ∈ Spi/m with
arg(x) = arg(y) = θ. Then for all x , y ∈ Spi/m
m sin θ
sinmθ
jSpi/m(x, y) ≤ jH2(f(x), f(y)) ≤ mjSpi/m(x, y).
Proof. Since j−metric is invariant under stretchings, we may assume that x = reiθ and
y = eiθ, 0 < r < 1. By symmetry, we also assume 0 < θ ≤ pi
2m
. Then
jH2(f(x), f(y))
jSpi/m(x, y)
=
log(1 + 1−r
m
rm sinmθ
)
log(1 + 1−r
r sin θ
)
.
By Lemma 2.7(3), we get the result. 
Lemma 2.9. Let n ∈ N, 0 < θ ≤ pi
2n
. Then for x, y ∈ C \ {0},
1 +
|xn − yn|
|x|n sinnθ ≤
(
1 +
|x− y|
|x| sin θ
)n
.
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Proof. The equality holds if n = 1.
Next, suppose that the inequality holds when n = m . Namely,
1 +
|xm − ym|
|x|m sinmθ ≤
(
1 +
|x− y|
|x| sin θ
)m
,(2.10)
where 0 < θ ≤ pi
2m
.
Then, if n = m+ 1, we have 0 < θ ≤ pi
2(m+1)
< pi
2m
and by (2.10),
(
1 +
|x− y|
|x| sin θ
)m+1
≥
(
1 +
|xm − ym|
|x|m sinmθ
)(
1 +
|x− y|
|x| sin θ
)
≥ 1 + |x− y||x| sin θ +
|xm − ym|
|x|m sinmθ
(
1 +
|x− y|
|x|
)
≥ 1 + |x
m+1 − xmy|
|x|m+1 sin θ +
|xmy − ym+1|
|x|m+1 sinmθ
≥ 1 + |x
m+1 − ym+1|
|x|m+1 sin(m+ 1)θ .
This completes the proof by induction. 
Theorem 2.11. Let f : Spi/m → H2 with f(z) = zm (m ∈ N). Then for all x, y ∈ Spi/m,
jH2(f(x), f(y)) ≤ mjSpi/m(x, y),
and the constant m is the best possible.
Proof. By symmetry, we may assume that d(f(x), ∂H2) ≤ d(f(y), ∂H2). Hence by Lemma
2.9, we obtain
jH2(f(x), f(y)) = log
(
1 +
|xm − ym|
|x|m sinmθ
)
≤ m log
(
1 +
|x− y|
|x| sin θ
)
≤ mjSpi/m(x, y),
where 0 < θ = min{arg(x), pi
m
− arg(x)} ≤ pi
2m
.
Let x = reiα and y = eiα, where 0 < α < pi
2m
and 0 < r < 1. Letting r → 0, and by
Lemma 2.7(3) and Lemma 2.8, we know that the constant m is the best possible. 
Lemma 2.12. For z ∈ C and p ∈ N we have
log(1 + |zp − 1|) ≤ p log(1 + |z − 1|).
Proof. Putting z = u+ 1, we obtain
1 + |zp − 1| = 1 +
∣∣∣∣∣
p∑
l=1
(
p
l
)
ul
∣∣∣∣∣ ≤ 1 +
p∑
l=1
(
p
l
)
|u|l = (1 + |u|)p = (1 + |z − 1|)p,
and the claim follows. 
Lemma 2.13. Let Q∗d denote the class of all polynomials with exact degree d( d ≥ 1)
which have no zeros inside the disk B2.
If Q ∈ Q∗d and u, v ∈ B2, then∣∣∣∣Q(u)Q(v) − 1
∣∣∣∣ ≤
(
1 +
|u− v|
1− |v|
)d
− 1.
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Proof. A polynomial Q(z) with zeros {−al}(l = 1, 2, · · · , d) has a representation in the
form
Q(z) = C
d∏
l=1
(z + al), C 6= 0.
Since Q(z) 6= 0 for z ∈ B2, we have |al| ≥ 1.
Therefore,
∣∣∣∣Q(u)Q(v) − 1
∣∣∣∣ =
∣∣∣∣∣
d∏
l=1
u+ al
v + al
− 1
∣∣∣∣∣
=
∣∣∣∣∣
d∏
l=1
(
1 +
u− v
al + v
)
− 1
∣∣∣∣∣
=
∣∣∣∑∏(·)(·)
∣∣∣ ≤∑∏ |(·)||(·)|
=
d∏
l=1
(
1 +
|u− v|
|al + v|
)
− 1
≤
d∏
l=1
(
1 +
|u− v|
|al| − |v|
)
− 1
≤
(
1 +
|u− v|
1 − |v|
)d
− 1.

Remark 2.14. Note that, since
∣∣∣Q(u)Q(v) − 1
∣∣∣ ≥ ∣∣∣Q(u)Q(v)
∣∣∣− 1, we also obtain
∣∣∣∣Q(u)Q(v)
∣∣∣∣ ≤
(
1 +
|u− v|
1 − |v|
)d
.
2.15. Proof of Theorem 1.6. For x, y ∈ B2 \ {0} , we have
jB2\{0}(x, y) = log
(
1 +
|x− y|
min{|x|, |y|, 1− |x|, 1− |y|}
)
and
jB2\{0}(f(x), f(y)) = log
(
1 +
|f(x)− f(y)|
T
)
,
where T = min{|f(x)|, |f(y)|, 1− |f(x)|, 1− |f(y)|}.
Case 1. T = 1− |f(x)|. Since
|f(x)− f(y)| = |x− y|
∣∣∣∣∣
p∑
l=1
al(
∑
ν+µ=l−1
xνyµ)
∣∣∣∣∣
≤ |x− y|
∞∑
l=1
|al|(
l−1∑
ν=0
|x|ν)
SHARP LIPSCHITZ CONSTANTS FOR THE DISTANCE RATIO METRIC 9
and
1− |f(x)| ≥
p∑
l=1
|al| −
p∑
l=1
|al||x|l
= (1− |x|)
p∑
l=1
|al|(
l−1∑
ν=0
|x|ν),
we obtain
jB2\{0}(f(x), f(y)) ≤ log
(
1 +
|x− y|
1− |x|
)
≤ jB2\{0}(x, y).
Case 2. T = 1− |f(y)|. This case can be treated in the same way as Case 1.
Case 3. T = |f(y)|. Now we assume that 0 ism-th order zero of f . Since f has no other
zeros in B2 by the assumption of this theorem, we get f(z) = zmQ(z), Q ∈ Q∗d, m+d = p,
here Q∗d is as in Lemma 2.13.
By Lemma 2.13 and Remark 2.14, it follows
|f(x)− f(y)|
|f(y)| =
∣∣∣∣x
mQ(x)
ymQ(y)
− 1
∣∣∣∣
=
∣∣∣∣
(
xm
ym
− 1
)
Q(x)
Q(y)
+
Q(x)
Q(y)
− 1
∣∣∣∣
≤
∣∣∣∣x
m
ym
− 1
∣∣∣∣
∣∣∣∣Q(x)Q(y)
∣∣∣∣+
∣∣∣∣Q(x)Q(y) − 1
∣∣∣∣
≤
(
1 +
∣∣∣∣x
m
ym
− 1
∣∣∣∣
)(
1 +
|x− y|
1− |y|
)d
− 1.
Therefore, by Lemma 2.12, we have
jB2\{0}(f(x), f(y)) = log
(
1 +
|f(x)− f(y)|
|f(y)|
)
≤ d log
(
1 +
|x− y|
1− |y|
)
+ log
(
1 +
∣∣∣∣x
m
ym
− 1
∣∣∣∣
)
≤ d log
(
1 +
|x− y|
1− |y|
)
+m log
(
1 +
|x− y|
|y|
)
≤ pjB2\{0}(x, y),
and the proof for case 3 is done.
Case 4. T = |f(x)|. This case can be treated in the same way as Case 3.
For the sharpness of the inequality, let f(z) = zp ( p ∈ N). For s, t ∈ (0, 1
2
) and s < t,
we have
jB2\{0}(f(t), f(s)) = log
(
1 +
tp − sp
sp
)
= p log
(
t
s
)
= pjB2\{0}(t, s).
Therefore the constant p is sharp. 
2.16. Proof of Theorem 1.7. Let r = max{|x|, |y|} and suppose that |f(x)| ≥ |f(y)|.
Then
jB2(x, y) = log
(
1 +
|x− y|
1− r
)
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and
jB2(f(x), f(y)) = log
(
1 +
|f(x)− f(y)|
1− |f(x)|
)
.
The next two inequalities follow by the proof of Theorem 1.6 Case 1 (replace p with ∞):
|f(x)− f(y)| ≤ |x− y|
∞∑
l=1
|al|(
l−1∑
ν=0
|x|ν)
and
1− |f(x)| ≥ (1− |x|)
∞∑
l=1
|al|(
l−1∑
ν=0
|x|ν).
Therefore,
jB2(f(x), f(y)) ≤ log
(
1 +
|x− y|
1− |x|
)
≤ jB2(x, y).
Obviously, the equality holds for the identity map and hence the sharpness is clear. 
Remark 2.17. 1. Let f : B2 → B2 be an analytic function. According to the Schwarz
lemma, for all x , y ∈ B2 we have
ρB2(f(x), f(y)) ≤ ρB2(x, y) ,
and further, by the inequality (1.1),
(2.18) jB2(f(x), f(y)) ≤ 2jB2(x, y) .
Note that Theorem 1.7 gives a sufficient condition for the mapping to be a contraction,
i.e., to have the Lipschitz constant at most 1 .
2. Following [Vu1, Example 3.10] consider the exponential function f : B2 → B2\{0} =
fB2 with f(z) = exp
(
z+1
z−1
)
. Let zl =
el−1
el+1
(l ∈ N). Then
jB2(zl, zl+1) = log
el+1 + 1
el + 1
→ 1 (l→∞)
and
jfB2(f(zl), f(zl+1)) = e
l(e− 1)→∞ (l →∞).
Therefore, in (2.18) jB2(f(x), f(y)) can not be replaced with jfB2(f(x), f(y)) if fB
2 ⊂ B2
has isolated boundary points.
Furthermore, we have |f(0)|+ |f ′(0)| = 3/e > 1 and for 0 < t < 1
lim
t→0
jB2(f(0), f(t))
jB2(0, t)
= lim
t→0
log
(
1 + e
−1−e(t+1)/(t−1)
1−e−1
)
log
(
1 + t
1−t
)
= lim
t→0
2
1− t
1
e−(t+1)/(t−1) − 1
=
2
e− 1 > 1.
Therefore, in Theorem 1.7 the hypothesis
∑∞
l=0 |al| ≤ 1 cannot be removed.
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Theorem 2.19. Let f(z) = a + r2 (z−a)
|z−a|2
be the inversion in Sn−1(a, r) with Im a = 0.
Then f(Hn) = Hn and for all x, y ∈ Hn,
jHn(f(x), f(y)) ≤ 2jHn(x, y).
The constant 2 is the best possible.
Proof. The inequality is clear by Theorem 1.3. Without loss of generality, we may assume
that a = 0 and r = 1.
Putting x = i, y = t+ i, t > 0, we have
lim
t→∞
jHn(f(i), f(t+ i))
jHn(i, t+ i)
= lim
t→∞
log(1 + t
√
1 + t2)
log(1 + t)
= lim
t→∞
log t2
log t
= 2.
Hence the constant 2 is the best possible.

3. Proof of Theorem 1.5
In order to prove Theorem 1.5, we first need some lemmas.
Lemma 3.1. [B, Theorem 3.5.1] Let f be a Mo¨bius transformation and f(Bn) = Bn.
Then
f(x) = (σx)A,
where σ is an inversion in some sphere orthogonal to Sn−1 and A is an orthogonal matrix.
Lemma 3.2. Let a, b ∈ Bn. Then
(1)
|a|2|b− a∗|2 − |b− a|2 = (1− |a|2)(1− |b|2);
(2)
||b| − |a||
1− |a||b| ≤
|b− a|
|a||b− a∗| ≤
|b|+ |a|
1 + |a||b| .
Proof. (1) By calculation, we have
|a|2|b− a∗|2 − |b− a|2
= |a|2
(
|b|2 + 1|a|2 −
2(b · a)
|a|2
)
− (|b|2 + |a|2 − 2(b · a))
= 1 + |a|2|b|2 − |a|2 − |b|2
= (1− |a|2)(1− |b|2).
(2) This can be directly obtained by [Vu2, Exercise 2.52]. 
Lemma 3.3. Let c, d ∈ (0, 1), θ ∈ (0, 1].
(1)f(θ) ≡ log(1+
2cdθ
1−cd)
log(1+ 2dθ1−d)
is increasing. In particular,
log
(
1 + 2cdθ
1−cd
)
log
(
1 + 2dθ
1−d
) ≤ log
(
1 + 2cd
1−cd
)
log
(
1 + 2d
1−d
) .
(2) g(θ) ≡ arth(cθ)
arthθ
is decreasing. In particular,
arth(cθ)
arthθ
≤ c.
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(3) (
1 +
2cdθ
1− cd
)(
1 +
c(1− d)
1 + cd
)
≤ 1 + c(1− d) + 2cdθ
1− cd .
Proof. (1) Let f1(θ) = log
(
1 + 2cdθ
1−cd
)
and f2(θ) = log
(
1 + 2dθ
1−d
)
. Then we have f1(0
+) =
f2(0
+) = 0 and
f ′1(θ)
f ′2(θ)
= 1− 1− c
1− cd+ 2cdθ ,
which is clearly increasing in θ. Therefore, the monotonicity of f immediately follows by
Lemma 2.3. The inequality follows by the monotonicity of f .
(2) Let g1(θ) = arth(cθ) and g2(θ) = arthθ. Then we have g1(0
+) = g2(0
+) = 0 and
g′1(θ)
g′2(θ)
=
1
c
(
1− 1− c
2
1− c2θ2
)
,
which is clearly decreasing in θ. Therefore, the monotonicity of g follows by Lemma 2.3.
The inequality immediately follows by the monotonicity of g and l’Hoˆpital’s Rule .
(3) This inequality can be easily proved by direct calculation. 
Now we are in a position to give a short proof of Theorem 1.5.
3.4. Proof of Theorem 1.5. The claim is trivial for a = 0, therefore, we only need
to consider a 6= 0. Since j-metric is invariant under orthogonal transformations and by
Lemma 3.1, for x, y, a ∈ Bn, we have
jBn(f(x), f(y)) = jBn(σa(x), σa(y)),
where σa(x) is an inversion in the sphere S
n−1(a∗,
√|a|−2 − 1) orthogonal to Sn−1. Thus,
it suffices to estimate the expression
J(x, y; a) ≡ jBn(σa(x), σa(y))
jBn(x, y)
=
log
(
1 + |σa(x)−σa(y)|
min{1−|σa(x)|,1−|σa(y)|}
)
log
(
1 + |x−y|
min{1−|x|,1−|y|}
) .
Let r = max{|x|, |y|} and suppose |σa(x)| ≥ |σa(y)|. Then by (2.2), we have
min{1− |σa(x)|, 1− |σa(y)|} = 1− |σa(x)| = |a||x− a
∗| − |x− a|
|a||x− a∗| .
We first prove the right-hand side of the inequality. By Lemma 3.2, we get
jBn(σa(x), σa(y)) = log
(
1 +
(1− |a|2)|x− y|
|a||y − a∗|(|a||x− a∗| − |x− a|)
)
= log
(
1 +
|x− y|(|a||x− a∗|+ |x− a|)
|a||y − a∗|(1− |x|2)
)
= log
(
1 +
|x− y||x− a∗|
(1− |x|2)|y − a∗|
(
1 +
|x− a|
|a||x− a∗|
))
≤ log
(
1 +
|x− y|
1− r2
(
1 +
|x− y|
|y − a∗|
)(
1 +
|x|+ |a|
1 + |a||x|
))
≤ log
(
1 +
|x− y|
1− r
(
1 +
|a||x− y|
1− |a|r
)(
1 +
|a|(1− r)
1 + |a|r
))
.
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Then
J(x, y; a) ≤
log
(
1 + |x−y|
1−r
(
1 + |a||x−y|
1−|a|r
)(
1 + |a|(1−r)
1+|a|r
))
log
(
1 + |x−y|
1−r
)
=
log
(
1 + 2rθ
1−r
(
1 + 2|a|rθ
1−|a|r
)(
1 + |a|(1−r)
1+|a|r
))
log
(
1 + 2rθ
1−r
) ,
where θ = |x−y|
2r
.
By Lemma 3.3, it follows
J(x, y; a) ≤
log
(
1 + 2rθ
1−r
(
1 + |a|(1−r)
1−|a|r
+ 2|a|rθ
1−|a|r
))
log
(
1 + 2rθ
1−r
)
= 1 +
log
(
1 + 2|a|rθ
1−|a|r
)
log
(
1 + 2rθ
1−r
)
≤ 1 +
log
(
1 + 2|a|r
1−|a|r
)
log
(
1 + 2r
1−r
)
= 1 +
arth(|a|r)
arthr
≤ 1 + |a|.
Therefore, we get
jBn(f(x), f(y)) ≤ (1 + |a|)jBn(x, y).
The sharpness of the upper bound 1 + |a| was proved in [KVZ, Remark 3.4] by taking
x = ta/|a| = −y, t ∈ (0, 1), and letting t→ 0+.
For the left-hand side of the inequality, we note that f−1(x) = A−1σ−1a (x) = A
−1σa(x),
here σa(x) and A are as above. Note that because A is an orthogonal matrix, so is A
−1.
Then by the above proof, for x, y ∈ Bn, we get
jBn(f
−1(x), f−1(y))
jBn(x, y)
=
jBn(σa(x), σa(y))
jBn(x, y)
≤ 1 + |a|.
Therefore, we have
jBn(f(x), f(y)) ≥ 1
1 + |a|jBn(x, y).(3.5)
This completes the proof. 
Conjecture 3.6. Let a ∈ Bn and f : Bn → Bn = fBn be a Mo¨bius transformation with
f(0) = a. Then for x, y ∈ Bn \ {0}
jBn\{a}(f(x), f(y)) ≤ C(a)jBn\{0}(x, y),
where the constant C(a) = 1 + (log 2+|a|
2−|a|
)/ log 3 is the best possible.
Acknowledgments. The research of Matti Vuorinen was supported by the Academy of
Finland, Project 2600066611. The research of Gendi Wang was supported by CIMO of
Finland, Grant TM-10-7364.
14 SLAVKO SIMIC´, MATTI VUORINEN, AND GENDI WANG
References
[AVV] G. D. Anderson, M. K. Vamanamurthy, and M. Vuorinen, Conformal Invariants, In-
equalities and Quasiconformal Maps, Canadian Mathematical Society Series of Monographs
and Advanced Texts, a Wiley-Interscience Publication, John Wiley & Sons, Inc., New York,
1997.
[AVZ] G. D. Anderson, M. Vuorinen, and X.-H. Zhang, Topics in special functions III, An-
alytic Number Theory, Approximation Theory and Special Functions, ed. by K. Alladi, G.
Milovanovic, and M. Th. Rassias, Springer-Verlag, arXiv math 1209.1696 [math.CA].
[B] A. F. Beardon, The Geometry of Discrete Groups, Graduate Texts in Math. vol. 91, Springer-
Verlag, New York, 1983.
[GO] F. W. Gehring and B. G. Osgood, Uniform domains and the quasihyperbolic metric, J.
Analyse Math. 36 (1979), 50–74.
[GP] F. W. Gehring and B.P. Palka, Quasiconformally homogeneous domains, J. Analyse Math.
30 (1976), 172–199.
[HIMPS] P. Ha¨sto¨, Z. Ibragimov, D. Minda, S. Ponnusamy, and S. Sahoo, Isometries of some
hyperbolic-type path metrics, and the hyperbolic medial axis, In the tradition of Ahlfors-Bers.
IV, 63–74, Contemp. Math. 432, Amer. Math. Soc., Providence, RI, 2007.
[K1] R. Kle´n, Local convexity properties of quasihyperbolic balls in punctured space, J. Math. Anal.
Appl. 342 (2008), 192–201.
[K2] R. Kle´n, Local convexity properties of j-metric balls, Ann. Acad. Sci. Fenn. Math. 33 (2008),
281–293.
[KVZ] R. Kle´n, M. Vuorinen, and X.-H. Zhang, Quasihyperbolic metric and Mo¨bius transfor-
mations, Proc. Amer. Math. Soc. (to appear), arXiv: 1108.2967v2 [math.CV].
[MV] O. Martio and J. Va¨isa¨la¨, Quasihyperbolic geodesics in convex domains II, Pure Appl.
Math. Q. 7 (2011), 395–409.
[RT] A. Rasila and J. Talponen, Convexity properties of quasihyperbolic balls on Banach spaces,
Ann. Acad. Sci. Fenn. Math. 37 (2012), 215–228.
[V1] J. Va¨isa¨la¨, The free quasiworld. Freely quasiconformal and related maps in Banach spaces,
Quasiconformal geometry and dynamics (Lublin, 1996), 55–18, Banach Center Publ., 48, Polish
Acad. Sci., Warsaw, 1999.
[V2] J. Va¨isa¨la¨, Quasihyperbolic geometry of planar domains, Ann. Acad. Sci. Fenn. Math. 34
(2009), 447–473.
[Vu1] M. Vuorinen, Conformal invariants and quasiregular mappings, J. Analyse Math. 45 (1985),
69–115.
[Vu2] M. Vuorinen, Conformal Geometry and Quasiregular Mappings, Lecture Notes in Mathemat-
ics, 1319, Springer-Verlag, Berlin, 1988.
Mathematical Institute SANU, Kneza Mihaila 36, 11000 Belgrade, Serbia
E-mail address : ssimic@turing.mi.sanu.ac.rs
Department of Mathematics and Statistics, University of Turku, Turku 20014, Finland
E-mail address : vuorinen@utu.fi
Department of Mathematics and Statistics, University of Turku, Turku 20014, Finland
E-mail address : genwan@utu.fi
