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ON LOCAL GRADIENT ESTIMATES FOR ANISOTROPIC ELLIPTIC
AND PARABOLIC EQUATIONS
It is considered wide class of anisotropic elliptic and parabolic equations. Sharp local pointwise estimates
for gradient of solutions of such equations are established.
Keywords: anisotropic elliptic and parabolic equations, poinwise estimates for gradient of solutions.
1. Introduction. We shall consider the gradient bounds of weak solutions for
quasilinear anisotropic equations of the form
n∑
i=1
d
dxi
ai
(
x, u,
∂u
∂x
)
= a0
(
x, u,
∂u
∂x
)
, x ∈ Ω (1)
or
∂u
∂t
−
n∑
i=1
d
dxi
ai
(
x, t, u,
∂u
∂x
)
= a0
(
x, t, u,
∂u
∂x
)
, (x, t) ∈ ΩT . (2)
Here Ω is a bounded domain in Rn, ΩT = Ω × (0, T ), 0 < T < ∞, ai(·, u, ξ),
i = 0, 1, . . . , n satisfy the Caratheodory conditions and there exist constants K1,K2
such that the inequalities
n∑
i=1
ai(·, u, ξ)ξi ≥ K1
( n∑
i=1
|ξi|pi − 1
)
, |ai(·, u, ξ)| ≤ K2
( n∑
j=1
|ξj |pj
)1− 1
pi
+K2,
|a0(·, u, ξ)| ≤ K2
( n∑
i=1
|ξi|pi(1−
1
p
) + 1
)
, i = 1, n,
(3)
and
n∑
i,j=1
∂ai(·, u, ξ)
∂ξj
ηiηj ≥ K1
n∑
i=1
|ξi|pi−2η2i ,
n∑
i,j=1
∂ai(·, u, ξ)
∂ξj
λiηj ≤ K2
( n∑
i=1
|ξi|pi−2λ2i
) 1
2
( n∑
i=1
|ξi|pi−2η2i
) 1
2
,
|ξs|
∣∣∣∂ai(·, u, ξ)
∂u
∣∣∣+ ∣∣∣∂ai(·, u, ξ)
∂xs
∣∣∣ ≤ K2|ξs| |ξi|pi−2, i, s = 1, n,∣∣∣∂a0(·, u, ξ)
∂ξj
∣∣∣ ≤ K2|ξj |pj−2, j = 1, n,
|ξs|
∣∣∣∂a0(·, u, ξ)
∂u
∣∣∣+ ∣∣∣∂a0(·, u, ξ)
∂xs
∣∣∣ ≤ K2|ξs| n∑
i=1
|ξi|pi−2, s = 1, n

(4)
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are valid for any ξ, λ, η ∈ Rn.
2 < p1 ≤ p2 ≤ · · · ≤ pn <∞, 1
p
=
1
n
n∑
i=1
1
pi
, p < n. (5)
As a simplest model example of equations (1), (2) we can keep in the mind
n∑
i=1
∂
∂xi
(∣∣∣ ∂u
∂xi
∣∣∣pi−2 ∂u
∂xi
)
= 0, x ∈ Ω, (6)
or
∂u
∂t
−
n∑
i=1
∂
∂xi
(∣∣∣ ∂u
∂xi
∣∣∣pi−2 ∂u
∂xi
)
= 0, (x, t) ∈ ΩT . (7)
It is well known that any weak solution of equations (1), (2) in isotropic case (i.e.
p1 = · · · = pn = p) belongs to the space C1,α locally. Review of these results can be found
in the monograph of E. Di Benedetto ([7]). Recently, many authors (see, for example
[1, 3, 2, 4, 5, 9, 10, 11, 13, 14, 19, 21, 18, 20, 22, 23, 24, 12, 28]) studied regularity of
weak solutions of equations with nonstandard growth conditions. The local boundedness
to weak solutions of equation (1) under conditions (3) and additional restrictions
1 < p1 ≤ p2 ≤ · · · ≤ pn ≤ np
n− p (8)
was obtained in [10].
This assumption is significant; there are several examples (see [22, 12]) of such
equation with unbounded solutions if pn > npn−p .
The boundedness of weak solutions of equation (2) was derived in [28] for the case
1 < p1 ≤ p2 ≤ · · · ≤ pn ≤ p
(
1 +
2
n
)
, p >
2n
n+ 1
. (9)
For equation (1) and the corresponding minimization problem there are known many
results on L∞-estimates for gradient of solution in the ball B(r) = {x : |x − x(0)| ≤ r}
only (see [1, 2, 3, 18, 20, 21]). Review of this results can be found in [21].
The main distinctive feature of the present paper is an integral estimate of the
directional derivatives of the gradient of the solution. We provide these estimates for
directional derivatives in any directions in comparison with earlier works where the
integral estimates of the total second order derivatives were usually proved.
The paper is organized as follows.
Main definitions and results are formulated in Section 2, proofs of this results are
given in Sections 3 and 4.
2. Formulation of assumptions and main results. We recall the embedding
theorem (see, for example, [13]).
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Lemma 1. Let Ω ⊂ Rn, n ≥ 2 be a bounded domain, u(x) ∈
◦
W 1p¯(Ω) =
◦
W 1p1,...,pn(Ω).
If 1 < p < n, then u(x) ∈ Lq(Ω), q = npn−p and the following estimate holds
‖u‖Lq(Ω) ≤ c
n∏
i=1
( ∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi dx) 1npi , (10)
where the constant c depends only on n, p1, . . . , pn.
Definition 1. We shall say that function u(x) is generalized solution of equation (1)
in Ω if u(x) ∈W 1p¯,loc(Ω) =W 1p1,...,pn,loc(Ω) and the following integral identity holds
n∑
i=1
∫
Ω
ai
(
x, u,
∂u
∂x
) ∂ϕ
∂xi
dx+
∫
Ω
a0
(
x, u,
∂u
∂x
)
ϕdx = 0 (11)
for an arbitrary function ϕ(x) ∈
◦
W 1p¯,loc(Ω).
Definition 2. We shall say that function u(x, t) is generalized solution of equation
(2) in ΩT if u(x, t) ∈ V2,p¯,loc(ΩT ) ≡ Cloc
(
0, T ;L2,loc(Ω)
) ∩ Lp¯(0, T ;W 1p¯,loc(Ω)) and the
following integral identity holds
∫
Ω
u(x, t)ϕ(x, t) dx
∣∣∣∣t2
t1
+
t2∫
t1
∫
Ω
{
− uϕt +
n∑
i=1
ai
(
x, t, u,
∂u
∂x
) ∂ϕ
∂xi
− a0
(
x, t, u,
∂u
∂x
)
ϕ
}
dx dt = 0 (12)
for all intervals [t1, t2] ⊂ [0, T ) and an arbitrary function ϕ(x, t) ∈ W 12,loc
(
0, T ;L2(Ω)
) ∩
Lp¯,loc
(
0, T ;
◦
W 1p¯,loc(Ω)
)
.
Theorem 1. Let u(x) be an arbitrary solution of equation (1) in Ω. Assume
that structural conditions (3), (4) are satisfied. Suppose also that parameters pi satisfy
conditions
2 < p1 ≤ p2 ≤ · · · ≤ pn < np1
n− p1 , (13)
then u(x) ∈W 1∞,loc(Ω). Moreover, for any set B(r, θ) = {xi : |xi−x(0)i | ≤ θ
α
β−pi
pi r
p
pi , i =
1, n} ⊂ Ω, there exists positive constant C depending only on n, p1, . . . , pn,K1,K2 such
that for any 1 ≤ s ≤ n and any α, β, θ > 0 the inequality holds
ess sup
B( r
2
,θ)
[∣∣∣ ∂u
∂xs
∣∣∣psθαβrp]1−n( 1p1− 1pn ) ≤ C(1 + θ−nαβ−pp +αβr−n+p n∑
i=1
∫
B(r,θ)
∣∣∣ ∂u
∂xi
∣∣∣pi dx).
(14)
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Theorem 2. Let u(x, t) be an arbitrary solution of equation (2) in ΩT . Assume
that structural conditions (3), (4) are satisfied. Suppose also that parameters pi satisfy
conditions
2 < p1 ≤ p2 ≤ · · · ≤ pn < n+ 4
n+ 2
p1, (15)
then
∂u
∂x
∈ L∞,loc(ΩT ). Moreover, for any Q(r, θ, σ) = B(r, θ)×(t0−σ, t0+σ), there exists
positive constant C depending only on n, p1, . . . , pn,K1,K2 such that for any 1 ≤ s ≤ n
and any α, β, θ > 0 the inequality holds
ess sup
Q( r
2
,θ,σ
2
)
[∣∣∣ ∂u
∂xs
∣∣∣psθαβrp]n+4pn −n+2p1
≤ C(σ−1 + θ−α(β−2)r−p)n+22 θαβ p−2p n2 r(p−2)n2
∫∫
Q(r,θ,σ)
(
1+θαβrp
n∑
k=1
∣∣∣ ∂u
∂xk
∣∣∣pk)dx dt. (16)
Precision of the estimates (13), (15) follows, for example, from sharp estimates for
fundamental solutions to anisotropic elliptic and parabolic equations (see [26, 27]).
3. Proof of Theorem 1. Further we will denote by c, ci different positive constants
depending on n, p1, . . . , pn, K1,K2 only.
Taking the xs-derivative of equation (1) and integrating over Ω we obtain
n∑
i=1
∫
Ω
dai(x, u, ∂u∂x)
dxs
∂ϕ
∂xi
dx+
∫
Ω
da0(x, u, ∂u∂x)
dxs
ϕdx = 0 for every s, 1 ≤ s ≤ n (17)
Here ϕ(x) is an arbitrary sufficiently smooth function vanishing on ∂Ω,
dA
(
x, u, ∂u∂x
)
dxs
=
n∑
j=1
∂A
∂uxj
∂2u
∂xj∂xs
+
∂A
∂u
∂u
∂xs
+
∂A
∂xs
.
Without loss of generality it can be assumed that x0 = 0 and r satisfies the condition
θ
α
β−pi
pi r
p
pi ≤ min{1, dist(0, ∂Ω)}, i = 1, n, θαβrp ≤ 1 (18)
thus B(r, θ) ⊂ Ω.
Let us introduce the nonnegative cut-off function ξ(x) for the set B(r, θ),
ξ(x) ≡ 1 in B
(r
2
, θ
)
, 0 ≤ ξ(x) ≤ 1,
∣∣∣∂ξ(x)
∂xi
∣∣∣ ≤ cθ−αβ−pipi r− ppi i = 1, . . . , n.
Denote also
b = θαβrp, w(x) = 1 +
n∑
k=1
∣∣∣ ∂u
∂xk
∣∣∣ pk2 b 12 . (19)
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Lemma 2. Let all conditions of Theorem 1 are satisfied. Then there exists a positive
constant C1 depending only on n, p1, . . . , pn,K1,K2, such that for any 1 ≤ s ≤ n, m ≥
0, l ≥ n the following inequality holds
n∑
i=1
∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi−2( ∂2u
∂xi∂xs
)2
wm(x)ξl(x) dx
≤ C1(l +m)2b−1θ−2α
β−ps
ps r
−2 p
ps
∫
Ω
w
m+2− 4
pn
+ 4
p1 (x)ξl−2(x) dx. (20)
Proof. We can assume without loss of generality that
n∑
i,s=1
∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi−2( ∂2u
∂xi∂xs
)2
wm(x)ξl(x) dx <∞,
∫
Ω
w
m+2− 4
pn
+ 4
p1 (x)ξl−2(x) dx <∞.
Later we shall prove that there exist positive numbers m0, l0, such that the integrals in
(20) are finite for all m ≥ m0, l ≥ l0.
Let us substitute in integral identity (17) the test function
ϕ(x) =
∂u
∂xs
wmε (x)ξ
l(x), m ≥ 0, l ≥ n, ε > 0, wε(x) = 1+
∑n
k=1(| ∂u∂xk |2+ ε2)
pk
4 b
1
2 . Then
for every s, 1 ≤ s ≤ n, we get
n∑
i,j=1
∫
Ω
∂ai
∂uxj
∂2u
∂xi∂xs
∂2u
∂xj∂xs
wmε (x)ξ
l(x) dx
= −
n∑
i,j=1
∫
Ω
∂ai
∂uxj
∂2u
∂xj∂xs
{
l
∂u
∂xs
wmε (x)
∂ξ(x)
∂xi
ξl−1(x)
+mb
1
2
∂u
∂xs
wm−1ε (x)
n∑
k=1
pk
2
∂u
∂xk
(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 −1 ∂2u
∂xk∂xi
ξl(x)
}
dx
−
n∑
i=1
∫
Ω
(∂ai
∂u
∂u
∂xs
+
∂ai
∂xs
){ ∂2u
∂xi∂xs
wmε (x)ξ
l(x)
+mb
1
2
∂u
∂xs
wm−1ε (x)
n∑
k=1
pk
2
∂u
∂xk
(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 −1 ∂2u
∂xk∂xi
ξl(x)
+ l
∂u
∂xs
wmε (x)
∂ξ(x)
∂xi
ξl−1(x)
}
dx−
∫
Ω
da0
dxs
∂u
∂xs
wmε (x)ξ
l(x) dx. (21)
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Estimating integrals in the right-hand side of (21) due to conditions (4) and applying
Young’s inequality, we get
n∑
i=1
∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi−2( ∂2u
∂xi∂xs
)2
wmε (x)ξ
l(x) dx
≤ c1b(l +m)2
n∑
i,k=1
∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xs
∣∣∣2(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk2 −1( ∂2u
∂xi∂xk
)2
wm−2ε (x)ξ
l(x) dx
+ c1(l +m)2
n∑
i=1
∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xs
∣∣∣2∣∣∣∂ξ(x)
∂xi
∣∣∣2wmε (x)ξl−2(x) dx
+ c1(l +m)2
n∑
i=1
∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xs
∣∣∣2wmε (x)ξl(x) dx = 3∑
t=1
It. (22)
After simple computations we have
I1 ≤ c2b−
2
ps
+ 1
2 (l +m)2
n∑
i,k=1
∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi−2(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 −1( ∂2u
∂xi∂xk
)2
w
m−1+ 4
p1
ε ξ
2(x) dx.
(23)
Taking into account the definition of number b , we obtain
I2 ≤ c3b−1−
2
ps (l +m)2
n∑
i=1
b
2
pi
∫
Ω
w
m+2− 4
pn
+ 4
p1
ε
∣∣∣∂ξ(x)
∂xi
∣∣∣2ξl−2(x) dx
≤ c4b−1θ−2α
β−ps
ps r
−2 p
ps (l +m)2
∫
Ω
w
m+2− 4
pn
+ 4
p1
ε (x)ξl−2(x) dx. (24)
In the same way, using also condition (18), we deduce
I3 ≤ c5b−1θ−2α
β−ps
ps r
−2 p
ps (l +m)2
∫
Ω
w
m+2− 4
pn
+ 4
p1
ε (x)ξl−2(x) dx. (25)
To estimate the right-hand side of (23) let us substitute into integral identity (17) the
test function
ϕ(x) =
pk
2
∂u
∂xk
(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 −1wm−1+ 4p1 ξl(x),
summing over all k = 1, . . . , n, we have
I4 + I5 =
n∑
i,j,k=1
pk
2
∫
Ω
∂ai
∂uxj
∂2u
∂xi∂xk
∂2u
∂xj∂xk
{(pk
2
− 1
)∣∣∣ ∂u
∂xk
∣∣∣2 + ε2}
×
(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 −2wm−1+ 4p1ε (x)ξl(x) dx
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+ b
1
2
(
m− 1 + 4
p1
) n∑
i,j,k,t=1
pk
2
pt
2
∫
Ω
∂ai
∂uxj
∂2u
∂xi∂xt
∂2u
∂xj∂xk
∂u
∂xk
∂u
∂xt
×
(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 −1(∣∣∣ ∂u
∂xt
∣∣∣2 + ε2) pt4 −1wm−2+ 4p1ε (x)ξl(x) dx
= −l
n∑
i,j,k=1
pk
2
∫
Ω
∂ai
∂uxj
∂2u
∂xj∂xk
∂u
∂xk
(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 −1wm−1+ 4p1ε (x)∂ξ(x)
∂xi
ξl(x) dx
−
n∑
i,k=1
pk
2
∫
Ω
(∂ai
∂u
∂u
∂xk
+
∂ai
∂xk
) ∂
∂xi
{
∂u
∂xk
(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 −1wm−1+ 4p1ε (x)ξl(x)}dx
−
n∑
k=1
pk
2
∫
Ω
da0
dxk
∂u
∂xk
(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 −1wm−1+ 4p1ε ξl(x) dx = 8∑
h=6
Ih. (26)
Conditions (4) imply
I9 = c6min
(p1
2
− 1, 1
) n∑
i,k=1
∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi−2(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 −1
×
( ∂2u
∂xi∂xk
)2
w
m−1+ 4
p1
ε (x)ξl(x) dx ≤ I4 + I5. (27)
Using conditions (4) and Young’s inequality, we get
|I6| ≤ 18I9
+ c7(l +m)2
n∑
i,k=1
∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi−2(∣∣∣ ∂u
∂xk
∣∣∣2 + ε2) pk4 wm−1+ 4p1ε (x)∣∣∣∂ξ(x)
∂xi
∣∣∣2ξl−2(x) dx
≤ 1
8
I9 + c8(l +m)2b−
3
2
n∑
i=1
b
2
pi
∫
Ω
w
m+2− 4
pn
+ 4
p1
ε (x)
∣∣∣∂ξ(x)
∂xi
∣∣∣2ξl−2(x) dx. (28)
By the same argument
|I7|+|I8| ≤ 18I9+c9(l+m)
2b−
3
2
n∑
i=1
b
2
pi θ
−2αβ−pi
pi r
−2 p
pi
∫
Ω
w
m+2− 4
pn
+ 4
p1 (x)ξl−2(x) dx. (29)
Now from (22) due to estimates (23)–(29), conditions (18), the choice of b and letting
ε→ 0 we get inequality (20). This completes the proof of Lemma 2. ¤
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The application of embedding Lemma 2.1 with p1 = · · · = pn = 2 yields( ∫
Ω
wm(x)ξl(x) dx
)n−2
n
≤ c10
n∏
s=1
( ∫
Ω
wm
n−2
n
−2(x)
∣∣∣ ∂w
∂xs
∣∣∣2ξln−2n (x) dx+ ∫
Ω
wm
n−2
n (x)
∣∣∣∂ξ(x)
∂xs
∣∣∣2ξln−2n −2(x) dx) 1n
≤ c11(m+ l)2
n∏
s=1
(
b
n∑
i=1
∫
Ω
∣∣∣ ∂u
∂xi
∣∣∣pi−2( ∂2u
∂xi∂xs
)2
wm
n−2
n
−2(x)ξl
n−2
n (x) dx
+
∫
Ω
wm
n−2
n (x)
∣∣∣∂ξ(x)
∂xs
∣∣∣2ξln−2n −2(x) dx) 1n . (30)
Combining (20) and (30), we obtain( ∫
Ω
wm(x)ξl(x) dx
)n−2
n
≤ c12(m+ l)c
( n∏
s=1
θ
−2αβ−ps
ps r
−2 p
ps
) 1
n
∫
Ω
w
mn−2
n
+ 4
p1
− 4
pn (x)ξl
n−2
n
−2(x) dx.
This inequality implies
∫
Ω
wm(x)ξl(x) dx ≤ c13(m+ l)c
(
θ
−2αβ−p
p r−2
∫
Ω
w
mn−2
n
+ 4
p1
− 4
pn (x)ξl
n−2
n
−2(x) dx
) n
n−2
.
(31)
Taking into account (31), we derive form (31) necessary estimate (20). This conclude
the proof of Lemma 2.
Now Moser’s iterative arguments give us the boundedness of |∂u∂x | and estimate (14).
This proves Theorem 1.
4. Proof of Theorem 2. Without loss of generality it can be assumed that
∂u
∂t
∈
L2,loc(ΩT ), otherwise we will consider the Steklov average (see, for example, [7]).
Taking the xs-derivative of equation (2) and integrating over ΩT we deduce∫∫
ΩT
∂2u
∂t∂xs
ϕdx dt+
n∑
i=1
∫∫
ΩT
dai(x, t, u, ∂u∂x)
dxs
∂ϕ
∂xi
dx dt =
∫∫
ΩT
da0(x, t, u, ∂u∂x)
dxs
ϕdx dt, (32)
for every s, 1 ≤ s ≤ n. Here ϕ(x, t) is an arbitrary sufficiently smooth function vanishing
on ∂Ω× (0, T ).
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Assume that θ, r satisfy condition (18) and
0 < σ < min(t0, T − t0). (33)
Therefore, Q(r, θ) ⊂ Ω.
Let us introduce the nonnegative cut-off function ψ(t) for interval (t0 − σ, t0 + σ),
0 ≤ ψ(t) ≤ 1, ψ(t) ≡ 1 in (t0 − σ2 , t0 + σ2 ) and
∣∣∣dψ(t)
dt
∣∣∣ ≤ cσ−1.
Let us denote also
b = θαβrp, w(x, t) = 1 +
n∑
k=1
∣∣∣ ∂u
∂xk
∣∣∣ pk2 b 12 . (34)
Lemma 3. Let all the conditions of Theorem 2 are satisfied. Then there exists a
positive constant C2, depending only on n, p1, . . . , pn,K1,K2, such that the following
inequality
ess sup
t
∫
Ω
w
m+ 4
pn (x, t)ξl(x)ψl(t) dx
+ b
2
ps
n∑
i=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2( ∂2u
∂xi∂xs
)2
wm(x, t)ξl(x)ψl(t) dx dt
≤ C2(l +m)2[σ−1 + θ−α(β−2)r−p]
∫∫
ΩT
w
m+2− 4
pn
+ 4
p1 (x, t)ξl−2(x)ψl−2(t) dx dt. (35)
is valid for any 1 ≤ s ≤ n,m ≥ 0, l ≥ n.
Proof. We can assume without loss of generality that
ess sup
t
∫
Ω
w
m+ 4
pn (x, t)ξl(x)ψl(t) dx
+
n∑
i,s=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2( ∂2u
∂xi∂xs
)2
wm(x, t)ξl(x)ψl(t) dx dt <∞,
∫∫
ΩT
w
m+2+ 4
p1
− 4
pn (x, t)ξl−2(x)ψl−2(t) dx dt <∞.
Later we shall prove that there exist positive numbers m0, l0, such that the integrals in
(35) are finite for all m ≥ m0, l ≥ l0.
It can be assumed also that p1 ≥ 4, in the general case we consider wε(x, t) =
1+(
∑n
k−1 | ∂u∂xk |2+ ε2)
pk
4 b
1
2 , ε > 0 instead of w(x, t). The proof is analogous and we omit
the details. Let us substitute in integral identity (32) the test function
ϕ(x, t) =
∂u
∂xs
wm(x, t)ξl(x)ψl(t), m ≥ 0, l ≥ n,
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were function ξ(x) was defined in Section 3.
Evaluating the first integral of (32) in the right-hand side and due to definition of
the test function we have for any τ ∈ (t0 − σ, t0 + σ)
∫∫
ΩT
∂2u
∂t∂xs
ϕ(x, t) dx dt =
1
2
b
− 2
ps
∫
Ω
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm(x, τ)ξl(x)ψl(τ) dx
− l
2
b
− 2
ps
∫∫
ΩT
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm(x, t)ξl(x)dψ(t)
dt
ψl−1(t) dx dt (36)
−m
4
b
− 2
ps
+ 1
2
n∑
k=1
∫∫
ΩT
pk
∂2u
∂t∂xk
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2(1+∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−1(x, t)ξl(x)ψl(t) dx dt.
Let us substitute into integral identity (32) the test function
ϕ =
m
4
b
− 2
ps
+ 1
2 pk
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2(1 + ∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−1(x, t)ξl(x)ψl(t),
and sum over k = 1, 2, . . . , n we obtain
− m
4
b
− 2
ps
+ 1
2
n∑
k=1
∫∫
ΩT
pk
∂2u
∂t∂xk
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2(1+∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−1(x, t)ξl(x)ψl(t) dx dt
=
m
4
b
− 2
ps
+ 1
2
n∑
i,k=1
pk
(pk
2
− 1
)∫∫
ΩT
dai
dxk
∂2u
∂xi∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2
×
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−1(x, t)ξl(x)ψl(t) dx dt
+
m
2
b
1
2
n∑
i,k=1
pk
∫∫
ΩT
dai
dxk
∂2u
∂xi∂xs
∂u
∂xs
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2wm−1(x, t)ξl(x)ψl(t) dx dt
+
m(m− 1)
8
b
− 2
ps
+1
n∑
i,k,q=1
pkpq
∫∫
ΩT
dai
dxk
∂2u
∂xi∂xq
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2 ∂u
∂xq
∣∣∣ ∂u
∂xq
∣∣∣ pq2 −2
×
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−2(x, t)ξl(x)ψl(t) ds dt
+
ml
4
b
− 2
ps
+ 1
2
n∑
i,k=1
pk
∫∫
ΩT
dai
dxk
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2
×
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−1(x, t)∂ξ(x)
∂xi
ξl−1(x)ψl(x) dx dt
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− m
4
b
− 2
ps
+ 1
2
n∑
k=1
pk
∫∫
ΩT
da0
dxk
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2(1 + ∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−1(x, t)ξl(x)ψl(t) dx dt
=
5∑
N=1
JN . (37)
Combining (36) and (37) from (32) we get
1
2
b
− 2
ps
∫
Ω
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm(x, τ)ξl(x)ψl(τ) dx
+
n∑
i,j=1
∫∫
ΩT
∂ai
∂uxj
∂2u
∂xi∂xs
∂2u
∂xj∂xs
wm(x, t)ξl(x)ψl(t) dx dt
= −
n∑
i,j=1
∫∫
ΩT
∂ai
∂uxj
∂2u
∂xj∂xs
{
l
∂u
∂xs
wm(x, t)
∂ξ(x)
∂xi
ξl−1(x)ψl(t)
+mb
1
2
∂u
∂xs
wm−1(x, t)
n∑
k=1
pk
2
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2 ∂2u
∂xk∂xi
ξl(x)ψl(t)
}
dx dt
−
n∑
i=1
∫∫
ΩT
(∂ai
∂u
∂u
∂xs
+
∂ai
∂xs
){ ∂2u
∂xi∂xs
wm(x, t)ξl(x)ψl(t)
+ l
∂u
∂xs
wm(x, t)
∂ξ(x)
∂xi
ξl−1(x)ψl(t)
+mb
1
2
∂u
∂xs
wm−1(x, t)
n∑
k=1
pk
2
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2 ∂2u
∂xk∂xi
ξl(x)ψl(t)
}
dx dt
+
∫∫
ΩT
da0
dxs
∂u
∂xs
wm(x, t)ξl(x)ψl(t) dx dt
+
l
2
b
− 2
ps
∫∫
ΩT
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm(x, t)ξl(x)dψ(t)
dt
ψl−1(t) dx dt−
5∑
N=1
JN . (38)
First we observe that
J0 = c15b
− 2
ps
∫
Ω
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm(x, τ)ξl(x)ψl(τ) dx
+ c15
n∑
i=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2( ∂2u
∂xi∂xs
)2
wm(x, t)ξl(x)ψl(t) dx dt
≤ 1
2
b
− 2
ps
∫
Ω
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm(x, τ)ξl(x)ψl(τ) dx
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+
n∑
i,j=1
∫∫
ΩT
∂ai
∂uxj
∂2u
∂xi∂xs
∂2u
∂xj∂xs
wm(x, t)ξl(x)ψl(t) dx dt. (39)
Conditions (4) and Young’s inequality imply
J1 ≥ c16b−
2
ps
+ 1
2m
n∑
i,k=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2( ∂2u
∂xi∂xk
)2∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2
×
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−1(x, t)ξl(x)ψl(t) dx dt
− c16b−
2
ps
+ 1
2m
n∑
i,k=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xk
∣∣∣ pk2 (1 + ∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−1(x, t)ξl(x)ψl(t) dx dt
= c16J6 − c16b−
2
ps
+ 1
2m
n∑
i,k=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xk
∣∣∣ pk2
×
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−1(x, t)ξl(x)ψl(t) dx dt. (40)
By the same argument we get
|J2| ≤ 18J0
+ c17m2b
n∑
i,k=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xs
∣∣∣2∣∣∣ ∂u
∂xk
∣∣∣pk−2( ∂2u
∂xi∂xk
)2
wm−2(x, t)ξl(x)ψl(t) dx dt
+ c17m2b
n∑
i,k=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xs
∣∣∣2∣∣∣ ∂u
∂xk
∣∣∣pkwm−2(x, t)ξl(x)ψl(t) dx dt. (41)
Using again conditions (4) and Young’s inequality yields
J3 ≥ −18c16J6 − c18b
− 2
ps
+ 3
2m2
n∑
i,k,q=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xk
∣∣∣pk ∣∣∣ ∂u
∂xq
∣∣∣ pq2
×
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−3(x, t)ξl(x)ψl(t) dx dt. (42)
As before
|J4|+ |J5| ≤ 18c16J6 + c19b
− 2
ps
+ 1
2 (m+ l)2
n∑
i,k=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xk
∣∣∣ pk2
×
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm−1(x, t)(1 + ∣∣∣∂ξ(x)
∂xi
∣∣∣2)ξl−2(x)ψl(t) dx dt. (43)
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Now, from (38) due to conditions (4), inequalities (23)–(26) from Section 3, (39)–(43),
taking into account the choice of number b, we obtain
J0 ≤ c20(l +m)2b−
2
ps
+ 1
2
n∑
i,k=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2
×
( ∂2u
∂xi∂xk
)2
w
m−1+ 4
p1 (x, t)ξl(x)ψl(t) dx dt
+ c20(l +m)2b−1θ
−2αβ−ps
ps r
−2 p
ps
∫∫
ΩT
w
m+2− 4
pn
+ 4
p1 ξl−2(x)ψl−2(t) dx dt
+ c20(l +m)2b
− 2
ps σ−1
∫∫
ΩT
w
m+2− 4
pn
+ 4
p1 ξl−2(x)ψl−2(t) dx dt. (44)
To estimate first integral in the right-hand side of (44) we substitute into integral
identity (32) the test function
ϕ(x, t) = b
− 2ps +
1
2 pk
2
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2wm−1+ 4p1 (x, t)ξl(x)ψl(t).
We sum over all k = 1, . . . , n. Then for every τ ∈ (t0 − σ, t0 + σ)
b
− 2
ps
m+ 4p1
∫
Ω
w
m+ 4
p1 (x, τ)ξl(x)ψl(τ) dx
+
n∑
i,k=1
pk
2
b
− 2
ps
+ 1
2
∫∫
ΩT
dai
dxk
∂
∂xi
( ∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 wm−1+ 4p1 (x, t)ξl(x)ψl(t))dx dt
−
n∑
k=1
pk
2
b
− 2
ps
+ 1
2
∫∫
ΩT
da0
dxk
∂u
∂xk
∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2wm−1+ 4p1 (x, t)ξl(x)ψl(t) dx dt
=
l
m+ 4p1
b
− 2
ps
∫∫
ΩT
w
m+ 4
p1 (x, t)ξl(x)
dψ(t)
dt
ψl−1(t) dx dt. (45)
We estimate second and third integrals in the left-hand side of (45) as in (26)–(29) from
Section 3. This remark gives
b
− 2
ps
+ 1
2
n∑
i,k=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2∣∣∣ ∂u
∂xk
∣∣∣ pk2 −2( ∂2u
∂xi∂xk
)2
w
m−1+ 4
p1 (x, t)ξl(x)ψl(t) dx dt
≤ c21(l +m)2b−
2
ps σ−1
∫∫
ΩT
w
m+2− 4
pn
+ 4
p1 (x, t)ξl−2(x)ψl−2(t) dx dt
+ c21(l +m)2b−1θ
−2αβ−ps
ps r
−2 p
ps
∫∫
ΩT
w
m+2− 4
pn
+ 4
p1 (x, t)ξl−2(x)ψl−2(t) dx dt. (46)
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Combining (46) with (44), we get
b
− 2
ps
∫
Ω
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm(x, τ)ξl(x)ψl(τ) dx
+
n∑
i=1
∫∫
ΩT
∣∣∣ ∂u
∂xi
∣∣∣pi−2( ∂2u
∂xi∂xs
)2
wm(x, t)ξl(x)ψl(t) dx dt
≤ c22(l +m)2
(
b
− 2
ps σ−1 + b−1θ−2α
β−ps
ps r
−2 p
ps
)
×
∫∫
ΩT
w
m+2− 4
pn
+ 4
p1 (x, t)ξl−2(x)ψl−2(t) dx dt. (47)
It follows easily that
b
2
ps
−1
θ
−2αβ−ps
ps r−2(β−2) = θ−α(β−2)r−p, (48)
thus (47) implies∫
Ω
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm(x, τ)ξl(x)ψl(τ) dx
≤ c22(l +m)2
(
σ−1 + θ−α(β−2)r−p
) ∫∫
ΩT
w
m+2− 4
pn
+ 4
p1 (x, t)ξl−2(x)ψl−2(t) dx dt. (49)
We sum (49) over all s = 1, . . . , n to obtain∫
Ω
w
m+ 4
pn (x, τ)ξl(x)ψl(τ) dx
≤ c23
n∑
s=1
∫
Ω
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣ ps2 b 12) 4pnwm(x, τ)ξl(x)ψl(τ) dx
≤ c24
n∑
s=1
∫
Ω
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣psb) 2pnwm(x, τ)ξl(x)ψl(τ) dx
≤ c25
n∑
s=1
∫
Ω
(
1 +
∣∣∣ ∂u
∂xs
∣∣∣2b 2ps )wm(x, τ)ξl(x)ψl(τ) dx
≤ c26(l +m)2
(
σ−1 + θ−α(β−2)r−p
) ∫∫
ΩT
w
m+2− 4
pn
+ 4
p1 (x, t)ξl−2(x)ψl−2(t) dx dt. (50)
Taking into account (50), we derive from (47) necessary estimate (35). This concludes
the proof of Lemma 3. ¤
Now Moser’s iterative arguments give as the boundedness of |∂u∂x | and estimate (16).
This proves Theorem 2.
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И.И. Скрыпник, С.В. Скрыпник
О локальных оценках градиентов для анизотропных эллиптических и параболических
уравнений.
Рассмотрены широкие классы анизотропных эллиптических и параболических уравнений. Полу-
чены точные оценки для градиентов решений таких уравнений.
Ключевые слова: анизотропные эллиптические и параболические уравнения, поточечные оцен-
ки градиентов решений
I. I. Скрипнiк, С.В. Скрипнiк
Про локальнi оцiнки градiєнтiв для анiзотропних елiптичних та параболiчних рiвнянь.
Розглянуто широкi класи анiзотропних елiптичних та параболiчних рiвнянь. Отримано точнi оцiн-
ки градiєнтiв розв’язкiв таких рiвнянь.
Ключовi слова: анiзотропнi елiптичнi та параболiчнi рiвняння, точковi оцiнки градiєнтiв
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