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В сучасних умовах ринкової економіки питання виготовлення най-
кращих виробів, що мають найменшу ціну є над актуальним. Такі вироби 
мають велику конкурентну перевагу в порівнянні з виробами інших виро-
бників. Це стає можливо лише з застосуванням сучасних систем керуван-
ня. 
Тому вирішення проблем автоматичного керування не втрачає своєї 
актуальності вже на протязі більш, як століття. 
Було розроблено практичний і теоретичний курс з теорії автоматично-
го управління, який охоплює основні принципи побудови і налаштування 
цифрових (комп’ютерних) систем керування технологічними апаратами 
для узагальнення усіх отриманих знань і методів отримання і аналізу інфо-
рмації.  
В роботі розглянуто принципи побудови і переходів між різними ви-
дами моделей, методи синтезу лінійних і цифрових систем керування, на-
ведені основні критерії і методи аналізу отриманих систем керування та 
дані рекомендації стосовно налаштувань.  
Після виконання курсового проекту студент досконало оволодіє нави-
чками синтезу лінійних систем керування та поглибленими знаннями син-
тезу дискретних систем. Так, як студент не обмежений у виборі програм-
ного засобу, то він зможе або отримати навички програмування в нових 
програмних засобах, які він обере особисто, чи вдосконалити навички во-
лодіння програмними засобами, які були ним освоєні з курсів лаборатор-
них робіт. Отримані знання є універсальними і можуть бути застосовані не 
лише до об’єктів хімічної промисловості, але й до усіх інших апаратів і си-




Завдання на курсовий проект: 
Маємо технологічний об’єкт. Математична модель якого представле-
на у вигляді s передатних функцій. Схема технологічного об’єкту предста-



















1. Отримати передатну функцію об’єкта керування за каналами: 
a. u y            керування вихід 
b. f y            збурення вихід 
2. Розрахувати диференційні рівняння, які описують динаміку ОК за 
названими вище каналами. 
3. Побудувати перехідні і частотні характеристики ОК за названими 
вище каналами. 
4. До об’єкта додати контур керування з від’ємним зворотним 
зв’язком. Схема системи керування зображена на рис 2. Визначити пара-
метри настройки ПІ та ПІД регулятора, які забезпечують запас стійкості 






Рисунок 2 – Структурна схема системи керування 
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5. Дослідити якість отриманої системи керування. Визначити стій-
кість синтезованої системи за критеріями Гурвиця, Найквіста, Михайлова. 
6. Побудувати перехідні процеси в системах керування за каналами 
«керування-вихід», «збурення-вихід». 
7. Вибрати період квантування (Т) за допомогою теореми Котельни-
кова. 
8. Математично описати об’єкт керування у чисельному вигляді за 
допомогою різницевого рівняння. 
9. Знайти реакцію об’єкта керування, використавши z-передатну фу-
нкцію при вхідному сигналі u(t)=1(t) для випадків: 
а) ланки не розділені квантувачем; 
б) ланки розділені квантувачем. 
10. Обчислити z-передатну функцію замкненої системи керування, 








Рисунок В3 – Структерна схема цифрової системи керування 
11. Визначити реакцію цієї системи при r(t)=1(t). 
12. Побудувати частотні характеристики дискретної системи методом: 
  а) безпосередньої підстановки; 
  б) білінійного перетворення. 
13. Дослідити стійкість системи керування за допомогою критеріїв: 
 а) Шура-Кона; 
 б) Джурі; 
 в) Гурвиця 
14. Побудувати модель ОК в просторі станів 
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15. Синтезувати асимптотичний спостерігач повного порядку, запас 
стійкості якого дорівнює 1, а показник коливності у перехідному режимі 
дорівнює 1,3 
16. Синтезувати спостерігач зниженого порядку з такими самими по-
казниками якості. 
17. Синтезувати регулятор стану, який забезпечує запас стійкості сис-
теми, який дорівнює 1 та показник коливності 1,2 
18. Побудувати графіки зміни виходу, змінних стану та керування в 
системі за її рухом з точки [1,0]Tx    
19. Дослідити спостережуваність та керованість синтезованої системи 




Данні до виконання курсового проекту 
 
 
Варіант к1 к2 Т1 Т2 
1.  № групи № варіанта 1 4 
2.  № групи № варіанта 1 5 
3.  № групи № варіанта 1 6 
4.  № групи № варіанта 1 7 
5.  № групи № варіанта 1 8 
6.  № групи № варіанта 1 9 
7.  № групи № варіанта 1 10 
8.  № групи № варіанта 2 5 
9.  № групи № варіанта 2 6 
10.  № групи № варіанта 2 7 
11.  № групи № варіанта 2 8 
12.  № групи № варіанта 2 9 
13.  № групи № варіанта 2 10 
14.  № групи № варіанта 3 6 
15.  № групи № варіанта 3 7 
16.  № групи № варіанта 3 8 
17.  № групи № варіанта 3 9 
18.  № групи № варіанта 3 10 
19.  № групи № варіанта 4 7 
20.  № групи № варіанта 4 8 
21.  № групи № варіанта 4 9 





Закріпити і узагальнити вже отримані знання з моделювання лінійних 
та цифрових систем. А також поглиблено ознайомитись з основними (ти-
повими) методами налаштування і аналізу систем керування. 
Набути практичних навичок у налаштуванні систем керування на да-
них у завданні технологічних об’єктах на ті показники якості, які вимагає 
замовник (згідно з завдання на проект), а також проведення аналізу отри-
маних систем керування. 
 
1. Технологічний об’єкт керування 
 
Будь який технологічний об’єкт керування (ТОК) може бути предста-
влений цілим рядом моделей: 
- у вигляді диференціального рівняння або системою диференціальних 
рівнянь, 
- у вигляді різницевих рівнянь, 
- передатними функціями на s – площині, 
- передатними функціями на z – площині, 
- подані в просторі станів, 
- частотними характеристиками, 
- інші. 
В наш час при моделюванні ТОК , ми використовуємо теоретичні 
знання (математичні формули), або практичний досвід (часові характерис-
тики). При теоретичному моделюванні ми оперуючи нашими знання про 
ТОК описуючи процеси, які в ньому проходять за допомогою диференціа-
льних рівнянь різних порядків. Ці рівняння утворюють системи диферен-
ційних рівнянь, які охоплюють різні фізичні, хімічні, біологічні та інші 
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процеси, в залежності від призначення і режиму, певного технологічного 
апарату. При експериментальному моделюванні ми отримуємо часові або 
частотні (дуже рідко, хоча й зустрічаються) характеристики, які потім ап-
роксимують знаходячи найближчу прийнятну структуру (є зрозумілим, що 
чим більший порядок системи тим краще вона описує процес, проте надмі-
рна деталізація призводить і до надмірності в розрахунках, які майже не 
відбиваються на точності опису процесу, який також описується з певною 
точністю).  
 
1.1. Передатні функції. Отримання передатних функцій. 
 
Передатна функція – це відношення зображення або приросту зобра-
ження (по Лапласу або у Z формі ) вихідного сигналу до вхідного при ну-
льових початкових умовах. 
Тим чи іншим чином класичним є наступний варіант визначення пе-
редатної функції ТОК. 
Нехай маємо диференціальне рівняння (1.1). 
 (1.1) 
де X(t)– вхідний сигнал; Y(t) - вихідний сигнал. При чому n m , що є 
обов’язковою умовою фізичної реалізованості системи. Виходячи з озна-
чення змінної Лапласа ( ), і передатної функції, як відношення 
зображень за Лапласом вихідного сигналу до вхідного. Розділивши ліву і 
праву частину рівняння (1.1) передатна функція матиме вигляд (1.2). 
  (1.2) 
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Інколи виникає ситуація коли об’єкт є схемою об’єктів, структури 
яких задані. Тоді виникає необхідність у визначенні загальної структури 
ТОК. Приклад таких розрахунків приведений нижче: 
Нехай маємо структуру об’єкта як показано на рисунку 1.1, з задани-
ми передатними функціями: W1(s), W2(s), W3(s),W4(s).  
 
Рисунок 1.1 – Структура об’єкту 
Де r(t) - вхідний сигнал, що подається на сигнал; f(t) - збурення, що діє 
на об’єкт; s - оператор Лапласа. 
Тоді передатні функції об’єктів W'(s) та W''(s), що є основоположними 
так, як описують пряме та паралельне з'єднання, їх форму матимуть вигляд 
(1.3) та (1.4). 
  (1.3,1.4) 
Враховуючи (1.3) та (1.4) передатна функція  по каналу r(t)→y(t) і ка-






1.2 Дискретні системи 
 
Часто системи (або їх частини) представляються в цифровій (дискрет-
ній) формі – на z- площині. Вони можуть бути записані у вигляді z- пере-
датних функцій. Формула співвідношення між z та s площинами наступна: 
, 
де T - період дискретизації. 
Якщо в системі одночасно зустрічаються і неперервна і цифрова сис-
теми, то їх зводять до узагальненої z форми, а загальну структуру визна-
чають за тими ж правилами, що й на s - площині (1.3) (1.4). Наприклад як-
що ТОК має структур зображену на рисунку 1.2. 
 
Рисунок 1.2 – Структура змішаної системи 
Тоді його передатна функція має вид: 
, 
де  - z – зображення відповідних лінійних передатних 
функцій (функцій в s-області). 
 
1.3 Частотна область 
 
Ще одним видом математичного представлення є частотні характери-
стики. Суть частотного методу аналізу систем полягає у тому, що якість 
лінійної стаціонарної дискретної системи оцінюють за її сталою реакцією 
на гармонічні сигнали виду 
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u(t) = sin(ωt) 
або після квантування 
u(kT) = sin(ωkT), 
де Т – період квантування, k = 0, 1, 2, ... 
Згідно з визначенням частотна характеристика – це реакція системи на 
сигнал типу u(t)  або u(kT). 
Найбільш загальною частотною характеристикою системи є ампліту-
дно-фазова характеристика (АФХ), що визначається заміною комплексної 
змінної s у передатній функції системи W*(s) на jω, тобто: 
   * * ,
s j
W j T W s
 
   
Маючи W*(jωТ), можна визначити й інші частотні характеристики: 
- амплітудно-частотну 
   * *ω ω ,A T W j T  
- фазо-частотну 
    * *arg ,T W j T     
- дійсно-частотну 
    * *Re ,P T W j T    
- уявно-частотну 
    * *Im .Q T W j T    
Якщо відомі P*( ωT) та Q*( ωT), то 
       
2 2















Відомі й обернені перетворення: 
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     * * cos ;P T A T T     
     * * sin .Q T A T T     
Також можна записати: 
     * * * ;W j T P T jQ T      
      * * *exp .W j T A T j T      
Згідно з формулою 








     
де ω0 = 2π / Т – частота квантування, дістанемо: 
 








     (1.3) 
З (1.3) випливає, що : 








     








     
де P(ω) та Q(ω) – дійсно- та уявно-частотна характеристики неперерв-
ної системи відповідно: 
     .W s P jQ     
Функція W*(jωТ) є періодичною з періодом 2π. Тому вона повністю 
визначається своїми значеннями на інтервалі 
–π ≤ ωТ ≤ π. 
Враховуючи те, що P*(ωT) – парна функція, а Q*(ωT) – непарна, доста-
тньо розглянути інтервал зміни безрозмірної частоти 
0 ≤ ωТ ≤ π. 
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   
 
незручний для побудови час-
тотних характеристик, тому що він містить нескінченну кількість членів. 
Тому пропонується декілька методів побудови амплітудно-фазових харак-
теристик для дискретних(цифрових) систем: 
 
1.3.1 Метод безпосередньої підстановки. 
 
Цей метод полягає у тому, що за наявності z-передатної функції сис-
теми її АФХ визначається підстановкою j Tz e  , тобто: 
   * * .j Tz e





1.3.2 Метод білінійного перетворення 
 
Застосовуючи цей метод, треба в z-передатній функції системи зроби-
ти заміну: 












  (1.4)  
де wω – псевдочастота, яку треба змінювати в діапазоні від 0 до ∞. Пе-





Нехай досліджується неперервна система з передатною функцією 











   (1.5) 




















   
(1.6) 
Тоді, підставляючи (1.5) у (1.3), отримаємо розрахункову формулу ме-
тоду обмеження нескінченного ряду: 
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  
Для реалізації методу безпосередньої підстановки треба у z-передатну 
функцію (1.6) підставити j Tz e  . Маємо: 
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де            cos 2 1 cos , sin 2 1 sin .T T TA T e T e B T e T              
Після підстановки (1.4) у (1.6) розрахункова формула методу біліній-
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де    1 , 1 .T TA e B e     
 
 
1.4 Побудова часових характеристик 
 
Для побудови реакцій системи на певний вхідний сигнал необхідно 
знайти зворотне перетворення Лапласа відношення зображення передатної 
функції об’єкта (системи) до зображення вхідного сигналу. 
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Перехідна характеристика – реакція об’єкта на одиничний ступінча-
тий сигнал, при нульових початкових умовах. 
 
Імпульсна характеристика – реакція об’єкта на одиничний імпульсний 
сигнал, при нульових початкових умовах. 
 
Якщо ж одиничний імпульс подається на вхід дискретної системи, то 
така характеристика називається зваженою часовою послідовністю. 
Рампова характеристика – реакція об’єкта на одиничний рамповий си-
гнал при нульових початкових умовах. 
. 
Знайшовши зворотне зображення за Лапласом отримуємо відповідні 
часові характеристики об’єкту: 
 
 
1.5 Різницеві рівняння 
 
Одним з можливих варіантів дискретизації об’єкта: подати його у ви-
гляді різницевого рівняння. Існують два типи різницевих рівнянь у відпо-
відності до часового співвідношення:  
різницею назад 





де n – лінійний час, T- дискретний час. 
Вид різниці, що застосовується залежить від того відомо нам початко-
вий (застосовують різницю назад) чи кінцевий (застосовують різницю впе-
ред) стан системи. Так як в системах керування найчастіше відомо почат-
ковий стан системи, то в подальшому розглядатимемо різницю назад. 
Додатково наведемо рівняння для другого і третього порядку дифере-





Якщо замінити усі диференціали відповідними різницями, і записати 
їх відносно n-го моменту часу, то отримаємо рівняння зваженої часової по-
слідовності. 
 
1.6 Простір станів 
 
Також лінійний стаціонарний оберт керування (ОК) може бути пред-
ставлений у просторі станів, якщо диференційне рівняння представити у 
формі Коші а потім і в матричній формі. Проілюструємо дану трансформа-
цію: 
Нехай задано диференційне рівняння: 
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   (1.10) 
Якщо позначити  то з рівняння (1.10) можна 
скласти систему у формі Коші (1.11) 
 
 (1.11) 
Де x1, x2, x3 – змінні стану. Отже загальний вигляд ТОК у просторі 





A - перехідна матриця стану розміром (nxn), B – матриця керування 
розміром (nxm), C – матриця виходу розміром (1xm), u – m-вимірний век-
тор керування. 
В залежності від структури моделі, в диференційній формі, відповід-
ним чином змінюється й вид в формі Коші, що в свою чергу відображаєть-
ся на виді матрицях стану, керування та матрицю виходу. Проте загальний 
принцип залишається тим самим. Просто автори не вважають за необхідне 




Якщо ТОК у просторі станів (1.12),що відповідає безперервному часу, 
представити у вигляді системи (1.13), що відповідає дискретному часу: 
 
 (1.13) 
Де k - й момент часу в дискретній системі керування. 
Задавши початкові умови, (k=0) для змінних стану системи, і для ке-
рування, то для певного закону керування можна легко розрахувати рух 
системи за вищенаведеними формулами (1.12) або (1.13). Таким чином 
отримується зміна змінних стану і керування. 
 
1.7 Розрахунок періоду дискретизації 
 
Як було зазначено раніше усі дискретні(цифрові) системи розрахову-
ються з певним часом дискретизації (Т). Проте раніше не було вказано як 
його розрахувати. Тому авторами було запропоновано один з можливих,і 
досить простий, у розрахунках  варіант – Імпульсна теорема (Теорема Ко-
тельникова). Вона звучить наступним чином: 
Будь-який безперервний сигнал x(t) має спектр, обмежений частотою 
Fmax, то він може бути однозначно і без втрат відновлений за своїми дис-
кретними відліками узятими з частотою 
 
або по іншому, за відліками, узятих з періодом 
 
Ми ж будемо використовувати один з під методів визначення частоти 
зрізу: якщо відкинути спектр частота якого займає менше 5% від загальної 
площі АЧХ об’єкту (розімкненої системи), то частота при якій подальший 
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спектр рівний нулю і буде частотою зрізу. Для простоти розрахунків ми 
вибираємо частоту зрізу при якій АЧХ рівна 5% від максимального зна-




А потім або відкидають дробову частину (якщо є), або корегують сиг-
нал у відповідності до стандартних або наявних кантувачів. 
 
2. Системи керування 
 
Для того, щоб процеси в ТОК проходили скеровано і як найкраще 
об’єкт модифікують здійснюючи зовнішні впливи за наперед заданими за-
конами керування. Прилад, що забезпечує обчислення величини керуючо-
го впливу у відповідності до завдання та стану об’єкт називають регулято-
ром. 
Розглянемо два регулятори : 
- ПІД регулятор (як узагальнюючий) 
- Регулятор стану  
 
2.1 ПІД регулятор 
 
Узагальнюючим випадком для стандартних регуляторів є Пропорцій-
но – Інтегро – Диференціальний (ПІД) регулятор. Він реагує на тип показ-
ника відхилення (відхилення основного параметру від заданого, швидкість 
зміни відхилення, та прискорення  зміни відхилення). Вид показників і їх 
відношення до перехідного процесу зображені на рис 2.1. Здійснення ком-
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пенсаційного впливу ( регулювання ) по окремому з показників і визначає 
назву секції регулятора. 
 
Рисунок 2.1 - Види похибок. 
Так компенсація відхилення Δ здійснення інтегрального регулювання; 
компенсація швидкості відхилення Δ' – пропорційного регулювання; ком-
пенсація прискорення відхилення Δ'' – диференційного регулювання. 
Данні співвідношення пов’язані відповідно до назв: 
 
Закон керування ПІД регулятора в часі (за відхиленням) має вид (2.1): 
 
 (2.1) 
Де e(t)-величина відхилення, Kr- коефіцієнт підсилення,Ti- постійна 
інтегрування, Td- стала диференціювання. 






Як вже було сказано ПІД регулятор є загальним випадком стандарт-
них регуляторів: П, І, Д, ПІ, ПД. Їх можна одержати вилучивши певну 
складову (П,І,Д) шляхом зняття її впливу у передатній функції (Kr=0, 
Td=0, Ti=∞). 
 
2.2 Регулятор стану 
 
Структура системи керування з регулятором стану наведена на рис 
2.4. 
 
Рисунок 2.4 – Структура системи керування з регулятором стану 
 
u(k),y(k),x(k)- вектори зміни керувань, виходів, та змінних стану на k–
ому моменті обчисленна, A - перехідна матриця стану розміром (nxn), B – 
матриця керування розміром (nxm), C- матриця виходу розміром (1xm). 
Регулятору стану має матрицю коефіцієнтів K. 
. 













А матриця перетворення P має вид: , а n– порядок сис-
теми. 
 
Рівняння зворотного зв’язку за станом моє вигляд (2.8): 
 
 (2.8) 
Враховуючи (2.7) і (2.8) перепишемо канонічну форму розкривши 








Тепер ми можемо налаштовувати систему на необхідні нам кореневі 
показники якості задаючи значення полюсів системи  з рівнян-
ня (2.9). Знаючи корені рівняння можна легко знайти значення коефіцієн-
тів: 
 
з яких легко визначається значення коефіцієнтів зворотного зв’язку 
(2.8): 
 
3. Аналіз систем керування 
Крім синтезу системи необхідно, щоб задана система, а отже і техно-
логічний процес задовольняли певним вимогам – критеріям якості (дослі-
дження системи на стійкість), або ж моли певні властивості (спостережу-
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ваність, керованість) для реалізованості та доцільності застосування сис-
теми керування (СК). 
 
3.1 Стійкість системи керування 
 
Стійкість - властивість систем повертатися в заданий або близький до 
нього сталий режим після якого-небудь збурення. 
 
3.1.1 Стійкість лінійних системи керування 
 
Для лінійних систем запропоновано три класичні методи визначення 
стійкості: Гурвіця, Найквіста, Михайлова. 
 
3.1.1.1 Критерій Гурвіця 
 
Критерій Гурвіця є досить простим, але потребує великої кількості 
обчислень. Він безпосередньо працює з коефіцієнтами характеристичного 
рівнянні системи. Нехай передатна функція системи має вигляд (3.1): 
 
 (3.1) 
Де,  - характеристичне рівняння системи, яке має вигляд : 
. То визначник Гурвіця  степеню  буду-
ється по алгоритму: 
1) по головній діагоналі зліва направо виставляються всі коефіцієнти 
характеристичного рівняння від  до ; 
2) від кожного елемента діагоналі вгору і вниз добудовуються стовпці 
визначника так, щоб індекси зменшувалися згори донизу; 
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3) на місце коефіцієнтів з індексами менше нуля або більше  став-
ляться нулі. 
Тоді в загальному випадку він матиме вигляд: 
 
відповідно до критерію Гурвиця: для того, щоб динамічна система бу-
ла стійка, необхідно і достатньо, щоб усі  діагональ-
них мінорів визначника Гурвіця були позитивні. Ці мінори називаються 
визначниками Гурвіця. 
 
3.1.1.2 Критерій Найквіста 
 
Критерій Найквіста : якщо система автоматичного управління стійка в 
розімкненому стані, то для її стійкості в замкненому стані необхідно і до-
статньо, щоб АЧХ розімкненої системи W(jw) при зміні w від нуля до не-
скінченності не охоплювала точку з координатами (-1; j0) комплексної 
площини. 
При використанні даного критерію необхідно побудувати годограф 
Найквіста (амплітудно-фазова частотна характеристика) розімкненої сис-
теми і пересвідчитися, що годограф не охоплює точку з координатами (-1; 
j0). 
3.1.1.3 Критерій Михайлова 
 
Критерій Михайлова формулюється наступним чином: для стійкості 
лінійної системи n-го порядку необхідно і достатньо, щоб крива Михайло-
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ва, побудована на комплексній площині, проходила послідовно через n 
квадрантів. 
Крива Михайлова будується як АФХ полінома, який являє собою ха-
рактеристичне рівняння передатної функції розімкнутої системи ( ). 
 
3.1.2 Стійкість дискретних системи керування 
 
Дискретні системи керування також потребують дослідження системи 
на стійкість. Проте методи, що використовуються для лінійних системи, з 
зрозумілих причин, принаймні у тому вигляді в якому їх використовують, 
не можуть бути застосовані в дискретних системах. Тому було розроблено 
ряд змін в критеріях лінійних систем (критерії Гурвіца, Михайлова та ін.), 
або розроблені нові, що застосовуються лише в дискретних системах (кри-
терії Джурі та Шура-Кона). В даній роботі було застосовано лише алгебра-
їчні критерії стійкості, що дають відповідь про стійкість системи за коефі-
цієнтами її характеристичного рівняння. 
 
3.1.2.1 Критерій стійкості Гурвіця 
 
За кореневим критерієм умовою стійкості дискретної системи є 
| λі| < 1, де  λі – корінь характеристичного рівняння системи  n-го порядку 
(і = 1, 2, ..., n). Критерії стійкості дискретних систем дозволяють перевіри-
ти цю умову, не визначаючи самих λі. 










   
(3.2) 
тоді характеристичне рівняння буде представлено у вигляді: 
31 
 
A( z) = 0, 
або           
1
1 1 0 0
n n
n na z a z a z a

      
є характеристичним рівнянням системи, яке можна подати так: 
 
1
1 1 0... 0.
n n
n na a a a

           (3.3) 
Для перевірки стійкості системи за допомогою критерія Гурвіца, який 
використовується для неперервних систем, для дискретних треба спочатку 









    
(3.4) 
що перетворить комплексну площину змінної λ  на комплексну пло-
щину змінної w . 




















    
 
   
(3.5) 
 
Зводячи ліву частину рівняння (3.5) до спільного знаменника та від-
кинувши знаменник, дістанемо: 
          
1 1
1 1 01 1 1 ... 1 1 1 0.
n n n n
n na w a w w a w w a w
 
          
 (3.6) 
Після розкриття дужок та зведення подібних членів рівняння (3.6) на-
буде виду(3.7): 
1
1 1 0... 0.
n n
n nd w d w d w d

             (3.7) 
Якщо рівняння, відповідає стійкій системі, то корені рівняння будуть 
розташовані у лівій напівплощині площини w. 
Тепер на базі рівняння (3.7) формуємо матрицю Гурвіца за відомим 










0 ... 0 0
.
... ... ... ... ... ...
0 0 0 ... 0






















Згідно з критерієм Гурвіца система є стійкою, якщо усі головні діаго-
нальні мінори матриці Гурвіца Δ додатні. Отже, якщо усі головні діагона-
льні мінори матриці Гурвіца додатні, то всі корені характеристичного рів-
няння передатної функції дискретної системи розташовані всередині оди-
ничного кола. 
 
3.1.2.2 Критерій стійкості Шура-Кона 
 
Нехай характеристичне рівняння дискретної системи має вид(3.3) 
Вважатимемо, що коефіцієнти аі  ( і = 0,1, 2, …, n) – дійсні. 
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Якщо усі визначники Δm ( m = 1, 2, …, n) відмінні від нуля, то рівнян-
ня (8.1) не має коренів на одиничному колі | λi| = 1, а кількість його коре-
нів, розташованих поза одиничним колом, дорівнює кількості змін знака у 
послідовності 1, Δ1, Δ2, …, Δn. Отже, система є стійкою (усі корені харак-
теристичного рівняння лежать всередині одиничного кола), якщо кількість 
змін знака у вказаній послідовності дорівнює n . Це необхідна і достатня 
умова стійкості системи. 
При обчисленні визначників Δm можна користуватись формулою 
0 0 .
T T
m m m nm nmA A A A  
 
 
3.1.2.3 Критерій стійкості Джурі 
 
Перепишемо характеристичне рівняння (3.3) у вигляді (3.8) 
  11 1 0... 0, 0.
n n
n n nD a a a a a

            
 (3.8) 




        
1 a0 a1 a2 … an–k … an–1 an 
2 an an–1 an–2 … ak … a1 a0 
3 b0 b1 b2 … bn–k … bn–1 –– 
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4 bn–1 bn–2 bk–3 … bk … b0 –– 
5 c0 c1 c2 … … cn–2 –– –– 


















2n–1 p0 p1 p2 p3 –– –– –– –– 
2n–2 p3 p2 p1 p0 –– –– –– –– 
2n–3 q0 q1 q2 –– –– –– –– –– 
 
Елементами першого рядка таблиці є коефіцієнти рівняння, починаю-
чи з а0. Елементи непарних рядків таблиці, починаючи з третього, визна-
чаються за (3.9): 
0 0 1
1
0 2 0 3 0 1
0 2
2 3 0 3 2
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Елементи парних рядків таблиці, починаючи з другого рядка, форму-
ються з попередніх непарних рядків, але записуються у зворотному поряд-
ку. 
Необхідною і достатньою умовою стійкості системи, а отже, відсутно-
сті коренів характеристичного рівняння (3.8) на та поза одиничним колом є 
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(3.11) 
 




Спостережуваність - властивість системи , за спостереженням її вихі-
дних величин x(t), при заданих вхідних керуваннях u(t), визначити всі ко-
ординати стану системи, за обмежений проміжок часу. 
Перепишемо систему (1.12) у систему (3.12): 
        (3.12) 
Де, A - перехідна матриця стану розміром (nxn), B – матриця керуван-
ня розміром (nxm), C- матриця виходу розміром (1xm), u- m-вимірний век-
тор керування. 
То для того, щоб проаналізувати чи є система спостережувана треба 





Для визначення рангу матриці розглядають мінори: якщо вудь-який 
мінор порядку R, відмінний від нуля, а мінори вищих порядків дорівнюють 
нуль, то R і буде рангом матриці. 
Якщо ранг матриці H дорівнює порядку системи (n), то система є пов-
ністю спостережувана, якщо ж порядок нижчий від n, але більший за 0, си-
стема частково спостережувана, у випадку, коли n=0 – система є не спос-
тережувана.  
Примітка: при аналізі цифрових систем керування необхідно перера-




Керованість – здатність системи , коли в результаті дії певного керую-
чого впливу U(t), впродовж скінченого часу, її можна перевести з початко-
вого (x0) в кінцевий (xk) стан. В такому разі система називається повністю 
керованою, якщо ж дана властивість спостерігається лише за частиною 
станів – таку систему називають частково керованою, коли дана власти-
вість відсутня за всіма координатами, таку систему називають повність не-
керованою. 
Якщо система задана у просторі станів системою (3.12): 
 
Де, A - перехідна матриця стану розміром (nxn), B – матриця керуван-
ня розміром (nxm), C- матриця виходу розміром (1xm), u- m-вимірний век-
тор керування. 
То для того, щоб проаналізувати чи є система керованою треба про-





Якщо ранг матриці S дорівнює порядку системи (n), то система є пов-
ністю керованою, якщо ж порядок нижчий від n, але більший за 0, система 
є частково керована, у випадку, коли n=0 – система є не керованою.  
Примітка: при аналізі цифрових систем керування, необхідно перера-
хувати значення матриці керування та перехідної матриці стану (Φ, Θ). 
 
Контрольні запитання 
1. Що таке стійкість системи? Як визначити область стійкості і запас 
стійкості системи ? 
2. Що таке стійкість системи? Визначення стійкості лінійних систем за 
критерієм Гурвиця. 
3. Що таке стійкість системи? Визначення стійкості лінійних систем за 
критерієм Найквіста. 
4. Що таке стійкість системи? Визначення стійкості лінійних систем за 
критерієм Михайлова. 
5. Визначення періоду дискритизації згідно з теоремою Котельникова. 
6. Що таке різницеве рівняння? Вивести різницеве рівняння для свого 
об’єкту керування. 
7. Розкрити суть методів побудови частотних характеристик методами: 
безпосередньої підстановки та білінійного перетворення. 
8. Що таке стійкість системи? Визначення стійкості дискретних систем 
за критерієм Шура - Кона. 
9. Що таке стійкість системи? Визначення стійкості дискретних систем 
за критерієм Джурі. 
10. Що таке стійкість системи? Визначення стійкості дискретних систем 
за критерієм Гурвиця. 
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11. Як подати модель у просторі станів? Навести приклад. 
12. Як здійснюється синтез регулятору стану за заданим розташуванням 
коренів системи. 
13. Як визначити ранг матриці? Поняття спостережуваності та керовано-
сті. 
14. Як визначити спостережуваність системи? 
15. Як визначити керованість системи? 
16. Опишіть ПІД - регулятор. Як визначити z - передатну функцію сис-
теми, що містить лінійну та цифрову частину? 
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