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Re´sume´. L’accompagnement des de´butants dans l’apprentissage de la 
programmation connaıˆt un ve´ritable engouement depuis plus d’une de´cen-
nie. La majorite´ des travaux se focalise sur une e´valuation syntaxique 
du code pour e´tudier le comportement des apprenants et fournir des 
aides approprie´es. Nous proposons dans cet article la conception d’un 
indicateur refle´tant la proximite´ se´mantique de deux codes source dis-
tincts, dans l’objectif d’exprimer la capacite´ d’un apprenant a` re´soudre 
un proble`me donne´. Cet indicateur s’inspire d’une approche de´die´e a` 
la comparaison de chaˆınes de caracte`res, et applique une approche par 
apprentissage automatique pour de´terminer certaines caracte´ristiques a` 
partir d’un jeu de donne´es obtenu durant un cours d’introduction a` 
la programmation Shell suivi par 166 e´tudiants. Les premiers re´sultats 
sont encourageants : l’indicateur permet de classer correctement un code 
source d’un point de vue se´mantique dans 58% des cas, et il est corre´le´ 
avec les e´valuations sommatives re´alise´es par les enseignants.
Mots-cle´ : Apprentissage de la programmation · Analyse se´mantique · 
Fouille de donne´es e´ducatives · Apprentissage automatique.
Abstract. Supporting beginners in learning programming is of great 
interest for more than a decade. Most of the work focuses on a syntactic 
evaluation of the code produced by learners to study their coding be-
haviour and provide them with appropriate support. We propose in this 
article the design of an indicator reflecting the semantic proximity of two 
distinct source codes, in order to express the learner’s capacity to solve 
a given problem. This indicator is based on an approach dedicated to 
strings comparison, and applies a machine learning approach to explore 
certain characteristics from a dataset gathered during an introductory 
Shell programming course involving 166 students. The first results are 
encouraging: the indicator makes it possible to correctly classify source 
code from a semantic point of view in 58% of cases, and is correlated 
with the summative evaluations carried out by teachers.
Keywords: Learning programming · Semantic analysis · Educational 
data mining · Machine learning.
1 Introduction
L’apprentissage de l’informatique est actuellement en plein essor. En France, la 
re´forme du baccalaure´at qui sera ope´rationnelle de`s la prochaine rentre´e scolaire 
pre´voit une option Nume´rique et Sciences Informatiques en classes de premie`re 
et terminale pour dispenser plus de 350 heures d’informatique a` un e´le`ve de 
lyce´e. En Europe, notamment en Allemagne et au Royaume-Uni, des transfor-
mations e´ducatives profondes sont e´galement initie´es depuis 2016 pour favoriser 
le de´veloppement et l’apprentissage du nume´rique dans les e´coles et pre´parer les 
apprenants a` l’acquisition des compe´tences du 21e`me sie`cle. Cette inte´gration de
l’informatique dans les cursus de formation de`s le plus jeune aˆge requie`re non
seulement des enseignants pre´pare´s a` cette nouvelle discipline, mais e´galement
des solutions technologiques pour accompagner les instructeurs et les apprenants
dans leurs pratiques quotidiennes.
Dans cet objectif, la communaute´ de recherche en Environnements Infor-
matiques pour l’Apprentissage Humain (EIAH) s’inte´resse a` la conception de 
syste`mes de´die´s a` l’accompagnement de l’apprentissage de la programmation, 
comme en te´moignent les approches d’analyse du comportement des apprenants 
[1, 2]. Une des approches reconnues dans la litte´rature consiste a` proposer des 
syste`mes qui analysent le code produit par les apprenants d’un point de vue 
syntaxique. Ces syste`mes visent a` fournir un soutien approprie´ et constructif 
aux apprenants en re´alisant une e´valuation syntaxique du code pour de´tecter les 
erreurs grammaticales et/ou e´viter les erreurs de misconceptions [3]. Pourtant, 
un des re´sultats d’apprentissage primordiaux de la programmation concerne bien 
le de´veloppement de la capacite´ d’un individu a` re´soudre un proble`me [4]. Une 
approche pour atteindre cet objectif repose sur la conception de syste`mes capa-
bles d’analyser un code source du point de vue se´mantique, c’est-a`-dire capable 
de refle´ter comment un proble`me a e´te´ re´solu. Bien que certaines initiatives ten-
tent d’aborder l’analyse se´mantique de codes informatiques [5], les travaux sur 
ce sujet sont insuffisants et peu de solutions ont e´te´ propose´es. Ainsi, des e´tudes 
supple´mentaires sont ne´cessaires pour mieux comprendre le potentiel de cette 
approche lorsqu’il s’agit d’accompagner l’apprentissage de l’informatique.
Nous proposons alors dans cet article la conception d’un indicateur refle´tant 
la proximite´ se´mantique de deux codes source distincts, dans l’objectif de refle´ter 
la pertinence d’une production d’un apprenant au regard d’un proble`me donne´. 
Les questions de recherche traite´es dans l’e´tude sont donc les suivantes : 
Question de recherche 1 : Comment concevoir un indicateur se´mantique 
refle´tant la capacite´ d’un apprenant a` re´soudre un proble`me ?
Question de recherche 2 : La qualite´ se´mantique d’une production d’un ap-
prenant est-elle corre´le´e avec sa performance acade´mique ?
Pour re´pondre a` la premie`re question, nous adoptons une approche par com-
paraison d’arbres de syntaxe abstraite. Nous nous appuyons sur la distance 
d’e´dition formule´e par Levenshtein, un algorithme qui a de´montre´ son efficacite´ 
pour comparer des chaˆınes de caracte`res, et proposons une approche par appren-
tissage automatique pour de´terminer certains facteurs ne´cessaires au calcul de 
la proximite´ se´mantique. En ce qui concerne la seconde question de recherche,
nous menons un ensemble d’e´tudes statistiques sur des donne´es collecte´es dans
un contexte e´cologique d’apprentissage afin d’e´valuer la pre´cision de l’indicateur
au regard de la perception humaine. En particulier, a` partir de codes source pro-
duits par 166 e´tudiants, nous analysons la corre´lation entre la valeur de notre
indicateur calcule´e automatiquement pour l’ensemble des scripts d’une part, et
les scores assigne´s manuellement par des enseignants d’autre part.
2 Approches d’analyse automatique de code source
Dans le contexte de l’apprentissage de la programmation, l’analyse automa-
tique de code source est utilise´e pour atteindre diffe´rents objectifs tels que
l’ame´lioration des feedbacks fournis aux apprenants [6, 7], la pre´diction de leur
performance [8, 9], ou leur suivi pendant la taˆche d’apprentissage [10].
Ces analyses automatiques sont re´alise´es par compilation du code [11], par
recherche d’erreurs classiques au sein d’un code source [7], ou par l’e´criture de
test unitaires par les enseignants [12]. Ces diffe´rents travaux guident les ap-
prenants dans l’e´criture de programmes syntaxiquement corrects, mais ne per-
mettent pas d’e´valuer le code source a` un niveau se´mantique : l’e´valuation syn-
taxique n’est pas suffisante pour rendre compte de la pertinence d’une production
d’un apprenant vis-a`-vis d’un proble`me pose´ par l’enseignant.
Dans la me´ta-review propose´e par Ihantola et al. [13] qui ont e´tudie´ pas moins
de 118 articles de recherche dans le domaine de la fouille donne´es e´ducatives
pour la programmation, le mot semantics est absent du papier. De meˆme, une
recherche des termes semantic analysis programming dans Google Scholar et
Web of Science retourne bien un nombre important de re´sultats, mais aucun
article ne traite re´ellement de l’analyse se´mantique de code.
Les travaux que nous avons recense´s qui se rapprochent d’une analyse se´man-
tique sont ceux propose´s par Bey et al. [5]. Afin de mettre en œuvre une no-
tation automatise´e du code des apprenants dans le cas des MOOC, les auteurs
proposent de comparer le graphe de flot de controˆle correspondant au code pro-
duit par l’apprenant, avec un ensemble de graphes issus de solutions expertes
qui re´solvent le proble`me donne´ [14]. Si le graphe de l’apprenant est reconnu
parmi la base de graphes experts, alors un score et un feedback sont retourne´s a`
l’apprenant ; s’il n’est pas reconnu, alors la production de l’apprenant est e´value´e
manuellement par un expert humain afin d’enrichir la base de graphes.
L’absence de travaux concernant l’analyse automatique d’un point de vue
se´mantique peut s’expliquer par le fait que la se´mantique d’un programme n’est
pas calculable. Nos travaux tentent de de´passer cette limite en proposant la
conception d’un indicateur refle´tant la pertinence d’un code source par rapport
a` un proble`me donne´.
3 Spe´cification de l’indicateur se´mantique
Notre objectif est de concevoir un indicateur capable d’e´valuer la distance d’e´dition
entre deux codes source du point de vue se´mantique, et de satisfaire les con-
traintes suivantes : la taˆche des enseignants doit se limiter a` la production d’une 
solution unique aux proble`mes pose´s, au contraire des me´thodes par tests uni-
taires qui requie`rent de leur part un effort important ; la distance doit diminuer 
au fur et a` mesure que l’e´tudiant se rapproche de la solution, puisqu’un script in-
complet peut eˆtre e´value´ meˆme s’il ne re´pond pas entie`rement au proble`me pose´. 
Ainsi, si une solution a` un proble`me est fournie par l’enseignant, la distance entre 
le code source correspondant et les productions des apprenants devrait fournir 
un nouvel e´clairage sur leur capacite´ a` re´soudre le proble`me.
Le domaine du traitement automatique des langues a depuis longtemps e´tudie´ 
des proble´matiques lie´es a` la correction orthographique ou` la se´mantique est 
naturellement prise en compte [15]. Nous nous sommes inspire´s de ces approches 
pour proposer la conception de notre indicateur, et en particulier de la distance 
d’e´dition entre deux chaıˆnes de caracte`res, ou distance de Levenshtein [16]. Cette 
distance est de´finie par un couˆt calcule´ a` partir du nombre minimum d’ope´rations 
(i.e., insertion/suppression d’un caracte`re, et substitution d’un caracte`re par un 
autre) ne´cessaires pour passer d’une chaıˆne a` l’autre. Dans notre contexte, nous 
souhaitons identifier les ope´rations a` effectuer pour passer d’un code source a` 
un autre, et ainsi calculer une distance correspondant a` la somme des couˆts de 
chacune des ope´rations a` re´aliser. Dans le cas de la comparaison de chaıˆnes de 
caracte`res, les couˆts associe´s a` chacune de ces ope´rations sont tous fixe´s a` 1, 
a` l’exception du couˆt de substitution d’un caracte`re par lui-meˆme qui est nul. 
Dans le cas de la comparaison de codes source, les couˆts de ces ope´rations ne sont 
pas tous e´gaux : la substitution de deux instructions visant les meˆmes objectifs 
ne doit pas avoir le meˆme couˆt que la substitution d’une commande par une 
autre ayant une fonctionnalite´ tre`s diffe´rente. Le challenge de notre approche 
consiste donc a` attribuer un couˆt a` chacune des ope´rations selon l’importance 
des modifications a` re´aliser pour passer d’un code source a` un autre.
La me´thodologie mise en œuvre pour concevoir notre indicateur est alors la 
suivante : formalisation du code source sous la forme d’un arbre de syntaxe ab-
straite ; transformation de cet arbre en une chaıˆne d’instructions e´le´mentaires ; 
identification des couˆts d’insertion, de suppression et de substitution des instruc-
tions e´le´mentaires ; spe´cification d’une me´thode d’apprentissage automatique 
pour de´terminer les valeurs de ces diffe´rents couˆts ; e´valuation des re´sultats.
3.1 Formalisation de code source
Nous avons adopte´ les arbres de syntaxe abstraite (Abstract Syntaxic Tree, AST) 
afin de proposer une description formelle des codes source. En effet, au contraire 
des arbres d’analyse, les arbres de syntaxe abstraite ne repre´sentent pas les 
nœuds et les branches qui n’affectent pas la se´mantique d’un programme.
Nous nous appuyons sur un parseur e´crit en JavaScript qui lit un script 
et retourne l’arbre de syntaxe abstraite correspondant au format JSON ; un 
exemple de conversion d’un code source Bash en AST est donne´ par la Figure 1.
Fig. 1. Conversion d’un script en arbre de syntaxe abstraite.
3.2 Mise en œuvre de la distance d’e´dition
Ainsi, avec la repre´sentation formelle propose´e ci-dessus, la mesure de notre 
indicateur correspond a` la distance d’e´dition entre deux arbres de syntaxe ab-
straite. Toutefois, afin d’adapter la distance de Levenshtein a` notre contexte, 
nous souhaitons convertir l’AST ge´ne´re´ a` partir du code source en une chaıˆne 
de caracte`res ; du point de vue de la terminologie, nous nommons tokens les 
caracte`res re´sultant du processus de transformation de l’AST afin de ne pas les 
confondre avec ceux contenus dans le code source. Ainsi, nous allons effectuer 
un parcours en profondeur de l’AST pour cre´er la chaˆıne de tokens.
Production de la chaıˆne de tokens. Le langage Bash, objet de notre e´tude, 
propose 17 structures de controˆle correspondant chacune a` un token diffe´rent. 
Un token peut par exemple eˆtre du type Command, du type Assignation pour 
les de´finitions de variables, ou du type While, Do ou Done pour signaler respec-
tivement le de´but, le corps ou la fin de boucle. Notons que les tokens Command 
sont caracte´rise´s par le nom de la commande et ses arguments. Un exemple de 
transformation d’un AST en chaıˆne de tokens est illustre´ par la Figure 2.
La distance entre deux chaıˆnes de tokens est donc caracte´rise´e par un cer-
tain nombre de couˆts, ou parame`tres, correspondant aux diffe´rentes ope´rations
e´le´mentaires d’insertion, de suppression et de substitution de chaque token. Les 
17 tokens du langage Bash conduisent a` la de´finition de 308 couˆts : 17+17 couˆts 
de cre´ation et de suppression d’un token, 16x17 couˆts de substitution d’un to-
ken par un autre, 1 couˆt pour substituer un token Command en un autre dont 
le nom de la commande est diffe´rent, et enfin 1 couˆt pour substituer un token 
Command en un autre dont les noms de commande sont identiques et les argu-
ments diffe´rents. Ce nombre de parame`tres est trop e´leve´ pour mettre en œuvre 
une me´thode par apprentissage efficace. En effet, un nombre trop important de 
parame`tres risque de diminuer la densite´ des tests et ainsi rendre la recherche 
de ”bonnes” valeurs pour les parame`tres plus difficile.
Re´duction du nombre de parame`tres. Une premie`re ope´ration pour re´duire 
le nombre de parame`tres a` entraıˆner consiste a` ignorer les tokens Until, Subshell
Fig. 2. Conversion d’un arbre de syntaxe abstraite en chaˆıne de tokens.
et Pipeline car les structures de controˆle correspondantes n’apparaissent pas dans 
le jeu de donne´es de cette e´tude (cf. Section 4). Nous proposons e´galement 
une syme´trisation du proble`me en affectant des couˆts e´gaux aux ope´rations 
d’insertion et de suppression d’un token ; de meˆme, la substitution du token A 
par le token B a un couˆt e´gal a` la substitution de B par A. Cette syme´trisation 
rend la distance entre les scripts S1 et S2 e´gale a` la distance entre S2 et S1, et 
permet de re´duire le nombre de parame`tres a` 107. Enfin, nous posons une hy-
pothe`se plus lourde en conside´rant que seuls certains tokens peuvent se substituer 
a` d’autres. Ainsi, seuls les groupes de tokens suivants peuvent se substituer en-
tre eux : {Command, Assignation}, {If, Case}, {Then, Else, CaseItem}, et {For, 
While}. En effet, il est envisageable qu’un script contienne un Case la` ou` un autre 
script emploie un If, par contre il est peu probable qu’une substitution d’un For 
par un If soit fre´quente, ces deux instructions visant des objectifs tre`s diffe´rents. 
Ces simplifications diminuent conside´rablement le nombre de couˆts puisque 
23 parame`tres doivent de´sormais eˆtre calcule´s. Notons θ le vecteur contenant 
ces 23 couˆts. Notre indicateur, note´ d(S, C, θ), est alors de´fini par la distance 
d’e´dition, sous les 23 parame`tres θ, entre la chaıˆne de tokens d’un script S et 
celle d’un script C. Afin d’eˆtre en mesure de spe´cifier le crite`re d’apprentissage 
conduisant aux valeurs optimales de θ, nous pre´sentons le jeu de donne´es issu 
d’une situation d’apprentissage re´elle qui a e´te´ utilise´ pour re´aliser cette e´tude.
4 Jeu de donne´es
Le jeu de donne´es fut obtenu dans un de´partement Informatique d’un Institut 
Universitaire Technologique (IUT) durant un cours d’introduction a` la program-
mation Shell suivi par 166 apprenants. Les e´tudiants de´couvrent des comman-
des courantes telles que echo, ls ou cat, la gestion des variables, ainsi que les 
structures du langage (e.g., for, while, if, case). Les e´tudiants mettent ensuite en
pratique ces notions lors de se´ances de travaux pratiques durant lesquelles ils
produisent des scripts Bash pour tenter de solutionner une se´rie de proble`mes.
Le jeu de donne´es comprend les productions des e´tudiants durant cinq se´ances
de travaux pratiques d’une heure et demie chacune. A chaque enregistrement
d’un script Bash par un e´tudiant, une copie de ce dernier accompagne´e de son
horodatage et de l’identifiant de l’e´tudiant est sauvegarde´e dans un re´pertoire
afin d’enrichir le jeu de donne´es. Ainsi, notre e´chantillon comprend 19232 scripts.
Toutefois, des erreurs de nomenclature ou de nume´rotation des fichiers ont rendu
18% de ces scripts inexploitables : le jeu de donne´es est constitue´ de 15794 scripts.
Cet e´chantillon comprend, pour un meˆme exercice, plusieurs scripts produits
par un meˆme e´le`ve. Or les me´thodes d’apprentissage sont efficaces lorsqu’elles
s’appuient sur des donne´es inde´pendantes les unes des autres. Alors nous ne
conside´rons, par exercice et par e´tudiant, que le dernier script produit par
l’apprenant car nous supposons qu’il est le plus abouti. Ce choix permet d’obtenir
un jeu de donne´es inde´pendantes, mais re´duit l’e´chantillon a` 2540 scripts.
Enfin, nous souhaitons classifier manuellement chaque script de l’e´chantillon
dans deux cate´gories distinctes (i.e., Correct et Incorrect) exprimant leur justesse
se´mantique. Certains exercices dispense´s lors de cette expe´rimentation ne perme-
ttent pas de concevoir une solution re´pondant totalement au proble`me pose´, car
certains proble`mes concernent par exemple la compre´hension de l’exe´cution d’un
script fourni dans l’e´nonce´. Apre`s cette ope´ration de classification, l’e´chantillon
final comprend 733 scripts re´partis sur 11 exercices diffe´rents ; 397 scripts sont
se´mantiquement corrects, les autres e´tant se´mantiquement incorrects.
Ce jeu de donne´es a e´te´ divise´ ale´atoirement en un jeu d’apprentissage dont
l’objectif est d’identifier les valeurs optimales du parame`tre θ, et un jeu de
test permettant d’e´valuer la pertinence des re´sultats obtenus lors de la phase
d’apprentissage. Ces deux e´chantillons contiennent le meˆme nombre de scripts
pour chaque exercice, et la proportion de scripts se´mantiquement corrects et
incorrects est pre´serve´e. De plus, notons qu’une solution a e´te´ fournie par un
enseignant pour chacun des exercices.
5 Me´thode d’apprentissage et re´sultats
Pour entraˆıner les bonnes valeurs des 23 couˆts du parame`tre θ, nous de´finissons
le crite`re d’apprentissage Score(θ) a` minimiser tel que :
Score(θ) =
∑
(S,C)∈Correct
√
d(S,C, θ)
∑
(S,C)∈Incorrect
√
d(S,C, θ)
(1)
ou` Correct (resp. Incorrect) est l’ensemble des paires compose´es des scripts
corrects (resp. incorrects) du jeu d’apprentissage et des corrections associe´es.
La fonction Score est faible quand les scripts corrects sont associe´s a` de 
faibles distances, et les scripts incorrects a` de fortes distances. Nous sommons 
les racines carre´es des distances pour re´duire l’influence des fortes valeurs.
Nous pouvons remarquer une proprie´te´ de la fonction d : ∀λ > 0, d(S, C, λ.θ) = 
λ.d(S, C, θ). Alors il est e´vident que Score(λθ) = Score(θ). Cela signifie que la 
fonction Score est constante sur toutes les demies-droites partant de 0, et que
l’exploration des diffe´rents couˆts du parame`tre θ, note´s θi tels que 0.01 < θi ≤ 1,
est suffisante pour trouver les valeurs de θi minimisant Score.
Le jeu de donne´es d’apprentissage a servi a` initialiser l’algorithme de min-
imisation de descente de gradient. Le vecteur minimisant Score, note´ θ, admet
des valeurs de 0.01 (i.e., le minimum que nous avons fixe´) presque partout sauf
pour trois parame`tres :
1. la cre´ation ou suppression d’un token Command, dont le couˆt est de 1 ;
2. la cre´ation ou suppression d’un token If, dont le couˆt est de 0.112 ;
3. la cre´ation ou suppression d’un token Function, dont le couˆt est de 0.022.
Nous disposons, a` cette e´tape, du parame`tre θ qui renferme les valeurs des 23
couˆts qui ont e´te´ obtenues par notre me´thode d’apprentissage. Les tests mene´s
dans la section suivante avec le parame`tre θ sur le jeu de donne´es de test visent
un double objectif : e´tudier la capacite´ de notre indicateur a` diffe´rencier un script
se´mantiquement correct d’un script incorrect ; e´tudier la corre´lation entre notre
indicateur et des notes attribue´es manuellement aux scripts par des enseignants.
6 Validation
6.1 E´tude de la pre´diction
Une premie`re approche pour e´valuer la pertinence de notre indicateur sous le 
parame`tre θ consiste a` e´valuer sa capacite´ a` classer automatiquement un script 
comme e´tant correct ou incorrect d’un point de vue se´mantique. Dans une 
premie`re e´tape, nous calculons la distance d(S, C, θ) entre chaque script S du jeu 
de donne´es de test et la correction C du proble`me correspondant, afin d’obtenir 
une valeur de notre indicateur pour chaque script correct et incorrect.
L’e´tape suivante consiste a` e´valuer le mode`le de pre´diction re´sultant des 
diffe´rentes valeurs de l’indicateur. Nous utilisons pour cela la mesure ROC qui est 
tre`s re´pandue dans le domaine des statistiques pour observer la performance d’un 
classifieur binaire. Lorsque le classifieur calcule une mesure m qui est compare´e 
a` un seuil σ pour pre´dire la classe, l’ide´e de la courbe ROC est de faire varier σ 
de 1 a` 0 et, pour chaque valeur de σ, reporter dans un graphique le taux de faux 
positifs en abscisse, et le taux de vrais positifs en ordonne´e. L’aire sous la courbe 
(AUC) indique alors la probabilite´ pour que le classifieur place un positif devant 
un ne´gatif. Un classifieur qui ne se trompe jamais pre´sente une AUC e´gale a` 1, 
alors qu’un classifieur ale´atoire est caracte´rise´ par une AUC e´gale a` 0.5.
Dans notre e´tude, si d(S, C, θ) < σ, alors le script est classe´ dans la cate´gorie 
Correct ; sinon le script est classe´ dans la cate´gorie Incorrect. La courbe ROC de 
la Figure 3 illustre le ratio de vrais positifs (i.e., fraction des scripts corrects qui 
sont effectivement de´tecte´s par le classifieur) en fonction du ratio de faux positifs 
(i.e., fraction des scripts incorrects qui sont mal classe´s par le classifieur). La
courbe ROC est sensiblement au-dessus de la bissectrice, l’aire sous cette courbe
est e´gale a` 0.585. Notre classifieur est donc le´ge`rement meilleur qu’un classifieur
ale´atoire, mais ses performances ne sont pas tre`s e´leve´es ; nous e´mettons des
hypothe`ses pour expliquer ces re´sultats dans la Section 7.
Fig. 3. Courbe ROC de notre classifieur (en bleu) et bissectrice du hasard (en rouge).
6.2 E´tude de la corre´lation avec une notation humaine
L’un des objectifs de notre indicateur est de refle´ter la progression de l’apprenant
vers la solution au proble`me, c’est-a`-dire que sa valeur est suppose´e diminuer
au fur et a` mesure qu’un script tend vers la solution. Nous e´tudions alors la
corre´lation entre la valeur de notre indicateur sous le parame`tre θ pour un script
donne´ et la correction associe´e, et la note attribue´e a` ce script par un humain.
L’e´tude de cette corre´lation est re´alise´e a` l’aide d’un second jeu de donne´es
obtenu apre`s l’examen terminal du cours de´crit dans la Section 4. Parmi les
166 e´tudiants inscrits a` ce cours, 163 ont participe´ a` l’examen terminal qui
consistait a` produire un script re´pondant a` un proble`me. Un enseignant a ensuite
attribue´ un score sur 10 a` chacun des 163 scripts. Apre`s avoir e´limine´ les scripts
grammaticalement incorrects, 105 scripts constituent ce second jeu de donne´es.
La Figure 4 donne, pour chaque script, la valeur de l’indicateur en fonction de
la note attribue´e par l’enseignant. Ce graphe montre une corre´lation ne´gative :
la corre´lation de Kendall (non-line´aire) a une valeur e´gale a` −0.319 (valeur p
infe´rieure a` 2.7 · 10−6), la corre´lation de Pearson (line´aire) ayant une valeur de
−0.446 (valeur p e´gale a` 1.9·10−6). Nous avons donc une corre´lation entre la note
donne´e par un humain et la valeur de notre indicateur. Cette corre´lation n’est pas
extreˆmement e´leve´e, mais elle peut eˆtre suffisante pour estimer automatiquement 
la progression d’un e´tudiant vers la re´solution d’un proble`me.
Fig. 4. Valeur de l’indicateur en fonction de la note attribue´e par un enseignant.
7 Discussion
Notre indicateur permet de diffe´rencier un script se´mantiquement correct d’un 
script incorrect, mais ses performances sont sensiblement supe´rieures a` celles 
d’un classifieur ale´atoire seulement. Une hypothe`se pour expliquer ces perfor-
mances e´mane du caracte`re he´te´roge`ne du jeux de donne´es d’apprentissage, 
notamment en termes de taille des scripts qu’il contient. En effet, la distance 
calcule´e par notre indicateur tend a` augmenter a` chaque token du script. Donc 
plus un script est long, plus l’indicateur risque de retourner une valeur e´leve´e 
(meˆme si le script s’approche de la solution), alors qu’un script court et incorrect 
est e´value´ avec une faible valeur en raison du faible nombre de tokens.
L’e´tude de la corre´lation re´alise´e sur le second jeu de donne´es donne des 
indications sur une certaine qualite´ de ge´ne´ralisation de notre approche. En 
effet, contrairement au jeu de test issu du premier jeu de donne´es, le jeu de 
scripts obtenu suite a` l’examen terminal correspond a` un exercice absent du 
jeu de donne´es d’apprentissage. Notre me´thode semble donc bien se ge´ne´raliser 
a` des exercices qui n’ont pas e´te´ rencontre´s durant la phase d’apprentissage. 
Toutefois, cette corre´lation n’est pas extreˆmement forte et des scripts tre`s mal
e´value´s humainement obtiennent une valeur de notre indicateur quasiment nulle. 
Cela peut aussi s’expliquer par l’hypothe`se formule´e ci-dessus, puisque des scripts 
presque vides et donc incorrects sont mal note´s par l’enseignant humain, alors 
que notre indicateur retourne une faible valeur. Des tests doivent eˆtre mene´s
pour e´tudier comment ajuster la me´thode de calcul de l’indicateur, notamment
en fonction du nombre de tokens du script repre´sentant la solution au proble`me.
Des de´veloppements ont e´te´ initie´s pour retourner cet indicateur aux ap-
prenants pendant l’activite´ de programmation. Une premie`re visualisation restitue,
sous la forme d’une jauge, la valeur de l’indicateur a` chaque tentative d’exe´cution
du script. Une seconde visualisation expose la progression de l’apprenant dans
la re´solution du proble`me a` partir des valeurs successives de l’indicateur pour un
meˆme script. Elle donne la variation de l’indicateur sous la forme d’un de´grade´
de couleurs pour fournir a` l’e´tudiant une vue instantane´e et facile a` interpre´ter de
l’e´volution de la justesse de son script d’un point de vue se´mantique. Ces outils
destine´s a` supporter les apprenants seront expe´rimente´s de`s la prochaine anne´e
universitaire avec une nouvelle promotion d’e´tudiants d’IUT Informatique.
8 Conclusion
Nous avons cherche´ dans ce papier a` concevoir un indicateur dont l’objectif est 
de servir de fondation a` des syste`mes de guidage automatique et a` des out-
ils d’awareness destine´s a` la fois aux apprenants et aux enseignants pendant la 
re´alisation d’une activite´ pratique de´die´e a` l’apprentissage de la programmation. 
Si de nombreux travaux s’inte´ressent a` la qualite´ syntaxique du code produit par 
les apprenants pour soutenir ces activite´s d’apprentissage, notre originalite´ con-
siste a` e´tudier la qualite´ se´mantique du code, c’est-a`-dire a` e´valuer sa proximite´ 
avec la solution a` un proble`me pose´.
Ainsi, notre contribution principale concerne la conception d’un indicateur 
refle´tant la capacite´ d’un apprenant a` re´soudre un proble`me. Pour re´pondre a` la 
premie`re question de recherche pose´e en introduction, nous avons adapte´ la dis-
tance de Levenshtein : a` partir de deux chaıˆnes de tokens repre´sentant l’arbre de 
syntaxe abstrait des programmes correspondant, l’indicateur retourne une esti-
mation de la distance d’e´dition se´parant les deux scripts. Pour entraıˆner et tester 
cet indicateur, nous avons utilise´ un jeu de donne´es comprenant des scripts pro-
duits par des e´tudiants en situation d’apprentissage re´elle. Les tests ont re´ve´le´ 
que lorsqu’il s’agit de diffe´rencier des scripts se´mantiquement corrects et in-
corrects, notre indicateur pre´sente des performances le´ge`rement supe´rieures a` 
celles d’un classifieur ale´atoire. D’autre part, nous avons observe´ une corre´lation 
inverse entre la valeur de l’indicateur et le score attribue´ par une e´valuation 
humaine : plus la notation humaine d’un programme est e´leve´e, plus la distance 
entre ce programme et la solution du proble`me pose´ est faible.
Ces premiers re´sultats sont encourageants et laissent entrevoir l’opportunite´ 
de de´velopper de nouveaux mode`les et outils de´die´s a` l’analyse de l’apprentissage 
de la programmation. Toutefois, de nombreuses ame´liorations doivent eˆtre ap-
porte´es et plusieurs pistes de recherche doivent eˆtre explore´es pour ame´liorer 
la qualite´ de notre indicateur. En plus de donne´es additionnelles ne´cessaires au 
raffinement des divers parame`tres de notre indicateur, la ge´ne´ralisation de notre 
approche a` diffe´rents langages de programmation doit eˆtre ve´rifie´e, tout comme 
la prise en compte de programmes plus complexes.
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