In this paper, the existence and asymptotic behavior of C 1 solutions to the multidimensional compressible Euler equations with damping on the framework of Besov space are considered. We weaken the regularity requirement of the initial data, and improve the well-posedness results of Sideris-ThomasesWang (Comm.P.D.E. 28 (2003) 953). The global existence lies on a crucial a-priori estimate which is proved by the spectral localization method. The main analytic tools are the Littlewood-Paley decomposition and Bony's para-product formula.
Introduction and main results
In this paper, we study the following Euler equation with damping for a perfect gas flow: n t + ∇ · (nu) = 0 (nu) t + ∇ · (nu ⊗ u) + ∇p(n) = −anu (1.1) for (t, x) ∈ [0, +∞) × R N , N 1, where n and u = (u 1 , u 2 , · · ·, u N ) T (T represents transpose) denote the density, velocity for the gas respectively. nu stands for the momentum. The pressure p satisfies the γ-law: p = p(n) = An γ , (1.2) where the case γ > 1 corresponds to the isentropic gas and γ = 1 corresponds to the isothermal gas, A is a positive constant. The positive constant a is the damping coefficient. The system is supplemented with the initial data (n, u)(x, 0) = (n 0 , u 0 )(x), x ∈ R N .
( 1.3)
The system (1.1) describes that the compressible gas flow passes a porous medium and the medium induces a friction force, proportional to the linear momentum in the opposite direction. It is hyperbolic with two characteristic speeds λ = u ± p ′ (n). As a vacuum appears, it fails to be strict hyperbolic. Thus, the system involves three mechanisms: nonlinear convection, lower-order dissipation of damping and the resonance due to vacuum. After Nishida's [11, 12] pioneer works for (1.1), many contributions have been made on the small smooth solutions and piecewise smooth Riemann solutions away from vacuum, we can cite [4, 3, 5, 6, 15, 13] and their references. Among them, for the one dimensional case [4] , the system can be written in the Lagrangian coordinates as follows: 4) where v = 1/n is the specific volume. It was shown that the system (1.4) was time asymptotically equivalent to the porous media equation. In [13] , Sideris, Thomases & Wang explained that the damping only presented weak dissipation in 3D space: it could prevent the development of singularities if the initial data was small and smooth, furthermore, they obtained the decay of classical solutions to the constant background state in L ∞ at a rate of (1 + t) −(3/2) , but singularities was exhibited for large data under some assumption. However, the main open problems for (1.1) with vacuum are still far from well-known. One of them is to study the singular evolution of the vacuum interface. As the first step in this direction, Xu & Yang [16] proved that a local existence theorem on a perturbation of a planar wave solution for (1.1) under the assumption of physical vacuum boundary condition. For the large-time asymptotic behavior for the solutions with vacuum, recently, Huang & Pan et al. [7, 8] gave a complete answer to this problem. In fact, they showed that the L ∞ weak entropy solutions with vacuum for the Cauchy problem converged to the Barenblatt's profile of the porous medium equation strongly in L p . In this paper, we are concerned with lowering the regularity of the initial data in the generally multidimensional space. As in [13] , we also consider a perturbation of the constant equilibrium state (n, 0)(n > 0). First of all, we give a local existence result in Besov space B 
Remark 1.1. The nonlinear pressure term makes computation more fussy in the spectral localization estimates due to commutors. To get around this, we introduce a new variable (sound speed) which transforms the nonlinear term into linear and double-linear terms in virtue of the ideas in [13] . In fact, the original system (1.1)-(1.3) transforms into a symmetric hyperbolic system (3.1)-(3.2) where we can obtain the effective a-priori estimates. Different from the local existence result in [13] , Theorem 1.1 follows from Proposition 4.1, Remark 4.1 and Remark 3.1. The proof of Proposition 4.1 is organized as follows. First, we regularize the initial data of (3.1)-(3.2) and obtain approximative local solutions based on Kato's results. Second, we find a uniform positive time T 0 such that the approximative solution sequence is uniform bounded in
). Finally, we utilize the compactness argument to pass the limit (For detail, see Proposition 4.1.).
Under a smallness assumption, we establish the global existence of classical solutions in Besov space
There exists a positive constant δ 0 depending only on A, γ, a andn such that if 
Moreover, we have the energy estimate
where the positive constant µ 0 depends only on A, γ, a andn. Remark 1.2. In fact, the smallness of (n t , u t )(x, 0) can be derived by Eqs.(1.1) and the smallness of (n −n, u)(x, 0). For the simplicity of the statement, we give the assumption (1.5) directly. .26)). Hence, in order to ensure our functional space still imbedding into C 1 space, we need to increase a little of regularity, furthermore, which leads to the global existence of classical solutions to (3.1)-(3.2).
In [13] , the authors obtained the decay of classical solutions to the equilibrium state (n, 0) in L ∞ at a rate of (1 + t) −(3/2) . According to the energy estimate in Theorem 1.2, we also see the large-time asymptotic behavior of solutions in Besov space roughly.
Different from the result in [13] , the following theorem characterizes the exponential decay of the vorticity in Besov space B σ−1
where ω(x, 0) = ∇ × u 0 , the positive constants δ The paper is arranged as follows. In Section 2, we present some definitions and basic facts on the Littlewood-Paley decomposition and Bony's para-product formula. In Section 3, we reformulate the system (1.1)-(1.3) in order to obtain the effective a-priori estimates by the spectral localization method. In Section 4, we are concerned with the local existence and uniqueness of classical solutions to (3.1)-(3.2) with general initial data. In the last section, we deduce a crucial a-priori estimate under a smallness assumption which is used to complete the proof of global existence. Finally, it is also shown that the vorticity decays to zero in time exponentially.
Throughout this paper, the symbol C denotes a harmless constant. All functional spaces will be considered in R N , so we can omit the space dependence for simplicity. 
For f ∈ S ′ (denote the set of temperate distributes which is the dual one of S), we can define the nonhomogeneous dyadic blocks as follows:
where * , F −1 represent the convolution operator and the inverse Fourier transform, respectively. The nonhomogeneous Littlewood-Paley decomposition is
Define the low frequency cut-off by
, the following properties hold:
Besov space can be characterized in virtue of the Littlewood-Paley decomposition. 
Definition 2.2. Let f, g be two temperate distributions. The product f · g has the Bony's decomposition:
where T f g is paraproduct of g by f ,
and the remainder R(f, g) is denoted by
There exists a constant C depending only on R 1 , R 2 and N such that for all 1 a b ∞ and f ∈ L a , we have
Here, F represents the Fourier transform.
A result of compactness for Besov space:
Finally, we state a result of continuity for the composition which is used to end this section. 
Reformulation of the original system
In this section, we are going to reformulate (1.1)-(1.3) in order to get the effective a-priori estimates by the spectral localization method. For the isentropic case (γ > 1): introducing the sound speed
and denoting the sound speed at a background densityn byψ = ψ(n), as in [13] , we define
Then the system (1.1) is transformed into the following system for C 1 solutions:
2) with n > 0.
For the isothermal case (γ = 1): setñ = √ A(ln n − lnn), then the system (1.1) can be transformed into the following system for C 1 solutions:
The initial data (1.3) becomes
In the subsequent sections, we study the system (3.1)-(3.2) and prove the main results in this paper only, (3.3)-(3.4) can be studied through the similar process.
Local existence
In this section, we shall first give the estimates of some commutors in virtue of Bony's para-product formula and the Littlewood-Paley decomposition in Besov B σ 2,1 space. Second, using the regularized means and compactness argument, we complete the proof of local existence for (3.1)-(3.2).
Applying the operator △ q to (3.1) yields
Multiplying the first equation of Eqs.(4.1) by △ q m and the second one by △ q u, adding the resulting equations together and integrating them in R n , we obtain
Noticing that that the bi-linear spectral localization term, we have 
where C denotes a harmless constant, c q denotes a sequence such that (c q ) l 1 1.
Proof. We are going to show (4.4) holds only, others can be proved similarly. In order to obtain (4.4) in Besov space B 
Taking advantage of Bony's decomposition, we have
Then we can write [m,
where
By Proposition 2.1, we have
Then, applying first order Taylor's formula, Young's inequality and (4.8), we get
.
The third part F 3 q is proceeded as follows:
(Here, we use the imbedding B σ−1 2,1 ֒→ C 0 (continuous bounded functions which decay to zero at infinity).) By the definition 2.2, we have
For the first term, using (4.8) only, we get
The second term is estimated as follows: 
, applying first order Taylor's formula, Young's inequality and (4.8), we have
Adding above these inequalities together and choosing c q = 
T } solves the following equations:
with the initial data
It is easy to see (4.9) is a symmetric hyperbolic system on G = {U k : −∞ < γ−1 2 m k +ψ < ∞}, using Kato's classical results in [9] or [10] , we can get the following local existence result: there exist a time T k > 0 and a solution U k of (4.9)-(4.10) such that
and
We define [0, T * k ) is the maximal interval of local existence for above solutions of (4.9)-(4.10). According to the discussion in [10] , we have the blow-up criterion:
4λ 0 , where λ 0 = U 0 B σ 2,1 + 1, T 0 = 1/(2Cλ 0 ) andC is a positive constant (independent of k) given in (4.12).
In fact, we have known
There exists a smallT ∈ (0, min{T *
We can assume that (4.11) holds on arbitrary interval [0,
, then we shall show (4.19) holds. Here, we don't need to consider the effect of damping term. Therefore, by (4.2)-(4.4), Hölder's inequality and Lemma 4.1, we can obtain
(4.12)
) Taking (4.12) l 1 -norm, we obtain the a-priori estimate of U k :
Integrating (4.13) on variable t to get
(4.14)
Furthermore, we have
dς.
Then, we have
Let λ(t) solves Riccati equation:
The time T 0 = 1/(2Cλ 0 ) is less than the blow-up time for (4.17). Then by solving the differential inequality (4.16), we know λ 1 (t) λ(t) for t ∈ [0, T 0 ]. Solving (4.17) yields
Therefore, we see sup
Combining with (4.11) and (4.19), by the continuum principle, we prove the claim immediately. Furthermore, using Eqs.(4.9), we can conclude
where λ ′ 0 is a positive constant only depending on the initial data U 0 . The blow-up criterion implies 0 < T 0 < T * k , so we have 0 < T 0 inf k T * k . That is, we find a positive time T 0 (only depending on the initial data U 0 ) such that the approximative solution sequence {U k } of (4.9)-(4.10) is uniform bounded in
, in terms of the Banach-Alaoglu Theorem (see [14] Remark 2 on p.180 in Triebel, 1983) 
The properties of strong convergence enable us to pass to the limit in (4.9)-(4.10). Indeed, U is a solution of (3.1)- (3.2) . Now, what remains is to check U has the required regularity. First, we already have known Moreover, using Eqs. (3.1) , we see that
T are two solutions for the system (3.1)-(3.2) with the same initial data, respectively. ThenŨ = (m,ũ) satisfies the following equations:
(4.20)
Similar to the derivation of (4.13), we obtain the following estimate:
(4.21) By Gronwall's inequality, we concludeŨ ≡ 0. 
A-priori estimates and global existence
In this section, we first give the proposition on the global existence of classical solutions to (3.1)-(3.2). The proof of above proposition mainly depends on a crucial a-priori estimate (Proposition 5.2). To do this, we need the following lemmas.
then there exists a unique global solution U of (3.1)-(3.2) satisfying
) is a solution of Eqs. (3.1) for any given
Proof. By differentiating the first two equations of Eqs.(3.1) with respect to the variable t once, integrating them over R N after multiplying △ q m t , △ q u t , respectively, similar to the derivation of (4.12), we can obtain (5.2) directly.
Lemma 5.2. The following estimates hold for any
)(T > 0):
where C denotes a harmless constant, c q denotes a sequence such that (c q )
Remark 5.2. The proof is similar to that of Lemma 4.1, so we omit it here.
In order to establish the differential inequality (5.30), we still need some auxiliary estimates.
) is a solution of Eqs.(3.1) for any given 12) where the uniform constantC is independent of A, γ, a andn.
Proof
By applying the operator △ q (q −1) to (5.13), integrating it over R N after multiplying △ q m t , we can get (5.11) only by Hölder's inequality.
(2) Using the second equation of Eqs.(3.1), we get
By applying the operator △ q (q −1) to (5.14), integrating it over R N after multiplying △ q ∇m, we can get (5.12) immediately.
By Lemma 2.1, we have
however, we can't get any estimates on △ −1 m L 2 according to (5.12), furthermore, we can't obtain the total estimates on △ q m L 2 (q −1), which is the essential difference with Euler-Poisson equation in [2] . That is why we need the functional space B σ+ε 2,2 to deal with the global existence of classical solutions for (3.1)-(3.2). Hence, we must modify those estimates in Lemma 4.1 and divide them into the cases of the high and low frequency. 
where C denotes a harmless constant, c q (q −1) denotes a sequence such that (c q )
Remark 5.3. The proof is similar to that of Lemma 4.1, so we also omit it here. Now, we give the crucial a-priori estimate in the following proposition.
Proposition 5.2. There exist two positive constants δ 1 and µ 1 depending only on A, γ, a andn such that for any T > 0, if
Proof. From the a-priori assumption (5.21), we deduce
In addition, in order to obtain the global existence of C 1 solutions of the original system (1.1)-(1.3), we
From (4.2)-(4.3), by Hölder's inequality, we set
(5.24) and 
)} (q −1).
Proof of Lemma 5.5. Combining (4.2)-(4.3), Lemma 5.1 and 5.3, we have
where two positive constants β 1 , β 2 satisfy β 1 min ψ 8a ,ψa and β 2 ā ψ 2C2 , respectively.
We introduce them in order to eliminate quadratic terms in the right side of (5.27). First, we notice that there are no quadratic terms in I 1,−1 and I 2,−1 . The first quadratic term can be handled directly by Young's inequality:
The remainder quadratic terms in the right side of (5.27) are estimated similarly as follows:
Then (5.27) becomes into 
For the case of high frequency (q 0), we also have the following a-priori estimate in a similar way:
Lemma 5.6. (q 0) There exists a positive constant µ 3 depending only on A, γ, a andn such that the following estimate holds:
29)
where J q is defined in Lemma 5.5.
Summing (5.29) on q ∈ N ∪ {0} and adding (5.26) together, according to a-priori assumption (5.23), we get the following differential inequality: .
In particular, In what follows, we state a direct consequence of Proposition 5.1. Hence, H(t) → 0 as t → +∞. Since m(t, x) is bounded in C([0, ∞), B σ+ε 2,2 ), by interpolation argument, we can obtain (ε ′ < ε) ∇m(·, t) B σ−1+ε ′ 2,2 → 0, as t → +∞, which completes the proof after using Gagliardo-Nirenberg-Sobolev inequality.
Finally, we show the exponential decay of the vorticity. Proof of Theorem 1. 
