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K3 SURFACES FROM CONFIGURATIONS OF SIX LINES IN P2
AND MIRROR SYMMETRY II
— λK3-FUNCTIONS —
SHINOBU HOSONO, BONG LIAN AND SHING-TUNG YAU
Abstract. We continue our study on the hypergeometric system E(3, 6)
which describes period integrals of the double cover family of K3 surfaces.
Near certain special boundary points in the moduli space of the K3 surfaces,
we construct the local solutions and determine the so-called mirror maps ex-
pressing them in terms of genus two theta functions. These mirror maps are
the K3 analogues of the elliptic λ-function. We find that there are two non-
isomorphic definitions of the lambda functions corresponding to a flip in the
moduli space. We also discuss mirror symmetry for the double cover K3 sur-
faces and their higher dimensional generalizations. A follow up paper will
describe more details of the latter.
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1. Introduction
Consider elliptic curves given as double covers over P1 branched along four points
in general positions. These curves define a family of elliptic curves over the con-
figuration space M4 of four points in P1, which is called Legendre family. The
elliptic lambda function is a modular function associated to this family. This gives
the uniformization of the period map defined as a multi-valued function from M4
to the upper-half plane H+. In this paper we will define a generalization of this
elliptic lambda function for a certain family of K3 surfaces.
We will consider double covers of P2 branched along six lines in general positions
which are singular at fifteen intersection points of the lines. Blowing-up at the
singularities gives smooth K3 surfaces over the configuration spaceM6 of six lines,
which we called double cover family of K3 surfaces in the previous work [17]. This
family has been studied in many contexts (see [24] for example) as a natural general-
ization of the Legendre family overM4. In particular, in [20], monodromy property
of the period map has been determined completely. However since the moduli space
M6 is singular, we need to find suitable resolutions to study throughly the analytic
properties of the period maps. In [17], we have found nice resolutions M˜6 and M˜+6
from the viewpoint of mirror symmetry and Picard-Fuchs differential equations of
period integrals. The aim of this paper is to define K3 analogues to the elliptic
lambda function based on these resolutions.
Let us recall that, for the definition of the the elliptic lambda function, the
hypergeometric series
(1.1) ω0(z) =
∑
n≥0
1
Γ(12 )
2
Γ(n+ 12 )
2
Γ(n+ 1)2
zn
and the differential equation (Picard-Fuchs equation) satisfied by it plays a central
role. In this case, Picard-Fuchs differential equation is given by Gauss’s hyperge-
ometric differential equation, and its solutions determine the period integrals of
the Legendre family. The period map P : M4 → H+ is basically given by the
ratio of the solutions with the monodromy group the congruence subgroup Γ(2) of
Γ = PSL(2,Z). The elliptic lambda function is the inverse map H+/Γ(2) → M4
with suitable boundary properties near the cusps. The following explicit forms for
the lambda function and the hypergeometric series are well-known:
(1.2) λ(τ) =
ϑ2(τ)
4
ϑ3(τ)4
, ω0(λ(τ))
2 = ϑ3(τ)
4
where τ ∈ H+. See Section 2.2.a for the definitions of theta functions.
The generalization to a family of K3 surfaces has been studied extensively in
the ’90s [20, 19, 24]. However, it was not clear how to resolve the moduli space
M6 to construct analogues of the expressions (1.2). In [17], we have found natural
resolutions M˜6 and M˜+6 of M6 which are related by a four dimensional flip. In
2
this paper, corresponding to these resolutions, we will construct two definitions for
K3 analogues of the elliptic lambda function; they differ in their behaviors near the
exceptional divisors of the resolutions. We call these analogues K3 lambda functions
λk and λ
+
k , respectively. These might be called K3 lambda maps precisely, but we
continue to use the word “function” to indicate the generalization of elliptic lambda
function.
The K3 lambda functions are naturally identified with the so-called mirror map
[13, 14] for the family of K3 surfaces. In connection to this, we will also discuss
mirror symmetry of the family; we will find that the mirror geometry is a (singular)
K3 surface which is given as a double cover of a del Pezzo surface Bl3P
2, a three
point blow-up of P2.
Below we summarize the K3 lambda functions and hypergeometric series which
we shall formulate in this paper.
• K3 lambda function λk : The mirror map is given by zk = λk with
(1.3)
λ1 =
Θ23 +Θ
2
9 − ω20
ω20 −Θ27
, λ2=
Θ23 +Θ
2
9 − ω20
ω20 −Θ29
,
λ3 =
(ω20 −Θ27)(ω20 −Θ29)
ω20(Θ
2
4 +Θ
2
9 − ω20)
, λ4=
Θ24 +Θ
2
9 − ω20
Θ23 +Θ
2
9 − ω20
ω0(λ1, λ2, λ3, λ4)
2 =
1
2Θ28
{
Θ27Θ
2
8 −Θ210Θ25 +Θ26Θ29 − Θ˜
}
where
ω0(z) =
∑
n1,n2,n3,n4≥0
c(n1, n2, n3, n4)z
n1
1 z
n2
2 z
n3
3 z
n4
4
with c(n) = c(n1, n2, n3, n4) given by
c(n) :=
1
Γ(12 )
3
Γ(n1 +
1
2 )Γ(n2 +
1
2 )Γ(n3 +
1
2 )
Π3
i=1
Γ(n4 − ni + 1) · Π1≤j<k≤3Γ(nj + nk − n4 + 1) ,
and
Θ˜ =
22
3 · 5Θ = −64(q3 − q4)
{
q1q2(1− q3q4)
q3q4
+ · · ·
}
is the weight four theta function, see Appendix A.
• K3 lambda function λ+k : The mirror map is given by z˜k = λ+k with
(1.4)
λ+1 =
Θ23 + Θ
2
9 − ω20
ω20 −Θ26
, λ+2 =
Θ24 +Θ
2
9 − ω20
ω20 −Θ26
,
λ+3 =
ω20 −Θ26
ω20 −Θ29
, λ+4 =
(ω20 −Θ26)2(ω20 −Θ29)
ω20(Θ
2
3 +Θ
2
9 − ω20)(Θ24 +Θ29 − ω20)
ω0(λ
+
1 , λ
+
2 , λ
+
3 , λ
+
4 )
2 =
1
2Θ28
{
Θ27Θ
2
8 −Θ210Θ25 + Θ26Θ29 − Θ˜
}
where
ω0(z˜) =
∑
n1,n2,n3,n4≥0
c˜(n1, n2, n3, n4)z˜
n1
1 z˜
n2
2 z˜
n3
3 z˜
n4
4
3
with c˜(n) = c˜(n1, n2, n3, n4) given by
c˜(n) :=
1
Γ(12 )
3
Γ(n1 + n2 − n3 − n4 + 12 )Γ(n3 + 12 )Γ(n4 + 12 )
Πi=1,2Πj=3,4Γ(ni − nj + 1) ·Πi=1,2Γ(n3 + n4 − ni + 1) .
As is the case for the relation ω0(λ(τ))
2 = ϑ3(τ)
4, the above equalities for
ω0(λ1, ..., λ4)
2 and ω0(λ
+
1 , ..., λ
+
4 )
2 are local expressions, which will be multiplied
by suitable weight factors under the monodromy transformations (or, equivalently,
under the modular transformations). However the forms of lambda functions λk
and λ+k given above are global functions defined over the resolutions M˜6 and M˜+6 ,
respectively.
The construction of this paper is as follows. In Section 2, we will describe the
Legendre family in a form which generalizes to the double cover family of K3 sur-
faces. In particular, we describe in detail the well-known action onM4 ≃ P1 of the
symmetric group S3. Based on the commutative diagram (2.8), which is equivariant
under S3 ≃ Γ/Γ(2), we shall characterize the lambda function and the property of
the hypergeometric series (1.2). In Section 3, we summarize known-results about
the double cover family of K3 surfaces including the results in our previous work
[17]. We will then use them to formulate a master equation for our definition of the
lambda functions. In Section 4, we summarize the generalized Frobenius method
[13, 14] which describes the local solutions near certain special boundary points
called large complex structure limit points (LCSLs). We also present an explicit
form of period integrals of the family which is valid near the LCSLs. In Section
5. we will describe the period map using local solutions near the special boundary
points. We will find a consistent form of the master equation with the local expres-
sion of the period maps. We then solve the master equation algebraically to obtain
the K3 analogues of the lambda function. In Section 6, we will discuss the mirror
geometry of the double cover family of K3 surfaces. Each section relies on previous
results scattered in many works. We will present these in appendices. In Appendix
C, we present some explicit formulas for the representation S6 → Aut(M˜6) which
is a generalization of the well-known representation S3 → Aut(M4) ≃ Aut(P1).
This is a byproduct of our arguments, but should be of some interest in its own
right.
Acknowledgements: S.H. would like to thank for the warm hospitality at
the CMSA at Harvard University where progress was made. S.H. is supported in
part by Grant-in Aid Scientific Research (C 16K05105, S 17H06127, A 18H03668
S.H.). B.H.L and S.-T. Yau are supported by the Simons Collaboration Grant on
Homological Mirror Symmetry and Applications 2015–2019.
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2. The elliptic λ-function
2.1. Legendre family. The double cover family of K3 surfaces shares many prop-
erties with the corresponding family of elliptic curves, i.e. the Legendre family. It
is helpful to summarize the well-known results of the Legendre family in the forms
which generalize to the double cover family of K3 surfaces.
2.1.a.The configuration space of four points in P1. The Legendre family is
a family of elliptic curves given as double covers of P1 branched at four points in
general position. To describe the family, let us introduce a data given by
A =
(
a01 a02 a03 a04
a11 a02 a13 a14
)
∈M2,4,
where M2,4 is the set of 2× 4 complex matrices. We denote its open dense subset
by
Mo2,4 = {A ∈M2,4 | [i1 i2] 6= 0 (1 ≤ i1, i2 ≤ 4)}
with [i1 i2] =
∣∣ a0i1 a0i2
a1i1 a1i2
∣∣. For A ∈ Mo2,4, we consider an elliptic curve branched at
four points specified by A:
y
2 =
4∏
i=1
(a0ix0 + a1ix1).
Isomorphism classes of these elliptic curves are parametrized by the quotient space
GL(2,C)Mo2,4upslope(C
∗)4. This quotient is naturally compactified by the GIT quo-
tient [4, 21] which is called the configuration space M4 of four points on P1.
It is easy to see the isomorphism M4 ≃ P1. In fact, in the quotient, any matrix
A ∈Mo2,4 can be transformed into the form ( 1 0 1 10 1 1 z ) with
z =
[2 3][1 4]
[1 3][2 4]
,
which can be identified with the cross ratio of four points.
2.1.b.Perid integrals and Picard-Fuchs equation. The period integrals over
cycles in H2(X,Z) are given by
(2.1) ω¯C(a) =
ˆ
C
dµ√∏4
i=1(a0ix0 + a1ix1)
(dµ = iEdx0 ∧ dx1, C ∈ H2(X,Z),
where iE is the contraction with the Euler vector field E = x0
∂
∂x0
+ x1
∂
∂x1
. They
are solutions to the Picard-Fuchs equation, which is given by the hypergeomet-
ric system E(2, 4), i.e. the hypergometric system on Grassmannian G(2, 4) [1, 7].
The hypergeometric system E(2, 4) reduces locally to the so-called GKZ (Gel’fand-
Kapranov-Zelevinski) system [8] when we represent an equivalence class [A] ∈
GL(2,C)Mo2,4/(C
∗)4 by
(2.2) A =
(
1 0 a1 b0
0 1 a0 b1
)
.
This reduces the GL(2,C)× (C∗)4 action on Mo2,4 to the torus actions of the form
(C∗)2Mo2,4upslope(C
∗)4 which preserve the above form of the matrix A, i.e.,
(2.3) T =
{
(g, t) ∈ GL(2,C)× (C∗)4 | g
(
1 0 ∗ ∗
0 1 ∗ ∗
)
t =
(
1 0 ∗ ∗
0 1 ∗ ∗
)}
upslope ∼,
5
where (g, t) ∼ (λg, λ−1t) (λ ∈ C∗)(see [17, Sect.2.4] for more details). The GKZ
system is described by the affine parameters (a0,b0, a1, b1) ∈ C4, and is defined on
a natural toric compactification MSecP of the parameter space. Following Sect. 3
of [17], it is easy to see M4 ≃ MSecP ≃ P1. In particular, we arrive at the cross
ratio
(2.4) z =
[2 3][1 4]
[1 3][2 4]
=
a1b1
a0b0
,
as an affine coordinate of MSecP . We write this coordinate as a monomial z = aℓ
by introducing a = (−a0,−b0, a1, b1) and ℓ = (−1,−1, 1, 1). After scaling ω¯C(a) by
the factor (a0b0)
1
2 , it is easy to see that the period integral
(2.5) ω(z) =
ˆ
C
√
a0b0√
(a0 + a1
1
x1
)(b0 + b1x1)
dx1
x1
satisfies the following differential equation, Picard-Fuchs equation,
(2.6) Dzω(z) =
{
θ2z + z(θz +
1
2
)2
}
ω(z) = 0,
with θz := z
d
dz
(cf. [17, Sect.3]). This differential equation has three regular
singularities at {0, 1,∞}, and the local solutions around z = 0 are generated by the
standard Frobenius method;
(2.7) ω0(z) = ω(z, ρ)|ρ=0, ω1(z) = 2
2πi
∂
∂ρ
ω(z, ρ)|ρ=0
where ω(z, ρ) :=
∑
n≥0 c(n+ ρ)z
n+ρ with c(n) = 1
Γ( 12 )
2
Γ(n+ 12 )
2
Γ(n+1) . Here the constant
factors 22πi and
1
Γ( 12 )
2 are fixed to have integral monodromies for the analytic contin-
uations of the solutions t(ω1(z), ω0(z)) over P
1 \ {0, 1,∞}. The ratio of the period
integral τ := ω1(z)
ω0(z)
defines the multi-valued period map P :M4 → H+, where H+ is
the upper half plane. The inverse of the period map z = z(τ) is one of the simplest
example of the so-called mirror map. In the present case, this mirror map z(τ)
coincides with the elliptic lambda function λ(τ) which is a modular function on the
level two subgroup Γ(2) of Γ := PSL(2,Z).
2.2. Theta functions and semi-invariants. Using the local solutions of (2.6),
we can describe the mirror map locally, for example, in terms of the q-expansion
with q := eπiτ . For global properties, we use modular forms on Γ(2), whose ring of
even weights are known to be generated by classical theta functions θ2(τ)
4, θ3(τ)
4
and θ4(τ)
4. It is useful to summarize the relation to the period map in the following
diagram:
(2.8) M4
ΦY
""
❉❉
❉❉
❉❉
❉❉
P
// H+
Φ
}}③③
③③
③③
③③
P2,
where P is the period map and Φ(τ) := [θ2(τ)4, θ3(τ)4, θ4(τ)4]. The map ΦY :
M4 → P2 is defined by semi-invariants of the GIT quotient which we describe in
detail below.
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2.2.a.Theta functions. We follow the standard definition of the theta functions:
θ2(τ) =
∑
n∈Z q
(n+ 12 )
2
, θ3(τ) =
∑
n∈Z q
n2 and θ4(τ) =
∑
n∈Z(−1)nqn
2
which satisfy
one linear relation θ2(τ)
4 + θ4(τ)
4 − θ3(τ)4 = 0. To a parallel formula with the K3
case, we associate the theta functions to certain partitions as follows:
Θ
(
1 2
3 4
)
(τ) = θ4(τ)
2, Θ
(
1 3
2 4
)
(τ) = θ3(τ)
2, Θ
(
1 4
2 3
)
(τ) = θ2(τ)
2.
They have the (anti-)symmetry properties Θ
(
i j
k l
)
= Θ
(
k l
i j
)
and
Θ
(
mn
r s
)2
= sgn
(
mn
i j
)
sgn
(
r s
k l
)
Θ
(
i j
k l
)2
.
Using these, the linear relation θ2(τ)
4 + θ4(τ)
4 − θ3(τ)4 = 0 becomes
(2.9) Θ
(
1 2
3 4
)2
−Θ
(
1 3
2 4
)2
+Θ
(
1 4
2 3
)2
= 0.
2.2.b. Semi-invariants. According to geometric invariant theory [4], the map ΦY :
M4 → P2 is defined by the ring generators of semi-invariants of the GL(2,C)×(C∗)4
actions on M2,4. Concretely, it is given by ΦY ([A]) = [Y0, Y1, Y2] with
Y0 = [1 2][3 4], Y1 = [1 3][2 4], Y2 = [1 4][2 3],
where [i j] represent the 2× 2 minors of A. These Yk’s satisfy the Plücker relation
Y0 − Y1 + Y2 = 0 which corresponds to (2.9), and the period map P makes the
diagram (2.8) commute.
2.2.c.Affine coordinates from the level two structure. The period map P :
M4 → H+ is in fact a multi-valued map with its monodromy group Γ(2) giving the
isomorphism M4 ≃ Γ(2)H+. The symmetric group of order three S3 ≃ Γ/Γ(2)
acts naturally on Γ(2)H+ as its aoutomorphisms. These come from the right
actions of S4 on M4 by 4 × 4 permutation matrices, which induce the following
actions on the cross ratio (2.4);
z 7→ zσ = ϕσ(z) = [σ(2)σ(3)][σ(1)σ(4)]
[σ(1)σ(3)][σ(2)σ(4)]
(σ ∈ S4).
Because of the non-trivial isotropy groupH , the S4 group action actually reduces to
the factor group S3 ≃ S4/H . We will identify this factor group with the subgroup
S3 = {σ ∈ S4 | σ(4) = 4}. The explicit forms of the automorphisms ϕσ :M4 →M4
are summarized in the following table:
(2.10)
σ : e (12) (23) (23)(12) (12)(23) (13)
zσ : z 1
z
z
z−1 1− 1z 11−z 1− z
In what follows, we shall read the above automorphisms zσ = ϕσ(z) as the
coordinate transformations between different affine charts which coverM4 ≃ P1.
Lemma 2.1. Let p ∈ M4 be any point represented by 2 × 4 matrix A. Then the
following properties hold:
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(1) There is a right action by σ ∈ S4 which brings A into Aσ of the form:
(2.11) Aσ = B(σ)
(
1 0
0 1
aσ1 b
σ
0
aσ0 b
σ
1
)
, aσ0 b
σ
0 6= 0,
where B(σ) is a 2× 2 regular matrix.
(2) When we change the representative of p = [A] to gAt by (g, t) ∈ T , the
same σ brings gAt to the form (2.11) with gB(σ)h−1, where h is determined
uniquely by the condition (h, σ−1tσ) ∈ T (see (2.3) for the definition of T ).
Proof. (1) The moduli spaceM4 parametrizes the equivalence classes of semi-stable
configurations of four points in P1. The claim follows from the fact that no three
points coincide for a semi-stable configuration represented by A. (2) Suppose Aσ
has the form (2.11). Then we have
gAt σ = gAσ (σ−1tσ) = gB2(σ)
(
1 0
0 1
aσ1 b
σ
0
aσ0 b
σ
1
)
(σ−1tσ)
= gB2(σ)h
−1 · h
(
1 0
0 1
aσ1 b
σ
0
aσ0 b
σ
1
)
(σ−1tσ),
where h is unique by the condition (h, σ−1tσ) ∈ T with T ≃ C∗ given in (2.3). Since
(h, σ−1tσ) ∈ T acts on the matrix entries by C∗ actions, the condition aσ0 bσ0 6= 0 is
retained. 
Let us introduce the following notation for A = (aij);
z(A) :=
[23][14]
[13][24]
, zσ(A) := z(Aσ) =
[σ(2)σ(3)][σ(1)σ(4)]
[σ(1)σ(3)][σ(2)σ(4)]
.
Based on Lemma 2.1, we define for σ ∈ S4 the subset of M4 by
(2.12) Mσ := {[A] ∈M4 | Aσ has the form (2.11)} .
Then we have zσ(A) =
aσ1 b
σ
1
aσ0 b
σ
0
for [A] ∈ Mσ. This shows that Mσ ≃ C and zσ is
an affine coordinate on it. We will denote by Czσ this affine open set Mσ with its
coordinate function zσ. Now, it is easy to see that we have the covering of M4 by
these affine open sets:
(2.13) M4 =
⋃
σ∈S3
Czσ .
When we have z = z(A) for a configuration [A] ∈ Cz ∩ Czσ , the coordinate
function zσ of Czσ evaluates the same point by z
σ(A) = z(Aσ). By definition,
these two values are related by zσ(A) = ϕσ(z(A)).
Remark 2.2. ϕσ’s are anti-homomorphisms, ϕστ = ϕτ ◦ϕσ, since zστ (A) = zτ (Aσ).
2.3. Transformation properties of semi-invariants. Let us recall that the
semi-invariants Yk = Yk(A) are homogeneous polynomials of matrix elements of
A. We will express these semi-invariants as some polynomials in the affine co-
ordinate of Cz, and describe the transformation properties of these polynomials
under the coordinate changes zσ = ϕσ(z). This simply reproduces the well-known
properties of the elliptic lambda function for the Legendre family. However, this
will become our guiding principle to define the K3 analogues of the elliptic lambda
functions.
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2.3.a.Polynomials PI . It is convenient to write Yk(A) (k = 0, 1, 2) as
YI(A) = [i j][k l]
introducing the ordered set I = {{i, j}, {k, l}}. Assume A has a special form
A0 = (E2X) =
(
1 0
0 1
a1 b0
a0 b1
)
with a0b0 6= 0. For such A0, we define
PI :=
1
a0b0
YI(A0).
It is easy to verify that PI ’s are polynomials of z = z(A0) =
a1b1
a0b0
; and they are
given by
(2.14) PI(z) = z − 1, −1, −z,
for I = {{1, 2}, {3, 4}}, {{1, 3}, {2, 4}} and {{1, 4}, {2, 3}}, respectively.
2.3.b. Semi-invariants in affine coordinates. We can express the semi-invariants
YI(A) for general A in terms of the polynomial PI given in (2.14). Let us first note
that, by definition, we have the following relation for A = (a1 a2 a3 a4):
(2.15) YI(Aσ) = det(aσ(i) aσ(j)) det(aσ(k) aσ(l)) = Yσ(I)(A),
where σ(I) = {{σ(i), σ(j)}, {σ(k), σ(l)}}.
Proposition 2.3. For A ∈M2,4 such that [A] ∈ Cz ∩Czσ , we have
(2.16)
YI(A) = (detB2(e))
2ae0b
e
0 · PI(z(A))
= (detB2(σ))
2aσ0 b
σ
0 · Pσ−1(I)(zσ(A)).
Proof. By the definition of B2(e), we have A = Ae = B2(e)A0, from which we
obtain YI(A) = (detB2(e))
2 YI(A0). Now, the first equality of (2.16) follows from
the definition PI(z(A0)) =
1
a0b0
YI(A0). For the second equality, we use (2.15) to
have
YI(A) = Yσ−1(I)(Aσ) = (detB2(σ))
2 · Yσ−1(I)((E2Xσ)),
where Xσ :=
(
aσ1 b
σ
0
aσ0 b
σ
1
)
. Noting that
zσ(A) = z(Aσ) = z((E2Xσ)) =
aσ1 b
σ
1
aσ0 b
σ
0
,
and YI(A0) = a0b0PI(z(A0)), we have Yσ−1(I)((E2Xσ)) = a
σ
0 b
σ
0 Pσ−1(I)(z
σ(A)) and
obtain the second equality. 
Definition 2.4. For A ∈M2,4 such that [A] ∈ Cz ∩Czσ , we define the ratio of the
factors in (2.16) by
(2.17) G(σ, e) :=
(detB2(σ))
2 aσ0 b
σ
0
(detB2(e))2 ae0b
e
0
(
=
PI(z(A))
Pσ−1(I)(zσ(A))
)
,
and call it the twist factor (or gauge factor) for the transition from Cz to Czσ .
Explicitly, we calculate the twist factors G(σ, e) in terms of z(A) = z for [A] ∈
Cz ∩ Czσ as follows:
(2.18)
σ : 1 (12) (23) (23)(12) (12)(23) (13)
G(σ, e) : 1 z 1− z −z z − 1 −1
9
Remark 2.5. The meaning of the twist factor becomes clear in the definitions of
period integrals (2.1) and (2.5). Let us write the period integral ω¯C(a) (2.1) by
ω¯(A). Then, it is easy to see that the normalized period integral ω(z) in (2.5)
related to ω¯(A) in general by
(2.19) ω¯(A) =
1
detB2(e)
ω¯
(
( 1 00 1
ae1 b
e
0
ae0 b
e
1
)
)
=
1
detB2(e)
1√
ae0b
e
0
ω(z(A)).
We leave the derivations of the above relations for the reader.
Lemma 2.6. For A ∈M2,4 such that [A] ∈ Cz ∩ Czσ , the following relation holds
ω(zσ(A)) =
√
G(σ, e)ω(z(A))
for the normalized period integral (2.5).
Proof. By symmetry, the period integral ω¯(A) in (2.1) satisfies the obvious relation
ω¯(Aσ) = ω¯(A). We can calculate ω¯(Aσ) = ω¯
(
B2(σ)( 1 00 1
aσ1 b
σ
0
aσ0 b
σ
1
)
)
in the same way as
(2.19). Then the claimed relation follows from ω¯(Aσ) = ω¯(A) and the definition of
the twist factor G(σ, e) in (2.17). 
Proposition 2.7. The Picard-Fuchs equation Dzω(z) = 0 transforms to
(2.20) Dzσω(zσ) =
{
θ2zσ + z
σ(θzσ +
1
2
)2
}
ω(zσ) = 0
under the twist ω(zσ) =
√
G(σ, e)ω(z).
Proof. This is a consequence of Lemma 2.6. Also, it is straightforward to verify
the claim explicitly using G(σ, e) and zσ = ϕσ(z) given in the tables (2.18) and
(2.10). 
It should be noted in the above proposition that the local solutions about zσ = 0
have the same form for all three singularities. In particular, the origins zσ = 0 are
the so-called maximally unipotent monodromy points (or LCSLs), which correspond
to the cusps in Γ(2)H+. This property comes from the fact that the D-modules
of the Picard-Fuchs equation around three singularities are all isomorphic. We will
see that similar properties hold for the double cover family of K3 surfaces although
the relevant D-module becomes more complicated (cf. Proposition 4.1).
2.4. The elliptic lambda function. We describe the elliptic lambda function
(1.2) by extending the projective relation
ΦY ([A]) = Φ ◦ P([A]) in P2
to an affine relation in C3. We will be brief since the subject is more or less
classical. However, for our definition of K3 lambda functions, the corresponding
affine relations will play a central role.
2.4.a.Transformation properties of theta functions. The theta functions
introduced in (2.2.a) are modular forms of weight two on Γ(2). Let S : τ → −1/τ ,
T : τ → τ + 1 be the standard generators of Γ = PSL(2,Z). The congruence
subgroup Γ(2) is generated by T 2 and ST 2S. For g ∈ Γ, which is given by composite
of S and T , we denote its action on τ and θk(τ)
4 by g · τ and g · θk(τ)4 = θk(g ·
10
τ)4, respectively. Then the transformation properties of the theta functions are
determined by
S ·
θ2(τ)4θ3(τ)4
θ4(τ)
4
 = τ2
−θ4(τ)4−θ3(τ)4
−θ2(τ)4
 , T ·
θ2(τ)4θ3(τ)4
θ4(τ)
4
 =
−θ2(τ)4θ4(τ)4
θ3(τ)
4
 .
Denote by σg the corresponding element of g under a group isomorphism Γ/Γ(2) ≃
S3. When we fix the isomorphism by σS = (13) and σT = (23), we can verify that
the above transformation properties become
(2.21) Θ
(
i j
k l
)2
(g · τ) = (cτ + d)2Θ
(
σg(i) σg(j)
σg(k) σg(l)
)2
(τ),
in the notation of Subsection 2.2.a, for g =
(
a b
c d
)
. We also use the inverse relation
σ 7→ gσ of the isomorphism Γ/Γ(2) ≃ S3.
2.4.b.The elliptic lambda function from the affine relation. The period
integral ω¯(A) plays an important role in the following arguments.
Proposition 2.8. For A ∈M2,4 such that [A] ∈ Cz ∩Czσ , we have
(2.22) YI(A) ω¯(A)
2 = PI(z)ω(z)
2 = Pσ−1(I)(z
σ)ω(zσ)2,
where ω¯(A) is the period integral (2.1) and we set z = z(A), zσ = zσ(A).
Proof. The first equality follows from the first line of (2.16) and the relation (2.19).
The second equality follows from Lemma 2.6 and (2.17) . 
Note that this formal argument indicates that the product YI(A) ω¯(A)
2 depends
only on the class [A] ∈ M4 and defines a holomorphic function onM4 = ∪σCzσ . It
should be noted however that the product YI(A) ω¯(A)
2 is a multi-valued function
which depends on the monodromy of the period integral ω(z)2. More precisely,
we can use the equality (2.22) repeatedly from one chart to the other, but after
the analytic continuation along a closed path coming back to z ∈ Cz , we do not
necessarily have the original value PI(z)ω(z)
2 because of the monodromy of the
period integral ω(z).
The monodromy of the hypergeometric series ω0(z) (2.7) has a particular form
ω0(z) 7→ c ω1(z) + dω0(z) = (c τ + d)ω0(z)
under the analytic continuation along a closed path TC
(
ω1(z)
ω0(z)
)
=
(
a b
c d
) ( ω1(z)
ω0(z)
)
with
(
a b
c d
) ∈ Γ(2). We will not go into the detail, but only remark that this
property comes from the fact that ω0(z) is a section of the Hodge bundle overM4.
Proposition 2.9. Let Pz = P|Cz be the period map the P : M4 → H+ restricted
to Cz ⊂M4. Then the following equality holds for [A] ∈ Cz :
(2.23) PI(z(A))ω0(z(A))
2 = −(−1)2Θ
(
i j
k l
)2
(Pz(A)),
where Pz(A) = ω1(z(A))ω0(z(A)) in terms of the hypergeometric series given in (2.7) . This
equality is analytically continued to the other chart Czσ ⊂ M4, giving the affine
extension of the projective relation ΦY (A) = Φ ◦ P(A) in (2.8).
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Proof. The first claim is immediate writing (2.23) explicitly. By definitions, we
obtain three independent equations;
(z − 1)ω20 = −θ4(τ)4, (−1)ω20 = −θ3(τ)4, −z ω20 = −θ2(τ)4,
where we τ := ω1(z(A))
ω0(z(A))
. Solving these equations for z, ω20, we obtain z =
θ2(τ)
4
θ3(τ)4
and
ω20(z) = θ3(τ)
4. The former is nothing but the λ(τ) which is defined by the inverse
relation of τ := ω1(z(A))
ω0(z(A))
. For the latter equality to be consistent, we must have the
identity
ω0(λ(τ))
2 = θ3(τ)
4,
which is a well-known relation in the classical theory of hypergeometric series. See
[25, Sect.5.4] for a modern formulation.
The second claim follows the transformation property described in (2.22). As-
sume [A] ∈ Cz, then [Aσ] ∈ Czσ−1 and we have gσ · τ = P(Aσ) since the diagram
(2.8) is equivariant under Γ/Γ(2) ≃ S3 action. Now for [Aσ] ∈ Czσ−1 , the affine
relation (2.23) is written by
Pσ(I)(z
σ−1(Aσ))ω0(z
σ−1(Aσ))2 = −Θ
(
i j
k l
)2
(gσ · τ).
Using zσ
−1
(Aσ) = z(A) and (2.21), we obtain
Pσ(I)(z(A))ω0(z(A))
2 = −Θ
(
σ(i) σ(j)
σ(k) σ(l)
)2
(τ),
which is the relation imposed already on Cz. Note that the set of points of the
form [Aσ] ([A] ∈ Cz) is a Zariski open subset of Czσ−1 . Therefore setting up the
equations (2.23) around z = 0 (Im τ ≫ 1) automatically produces the corresponding
equations for all other affine chart Czν (ν ∈ S3). 
The affine relation (2.23) is the one which we will generalize to define the K3
lambda functions in the next section.
3. The master equation for the λK3 functions
3.1. Double cover family of K3 surfaces. Let us briefly recall the definition of
a family of K3 surfaces branched along six lines in general position in P2, which
we called double cover family of K3 surfaces in [17]. We denote six lines in P2 by
ℓi(i = 1, ..., 6) with the following linear forms:
ℓi(x, y, z) := a0iz + a1ix+ a2iy (i = 1, ..., 6).
When these lines are in general position, the double cover X → P2 branched along
these six lines defines a singular K3 surface with A1 singularities at each 15 in-
tersection points Pij := ℓi ∩ ℓj. Blowing-up these 15 A1 singularities, we have a
smooth K3 surface X of Picard number 16 generated by the hyperplane class H
from P2 and the (−2) curves of the exceptional divisors Eij of the blow-up. The
double cover family of K3 surfaces is a (four dimensional) family of K3 surfaces over
the configuration space of six lines. The period integrals of this family and also
their monodromy properties were studied extensively in a paper [20] by studying
hypergeometric system E(3, 6). Also the configuration space of six lines in P2 is
a classical object in moduli problems. It is known that the compactification via
12
geometric invariant theory [4] is isomorphic to Baily-Borel-Satake compactification
[23, 18]. We will denote this isomorphic compactified moduli space by M6.
3.2. Period integrals. The double cover family of K3 surfaces is a natural gen-
eralization of the Legendre family of elliptic curves. Corresponding to the period
integrals of the Legendre family, we have the period integrals of holomorphic two
forms
(3.1) ω¯C(a) =
ˆ
C
dµ√∏6
i=1 ℓi(x, y, z)
,
where dµ = xdy ∧ dz − ydx ∧ dz + zdx ∧ dy, and C are integral (transcendental)
cycles in H2(X,Z). The lattice of transcendental cycles is known [20] to be
(3.2) TX ≃ U(2)⊕ U(2)⊕A1 ⊕A1,
where U represents the hyperbolic lattice of rank 2, and A1 = 〈−2〉 is the root
lattice of sl(2,C). The period integrals ω¯C(a) are parametrized by 3× 6 matrix A
representing six lines in general positions as follows:
A =
a01 a02 a03 a04 a05 a06a11 a12 a13 a14 a15 a16
a21 a22 a23 a24 a25 a26
 .
As in the preceding section, making the dependence on the cycles C implicit, we
often write the period integral simply by ω¯(A). Let M3,6 be the affine space of all
3× 6 matrices, and set
Mo3,6 := {A ∈M3,6 | [i1 i2 i3] 6= 0 (1 ≤ i1 < i2 < i3 ≤ 6)}
with [i1, i2, i3] representing 3× 3 minors of A. Then, under the genericity assump-
tion, the configurations of six lines are parametrized by
P (3, 6) := GL(3,C)Mo3,6upslope(C
∗)6,
where (C∗)6 represents the diagonal C∗-actions.
Period integrals over the cycles define a multi-valued map, period map, from
P (3, 6) to the period domain
DK3 =
{
[ω] ∈ P((U(2)⊕2 ⊕A⊕21 )⊗ C | ω.ω = 0, ω.ω¯ > 0
}+
,
where + represents one of the connected components. The period map naturally
extends to the compactified moduli space M6 of P (3, 6). In [20], the monodromy
group of the period map has been determined to be the congruence subgroup
G(2) := {g ∈ G | g = E6 mod 2} of
G = {g ∈ PGL(6,Z) | tgGg = G,H(g) > 0} ,
whereG = ( 0 22 0 )
⊕2⊕(−2)⊕2 andH(g) = (g11+g12)(g23+g34)−(g13+g14)(g31+g32).
The group G is a discrete subgroup of Aut(DK3). It is known [20, Prop. 2.8.2] that
G/G(2) ≃ S6 × Z2 for the quotient, where S6 is the symmetric group of degree six.
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3.3. Moduli space M6 and the period map. The moduli space M6 is a well-
studied object in many contexts. We refer to [17, Sect.2.3] for a brief summary on
this space and references. Here we summarize some properties of the moduli space
and the period map of the family.
3.3.a.Baily-Borel-Satake compactification M6 and the period map. The
Baily-Borel-Satake compactification M6 is described by an arithmetic quotient of
the domain
H2 =
{
W ∈Mat(2,C) | (W † −W )/2i > 0}
where W † := tW . The Siegel half space h2 ⊂ H2 is defined by tW = W . Given a
matrix W ∈ H2, we have ten theta functions Θi(W ) with even spin structures (see
Appendix A for their explicit forms). With these theta functions we define a map
Φ : H2 → P9, W 7→ [Θ1(W )2,Θ2(W )2, · · · ,Θ10(W )2]
using the same letter Φ as in (2.8). These squares of theta functions are modular
forms of weight two on the modular subgroup ΓM (1 + i)(≃ G(2)) of the discrete
subgroup ΓT (≃ G) of Aut(H2)(≃ Aut(DK3)). See [19, Sect. 3] for more details.
On the other hand, using the semi-invariants Yk(A)(k = 1, 2, ..., 10) for the left
GL(3,C) action on 3× 6 matrices A, we have a natural map ΦY :M6 → P9 which
gives the following commutative diagram [19, Thm. 4.4.1]:
(3.3) M6
ΦY
""❊
❊❊
❊❊
❊❊
❊
P
// H2
Φ
||③③
③③
③③
③③
P9.
As before, we code the semi-invarinats by the ordered partitions I = {{i, j, k}, {l,m, n}}
of {1, 2, ..., 6} so that we have
(3.4) YI(A) = [ijk][lmn],
where the bracket [i j k] represents the 3 × 3 minor of 3 × 6 matrix of A with the
specified columns. We assume the same sign changes of YI under the permutations
of i, j, ..., n as the r.h.s of (3.4). Just as in the case of the Legendre family, we shall
take the relation
ΦY ([A]) = Φ ◦ P([A]) in P9
as the guiding equation to define the K3 analogue of the lambda function. One
might expect that the same arguments as the elliptic lambda function given in
Section 2.4 hold for the double cover family of K3 surfaces. However, a crucial
difference is that the moduli space M6 is not smooth like M4. To define the K3
lambda functions, we need to find suitable resolutions of the singularity of M6
which we have done in [17].
3.3.b. Singularities of M6. It is known that M6 is singular along 15 lines of A1
singularities. These lines intersect at 15 points, each of which is given as a transver-
sal intersection of three lines. The configuration of these 15 lines is shown in Fig.
5 of [17]. From the 15 lines, we can select a maximal set of non-intersecting lines.
Constructing the maximal set explicitly, we see that every maximal set consists of
5 lines, and furthermore, there are six possibilities for the maximal sets.
Proposition 3.1. The following properties hold:
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(1) ΓT /ΓM (1 + i) ≃ G/G(2) ≃ S6 × Z2.
(2) The group S6 acts on the six maximal set of non-intersecting lines.
(3) The group S6 acts transitively on the 15 singular points.
Proof. We refer [20, Prop. 2.8.2] and also [19, Prop. 1.5.1] for (1). The properties
(2),(3) are known in [23, Prop. (1.1)]. 
Proposition 3.2. The symmetric group S6 in the preceding proposition is identified
with the natural S6 action on M6 coming from the action on 3× 6 matrix A from
the right. Under this identification, the diagram (3.3) is S6 equivariant.
Proof. The claims are shown in [20, 19]. 
Lemma 3.3. The singularities near the 0-dimensional boundary points are locally
isomorphic to the singularity near the origin of
X := {xyz − uv = 0} ⊂ C5.
Proof. This is proved in [17, Props.4.4, 6.5] 
In [17], we have described a resolution X˜ → X of the singularity, and also its (anti-
)flip X˜+ → X . The E(3, 6) system expressed by the local coordinates of these two
resolutions has a particularly nice property; there are LCSLs where we can define
the mirror maps, i.e., the lambda functions. We refer to [17] for more details of the
resolutions.
Proposition 3.4. The S6 action on M6 extends to the resolutions M˜6 and M˜+6 .
Proof. The two resolution M˜6 has been constructed by blowing-up along the 15
lines of the singularity followed by blow-ups at 2×15 points. Since the blowing-up at
points are local, they are compatible with the S6 action. The (anti-)flip M˜6 → M˜+6
is made by (anti-)flipping the local resolution X˜ → X˜+ for all 15 isomorphic local
geometry at one time. Hence, the resulting flip M˜+6 retains the S6 action from
M˜6. 
Let us recall the following covering property [17]:
(3.5) M6 =
⋃
σ∈S6
φσ(M3,3 \D0),
where M3,3 is a toric hypersurface in P5 which is birational to M6, and D0 is
a divisor in M3,3. The toric hypersurface M3,3 is singular along 9 lines of A1
singularity, and these lines intersect at 6 points (cf. Lemma 3.3).
We will define our lambda functions, first locally, by the mirror maps given in the
form of q-expansions near the LCSLs in the local resolutions X˜ (or X˜+) of X . Then
we will show that these local definitions actually extend to a global definition. To
ensure that, we use Proposition 3.4 and the transformation property of some local
expressions under the S6 action. This is exactly parallel to the one we presented in
the preceding section for the elliptic lambda function.
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3.4. Defining λK3 functions. Recall that the equation (2.23) comes from the
commutative diagram (2.8). We generalize this for the corresponding diagram (3.3).
3.4.a. LCSLs in X˜ and X˜+. For simplicity, let us write
φσ(MD03,3) := φσ(M3,3 \D0)
in the decomposition (3.5) ofM6. Since the component φσ(MD03,3) ⊂M6 is isomor-
phic to a Zariski open subset of a toric varietyM3,3, a general point p ∈ φσ(MD03,3)
is represented by a 3× 6 matrix A having the properties
(3.6) Aσ = B3(σ)
 E3 aσ2 bσ1 cσ0aσ0 bσ2 cσ1
aσ1 b
σ
0 c
σ
2
 , 2∏
i=0
aσi b
σ
i c
σ
i 6= 0,
for a unique B3(σ) ∈ GL(3,C). The open subset φe(MD03,3) contains six copies of
the local geometry X = {xyz = uv}. We will identify one of them with X , and
denote it by Xe. We denote its resolutions by X˜e → Xe and X˜+e → Xe.
Fig.1 The blow-up of X ′ at p1, p2. The two points o(1)1 , o(2)2 are LCSLs.
In Fig.1, it is shown that the resolution X˜ contains two LCSLs, o(1)i (i = 1, 2).
The left figure of Fig.1 is the blow-up X ′ → X along three coordinate axes that in-
troduces corresponding exceptional divisors Ex, Ey, Ez . The right figure represents
the resolution X˜ = X˜e by the blow-up at two points p1, p2 which introduces the
exceptional divisors Dpk(k = 1, 2). The two LCSLs are given by the intersections
o
(1)
k = E˜x∩E˜y∩E˜z∩Dpk of Dpk and the proper transforms of the three exceptional
divisors. We introduce local coordinate zk(o1)(k = 1, ..., 4) near the point o
(1)
1 so
that
z1(o1) = 0, z2(o1) = 0, z3(o1) = 0 and z4(o1) = 0
are the local equations for the divisors E˜x, E˜y, E˜z and Dp1 , respectively. Near the
other point o
(1)
2 , we introduce local coordinate zk(o2)(k = 1, ..., 4) in a similar way
except that z4(o2) = 0 represents the divisor Dp2 .
The transforms φσ(X ) ⊂ φσ(MD03,3) of the local geometry φ(X ) ⊂ φ(MD03,3) by
the automorphisms ϕσ ∈ Aut(M6), where φσ := ϕσ ◦ φ [17, Def. 6.8], are all
isomorphic. We set Xσ := φσ(X ) and denote by X˜σ → Xσ the resolution which is
isomorphic to the resolution X˜ → X . Similarly for the other resolution X˜+σ → Xσ.
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We denote by zσk (oi) and z
σ
k (o
+
i ), respectively, the corresponding local coordinates
of the resolutions X˜σ → Xσ and X˜+σ → Xσ. When σ = e, we often omit the
superscript, e.g., zek = zk.
Proposition 3.5. The coordinate functions zσk (o1) evaluate the general points p ∈
φσ(MD03,3) by
(3.7) zσ1 (o1) = −
aσ1 c
σ
1
aσ0 c
σ
2
, zσ2 (o1) = −
aσ1 b
σ
1
aσ2 b
σ
0
, zσ3 (o1) = −
bσ1 c
σ
1
bσ2 c
σ
0
, zσ4 (o1) =
aσ2 b
σ
2 c
σ
2
aσ1 b
σ
1 c
σ
1
,
where aσi , b
σ
i , c
σ
i are determined by (3.6) from p by choosing a matrix A such that
p = [A]. These are independent of the representative A of p.
Proof. The coordinate functions zσk (o1) are determined in Lemma 3.3 of [17] as the
generators of the coordinate ring C[(σ
(1)
1 )
∨ ∩L] of the affine coordinate around o(1)1
of the resolution X˜σ. For a matrix A such that p = [A], assume the matrix Aσ has
the form (3.6), then the claimed form (3.7) follows by the definitions given in [17,
Sect. 3.2.b]. Let us write Aσ = B3(σ)(E3Xσ). If we change A to gAt by (g, t) ∈
GL(3,C)× (C∗)6, then we have (gAt)σ = gB3(σ)(E3Xσ)tσ with tσ := σ−1tσ. It is
easy to find a diagonal matrix h ∈ GL(3,C) satisfying h(E3Xσ)tσ = (E3X ′σ), and
we have (gAt)σ = gB3(σ)h
−1(E3X
′
σ). Since h(E3Xσ)tσ = (E3X
′
σ) is the torus
action on Xσ described in [17, Sect. 2.4.a] (see also Sect. 4.1 below), the values of
the coordinate functions zσk (o1) do not change for Xσ and X
′
σ. 
Proposition 3.6. The coordinate functions zσk (o2) are related to z
σ
k (o1) by
(3.8) zσk (o2) = z
σ
k (o1)z
σ
4 (o1) (k = 1, 2, 3) and z
σ
4 (o2) =
1
zσ4 (o1)
.
Proof. This follows directly from Lemma 3.3 of [17]. Using the definitions there, the
generators of the cone (σ
(1)
1 )
∨ ∩ L determine the coordinate functions zk(o1). We
read the coordinate functions zσk (o2) from the generators of the cone (σ
(1)
2 )
∨∩L. 
Remark 3.7. Clearly, the decomposition (3.5) is a generalization of the correspond-
ing decomposition (2.13) of M4. By similar arguments done for the coordinate
functions on Cσ ⊂ M4, the coordinate functions zσk (oi) and zk(oi) are related by
ϕσ := φσ ◦ φ−1e ∈ Aut(M6) for [A] ∈ φσ(MD03,3) ∩ φe(MD03,3) (see Subsection 2.2.c).
This generalizes the classical representation (2.10) of S3 on Aut(M4) ≃ Aut(P1).
Unfortunately, the relations zσk (oi) = ϕσ(z1(oi), ..., z4(oi)) are not simple enough to
list them in a table. In Appendix C, we show them explicitly for some σ ∈ S6.
The flipped resolution X˜+e → Xe contains three LCSLs, o+i (i = 1, 2, 3) which
arises as the transversal intersections of four divisors. We will denote the corre-
sponding coordinates by zk(o
+
1 ), zk(o
+
2 ) and zk(o
+
3 ) for o
+
i (i = 1, 2, 3). See Appen-
dix F for the explicit descriptions of these local coordinates.
3.4.b. Semi-invariants in the affine coordinates zk. In what follow, we will
focus on the boundary points given by zσ1 (o1) = · · · = zσ4 (o1) = 0. For simplicity,
we write zσk (o1) by z
σ
k unless otherwise stated. Also we write z
e
k by zk. Then, for a
general matrix A, the expression zk(A) = z
e
k(A) represents the ratios (3.7) defined
by making the matrix A = Ae into the form (3.6). As in the table (2.10) in the
preceding section, we have
zσk (A) = zk(Aσ) = ϕσ(z1(A), ..., z4(A)).
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Definition 3.8. Take a special form A0 =
(
E3
a2 b1 c0
a0 b2 c1
a1 b0 c2
)
with ai, bi, ci ∈ C∗.
Using this, we define affine semi-invariants PI by
PI :=
1
a0b0c0
YI(A0),
where YI is the semi-invariants in (3.3).
The above definition is parallel to the case of M4. It is straightforward to find
that these affine semi-invariants are polynomial functions of zk (defined for σ = e).
See Appendix B for their explicit expressions.
Proposition 3.9. For a general matrix A such that [A] ∈ φe(MD03,3) ∩ φσ(MD03,3),
the following equalities hold:
YI(A) = (detB3(e))
2ae0b
e
0c
e
0 · PI(z(A))
= (detB3(σ))
2aσ0 b
σ
0 c
σ
0 · Pσ−1(I)(zσ(A)).
Proof. Since the derivations are parallel to Proposition 2.3, we omit them here. 
Definition 3.10. For a general matrix A such that [A] ∈ φe(MD03,3) ∩ φσ(MD03,3),
we define
G(σ, e) :=
(detB3(σ))
2 aσ0 b
σ
0 c
σ
0
(detB3(e))2 ae0b
e
0c
e
0
(
=
PI(z(A))
Pσ−1(I)(zσ(A))
)
,
and call this a twist factor (cf. Definition 2.4). We also setG(σ, τ) := G(σ, e)/G(τ, e).
The following definition coincides with the normalized period integral [17, (3.4)]
which corresponds to (2.5).
Definition 3.11. For a general matrix A such that [A] ∈ φσ(MD03,3), we define the
normalized period integral
(3.9) ω(zσ(A)) = det B3(σ)
√
aσ0 b
σ
0 c
σ
0 ω¯(A).
We leave the reader to show that the right hand side of (3.9) is a function of
zσ(A) (cf. [17, Sect. 4]).
3.4.c.The master equation for the λK3 functions. We introduce the master
equation by which we define the λK3 functions.
Proposition 3.12. For a general matrix A such that [A] ∈ φe(MD03,3) ∩ φσ(MD03,3),
we have
(3.10) YI(A) ω¯(A)
2 = PI(z)ω(z)
2 = Pσ−1(I)(z
σ)ω(zσ)2,
where ω¯(A) is the period integral (3.1) and we set zk = zk(A), z
σ
k = z
σ
k (A).
Proof. Derivations are parallel to Proposition 2.8. 
Now we extend the projective relation ΦY ([A]) = Φ ◦ P([A]) in (3.3) to
Definition 3.13 (Master Equation). For a general matrix A such that [A] ∈
φe(MD03,3), we define
(3.11) PI(z(A))ω(z(A))
2 = −(−1)3Θσ
(
i j k
l m n
)2
(P([A])),
where Θσ
(
i j k
lmn
)
:= Θ
(
σ(i) σ(j) σ(k)
σ(l) σ(m)σ(n)
)
represents a possible permutation of the
labels from the Θ defined in [19] (see also Appendix A).
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The master equation (3.11) generalizes the equation (2.23) which characterizes
the elliptic lambda function λ(τ) together with the classical relation ω0(λ(τ))
2 =
θ3(τ)
4 for the hypergeometric series (1.1). In the following sections, we will find that
the mirror map and the unique (up to constant) hypergeometric series ω(z) = ω0(z)
near the LCSL satisfy the above master equation (Subsection 5.2 and Subsection
5.3).
Remark 3.14. When we use the local coordinates zk(o2) for the other LCSL in the
resolution X˜ ⊂ M˜6, we will have the master equation in the same form as above.
However, the polynomials of P ′I =
1
a0b0c0
YI(A0) by the coordinate zk(o2) differ from
those given above. Namely, we have
(3.12)
1
a0b0c0
YI(A0) = PI(z(o1)) = P
′
I(z(o2))
with different polynomials PI(t) and P
′
I(t) for the coordinates zk = zk(o1) and
zk(o2), respectively. It is straightforward to see that the following simple relation
holds:
(3.13) P ′I(z(o2)) = Pα(I)(z(o2)) with α = (16)(24)(35).
4. Generalized Frobenius method for local solutions
As studied in [13, 14], the GKZ hypergeometric systems in mirror symmetry
are resonant and the mirror correspondence is encoded in the special form of local
solutions expressed using Frobenius method, which generalizes the classical method
for ordinary hypergeometric differential equations to GKZ hypergeometric systems
of multi-variables. Since several new features can be observed in this generalization,
e.g. Remark 4.6 below, we will call it the generalized Frobenius method when we
emphasize them.
4.1. GKZ hypergeometric system from E(3, 6). At least locally, following [13,
14], we can describe the period map P → H2 by using local solutions of Picard-
Fuchs equation near the LCSL z1(o1) = · · · = z4(o1) = 0. As in the preceding
section, restricting our attentions to the neighborhood of o1, we simply write by zk
for zk(o1).
The Picard-Fuchs differential operators have been determined from the GKZ
system associated to the E(3, 6) system [17]. The GKZ system arises form the
E(3, 6) system by taking the following special form of a matrix A ∈M3,6:
(4.1) A0 :=
1 0 0 a2 b1 c00 1 0 a0 b2 c1
0 0 1 a1 b0 c2
 =: (E3 a b c).
This form reduces the left GL(3,C) action on A to the residual subgroup action of
the diagonal tori (C∗)3 ⊂ GL(3,C). Taking into account the (C∗)6 action from the
right, we define
T :=
{
(g, t) ∈ GL(3,C)× (C∗)6 | g
(
E3
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
)
t =
(
E3
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
)}
/ ∼,
where (g, t) ∼ (gλ, λ−1t) with (λ ∈ C∗). For the matrix A0, we have the following
form of the period integral:
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(4.2)
ω¯(A0) =
ˆ
dx ∧ dy√
xy(a2 + a0x+ a1y)(b1 + b2x+ b0y)(c0 + c1x+ c2y)
=
ˆ
1√(
a0 + a1
y
x
+ a2
x
)(
b0 +
b1
y
+ b2
x
y
)(
c0 + c1x+ c2y
) dx ∧ dyxy .
Recognizing a striking similarities of (4.2) with the equations we encountered in
[13], we observed that the period integral satisfies GKZ A-hypergeometric system
with a suitable choice of the finite set A (see [17, Prop.3.1]).
For a general matrix A ∈ φe(MD03,3), it holds that det B3(e) 6= 0 and ω¯(A0) =
det B3(e) ω¯(A). The normalized period integral (3.9) is given by
ω(z) =
√
a0b0c0 ω¯(A0) = det B3(e)
√
a0b0c0 ω¯(A),
where we should identify a0, b0, c0, respectively, with a
e
0, b
e
0, c
e
0 (cf. (3.6)), and we
have chosen the affine coordinate ze(A) = z centered at the LCSL o1. The following
proposition is described in [17, Prop. 3.6, Appendix C]:
Proposition 4.1. The normalized period integral satisfies the Picard-Fuchs system
which consists of differential equations Diω(z) = 0(i = 1, ..., 9) with
(4.3)
D1 = (θ1 + θ2 − θ4)(θ1 + θ3 − θ4) + z1(θ1 + 12 )(θ1 − θ4),
D2 = (θ1 + θ2 − θ4)(θ2 + θ3 − θ4) + z2(θ2 + 12 )(θ2 − θ4),
D3 = (θ1 + θ3 − θ4)(θ2 + θ3 − θ4) + z3(θ3 + 12 )(θ3 − θ4),
D4 = (θ2 − θ4)(θ3 − θ4)− z1z4(θ1 + 12 )(θ2 + θ3 − θ4),
D5 = (θ1 − θ4)(θ3 − θ4)− z2z4(θ2 + 12 )(θ1 + θ3 − θ4),
D6 = (θ1 − θ4)(θ2 − θ4)− z3z4(θ3 + 12 )(θ1 + θ2 − θ4),
D7 = (θ1 + θ2 − θ4)(θ3 − θ4) + z1z2z4(θ1 + 12 )(θ2 + 12 ),
D8 = (θ1 + θ3 − θ4)(θ2 − θ4) + z1z3z4(θ1 + 12 )(θ3 + 12 ),
D9 = (θ2 + θ3 − θ4)(θ1 − θ4) + z2z3z4(θ2 + 12 )(θ3 + 12 ),
where θi := zi
∂
∂zi
. Around the origin z1 = · · · = z4 = 0, this system admits only
one (up to constant) regular solution given by
ω0(z) =
∑
n1,n2,n3,n4≥0
c(n1, n2, n3, n4)z
n1
1 z
n2
2 z
n3
3 z
n4
4
with the coefficients c(n1, n2, n3, n4) =: c(n) given by
(4.4) c(n) =
1
Γ(12 )
3
Γ(n1 +
1
2 )Γ(n2 +
1
2 )Γ(n3 +
1
2 )
Π3
i=1
Γ(n4 − ni + 1) · Π1≤j<k≤3Γ(nj + nk − n4 + 1) .
Remark 4.2. The Picard-Fuchs system around the other point o2 of the resolution
X˜e → Xe simply follows from (4.3) by using the monomial relation (3.8). The
Picard-Fuchs systems around the points o+1 of the X˜+e → Xe are described in
Appendix F. The systems for the other boundary points o+2 , o
+
3 follow from the
above system by using the monomial relations described there.
4.2. Period integrals by the generalized Frobenius method. The Picard-
Fuchs system is a complete set of differential equations which determines all local
solutions around the origin o1. We construct all local solutions by Frobenius method
for the hypergeometric system following [13, 14] (see Appendix D for a brief sum-
mary). The basic object is the indicial ideal which we can read off from (4.3).
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Proposition 4.3. Define the indicial ideal of the Picard-Fuchs system (4.3) by
Ind(D) =
〈
(θ1+θ2−θ4)(θ1+θ3−θ4), (θ1+θ2−θ4)(θ2+θ3−θ4), (θ1+θ3−θ4)(θ2+θ3−θ4),
(θ2−θ4)(θ3−θ4), (θ1−θ4)(θ3−θ4), (θ1−θ4)(θ2−θ4),
(θ1+θ2−θ4)(θ3−θ4), (θ1+θ3−θ4)(θ2−θ4), (θ2+θ3−θ4)(θ1−θ4)
〉
.
This is a zero dimensional ideal in Q[θ1, θ2, θ3, θ4] where θk := zk
∂
∂zk
.
Proof. We verify the claimed property by calculating the Gröbner basis of Ind(D).

The fact that Ind(D) is a zero dimensional ideal is one of the properties for the
origin o1 to be a LCSL. The Picard-Fuchs system (4.3) has further properties which
are common for the GKZ systems arising from mirror symmetry.
Proposition 4.4. The quotient ring Q[θ1, · · · , θ4]/Ind(D) is of dimension 6, with
its standard monomials 1; θ1, · · · , θ4; θ24. The intersection pairing Mij = 〈θiθj〉 (see
Appendix E) is given by
(4.5) (Mij) = d×

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 1
 ,
where d := 〈θ24〉 will be fixed (to be 2) later.
Proof. Since the indicial ideal is homogeneous, we have homogeneous basis for the
quotient. We can determine the standard monomials by making Gröbner basis. The
pairingMij follows form the definition of the Q-linear map 〈−〉 : Q[θ]/Ind(D)→ Q
described in Appendix E. 
The following proposition is the content of the Frobenius method for hypergeo-
metric series of multi-varibles.
Proposition 4.5. (1) For the coefficient c(n) in (4.4), the following limits exist
for all n = (n1,n2, n3, n4) ∈ Z4:
lim
ρ→0
∂
∂ρi
c(n+ ρ), lim
ρ→0
4∑
i,j=1
Mij
∂2
∂ρi∂ρj
c(n+ ρ).
In particular, these are non-vanishing only for (n1,n2, n3, n4) ∈ Z4≥0.
(2) The complete set of solutions of the Picard-Fuchs system (4.3) is given by
ω0(z), ω
(1)
i (z) :=
∂
∂ρi
ω(z, ρ)|ρ=0, ω(2)(z) := −1
2
∑
i,j
Mij
∂
∂ρi
∂
∂ρj
ω0(z, ρ)|ρ=0
where ω(z, ρ) :=
∑
c(n+ ρ)zn+ρ and ω0(z) := ω(z, 0).
Proof. The claims follow by applying the generalized Frobenius method described
in [13, 14]. To avoid going into technical details, we defer the proofs to Appendix
E. 
Remark 4.6. The solutions in (2) indicate that the classical Frobenius method for
hypergeometric series of one variables naively extends to hypergeometric series of
multi-varibles. This was the non-trivial observation first made in [13, 14] for GKZ
hypergeometric systems arising from the mirror symmetry. In fact, it is easy to
see that the limit limρ→0
∂2
∂ρi∂ρj
c(n+ρ) has non-vanishing contributions even when
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some of nk’s are negative. However, after summing up withMij , these contributions
cancel out and we obtain the power series solution
∑
i,jMij
∂
∂ρi
∂
∂ρj
ω0(z, ρ)|ρ=0. In
Appendix E, we will show an example where a naive application of the Frobenius
method for hypergeometric series of multi-variables generates local solutions but in
the form of Laurent series.
4.2.a.Transcendental lattice from the period relation. Recall that generic
members of our family of K3 surfaces have transcendental lattice (3.2). We can
read off this transcendental lattice by finding a quadratic relation (period relation)
satisfied by period integrals. Let us first look at the symmetric form on ⊕iZθi
defined by matrix (Mij) above (assuming d is an integer).
Lemma 4.7. The lattice ⊕iZθi with the symmetric form (Mij) is isomorphic to
U(d)⊕ 〈−d〉 ⊕ 〈−d〉, i.e., we have
(Mij) =
t P

0 d 0 0
d 0 0 0
0 0 −d 0
0 0 0 −d
P with P =

1 0 1 1
0 1 1 1
0 0 1 1
0 0 1 0
 .
Proof. It is easy to verify that the unimodular matrix P gives the isomorphism. 
Proposition 4.8. The following quadratic relation holds:
(4.6)
(
2ω(2) + dπ2ω0
)
ω0 +
∑
i,j
Mijω
(1)
i ω
(1)
j = 0.
Proof. We verify this by series expansions of the solutions to some higher orders. 
When d = 2, using Lemma 4.7, we find that the above quadratic form and the
form of the transcendental lattice TX = U(2)⊕U(2)⊕A1⊕A1 are consistent if the
following conjecture holds:
Conjecture 4.9. Period integrals
(4.7) Π(z) = t
(
ω0,
2
(2πi)2
(ω(2) + π2ω0),
2
2πi
ω
(1)
1 , · · · ,
2
2πi
ω
(1)
4
)
are integral basis, i.e., have integral monodromy which preserve the symmetric form
( 0 22 0 )⊕ (Mij) with d = 2.
Note that in this conjecture, we have introduced the factors 2πi to have integral
local monodromy around the divisors zi = 0. This integral structure of period inte-
grals is in accord with the general formulas which come from mirror symmetry, see
Appendix D. In Section 6, we describe the mirror geometry of X using Proposition
4.8.
5. The λK3 functions from the master equation
We solve the master equation by determining the so-called mirror maps around
the boundary point o1. Following the preceding section, we will first make a local
analysis around the fixed boundary point o1. Using the transformation property of
the master equation, we will finally arrive at the global expressions (1.3) and (1.4)
for the λK3 functions.
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5.1. Mirror maps. With the local solutions in Proposition 4.5, we can now define
the mirror map locally around the point o1.
Definition 5.1. (1) For the period integrals Π(z) in (4.7), we define
(5.1) tk :=
2
2πi
ω
(1)
k (z)
ω0(z)
=
2
2πi
log ckzk + · · · (k = 1, ..., 4),
where c1 = c2 = c3 = 4 and c4 = 1.
(2) Putting Qk := e
πitk , we write the inverse relations of (5.1) by
zk(Q) = ckQk + · · · (k = 1, ..., 4)
and call them the mirror map around the boundary point o1.
We set
F :=
2
(2πi)2
1
ω0(z)
(
ω(2)(z) + π2ω0(z)
)
.
Then it holds that Π(z)
ω0(z)
= t(1, F, t1, ..., t4) for the period integrals Π(z) (4.7). The
quadratic relation (4.6) with d = 2 becomes
4F +
∑
i,j
Mijtitj = 4F + 4t1t2 − 2t23 − 2t24 = 0,
where we define (t1, t2, t3, t4) := (t1, t2, t3, t4)
tP using the unimodular matrix P in
Lemma 4.7. This indicates that [1, F, t1, ..., t4] is a point in the period domain DK3
defined for the transcendental lattice TX ≃ U(2)⊕2 ⊕ A⊕21 , namely the map z 7→
[1, F, t1, ..., t4] composed with the following isomorphism µ : DK3 ≃ H2 expresses
the period map P :M6 → H2 locally near the boundary point o1.
Lemma 5.2. There is an isomorphism µ : DK3 ≃ H2 whose inverse µ−1 : H2 ≃
DK3 is explicitly given by
µ−1(W ) =
[
1,− detW,w11, w22, w12 − iw21
1− i ,
w12 + iw21
1 + i
]
for W =
(
w11 w12
w21 w22
)
.
Proof. It is easy to verify the quadratic relation µ−1(W ).µ−1(W ) = 0. We refer
[19, Sect. 1.3] for the more details of the isomorphism. 
Definition 5.3. Near the boundary point o1, we describe the period map P :
M6 → H2 by
P([A]) = µ ([1, F, t1, t2, t3, t4]) ,
where t(1, F, t1, t2, t3, t4) =
(
1
1
P
)
Π(z)
ω0(z)
is the period integral (4.7) determined
near the boundary point o1 (hence z = z(A)) and P is the unimodular matrix in
Lemma 4.7.
Remark 5.4. Parallel to the above definition, we have local descriptions of the period
maps near each of o1, o2; o
+
1 , o
+
2 , o
+
3 . Because of S6 invariance of the resolutions M˜6
and M˜+6 , we have local descriptions of the period maps near all of the boundary
points in the resolutions as well.
23
When we study the modular properties, the coordinate tk introduced above is
preferred to the coordinate tk. Correspondingly we define qk := e
πitk(k = 1, 2, 3)
and q4 := e
πi(t4+1) which are related to the Qk by
q1 = Q1Q3Q4, q2 = Q2Q3Q4, q3 = Q3Q4, q4 = −Q3
or by
(5.2) Q1 =
q1
q3
, Q2 =
q2
q3
, Q3 = −q4, Q4 = −q3
q4
.
Remark 5.5. Here, the slightly mysterious shift in the definition q4 = e
πi(t4+1)
corresponds to changing the branch cut for the logarithms of log z3 and log z4, i.e.,
changing log z3 → log z3 + πi and log z4 → log z4 + πi in Definition 5.1. We do not
have a good understanding about this shift, but this is necessary to express the
mirror maps in terms of theta functions.
For convenience, we introduce the following notation.
Definition 5.6. By zk(q) we represent the mirror map zk(Q) substituted the re-
lation (5.2), i.e., zk(q) := zk(Q)|Qi=Qi(q).
Proposition 5.7. When we substitute the mirror map formally into the unique (up
to constant) power series ω0(z), we have
ω0(z(q))
2=1 + 8(q1 + q2) + 24(q
2
1 + q
2
2 + 4q1q2)
− 8q1q2
{
4
( 1
q3
+ q3
)− 4( 1
q4
+ q4
)
+
( 1
q3
+ q3
)( 1
q4
+ q4
)}
+ · · · .
The above expression plays a role when studying the master equation.
5.2. Solving the master equation 1. Now we can set up the master equation
around the boundary point o1 by using the period map P([A]) given in Definition
5.3 as follows:
PI(z)ω0(z)
2 = Θτ
(
i j k
lmn
)2
(P([A])) (I = {{i, j, k}, {l,m, n}}),
where ω0(z) is the unique power series solution near o1. Note that both sides of this
equation are given by q-expansions when we substitute the mirror map zk = zk(q).
By explicit calculations, we find the following property:
Proposition 5.8. When expanded into q-series, the master equation holds to some
higher order in q only if we take τ = ( 1 2 3 4 5 63 2 6 1 5 4 ) .
Now we can determine zk(q) and ω0(z(q)) in terms of the theta functions by
solving the master equation
(5.3) PI(z)ω0(z)
2 = Θ
(
τ(i) τ(j) τ(k)
τ(l) τ(m) τ(n)
)2
(I = {{i, j, k}, {l,m, n}})
for zk, ω0. This is an overdetermined algebraic system. However after some alge-
bras, we find the following
Proposition 5.9. The above master equation has a (unique) solution,
(5.4)
z1 =
Θ23 +Θ
2
9 − ω20
ω20 −Θ27
, z2=
Θ23 +Θ
2
9 − ω20
ω20 −Θ29
,
z3 =
(ω20 −Θ27)(ω20 −Θ29)
ω20(Θ
2
4 +Θ
2
9 − ω20)
, z4=
Θ24 +Θ
2
9 − ω20
Θ23 +Θ
2
9 − ω20
,
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(5.5) ω20 =
1
2Θ28
{
Θ27Θ
2
8 −Θ210Θ25 +Θ26Θ29 − Θ˜
}
,
where theta functions Θi and Θ˜ are defined in Appendix A.
Proof. Since the master equation (5.3) (for zk and ω
2
0) is overdetermined, we select
four equations to solve for z1, ..., z4. For example, we can take four equations
indexed by the following I = {{i, j, k}, {l,m, n}} :
{{1, 2, 5}, {3, 4, 6}}, {{1, 3, 4}, {2, 5, 6}}, {{1, 3, 6}, {2, 4, 5}}, {{1, 5, 6}, {2, 3, 4}}.
Using the corresponding polynomials Ps(z) (s = 2, 3, 7, 9) in Appendix B, we obtain
the claimed expressions (5.4). Substituting these into the remaining six equations, it
turns out that these are equivalent to five linear relations among the theta functions
[19, Rem. 3.1.2] and one additional equation;
Θ28ω
4
0 −
{
Θ27Θ
2
8 −Θ210Θ25 +Θ26Θ29
}
ω20 +Θ
2
6Θ
2
7Θ
2
9 = 0.
We solve this equation for ω20 to obtain
ω20 =
1
2Θ28
{
T ±
√
T 2 − 4Θ26Θ27Θ28Θ29
}
,
where T := Θ27Θ
2
8 − Θ210Θ25 + Θ26Θ29. Using the linear relations, we can verify the
following equality:
T 2 − 4Θ26Θ27Θ28Θ29 =
1
12
{( 10∑
k=1
Θ4k
)2 − 4 10∑
k=1
Θ8k
}
=
24
3252
Θ2,
where the second equality is nothing but the definition of the weight four modular
form Θ [19, Prop. 3.1.5]. We finally determine the sign of the square root so that
the relation (5.6) below holds as the q-series. 
Remark 5.10. We have solved the master equation (5.3) expressed in the coordi-
nate around the boundary point o1. By the same arguments given in the proof of
Proposition 2.9, we can transform the master equation (5.3) to other charts which
cover M6, and see that these are equivalent to (5.3). For this argument, we use
the covering property (3.5) ofM6, the transformation property (3.10) and also the
relation
Θ
(
i j k
l mn
)
(gσ ·W ) = |CW +D|2Θ
(
σ(i)σ(j)σ(k)
σ(l)σ(m)σ(n)
)
(W )
for gσ = (A BC D ) ∈ ΓT which corresponds to σ ∈ S6, see [19, Sect.3.1].
Proposition 5.11. Define the λK3 functions by λk = zk(q) with (5.4) and (5.5).
Then for the hypergeometric series ω0(z1, z2, z3, z4) in Proposition 4.1, the following
equality holds:
(5.6) ω0(λ1, λ2, λ3, λ4)
2 =
1
2Θ28
{
Θ27Θ
2
8 −Θ210Θ25 +Θ26Θ29 − Θ˜
}
where Θi = Θi(q) and Θ˜ = Θ˜(q).
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Clearly, the above relation is a generalization of the formula ω0(λ(q))
2 = θ3(q)
2
(1.2) which is classically known for the Legendre family. Several direct proofs are
known for the relation ω0(λ(q))
2 = θ3(q)
2 in terms of Picard-Fuchs equations [25,
Sect.5.4]. We do expect a similar direct proof for the above relation.
Remark 5.12. The above analysis has been done starting from the local solutions
around o1. We may also take the other boundary point o2, which are related
by (Laurent) monomial relation (3.8). It is easy to see that the Picard-Fuchs
system (4.3) preserves the same form when we substitute the monomial relation
(3.8). Hence we obtain the same local solutions as in Propositions 4.1 and 4.5;
and the same calculations as above apply to o2, and in particular, we result in
the same form of the mirror map (5.4). However these two mirror maps have
different boundary conditions; the former vanishes at the normal crossing divisors
z1(o1)z2(o1)z3(o1)z4(o1) = 0, while the latter vanishes at z1(o2)z2(o2)z3(o2)z4(o2) =
0. We regard these mirror maps as different representations of a λK3-function,
which correspond to different forms of the elliptic λ-function, cf. (2.10), with dif-
ferent vanishing conditions at the cusps.
5.3. Solving the master equation 2. Completely parallel calculations apply
to the flipped resolution X˜+e → Xe where we found three boundary points o+i (i =
1, 2, 3). We denote by zk(o
+
i ) (i = 1, 2, 3) the corresponding local coordinate and
set z˜k := zk(o
+
1 ). From the definitions zk =
∏
i a
ℓ
(k)
i
i and z˜k =
∏
i a
ℓ˜
(k)
i (see [17,
Def.3.5]) and the relations (F.1), we see that the coordinate z˜k is related to the
coordinate zk = zk(o1) of the other resolution X˜e → Xe by
z˜1 = z1, z˜2 = z1z4, z˜3 =
z2
z1
, z˜4 =
z3
z1
.
Inverting this (Laurent) monomial relation as zk = zk(z˜), we substitute into the
polynomials PI(z). We directly check the results are polynomials in z˜k.
Definition 5.13. We define by QI(z˜) the polynomial PI(z)|z=z(z˜).
By definition, we have
1
a0b0c0
Y (A0) = PI(z) = QI(z˜).
It should be noted that PI(t) and QI(t) are polynomials of different shapes.
In Appendix A, we list the Picard-Fuchs system in the coordinate z˜k. The origin
o+1 of this system is a LCSL where we have unique (up to constant) regular solution
ω0(z˜) and all others contain powers of logarithms, log z˜k. The Frobenius method
applies to this case as well. By finding the quadratic relation satisfied by solutions,
we can describe the period map P :M6 → H2 locally around o+1 . This time we set
up the master equation in the following from
(5.7) QI(z˜)ω0(z˜)
2 = Θρ
(
i j k
lmn
)2
(P([A])) (I = {{i, j, k}, {l,m, n}}).
Proposition 5.14. When (5.7) is expanded in q-series, the master equation holds
in lower degrees in q only when when we take ρ = ( 1 2 3 4 5 61 4 5 3 6 2 ) .
Using the above element ρ ∈ S6, we set up the algebraic master equation for z˜k
and ω0. Corresponding to Proposition 5.9 ans Proposition 5.11, we obtain
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Proposition 5.15. The master equation has a unique solution,
(5.8)
z˜1 =
Θ23 +Θ
2
9 − ω20
ω20 −Θ26
, z˜2=
Θ24 +Θ
2
9 − ω20
ω20 − Θ26
,
z˜3 =
ω20 −Θ26
ω20 −Θ29
, z˜4=
(ω20 −Θ26)2(ω20 −Θ29)
ω20(Θ
2
3 +Θ
2
9 − ω20)(Θ24 +Θ29 − ω20)
,
(5.9) ω20 =
1
2Θ28
{
Θ27Θ
2
8 −Θ210Θ25 +Θ26Θ29 − Θ˜
}
,
where Θi, and Θ˜ are defined in Appendix A.
Proposition 5.16. Define the λ+K3 functions by λ
+
k = z˜k(q) with (5.4) and (5.5).
Then, for the hypergeometric series ω0(z˜1, z˜2, z˜3, z˜4) in Appendix F, the following
equality holds:
(5.10) ω0(λ
+
1 , λ
+
2 , λ
+
3 , λ
+
4 )
2 =
1
2Θ28
{
Θ27Θ
2
8 −Θ210Θ25 + Θ26Θ29 − Θ˜
}
where Θi = Θi(q) and Θ˜ = Θ˜(q).
Remark 5.17. As above, we arrived at the two definitions of the K3 analogues of
elliptic lambda functions, λk and λ
+
k corresponding to the resolutions X˜e → Xe and
X˜+e → Xe, respectively. As described in Remark 5.12, these two have different
behavior near the normal crossing boundary divisors in the different resolutions
M˜6 and M˜+6 . We regards these λk and λ+k are non-isomorphic since these are
defined on the non-isomorphic resolutions.
6. Mirror symmetry to a double cover of Bl3P
2
We can read off a mirror correspondence of the K3 surfaces X from the period
integrals near the LCSLs (see Appendix D). Extending general observations made
in [13, 14, 15] to the present case, we identify the mirror partner of X starting from
inspecting the structure of the ring defined by the indicial ideal Ind(D).
6.1. A double cover of Bl3P
2. Let Bl3P
2 be a blow-up at three (general) points
of P2, which is a del Pezzo surface S6 of degree 6. We denote by E1, E2, E3 the
exceptional divisors and by H the pull-back of the hyperplane class in P2. Then
following the lemma is immediate:
Lemma 6.1. Define Li = H − Ei (i = 1, 2, 3) and L4 = H. Then the intersection
form is given by
(6.1) (Li · Lj) =

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 1
 .
We identify the above intersection form, up to the factor d = 2, with (4.5)
appeared in Proposition 4.4. We explain the factor 2 by considering a double cover:
Consider two general elements gi1, gi2 ∈ |H − Ei| for each one dimensional linear
system |H − Ei| on S6. We define the double cover S6 → S6 branched along the
zero locus {g11g12g21g22g31g32 = 0}.
27
Proposition 6.2. The double cover of S6 is a K3 surface which is singular at 12
points of A1 singularities. Its Picard lattice is generated by the proper transforms
L˜i of Li (i = 1, .., 4) with the intersection matrix (L˜i · L˜j) = 2 (Li · Lj).
Proof. The number of intersection points is immediate by counting intersection
numbers of the divisors {gia = 0} . The intersection forms (L˜i · L˜j) are doubled by
the double covering. 
The intersection form of S6 explains the factor d = 2 in Proposition 4.8. Let us
recall that the K3 surfaceX is defined to be a resolution of the singular double cover
X → P2 branched along general six lines. Based on the form of mirror symmetry
observed for hypersurfaces in toric varieties [13, 12], we conjecture the following
(cf. the next section):
Conjecture 6.3. Mirror of the double cover (singular) K3 surface X is a singular
K3 surface S6 defined above. Namely, the double covering of del Pezzo surface S6
branched along the zero loci of general elements gia ∈ |H − Ei| (i=1,2,3; a=1,2).
The relation of the conjecture to the standard descriptions of mirror symmetry
of K3 surfaces [2, 5, 11] is not completely clear, since the lattice U(2) instead of U
is contained as a summand of the transcendental lattice TX , for example. However,
we interpret below the conjecture as a variant of the so-called Batyrev-Borisov toric
mirror construction.
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Fig.2 Batyrev-Borisov duality for the Minkowski sums ∆ = ∆1 +
∆2 +∆3 and ∇ = ∇1 +∇2 +∇3.
6.2. Double coverings from the Batyrev-Borisov duality. It is suggestive to
arrange the combinatorial data for the constructions X and S6 into a generalization
of Batyrev-Borisov toric mirror construction [2, 3]. In a follow up paper [16], we
will provide a full generalization to all dimensional Calabi-Yau varieties.
6.2.a.Batyrev-Borisov duality. Recall that, in toric geometry, the projective
plane P2 is described as P∆ with a two dimensional polytope
∆ = Conv {(2,−1), (−1, 2), (−1,−1)} ,
whose integral points represent sections of−KP2. We consider the following Minkowski
sum decomposition
(6.2) ∆ = ∆1 +∆2 +∆3
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with ∆1 = Conv {(−1, 0), (−1, 1), (0, 0)},∆2 = Conv {(0,−1), (1,−1), (0, 0)} and
∆3 = Conv {(1, 0), (0, 1), (0, 0)} . This decomposition corresponds to the factoriza-
tion f∆ = f∆1f∆2f∆3 of Laurent polynomials of ∆ into polynomials defined for
each polytope ∆i. In terms of homogeneous coordinates, this is nothing but a
factorization of cubic polynomials into three linear polynomials.
According to Batyrev-Borisov construction, we define the following polar dual
∇ := (Conv {∆1,∆2,∆3})∗ .
Then, the Minkowski decomposition (6.2) induces the corresponding Minkowski
decomposition of ∇,
∇ = ∇1 +∇2 +∇3
with∇1 = Conv {(1, 0), (0, 0)} ,∇2 = Conv {(0, 1), (0, 0)} and∇3 = Conv{(−1,−1),
(0, 0)}. By Batyrev-Borisov duality, we obtain the original ∆ by the polar dual
∆ = (Conv {∇1,∇2,∇3})∗ .
The duality holds in general for the so-called reflexive polytopes with additional
data called nef-partitions. In Fig.2, we summarize the duality in the present case.
It is clear that the toric variety P∇ is isomorphic to Bl3P
2, the blow-up at three
coordinate points of P2.
6.2.b.Double coverings from the duality. In the Batyrev-Bosisov duality, as-
sociated to the polytope ∆i (respectively ∇j ), we have Laurent polynomial f∆i
(g∇j ) and also a toric divisor D∆i in P∇ (D∇j in P∆). They may be summarized in
f∆i ∈ H0(P∆,O(D∇i)) and g∇j ∈ H0(P∇,O(D∆j ))
under the duality.
Definition 6.4. Suppose two reflexive polytopes have Minkowski sum decompo-
sitions ∆ = ∆1 + · · · + ∆s and ∇ = ∇1 + · · · + ∇s which are dual in the sense
of Batyrev-Borisov. Take two general sections f∆i,1, f∆i,2 ∈ H0(P∆,O(D∇i)) and
g∇j ,1, g∇j ,2 ∈ H0(P∇,O(D∆j )) for each divisors D∆i and D∇j . We define the
double covering Y ∆ of toric Fano variety P∆ branched along ∪i,a {f∆i,a = 0}, and
similarly Y ∇ of P∇ with the branch locus ∪j,a
{
g∇j ,a = 0
}
in P∇.
By construction, the double covers Y ∆ and Y ∇ are Calabi-Yau varieties which is
singular in general. Our observation made in Conjecture 6.3 can be understood as a
special case of the pair of double covers in dimensions two, i.e., (Y ∆, Y ∇) = (X,S6).
We naturally expect that these double cover Calabi-Yau varieites Y ∆ and Y ∇
are mirror symmetric in general as we have observed in the special case. Other
geometric justifications (e.g. [22, 9, 10, 6]) for this new duality are also expected,
but we defer them to future investigations.
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Appendix A. Genus two theta functions
Here we summarize our notation for the genus two theta functions following
[19, 4].
Definition A.1. For W ∈ H2 and a, b ∈ 12Z[i]2, we define theta functions on H2
by
Θ
[
a
b
]
(W ) :=
∑
n∈Z[i]2
exp
(
πi
(
t(n+ a)W (n+ a) + 2Re( tb n)
))
.
The theta functions Θ
(
i j k
lmn
)
(W ) used in the text are special types given by a, b
satisfying Re(a) = Im(a),Re(b) = Im(b), which are specified by the correspondence[
a
b
]
=
1 + i
2
[
s1
s2
s3
s4
]
↔
(
i j k
lmn
)
.
Explicitly, we use the following correspondences [19]:[
1
1
1
1
]
↔
(
1 2 3
4 5 6
)
,
[
1
1
0
0
]
↔
(
1 2 4
3 5 6
)
,
[
1
0
0
0
]
↔
(
1 2 5
3 4 6
)
,[
1
0
0
1
]
↔
(
1 2 6
3 4 5
)
,
[
0
1
0
0
]
↔
(
1 3 4
2 5 6
)
,
[
0
0
0
0
]
↔
(
1 3 5
2 4 6
)
,
[
0
0
0
1
]
↔
(
1 3 6
2 4 5
)
,[
0
0
1
1
]
↔
(
1 4 5
2 3 6
)
,
[
0
0
1
0
]
↔
(
1 4 6
2 3 5
)
,
[
0
1
1
0
]
↔
(
1 5 6
2 3 4
)
.
We also write these ten theta functions by Θi with i = 1, ..., 10 by ordering the
theta functions Θ
(
i j k
lmn
)
from the left to right, and the first line to the third line
in the above correspondence. These functions have q-series expansions with
q1 = e
πiw11 , q2 = e
πiw22 , q3q4 = e
πi(w12+w21),
q3
q4
= e−π(w12−w12)
for W =
(
w11 w12
w21 w22
)
. The following properties are known in literatures (see [19,
Prop.3.1.1, Cor. 3.2.2]):
Proposition A.2. The squares of the ten theta functions Θi(W )
2 are modular
forms on ΓT (1 + i) with the character det : ΓT (1 + i) → C∗. Any five of linearly
independent theta functions freely generate the module Mdet(ΓT (1 + i)).
There is also a modular form Θ(W ) on ΓT with a certain character χ : ΓT →
{±1} [19, Lem. 3.1.3], which satisfies
Θ(W )2 =
3 · 52
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
(
10∑
i=1
Θi(W )
4
)2
− 4
10∑
i=1
Θi(W )
8
 .
This relation is implicitly contained in the (algebraic) master equation as shown
in Proposition 5.9. When expressing our lambda functions and the hypergeometric
series ω0(λ)
2, we have introduced Θ˜(W ) := 2
2
3·5Θ(W ).
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Appendix B. The polynomials PI and QI
Recall that we have defined the polynomials PI(t) and QI(t) by expressing
the (inhomogeneous) semi-invariants 1
a0b0c0
YI(A0) by the affine coordinates zk :=
zk(o1) and z˜k := zk(o
+
1 ), respectively. By definition, we have
1
a0b0c0
YI(A0) = PI(z) and
1
a0b0c0
YI(A0) = QI(z˜).
The coding of the semi-invariants by I = {{ijk}, {lmn}} comes from the definition
YI(A) = [ijk][lmn]. We use the definitions given in [17, Appendix C];
Y0 = [1 2 3][4 5 6], Y1 = [1 2 4][3 5 6], Y2 = [1 2 5][3 4 6],
Y3 = [1 3 4][2 5 6], Y4 = [1 3 5][2 4 6],
Y6 = [1 2 6][3 4 5], Y7 = [1 3 6][2 4 5], Y8 = [1 4 6][2 3 5],
Y9 = [1 5 6][2 3 4], Y10 = [1 4 5][2 3 6],
where Y5 is used for the degree two element. We denote by Ps and Qs the corre-
sponding polynomials to the Ys above. These numbering should not be confused
with the numbering Θi(i = 1, ..., 10). Below we list the polynomials :
P0 =1− (z1z2 + z1z3 + z2z3 + z1z2z3)z4 − z1z2z3z24 ,
P1 =− z1z2(1 + z3)z4, P2 = −1 + z1z3z4, P3 = −1 + z2z3z4,
P4 =− z1z2(1 + z3z4)z4, P6 = −(1 + z1z4)z2z3z4, P7 = z1(1 + z2)z3z4,
P8 =(1 + z1)z2z3z4, P9 = −z1z3z4(1 + z2z4), P10 = 1− z1z2z4.
The polynomial Qk(z˜) is determined by Qk(z˜) = Pk(z) by substituting the relations
z1 = z˜1, z2 = z˜1z˜3, z3 = z˜2z˜4, z4 = z˜2/z˜1. Note that Qs(z˜) are polynomials in z˜k
although z˜1 appears in the denominator of z4.
Appendix C. The representation zσk = ϕσ(z1, z2, z3, z4) of S6
The right action of σ ∈ S3 on 2 × 4 matrix A defines an element of Aut(M4),
z(A) 7→ zσ(A) := z(Aσ). This naturally gives rise to the well-known representation
S3 → Aut(M4) ≃ Aut(P1):
σ : e (12) (23) (23)(12) (12)(23) (13)
zσ : z 1
z
z
z−1 1− 1z 11−z 1− z
G(σ, e) : 1 z 1− z −z z − 1 −1
Here we have included the twist factor G(σ, e) defined in (2.4). In a similar way,
we have the representation S6 → Aut(M6) induced by the right action of σ ∈ S6
on 3 × 6 matrices. This action naturally defines the corresponding transformation
zσk = ϕσ(z1, z2, z3, z4) on the affine coordinates zk of the resolutions. For the case
zk = zk(o1), we present explicit forms of the transformations for some σ ∈ S6.
Although expressions become complicated in general, these should be regarded as
the generalization of the rational transformations given in the above table.
σ = ( 1 2 3 4 5 61 2 3 6 5 4 )
zσ1 =
1
z1
, zσ2 = −z2z3z4, zσ3 =
1
z1z4
, zσ4 =
z1
z3
; G(σ, e) =
1
z1z3z4
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σ = ( 1 2 3 4 5 62 3 4 5 6 1 )
zσ1 = −
z2
1 + z2
, zσ2 = −
1− z1z3z4
1 + z1z4
, zσ3 = −
1− z1z3z4
1 + z3z4
zσ4 = −
(1 + z1z4)(z + z3z4)
1− z1z3z4 ; G(σ, e) = −
1
1 + z2
.
σ = ( 1 2 3 4 5 66 5 4 3 2 1 )
zσ1 = −
(1 + z1)z2(1 + z3)z4
(1 + z2z4)(1 − z1z3z4) , z
σ
2 = −
z1(1 + z2)(1 + z3)z4
(1 + z1z4)(1− z2z3z4) ,
zσ3 = −
(1 + z1)(1 + z2)z3z4
(1− z1z2z4)(1 + z3z4) , z
σ
4 =
(1 + z1z4)(1 + z2z4)(1 + z3z4)
(1 + z1)(1 + z2)(1 + z3)z4
.
G(σ, e) =
1− (z1z2 + z1z3 + z2z3 + z1z2z3)z4 − z1z2z3z24
(1− z1z2z4)(1− z1z3z4)(1− z2z3z4) .
We have similar expressions for the other boundary points oi and o
+
i as well.
Appendix D. Mirror symmetry and the generalized Frobenius method
Here we summarize briefly the Frobenius method formulated in [13, 14, 15] for
the GKZ systems which determines period integrals of Calabi-Yau complete inter-
sections. The (generalized) Frobenius method applies to the local solutions about
special boundary points, i.e., LCSLs. Assume that X is a K3 surface given as com-
plete intersection in a toric variety, and X∗ is the mirror K3 surface determined by
Batyrev-Borisov toric mirror symmetry [2, 3]. In this setting, we have a family of
X∗ over the parameter space of its defining equations.
Let x1, ..., xr be the affine coordinate near a LCSL. Let D1, · · · ,Ds be the Picard-
Fuchs differential operators which follows from the GKZ system characterizing the
period integrals in the affine chart. Following [13, 14, 15], we consider a polynomial
ring Q[θ1, · · · , θr] generated by θi := xi ∂∂xi and define the indicial ideal of the
Picard-Fuchs equations,
Ind(D1, · · · ,Ds) ⊂ Q[θ1, · · · , θr].
Indicial ideal Ind(D1, · · · ,Ds) is a homogeneous ideal generated by initial terms of
Di and determines the indices for the local solutions.
Proposition D.1. There is an isomorphism
Q[θ1, · · · , θr]/Ind(D1, · · · ,Ds) ≃ H0(X,Q)⊕H2(X,Q)toric ⊕H4(X,Q),
where H2(X,Q)toric is generated by the restrictions of the ambient toric divisors.
When we normalize the top form of quotient ring, we can introduce a pairing in
the quotient ring which corresponds to the pairing in the cohomology (of the mirror
manifold). We denote this pairing for the generators θi by
Kij := 〈θiθj〉.
This represents the intersection pairing among the corresponding generators of
H2(X,Q)toric.
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Proposition D.2. Near the boundary point (LCSL), there is only one power se-
ries w0(x) representing a period integral of the mirror family, which has the form
w0(x) =
∑
n∈Zr
≥0
c(n)xn. All other solutions contain logarithmic singularities, and
they are given by
(D.1) w
(1)
i (x) :=
∂
∂ρi
w0(x, ρ)|ρ=0, w(2)(x) := −1
2
∑
i,j
Kij
∂
∂ρi
∂
∂ρj
w0(x, ρ)|ρ=0,
where w0(x, ρ) =
∑
n c(n+ ρ)x
n+ρ with formal parameters ρi.
Mirror symmetry of K3 surfaces can be summarized in the following proposition:
Proposition D.3. ([12, Sect. 2.4]) The following quadratic relation holds:
2 w0(x)
(
w(2)(x) + (2π)2w0(x)
)
+
∑
i,j
Kijw
(1)
i (x)w
(1)
j (x) = 0.
Three propositions above provide a quick summary of the works [13, 14, 15] for
the mirror symmetry expressed in the Frobenius method. It should be noted that,
while the standard Frobenius method is a well-known technique for hypergeometric
differential equations of one variables, the Frobenius method here is a non-trivial
generalization to multi-variables, see Remark 4.6 and Appendix E below.
Appendix E. Proof of Proposition 4.5
Here we present the details of the proof of Proposition 4.5. We also include
an example which shows that a naive application of Frobenius method results in
Laurent series in general.
E1. Proof of 4.5. Let Di be the Picard-Fuchs differential operators in (4.3).
Let f1(θ), · · · , f9(θ) be the homogeneous generators of the indicial ideal Ind(D) in
Proposition 4.3, in order. Then, for the hypergeometric series ω0(z, ρ) defined in
Proposition 4.5 (2), it is easy to verify that
Diω0(z, ρ) = zρfi(ρ) + zρ
∑
i
ziFi(ρ, z),
where fi(ρ) are the monomials fi(θ) with θi replaced by ρi, and Fi(ρ, z) are
power series in zk. The indicial ideal Ind(D) can be identified with the ideal
Iρ := 〈f1(ρ), · · · , f9(ρ)〉 of the polynomial ring Q[ρ] := Q[ρ1, · · · , ρ4]. As claimed
in Proposition 4.4, the quotient ring Q[ρ]/Iρ is finite dimensional with its bases
1, ρ1, ..., ρ4, ρ
2
4. We can introduce a Q-linear map 〈−〉 : Q[ρ]/Iρ → Q by the follow-
ing properties
〈1〉 = 〈ρi〉 = 0,
〈
ρ24
〉
= d and 〈h(ρ)〉 = 0 (h(ρ) ∈ Iρ),
where d ∈ Q is a constant. In Proposition 4.4, we have introduced Mij = 〈ρiρj〉.
The next lemma follows from the above definitions:
Lemma E.1. For g(ρ) ∈ Q[ρ], we have
〈g(ρ)〉 = 1
2!
∑
i,j
Mij
∂
∂ρi
∂
∂ρj
g(ρ)
∣∣∣
ρ=0
, 〈ρig(ρ)〉 =
∑
j
Mij
∂
∂ρj
g(ρ)
∣∣∣
ρ=0
.
33
If g(ρ) ∈ Iρ, then 〈g(ρ)〉 = 〈ρig(ρ)〉 = 0 by definition. Therefore we have
1
2!
∑
i,j
Mij
∂
∂ρi
∂
∂ρj
g(ρ)
∣∣∣
ρ=0
=
∑
j
Mij
∂
∂ρj
g(ρ)
∣∣∣
ρ=0
= 0
for g(ρ) = f1(ρ), ..., f9(ρ) ∈ Iρ. These relations explain the form of local solutions
in Proposition 4.5 (2), which generalizes the classical Frobenius method for hyper-
geometric series of one variable. See [14, Sect.3.3] and an example therein for more
detailed analysis.
The vanishing described in Proposition 4.5 (1) depends on the special form of
the coefficient c(n):
c(n) =
1
Γ(12 )
3
Γ(n1 +
1
2 )Γ(n2 +
1
2 )Γ(n3 +
1
2 )
Π3
i=1
Γ(n4 − ni + 1) ·Π1≤j<k≤3Γ(nj + nk − n4 + 1) .
Since c(n) vanishes when the Γ-functions in the denominator have poles, it is easy
to read off the necessary conditions for non-vanishing c(n) that n4 − ni ≥ 0 and
nj + nk − n4 ≥ 0. From these conditions, we obtain n4 ≥ n1, n2, n3 ≥ 0, hence
power series for ω0(z). However that ω0(z) is a power series does not guarantee
that ω
(1)
i (z) =
∂
∂ρi
ω0(z, ρ)
∣∣∣
ρ=0
is a power series. In the present case (and also for
GKZ hypergeometric series near the LCSLs), we verify that this is the case directly.
We express the derivation ∂
∂ρ1
, for example, as
∂
∂ρ1
c(n+ ρ)
∣∣∣
ρ=0
= c(n)
{
ψ(n1 +
1
2
) + ψ(n4 − n1 + 1)−
∑
k=2,3
ψ(n1 + nk − n4 + 1)
}
,
where ψ(s) = Γ(s)
′
Γ(s) . In this form we see that there are possibilities for the poles
(of Γ-functions) in the denominator of c(n) and the poles in the ψ-functions cancel
to result fine contributions. We write such possibilities for each terms; e.g., we
have n4 − n1 < 0, n4 − ni ≥ 0(i = 2, 3) and nj + nk − n4 ≥ 0(1 ≤ j < k ≤ 3)
for c(n)ψ(n4 − n1 + 1). From these inequalities, we obtain n1, n2, n3 ≥ 0 and
0 ≤ n4 < n1 and conclude that they can have non-vanishing contributions only
for n ∈ Z4≥0. Doing similar analysis for the other terms, we conclude that the
summation over n ∈ Z4≥0 in ω(1)i (z) = ∂∂ρiω0(z, ρ)
∣∣∣
ρ=0
stays in the same range, i.e.,
n ∈ Z4≥0. Hence we obtain the power series solution which is linear in log x1. Since
other cases are similar, although more involved for ω(2)(z), we omit the details.
E2. Laurent series from the Frobenius method. As is clear in the above
proof, in general, hypergeometric series of multi-variables can have some negative
powers when we apply the Frobenius method. In this respect, the content of Propo-
sition 4.5 (which goes back to the observations made in [13, 14]) is that negative
powers do not appear for the special boundary points (LCSLs) coming from GKZ
systems.
To contrast the situation, we present constructions of the local solutions of
E(3, 6) system with the affine parameter x = (x1, x2, x3, x4) defined by1 0 0 1 1 10 1 0 1 x1 x2
0 0 1 1 x3 x4
 .
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Yoshida et al [20, Prop.1.6.1] studies the E(3, 6) system in this coordinate. Near
the origin, x = 0, there is only one power series [20, Prop.1.6.2] which we translate
to ω0(x) =
∑
n∈Z4
≥0
c(n)xn with
c(n) =
Γ(n1 + n3 +
1
2 )Γ(n2 + n4 +
1
2 )Γ(n1 + n2 +
1
2 )Γ(n3 + n4 +
1
2 )
Γ(n1 + n2 + n3 + n4 +
3
2 )Γ(n1 + 1)Γ(n2 + 1)Γ(n3 + 1)Γ(n4 + 1)
.
By explicit calculations, we can verify that all other solutions contains logarithms,
log xi and (log xi)(log xj) (1 ≤ i, j ≤ 4). For example, the solutions linear in log x1
is given by the naive application of the Frobenius method ∂
∂ρ1
ω0(x, ρ)
∣∣∣
ρ=0
. However
this becomes a Laurent series as we can deduce from
∂
∂ρ1
c(n1, 0, 0, 0) =
Γ(n1 +
1
2 )
2Γ(12 )
2
Γ(n1 +
3
2 )Γ(n1 + 1)
{
2ψ(n1 +
1
2
)− ψ(n1 + 3
2
)− ψ(n1 + 1)
}
.
By explicit calculation, we verify that the Laurent series
∂
∂ρ1
ω0(x, ρ)
∣∣∣
ρ=0
=
∑
n∈Z4
∂
∂ρ1
c(n+ ρ)
∣∣∣
ρ=0
xn + ω0(x) log x1
satisfies the E(3, 6) system given in Yoshida et al [20, Prop.1.6.1]. Similar calcula-
tions works for the other logarithmic solutions as well.
Appendix F. Picard-Fuchs operators for X˜+ → X
There are three LCSLs o+i (i = 1, 2, 3) in the flipped resolution X˜+ → X . We
introduce the local affine coordinates z˜k := zk(o
+
1 ), z˜
′
k := zk(o
+
2 ) and z˜
′′
k := zk(o
+
3 )
whose origins are the LCSLs o+i . Here, following Lemma 3.3 and Definition 3.5
of [17], we describe the coordinate z˜k := zk(o
+
1 ) and also Picard-Fuchs differential
operators D˜ explicitly. Following the notation in [17], we first note that the cone
(σ
(2)
1 )
∨ ∩ L is generated by
(F.1)
ℓ˜(1) = (−1, 0, 0, 1, 0, 0, 0, 1,−1) = ℓ(1),
ℓ˜(2) = (−1, 0, 0, 0, 1,−1, 1, 0, 0) = ℓ(1) + ℓ(4),
ℓ˜(3) = ( 1,−1, 0, 0,−1, 1, 0,−1, 1) = ℓ(2) − ℓ(1),
ℓ˜(4) = ( 1, 0,−1, −1, 0, 1,−1, 0, 1) = ℓ(3) − ℓ(1).
The coordinates z˜k := zk(o
+
1 ) follow from these by z˜i := a
ℓ˜(i) , i.e.,
z˜1 = −a1c1
a0c2
, z˜2 = −a2b2
a0b1
, z˜3 =
a0b1c2
a2b0c1
, z˜4 =
a0b1c2
a1b2c0
.
It turns out that a complete set of differential operators D˜ℓ are given by the following
ℓ˜’s (cf. [17, Appendix C]):
ℓ˜(1), ℓ˜(2), ℓ˜(2) + ℓ˜(3), ℓ˜(2) + ℓ˜(4), ℓ˜(1) + ℓ˜(4), ℓ˜(1) + ℓ˜(3)
ℓ˜(1) + ℓ˜(2) + ℓ˜(3), ℓ˜(1) + ℓ˜(2) + ℓ˜(4), ℓ˜(1) + ℓ˜(2) + ℓ˜(3) + ℓ˜(4)
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Setting θ˜i := z˜i
∂
∂z˜i
, the operators take the following forms:
D˜1 = (θ˜1 − θ˜3)(θ˜1 − θ˜4) + z˜1(θ˜1 − θ˜3 − θ˜4)(θ˜1 + θ˜2 − θ˜3 − θ˜4 + 12 ),
D˜2 = (θ˜2 − θ˜3)(θ˜2 − θ˜4) + z˜2(θ˜2 − θ˜3 − θ˜4)(θ˜1 + θ˜2 − θ˜3 − θ˜4 + 12 ),
D˜3 = (θ˜1 − θ˜4)(θ˜2 − θ˜3 − θ˜4) + z˜1z˜3(θ˜2 − θ˜3)(θ˜3 + 12 ),
D˜4 = (θ˜1 − θ˜3)(θ˜2 − θ˜3 − θ˜4) + z˜1z˜4(θ˜2 − θ˜4)(θ˜4 + 12 ),
D˜5 = (θ˜2 − θ˜4)(θ˜1 − θ˜3 − θ˜4) + z˜2z˜3(θ˜1 − θ˜3)(θ˜3 + 12 ),
D˜6 = (θ˜2 − θ˜3)(θ˜1 − θ˜3 − θ˜4) + z˜2z˜4(θ˜1 − θ˜4)(θ˜4 + 12 ),
D˜7 = (θ˜1 − θ˜4)(θ˜2 − θ˜4)− z˜1z˜2z˜3(θ˜3 + 12 )(θ˜1 + θ˜2 − θ˜3 − θ˜4 + 12 ),
D˜8 = (θ˜1 − θ˜3)(θ˜2 − θ˜3)− z˜1z˜2z˜4(θ˜4 + 12 )(θ˜1 + θ˜2 − θ˜3 − θ˜4 + 12 ),
D˜9 = (θ˜1 − θ˜3 − θ˜4)(θ˜2 − θ˜3 − θ˜4)− z˜1z˜2z˜3z˜4(θ˜3 + 12 )(θ˜4 + 12 ).
The radical
√
dis of the discriminant is given by
z˜1z˜2z˜3z˜4 ×
2∏
i=1
(1 + z˜i)×
∏
i=1,2
j=3,4
(1 + z˜iz˜j)×
∏
j=3,4
(1 − z˜1z˜2z˜j)
×(1− z˜1z˜2z˜3z˜4)×
(
1− z˜1z˜2(z˜3 + z˜4 + z˜3z˜4)− (z˜1 + z˜2)z˜1z˜2z˜3z˜4
)
.
The pairing M˜ij := 〈θ˜iθ˜j〉 from the quotient ring Q[θ˜1, · · · , θ˜4]/Ind(D˜) is deter-
mined as
(
M˜ij
)
= 2×

1 2 1 1
2 1 1 1
1 1 0 1
1 1 1 0
 = 2× tT˜

0 1 0 0
1 0 0 0
0 0 −1 0
0 0 0 −1
 T˜
with T˜ =
(
1 1 0 1
1 1 1 0
0 1 0 0
1 0 0 0
)
and fixing the normalization d˜ by 2 (cf. Proposition 4.4). As in
Proposition 4.5, we have local solutions around z˜i = 0 (i = 1, .., 4) via the Frobenius
method using the above M˜ij . The corresponding quadratic relation also holds with
Mij replaced by M˜ij in Proposition 4.8
As a unique (up to constant) solution, we obtain
ω0(z˜) =
∑
n1,n2,n3,n4≥0
c˜(n1, n2, n3, n4)z˜
n1
1 z˜
n2
2 z˜
n3
3 z˜
n4
4
with c˜(n) = c˜(n1, n2, n3, n4) given by
c˜(n) :=
1
Γ(12 )
3
Γ(n1 + n2 − n3 − n4 + 12 )Γ(n3 + 12 )Γ(n4 + 12 )
Πi=1,2Πj=3,4Γ(ni − nj + 1) ·Πi=1,2Γ(n3 + n4 − ni + 1) .
The following proposition follows from constructing the integral generators of the
semi-groups (σ
(2)
i )
∨ ∩ L (i = 1, 2, 3) described in Lemma 3.3 of [17].
Proposition F.1. The other two affine coordinates z˜′k := zk(o
+
2 ) and z˜
′′
k := zk(o
+
3 )
are related to z˜k by
(F.2)
z˜′1 = z˜1z˜4, z˜
′
2 = z˜2z˜4, z˜
′
3 =
z˜3
z˜4
, z˜′4 =
1
z˜4
,
z˜′′1 = z˜1z˜3, z˜
′′
2 = z˜2z˜3, z˜
′′
3 =
z˜4
z˜3
, z˜′′4 =
1
z˜3
.
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By using these relations, it is straightforward to express the Picard-Fuchs oper-
ators D˜i(i = 1, ..., 9) in the coordinates z˜′k := zk(o+2 ) and also z˜′′k := zk(o+3 ). We
leave it to the reader to see that the set of operators
{
D˜i
}
has the same form for
these three coordinates.
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