. We study a class of nonlinear eigenvalue problems of Scrödinger type, where the potential is singular on a set of points. Such problems are widely present in physics and chemistry, and their analysis is of both theoretical and practical interest. In particular, we study the regularity of the eigenfunctions of the operators considered, and we propose and analyze the approximation of the solution via an isotropically refined hp discontinuous Galerkin (dG) method.
1. I This paper concerns the analysis of an elliptic nonlinear eigenvalue problem and its approximation with an hp discontinuous Galerkin finite element method. Specifically, we consider the problem of finding, in a domain Ω ⊂ R d , d = 2, 3, the smallest eigenvalue and associated eigenfunction (λ, u) such that u L 2 (Ω) = 1 and (1)
for a (singular) potential V and a nonlinearity f . Problems of this kind correspond to the Euler-Lagrange equations of energy minimization problems and are therefore widely present in physics and chemistry. Equations of the form (1) are also often referred to as nonlinear Schrödinger equations.
Our analysis is centered mainly on potentials that are singular at a set of isolated points; this includes the electric attraction generated by a Coulomb potential, i.e., V (x) = 1/d(x, c), where d(·, ·) is the euclidean distance between two points in R d , for some fixed point c ∈ Ω, but applies more generally to any potential that, in the vicinity of the singular point, behaves as
for a ξ < 2. Clearly, V is not very regular in classical Sobolev spaces, thus we cannot expect the solution to be regular in those spaces either. Nonetheless, we can alternatively work in weighted Kondrat'ev-Babuška spaces, prove that the solution is sufficiently regular in these spaces, and thus design an appropriate hp discretization that converges exponentially to the exact solution, see [SSW13] .
The nonlinear Schrödinger equation (1) and the weighted spaces are introduced in detail in Section 2. There, we also introduce our basic assumptions on the nonlinearity, which are similar to those introduced in [CCM10] , and on the potential V . As the analysis progresses, we will introduce more restrictive hypotheses.
In Section 3, we then prove a priori convergence estimates on the eigenvalue and eigenfunction. Even though our focus is on hp methods, most of the proofs are more general. Suppose we consider a simpler h-type finite element method: the proof of Theorem 1 -i.e., convergence and quasi optimality of the numerical solution -holds, since we do not use any specific feature of hp refinement. The proof of convergence of the discontinuous Galerkin method for a nonlinear eigenvalue problem of the form (1) is a new result as far as we are aware. Previous results include the convergence of the discontinuous Galerkin method for linear eigenproblems [ABP06] and the convergence of conforming methods for the nonlinear problem [CCM10] . The main difference with the latter paper is that the discontinuous Galerkin method is not conforming, thus some relations between exact and numerical quantities, e.g., between the exact eigenvalue λ and the numerical one λ δ , are less straightforward. In general, the convergence and quasi optimality of the numerical eigenvalue-eigenfunction pair proven in Theorem 1 should be readily extendable to any nonconforming symmetric method such that the thesis of Lemma 3, akin to coercivity and continuity of the numerical bilinear form, holds.
In the analysis of the approximation of linear eigenvalue problems by symmetric methods, one is often able to show that the rate of convergence of eigenvalues is double that of eigenfunction, see, e.g., [BO91] . In the latter part of Section 3, we show that if we introduce a conjecture on the local behavior of the solution to linear problems with localised right hand sides, we are able to recover a similar result.
In Section 4, we restrict the analysis to the case of polynomial, up-to-quartic nonlinearities. In this setting, the solutions of problem (1) are analytic in weighted Sobolev spaces: specifically, if the potential is of type (2) and f (u 2 ) = |u| η , η = 1, 2, 3, then for γ < d/2 + 2 − ξ there exist constants C u and A u such that for all k ∈ N |α|=k
where u is the ground state of (1) and α ∈ N d 0 is a multi index. This estimate is proven in Theorem 2 and constitutes a result of independent interest. For previous weighted analytic regularity results for elliptic problems, we refer, among others, to [GS06, CDN12] for the linear case, and to [MS19] for the analysis -based on the same arguments as in the present paper -of the (nonlinear) two dimensional Navier-Stokes equations.
As a consequence of the quasi-optimal a priori estimates introduced above and of the weighted analytic regularity of the ground state for up-to-quartic nonlinearities, we obtain exponential convergence of the numerical solution computed with the hp dG method. This is briefly discussed in Section 5 and presented in Theorem 3.
Finally, in Section 6, we investigate the performance of the scheme in two and three dimensional numerical tests. We confirm our theoretical estimates, while also showing the effect of sources of numerical error that have not been taken into consideration in the theoretical analysis.
2.2. Statement of the problem. We introduce the problem under consideration. From the "physical" point of view, it consists in the minimization of an energy composed by a kinetic term, an interaction with a singular potential V and a nonlinear self-interaction term. Under the unitary norm constraint, using Euler's equation, the energy minimization problem translates into a nonlinear elliptic eigenvalue problem. This is the form under which most of the analysis will be carried out.
We start therefore by introducing the bilinear form over
and a function F : R + → R, whose properties will be listed later in this section for the sake of clarity. Let
Let us denote by u the minimizer of (3) (unique up to a sign change under the hypotheses that follow) over the space {v ∈ H 1 (Ω) : v = 1}: then, there exists λ ∈ R such that u is the solution of (4)
The properties of the function F will be similar to those in [CCM10] , namely we suppose that
and we suppose that ∀R > 0, ∃C R ∈ R + : ∀t 1 ∈ (0, R], ∀t 2 ∈ R,
for r ∈ (1, 2] and s ∈ [0, 5 − r). We will impose additional conditions on F in order to obtain some improved convergence estimates: those conditions will be specified when necessary. Finally, we suppose that the potential V is such that
with p V > max(1, d/2) and that there exists 0 < ε < 1 such that
For d = 2, 3, (7b) implies (7a) as long as
where the constant C depends on V and on the domain. We have also the following regularity result, which follows from (6b) and (7b) and the regularity result obtained in [MM19] .
Lemma 1. The solution u to (4), under hypotheses (6a) to (7b), belongs to the space
, we obtain the thesis.
2.3. Numerical method. In this section we introduce the hp discontinuous Galerkin method.
Concerning the design of the hp space, the setting is the one from [GB86a, GB86b] . Let T be a triangulation of axiparallel quadrilateral (d = 2) or hexahedral (d = 3) elements of Ω, such that K∈T K = Ω, whose properties will be specified later. A d − 1 dimensional face (edge, when d = 2) is defined as the nonempty interior of ∂K ∩ ∂K for two adjacent elements K and K . Let E be the set of all faces/edges. We denote
We suppose that for any K ∈ T there exists an affine transformation Φ : K →K to the d-dimensional cubeK such that Φ(K) =K, that the mesh is shape and contact regular 1 Let T be isotropically and geometrically graded around the points in C: consider the case where C = {c}. Then, we fix a refinement ratio σ ∈ (0, 1/2) and partition the mesh T into disjoint mesh layers Ω j , j = 1, . . . , such that T = j Ω j and
for all K ∈ T and with constants uniform in T and . The generalization to the case of C containing multiple points follows from the construction of a graded mesh around each point. We will allow for 1-irregular edges/faces, i.e., given two neighboring elements K and K , that share an edge/face e = ∂K ∩ ∂K , we require that e is an entire edge/face of at least one between K and K . We refer to Section 6 (specifically, to Figure 1a ) for a visualization of such a mesh. We introduce on this mesh the hp space with linear polynomial slope s, i.e., for an element
where h K is the diameter of the element K and p K is the polynomial order whose role will be specified in (8). We introduce the discrete space
where Q p is the space of polynomials of maximal degree p in any variable and denote
Then E is the set of the edges (for d = 2) or faces (d = 3) of the elements in T and
On an edge/face between two elements K and K , i.e., on e ⊂ ∂K ∩ ∂K , the average { {·} } and jump · operators for a function w ∈ X(δ) are defined by
where n (resp. n ) is the outward normal to the element K (resp. K ). In the following, for an S ⊂ Ω, we denote by (·, ·) S the L 2 (S) scalar product and by · S the L 2 (S) norm. We now introduce the discrete versions of the operators defined in Section 2.2. First, the bilinear form a δ over X δ × X δ is given by
Furthermore,
Let u δ be a minimizer of (10) over X δ , with unitary norm constraint. Then, there exists an eigenvalue λ δ ∈ R such that
Finally, E δ , defined on X δ , is obtained by replacing A u with A u δ in (5). Remark 1 (Simmetry of the numerical method). The dG method with bilinear form (9) is the symmetric interior penalty (SIP) method. The requirement of symmetry in the bilinear form of the numerical method is a strong one, and will be used without explicit mention throughout the proofs.
This could be seen as a limitation; nonetheless, from a practical point of view, there is little interest in approximating a symmetric eigenvalue problem with a non symmetric numerical method. Non symmetric methods tend to exhibit, in the linear case, lower rates of convergence than symmetric ones [ABP06] . Furthermore, the solution of the finite dimensional problem would be more problematic, since algebraic eigenvalue problems are more easily treated for symmetric matrices [Saa11] .
We introduce the mesh dependent norms that will be used in this section. First, for a v ∈ X(δ),
Remark that on X, this norm is equivalent to the J 1 1 (Ω) = H 1 (Ω) norm, since functions in X have no face discontinuity, implying v = 0. Then, on X(δ) we introduce, when d = 3,
where n e denotes the normal to face e. If d = 2, we denote by E c the set of edges abutting at the singularity, and write (note that on E c , p e = p 0 )
where q is fixed and such that 1 < q < 2/(3 − γ), see Remark 2. Let us also introduce the broken space J s,p γ (Ω, T ) = v : v ∈ J s,p γ (K), ∀K ∈ T . Remark 2. When d = 3, by the definition of the weighted spaces, see [MR10] , for e ⊂ ∂K, and since γ > 3/2,
When d = 2, we consider the definition of the norm (14). Let γ > 1: then, for any q < 2/(3 − γ) and
Hence, u ∈ W 2,q (Ω), and ∇u · n L q (e) is well defined. Therefore, |||v||| DG as defined in (14) is bounded when d = 2 for all v ∈ X(δ).
Remark 3. By proving continuity as in Lemma 3 (see the part of the proof referring to inequality (17a)) and thanks to Remark 2, it can be shown that the bilinear form a δ defined in (9) over X δ × X δ can be extended over X(δ) × X δ .
Remark 4. Note that on X δ and for d ≤ 3, the two norms (12) and (13) are equivalent, since for any K ∈ T , r | K h K and thanks to the discrete trace inequality [DPE12] h
valid for e ∈ ∂K and for all w δ ∈ X δ . The constant C d,p depends on the dimension d, on p, and on the polynomial order p e , but is independent of h e . Furthermore, C d,p is bounded by p e if p = 2.
We conclude this section by introducing the discrete approximation to the solution of the linear problem, i.e. the function u * δ ∈ X δ such that (15) A u δ u * δ − λ * δ u * δ , v δ = 0 ∀v δ ∈ X δ for an eigenvalue λ * δ . Note that, since u is an eigenfunction of A u and the associated eigenspace is of dimension 1 [CCM10], we have that
see [MM19] , and the eigenspace associated with u * δ is of dimension one, for a sufficiently large number of degrees of freedom [ABP06] .
The isotropically refined hp finite element space X δ defined here provides approximations that converge with exponential rate to the function in the weighted analytic class, as stipulated in the following statement, see [SSW13] .
Proposition 2. Given a function v ∈ J γ (Ω), for a γ > d/2, there exists two constants C, b > 0 independent of such that
Here, is the number of refinement steps, and = N 1/(d+1) , with N denoting the number of degrees of freedom of X δ .
A
In this section we prove some a priori estimates on the convergence of the numerical eigenfunction and eigenvalue. We start by giving some continuity and coercivity estimates, then we provide an auxiliary estimate on a scalar product where we construct an adjoint problem, and we conclude by proving convergence and quasi optimality for the eigenfunctions. The rate of convergence proven for the eigenvalues is smaller than what is obtained in the linear case: in the following it will be shown that under some additional hypothesis we can recover the rate typically obtained in the approximation of solutions to linear elliptic operators with singular potentials, see [MM19] .
Since our main focus here is on isotropically refined hp methods, the approach we take uses the assumption that finite element space and the underlying mesh are those of an hp discontinuous Galerkin method, as described in the previous sections. It is important to remark, nonetheless, that the results of this section can be extended, with minimal effort, to the analysis of a general discontinuous Galerkin approximation. The novelty of the approach we use in this section lies, indeed, more into the treatment of the nonconformity of the method than in the aspects related to the hp space. The modification necessary to get a proof that applies to a classical h-type discontinuous Galerkin finite element method, for example, would be related to the continuity and coercivity estimates, since those would need not to use the hypothesis that r h.
For the aforementioned reason, and for the sake of generality, we prove our results for an F as general as possible, even though the hp method shows its full power (i.e., exponential rate of convergence) only in a less general setting.
To conclude, we mention the fact that we will mainly write our proofs so that they work for d = 3, even though this sometimes means using a suboptimal strategy for the case d ≤ 2.
Consider for example the bound
for a v ∈ H 1 (Ω): we will always use it for p such that 1 ≤ p ≤ 6, even if for d = 2 any 1 ≤ p < ∞ would be acceptable.
3.1. Continuity and coercivity. We start with an auxiliary lemma, where we prove the continuity, positivity and coercivity of some operators. As mentioned before, we use the numerical eigenvalue λ * δ obtained from the numerical approximation of the linear problem as a lower bound of the operators over the discrete space X δ .
Lemma 3. Given the definition of the operators A u
δ and E δ (u), of the spaces X δ and X(δ), and of λ * δ provided in Section 2, the following results hold
Proof. Let us first consider the continuity inequality (17a). The proof when d = 2 is classical, see in particular [DPE12, Lemma 4.30] for the bound on the edges in E c , and the same arguments that we use here for the bounds on the rest of the elements and edges. We restrict then ourselves here to the case d = 3, where we use a slightly different norm than usual. Consider a function v ∈ X(δ). We can decompose v =ṽ +ṽ δ , where v ∈ X andṽ δ ∈ X δ . Consider an edge/face e ∈ E. Then, v |e = ṽ δ |e . If C ∩ē = ∅, then h e r; if instead there exists a c ∈ C such that c is one of the vertices of e, then ṽ δ |e ∈ Q p0 (e), which is a finite dimensional space of fixed size. Therefore on X(δ) we have the equivalency
The continuity estimate (17a) can be obtained through multiple applications of Hölder's inequality: we consider the terms in the bilinear form separately. First, on the broken space
where the second inequality follows from (20). Similarly,
Thanks to the Hölder inequality, Sobolev imbeddings, hypothesis (6b), and (21),
Since then λ * δ → λ, we have that |λ * δ (v, v δ )| ≤ C v v δ and this, combined with the above inequalities, proves (17a).
We now consider (17b). As already stated, λ * δ is a simple eigenvalue for a sufficient number of degrees of freedom and therefore A u δ − λ * δ is coercive on the subspace of X δ L 2 -orthogonal to u * δ . Hence, since u * δ = 1 and A u δ is symmetric,
for all v δ ∈ X δ . We may then prove (18) following the same reasoning as in [CCM10] . We recall it here for ease of reading. We choose, without loss of generality, u * δ such that (u * δ , u δ ) ≥ 0. From the above inequality we have (recall that u * δ = u δ = 1)
and this proves (18). To prove (19a), we note that
Suppose we negate (19a): then, there has to be a sequence {v j δ } j ⊂ X δ such that v j δ = 1 and
. Now, since u * δ converges towards u in the DG norm, and using (6c) and the positivity of f , we can show that there exists an α > 0 such that, for a sufficient number of degrees of freedom,
This negates the contradiction hypothesis that
Then, using the classical result that
combined with the estimate from the proof of [CCM10, Lemma 1], we can show that
The coercivity estimate (19a) then follows from (23) and (24). Finally, (19b) follows directly from the definition of E δ (u), the continuity estimate (17b) and the fact that |f (u 2 )u 2 | ≤ C.
Estimates on the adjoint problem.
In this section we develop an estimate on the scalar product between a function and the error u − u δ , whose interest lies mainly in the L 2 (Ω) convergence estimate given in Theorem 1. The estimate is based on the introduction of the adjoint problem (25).
be the space of functions L 2 (Ω)-orthogonal to u * δ and let ψ w δ be the solution to the problem
Proof. We break u δ − u * δ into two parts, one parallel to u * δ and one perpendicular to it. Those are given respectively by
Then,
We consider the first term:
Thanks to (6d), combining (21), (27), and (28) we can infer that
which gives the thesis.
3.3. Basic convergence. At this stage, we are able to prove the first convergence result for the numerical eigenfunction and eigenvalue. We work mainly in the discrete setting, in order to avoid the issues due to the nonconformity of the method. The analysis is carried out for the symmetric interior penalty discontinuous Galerkin method, but it holds for any nonconforming symmetric method, as long as the results of Lemma 3 hold for such a method. Furthermore, the remark made at the beginning of Section 3 still holds, in that the result can be adapted with few modifications to a classical h-type discontinuous Galerkin finite element method.
In general, the goal is to prove that the numerical eigenvalue-eigenfunction couple obtained as solution to the nonlinear problem converges as fast as for linear elliptic operators. In this section, we obtain this result for the eigenfunction, which is shown to converge quasi optimally. The hypotheses on the function F are instead not strong enough to prove that the eigenvalue converges twice as fast as the eigenfunction in the DG norm. We can nonetheless prove that the eigenvalue converges at least as fast as the eigenfunction; the doubling of the rate of convergence is deferred to the later Proposition 7, where we will have introduced additional hypotheses on F .
The following theorem gives then the above mentioned estimates on the convergence of the eigenfunction and eigenvalue. We start by showing the convergence to zero of the error, and use this result to show that the estimate is quasi optimal. We then show that the eigenvalue converges, with the basic rate mentioned above, and conclude by showing an estimate on the L 2 (Ω) norm of the error. Theorem 1. If the hypotheses (6a) to (6d) on F hold and the hypotheses on the potential V (7a), (7b) hold, then
In particular, we have the quasi-optimal convergence
where r is defined in (6d) and u * δ is the solution of the linear eigenvalue problem defined in (15).
Proof. We start by proving (29), i.e. the convergence of the numerical solution towards the exact one. We have
Therefore, exploiting the convexity of F and the convergence of λ towards λ * δ , we have that
Considering that u * δ converges towards u in the DG norm, (31) implies (29). Note then that
Remarking, as in [CCM10, Proof of Theorem 1], that
and using (21) and (29), we can conclude that
Consider the first term: hypothesis (6c) gives
The two above equations and (6d) thus give
and, since r > 1 and 6r/(5 − s) ≤ 6, we can conclude that u − u δ DG u − u * δ DG . The quasi optimality of u * δ then implies (30). Additionally, we can use this estimate in (33) and, considering that
Note that this result can be a bit sharper if q in (6b) is significantly smaller than 2; we write it this way for ease of reading. As already mentioned, we will prove a sharper result under some additional conditions in the following sections. We finish by showing the estimate for the L 2 norm of the error. This follows from Lemma 4, since (26) implies (34) (25), with w δ = u δ − u * δ . Now, the coercivity of (E (u) − λ * δ )·, · over X δ shown in (19a) and a Cauchy-Schwartz inequality imply
Hence, from the combination of (34), (35), and the convergences of λ δ towards λ * δ and of u δ towards u * δ in the L 2 (Ω) norm, we derive
we conclude the proof.
3.4. Pointwise convergence. We now wish to recover the doubling of the convergence rate normally obtained for the eigenvalue error, with respect to the eigenfunction. We need to introduce a conjecture on the local norm of discrete solutions to problems with localised right hand side, which will influence the convergence of the error u − u δ L ∞ (Ω) .
Assumption 1. We assume that, if g δ ∈ X δ is the solution to
where the constant C does not depend on h K and the sets Ω j have been introduced in Section 2.3.
We furthermore introduce u δ ∈ X δ as the discontinuous Galerkin projection of u for the operator A u , i.e., such that
Denote also
Proposition 5. Suppose that the hypotheses of Theorem 1 hold. Furthermore, suppose that (37) holds and that at least one of the following is true: either
where s and r are defined in (6d). Then,
Proof. We prove the theorem assuming that (39) holds; at the end we will delineate the necessary modifications in case only (40) holds. The L ∞ (Ω) error between u δ and u can be split in two parts, as
The first term of the right hand side of the inequality above is the L ∞ (Ω) norm of the error for a linear problem. We now consider the second part of the right hand side of (41),
for a K ∈ T . An inverse inequality gives
where we have chosen ρ as
We now introduce the finite element function g δ as the solution of (36).
Then, we have
Due to the definition of u δ and the symmetry of the bilinear form,
We can treat the second term by noting that
We want to use (6d) on the integrals containing f and its derivative in (42) and (44). We start by noting that
Therefore, by the equation above,
and by (6c), (6d), and the Cauchy-Schwartz inequality,
Combining (42), (43), and (44) with the above equation gives
A Hölder inequality and the condition s < 5 − r imply that there exists an
Consider now that
with α = α/(3 − α), see [Nic97] for the first embedding; the second one is classical in Sobolev spaces. The double embedding (46) then implies
where the second inequality follows from the fact that r |Ω j /h j ≤ C for all j = 1, . . . , . Therefore, using (37) and noting that the 2 ({1, . . . , }) norm is bounded by the 1 ({1, . . . , }) norm with constants that do not depend on , we conclude that g δ L 3−α (Ω) ≤ C for any positive α, thus,
If hypothesis (39) holds, we can conclude with the thesis. If (39) does not hold, then hypothesis (40) is necessary: the proof follows the same lines, though at (45) we use the inequality
Note that such an α exists thanks to (40). In this case we conclude
The following statement is then a direct consequence of Proposition 5. Corollary 6. Under the hypotheses of Proposition 5 and if the following hold:
Remark 5. We remark that (47a) depends on the regularity of u (which in turn depends on the regularity of F ). Furthermore, in the case of isotropically refined hp methods, assuming (47b) is pleonastic, as it is a consequence of (37), by a similar argument to the one used in the proof of Proposition 5.
Convergence revisited.
In this section we finally show that, if the solution converges in the L ∞ (Ω) norm, we can prove that the eigenvalue converges with the same rate as the square of the eigenfunction.
When dealing with h type discontinuous finite element methods, p max is bounded by some global constant, thus (47b) translates into the requirement of simple L ∞ (Ω) convergence for the linear problem. Furthermore, if the mesh is globally regular, (47b) and (37) can be proven if the solution is sufficiently regular, see [CC04] . Therefore, the following theorem can be extended to h-type finite element methods too, as long as the solution is sufficiently regular. We will not treat this case, as it it outside the focus of our analysis.
Under the forthcoming additional hypothesis (50) on the regularity of F , we prove that the eigenvalues converge as the square of the eigenfunction.
We introduce another adjoint problem: let ψ ∈ u ⊥ such that
for all v ∈ {v ∈ X(δ) : (u, v) = 0}. Remark 6. ψ satisfies the equation
The regularity of ψ depends therefore on the regularity of f , f , and u.
Proposition 7. Suppose that the hypotheses of Theorem 1 and Proposition 5 hold, and that conditions (47a) and (47b) hold. Furthermore, suppose that (6d) holds with r = 2 and that (50) F ∈ C 3 ((0, +∞), R), and F (t)t 2 is locally bounded in [0, +∞).
Then
where ψ is defined in (48) above.
Proof. The proof begins similarly to (32):
We consider the three integrals in the last equation separately. Firstly, considering term (51b), we have
Thanks to the Cauchy-Schwartz inequality, to the assumed L ∞ (Ω) convergence of u δ towards u (see Corollary 6), and to the fact that there exists u min such that u ≥ u min > 0, see [CCM10] , the above inequality implies that (after a certain level of refinement)
Integral (51c) is then treated by using (48)
Consider the first term above: for anyṽ δ ∈ u ⊥ δ ,
where we have used the fact that (6d) holds with r = 2, the orthogonality betweenṽ δ and u δ , condition (6c), and the L ∞ (Ω) convergence of u δ towards u. We now turn to the first term at the right hand side of (54). We have
Note that the term in u − u δ 2 is of higher order, so we can omit it from the following estimates.
We have therefore, from (54),
where we have replacedṽ δ by v δ − (v δ , u δ )u δ , thus being able to extend the inf over all v δ in X δ . Now,
The norm u δ L ∞ (Ω) is bounded due to the assumed L ∞ (Ω)-convergence of u δ towards u. The best approximation v δ to ψ in the |||·||| DG norm is such that ψ − v δ L ∞ Ω → 0: this follows from an inverse inequality and from (47a). Furthermore, the norm ψ L ∞ (Ω) can be bounded by a constant depending on u by Remark 6 and elliptic regularity,
Using these remarks, (55), and (56), inequality (54) can be rewritten as
where, once again, we have omitted the higher order terms. Going back to (53) we obtain
We finally consider the second term of line (51a). Under the additional hypotheses F ∈ C 3 and
Under the hypothesis of L ∞ (Ω) convergence given in Proposition 5, then,
The thesis follows from (51a)-(51c), (52), (57), and (58).
W
This section is centered on the proof of analytic-type estimates on the norms of the solution to nonlinear elliptic problems. Specifically, we consider the nonlinear Schrödinger equation and prove that, under some conditions on the coefficients of the operator, the solution belongs to J γ (Ω), for the same γ as in the linear case seen in [MM19] . Since the singularities we consider are internal to the domain, we suppose that the domain Ω is a compact domain without boundary, e.g., Ω = (−1, 1) d /2Z. The extension of the theory to the case of a bounded domain with smooth boundary can be done using the classical tools used in the analysis of elliptic problems in Sobolev spaces, as long as r | ∂Ω 1, i.e., the singularity is bounded away from the boundary.
First, in Section 4.1 we prove the local elliptic estimate in weighted Sobolev spaces that will allow for the derivation of the bounds on higher order derivatives from those obtained on lower order ones. Then, in order to estimate the norms of the nonlinear terms, we follow the proof technique used in [DFØSS12] . The idea is to proceed by induction and to consider L p norms in nested balls and with a big enough p. Let L lin be an elliptic linear operator and consider the operator L u u = −L lin u + |u| δ−1 u, where δ = 2, 3, 4: the L p norms of the nonlinear terms can then be broken up into products of L δp norms by a Cauchy-Schwartz inequality. In order to get back to L p norms, in [DFØSS12] the authors use an interpolation inequality where L δp is contained in an interpolation space between L p and W 1,p . Since in our case we need to deal with weighted spaces, in Section 4.2 we derive the weighted version of this inequality, via a dyadic decomposition of the domain near the singular points.
The proof of the analytic bound on a nonlinear scalar elliptic eigenvalue problem is then given in Section 4.3, in the case of the nonlinear Schrödinger equation up to a quartic nonlinear term. Starting from a basic regularity assumption, we are able to treat the potential and the nonlinear term thanks to the results presented in the preceding sections.
We suppose, for the sake of simplicity, the presence of a single point singularity, i.e., that C = {c}.
We denote the commutator by square brackets, i.e., we write
4.1. Local elliptic estimate. We start by proving a local seminorm estimate in weighted Sobolev spaces. This has been already established in [CDN12] , as an intermediate estimate leading to the proof of another regularity result. We restate it here fully, in the specific form that will be needed in the sequel. The goal is to control the weighted norm of a higher order derivative of a function with the weighted norm of its Laplacian and of lower order derivatives in a bigger domain, while giving an explicit dependence of the constants on the distance between the domains.
Proposition 8. Let 1 < p < ∞, R > 0, k ∈ N and ρ ∈ (0, R 2(k+1) ). Furthermore, let γ ∈ R and j ∈ N such that 1 ≤ j ≤ k. Then,
with C reg independent of u, k, j, and ρ.
In order to prove this Proposition we introduce a smooth cutoff function ψ ∈ C ∞ 0 (B R−jρ ) such that for any α ∈ N d , |α| ≤ 2,
and we derive an auxiliary estimate.
Lemma 9. Let β ∈ N d , 1 < p < ∞, R > 0, and ρ ∈ (0, R 2(|β|+2) ). Then, for any j ∈ N such that 1 ≤ j ≤ |β| + 1, there exists C = C(R)
In the proof, we indicate by a b when there exists a constant C independent of u, j, |β|, and ρ such that a ≤ Cb. Then,
where δ ik = 1 if i = k, δ ik = 0 otherwise. Now, for ι ∈ {i, k},
By the definition of ψ given in (60), we obtain
Summing over all multi indices |α| = 2,
Since ρ ∈ (0, R 2(|β|+2) ) implies |β| ≤ Rρ −1 , we can conclude with (61).
We can now prove estimate (59).
Proof of Proposition 8. Let us consider a multi index β such that |β| = k − 1. We indicate by a b when there exists a constant C independent of u, j, k, and ρ such that a ≤ Cb. First,
We consider the first term at the right hand side: using (60)
and by elliptic regularity and using the triangular inequality
Combining the last inequality with (62) we obtain
The bounds on the derivatives of ψ given in (60) and (61) then give
We can now sum over all multi indices β such that |β| = k − 1 to obtain the thesis (59).
4.2.
Weighted interpolation estimate.
, and p ≥ d(1 − 1/δ). Then, the following "interpolation" estimate holds
Proof. Consider a dyadic decomposition of Ω given by the sets V j = x ∈ Ω : 2 −j ≤ |x| ≤ 2 −j+1 , j = 1, 2, . . . and decompose the ball B R into its intersections with the sets belonging to the decomposition, i.e., into B j = B R ∩ V j . Let us introduce the linear maps ϕ j : V 1 → V j and write with a hat the pullback of functions by ϕ −1 j , e.g,r = r • ϕ −1 j and B j = ϕ −1 j (B j ). Then,
We can now use the interpolation inequality p (B) and with ϑ defined as above, see [DFØSS12] . Therefore,
Let us now consider the first norm in the product above. Sincer ∈ (1/2, 1), we can inject in the norm a termr γ(1−1/δ) ≤ max(1, 2 |γ|(1−1/δ) ) = C(γ, δ), i.e.,
.
We now compute more explicitly the second norm in the product in (64):
and we may adjust the exponents ofr and the term in 2−γ δ introducing a constant that depends on γ, δ, d and p, obtaining
Scaling everything back to B j and adjusting the exponents,
If γ − d/p ≥ 2/(1 − δ) and therefore 2 j δ ((γ−d/p)(1−δ)−2) ≤ 1, we can sum over all j = 1, 2, . . . thus obtaining the estimate (59) on the whole ball B R .
Analyticity of solutions.
We now consider the nonlinear Schrödinger eigenvalue problem (4) with polynomial nonlinearity, given by
We suppose that the potential V is singular on a finite set of discrete points and consider the case of an up-to-quartic nonlinearity (i.e., δ ∈ N and δ ≤ 4). We show, in the following theorem, that the results on the regularity of the solution that can be obtained in the linear case [MM19] can be extended to the nonlinear one. We recall that ε ∈ (0, 1) so that V ∈ K ,∞ ε−2 (Ω) and we suppose, from now on, that δ ∈ {2, 3, 4}.
Theorem 2. Let u be the solution to (65), let ε ∈ (0, 1) such that V ∈ K ,∞ ε−2 (Ω), and δ = 2, 3, 4. Then, (66) u ∈ J γ (Ω) for any γ < ε + d/2.
In order to prove the analyticity in weighted spaces of the function u we need to bound the nonlinear term. We will introduce some preliminary lemmas and proceed by induction: let us specify the induction hypothesis. We suppose, here and in the sequel, that we have fixed a nonempty ball B R ⊂ Ω.
Lemma 11. Let k ∈ N and let H u (k, p, γ, C u , A u ) hold for p, γ such that 2/(1−δ) ≤ γ−d/p < min(ε, 2) and p ≥ d(1 − 1/δ). Then, there exists C > 0 dependent on C u and independent of A u , j, k, and ρ such that
First, we use (63) in order to go back to integrals in L p :
Then, hypothesis (67) implies, for j = 1, . . . , k − 1,
Therefore, multiplying the right hand sides of the last two inequalities,
We finally need to bound the last two terms in the multiplication above. By Stirling's formula, j j(1−ϑ) (j + 1) (j+1)ϑ ≤ Cj!j −1/2 e j (j + 1) ϑ/2 j ϑ/2 and another application of Stirling's formula gives the thesis.
In order to estimate the L p weighted norms of derivatives of u δ we will use Leibniz's rule and break the L p norms into multiple L δp norms. Lemma 11 then allows to go back to the induction hypothesis. We continue by estimating the weighted norms of u 2 through the procedure we just outlined. For two multi indices α = (α 1 , . . . , α d ) ∈ N d and β = (β 1 , . . . , β d ) ∈ N d , we write α! = α 1 ! · · · α d !, α + β = (α 1 + β 1 , . . . , α d + β d ), and
Note also that for k ∈ N and two quantities a, b depending on a multi index,
Here, C depends on C u and is independent of A u , j, k, and ρ.
Proof. By Leibniz's rule and the Cauchy-Schwartz inequality,
Considering the sum over 0 < β < α, Lemma 11, (69), and Stirling's inequality give |α|=j 0<β<α
The second term at the right hand side of (71) is controlled using Lemma 11, since γ − d/p < 2, and the injection J With the same proof as above, we can deal with a cubic nonlinear term, as we show in the following lemma.
Lemma 13. Under the same hypotheses as in Lemma 12, for all 1 ≤ j ≤ k − 1 and for all 0
C depends on C u and is independent of A u , j, k, and ρ.
Proof. We have
Using (70) we follow the same procedure as in the proof of Lemma 12. When 0 < β < α in the sum above,
As before, the terms in the sum where β = 0 and β = α give the same bound.
The proof of the next lemma, in which we control a quartic term, amounts to a repetition of the arguments above; we show its proof for completeness.
Lemma 14.
Under the same hypotheses as in Lemma 12, for all 1 ≤ j ≤ k − 1 and for all 0 < ρ ≤ R 2k ,
Proof. There holds
We can now use the result of Lemma 13 with δ = 4. When 0 < β < α in the sum above,
The direct application of Lemmas 11 and 13 let us obtain the estimate for the terms in the sum where β = α and β = 0, respectively.
The proof of (66) is now complete: we just need to bring the estimates together.
Proof of Theorem 2. The operator
(Ω) → J k ξ−2 (Ω) for any 0 < ξ − d/2 < ε and all k ∈ N, see [MM19] . Since we can also show that u ∈ L ∞ (Ω) [Sta65] , the solution to (65) is such that u ∈ J 2 ξ (Ω). Iterating this line of reasoning, we can show that u ∈ J 3 ξ (Ω) for all 0 < ξ − d/2 < ε. We now claim that, by injection, for all p > 1 and all
for a C independent of u and for any η > d/2 [KMR97] , we obtain that u ∈ J 1,p γ (Ω). Therefore, for all p > 1 and all respective 0 < γ − d/p < ε, the induction assumption H u (1, p, γ, C u , A u ) is verified for some constants C u , A u > 0. We proceed by induction and impose a restriction on p; specifically,
The role of this condition on p will be clearer in the sequel. Let us now fix γ ∈ (d/p, d/p + ε), suppose without loss of generality that C u A u ≥ u J 1,p γ (Ω) and that (73)
where C reg is the constant in (59). Suppose now that H u (k, p, γ, C u , A u ) holds for k ∈ N, with p subject to (72), C u such that (73) holds, and a constant A u independent of k whose lower bound will be specified throughout the proof. We will show that H u (k + 1, p, γ, C u , A u ) holds. Start by considering that, for all ρ ∈ (0, R 2(k+1) ] there exists ρ = k+1 k ρ such that ρ ∈ (0, R 2k ] and
Hence, since H u (k, p, γ, C u , A u ) holds, we have that
. It remains to prove that, for all 0 < ρ ≤ R 2(k+1) ,
holds for |α| = k + 1 under condition (72). From (59) and (65), there exists a constant C reg independent of u, k, and ρ such that
We consider the term containing the potential V : 
where we have concluded supposing, without loss of generality, that A u ≥ C and kρ/e ≤ 1. The bound on the second to last term in (76) is straightforward, while for the last term we note that ε − γ > −d/p thus r ε−γ u L p (Ω) ≤ C. We now consider the nonlinear term: in the lemmas above we have shown that, for δ = 2, 3, 4
In addition, |β| ≤ Cρ −1 , therefore, for C independent of A u , |β|=k−1
If (72) holds, then δϑ + (δ − 1)/2 ≤ 2, hence, since also k−1
where we have supposed that A 2−δϑ u ≥ C (which is possible since 2−δϑ > 0 and C is independent of A u ). Note that for all d and δ considered, (72) is stronger than the hypothesis p ≥ d(1 − 1/δ) of Lemma 10. The bound on the term in λu and on the second sum of the right hand side of (75) can be obtained straightforwardly from the induction hypothesis. Hence, from (75), (77), and (78),
where C reg is independent of k, ρ, C u , and A u , and we have supposed A u ≥ C u to obtain the last line. Since C u ≥ C reg (4 + |λ|R 2 ),we have proven the induction step, i.e., that for any fixed p such that (72) holds, and any fixed γ − d/p ∈ (0, ε) there exist C u , A u > 0, such that for all k ∈ N,
Therefore, (74) holds for all k ∈ N; furthermore, since R − kρ ≥ R/2, we can find a covering of Ω that gives, for a constant C u > 0,
for all |α| ≥ 1. Thanks to Stirling's formula, this is equivalent to (increasing the constant A u to A u in order to absorb the exponential and square root terms)
Then, let q be such that 1/q = 1/2 − 1/p. For anyγ < γ + d/q = γ − d/p + d/2, r γ−γ L q (Ω) is bounded, and
From (79) and (80) we infer (66).
E
In this section, we make the same hypotheses on F as in Section 4, i.e., we consider the concrete case where f (u 2 ) is a polynomial. Let then (81) f (u 2 ) = |u| δ−1 for δ = 2, 3, 4 (the case δ = 1 is the linear one). Remark that this class of functions satisfies (6a) to (6d), with in particular r = 2 in (6d).
We also remark that since in this instance f (u 2 )u 2 = δ/2f (u 2 ), the non scalar coefficients in (49) are the same that we find in (4). Hence, using elliptic regularity in weighted Sobolev spaces and the proof of Theorem 2, we obtain ψ ∈ J γ (Ω) for any γ < d/2 + ε, and in particular for all s ≥ 2, ψ J s γ (Ω) ≤ C u J s γ (Ω) . Therefore, thanks to (16),
We can regroup the results of the previous sections, applied to the case where (81) holds, in the following theorem. Theorem 3. Let u, λ be the solution to (4) and u δ , λ δ be the solution to (11) . Suppose that (7a), (7b), and (81) hold. Then, for a space X δ with N degrees of freedom, there exists b > 0 such that
Furthermore, if (37) holds, then,
Proof. Bounds (83) and (84) are a consequence of the weighted analytic regularity of u given by Theorem 2, of the exponential approximation properties of X δ stated in (16), and of Theorem 1. Equation (85) follows from Proposition 7 and (82).
N
In this section, we show some results obtained in the approximation of the problem that, in its continuous form, reads: find the eigenpair (λ, u) ∈ R × H 1 (Ω) such that u L 2 (Ω) = 1 and (86)
In particular, we focus on the computation of the lowest eigenvalue and of its associated eigenvector, corresponding, from a physical point of view, to the ground state of the system. The domain is given by the d-dimensional cube of unitary edge (−1/2, 1/2) d . Remark 7. We consider different boundary conditions with respect to the setting of Sections 4 and 5, i.e., we consider here homogeneous Dirichlet boundary conditions instead of periodic ones. The theoretical analysis of this case is more complex, due to the fact that the ground state is not bounded from below, but the behavior of the method with these boundary condition is of computational interest, since homogeneous Dirichlet boundary conditions can be used to approximate physical systems in the whole space R d . Our numerical results indicate that the theoretical behavior shown for the periodic case extends to that of homogeneous Dirichlet boundary conditions. We take potentials of the form V (x) = −r −α , for α = −1/2, −1, −3/2. We use a SIP method, and solve the nonlinearity by fixed point iterations. The stopping criterion on the nonlinear iterations is residual based, i.e., we stop iterating when (A u δ − λ δ )u δ , u δ ≤ ε tol for a given computed solution u δ ∈ X δ and a given tolerance ε tol . We will indicate the tolerance we use, on a case by case basis, in the following sections. 6.1. Two dimensional case. In the two dimensional case, we compute the numerical solutions on meshes built with refinement ratio σ = 1/2, see Figure 1a . A visualization of the solution (in the most singular problem we analyse) is given in Figure 1b exponentially in the number of refinement steps, with the eigenvalue error converging faster than the norms of the eigenfunction error. A plateau due to the algebraic error is evident around 10 −10 . When the polynomial slopes are higher, the quadrature error -not analyzed here, see [CCM10] for the analysis for h-type FE -manifests itself more strongly and causes, in extreme cases, the total loss of the doubling of the convergence rate.
The coefficients b X , for X = L 2 (Ω), DG, L ∞ (Ω) and λ are shown in Tables 1 to 3. As already discussed in [MM19] , the higher the slope, the biggest the quadrature error and the furthest the estimated coefficients b λ is from the double of the one for the DG norm. 6.2. Three dimensional problem. In the three dimensional setting, we consider the domain (−1/2, 1/2) 3 , and a mesh exemplified with refinement ratio σ = 1/2. The numerical solution of the problem with V (x) = r −3/2 is shown in Figure 5 . The solution shown is obtained at one of the highest degrees of refinement. The algebraic eigenproblem solver uses the Jacobi-Davidson , with a biconjugate gradient method [vdV92, SvdVF94] as the linear algebraic system solver. The fixed point nonlinear iteration are set to a tolerance ε tol = 10 −7 . The algebraic and quadrature errors are not as evident as in the two dimensional case, and it can clearly be seen that an optimal slope can be chose to better approximate the eigenvalue. The nonlinearity does not seem to influence the rate of convergence; this is expected, since the source of the loss of regularity -the factor that most influences the rate of convergence -is primarily due to the potential. 
