The rapid growth of engineering education as a field of rigorous research has resulted in an explosion of available data and research results. There are numerous research efforts currently underway that gather data on a variety of topics that have the potential to help us better understand how students learn engineering. However, there are currently no easy methods to synthesize research results, share research data, and indeed validate research studies effectively. In general, topics related to data and data sharing are largely treated as taboos in the engineering education research space. Data sharing mechanisms to enable fundamental research in engineering education that has the potential to address systemic problems have not yet been clarified. The research goal of this paper is to identify and understand patterns for data sharing mechanisms in order to inform design requirements for data sharing practices and infrastructure in engineering education.
Introduction
The scientific community is increasingly recognizing the necessity for sharing scientific data beyond the initial purposes for which the data were generated. Many scholars argue that data sharing is essential for further enhancement of research 1, 2 . Although data sharing has been common in many disciplines, such as biological sciences, the recent interest comes at a time when the research enterprise is becoming increasingly information technology driven. The proliferation of digital tools, devices, and data makes collaboration and sharing potentially more viable than ever before. As a growing number of scientific methodologies and processes become digitized, an increasing amount of digital data also gets created with the potential to increase data sharing activities 2 . In this paper our objective is to provide an overview of what data sharing entails, review some common frameworks that can guide the data sharing process, and illustrate how these processes and frameworks are put into practice by doing a comparative study of different data sharing repositories. We outline different steps of the process, the problems that researchers might encounter at each stage, and resources that they can use.
Scientific data sharing has numerous benefits. First and foremost, sharing data enables verification and reproduction of results and allows other scientists to assess the validity and credibility of results 3 . Additionally, shared data can be used to ask and address new questions different from those of the original research. Reusing data for answering new questions helps avoid duplication of resources and makes research more cost-effective 3 . Moreover, shared data can be used as an invaluable set of cases and examples for educational purposes. For example, many machine learning (ML) and data mining courses use datasets provided by the University of California Irvine Machine Learning Repository (UCI). At the time of this writing, the UCI repository hosts 307 datasets along with the associated documentation such as an abstract, source, a brief description of the data preparation process, details of the attributes, and publications 4 . Another widely used data repository for teaching/learning of Social Science is the Interuniversity Consortium for Political and Social Research (ICPSR) repository. ICPSR Page 26.964.2 repository has a section, 'Resources for Instructors,' in order to help instructors as well as students 5 . This section includes exercises, resources for students and instructors, various instructional videos about teaching the Social Science concepts in classrooms, and external resources for teaching undergraduate students. The shared data has also other instructional applications such as facilitating future successful research design by providing templates, strategies and practical examples of success and failure.
Moreover, data sharing is essential and indispensable for some types of scientific work. For example, shared data enables systems-level comparative studies. Also new interdisciplinary areas of research have emerged recently for which integration of various types of shared data is crucial 2 . Historical studies of science also require data sharing as the shared research data will gain historical significance over time 6, 7 .
Given the advantages of data sharing, it is not surprising that the idea is gaining more traction across scientific communities. In addition to scientists, research funding agencies are also looking closely at the issue of data sharing and many funding agencies now mandate open access and data sharing 2 . This mandate originates not only from the potential benefit of sharing data for better research, but aims at making publicly funded research available to those who have paid for it, i.e. the public 2, 7 .
Although data sharing is becoming more common, it faces many challenges before it can be considered mainstream, particularly in the social sciences. There are challenges related to the type of data to store (especially for qualitative data), data processing standards, data documentation standards, data access policies, handling multimedia data, promoting data-sharing culture and funding the service [7] [8] [9] . Other related issues commonly faced by researchers include ownership of data, control of its sharing, and safeguarding participants' anonymity. Addressing these issues require clarity regarding a range of issues: what data should to be shared, how it should be shared, with whom it should be shared, and who should share it. Common data sharing policies are often required to address these issues 7 and setting the best policy requires collaboration of all stakeholders i.e. the primary investigators, secondary users of data, and repositories 9 --often a complicated and delicate matter.
The use of secondary data is becoming common across all research disciplines and although engineering education researchers are only beginning to work on shared datasets, given the increase in data due to digital interfaces for learning, data sharing can only be expected to increase within the community. In order to inform and facilitate data sharing in the engineering education community, we discuss and analyze frameworks and issues that have emerged around a few successful data sharing efforts. Although the engineering education community can start sharing data and research material on general data sharing platforms, it needs to develop its own specialized data sharing system. Like any other branch of scholarship, engineering education has its own norms and standards regarding acceptable data sharing practices such as data privacy, ownership and responsibility for data cleaning and preparation. Therefore, engineering education community needs a data-sharing environment customized to those norms and standards.
The paper is structured around three major sections. The first section describes the overall process of data sharing and management and issues that need to be taken into consideration at Page 26.964.3 each step. The second section provides an overview of frameworks and issues related to data sharing. The third section presents a comparative analysis of a few successful data sharing efforts in light of four data sharing challenges: promoting data-sharing, the model for data sharing, digital data storage and sharing, and establishing reliable funding sources. We present a comparative study of the following successful data repositories: Data.gov, Interuniversity Consortium for Political and Social Research (ICPSR), National Center for Education Statistics (NCES), Qualitative Data Repository (QDR) and UK Data Service. We describe, compare and contrast how each of these repositories has handled these challenges. Figure 1 . The process of data management and repository curation. Figure 1 illustrates an overall process for sharing and managing data which was derived based on the guidelines and practices of the UK Data Archive and ICPSR [10] [11] [12] . After datasets and metadata are initially ingested into the repository in appraisal and acquisition steps, the datasets and metadata are refined further by adding additional metadata and correcting the problems in the dataset during the review and processing steps. The datasets, metadata, and relevant documentation are disseminated for secondary analysis in the final step. The dataset, metadata, and documentation produced from the secondary analysis may be deposited back to the repository forming a circular process of data management. We describe each step of the management process in the gray boxes of Figure 1 in detail in the following section.
The Data Sharing and Management Process

Appraisal and Acquisition (selection and deposit)
In the appraisal step, data sets and their documentation are evaluated based on criteria described in the collection and development policy of a repository. In some cases, the selection step might come first. Potential data sets are assessed for fit within the scope of the data repository and whether the data sets would be the interest to the users of the repository. Example selection criteria from a social science data repository may include the following The repository may have additional selection criteria, for example, diversity of data, complex data, mixed method data, interdisciplinary data, or international data. In case potential data sets satisfy one or more of the selection criteria, then appraisal criteria are applied. They include availability of the data, security/privacy/ confidentiality considerations, copyright and legal issues, data quality, data formats, and financial considerations.
Selection of the data sets directly impacts the cost of curation and management (especially in the data ingest process). Therefore, the responsible party such as an acquisitions director or an archive manager should make a careful decision. Data repositories are becoming more active by contacting the researchers for data sets, instead of passively waiting for submissions, which was the usual approach in the past.
Once the data sets are selected, the acquisition step begins. It is also referred to as the deposit step. The depositors transfer the data sets, metadata, and legal permissions (e.g., copyright) to the repository. Repositories require institutions to submit a deposit form and agreement to establish legal and intellectual control over the deposited objects. For example, the deposit agreement allows the repository to redistribute, advertise, store, translate, re-format, transform, or incorporate metadata 14 . In addition, the agreement requests the depositors to remove all sensitive information related to the research subjects. For smooth deposit process, detailed instructions are provided along with the online forms. Metadata such as depositor names, the description of data sets, and deposit agreements are created when the deposit is made.
Review and Processing
During the review step, the deposited data sets are examined against the documents describing the context of the research, data collection procedures, data processing procedures, the variables, and variable descriptions. Data labels, integrity, and confidentiality of the data are also checked. If any disclosure risks are found, curators may carry out preemptive actions. For example, variables are masked, generalized, or collapsed. A synthetic version of the data set can be developed, or access to the data set might be restricted. If identifiable information of the research subjects is found, those are anonymized, usually in collaboration with the depositors.
The processing steps are divided into data processing and documentation processing. There are two types of data processing procedures for qualitative and quantitative data. Depending on the quality of the data and documentation, varying levels of the processing standards are applied. For example, UK Data Archive allocates Standard A*, A, B, and C for quantitative studies 15 . Standard A* is applied to data sets that are destined for the archive's browsing tool. Studies deposited by government departments and major research centers are processed with Standard A. Standards B and C are allocated to the studies from academic sources, and studies with materials in poor condition, respectively.
For qualitative data, the same four-level standards are applied with different details. Standard A* is allocated to the data that requires the least amount of processing efforts (e.g., anonymization, digitization), and can be accessed online for its content and metadata. Enhanced metadata is also created for this content and accessible online. If the data set requires the least amount of processing but lacks associated enhanced metadata, Standard A is applied instead. Standard B is Page 26.964.5 allocated to the data sets and their metadata if they are at least digitized as image files and they are anonymized. Also, the major problems with this data set and metadata are resolved, but minor issues remain. These data and metadata are accessible through UK Data Archive. Data sets in Standard C require the most processing. The data remains in the format in which it was received, and only the basic catalog record is created. Data needs further digitization and anonymization.
The documentation process also occurs at this stage. If the documentation seems incomplete, curators may request more from the depositors, or create necessary documents by themselves. During this step, documents prepared in other formats may be converted into PDF formats. An informative header is inserted to brand the documents from the same study. Documents can be further enhanced with bookmarks, rotation of misaligned pages, or cropping of unwanted marks.
Metadata Management
Metadata is "structured information that describes, explains, locates, or otherwise makes it easier to retrieve, use, or manage an information resource." 16 Metadata development starts when the data is created. Data creators, who are usually the depositors, want minimal efforts, whereas the data users need maximum details to assess the usefulness of the data set. For this, the typical form of metadata is to have a combination of mandatory and optional elements. Metadata allows users of a dataset to independently understand its context as well as details of the variables. Thus, missing or incorrect metadata can mislead interpretation of the data set and make the data set unusable.
Metadata is standardized and structured in two levels. The collection level metadata includes components of bibliographic reference and description of the collection. The study level metadata has smaller scope and may include:
• Title, abstract, and data owner details • Funding source and award number, and copyright holder • Data coverage (i.e., temporal, geographical), keywords, and subject categories • Data volume, units, and collection method • Access conditions and availability • Digital Object Identifier (DOI)
Controlled vocabularies and thesauri are typically used for organizing keywords and tags entered manually.
Metadata is used to understand the data set and its context. For example, users read study descriptions, variable names, and their descriptions to gauge the usefulness of survey data. Users also estimate whether an interview data set is useful for their purpose by reading the goal of the interview and interview questions included as metadata. Existing metadata is also used to generate new metadata. For example, survey questions from multiple studies can be combined for a new study. Metadata is essential for enabling services such as searching and browsing by keywords, titles, descriptions, investigator names, date, or amount of data. Metadata is continuously examined and enhanced throughout the review and processing steps. Page 26.964.6
Dissemination, Access, and User Support
Repositories disseminate data sets to users based on their access policy. The access policy states the purpose, scope of the data and access levels, roles and responsibilities of the people involved, challenges and risks of the repository, audits and peer-reviews, and the administration of the access policy 17 . To provide access, most repositories offer search and browse as default features. Advanced search, semantic search, or clustering of search results may be provided to improve accuracy of search and user experiences as well. Contemporary repositories actively promote data, reach out to potential users, and train teachers and students on many aspects of research using the archived data. For this, repositories offer case studies of data reuse, user guides, tutorials and webinars, and resources for instructors and students. Data usage, user access, and search query logs are collected and analyzed to identify problem areas and studies, to enhance documentation of the collections, or to create FAQs.
Overview of Data Sharing Frameworks and Issues
The previous section describes the ideal steps of the data sharing process. Not only are these steps quite laborious, but also different frameworks for data sharing can also further complicate them. Scholars have identified several classification mechanisms for data sharing (see Tables1 & 2) and articulated five domains of data access identified by 1 . To efficiently manage data, proper administration is required across each of these domains. These domains are defined in Table 2 . Two general models of data archiving and sharing are the most common: centralized and distributed. In the centralized model data acquired from researchers is deposited in one place with a single harmonized standard. In this model, it is the central repository that controls almost everything about the shared data. On the other hand, in the distributed model, the data is stored in various sites and the repository acts only as a hub. In this model, the repository is formed and managed based on the agreement on data sharing practices between various sources of data 6 . In this model each data site has significant freedom in all aspects of its data sharing practices. 
Technological domain
"Broad access to research data, and their optimum exploitation, requires appropriately designed technological infrastructure, broad international agreement on interoperability, and effective data quality controls" (p. 144) Institutional and managerial domain "While the core open access principle applies to all science communities, the diversity of the scientific enterprise suggests that a variety of institutional models and tailored data management approaches are most effective in meeting the needs of researchers" (p. 144) Financial and budgetary domain "Scientific data infrastructure requires continued, and dedicated, budgetary planning and appropriate financial support. The use of research data cannot be maximized if access, management, and preservation costs are an add-on or after-thought in research projects" (p. 145).
Legal and policy domain
"National laws and international agreements directly affect data access and sharing practices, despite the fact that they are often adopted without due consideration of the impact on the sharing of publicly funded research data" (p. 146).
Cultural and behavioral domain
"Appropriate reward structures are a necessary component for promoting data access and sharing practices. These apply to both those who produce and those who manage research data" (p. 146).
4.Comparative Analysis of Data Sharing Repositories
Sampling
To understand how these complexities are managed in practice, we looked for exemplary data sharing repositories, which store a considerable amount of data and have high scholarly impact. Criteria used to include repositories in the study were: amount of data archived, number of users, the citation frequency of a repository, and experts' opinion on significance of the repository. Our study was also oriented towards repositories that provide data related directly or indirectly to social sciences in general, and education in particular. The reason behind this orientation is the long-term goal of this project, which is to inform the development of a repository for engineering education data.. The types of the data archived were also important, since engineering education works with both qualitative and quantitative data, and hence, we wanted to include repositories with both types of data.
In order to identify repositories satisfying the above-mentioned criteria, we used expert comments and group discussions in addition to several online explorations. We compiled a list of candidate repositories and included those few, which met the criteria into our study. The data on Page 26.964.8 the specifications, strategies, and structure of the repositories was compiled directly from the repositories' websites. Table 3 lists the repositories included in this study and provides some primary information about them.
As we describe, compare and analyze these repositories, we focus on four major issues, or challenges, we have identified from the previous discussion as central to data sharing efforts: the promotion of data sharing in the research culture, the model for data sharing, data storage and distribution, and funding mechanisms. Mainly a data archive on aging, criminal justice, demographic, education, health/mental health, instructional, race/ethnicity subjects. Currently with more than 500,000 files of Social science research (either downloadable or nondownloadable) it is the world largest digital archive of social science data.
National
Center for Education Statistics
A federal statistical agency under Institution of Education Science (IES), established by Congress legislation on 1867. Publishes many highly cited reports on educational issues.
Qualitative
Data Repository
Founded by the National Science Foundation (NSF) and hosted by the Center for Quantitative and Multi-Method Inquiry which is a unit of the Maxwell School of Citizenship and Public Affairs at Syracuse University. It archives qualitative and multi-method research data in social sciences.
UK Data Service
Established by the Economic and Social Research Council (ESRC), University of Essex and University of Manchester. It merges some older data repositories such as the Economic and Social Data Service (ESDS), the Secure Data Service (SDS), and the Census Programme. This service contains over 5,000 digital data collections including case studies, support guides and publications and provides access to "to over 6,000 computer-readable datasets suitable for research and teaching purposes covering a range of different disciplines." The database contains data as old as 1971.
Issue 1: Promoting Data Sharing
One of the prerequisites for success of any data sharing effort is the prevalence of open data culture among researchers. Sociocultural difficulties facing data sharing have been reported by repositories 8 . Although many researchers may refrain from sharing their data based on sensible justifications such as ensuring the privacy of their participants, others may be reluctant to share for unacceptable reasons such as academic arrogance or fear of criticism 6 . As explained in a Page 26.964.9 previous section, preparing data for sharing in a repository can be a time-consuming and laborious process. Also, since the original researcher has expended time and money to generate the data, she might be reluctant to share it for free if not motivated and compensated in one way or another 9 . Proper acknowledgement may provide one effective incentive for primary researchers to share their data productions. After all, an important benefit of a repository is that it increases the visibility and accessibility of the data it stores 6 and open sharing of detailed research data has been associated with higher citations at least in certain fields of science 19 .
Repositories such as QDR or ICPSR receive a considerable share of their data from individual depositors and it is crucially important for such repositories to ensure visibility of their contributors. In these repositories the data depositor becomes more significant and proper citation is highly emphasized. For example, the ICPSR website states: "By providing standardized and well-recognized data citations, ICPSR ensures that data producers receive credit for their archived data. ICPSR also collects bibliographic citations to publications based on archived data, demonstrating the impact of the original data." ICPSR also allows users to browse its data by investigators' names. However, incentivizing the authors with proper acknowledgement is less important for repositories mainly focused on sharing governmentgenerated data such as Data.gov and NCES. These repositories are guaranteed to receive enough data from government and public sections and do not need to outreach to individual researchers.
Although increased scholarly impact and higher visibility can be an incentive to share data, legal obligations to share provide more immediate reasons for researchers to disclose research material. In fact, legal obligations by funding agencies are the main reason for a significant part of data sharing practices. Table 4 shows some of the legal and funding requirements fulfilled by the repositories studied here.
Table 4. Legal and funding requirements satisfied by the repositories
Some of the repositories under study have also promoted data sharing by actively educating the scholarly community about data sharing practices. These educational services can also be a source of income for the repositories as discussed later in this paper. An effective and useful data repository should first and foremost identify and the potential sources of the material to be archived and shared 6 . After identification of these sources, the repository should find the best mechanism and structure for receiving, archiving and delivering the data generated by these sources. As discussed earlier, there are many models of data archiving and data sharing but the most common ones are "centralized" and "distributed". Table  5 summarizes the sources of data and the data-sharing model for each of the repositories under study. 
Issue 2: The Model for Data Sharing
Centralized and Distributed
A larger archive, centralized or distributed, receives data from several smaller repositories. Each of these repositories has different missions, interests, archiving styles and scopes of specialty and hence, the data is in various forms 20 . Distributed repositories are not concerned much about this variety but centralized repositories face a major challenge to convert the data into a common and harmonized standard 20 . However, the problem of discrepancies between data sources is not limited to the data format but also includes data sharing policies and here, the distributed repositories also face harmonization problems. For example, there are significant privacy issues associated especially with audiovisual data. Privacy issues need to be addressed by policies such as restricting access to data, maintaining a period of closure, or receiving retrospective consent from participants. The proper strategy varies case-by-case 6 . Different smaller repositories each have different standards and policies in this regard and these policies may differ among the smaller repositories and the larger archive. A centralized repository has fewer problems here. For example UK Data service anonymizes nearly all of its centralized data and effectively eliminates privacy issues. However, a distributed repository such as Data.gov, does not have this much
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control on the data. To address this issue, Data.gov has set privacy guidelines and standards and has mandated all of its data sources to comply with those standards.
Issue 3: Digital Data Storage and Sharing
A modern data repository should archive data electronically. However, digital data storing is both a relief and a challenge. Despite all the benefits of digitized data such as significantly easier handling and sharing, digital data has its own problems. A simple immediate example of such problems is the data generated and stored using various proprietary software that are not compatible with each other. Such data should be reduced to the simplest form (e.g. ASCII or rtf) for archiving and sharing purposes to ensure that the user can read and use the data. Some software developers have recently started incorporating archiving features into their software and such improvements can alleviate this problem in the future 6 . Until then, different data formats pose a problem for repositories. To address this problem, some repositories under study, especially those that receive data directly from individual depositors, have set regulations on data formats. For example, UK Data Service and ICPSR provide a list of recommended file formats for various types of data it accepts. However, Data.gov has gone beyond this and has provided a computational and technical infrastructure to ensure not only harmonized data sharing, but also high machine readability of its data. The Data.gov website is open source and is built based on CKAN and WordPress. This design intends to increase the accessibility of data and to facilitate development of apps and data visualization methods. Currently, 349 citizen-developed apps and 140 mobile apps are developed around this website.
Another challenge with digital data sharing is that a repository should necessarily digitize analog data, especially those that cannot be used effectively or will be lost in future in non-digital format 21 and this process needs considerable investment of resources. For example, ICPSR spent funds from federal agencies and private foundations and engaged in data conversion projects and digitized historical source material from1965 to 1985. In data conversion projects, audiovisual data conversion is particularly challenging 22 . Table 6 provides an overview of digital and non-digital material in the repositories under study. A quick look at this table shows that the non-digital data is significantly losing its place and digital data is the only option in the not too distant future. 
Issue 4: Establishing Reliable Funding Sources
Data storage and sharing is an expensive process, and data sharing platforms have to establish reliable sources of funding. Table 7 shows the funding sources for various repositories under study. In order to ensure their funding, the repositories should provide tangible evidence of their usefulness to convince their sponsors or federal funding agencies to start or continue funding them. This is a common task for both federal and non-federal repositories. Therefore, it is not surprising that most of the websites of the repositories under study have sections dedicated to showing their impact on research and education. They try to describe how their data facilitates research and how their educational efforts benefit their audience. Publishing annual reports is also a common practice among repositories. These reports try to emphasize the contributions and advancements facilitated by the repositories.
Statistics on re-use is one of the most convincing performance indicators for actual and potential repository funders 6 . To be adequately convincing, these statistics should be detailed and elucidate who has used the data, and why and how the data is used. However, compiling these statistics is very difficult and repositories may not be able to fully track how their data is used. Tracking use of data is even more challenging for distributed repositories since they usually lose track of their users after referring them to the source of the data. Inclusion of Digital Object Identifier (DOI) (e.g. in UK Data Service and QDR) and mandating report of the use of the data to the repository (e.g. in QDR) are examples of strategies adopted to facilitate data usage tracking. QDR guideline states: "Scholars who use data held in QDR-for example in an article, chapter, book, thesis or dissertation, conference paper, or blog-are required to advise QDR that they have done so, and to provide a bibliographic citation to that publication" 23 . However, with all these strategies in place, it is still hard to find clear statistics on re-use and impact of these databases. The impact and significance of a repository is not limited to the publications generated by its data. Public and financial use of data is another instance of significance. Data.gov emphasizes this aspect and while listing the companies using the data it claims: "Open data is fuel for innovators. It has the potential to generate more than $3 trillion a year in additional value in sectors including finance, consumer products, health, energy and education, according to a recent study. These are just a few examples of companies leveraging open data" 24 .
Although the main monetary sources of the repositories are funds and grants, these repositories make additional money by providing education and services. Holding workshops and summer programs is common among these repositories. For example ICPSR has an internationally renowned summer program on social science research methods. According to their website 25 their 2014 program had over 1,000 participants from 360 institutions in 38 nations across 25 academic disciplines. These workshops can potentially be an effective way of fundraising. For example, in 2015 a five day statistical workshop by ICPSR costs 3000$ for participants who are not ICPSR members.
Conclusion
In this paper we present an overview of data sharing process and practices across a range of disciplines. As data sharing becomes increasingly necessary and common across disciplines, we hope that this paper will provide readers a comprehensive introduction to the topic and associated challenges. Through a comparative review of different data sharing repositories, we present readers with viable models that can help them develop data sharing infrastructures. The issues we identify and various' repositories strategies for dealing with them can inform the development of new data sharing efforts. Further research is needed to assess the cultural values associated with data and data sharing in engineering education and the likelihood of adoption of data sharing practices among this community.
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