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The search for exotic Higgs decays are an essential probe of new physics. In particular, the small
width of the Higgs boson makes its decay uniquely sensitive to the existence of light hidden sectors.
Here we assess the potential of an exotic Higgs decay search for h → 2X → bb¯µ+µ− to constrain
theories with light CP-even (X = s) and CP-odd (X = a) singlet scalars in the mass range of
15 to 60 GeV. This decay channel arises naturally in many scenarios, such as the Standard Model
augmented with a singlet, the two-Higgs-doublet model with a singlet (2HDM+S) – which includes
the Next-to-Minimal Supersymmetric Standard Model (NMSSM) – and in hidden valley models.
The 2b2µ channel may represent the best discovery avenue for many models. It has competitive
reach, and is less reliant on low-pT b- and τ -reconstruction compared to other channels like 4b,
4τ , and 2τ2µ. We analyze the sensitivity of a 2b2µ search for the 8 and 14 TeV LHC, including
the HL-LHC. We consider three types of analyses, employing conventional resolved b-jets with a
clustering radius of R ∼ 0.4, thin b-jets with R = 0.2, and jet substructure techniques, respectively.
The latter two analyses improve the reach for mX ∼ 15 GeV, for which the two b-jets are boosted
and often merged. We find that Br(h → 2X → 2b2µ) can be constrained at the few × 10−5 level
across the entire considered mass range of X at the HL-LHC. This corresponds to a 1−10% reach in
Br(h → 2X) in 2HDM+S models, including the NMSSM, depending on the type of Higgs Yukawa
couplings.
I. INTRODUCTION
The discovery of the 125 GeV Higgs boson at the Large
Hadron Collider (LHC) [1, 2] opens up several new exper-
imental frontiers. The complete characterization of this
new particle, including the precise measurements of its
couplings, searches for Higgs “siblings”, and searches for
non-standard (exotic) decay modes [3–5], has the great
potential to reveal signs of physics beyond the Standard
Model (SM). Among the most exciting possibilities is
that the Higgs boson can provide a unique window onto
light hidden sectors, consisting of particles neutral under
the SM gauge groups.
The Higgs boson is one of only a few SM particles
that can couple to new states with an interaction that
is (super-)renormalizable. In addition, the small decay
width of the SM Higgs, dominated by the bottom Yukawa
coupling, means that a small, O(0.01), renormalizable
coupling of the Higgs to a new, light state can lead to
an exotic Higgs decay branching fraction of O(1). This
makes exotic Higgs decays a prime experimental target.
In many cases, these exotic decays need to be searched
for explicitly as they may otherwise escape detection. In
particular, measurements of the Higgs couplings to SM
states only constrains the Higgs branching ratio to non-
SM states to. 60% [6, 7]. Thus a large branching ratio to
beyond SM particles is still viable. For a detailed survey
of promising exotic decay modes and their theoretical
motivations we refer the reader to [3].
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One interesting category of exotic Higgs decays con-
tains final states with four SM fermions and no missing
energy: h → XX ′ → 2f2f ′, where X and X ′ are on-
shell, and we here assume that they are the same par-
ticle, X = X ′.1 Generically, the couplings of X deter-
mine the optimal search strategy. If X is a dark photon,
i.e. the mediator of a new, broken U(1) gauge theory
which kinetically mixes with the SM hypercharge gauge
boson [8–10], then the couplings of X to SM particles
are gauge-ordered, i.e. the X couplings are related to
the SM Z-boson and photon couplings to SM fermions.
In this case, the X has an O(1) branching fraction to
light leptons, making h → 4` the best discovery chan-
nel [3, 11–19]. On the other hand, if X is a CP-odd2
scalar (a) or a CP-even scalar (s), it generically inher-
its its couplings from the SM Higgs sector. This means
that the couplings of X to the SM fermions are typically
Yukawa-ordered, so that its largest branching fraction
is to the heaviest fermion that is kinematically acces-
sible. For this reason, previous LHC studies have ex-
tensively focused on the decay channels h → 4b [20–25]
and h → 2b2τ [24, 26] for mX > 2mb, h → 4τ [27, 28]
and h → 2τ2µ [29, 30] for 2mτ < mX < 2mb, and
h → 4µ [30–33] for 2mµ < mX < 2mτ . These searches
are motivated in the context of, for example, the SM
with a singlet (see e.g. [3]); the two-Higgs-doublet model
with an additional singlet (2HDM+S, see e.g. [3, 5]),
including the next-to-minimal supersymmetric standard
model (NMSSM) [34–36]; the minimal supersymmetric
1 We use the shorthand, for example, ‘2f ’ or ‘4f ’ to denote ff¯ of
ff¯f f¯ , respectively.
2 In this study, we will only consider CP-conserving Higgs sectors.
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2standard model (MSSM) with a singlet [5]; as well as
many hidden valley models [37–40].
In this paper we propose a new search channel, h →
2b2µ, as a promising discovery avenue for Higgs decays to
light scalars with a mass above 2mb. As we will see below,
this channel represents a compromise between the domi-
nant but difficult 4b and 2b2τ channels, and the spectac-
ular but very rare 4µ channel. In [3], two scenarios for
realizing this decay via intermediate on-shell states were
considered: h → Za (see also [41]) and h → XX with
X = s or X = a. Sensitivity to the latter scenario was
only estimated at parton-level. Here we expand on this
estimate and provide a more detailed and comprehensive
collider study for h → 2X → 2b2µ at the LHC. We also
discuss how the projected sensitivity compares to the re-
sults of previous collider studies in the 4b, 4τ , 2τ2µ, and
2b2τ channels.
The paper is organized as follows. We first review the
theoretical motivation for a search of h → 2X → 2b2µ
in §II. We then discuss the sensitivity projections of this
channel at the LHC 8 and LHC 14 in §III, discuss and
compare these with existing sensitivity projections for
other decay modes in §IV, and finally conclude in §V.
Some details about fake-lepton background estimates are
included in an Appendix.
II. THEORETICAL MOTIVATION
In this section, we discuss a non-exhaustive set of mod-
els that contain the h → 2b2µ decay. We only consider
the SM with a singlet and the 2HDM+S models, as well
as the NMSSM in particular. In these models, the h de-
cays to an intermediate on-shell scalar, which is either
CP-even (and denoted by s) or CP-odd (and denoted
by a), i.e. we consider h → ss, or h → aa. We will
not consider other models that can lead to this decay.
It is also possible that the Higgs decays to two scalars
with different masses and/or couplings, e.g. h → ss′ or
h→ aa′, where s and a (s′ and a′) have large branching
ratios to bb¯ (µ+µ−). We do not consider this possibility
in detail here. However, if it was realized, the 2b2µ chan-
nel would obviously offer the best sensitivity to the total
exotic Higgs decay branching fraction.
A. Standard Model plus a Singlet (SM+S)
A minimal modification of the SM is to add one real
scalar singlet S (“SM+S”) that mixes with the SM Higgs
after electroweak symmetry breaking (EWSB). We take
the renormalizable potential for the SM+S to be
V (H,S) = −µ2|H|2+λ|H|4−1
2
µ2SS
2+
1
4
λSS
4+
1
2
κS2|H|2,
(1)
where H is the SM Higgs doublet. We choose the cou-
plings in such a way that S gets a nonzero vacuum expec-
tation value (vev), breaking the Z2 symmetry S → −S
Final State Br(h→ 2s→ 2f2f ′)/Br(h→ 2s)
bb¯bb¯ 0.77
bb¯τ+τ− 0.10
τ+τ−τ+τ− 3.5× 10−3
bb¯µ+µ− 3.7× 10−4
τ+τ−µ+µ− 2.5× 10−5
µ+µ−µ+µ− 4.5× 10−8
TABLE I: Br(h → 2s → 2f2f ′)/Br(h → 2s) in the SM+S
model, with ms = 40 GeV. These numbers are relatively
constant across the mass range 15 GeV ≤ ms ≤ 60 GeV.
and allowing H and S to mix after EWSB. The surviv-
ing real degrees of freedom after EWSB consist of two
neutral CP-even scalars, h and s. We take h to be the
125 GeV Higgs boson and s to satisfy ms < mh/2. The
branching ratio Br(h→ ss) can easily be sizable [3], and
the mixing between h and s allows s to decay to SM par-
ticles with branching ratios inherited from the h decay to
SM particles. This means that the decays to the heaviest
SM fermions with a mass less than ms/2 dominate: in
the case of ms > 2mb, the dominant decay is bb¯.
We introduce
εµb ≡ Br(s→ µ
+µ−)
Br(s→ bb¯) ≈
m2µ
3m2b
≈ 2× 10−4 (2)
to characterize the couplings of s to muons. The small
value of εµb explains the hierarchical structure of the s
branching ratios to 4µ, 2b2µ, and 4b. At leading order,
and ignoring phase space corrections, the Higgs branch-
ing ratios satisfy
Br(h→ 2s→ 4µ) = εµb
2
Br(h→ 2s→ 2b2µ)
= ε2µbBr(h→ 2s→ 4b) . (3)
Precise values, including QCD corrections that are cal-
culated following [42, 43], are shown in Table I.
Assuming that the Higgs is produced with SM rates,
and that Br(h→ 2s) = 10%, one can estimate thatO(20)
h → 2s → 2b2µ events could be observed from gluon-
gluon fusion (ggF) Higgs production at the LHC Run I
(compared to zero h → 2s → 4µ events). While this is
much less than the few hundred h → 2s → 4b events
expected from associated production, the backgrounds
for a W (h → 4b) search are very challenging. As we
discuss in §IV, 2b2µ provides complementary information
to the the usual 4b channel for an SM+S-like scenario,
and may be superior, depending on how well relatively
soft b-jets can be reconstructed.
B. 2HDM+S
The simple SM+S set-up can be generalized to a
two-Higgs-doublet model (“2HDM”) (see [44–46] for
3Couplings I II (NMSSM-like) III (Lepton specific) IV (Flipped)
h
ghV V sin(β − α) sin(β − α) sin(β − α) sin(β − α)
ghtt¯ cosα/ sinβ cosα/ sinβ cosα/ sinβ cosα/ sinβ
ghbb¯ cosα/ sinβ − sinα/ cosβ cosα/ sinβ − sinα/ cosβ
ghττ¯ cosα/ sinβ − sinα/ cosβ − sinα/ cosβ cosα/ sinβ
H0
gH0V V cos(β − α) cos(β − α) cos(β − α) cos(β − α)
gH0tt¯ sinα/ sinβ sinα/ sinβ sinα/ sinβ sinα/ sinβ
gH0bb¯ sinα/ sinβ cosα/ cosβ sinα/ sinβ cosα/ cosβ
gH0ττ¯ sinα/ sinβ cosα/ cosβ cosα/ cosβ sinα/ sinβ
A
gAV V 0 0 0 0
gAtt¯ cotβ cotβ cotβ cotβ
gAbb¯ − cotβ tanβ − cotβ tanβ
gAττ¯ − cotβ tanβ tanβ − cotβ
TABLE II: Couplings of the mass eigenstates of the neutral CP-even scalars h and H0, and CP-odd scalar A in the four types
of 2HDM with a Z2 symmetry. The table follows the convention of [44]. All couplings are normalized to those of the SM Higgs,
and only the coupling to the heaviest SM fermion with a particular set of quantum numbers is shown. Here tanβ ≡ 〈H2〉 / 〈H1〉
and the mixing angle α ∈ (−pi/2, pi/2) defines the admixture of H1,2 that make up the mass eigenstates h,H0. In the 2HDM+S
setup, the couplings of the singlet-like pseudoscalar a are identical to the couplings of A, up to an overall mixing angle. The
couplings of the singlet-like scalar s can be obtained (again up to an overall mixing angle) from the h-couplings by replacing
α → α′, where the free parameter α′ defines the mixture of H1,2 that mixes with s (see [3] for details). The couplings listed
here can be used for the calculation of the singlet branching ratios in the 2HDM+S, as additional mixing angles drop out.
recent reviews) with an additional complex singlet
(“2HDM+S”). We refer the reader to [3] for a re-
cent detailed review of the Higgs phenomenology in the
2HDM+S model, and only discuss the most salient fea-
tures here. Much of the parameter space of these models
remains unexplored by existing experimental data. (Note
that the unaugmented 2HDM can also generate exotic
higgs decays of the h→ aa type, see e.g. [47].)
We start by considering the four 2HDM models in
which SM fermions with the same quantum numbers
couple to only one Higgs field (this avoids large flavor-
changing neutral currents). After EWSB, the neutral
physical states of the 2HDM sector consist of two CP-
even scalars (h,H0) and one CP-odd scalar (A). Their
couplings to the SM fermions and gauge bosons are sum-
marized in Table II. The couplings between the CP-odd
scalar and SM fermions are controlled by the value of
tanβ ≡ 〈H2〉 / 〈H1〉, where H1 and H2 are the two Higgs
doublets, as well as the Yukawa coupling type. The cou-
plings of the two CP-even scalars to fermions additionally
depend on the mixing angle α, which dictates the admix-
ture of H1 and H2 that make up the mass eigenstates
h,H0. In the decoupling limit, mA → ∞, α → β − pi/2.
Higgs coupling measurements, with h identified as the
discovered 125 GeV state, already place significant con-
straints on α and β, see e.g. [45, 48–50].
We now add to the 2HDM model a complex singlet S,
which has a small mixing with H1 and/or H2. This leads
to two additional physical states that are mostly singlet-
like but inherit interactions to the SM fermions from their
mixing with the Higgs doublets: one CP-even scalar, s,
and one CP-odd scalar, a. The couplings of a are entirely
inherited by mixing with the pseudoscalar state A, and
can be read off from Table II, up to an overall mixing
angle rescaling. On the other hand, the couplings of s
depend on the admixture of H1 and/or H2 that mixes
with s. This admixture can be defined, in analogy to the
doublet mass eigenstates, by an effective mixing angle
α′. The couplings of s can then be obtained from the h-
couplings in Table II by replacing α→ α′, again up to an
overall rescaling. (See [3] for more details.) Note that the
singlet masses ma and ms, as well as α
′, are in principle
completely free parameters of the theory, independent of
tanβ and α. If the overall mixing between the singlet
and doublets is small enough, constraints on α and β
in 2HDM’s also apply to 2HDM+S, but α′ can take on
any value. For a more detailed discussion on coupling
constraints in the 2HDM+S see [51].
The general 2HDM+S setup generates a rich phe-
nomenology. In particular, the simple scaling of the
branching ratios given in Eqs. (2) and (3) does not hold
in all regions of parameter space. Of interest to us here
are scenarios for which the Higgs decay branching ratio
to 2b2µ is enhanced compared to its value in the SM+S
model. Fig. 1 shows the branching ratios of the CP-
odd scalar a as a function of ma for a particular choice
of tanβ in the type-II (left) and type-III (right) 2HDM.
While the type-II case shown provides an example with
a very similar phenomenology to the SM+S model in
§II A, the type-III case shown features significantly larger
Br(h→ aa→ 2b2µ).
Above the bb¯ threshold, the relevant branching ratios
depend only weakly on mass. It is therefore instructive
to look at Br(h → 2a(s) → 2b2µ) as a function of tanβ
(and α′) for the four 2HDM model types. The left plot
in Fig. 2 shows Br(h → 2a → 2b2µ)/Br(h → 2a) as
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FIG. 1: Branching ratios of a CP-odd scalar a in a 2HDM+S type-II model with tanβ = 4 (left) and a type-III model with
tanβ = 2 (right). For the type-II model, Br(h → 2a → 2b2µ)/Br(h → 2a) ' 4.0 × 10−4 for 15 GeV < ma < mh/2, which
is very similar to the SM+S scenario, see Table I. For the type-III model, Br(h → 2a → 2b2µ)/Br(h → 2a) ' 1.6 × 10−3 for
15 GeV < ma < mh/2, which is enhanced by about a factor of 4 compared to the SM+S in Table I.
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FIG. 2: Br(h→ 2a→ 2b2µ)/Br(h→ 2a) of a CP-odd scalar, a, (left) and CP-even scalar, s, (right) in 2HDM+S with a fixed
mass ma(s) = 40 GeV.
a function of tanβ for a CP-odd scalar a, while in the
right plot we consider a CP-even scalar s for two choices
of α′ (the scalar mass is set to 40 GeV). In both cases,
the maximum value of Br(h → 2a(s) → 2b2µ)/Br(h →
2a(s)) of the type-III 2HDM+S (' 0.0016) is about four
times greater than that for type-I or II (' 0.0004).
The maximum value of Br(h → 2a → 2b2µ)/Br(h →
2a) in the type-III 2HDM+S model can be understood
simply as follows. From Table II, the coupling of abb¯
(aτ+τ− and aµ+µ−) scales as 1/ tanβ (tanβ). Thus,
keeping only the most important terms and ignoring
phase space and QCD corrections,
Br(h→ 2a→ 2b2µ)
Br(h→ 2a) ∼
6m2bm
2
µ
m4τ tan
4β + 9m4b cot
4β + 6m2bm
2
τ
.
(4)
This is maximized for tanβ ∼ (√3mb/mτ )1/2 ∼ 2, with
the maximum value given by
Br(h→ 2a→ 2b2µ)
Br(h→ 2a) '
εµτ
2
, (5)
where
εµτ ≡ Br(a→ 2µ)
Br(a→ 2τ) ≈
m2µ
m2τ
≈ 0.0035. (6)
(The derivation for the CP-even scalar is identical, up to
the replacement tanβ → − sinα/ cosβ.) Interestingly,
as we discuss in §IV, the sensitivity of a 2b2µ search to
Br(h → 2a) in these somewhat leptophilic scenarios is
competitive with purely leptonic searches like h→ 2τ2µ,
while providing a potentially cleaner final state for ex-
perimental reconstruction.
C. NMSSM
An important example of a model with a non-minimal
scalar sector is the NMSSM (see, e.g., [36] for review).
An additional Higgs singlet superfield Sˆ is introduced to
address the µ problem of the MSSM. The Higgs super-
5potential is given by
WHiggs ⊃ λSˆHˆu · Hˆd + κ
3
Sˆ3, (7)
which together with the soft supersymmetry breaking
terms results in the Higgs potential
Vsoft ⊃ m2Hd |Hd|2 +m2Hu |Hu|2 +m2S |S|2
+
(
λAλHu ·HdS + 1
3
AκκS
3 + h.c.
)
, (8)
where Hˆu and Hˆd are MSSM Higgs doublet superfields
(unhatted fields indicate complex scalar components of
the hatted superfields). The parameters λ and κ are
Yukawa couplings, while Aλ and Aκ are soft-breaking A-
parameters. The resulting neutral Higgs sector contains
three CP-even scalars (h1, h2, h3) and two CP-odd ones
(a1, a2), labelled in order of increasing mass. Its phe-
nomenology, in the context of exotic Higgs decays, can
be seen as a type-II 2HDM+S model with restricted pa-
rameter choices.
A light CP-odd scalar can be realized in the NMSSM
by taking the R-symmetry limit (Aλ, Aκ → 0) [52–54] or
the Peccei-Quinn-symmetry limit (κ,Aκ → 0) [55–58]. A
light CP-even or odd scalar can also occur via an acci-
dental cancellation among parameters that control their
mass. Parameter scans have been conducted to search
for NMSSM scenarios with a SM-like ∼ 125 GeV Higgs
as well as light scalars with ma < mh/2 [22, 59–63]. If
the a is light, current LHC Higgs data favors it to be
singlet-dominated, but Br(h→ 2a) ∼ O(10%) is possible
in the surviving parameter space.
It is interesting to consider the possible connection be-
tween h→ 2a decays and naturalness in NMSSM models.
An NMSSM scenario can be considered potentially natu-
ral if radiative Higgs mass corrections are small compared
to tree-level contributions.
If h = h1 and a = a1, the tree-level SM Higgs mass is
given by
m2h,tree ' m2Z cos2 2β + λ2v2 sin2 2β
−λ
2v2
κ2
[
λ− sin 2β
(
κ+
Aλ
2s
)]2
, (9)
where s ≡ 〈S〉 and tanβ ≡ 〈Hu〉 / 〈Hd〉. As argued
in [36, 64], the naturalness limit of the NMSSM is reached
for low tanβ and λ as large as possible (perturbativity at
the GUT scale bounds λ . 0.7). Since the triple Higgs
coupling h1a1a1 is proportional to λ at tree-level in the
NMSSM, λ ≈ 0.7 would imply Br(h1 → 2a1) ≈ 100% if
the channel is kinematically accessible, which is strongly
disfavored by current LHC data. Therefore, the surviv-
ing parameter space with a sufficiently small Br(h1 →
2a1) . 0.1 requires a somewhat unnatural realization of
the NMSSM in this scenario.
For h = h2 and a = a1, mixing in the CP-even scalar
sector can help to increase mh2 [65]. The naturalness
limit with ma1 < mh2/2 is accommodated with tanβ ∼
4 − 6 and the comparatively smaller λ . 0.4 − 0.5 [63].
This allows for Br(h2 → 2a1) . 0.1, consistent with cur-
rent LHC data. This conclusion is supported by [22].
III. REACH ESTIMATE
In this section, we estimate the reach of the search
for h→ 2a→ 2b2µ with 20 fb−1 at the 8 TeV LHC, and
with 30 fb−1, 300 fb−1, and 3000 fb−1 at the 14 TeV LHC.
For simplicity, we only consider a to be a CP-odd scalar
and the two intermediate a’s to be identical and on-shell.
These results should apply, with little modification, to
the case where the intermediate state is CP-even, as we
do not make explicit use of any angular information of
the decay.
We assume that the 125 GeV Higgs boson, h, is SM-
like except for a non-zero branching ratio for the exotic
decay h→ 2a. In particular, we assume that h is mainly
produced through ggF and has a non-zero branching ratio
for the decay h→ 2a→ 2b2µ. Higgs production via vec-
tor boson fusion is not included in our analysis, making
our projected sensitivities slightly pessimistic. The sig-
nal is simulated for the mass of a ranging from 15 GeV
to 60 GeV. Lower masses of a (but still above the 2b
threshold) may involve complicated decays to bottomo-
nium and are beyond the scope of this study [66].
We will consider three types of analyses below. A
“conventional analysis” (§III A) will make use of stan-
dard anti-kt jets (from a→ 2b) with a radius of R = 0.4
or R = 0.5. For low ma, these jets are boosted and
merge, so that an analysis with R = 0.2 is more sensi-
tive (§III B). Finally, we use jet-substructure techniques
to improve the low-ma reach further (§III C).
The dominant backgrounds are Drell-Yan (DY) pro-
duction with associated jets, i.e., Z(∗)/γ∗ + 2b/2c/2j,
where Z(∗)/γ∗ produces a muon pair.3 A secondary back-
ground arises from tt¯ production. Backgrounds from di-
boson production (ZZ, WW , WZ) have small enough
cross sections so that we can neglect them. Finally, it
is possible for QCD multi-jet events, with two jets being
mis-identified as muons, to contribute to the background.
These ‘lepton fakes’ are notoriously difficult to simulate.
In Appendix A, we use the methods of [67] to estimate
their importance compared to the irreducible DY back-
grounds. We find that it is reasonable to neglect muon
fakes for an analysis with 0 or 2 b-tags, but they may be
competitive if we require only a single b-tag. We there-
fore limit ourselves to using either 0 or 2 b-tags in §III A
and §III B; in these analyses, we find in any case that the
sensitivity is not noticeably improved by including a sin-
3 We have checked that the corresponding background where
Z(∗)/γ produces two leptonic τ ’s is negligible in our analysis,
due to the larger amount of missing energy and our strict mh
reconstruction requirement.
68 TeV cross section (pb) 14 TeV cross section (pb)
bb¯µ+µ− 6.11 12.16
cc¯µ+µ− 60.44 109.50
jjµ+µ− 151.65 275.17
tt¯ 0.68 2.49
jjµ+µ−∗ 152.24 279.17
TABLE III: Cross sections for various backgrounds after ap-
plying generator level cuts as described in §III A, given by
Sherpa 2.1.1. The last row refers to DY Z(∗)/γ∗ + 2j back-
ground with different generator level cuts, as required for the
small-radius jets and jet substructure analyses in §III B and
§III C. These cross sections are scaled in our reach estimates
by a pessimistic K-factor of 2 to account for higher-order ef-
fects.
gle b-tag. However, in §III C, we consider the possibility
of requiring a single fat jet with a single b-tag. For this,
a data-driven estimate of lepton-fakes to determine their
importance will be needed by the experimental collabo-
rations.
A. Conventional analysis
Signal, as well as DY Z(∗)/γ∗ + 2b/2c/2j and tt¯ back-
grounds, are simulated at leading-order (LO) by Sherpa
2.1.1 [68] for the 8 and 14 TeV LHC with the CT10 [69]
parton distribution function (PDF), and matched up to
three jets (i.e., for example, we include one extra jet for
the signal). We ignore lepton fakes from pure QCD,
as justified in Appendix A. At generator level, no cut
is imposed on the signal. The generator-level cuts for
the backgrounds are: pT µ > 5 GeV, |ηµ| < 5 and
10 GeV < mµµ < 70 GeV. Additionally, for Z
(∗)/γ∗+2j
we require at least two partons with pT j > 10 GeV and
|ηj | < 5. Here, j refers to partons clustered into jets with
the anti-kt algorithm with radius R = 0.2.
The signal cross sections are normalized to σggF ×
Br(h→ 2b2µ), where σggF ' 19.3 pb and 49.47 pb are the
next-to-leading-order (NLO) ggF Higgs production cross
section for 8 TeV and 14 TeV, respectively [70]. Given the
generator level cuts as described above, the cross sections
for the backgrounds given by Sherpa 2.1.1 are shown in
Table III. We then scale all backgrounds by a pessimistic
K-factor of 2, to account for higher-order effects in our
sensitivity estimates.
Detector simulation and data analysis are performed
by an in-house software framework also used e.g. in [67,
72, 73]. This includes jet clustering with FastJet
3.0.6 [74], application of realistic efficiency curves and
isolation requirements for b-jet and lepton reconstruction,
and geometric detector acceptances. The relevant detec-
tor parameters for our analysis are given in Table IV.
The differences between the two detectors’ capabilities
are relatively minor and the projected limits for both
will be similar. However, the larger jet clustering ra-
ATLAS CMS
εµ
 0.98 pT > 6 GeV0 otherwise
 0.96 pT > 6 GeV0 otherwise
∆Risoµ 0.3 0.4
max (pconeT /p
µ
T ) 1.13 1.10
Rjet 0.4 0.5
Rmicrojet 0.2 0.2
TABLE IV: Relevant object reconstruction parameters as-
sumed for the ATLAS and CMS detectors. εµ is the muon
tagging efficiency for |η| < 2.4 (Note that our analysis re-
lies on a dimuon trigger, which has a higher threshold than
6 GeV.) For a muon with pµT to pass the isolation criteria,
the pT of all the objects in a cone of radius ∆R
iso
µ around the
muon must be less than the shown max (pconeT /p
µ
T ). Jets are
anti-kT clustered [71] with a radius given by Rjet. For the
analysis in §III B, this is reduced to 0.2. See text for details
on b-tagging.
dius in the CMS conventional analysis will affect the low-
mass limit. We adopt the b-tagging efficiency curve for
the “MV1” algorithm at the 70% b-jet efficiency work-
ing point in [75] and the c/light-jet rejection curves with
respect to b-jet efficiency (also for the MV1 algorithm)
in [76]. For jet pT of around 200 GeV, the b-tagging
efficiencies for (b, c, light) jets are (0.78, 0.3, 0.03). These
efficiencies drop to (0.54, 0.1, 0.001) at pT = 25 GeV. We
use the same b-tagging efficiencies for both the ATLAS
and CMS analyses.
The events will be recorded using a di-muon trigger.
For the LHC 8 TeV search, we impose the dimuon trig-
ger used in [77], requiring |ηµ1,µ2 | < 2.4 and pT µ1,µ2 >
13 GeV, 13 GeV or pT µ1,µ2>18 GeV, 8 GeV (objects are
labelled in order of decreasing pT ). We then impose sev-
eral “preselection cuts”. The leading jets are required
to satisfy pT > 25 GeV, |η| < 2.5, and ∆RJ1J2 > 0.4.
On the two (leading) muons we impose ∆Rµ1µ2 > 0.3.
The distances between the two leading jets and the two
leading muons must satisfy ∆RJµ > 0.4 (J stands for
the two leading jets (b-jets) for the analysis with 0 (2)
b-tags). Events with either 0 or 2 b-tags are selected.
Following this preselection, we now impose cuts to sep-
arate the signal from background. A missing transverse
energy cut of /ET < 30 GeV suppresses tt¯ background.
We also make use of the double-resonance structure of
the signal by imposing mass reconstruction cuts
|mJ1J2µ1µ2 −mh| < 15 GeV,
|mJ1J2 −ma| < 15 GeV,
|mµ1µ2 −ma| < 1 GeV, (10)
separately for each ma.
Table V shows an example of the relative efficiencies
for the signal with ma = 40 GeV and backgrounds with 2
b-tags for ATLAS at 8 TeV. Fig. 3 shows the correspond-
7Selection Criteria S bb¯µ+µ− cc¯µ+µ− jjµ+µ− tt¯
pT µ > 5 GeV, |ηµ| < 5 and 10 GeV < mµµ < 70 GeV
Generator level cuts no cuts for jjµ+µ−, we require in addition two partons
with pT j > 10 GeV and |ηj | < 5
Nev, gen. (20 fb
−1) 6.3× 102 2.4× 105 2.4× 106 6.1× 106 2.7× 104
pass OS dimuon trigger
pT µ1,µ2>(13, 13) GeV or (18, 8) GeV 50% 27% 19% 29% 60%
at least two b-jets with
pT b > 25 GeV and |ηb| < 2.5 3.8% 17% 1.3% 0.45% 37%
∆Rb1b2,bµ,µ1µ2 > 0.4, 0.4, 0.3 99% 99% 99% 99% 99%
Nev,presel. (20 fb
−1) 12 1.1× 104 5.7× 103 7.9× 103 5.9× 103
/ET < 30 GeV 98% 90% 95% 92% 12%
|mb1b2µ1µ2 −mh| < 15 GeV 54% 4.7% 3.3% 3.3% 0.6%
|mb1b2 −ma| < 15 GeV 97% 25% 31% 61% 24%
|mµ1µ2 −ma| < 1 GeV 100% 3.4% 2.9% 3.7% 7.6%
Nev, final (20 fb
−1) 6.2 4.0 1.6 5.3 0.1
S = 6.2, Btot = 11, S/Btot = 0.6, S/
√
Btot = 1.9
TABLE V: Relative efficiencies for the signal (S) h → aa → bb¯µ+µ− (ma = 40 GeV) and indicated backgrounds, with 2
b-tags at ATLAS 8 TeV. All signals and backgrounds listed are simulated with Sherpa 2.1.1. The number of signal and
background events after passing the generator level cuts, preselection cuts, and higher level cuts are also listed as Nev, gen.,
Nev,presel., and Nev,final, respectively. (Meaningful comparisons are only possible between the latter two as Nev, gen. is biased
by different generator-level cuts on signal and background.) For the signal normalization, we take the NLO ggF production
cross section σggF = 19.3 pb [70], and assume Br(h → aa) ≈ 100%, 2 × Br(a → bb¯)Br(a → µ+µ−) = 1.6 × 10−3. The latter
branching ratio factor corresponds to a 2HDM model of type-III plus a singlet with tanβ = 2 (see §II B and Fig. 2 ). For
the background normalization, we adopted cross sections at generator level from Sherpa (see Table III) and scaled them by a
pessimistic K-factor of 2.
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FIG. 3: Stacked mµ+µ− distributions for signal (ma = 40 GeV) and backgrounds with 2 b-tags at ATLAS 8 TeV for 20 fb
−1.
The left, center, and right plots represent the distributions after passing the generator level cuts, preselection cuts, and higher
level cuts respectively. In the right plot, all cuts have been included except for the cut on mµ1µ2 . We choose the signal size
to correspond to ∼ 2σ sensitivity of our analysis. The assumptions for cross sections and branching ratios are the same as in
Table V.
ing stacked histograms for the signal and backgrounds
after passing the generator level, preselection level, and
higher level cuts (except for the cut on mµ1µ2). Despite
simulating a very large number of events, our background
mµµ spectra display some fluctuations after all the other
cuts with two b-tags are applied. This can partially be
attributed to the way Sherpa generates weighted events,
but is more generally due to the difficulty of overpopulat-
ing each small mµµ bin in our signal region with DY+jets
Monte Carlo, in order to determine the expected num-
ber of background events with high precision. However,
at the level of precision of our study, this will not sig-
nificantly affect our derived sensitivity reach, for which
we assume a simple counting experiment after applying
the above cuts, with the background expectation taken
directly from the Monte Carlo prediction. For an experi-
mental study, a side-band-type analysis would be used to
estimate the SM contribution in a particular mµµ bin di-
rectly from data. Since the aim of our study is merely to
estimate the 2σ exclusion potential, we can neglect these
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FIG. 4: Expected 95% CL sensitivity to Br(h → aa → bb¯µ+µ−) for 20 fb−1 data at 8 TeV ATLAS (left) and CMS (right).
The solid line is the sensitivity of the “conventional” analysis (§III A) with a jet-clustering radius of either R = 0.4 (ATLAS)
or 0.5 (CMS). The sensitivities when using a smaller jet radius of R = 0.2 (§III B) is shown with dashed lines. The purple
dot-dashed line is the sensitivity from a jet substructure analysis that makes use of the mass drop tagger (MDT) (§III C).
details, including systematic uncertainties, which we have
no way of reliably determining. In particular, we also do
not show the 5σ discovery reach, as this would require
an estimate of the look-elsewhere effect, which depends
on how the analysis is done.
The expected 95% confidence level (CL) sensitivity to
Br(h → aa → bb¯µ+µ−) from 8 TeV data are shown in
Fig. 4 for both ATLAS and CMS. Requiring 2 b-tags in-
creases the sensitivity by about a factor of 3 compared
to requiring no b-tags. The expected bounds are approx-
imately independent of scalar mass for ma ≥ 30 GeV.
For ma < 20 GeV, the signal efficiency drops dramati-
cally because the two b’s from the a-decay become colli-
mated. In fact, in our CMS analysis (which required the
jets to satisfy R = 0.5), no signal events passed the cuts
for this low ma region. However, as we show in the next
sections, b-tagging with a smaller jet radius or the use of
jet substructure can dramatically improve sensitivity in
this region.
The analysis proceeds nearly identically for the 14 TeV
LHC. We apply the same dimuon trigger, reconstruction
criteria, and cuts. The higher luminosity may present
challenges in the form of pile-up or higher reconstruction
thresholds, but they are beyond the scope of our analysis.
The resulting sensitivity to Br(h → aa → bb¯µ+µ−) are
shown in Fig. 5.
B. Analysis with smaller jet radius
A straightforward solution to the loss of sensitivity at
low ma is to reduce the clustering radius of b-jets. Since
b-tagging dominantly makes use of track-based informa-
tion, and since the small-radius jets would not be used for
triggering, there is in principle no obstacle to implement-
ing such a modified b-tagger for a well-motivated analy-
sis [78]. The achievable b-tagging efficiencies should be
comparable, and the use of smaller b-jets significantly im-
proves sensitivity of 2b2µ searches in the low ma regime.
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We estimate the sensitivity possible with such a mod-
ified b-tagging system. The Z(∗)/γ∗ + 2j background is
regenerated with the same generator level cuts as for the
conventional analysis in §III A, except that we change
the parton separation criterion from ∆R = 0.2 to 0.1.
(No such requirement was imposed on the other gener-
ated backgrounds.) The resulting cross section for this
background is shown in the last row of Table III. Jets are
then clustered with a radius of R = 0.2 for both ATLAS
and CMS, and the cut on ∆RJ1J2 is relaxed to be > 0.2.
Except for these two changes, we assume the analysis,
including b-tagging efficiencies, proceeds identically as in
§III A.
The dashed lines in Fig. 4 and Fig. 5 show the re-
sulting reach for 8 and 14 TeV. The sensitivity is signif-
icantly improved for ma ≤ 20 GeV. At higher masses,
the b-jets are less collimated, and the smaller jet radius
reduces the suppression of backgrounds compared to the
conventional analysis, so that the sensitivity is reduced.
A combination of both approaches therefore seems use-
ful to achieve good sensitivity to all of the mass range.
However, we will now show that a substructure analysis
may have superior reach to the low ma region than the
simple small-jet analysis presented in this subsection.
C. Jet substructure analysis
Sensitivity to the low-ma region can be further en-
hanced by making use of jet substructure techniques [80–
86]. The main goal is to increase signal acceptance with-
out eroding background rejection. Since the two b-jets
4 For a recent theoretical discussion of small jet radius effects
see [79].
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FIG. 5: Expected 95% CL reach on Br(h→ aa→ bb¯µ+µ−) for 30 (top), 300 (center), and 3000 (bottom) fb−1 at 14 TeV, for
ATLAS (left) and CMS (right). The solid line is the sensitivity of the “conventional” analysis (§III A) with a jet-clustering
radius of either R = 0.4 (ATLAS) or 0.5 (CMS). The sensitivities when using a smaller jet radius of R = 0.2 (§III B) is shown
with dashed lines. The purple dot-dashed line is the sensitivity from a jet substructure analysis that makes use of the mass
drop tagger (MDT) (§III C).
from a decays should be symmetric, we propose a jet
substructure procedure based on the mass drop tagger
(MDT) [87].
The substructure analysis proceeds as follows. Trig-
gered events satisfying the OS muons selection criterion
are clustered into Rf = 0.8 fat jets with the Cam-
bridge/Aachen (C/A) algorithm [88, 89]. The (lead-
ing) fat jet is required to have one b-tag, and satisfy
pT > 25 GeV, |η| < 2.5. We use the same b-tag efficien-
cies as in §III A. We note that requiring two b-tags within
the fat-jet will remove too much signal, as the b-tagged
subjets need to presumably have a pT of at least 25 GeV
to qualify as a proper subjet. If this threshold could be
lowered, it would significantly improve sensitivity.
We then analyze the substructure of the leading fat jet
passing these criteria. The two hardest subjets, identified
by undoing the last step of the C/A clustering, have to
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FIG. 6: Combined 95% CL projected CMS sensitivities to Br(h → aa) for the LHC at 8 and 14 TeV. To derive these
sensitivities we need to make particular assumptions about how the scalar couples to the Standard Model fermions. Left:
Type-II 2HDM+S with tanβ = 4, as in the left plot of Fig. 2 in §II B. The sensitivity to the SM+S model discussed in §II A is
almost identical. Right: Type-III 2HDM+S with tanβ = 2, as in the right plot of Fig. 2 in §II B.
satisfy the MDT criteria
µ ≡ max(mj1 ,mj2)
mj
< 0.67 , (11)
y ≡ min(p
2
T j1
, p2T j2)
m2j
∆R2j1j2 > 0.09 , (12)
and pT j1,2 > 15 GeV. We then apply the same ∆R,
missing energy, and invariant mass cuts for the two sub-
jets and the two muons as in §III A, with the exception
of again relaxing the ∆Rj1j2 cuts to > 0.2.
The resulting 95% CL sensitivities are shown as dot-
dashed purple lines in Fig. 4 and Fig. 5 for 8 TeV and
14 TeV, respectively. The low-mass sensitivity is signif-
icantly enhanced compared to the previous two analysis
approaches. Similarly to §III B, the conventional analy-
sis does better at higher ma due to increased background
rejection for an uncollimated signal.
The impact of QCD multi-jet events with lepton fakes
is hard to quantify for this substructure analysis without
a data-driven study. For the resolved analyses, we found
that muon fakes are reasonable to neglect if 0 or 2 b-
tags are required. This substructure study requires only
one fat-jet b-tag, but imposes strict kinematic require-
ments on its subjets. This may be enough to suppress
multi-jet background, or it may be necessary to require
both subjets to be b-tagged. As mentioned above, the
pT threshold for b-tagging could weaken our projected
sensitivity for small ma, but determining whether this is
necessary is beyond the scope of our analysis.
IV. DISCUSSION
We have seen that combining the substructure and con-
ventional analyses yields a fairly flat sensitivity of about
Br(h → 2a → 2b2µ) . 10−3 for the 8 TeV LHC in the
range 15 GeV ≤ ma ≤ 60 GeV. At 14 TeV with either
30, 300, and 3000 fb−1 of data, the projected sensitivity
increases to several times 10−4, 10−4, and several times
10−5, respectively.
We can convert the projected reach on Br(h → 2a →
2b2µ) to the projected reach on Br(h → 2a), but this is
model-dependent. In a 2HDM+S model, for example, it
depends on the Yukawa coupling type, see §II B. In Fig. 6,
we show the projected sensitivity to Br(h → 2a) from
combining the substructure and conventional analyses for
two 2HDM+S models, type-II with tanβ = 4 (very sim-
ilar to SM+S) and type-III with tanβ = 2. In both
cases, data at 14 TeV is required to meaningfully con-
strain exotic Higgs decays in these models, though in the
latter case the 8 TeV constraint derived for Br(h → 2a)
is less than 1. With the full HL-LHC (LHC at 14 TeV
with 3000 fb−1) dataset, the exotic Higgs decay branch-
ing fraction can be constrained at the 10% and 2% level
in these two scenarios, respectively.
In motivating a 2b2µ search, it is useful to compare
its sensitivity to Br(h → 2a) to that achievable in other
channels. In particular:
• Earlier collider studies for the 14 TeV LHC [22, 25]
found 2σ sensitivity to Br(h → 2a → 4b) ≈ 10%
with 300 fb−1 of data.
• In constraining Br(h → 2a → 4τ) (and assum-
ing Yukawa-ordered couplings, as we do here), the
(a → 2µ, a → 2τ) channel was found to be greatly
superior to the 4τ channel [3]. Depending on as-
sumptions for reducible background, data from the
LHC Run I can exclude Br(h→ 2a→ 4τ) . 2−8%.
• A recent study of h → 2a → 2b2τ decay from ggF
Higgs production [63] claims considerably greater
sensitivity to Br(h → 2a) in an NMSSM-like sce-
nario than we find for 2b2µ. However, we find their
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study to be difficult to interpret, since it makes no
attempt to incorporate trigger cuts. In addition,
highly optimistic b- and τ -tag rates are assumed
for a low pT > 15 GeV threshold. The very tight
mass windows employed also seem challenging at
the LHC. For this reason, we will not consider their
results in what follows, but the considered channel
is interesting and deserves further study.
Based on the existing theory-level studies done thus
far, in a SM+S-like scenario (which generally includes
the NMSSM and type-I and II 2HDM+S), the 4b search
may be somewhat superior to 2b2µ, offering a sensitivity
to Br(h → 2a) that is better by a factor of a few; the
4τ/2τ2µ channel has no exclusion power. For more lep-
tophilic scenarios, like the type-III 2HDM+S, the 2τ2µ
search now constrains Br(h→ 2a) . 10−40% with LHC
Run I data [3], performing much better than a 4b search.
Here, the 2b2µ channel should provide competitive sen-
sitivity.
The search for h → 2b2µ is therefore motivated for
several reasons. Its sensitivity to the total exotic Higgs
decay branching fraction is either competitive, or close to
competitive, to searches involving τ ’s or only b’s. Apart
from the complementarity of discovering new physics in
several different channels, the much cleaner nature of the
2b2µ signal makes our conclusions less reliant on the de-
tailed modeling of τ and b-jet reconstruction at low pT .
It could therefore turn out that 2b2µ is the preferred
channel in either leptophilic or NMSSM-type scenarios,
although of course all the above-mentioned decay modes
should be studied experimentally. Finally, although we
did not consider this in detail here, it is also possible
that h→ XX ′ is the dominant exotic decay mode, where
each scalar decays dominantly to 2b and 2µ, respectively
(with e.g. X above the 2b threshold and X ′ below the 2τ
threshold).
V. CONCLUSION
Exotic Higgs decays are uniquely sensitive to light
scalars that are uncharged under the SM gauge groups.
We have demonstrated the sensitivity of a h → 2a →
2b2µ search for constraining theories with light scalars
at the LHC. This channel can arise naturally in models
like the NMSSM or other 2HDM+S scenarios, as well as
in general hidden valley scenarios. We performed a de-
tailed collider analysis for an on-shell intermediate CP-
odd scalar, though the results should be applicable to
CP-even scalars as well, since we did not explicitly use
any angular information of the scalar decay. Already the
8 TeV LHC can probe Br(h→ 2a) < 1 in some 2HDM+S
scenarios. With its full dataset, the 14 TeV LHC will
probe the exotic Higgs decay branching fraction to light
scalars at the 1 - 10% level. Depending on the details of
soft b and τ reconstruction, this sensitivity can be com-
petitive or even superior to that offered by other channels
that contain these final states.
For low intermediate scalar masses, a conventional
resolved-jet analysis loses sensitivity due to the collima-
tion of boosted b-jet pairs. Simply reducing the cluster-
ing radius of b-jets greatly enhances sensitivity in this
region, but a dedicated jet substructure analysis may be
even more powerful, fully exploiting the discovery poten-
tial for ma < 25 GeV.
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Appendix A: Estimation of the multi-jet QCD
backgrounds
The high rate of QCD multi-jet processes means that
the possibility of two QCD jets ‘faking’ a pair of muons
must be considered. This is a very rare process, occurring
mostly due to heavy flavor decay inside of a jet with
otherwise soft hadronic constituents that result in the
muon passing isolation requirements. The rate for QCD
jets resulting in a muon tag is estimated at ∼ 10−3 per
b/c-jet [90, 91] and ∼ 10−4 per light flavor jet [67].
These backgrounds are notoriously difficult to simulate
in full detail. As pointed out by [92], even large-scale
full Monte Carlo simulations still lack the credibility to
predict these fake muon backgrounds, and experimental
analyses rely on data-driven methods to estimate their
contributions.
A framework for the simulation of fake leptons was
proposed in [67], in which differential mis-tag rates are
derived from experimental information, then used to
reweight event samples and hence obtain statistically re-
liable fake-lepton background distributions that preserve
the kinematics of the source processes without simulat-
ing large numbers of events. This was successfully used
to reproduce data-driven estimates of fake lepton back-
grounds in [93, 94]. We will use this framework to very
roughly estimate the size of QCD multi-jet background
to our 2b2µ search. Given the large uncertainties, our
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estimate of the number of fake leptons should only be
considered as qualitative.
We simulate QCD multi-jet backgrounds, together
with the irreducible DY and tt¯ backgrounds, at leading
order and at parton level in MadGraph 5.1.14 [95]. We
reweight the events using the procedure in [67], then ap-
ply preselection cuts and compare the rates of multi-jet
backgrounds to those of DY and tt¯ backgrounds. Since
the latter are included in our analyses (simulated to a
much greater level of detail in Sherpa 2.1.1 [68]), com-
paring irreducible to multi-jet backgrounds in this toy
study will allow us to estimate the significance of lepton
fakes to our analyses.
For the purpose of this estimate, we ignore the rela-
tively small amount of momentum lost when the ‘jet’ is
reconstructed as a muon. We only need the mis-tag rate
as a function of jet pT . In [67], this was parameterized
by a simple linear function.
εj→µ(pTj ) = ε200
[
1− (1− r10)200− (pTj/GeV)
200− 10
]
,
(A1)
where ε200 ≡ εj→µ(200 GeV) and r10 ≡
εj→µ(10 GeV)/εj→µ(200 GeV). We adopt the three
fake-rate benchmarks derived in [67] for the rate of a
light jet faking a muon at the 8 TeV LHC:
(a) r10 = 0, ε200 = 3.8× 10−4 ;
(b) r10 = 0.5, ε200 = 1.6× 10−4 ;
(c) r10 = 1, ε200 = 0.85× 10−4 .
For the 14 TeV LHC, we adopt two benchmarks:
(A) the same parameters as (a);
(B) r10 = 1, ε200 = 1.7× 10−4.
For b/c-jets faking muons, we simply scale the mis-tag
efficiency curve of the light jet by
εb→µ(pT b) ≈ 50× εj→µ(pT j) , (A2)
εc→µ(pT c) ≈ 50× εj→µ(pT j) , (A3)
as suggested in [90, 91]. (This may be pessimistic,
see [96].)
After reweighting the multi-jet events (4j, 4c, 4b, 2b2j,
2b2c, 2c2j) according to these fake rate curves and ap-
plying preselection criteria, we find that irreducible DY
backgrounds appear dominant when requiring zero or two
b-tags. Therefore, for the analyses presented in Sec. III A
and III B, fake muon backgrounds can be safely ignored.
For a single b-tag, fake background may be competitive
with DY and tt¯ after the preselection cuts, but adding
that channel in any case does not improve sensitivity.
For the jet-substrcture analysis presented in §III C, the
fake background may be important, as there we require
only one b-tag. For this, a careful experimental study,
using a data-driven background estimate, is required.
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