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ON CARDINAL SEQUENCES OF LENGTH < ω3
JUAN CARLOS MARTI´NEZ AND LAJOS SOUKUP
Abstract. We prove the following consistency result for cardinal se-
quences of length < ω3: if GCH holds and λ ≥ ω2 is a regular cardinal,
then in some cardinal-preserving generic extension 2ω = λ and for every
ordinal η < ω3 and every sequence f = 〈κα : α < η〉 of infinite cardinals
with κα ≤ λ for α < η and κα = ω if cf(α) = ω2, we have that f is the
cardinal sequence of some LCS space.
Also, we prove that for every specific uncountable cardinal λ it is
relatively consistent with ZFC that for every α, β < ω3 with cf(α) < ω2
there is an LCS space Z such that CS(Z) = 〈ω〉α
⌢〈λ〉β.
1. Introduction
By an LCS space we mean a locally compact, Hausdorff and scattered
space. Recall that for an LCS space X and an ordinal α, the αth- Cantor-
Bendixson level of X is defined by Iα(X) = the set of isolated points of
X\
⋃
{Iβ(X) : β < α}. We define the height ofX as ht(X) = the least ordinal
δ such that Iδ(X) = ∅, and we define its reduced height as ht(X)
− = the
least ordinal δ such that Iδ(X) is finite. Clearly, one has ht
−(X) ≤ ht(X) ≤
ht−(X) + 1. We define the width of X by wd(X) = sup{|Iα(X)| : α <
ht(X)}. And we define the cardinal sequence of X as CS(X) = 〈|Iα(X)| :
α < ht−(X)〉. If κ is an infinite cardinal and α is an ordinal, we denote by
〈κ〉α the cardinal sequence 〈κβ : β < α〉 where κβ = κ for β < α. If f and g
are sequences of cardinals, we denote by f ⌢g the concatenation of f with
g.
Many authors have studied the possible sequences of infinite cardinals
that can arise as the cardinal sequence of an LCS space (or, equivalently,
of a superatomic Boolen algebra). We refer the reader to the survey papers
[1] and [8] for a wide list of results on cardinal sequences of LCS spaces
as well as examples and basic facts. It was proved by Juha´sz and Weiss
that if f = 〈κα : α < ω1〉 is a sequence of infinite cardinals, then f is
the cardinal sequence of an LCS space iff κβ ≤ κ
ω
α for every α < β < ω1
(see [5, Theorem 5]). However, this result can not be extended to cardinal
sequences of length ω1+1, since it was shown by Baumgarter in [2] that in the
Mitchell Model there is no LCS space X with CS(X) = 〈ω1〉ω1
⌢〈ω2〉. Also,
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a characterization under GCH for cardinal sequences of length < ω2 was
obtained by Juha´sz, Soukup and Weiss in [4]. However, no characterization
is known for cardinal sequences of length ω2. Nevertheless, it was shown by
Baumgartner and Shelah in [2] that it is relatively consistent with ZFC that
there is an LCS space of width ω and height ω2. This result was improved
by Soukup in [11], where it was shown that if GCH holds and λ ≥ ω2 is a
regular cardinal, then in some cardinal-preserving generic extension 2ω = λ
and every sequence f = 〈κα : α < ω2〉 of infinite cardinals with κα ≤ λ
is the cardinal sequence of some LCS space. However, the following basic
proposition shows that Soukup’s theorem can not be extended to cardinal
sequences of length < ω3.
Proposition 1.1. Assume that κ is a regular cardinal, η > κ++ is an
ordinal and f = 〈κξ : ξ < η〉 is the cardinal sequence of some LCS space.
Assume that α < η is an ordinal with cf(α) > κ+ such that there is a strictly
increasing sequence of ordinals 〈αξ : ξ < cf(α)〉 converging to α in such a
way that καξ ≤ κ for ξ < cf(α). Then, κα ≤ κ.
Proof. Assume on the contrary that κα > κ . Let X be an LCS space such
that CS(X) = f . So, |Iα(X)| = κα. Let Y be a subset of Iα(X) such that
|Y | = κ+. For every x ∈ Y let Ux be a compact open neighbourhood of x
such that Ux ∩
⋃
{Iβ(X) : α ≤ β < η} = {x}. Clearly, for every x, y ∈ Y
with x 6= y, we have that Ux ∩ Uy ⊂
⋃
{Iγ(X) : γ < β} for some β < α.
Then, we define the function F : [Y ]2 −→ {αξ : ξ < cf(α)} as follows. If
{x, y} ∈ [Y ]2 we put
F{x, y} = the least ordinal ζ < cf(α) such that Ux ∩Uy ⊂
⋃
{Iγ(X) : γ < αζ}.
Since cf(α) > κ+, there is a γ < cf(α) such that for every {x, y} ∈ [Y ]2
we have F{x, y} < γ. But then |Iαγ (X)| = κ
+, which contradicts the
assumption that καξ ≤ κ for ξ < cf(α). 
In particular, there is no LCS space X with CS(X) = 〈ω〉ω2
⌢〈ω1〉.
Then, we will show in Theorem 2.1 the following consistency result for
cardinal sequences of length < ω3: if GCH holds and λ ≥ ω2 is a regular
cardinal, then in some cardinal-preserving generic extension 2ω = λ and
for every ordinal η < ω3 and every sequence f = 〈κα : α < η〉 of infinite
cardinals with κα ≤ λ for α < η and κα = ω if cf(α) = ω2, we have that f
is the cardinal sequence of some LCS space.
Also, we will prove in Theorem 3.1 that for every specific uncountable
cardinal λ it is relatively consistent with ZFC that for every α, β < ω3 with
cf(α) < ω2 there is an LCS space Z such that CS(Z) = 〈ω〉α
⌢〈λ〉β . This
theorem improves the results shown in [10] and [9, Section 2].
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If T =
⋃
{{α}×Aα : α < η} where η is a non-zero ordinal and each Aα is
a non-empty set of ordinals, then for every s = 〈α, ζ〉 ∈ T we write π(s) = α
and ρ(s) = ζ.
The following notion, which permits us to construct in a direct way LCS
spaces from partial orders, will be used in our constructions.
Definition 1.2. We say that T = 〈T,, i〉 is an LCS poset, if the following
conditions hold:
(1) 〈T,〉 is a partial order with T =
⋃
{Tα : α < η} for some non-zero
ordinal η such that each Tα = {α} × Aα where Aα is a non-empty
set of ordinals.
(2) If s ≺ t then π(s) < π(t).
(3) If α < β < η and t ∈ Tβ, then {s ∈ Tα : s ≺ t} is infinite.
(4) i : [T ]2 → [T ]<ω such that for every {s, t} ∈ [T ]2 the following holds:
(a) If v ∈ i{s, t}, then v  s, t.
(b) If u  s, t, then there is a v ∈ i{s, t} such that u  v.
If T = 〈T,, i〉 is an LCS poset with T =
⋃
{Tα : α < η} , we define its
associated LCS space X = X(T ) as follows. The underlying set of X(T )
is T . If x ∈ T , we write C(x) = {y ∈ T : y  x}. Then, for every
x ∈ T we define a basic neighbourhood of x in X as a set of the form
C(x) \ (C(x1) ∪ · · · ∪ C(xn)) where n < ω and x1, . . . , xn ≺ x. It can be
checked that X is a locally compact, Hausdorff, scattered space of height η
such that Iα(X) = Tα for every α < η (see [1] for a proof). Then, we will
say that 〈|Tα| : α < η〉 is the cardinal sequence of T .
If T = 〈T,, i〉 is an LCS poset and S ⊂ T such that i{s, t} ⊂ S for all
{s, t} ∈ [S]2, we define the restriction of T to S as T ↾ S = 〈S,↾ (S × S),
i ↾ [S]2〉.
The following notion, which is a refinement of the notion of a skeleton
given in [3, Definition 1.5], will also be needed to show our results.
Definition 1.3. Assume that T = 〈T,, i〉 is an LCS poset with T =⋃
{{α} × Aα : α < η}. Let f be the cardinal sequence of T . Then, we
say that T is an f -skeleton, if for every α < η there is a countable subset
Oα ∈ [Aα]
ω such that s ≺ t and π(s) = α implies ρ(s) ∈ Oα, and in such a
way that the following two conditions hold:
(1) If α < η and s, t ∈ {α} ×Oα with ρ(s) 6= ρ(t), then i{s, t} = ∅.
(2) If α+1 < η, t ∈ {α+1}×Aα+1 and s ≺ t, then there is a u ∈ {α}×Oα
such that s  u ≺ t.
2. A general consistency result
In this section, our aim is to prove the following result.
Theorem 2.1. If GCH holds and λ ≥ ω2 is a regular cardinal, then in some
cardinal-preserving generic extension 2ω = λ and for every ordinal η < ω3
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and every sequence f = 〈κα : α < η〉 of infinite cardinals with κα ≤ λ for
α < η and κα = ω if cf(α) = ω2, we have that f is the cardinal sequence of
some LCS space.
In order to prove Theorem 2.1, we will use the following refinement of the
notion of Shelah’s ∆-function due to Soukup.
Definition 2.2. A function f : [ω2 × λ]
2 → [ω2]
<ω is a ∆(ω2 × λ)-function,
if f{x, y} ⊂ min{π(x), π(y)} for each {x, y} ∈ [ω2 × λ]
2 and for every un-
countable subset {dα : α < ω1} of [ω2 × λ]
<ω there are ordinals α < β < ω1
such that for every x ∈ dα \ dβ, y ∈ dβ \ dα and z ∈ dα ∩ dβ ∩ (ω2 × ω) the
following conditions hold:
(1) if π(z) < π(x), π(y) then π(z) ∈ f{x, y},
(2) if π(z) < π(y) then f{x, z} ⊂ f{x, y},
(3) if π(z) < π(x) then f{y, z} ⊂ f{x, y}.
The following result was shown in [11].
Theorem 2.3. If GCH holds and λ ≥ ω2 is a regular cardinal, then in some
cardinal-preserving generic extension λ is a regular cardinal with λω1 = λ
and there is a ∆(ω2 × λ)-function.
The following result can be proved by means of a slight refinement of the
arguments given in [3, Theorem 1.12] and [11, Theorem 4.2].
Theorem 2.4. Assume that λ ≥ ω2 is a regular cardinal such that λ
ω = λ.
Assume that there is a ∆(ω2 × λ)-function. Then, in some c.c.c. generic
extension 2ω = λ and there is a 〈λ〉ω2–skeleton.
Theorem 2.5. Assume that λ ≥ ω2 is a regular cardinal with 2
ω = λ,
η < ω3 is an ordinal and there is a 〈λ〉ω2-skeleton. Then, if f = 〈κα : α < η〉
is a sequence of infinite cardinals with κα ≤ λ for α < η and κα = ω if
cf(α) = ω2, we have that f is the cardinal sequence of some LCS space.
Note that Theorem 2.1 follows immediately from Theorems 2.3, 2.4 and
2.5.
Proof of Theorem 2.5. Assume that λ ≥ ω2 is a regular cardinal such that
2ω = λ and that there is a 〈λ〉ω2-skeleton T = 〈T,, i〉. We may assume that
Oα = ω for every α < ω2. Proceeding by transfinite induction on η < ω3,
we show that if f = 〈κα : α < η〉 is a sequence of infinite cardinals with
κα ≤ λ for α < η and κα = ω if cf(α) = ω2, then there is an LCS space
whose cardinal sequence is f . If η ≤ ω2, we are done by the existence of the
〈λ〉ω2-skeleton T . So, assume that ω2 < η < ω3 and f is as above.
First, suppose that η is a limit ordinal. We assume that cf(η) = ω2. Oth-
erwise, the argument is similar. We distinguish two cases. First, suppose
that there is a strictly increasing sequence of ordinals 〈γξ : ξ < ω2〉 converg-
ing to η such that cf(γξ) = ω2 for every ξ < ω2. Note that if ξ < ω2 is a
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limit ordinal, then γξ > sup{γµ : µ < ξ}. Now, we define the sequence of
ordinals 〈αξ : ξ < ω2〉 as follows. We put α0 = 0. If ξ is a successor ordinal,
we put αξ = γξ. And if ξ is a limit ordinal, we define αξ = sup{αµ : µ < ξ}.
Now, for every ξ < ω2, we define Sξ as follows. We put S0 = {0} × κ0.
If ξ is a successor ordinal, we have καξ = ω and then we put Sξ = {ξ} × ω.
And if ξ is a limit ordinal, we define Sξ = {ξ} × καξ . We put S =
⋃
{Sξ :
ξ < ω2}. Note that i{s, t} ⊂ ω2 × ω ⊂ S for all {s, t} ∈ [S]
2. Then, we
define S = T ↾ S =
〈
S,↾ (S × S), i ↾ [S]2
〉
. Clearly, S is an h-skeleton for
h = 〈καξ : ξ < ω2〉.
In order to carry out the construction, for every ordinal ξ < ω2 we will
insert an adequate LCS space between the ξ-th and the (ξ + 1)-th level of
the space associated with S. For every successor ordinal ξ = µ+1 < ω2, we
define δξ = o.t.(αξ \ αµ). By the induction hypothesis, for every successor
ordinal ξ = µ + 1 < ω2 there is an LCS space whose cardinal sequence is
fξ = 〈ω〉
⌢〈καµ+ζ : 0 < ζ < δξ〉.
Let S′ =
⋃
{{ξ} × ω : ξ < ω2 is a successor ordinal}. For every successor
ordinal ξ = µ + 1 < ω2 and every element x ∈ {ξ} × ω, we put Cx =
{y ∈ {µ} × ω : y ≺ x}. Note that since T is a skeleton, Cx ∩ Cy = ∅
if π(x) = π(y) and x 6= y. Then, for every successor ordinal ξ < ω2 and
every element x ∈ {ξ} × ω, we consider a compact Hausdorff scattered
space Zx of height δξ + 1 such that CS(Zx) = fξ and in such a way that
I0(Zx) = Cx and Iδξ(Zx) = {x}. Also, we assume that for every x ∈ S
′ we
have Zx ∩ S = Cx ∪ {x} and that for every x, y ∈ S
′ with x 6= y we have
(Zx \ {x}) ∩ (Zy \ {y}) = ∅.
Now, we define the required space Z as follows. Its underlying set is
S ∪
⋃
{Zx : x ∈ S
′}. For every z ∈ S we put
Wz = {y ∈ S : y  z} ∪
⋃
{Zy : y  z and y ∈ S
′}.
Clearly, x ≺ z implies Wx ⊂ Wz. Also, if z ∈ Zx for some x ∈ S
′ and U is
an open neighbourhood of z in Zx, we define
U∗ = U ∪
⋃
{Wy : y ∈ Cx ∩ U}.
Note that as T is a skeleton, Wx = Z
∗
x for every x ∈ S
′.
Assume that v ∈ S∪
⋃
{Zx : x ∈ S
′}. Then, if v ∈ S \S′ we define a basic
neighbourhood of v in Z as a set of the form Wv \ (Wv1 ∪ · · · ∪Wvn) where
n < ω and v1, . . . , vn ≺ v. If v ∈ S
′, a basic neighbourhood of v in Z is a set
U∗ where U is a compact open neighbourhood of v in Zv. Otherwise, we have
that v ∈ Zx for a unique x ∈ S
′, and then we define a basic neighbourhood
of v in Z as a set U∗v where Uv is a compact open neighbourhood of v in Zx.
In order to show that this collection of sets is in fact a base, suppose that x ∈
Wy\(Wy1∪· · ·∪Wyn) where y1, . . . , yn ≺ y ∈ S\S
′ and x ∈ U∗z where z ∈ Zw
for some w ∈ S′ and Uz is a compact open neighbourhood of z in Zw. The
other cases are easier to verify. Without loss of generality, we may assume
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that x ∈ Uz \S. Since x ∈ (Wy \ (Wy1 ∪· · ·∪Wyn))∩Uz, we have that w  y
and w 6 yi for i ∈ {1, . . . , n}. Let {v1, . . . , vk} = i{w, y1} ∪ · · · ∪ i{w, yn}.
Since T is a skeleton, there are u1, . . . , uk ∈ Cw such that vi  ui for
i ∈ {1, . . . , k}. Let Ux be a compact open neighbourhood of x in Zw such
that Ux ⊂ Uz and Ux ∩ {u1, . . . , uk} = ∅. Then, U
∗
x is as required. Also, it
is easy to check that each element of this base is a clopen set.
We show that Z is Hausdorff. Assume that {s, t} ∈ [Z]2. We may assume
that s, t 6∈ S. Otherwise, the argument is easier. Let x, y ∈ S′ be such that
s ∈ Zx and t ∈ Zy. If x = y, the case is obvious. So, assume that x 6= y.
Note that if π(x) = π(y), Us is an open neighbourhood of s in Zx and Ut is an
open neighbourhood of t in Zy, then as T is a skeleton we have U
∗
s ∩U
∗
t = ∅.
So, suppose that π(x) < π(y). If x ≺ y, then Wx ∩ (Wy \Wx) = ∅ and
clearly Wx is a neighbourhood of s and Wy \Wx is a neighbourhood of t.
Now, assume that x, y are -incomparable. Put i{x, y} = {v1, . . . , vn}. We
show that Wx ∩Wy ⊂Wv1 ∪ · · · ∪Wvn . For this, suppose that u ∈Wx ∩Wy.
Without loss of generality, we may assume that u ∈ Z\S. Let w ∈ S′ be such
that u ∈ Zw. Since u ∈Wx ∩Wy, it follows that w ≺ x, y, hence w  vi for
some i ∈ {1, . . . , n}, and so u ∈Wvi . Therefore, Wx∩Wy ⊂Wv1 ∪· · ·∪Wvn ,
and so we are done because s ∈Wx and t ∈Wy \ (Wv1 ∪ · · · ∪Wvn).
Also, proceeding by transfinite induction on π(x), we can verify that Wx
is a compact neighbourhood of x in Z for every x ∈ S, and that if z ∈ Zx \S
for some x ∈ S′ and Uz is a compact open neighbourhood of z in Zx then
U∗z is a compact neighbourhood of z in Z. Therefore, Z is locally compact.
On the other hand, it is easy to see that Z is a scattered space with
CS(Z) = f .
Next, assume that there is no strictly increasing sequence of ω2 many
ordinals of cofinality ω2 converging to η. Let γ = sup{ξ + 1 : ξ < η, cf(ξ) =
ω2}. Put g = 〈λξ : ξ < η〉 where λξ = ω for ξ ≤ γ and λξ = κξ for γ < ξ < η.
First, we construct an LCS space Y with CS(Y ) = g. Put ζ = o.t.(η \ γ).
Since there is a 〈λ〉ω2–skeleton and in η \ γ there is no ordinal of cofinality
ω2, it follows that there is an LCS space X such that CS(X) = 〈λξ : ξ < ζ〉
where λ0 = ω and λξ = κγ+ξ for 0 < ξ < ζ. Let {xn : n ∈ ω} be an
enumeration without repetitions of the elements of I0(X). By the induction
hypothesis, for every n < ω we can consider a compact Hausdorff scattered
space Xn of height γ + 1 such that Iγ(Xn) = {xn} and CS(Xn) = 〈ω〉γ and
in such a way that Xn ∩X = {xn} and Xn ∩Xm = ∅ for n 6= m. Then, the
underlying set of Y is X ∪
⋃
{Xn : n < ω}. If x ∈ Xn for some n < ω, a
basic neighbourhood of x in Y is an open neighbourhood of x in Xn. And
if x ∈ X \ I0(X), then a basic neighbourhood of x in Y is a set of the form
U ∪
⋃
{Xn : xn ∈ U, n < ω} where U is an open neighbourhood of x in
X. Clearly, Y is an LCS space with CS(Y ) = g. Also, by the induction
hypothesis, there is an LCS space Z such that CS(Z) = 〈κξ : ξ ≤ γ〉. We
may assume that Y ∩ Z = ∅. Then, the topological sum of Y and Z is the
required LCS space of cardinal sequence f .
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Finally, assume that η = γ + 1 is a successor ordinal. First, suppose that
γ is a limit ordinal. If cf(γ) = ω, then as κγ ≤ λ = 2
ω, we can carry out the
construction of the desired LCS space by using an almost disjoint family of
infinite subsets of ω of size κγ . If cf(γ) = ω1, we can proceed by means of an
argument similar to the one given in the case in which η is a limit ordinal
of cofinality ω2. And if cf(γ) = ω2, then κγ = ω and so the construction is
straightforward. Now, suppose that γ = δ + 1 is a successor ordinal. Since
κγ ≤ 2
ω, there is an LCS space X such that |I0(X)| = ω, |I1(X)| = κγ
and I2(X) = ∅. Then, proceeding as above, we can construct an LCS space
Y such that X is a closed subspace of Y and CS(Y ) = 〈λξ : ξ < η〉 where
λξ = ω for ξ ≤ δ and λγ = κγ . Also, by the induction hypothesis, there is
an LCS space Z such that CS(Z) = 〈κξ : ξ ≤ δ〉 and Y ∩Z = ∅. Clearly, the
topological sum of Y and Z is the required LCS space. 
3. A further construction of LCS spaces with countable levels
In this section, our aim is to prove the following result.
Theorem 3.1. If V = L holds and λ is an uncountable cardinal, then in
some cardinal-preserving generic extension we have that for every α, β < ω3
with cf(α) < ω2 there is an LCS space Z such that CS(Z) = 〈ω〉α
⌢〈λ〉β .
In order to prove Theorem 3.1, we shall use the main result of [6]. First, we
need to introduce the following notion of special function due to Koszmider.
Definition 3.2. Assume that κ and λ are infinite cardinals such that κ is
regular and κ < λ. We say that a function F : [λ]2 −→ κ+ is a κ+-strongly
unbounded function on λ, if for every ordinal δ < κ+, every cardinal ν < κ
and every family A ⊂ [λ]ν of pairwise disjoint sets with |A| = κ+, there are
different a, b ∈ A such that F{α, β} > δ for every α ∈ a and β ∈ b.
The following result was proved in [6].
Theorem 3.3. If κ and λ are infinite cardinals such that κ+++ ≤ λ, κ<κ =
κ and 2κ = κ+, then in some cardinal-preserving generic extension there is
a κ+-strongly unbounded function on λ.
In order to prove Theorem 3.1, we need some preparation. Assume that
λ is an uncountable cardinal. If γ is an ordinal, we put
Yγ = γ × ω ∪ ({γ, γ + 1} × λ).
Let
B = {S} ∪ λ.
Let
B
(γ)
S = γ × ω
and
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B
(γ)
ζ = {γ} × [ω · ζ, ω · ζ + ω) ∪ {〈γ + 1, ζ〉}
for ζ ∈ λ.
Clearly, {B
(γ)
t : t ∈ B} is a partition of Yγ . We define
πB : X −→ B by the formula x ∈ B
(γ)
πB(x)
.
Then, the following notion will be used in the proof of Theorem 3.1.
Definition 3.4. If γ is an ordinal, we say that T = 〈T,, i〉 is an adequate
γ-poset, if T is an LCS poset with T = Yγ such that for every ζ ∈ λ the
following conditions hold:
(1) If x ∈ B
(γ)
ζ with π(x) = γ, then x ≺ 〈γ + 1, ζ〉 and x 6≺ 〈γ + 1, ξ〉 for
ξ 6= ζ.
(2) The restriction of T to B
(γ)
S ∪ B
(γ)
ζ is an 〈ω〉γ+1
⌢〈1〉-skeleton.
Proposition 3.5. If there is an adequate ω1-poset, then there are an ade-
quate ω-poset and an adequate 1-poset.
Proof. Assume that there is an adequate ω1-poset. Since its cardinal se-
quence is 〈ω〉ω1
⌢〈λ〉2, we have that 2
ω ≥ λ. Then, we construct an adequate
ω-poset T = 〈Yω,, i〉 as follows. First, for every n < ω, we consider an
〈ω〉n
⌢〈1〉-skeleton Tn = 〈Tn,n, in〉 such that {Tn : n < ω} is a partition
of ω × ω. Also, we assume that for each n < ω, there is a top point vn in
Tn such that u <n vn for every u ∈ Tn \ {vn}. Now, let Y = {ω} × λ and
Y ′ = {ω + 1} × λ. For ξ < λ, put y′ξ = 〈ω + 1, ξ〉. Since 2
ω ≥ λ, there is a
pairwise disjoint family {aξ : ξ < λ} of infinite subsets of ω. Then, for every
{x, y} ∈ [(ω × ω) ∪ Y ′]2, we put x ≺′ y iff either x ≺n y for some n < ω or
x ∈ Tn, n ∈ aζ and y = y
′
ζ .
Now, for ν < λ and n < ω, we put zν,n = 〈ω, ω · ν + n〉. For ξ < λ, let
{aξ,n : n < ω} be a partition of aξ into infinite subsets. Then, for every
{x, y} ∈ [Yω]
2, we put x ≺ y iff one of the following conditions holds:
(a) x ≺′ y,
(b) for some ν < λ, x ∈ Tn for some n ∈ aν,n and y = zν,n,
(c) for some ν < λ and n < ω, x = zν,n and y = y
′
ν
Now, we define the infimum function i as follows. Assume that x, y ∈ Yω
are -incomparable. If x, y ∈ Tn for some n ∈ ω, we put i{x, y} = in{x, y}.
If x, y ∈ Y ∪ Y ′, we define i{x, y} = {v : v = vn for some n < ω, v ≺ x
and v ≺ y}, which is a finite set because {aξ : ξ < λ} is pairwise disjoint.
And we put i{x, y} = ∅ otherwise. It is easy to check that 〈Yω,, i〉 is as
required. And by means of a simpler argument, one can show that there is
an adequate 1-poset. 
In order to prove Theorem 3.1, we need to show the following lemma.
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Lemma 3.6. Assume that ω1 holds and there is an adequate ω1-poset.
Then, in some cardinal-preserving generic extension we have that for every
α, β < ω3 with cf(α) < ω2 there is an LCS space Z such that CS(Z) =
〈ω〉α
⌢〈λ〉β.
Proof. Since ω1 holds, there is a cardinal-preserving generic extension
N where there is an LCS poset of width ω and height η for every ordinal
η < ω3 (see [3] or [7]). By using Proposition 3.5, we have that in N there
is an adequate γ-poset for γ ∈ {1, ω, ω1}. Then, we prove that in N there
is an LCS space Z such that CS(Z) = 〈ω〉α
⌢〈λ〉β for every α, β < ω3 with
cf(α) < ω2 . Without loss of generality, we may assume that β is an infinite
successor ordinal β′ + 1. Assume that cf(α) = ω1. Let T = 〈T,, i〉 be an
adequate ω1-poset. Let {αξ : ξ < ω1} be a club subset of α with α0 = 0 and
αµ < αξ for µ < ξ < ω1. For every countable successor ordinal ξ = µ + 1,
we define δξ = o.t.(αξ \ αµ). And we write tζ = 〈ω1 + 1, ζ〉 for ζ < λ. Let
T ′ =
⋃
{{ξ} × ω : ξ is a countable successor ordinal} ∪ {tζ : ζ ∈ λ}.
If ξ = µ + 1 is a successor ordinal with µ ≤ ω1, for every x ∈ {ξ} × ω
we put Cx = {y ∈ {µ} × ω : y ≺ x}. Then, for every countable successor
ordinal ξ = µ + 1 and every x ∈ {ξ} × ω, we consider a compact Hausdorff
scattered space Zx of height δξ + 1 such that CS(Zx) = 〈ω〉δξ and in such
a way that I0(Zx) = Cx and Iδξ(Zx) = {x}. And for every ordinal ζ ∈ λ
we consider a compact Hausdorff scattered space Ztζ of height β such that
CS(Ztζ ) = 〈ω〉β′ and in such a way that I0(Ztζ ) = Ctζ and Iβ′(Ztζ ) = {tζ}.
Also, we assume that for every x ∈ T ′ we have Zx ∩ T = Cx ∪ {x} and that
for every x, y ∈ T ′ with x 6= y we have (Zx \ {x}) ∩ (Zy \ {y}) = ∅. Then,
proceeding as in the proof of Theorem 2.5 (replacing in that proof S with
T and S′ with T ′), we can construct an LCS space Z whose underlying set
is T ∪
⋃
{Zx : x ∈ T
′} such that CS(Z) = 〈ω〉α
⌢〈λ〉β .
If cf(α) = ω, by using an adequate ω-poset we can proceed by means of
an argument similar to the one given in the preceding paragraph. And if
α is a successor ordinal, we obtain the required LCS space by means of an
adequate 1-poset. 
Now, in order to complete the proof of Theorem 3.1, suppose that V = L
holds and λ is an uncountable cardinal. Without loss of generality, we may
assume that λ ≥ ω3. We need to prove the following lemma.
Lemma 3.7. In some cardinal-preserving generic extension, there is an
adequate ω1-poset.
So, we will obtain the conclusion of Theorem 3.1 as an immediate conse-
quence of Lemmas 3.6 and 3.7. Now, in order to show Lemma 3.7, note that
it follows from Theorem 3.3 that there is a cardinal-preserving generic exten-
sion N where there is an ω1-strongly unbounded function F : [λ]
2 −→ ω1.
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Then, we construct an adequate ω1-poset by means of a c.c.c. notion of
forcing defined in N .
We put T = Yω1 , Tα = {α} × ω for α < ω1, Tω1 = {ω1} × λ and Tω1+1 =
{ω1 + 1} × λ. As above, we write tξ = 〈ω1 + 1, ξ〉 for ξ < λ. Also, we put
Bt = B
(ω1)
t for t ∈ B. Then, we define in N the following poset P = 〈P,≤〉.
We say that p = 〈X,, i〉 ∈ P iff the following conditions hold:
(P1) X ∈ [T ]<ω.
(P2)  is a partial order on X such that x ≺ y implies π(x) < π(y).
(P3) If X ∩ Bζ 6= ∅ for ζ ∈ λ, then tζ ∈ X.
(P4) If x ∈ X ∩ Tω1 ∩ Bζ for some ζ ∈ λ, then x ≺ tζ and x 6≺ tξ for ξ 6= ζ.
(P5) If s, t ∈ Bt for some t ∈ B with π(s) = π(t) and s 6= t, then i{s, t} = ∅.
(P6) If t ∈ Tα+1 for α ≤ ω1 and s ≺ t, then there is a v ∈ Tα such that
s  v ≺ t.
(P7) i :
[
X
]2
−→ [X]<ω with i{x, y} = {x} if x ≺ y, and such that if
x, y ∈ X are -incomparable then the following conditions hold:
(a)
∀u ∈ X([u  x ∧ u  y] iff u  v for some v ∈ i{x, y}).
(b) If x, y ∈ Tω1 ∪ Tω1+1 with πB(x) 6= πB(y), then π[i{x, y}] ⊂
F{πB(x), πB(y)}.
The order on P is the extension: 〈X ′,′, i′〉 ≤ 〈X,, i〉 iff X ⊂ X ′,
=′ ∩ (X ×X) and i ⊂ i′.
Lemma 3.8. (a) If p = 〈X,, i〉 ∈ P and t ∈ T \ X, then there is a
p′ = 〈X ′,′, i′〉 ∈ P with p′ ≤ p and t ∈ X ′.
(b) Assume that p = 〈X,, i〉 ∈ P , t ∈ X, α < min{π(t), ω1} and n < ω.
Then, there is a p′ = 〈X ′,′, i′〉 ∈ P with p′ ≤ p and there is an s ∈ X ′ \X
with π(s) = α and ρ(s) > n such that, for every x ∈ X, s ′ x iff t  x.
Proof. First, we prove (a). Without loss of generality, we may assume that
t ∈ Tω1 . Let ζ ∈ λ be such that t ∈ Bζ . Assume that X∩Bζ = ∅. Otherwise,
the argument is easier. We put p′ = 〈X ′,′, i′〉 where X ′ = X ∪ {t, tζ},
≺′=≺ ∪{〈s, tζ〉 : s  v for some v ∈ Tω1 ∩ Bζ} ∪ {〈t, tζ〉}, i
′{x, y} = i{x, y}
if {x, y} ∈ [X]2, i′{x, tζ} = {x} if x  v for some v ∈ Tω1 ∩ Bζ , i
′{x, tζ} =⋃
{i{x, v} : v ∈ X ∩ Tω1 ∩ Bζ} if x ∈ X and there is no v ∈ Tω1 ∩ Bζ such
that x  v, i′{x, t} = ∅ for every x ∈ X and i′{t, tζ} = {t}. It is easy to
check that p′ is as required.
Now, we prove (b). Let
L = {α} ∪ {β : α < β < π(t) ∧ ∃j < ω β + j = π(t)}.
Let α = α0, . . . , αℓ be the increasing enumeration of L. Since X is finite,
for j ≤ l we can pick an sj ∈ Tαj \X such that ρ(sj) > n if αj < ω1 and
πB(sj) = πB(t) if αj = ω1 and t ∈ Tω1+1. Let X
′ = X ∪ {sj : j ≤ ℓ} and let
≺′=≺ ∪{〈sj, y〉 : t  y} ∪ {〈sj , sk〉 : j < k ≤ ℓ}.
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Now, we put i′{x, y} = i{x, y} if x, y ∈ [X]2, i′{sj , sk} = {sj} for j < k ≤ l,
i′{sj , y} = {sj} if t  y and i
′{sj, y} = ∅ otherwise. It is easy to verify that
〈X ′,′, i′〉 is as required. 
Assume that P = 〈P,≤〉 preserves cardinals. Let G be a P-generic filter.
Put p = 〈Xp,p, ip〉 for p ∈ G. By using Lemma 3.8, it is easy to see that
T =
⋃
{xp : p ∈ G} and if we put =
⋃
{p: p ∈ G} and i =
⋃
{ip : p ∈ G},
then T = 〈T,, i〉 is an adequate ω1-poset. Then, in order to complete the
proof of Lemma 3.7 we show the following lemma.
Lemma 3.9. P is c.c.c.
Proof. Assume that R = 〈rν : ν < ω1〉 ⊂ P with rν 6= rµ for ν < µ < ω1.
For ν < ω1, we write rν = 〈Xν ,ν , iν〉. By thinning out 〈rν : ν < ω1〉 by
standard combinatorial arguments, we can assume the following:
(A) (a) {Xν : ν < ω1} forms a ∆-system with kernel X,
(b) |Xν | = |Xµ| for ν < µ < ω1,
(c) π[X ∩ BS] is an initial segment of π[Xν ] for each ν < ω1,
(d) for each α < ω1, either Xν ∩ ({α} × ω) = X ∩ ({α} × ω) for every
ν < ω1 or there is at most one ν < ω1 such that Xν ∩({α}×ω) 6= ∅.
(B) If Hν = {t ∈ B : Xν ∩ Bt 6= ∅} for each ν < ω1, then {Hν : ν < ω1}
forms a ∆-system such that the following conditions hold:
(a) |Hν | = |Hµ| for ν < µ < ω1,
(b) for every ζ ∈ λ, if X ∩ Bζ 6= ∅ then Xν ∩ Bζ = X ∩ Bζ for each
ν < ω1.
(C) For each ν < µ < ω1 there is an isomorphism h = hν,µ : 〈Xν ,ν , iν〉 −→
〈Xµ,µ, iµ〉 such that:
(a) h ↾ X = id,
(b) πB(x) = S iff πB(h(x)) = S,
(c) π(x) = ω1 iff π(h(x)) = ω1,
(d) π(x) = ω1 + 1 iff π(h(x)) = ω1 + 1,
(e) πB(x) = πB(y) iff πB(h(x)) = πB(h(y)),
(f) iν{x, y} = iµ{x, y} for all {x, y} ∈ [X]
2.
To verify condition (C)(f), assume that x, y ∈ X are ν-incomparable
for ν < ω1. If either x ∈ BS or y ∈ BS, the case is obvious. So, assume
that x, y ∈ Tω1 ∪ Tω1+1. If πB(x) = πB(y), by conditions (P4) and (P5),
we deduce that iν(x, y} = ∅ for ν < ω1. And if πB(x) 6= πB(y), we apply
condition (P7)(b) to obtain iν{x, y} = iµ{x, y} for ν < µ < ω1.
Let δ = max(π[X ∩ BS]). Since F : [λ]
2 −→ ω1 is an ω1-strongly un-
bounded function, we deduce from condition (B) that there are ordinals
ν < µ < ω1 such that if we put D = {ξ ∈ λ : (Xν \ X) ∩ Bξ 6= ∅} and
E = {ξ ∈ λ : (Xµ \X) ∩ Bξ 6= ∅}, then F{ξ, ζ} > δ for every ξ ∈ D and ev-
ery ζ ∈ E. We show that rν and rµ are compatible in P. We put p = rν and
q = rµ. And we write p = 〈Xp,p, ip〉 and q = 〈Xq,q, iq〉. Then, we define
the extension r = 〈Xr,r, ir〉 of p and q as follows. We put Xr = Xp ∪Xq
and ≤r=≤p ∪ ≤q. Clearly, ≤r is a partial order on Xr. So, we define
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the infimum function ir. We put ir{s, t} = ip{s, t} if {s, t} ∈ [Xp]
2, and
ir{s, t} = iq{s, t} if {s, t} ∈ [Xq]
2. By condition (C)(f), ir ↾ [X]
2 is well-
defined. Now, assume that s, t ∈ Xr with s ∈ Xp \Xq and t ∈ Xq \Xp. Note
that s, t are not comparable in 〈Xr,≤r〉 and there is no u ∈ (Xp ∪Xq) \X
such that u r s, t. Then, we define ir{s, t} = {u ∈ X ∩ BS : u ≺r s, t}. It
is easy to check that r ∈ P , and so r ≤ p, q. 
This concludes the proofs of Lemma 3.9, Lemma 3.7 and Theorem 3.1.
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