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ALGEBRAIC THEORY OF AFFINE CURVATURE TENSORS
N. BLAZˇIC´ 1, P. GILKEY, S. NIKCˇEVIC´, AND U. SIMON
Abstract. We use curvature decompositions to construct generating sets for
the space of algebraic curvature tensors and for the space of tensors with the
same symmetries as those of a torsion free, Ricci symmetric connection; the
latter naturally appear in relative hypersurface theory.
1. Introduction
Let V be a real vector space of dimension m; to simplify the discussion, we shall
assume thatm ≥ 4 henceforth; similar results hold in dimensions m = 2 and m = 3.
In Section 2, we discuss the space of curvature operators R(V ) ⊂ ⊗2V ∗ ⊗ End(V ).
These are operators with the same symmetries as those of the curvature operator
of a torsion free connection on the tangent bundle of a smooth manifold. One has
that R ∈ R(V ) if and only if for all x, y, z ∈ V ,
R(x, y)z = −R(y, x)z and(1.a)
R(x, y)z +R(y, z)x+R(z, x)y = 0 .(1.b)
Equation (1.b) is called the first Bianchi identity. We have, see for example
Strichartz [7], that
dimR(V ) = 13m
2(m2 − 1) .
In Section 3, we discuss the space of algebraic curvature tensors a(V ) ⊂ ⊗4V ∗.
This is the space of tensors with the same symmetries as that of the curvature tensor
defined by the Levi-Civita connection of a pseudo-Riemannian metric; A ∈ a(V ) if
and only if for all x, y, z, w ∈ V ,
A(x, y, z, w) = −A(y, x, z, w),(1.c)
A(x, y, z, w) +A(y, z, x, w) +A(z, x, y, w) = 0,(1.d)
A(x, y, z, w) = A(z, w, x, y),(1.e)
A(x, y, z, w) = −A(x, y, w, z) .(1.f)
We shall show in Theorem 3.2 that identities (1.e) and (1.f) are equivalent in the
presence of identities (1.c) and (1.d). One has, see for example Strichartz [7], that:
dim{a(V )} = m
2(m2−1)
12 .
If R ∈ R(V ), it is natural to consider the traces:
(1.g)
ρ14(R)(x, y) := Tr{z →R(z, x)y},
ρ24(R)(x, y) := Tr{z →R(x, z)y},
ρ34(R)(x, y) := Tr{z →R(x, y)z} .
The identities of Equations (1.a) and (1.b) show that:
(1.h)
ρ24(R) = −ρ14(R) and
ρ34(R)(x, y) = −ρ14(R)(x, y) + ρ14(R)(y, x) .
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In Section 4, we discuss the affine curvature operators F(V ) ⊂ R(V ). These are
the operators with the same symmetries as those of an affine connection without
torsion; F ∈ F(V ) if and only if for all x, y, z ∈ V ,
F(x, y)z = −F(y, x)z,(1.i)
F(x, y)z + F(y, z)x+ F(z, x)y = 0,(1.j)
ρ14(F)(x, y) = ρ14(F)(y, x),(1.k)
ρ34(F) = 0 .(1.l)
By Equation (1.h), Equations (1.k) and (1.l) are equivalent in the presence of Equa-
tions (1.i) and (1.j); thus these are the symmetries of the curvature operator of a
torsion free, Ricci symmetric connection on the tangent bundle of a smooth man-
ifold. Such curvature operators appear naturally as curvature operators of the
induced and of the conormal connections in relative hypersurface theory; see [6].
The natural structure group of the spaces R(V ), a(V ), and F(V ) is the general
linear group GL(V ). Let O(V, 〈·, ·〉) be the orthogonal group associated to a non-
degenerate symmetric bilinear form 〈·, ·〉 ∈ S2(V ∗) of signature (p, q) on V . We can
use 〈·, ·〉 to raise and lower indices and define an O(V, 〈·, ·〉) equivariant identification
between ⊗4V ∗ and ⊗2V ∗ ⊗ End(V ) by means of the identity:
(1.m) R(x, y, z, w) = 〈R(x, y)z, w〉 .
We let
r(V ) ⊂ ⊗4V ∗, A(V, 〈·, ·〉) ⊂ ⊗2V ∗ ⊗ End(V ), f(V, 〈·, ·〉) ⊂ ⊗4V ∗
be the subspaces associated to R(V ), a(V ), and F(V ), respectively; R ∈ r(V ) if and
only if for all x, y, z, w ∈ V , one has
R(x, y, z, w) = −R(y, x, z, w),
R(x, y, z, w) +R(y, z, x, w) +R(z, x, y, w) = 0 .
We have A ∈ A(V, 〈·, ·〉) if and only if for all x, y, z, w ∈ V one has:
A(x, y) = −A(y, x),
A(x, y)z +A(y, z)x+A(z, x)y = 0,
〈A(x, y)z, w〉 = 〈A(z, w)x, y〉,
〈A(x, y)z, w〉 = −〈A(x, y)w, z〉,
the last two identities being equivalent in the presence of the first two. Finally
F ∈ f(V, 〈·, ·〉) if and only if for all x, y, z, w ∈ V one has:
F (x, y, z, w) = −F (y, z, x, w),(1.n)
F (x, y, z, w) + F (y, z, x, w) + F (z, x, y, w) = 0,(1.o)
ρ14(F )(x, y) = ρ14(F )(y, x),(1.p)
(id⊗Tr)F = 0 .(1.q)
Again, identities (1.p) and (1.q) are equivalent given the identities of Equations
(1.n) and (1.o).
The spaces A(V, 〈·, ·〉) and f(V, 〈·, ·〉) depend upon the choice of the inner product;
the space r(V ) does not. Thus it is convenient to keep the distinction between
subspaces of ⊗2V ∗ ⊗End(V ) and ⊗4V ∗; this will play a crucial role in the proof of
Theorem 4.2. The spaces R(V ), A(V ), and F(V ) are subspaces of ⊗2V ∗⊗End(V );
elements of these spaces will be denoted by R, A, and F , respectively, and are
operator valued bilinear forms. The spaces r(V ), a(V ), and f(V ) are subspaces of
⊗4V ∗; elements of these spaces will be denoted by R, A, and F , respectively, and
are quadralinear forms. We have the inclusions:
A(V, 〈·, ·〉) ⊂ F(V ) ⊂ R(V ),
a(V ) ⊂ f(V, 〈·, ·〉) ⊂ r(V ) .
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Let {ei} be a basis for V . If ψ ∈ ⊗
2V ∗ and if Θ ∈ ⊗4V ∗, set
ψij := ψ(ei, ej) and Θijkl := Θ(ei, ej, ek, el) .
Let {ei} be the associated dual basis for V ∗. Then
ψ =
∑
ij ψije
i ⊗ ej and Θ =
∑
ijkl ψijkle
i ⊗ ej ⊗ ek ⊗ el .
If 〈·, ·〉 is a non-degenerate inner product on V , let
(1.r) Ξij := 〈ei, ej〉 and
∑
j Ξ
ijΞjk = δ
i
k
where δ is the Kronecker symbol. One then has:∑
ij Ξ
ij〈x, ei〉ej = x and Tr{ψ} =
∑
ij Ξ
ijψij .
We shall decompose the natural action of GL(V ) and of O(V, 〈·, ·〉) on the spaces
R(V ), a(V ), and F(V ) as the direct sum of irreducible modules and use these de-
compositions to exhibit generating sets for these spaces and to derive other natural
geometric properties.
Our motivation in this paper is to study affine curvature operators; as already
stated above, these are the curvature operators which naturally appear as curvature
operators of the induced and of the conormal connections in relative hypersurface
theory. Moreover, in this situation, there naturally appears a metric, the so called
relative metric, which permits us to raise and lower indices. Our aim is a char-
acterization of the affine curvature operators, arising from torsion free and Ricci
symmetric connections, in the space of all curvature operators arising from torsion
free connections. Via the decomposition results of Section 4, these are character-
ized by the vanishing of the component W3. We will study the geometric meaning
of the various components in this decomposition, at least in the case of relative
hypersurfaces, in a subsequent paper.
2. Curvature Operators
In this section, we study operators with the same symmetries as those of a torsion
free connection on the tangent bundle of a smooth manifold.
2.1. Geometric representability of curvature operators. If∇ is a torsion free
connection on the tangent bundle of a smooth manifoldM , letR∇ be the associated
curvature operator; if P ∈M and if x, y, z ∈ TPM , then
R∇P (x, y)z :=
{
∇x∇y −∇y∇x −∇[x,y]
}
z .
One then has R∇P ∈ R(TPM) since the symmetries of Equations (1.a) and (1.b)
hold. Conversely, every curvature operator is geometrically representable by an
torsion free connection:
Theorem 2.1. Let R ∈ R(V ) be given. Regard V as a smooth manifold in its own
right. Let 0 be the origin of V and identify T0V = V . Then there exists a torsion
free connection ∇ on V so that R∇0 = R.
Proof. Let R ∈ R(V ). Expand R(ei, ej)ek =
∑
lRijk
lel relative to some basis {ei}
for V . Let {xi} be the associated dual coordinates; if e ∈ V , then e =
∑
i xi(e)ei.
Define a connection ∇ on TV by setting
∇∂xa∂xb :=
∑
d Γab
d∂xd for Γab
d := − 13
∑
c xc{Racb
d +Rbca
d} .
Since ∇∂xa∂xb = ∇∂xb∂xa , ∇ is torsion free. As Γ(0) = 0,
R∇0 (∂xi , ∂xj)∂xk =
∑
l(∂xiΓjk
l − ∂xjΓik
l)∂xl
= − 13
∑
l{Rjik
l +Rkij
ℓ −Rijk
ℓ −Rkji
l}∂xl
= − 13
∑
l{−2Rijk
l +Rkij
l +Rjki
l}∂xl = Rijk
l∂xl .
This completes the proof of the desired result. 
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2.2. The Jacobi operator. This operator is defined by setting:
JR(x)y := R(y, x)x .
It plays a central role in the study of geodesic sprays. The following result is known
in the context of Riemannian geometry; it extends easily to the more general setting.
Lemma 2.2. Let R ∈ R(V ). If JR = 0, then R = 0.
Proof. JR(x) is quadratic in x. The associated bilinear form is given by
JR(x, y) : z →
1
2{∂εJR(x+ εy)}z|ε=0 =
1
2{R(z, x)y +R(z, y)x} .
If JR(x) = 0 for all x ∈ V , one has the additional curvature symmetry
R(z, x)y +R(z, y)x = 0
for all x, y, z ∈ V . We compute:
0 = R(x, y)z +R(y, z)x+R(z, x)y
= R(x, y)z −R(y, x)z −R(x, z)y
= R(x, y)z +R(x, y)z +R(x, y)z .
The Lemma now follows. 
2.3. The action of the general linear group on R(V ). This action is not
irreducible, but decomposes as the direct sum of irreducible modules. Let
(2.a) U(V ) := ker{ρ14} ∩R(V ) .
The decomposition V ∗ ⊗ V ∗ = Λ2(V ∗) ⊕ S2(V ∗) is a GL(V ) equivariant decom-
position of V ∗ ⊗ V ∗ into irreducible modules; we let πa and πs be the appropriate
projections where
(2.b) πa(ψ)ij :=
1
2 (ψij − ψji) and πs(ψ)ij :=
1
2 (ψij + ψji) .
We may therefore decompose ρ14 = πa ◦ ρ14 ⊕ πs ◦ ρ14 where ρ14 is as defined in
Equation (1.g). One has the following result of Strichartz [7]:
Theorem 2.3. The map ρ14 defines a GL(V ) equivariant short exact sequence
0→ U(V )→ R(V )
ρ14
−→Λ2(V ∗)⊕ S2(V ∗)→ 0
which is equivariantly split by the map σπa◦ρ14 ⊕ σπs◦ρ14 where
σπa◦ρ14(ω)(x, y)z =
−1
1+m{2ω(x, y)z + ω(x, z)y − ω(y, z)x} for ω ∈ Λ
2(V ∗),
σπs◦ρ14(ψ)(x, y)z =
1
1−m{ψ(x, z)y − ψ(y, z)x} for ψ ∈ S
2(V ∗) .
This gives a GL(V ) equivariant decomposition of
R(V ) = U(V )⊕ Λ2(V ∗)⊕ S2(V ∗)
as the direct sum of irreducible GL(V ) modules. We have
dim{U(V )} = 13m
2(m2 − 4), dim{Λ2(V ∗)} = 12m(m− 1),
dim{S2(V ∗)} = 12m(m+ 1), dim{R(V )} =
1
3m
2(m2 − 1) .
Proof. We check the splitting as follows. If ω ∈ Λ2(V ∗), let Rω := σπa◦ρ14 (ω).
Then Rω(x, y) = −Rω(y, x). We check the Bianchi identity by computing:
Rω(x, y)z +Rω(y, z)x+Rω(z, x)y =
−1
1+m{2ω(x, y)z + ω(x, z)y − ω(y, z)x
+2ω(y, z)x+ ω(y, x)z − ω(z, x)y +2ω(z, x)y + ω(z, y)x− ω(x, y)z}
= 0.
Thus Rω ∈ R(V ). One also has that:
ρ14(Rω)(y, z) =
−1
1+m
∑
i e
i{2ω(ei, y)z + ω(ei, z)y − ω(y, z)ei}
= −11+m{2ω(z, y) + ω(y, z)−mω(y, z)} = ω(y, z).
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Let ψ ∈ S2(V ∗) and let Rψ = σπs◦ρ14(ψ). Again, Rψ(x, y) = −Rψ(y, x). We
verify the Bianchi identity by computing:
Rψ(x, y)z +Rψ(y, z)x+Rψ(z, x)y
= 11−m{ψ(x, z)y − ψ(y, z)x+ ψ(y, x)z − ψ(z, x)y + ψ(z, y)x− ψ(x, y)z}
= 0.
This shows that Rψ ∈ R(V ). Furthermore:
ρ14(Rψ)(y, z) =
1
1−m
∑
i e
i{ψ(ei, z)y − ψ(y, z)ei}
= 11−m{ψ(y, z)−mψ(y, z)} = ψ(y, z).
Consequently one has an equivariant decomposition of R(V ) into GL(V ) modules:
R(V ) = U(V )⊕ Λ2(V ∗)⊕ S2(V ∗) .
We refer to [7] for the proof of the remaining assertions of the Theorem. 
We say that two torsion free connections ∇ and ∇¯ on a differentiable mani-
fold M are projectively equivalent if and only if every every geodesic for ∇ can
be reparametrized to be a geodesic for ∇¯, or equivalently if there exists a smooth
1-form ω so
∇xy − ∇¯xy = ω(x)y + ω(y)x .
The summand U(V ) plays the role of the Weyl projective tensor; it also plays a
role in the affine setting as we shall see presently in Theorem 4.1. Let πU be the
associated projection on this summand in the decomposition of Theorem 2.3. One
has [6, 7, 8]:
Lemma 2.4. Let ∇ and ∇¯ be torsion free connections on M .
(1) If ∇ and ∇¯ are projectively equivalent, then πUR = πUR¯.
(2) The connection ∇ is projectively flat if and only if πUR = 0.
2.4. The action of the orthogonal group on R(V ). The associated orthogonal
group O(V, 〈·, ·〉) acts on R(V ) and on r(V ); the natural map from R(V ) to r(V )
given by Equation (1.m) is an equivariant isomorphism. Let Ξ be as in Equation
(1.r). We define:
Λ2(V ∗) := {ω ∈ ⊗2V ∗ : ωij = −ωji},
S20(V
∗, 〈·, ·〉) := {ψ ∈ ⊗2V ∗ : ψij = ψji,
∑
ij Ξ
ijψij = 0},
w(V, 〈·, ·〉) := {Θ ∈ ⊗4V ∗ : Θijkl +Θjkil +Θkijl = 0,
Θijkl = −Θjikl = Θklij ,
∑
il Ξ
ilΘijkl = 0},
Λ2(Λ2(V ∗)) := {Θ ∈ ⊗4V ∗ : Θijkl = −Θjikl = −Θijlk = −Θklij},
Λ20(Λ
2(V ∗)) := {Θ ∈ Λ2(Λ2(V ∗)) :
∑
il Ξ
ilΘijkl = 0},
S(V, 〈·, ·〉) := {Θ ∈ ⊗4V ∗ : Θijkl = −Θjikl = Θijlk,
∑
il Ξ
ilΘijkl = 0,
Θkjil +Θikjl −Θljik −Θiljk = 0} .
Note that Λ2(Λ2(V ∗)), Λ20(Λ
2(V ∗)), and S(V, 〈·, ·〉) are not subsets of a(V ).
Theorem 2.5.
(1) There is an O(V, 〈·, ·〉) equivariant orthogonal decomposition of
R(V ) ≈ r(V ) =W1 ⊕ ...⊕W8
as the direct sum of irreducible O(V, 〈·, ·〉) modules where:
dim{W1} = 1, dim{W2} = dim{W5} =
(m−1)(m+2)
2 ,
dim{W3} = dim{W4} =
m(m−1)
2 , dim{W6} =
m(m+1)(m−3)(m+2)
12 ,
dim{W7} =
(m−1)(m−2)(m+1)(m+4)
8 , dim{W8} =
m(m−1)(m−3)(m+2)
8 .
(2) There are the following isomorphisms as O(〈·, ·〉) modules:
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(a) W1 ≈ R, W2 ≈W5 ≈ S
2
0(V
∗, 〈·, ·〉), and W3 ≈W4 ≈ Λ
2(V ∗).
(b) W6 ≈ w(V, 〈·, ·〉) is the space of Weyl conformal curvature tensors.
(c) W7 ≈ S(V, 〈·, ·〉) and W8 ≈ Λ
2
0(Λ
2(V ∗)).
We refer to Bokan [1] for the proof of Assertion (1) in the context of a positive
definite inner product; it extends immediately to the indefinite inner products. We
will prove Assertion (2a) later in this section. We will prove Assertion (2b) in
Section 3. We will prove Assertion (2c) in Section 4.
Remark 2.6. Since W2 and W5 are isomorphic as O(V, 〈·, ·〉) modules and since
W3 and W4 are isomorphic as O(V, 〈·, ·〉) modules, the decomposition of R(V ) into
irreducible module summands is not unique; this fact plays an important role in
the analysis of Bokan [1].
We shall need a technical result before proving Theorem 2.5 (2). We use Equation
(1.m) to lower indices and to define a curvature tensor R associated to a curvature
operator R. Let Ξ be as in Equation (1.r). Then:
ρ14(R)(x, y) :=
∑
ij Ξ
ijR(ei, x, y, ej), ρ23(R)(x, y) :=
∑
ij Ξ
ijR(x, ei, ej, y),
ρ24(R)(x, y) :=
∑
ij Ξ
ijR(x, ei, y, ej), ρ13(R)(x, y) :=
∑
ij Ξ
ijR(ei, x, ej , y),
ρ34(R)(x, y) :=
∑
ij Ξ
ijR(x, y, ei, ej) = −ρ14(R)(x, y) + ρ14(R)(y, x) .
There is an O(V, 〈·, ·〉) equivariant decomposition:
V ∗ ⊗ V ∗ = Λ2(V ∗)⊕ S20(V
∗, 〈·, ·〉)⊕ R
where S20(V
∗, 〈·, ·〉) is the space of trace free symmetric bilinear forms, and where
R is the trivial O(V, 〈·, ·〉) module. If πa, π0, and τ are the associated orthogonal
projections, then
(2.c)
πa(ψ)(x, y) :=
1
2{ψ(x, y)− ψ(y, x)},
πs(ψ)(x, y) :=
1
2{ψ(x, y) + ψ(y, x)},
τ(ψ) :=
∑
ij Ξ
ijψ(ei, ej),
π0(ψ)(x, y) := πs(ψ)(x, y)−
1
m
τ(ψ)〈·, ·〉 .
There is only one non-trivial scalar curvature arising from R ∈ r(V ) since
τ(ρ14(R)) =
∑
ijkl Ξ
ilΞjkR(ei, ej, ek, el) = τ(ρ23(R)) = −τ(ρ24(R)),
τ(ρ34(R)) =
∑
ijkl Ξ
ijΞklR(ei, ej, ek, el) = 0 .
If ψ ∈ S20(V
∗, 〈·, ·〉) and if ω ∈ Λ2(V ∗), let:
σ1(ψ)(x, y, z, w) := ψ(x,w)〈y, z〉 − ψ(y, w)〈x, z〉,
σ2(ψ)(x, y, z, w) := 〈x,w〉ψ(y, z)− 〈y, w〉ψ(x, z),
σ3(ω)(x, y, z, w) := 2ω(x, y)〈z, w〉+ ω(x, z)〈y, w〉 − ω(y, z)〈x,w〉,
σ4(ω)(x, y, z, w) := ω(x,w)〈y, z〉 − ω(y, w)〈x, z〉 .
Lemma 2.7.
(1) σ1 and σ2 are O(V, 〈·, ·〉) equivariant maps from S
2
0(V
∗, 〈·, ·〉) to r(V ), σ3
and σ4 are O(V, 〈·, ·〉) equivariant maps from Λ
2(V ∗) to r(V ), and
(
ρ14 ◦ σ1 ρ23 ◦ σ1
ρ14 ◦ σ2 ρ23 ◦ σ2
)
=
(
− id (m− 1) id
(m− 1) id − id
)
,
(
ρ13 ◦ σ3 ρ34 ◦ σ3
ρ13 ◦ σ4 ρ34 ◦ σ4
)
=
(
−3 id 2(m+ 1) id
(1−m) id 2 id
)
.
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(2) We have O(V, 〈·, ·〉) equivariant sequences which are equivariantly split:
τ ◦ ρ14 : r(V )→ R→ 0,
π0 ◦ ρ14 ⊕ π0 ◦ ρ13 : r(V )→ S
2
0(V
∗, 〈·, ·〉)⊕ S20(V
∗, 〈·, ·〉)→ 0,
πa ◦ ρ13 ⊕ πa ◦ ρ34 : r(V )→ Λ
2(V ∗)⊕ Λ2(V ∗)→ 0 .
Proof. Let ψ ∈ S20(V
∗, 〈·, ·〉) and let ω ∈ Λ2(V ∗). Set R1 := σ1(ψ), R2 := σ2(ψ),
R3 := σ3(ω), and R4 := σ4(ω). It is immediate Ri(x, y, z, w) = −Ri(y, x, z, w). To
show that Ri ∈ r(V ), we must verify the first Bianchi identity is satisfied:
R1(x, y, z, w) +R1(y, z, x, w) +R1(z, x, y, w)
= ψ(x,w)〈y, z〉 − ψ(y, w)〈x, z〉
+ψ(y, w)〈z, x〉 − ψ(z, w)〈y, x〉
+ψ(z, w)〈x, y〉 − ψ(x,w)〈z, y〉 = 0,
R2(x, y, z, w) +R2(y, z, x, w) +R2(z, x, y, w)
= 〈x,w〉ψ(y, z) − 〈y, w〉ψ(x, z)
+〈y, w〉ψ(z, x)− 〈z, w〉ψ(y, x)
+〈z, w〉ψ(x, y)− 〈x,w〉ψ(z, y) = 0,
R3(x, y, z, w) +R3(y, z, x, w) +R3(z, x, y, w)
= 2ω(x, y)〈z, w〉+ ω(x, z)〈y, w〉 − ω(y, z)〈x,w〉
+2ω(y, z)〈x,w〉+ ω(y, x)〈z, w〉 − ω(z, x)〈y, w〉
+2ω(z, x)〈y, w〉+ ω(z, y)〈x,w〉 − ω(x, y)〈z, w〉 = 0,
R4(x, y, z, w) +R4(y, z, x, w) +R4(z, x, y, w)
= ω(x,w)〈y, z〉 − ω(y, w)〈x, z〉
+ω(y, w)〈z, x〉 − ω(z, w)〈y, x〉
+ω(z, w)〈x, y〉 − ω(x,w)〈z, y〉 = 0.
We complete the proof of Assertion (1) by computing:
ρ14(R1)(y, z) =
∑
ij Ξ
ij{ψ(ei, ej)〈y, z〉 − ψ(y, ej)〈ei, z〉}
= τ(ψ)〈y, z〉 − ψ(y, z) = −ψ(y, z),
ρ23(R1)(x,w) =
∑
ij Ξ
ij{ψ(x,w)〈ei, ej〉 − ψ(ei, w)〈x, ej〉}
= (m− 1)ψ(x,w),
ρ14(R2)ψ(y, z) =
∑
ij Ξ
ij{〈ei, ej〉ψ(y, z)− 〈y, ej〉ψ(ei, z)}
= (m− 1)ψ(y, z),
ρ23(R2)(x,w) =
∑
ij Ξ
ij{〈x,w〉ψ(ei, ej)− 〈ei, w〉ψ(x, ej)}
= τ(ψ)〈x,w〉 − ψ(x,w) = −ψ(x,w),
ρ13(R3)(y, w) =
∑
ij Ξ
ij{2ω(ei, y)〈ej , w〉+ ω(ei, ej)〈y, w〉 − ω(y, ej)〈ei, w〉
= −3ω(y, w),
ρ34(R3)(x, y) =
∑
ij Ξ
ij{2ω(x, y)〈ei, ej〉+ ω(x, ei)〈y, ej〉 − ω(y, ei)〈x, ei〉
= 2(m+ 1)ω(x, y),
ρ13(R4)(y, w) =
∑
ij Ξ
ij{ω(ei, w)〈y, ej〉 − ω(y, w)〈ei, ej〉} = (1−m)ω(y, w),
ρ34(R4)(x, y) =
∑
ij Ξ
ij{ω(x, ej)〈y, ei〉 − ω(y, ej)〈x, ei〉} = 2ω(x, y).
We now prove Assertion (2). We show the first sequence splits by computing:
1
m(m−1)τ(ρ14(σ1〈·, ·〉)) =
1
m(m−1)
∑
ijkl Ξ
ilΞjk{ΞilΞjk − ΞikΞjl}
= 1
m(m−1)
∑
ij{δ
i
iδ
j
j − δ
j
i δ
i
j} = 1 .
As the determinants of the two coefficient matrices in Assertion (1) are non-zero,
the desired splitting of the second and of the third sequences follows. 
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Proof of Theorem 2.5 (2a). By Lemma 2.7, R has multiplicity 1, S20(V
∗, 〈·, ·〉) has
multiplicity 2, and Λ2(V ∗) has multiplicity 2 in the decomposition of r(V ) as an
O(〈·, ·〉) module. These modules are irreducible and
dim{R} = 1, dim{S20(V
∗, 〈·, ·〉)} = (m−1)(m+2)2 , dim{Λ
2(V ∗)} = m(m−1)2 .
Theorem 2.5 (2a) now follows from Theorem 2.5 (1). ⊓⊔
3. Algebraic Curvature Tensors
In this section, we study the quadralinear forms with the same symmetries as
those of the Levi-Civita connection of a pseudo-Riemannian manifold.
3.1. The action of the general linear group on a(V ).
Theorem 3.1. a(V ) is an irreducible GL(V ) module.
We postpone the proof of this result until Section 5 as we must first establish
some additional notation.
3.2. The action of O(V, 〈·, ·〉) on a(V ). Let
(3.a) (id⊗πs)(R)(x, y, z, w) :=
1
2{R(x, y, z, w) +R(x, y, w, z)} for R ∈ r(V ) .
If φ, ψ ∈ S2(V ∗), one can define an algebraic curvature tensor φ ∧ ψ ∈ a(V ) by:
(3.b)
{φ ∧ ψ}(x, y, z, w) := 12{φ(x,w)ψ(y, z)− φ(x, z)ψ(y, w)
+ φ(y, z)ψ(x,w) − φ(y, w)ψ(x, z)} .
(This has a different normalizing constant than the usual Kulkarni-Nomizu prod-
uct). These tensors arise naturally. If L is the second fundamental form of a
hypersurface M in Rm+1, then
RM = L ∧ L .
Define:
(3.c)
w(V, 〈·, ·〉) := ker{ρ14} ∩ a(V ),
σid⊗πs(S)ijkl := Sijkl +
1
2{Skjil + Sikjl − Sljik − Siljk},
σa,ρ14(ψ) :=
2
m−2ψ ∧ 〈·, ·〉 −
τ(ψ)
(m−1)(m−2) 〈·, ·〉 ∧ 〈·, ·〉 .
Theorem 3.2.
(1) Let R ∈ ⊗4V ∗ satisfy Equations (1.c) and (1.d). Then Equations (1.e) and
(1.f) are equivalent.
(2) The maps id⊗πs and ρ14 define GL(V ) and O(V, 〈·, ·〉) equivariant short
exact sequences, respectively,
0→ a(V )→ r(V )
id⊗πs−→ Λ2(V ∗)⊗ S2(V ∗)→ 0,
0→ w(V, 〈·, ·〉)→ a(V )
ρ14
−→S2(V ∗)→ 0 .
which are equivariantly split, respectively, by the maps σid⊗πs and σa,ρ14 .
(3) This gives an O(V, 〈·, ·〉) equivariant decomposition of
a(V ) ≈ w(V, 〈·, ·〉) ⊕ S20(V
∗, 〈·, ·〉) ⊕ {R}
as the direct sum of irreducible O(V, 〈·, ·〉) modules where
dim{w(V, 〈·, ·〉)} = 112m(m+ 1)(m+ 2)(m− 3), dim{R} = 1,
dim{S20(V
∗, 〈·, ·〉)} = 12 (m− 1)(m+ 2), dim{a(V )} =
1
12m
2(m2 − 1) .
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Proof. It is immediate that (1.c) and (1.e) imply Equation (1.f). Conversely, sup-
pose that Equations (1.c), (1.d), and (1.f) hold. We use the following notation:
R(ξ1, ξ2, ξ3, ξ4) = a1, R(ξ3, ξ4, ξ1, ξ2) = a1 + ε1,
R(ξ1, ξ3, ξ2, ξ4) = a2, R(ξ2, ξ4, ξ1, ξ3) = a2 + ε2,
R(ξ2, ξ3, ξ1, ξ4) = a3, R(ξ1, ξ4, ξ2, ξ3) = a3 + ε3 .
We establish Assertion (1) by showing ε1 = ε2 = ε3 = 0. We compute:
0 = R(ξ1, ξ2, ξ3, ξ4) +R(ξ2, ξ3, ξ1, ξ4) +R(ξ3, ξ1, ξ2, ξ4)
= a1 + a3 − a2,
0 = R(ξ1, ξ2, ξ4, ξ3) +R(ξ2, ξ4, ξ1, ξ3) +R(ξ4, ξ1, ξ2, ξ3)
= −a1 + a2 − a3 + ε2 − ε3 = ε2 − ε3,
0 = R(ξ1, ξ3, ξ4, ξ2) +R(ξ3, ξ4, ξ1, ξ2) +R(ξ4, ξ1, ξ3, ξ2)
= −a2 + a1 + a3 + ε1 + ε3 = ε1 + ε3,
0 = R(ξ2, ξ3, ξ4, ξ1) +R(ξ3, ξ4, ξ2, ξ1) +R(ξ4, ξ2, ξ3, ξ1)
= −a3 − a1 + a2 − ε1 + ε2 = −ε1 + ε2.
This yields the equations 0 = ε2− ε3 = ε1+ ε3 = −ε1+ ε2 from which it follows
that ε1 = ε2 = ε3 = 0; this proves Assertion (1).
Let S ∈ Λ2(V ∗)⊗ S2(V ∗). We compute:
σid⊗πs(S)ijkl + σid⊗πs(S)jikl
= Sijkl +
1
2 (Skjil + Sikjl − Sljik − Siljk)
+Sjikl +
1
2 (Skijl + Sjkil − Slijk − Sjlik) = 0,
σid⊗πs(S)ijkl + σid⊗πs(S)jkil + σid⊗πs(S)kijl
= Sijkl +
1
2 (Skjil + Sikjl − Sljik − Siljk)
+Sjkil +
1
2 (Sikjl + Sjikl − Slkji − Sjlki)
+Skijl +
1
2 (Sjikl + Skjil − Slikj − Sklij)
= 0.
This shows that σid⊗πs takes values in r(V ). Let α(S) := σid⊗πsS − S. Then
(3.d) α(S)ijkl :=
1
2 (Skjil + Sikjl − Sljik − Siljk) ∈ Λ
2(V ∗)⊗ Λ2(V ∗) .
The map α will also play a role in Section 4.3. Since id⊗πs vanishes on the space
Λ2(V ∗)⊗ Λ2(V ∗), one has that
(id⊗πs)(σid⊗πs(S)) = (id⊗πs)(S) + (id⊗πs)α(S) = S .
This shows that id⊗πs is an equivariant splitting. We refer to Singer and Thorpe
[5] or to Strichartz [7] for the proof of the remaining assertions. 
Proof of Theorem 2.5 (2b). Because w is the space of Weyl conformal tensors,
dim{w(V, 〈·, ·〉)} = 112m(m+ 1)(m− 3)(m+ 2) = dim{W6} .
Since w(V, 〈·, ·〉 is an irreducible O(V, 〈·, ·〉) module, we may use Theorem 2.5 (1) to
identify W6 = w(V, 〈·, ·〉). ⊓⊔
Theorem 2.1 generalizes immediately to this setting:
Theorem 3.3. Let A ∈ a(V ) be given. Regard V as a smooth manifold in its
own right. Let 0 be the origin of V and identify T0V = V . There exists a pseudo-
Riemannian metric g defined on V so that Rg0 = A where R
g
0 is the curvature tensor
of the associated Levi-Civita connection.
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Proof. Let {ei} be an orthonormal basis for V . Let xi be the associated coordinate
system. We define the germ of a pseudo-Riemannian metric on V by setting
gab = g(∂xa , ∂xb) := 〈ea, eb〉 −
1
3
∑
cdAacdbxcxd .
Clearly gab = gba. As g|T0V = 〈·, ·〉, g is non-degenerate near 0. One may then use
a partition of unity to extend g to be non-degenerate on all of V without changing
it near 0. One has
Γijk := g(∇∂xi∂xj , ∂xk) =
1
2 (∂xigjk + ∂xjgik − ∂xkgij) .
Since Γijk(0) = 0, one has
Rijkl(0) := R(∂xi , ∂xj , ∂xk , ∂xl)(0) = {∂xiΓjkl − ∂xjΓikl}(0)
= 12{∂xi(∂xjgkl + ∂xkgjl − ∂xlgjk)− ∂xj (∂xigkl + ∂xkgil − ∂xlgik)}(0)
= 16{−Ajikl − Ajkil +Ajilk +Ajlik +Aijkl +Aikjl −Aijlk −Ailjk}
= 16{4Aijkl − 2Ailjk − 2Aiklj} = Aijkl .
The desired result now follows. 
The following result was first proved by Fiedler [3] using Young symmetrizers;
subsequently Gilkey [4] established it using a direct construction and Dı´az-Ramos
and Garc´ıa-Rı´o [2] derived it from the Nash embedding theorem. We adopt the
notation of Equation (3.b) to define φ ∧ ψ ∈ a(V ) for φ, ψ ∈ S2(V ∗).
Theorem 3.4. a(V ) = Span
R
{φ ∧ φ : φ ∈ S2(V ∗)}.
We use Theorem 3.2 to establish a slightly stronger version of Theorem 3.4:
Theorem 3.5.
(1) If A ∈ a(V ), there is a finite collection of elements φν ∈ S
2(V ∗) such that
Rank{φν} = 2 and such that A =
∑
ν φν ∧ φν .
(2) Suppose given (p, q) with 2 ≤ p + q ≤ m. Let S2(p,q)(V
∗) be the set of all
symmetric bilinear forms on V of signature (p, q). Then
a(V ) = Spanφ∈S2
(p,q)
(V ∗){φ ∧ φ} .
Proof. Consider the following GL(V ) invariant subspace of a(V ):
b(V ) := Span
R
{φ ∧ φ : φ ∈ S2(V ∗),Rank{φ} = 2} .
We apply Theorem 3.1 to show b(V ) = a(V ). This shows that we may express any
A ∈ a(V ) in the form c1φ1∧φ1+ ...+ckφk ∧φk where the φν are symmetric bilinear
forms of rank 2 and where the cν ∈ R. By rescaling the φν , we may assume that
the cν = ±1. Set α1 := e
1 ⊗ e1 + e2 ⊗ e2 and α2 := e
1 ⊗ e2 + e2 ⊗ e1. We have
(α1 ∧ α1)(e1, e2, e2, e1) = +1 and (α2 ∧ α2)(e1, e2, e2, e1) = −1 .
Thus α1∧α1 = −α2∧α2. Consequently, by replacing a definite form by an indefinite
form or an indefinite form by a definite form if necessary, we can change the sign
and assume that all the constants cν are equal to 1. Assertion (1) now follows.
To prove Assertion (2), we set
b(V ) := Spanφ∈S2
(p,q)
(V ∗){φ ∧ φ} .
As this is a non-empty GL(V ) invariant subspace of a(V ), Theorem 3.1 shows
a(V ) = b(V ) as desired. 
4. Affine Curvature Tensors in the Algebraic Setting
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4.1. The action of the general linear group on F(V ). We adopt the notion of
Equation (2.a) to define U(V ); the geometrical significance of this subspace is given
in Lemma 2.4.
Use Equations (1.g) and (2.b) to define ρ14, πa, and πs. Let σπa◦ρ14 and σπs◦ρ14
be as in Theorem 2.3. The following is an immediate consequence of Theorem 2.3:
Theorem 4.1. We have the following GL(V ) equivariant short exact sequences
0→ F(V )→ R(V )
πa◦ρ14
−→ Λ2(V ∗)→ 0,
0→ U(V )→ F(V )
πs◦ρ14
−→ S2(V ∗)→ 0
which are equivariantly split by the maps σπa◦ρ14 and σπs◦ρ14 , respectively. This
gives a GL(V ) equivariant decomposition of
F(V ) = U(V )⊕ S2(V ∗)
as the direct sum of irreducible GL(V ) modules where
dim{U(V )} = m
2(m2−4)
3 ,
dim{dim{S2(V ∗)} = 12m(m+ 1),
dim{F(V )} = m(m−1)(2m
2+2m−3)
6 .
We use this result to generalize Theorem 3.4 to the setting at hand. We exploit
in an essential way that the space A(V, 〈·, ·〉) depends non-trivially on the particular
bilinear form which is chosen. Let G(p,q)(V ) be the set of non-degenerate bilinear
forms on V of signature (p, q). Let G(p,q)(M) be the set of all pseudo-Riemannian
metrics on a smoothm-dimensional manifoldM of signature (p, q). If g ∈ G(0,m)(M)
and if P ∈M , let R(g, P ) be the curvature operator of the Levi-Civita connection
defined by g.
Theorem 4.2.
(1) If p+ q = m, then F(V ) = Span〈·,·〉∈G(p,q){A(V, 〈·, ·〉)}.
(2) We have that F(TPM) = Spang∈G(0,m)(M){R(g, P )}.
Proof. Let
B(V ) := Span〈·,·〉∈G(p,q){A(V, 〈·, ·〉)} .
Let Ψ ∈ GL(V ). If A ∈ A(V, 〈·, ·〉), then
Ψ∗A ∈ A(V,Ψ∗〈·, ·〉) .
Thus B(V ) is invariant under the action of GL(V ). Since B(V ) 6= {0}, Theorem
4.1 shows exactly one of the following alternatives holds:
(1) B(V ) = ker{πs ◦ ρ14}.
(2) B(V ) ≈ S2(V ∗).
(3) B(V ) = F(V ).
If 〈·, ·〉 ∈ G(p,q)(V ), let A〈·,·〉 ∈ A(V, 〈·, ·〉) be the associated algebraic curvature
operator of constant sectional curvature:
A〈·,·〉(x, y)z := 〈y, z〉x− 〈x, z〉y .
Since ρ14(A〈·,·〉) = (m − 1)〈·, ·〉, B(V ) 6= ker{ρ14}. This eliminates the first possi-
bility. Since m ≥ 4, m(m+ 1) > 6. Consequently,
dim{B(V )} ≥ dim{A(V, 〈·, ·〉)} = m
2(m2−1)
12 >
m(m+1)
2 = dim{S
2(V ∗)} .
This eliminates the second possibility. Thus the third possibility holds; this proves
Assertion (1).
Let V = TPM . Let g0 ∈ G(0,m)(TPM). By Theorem 3.3,
A(V, g0) = ∪g∈G(0,m),g|TP M=g0{R(g, P )} .
Assertion (2) now follows from Assertion (1). 
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4.2. Centro affine geometry. Let h ∈ S2(V ∗) and let C ∈ S2(V ∗)⊗ V . Define
Rh(x, y)z := h(y, z)x− h(x, z)y,
RC(w, v)u := C(v, C(w, u))− C(w, C(v, u)) .
The decomposition of Theorem 4.1 has geometric significance. Let h be the cen-
troaffine metric, let ∇ be the induced connection, and let ∇∗ be the conormal
connection. Then Rh is the curvature operator of both ∇ and of ∇
∗ while the
Riemannian curvature tensor of the associated Levi-Civita connection is given by
RC +Rh.
Theorem 4.3.
(1) Rh ∈ σπs◦ρ14S
2(V ∗) and σπs◦ρ14S
2(V ∗) = Spanh∈S2(V ∗){Rh}.
(2) RC ∈ F(V ) and F(V ) = SpanC∈S2(V ∗)⊗V {RC}.
Proof. Assertion (1) follows from the discussion given to establish Theorem 4.1. We
begin the proof of Assertion (2) by computing:
RC(v, w)u = C(w, C(v, u))− C(v, C(w, u)) = −RC(w, v)u,
RC(w, v)u +RC(v, u)w +RC(u,w)v = C(v, C(w, u))− C(w, C(v, u))
+C(w, C(u, v))− C(u, C(w, v)) + C(u, C(v, w))− C(v, C(u,w))
= 0 .
Let C(ei, ej) =
∑
k Cij
kek where {ei} is a basis for V . We show that RC ∈ F(V )
by checking:
RC(ei, ej)ek =
∑
l,n{Cjl
nCik
l − Cil
nCjk
l}en,
ρ34(RC)(ei, ej) =
∑
k,l{Cjl
kCik
l − Cil
kCjk
l} = 0 .
Let B(V ) := SpanC∈S2(V ∗)⊗V {RC}. For ε 6= 0, let the non-zero components of
C be given by:
C21
1 = C12
1 = C11
2 = C31
1 = C13
1 = C11
3 = ε .
We have
ρ14(RC)(e2, e2) =
∑
l,i{C2l
iCi2
l − Cil
iC22
l} = ε2 6= 0 .
This shows that ρ14(RC)(e2, e2) 6= 0. Consequently
σπs◦ρ14S
2(V ∗) ⊂ B(V ) .
We also compute
RC(e1, e2)e1 =
∑
l,n{C2l
nC11
l − C1l
nC21
l}en
= C21
1C11
1e1 − C11
2C21
1e2 − C11
3C21
1e3
= −ε2(e2 + e3) .
If RC ∈ σπs◦ρ14S
2(V ∗), then RC(e1, e2)e1 ∈ Span{e1, e2} which is false. Thus
σπs◦ρ14S
2(V ∗) 6⊂ B(V ) .
The desired result now follows. 
4.3. The action of O(V, 〈·, ·〉) on F(V ). We can use Theorems 2.5 and 4.1 to see
that there is an O(V, 〈·, ·〉) equivariant orthogonal decomposition of
f(V, 〈·, ·〉) ≈ w(V, 〈·, ·〉) ⊕ R⊕ S20(V
∗, 〈·, ·〉)
⊕ S20(V
∗, 〈·, ·〉)⊕ Λ2(V ∗)⊕W7 ⊕W8
is a direct sum of 7 irreducible O(V, 〈·, ·〉) modules. Since S20(V
∗, 〈·, ·〉) is repeated
with multiplicity 2, the decomposition is not unique.
We now make this decomposition a bit more explicit to identify the factors W7
and W8. We adopt the notation of Equation (3.a) and let id⊗πs symmetrize the
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last two components of T ∈ ⊗4V ∗. Let σid⊗πs be the splitting of Equation (3.c).
Finally, let α be the map of Equation (3.d).
Lemma 4.4. We have an O(V, 〈·, ·〉) equivariant short exact sequence
0→ a(V )→ f(V, 〈·, ·〉)
id⊗πs−→ Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉)→ 0
which is equivariantly split by the map σid⊗πs .
Proof. Let F ∈ f(V, 〈·, ·〉). We have
(id⊗πs)(F )(x, y, z, w) =
1
2{F (x, y, z, w) + F (x, y, w, z)},
(id⊗πs)(F ) = 0 ⇔ F (x, y, z, w) = −F (x, y, w, z) ∀ x, y, z, w ∈ V .
This implies F ∈ a(V ). Conversely, if F ∈ a(V ), then ρ34(F ) = 0 and (id⊗πs)F = 0
and hence F ∈ f(V, 〈·, ·〉). Thus
ker{id⊗πs} ∩ f(V, 〈·, ·〉) = a(V ) .
Furthermore
ρ34(F ) = (id⊗Tr)((id⊗πs)F )
and consequently (id⊗πs) takes values in Λ
2(V ∗)⊗ S20(V
∗, 〈·, ·〉).
In the proof of Theorem 3.2, we showed that σid⊗πs takes values in r(V ) and
that (id⊗πs)σid⊗πs is the identity on Λ
2(V ) ⊗ S2(V ∗). Thus σid⊗πsS ∈ f(V, 〈·, ·〉)
if and only if S ∈ Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉). 
This shows that
f(V, 〈·, ·〉) ≈ a(V )⊕ Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉), so
Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉) ≈ S20(V
∗, 〈·, ·〉)⊕ Λ2(V ∗)⊕W7 ⊕W8 .
We therefore study Λ2(V ∗)⊗S2(V ∗) as an O(V, 〈·, ·〉) module and identify the copies
of Λ2(V ∗) and S20(V
∗, 〈·, ·〉) in Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉). Let
Θ ∈ Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉), ψ ∈ S20(V
∗, 〈·, ·〉), ω ∈ Λ2(V ∗) .
Let Ξ be as in Equation (1.r). Define:
π1,s(Θ)jk := (πs(ρ14θ))jk =
1
2
∑
il Ξ
il{Θijkl +Θikjl},
π1,a(Θ)jk := (πa(ρ14θ))jk =
1
2
∑
il Ξ
il{Θijkl −Θikjl},
πΛ(Θ)ijkl :=
1
2 (Θkjil +Θikjl −Θljik −Θiljk),
σπ1,s(ψ)ijkl :=
1
m
{Ξilψjk − Ξjlψik + Ξikψjl − Ξjkψil},
σπ1,a(ω)ijkl :=
m
m2−4{Ξilωjk + Ξikωjl − Ξjlωik − Ξjkωil +
4
m
ωijΞkl},
σπΛ(Θ)ijkl :=
1
2 (Θkjil −Θkijl),
Λ20(Λ
2(V ∗)) :=
{
Θ : Θijkl = −Θjikl = −Θklij ,
∑
il Ξ
ilΘijkl = 0
}
,
S(V, 〈·, ·〉) := ker{π1,s} ∩ ker{π1,a} ∩ ker{πΛ} ∩ Λ
2(V ∗)⊗ S20(V
∗, 〈·, ·〉).
Lemma 4.5. We have O(V, 〈·, ·〉) equivariant short exact sequences
0→ ker{π1,s} → Λ
2(V ∗)⊗ S20(V
∗, 〈·, ·〉)
π1,s
−→S20(V
∗, 〈·, ·〉)→ 0,
0→ ker{π1,a} → Λ
2(V ∗)⊗ S20(V
∗, 〈·, ·〉)
π1,a
−→Λ2(V ∗)→ 0,
0→ ker{π1,a} ∩ ker{πΛ} → ker{π1,a}
πΛ−→Λ20(Λ
2(V ∗))→ 0 .
These sequences are equivariantly split, respectively, by σπ1,s , σπ1,a , and σπΛ . This
gives an O(V, 〈·, ·〉) equivariant decomposition of
Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉) ≈ S20(V
∗, 〈·, ·〉)⊕ Λ2(V ∗)⊕ Λ20(Λ
2(V ∗))⊕S(V, 〈·, ·〉)
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as the direct sum of irreducible O(V, 〈·, ·〉) modules where
dim{S20(V
∗, 〈·, ·〉)} = (m−1)(m+2)2 ,
dim{Λ2(V ∗)} = m(m−1)2 ,
dim{Λ20(Λ
2(V ∗))} = m(m−1)(m−3)(m+2)8 ,
dim{S(V, 〈·, ·〉)} = (m−1)(m−2)(m+1)(m+4)8 ,
dim{Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉)} = m(m−1)
2(m+2)
8 .
We have W8 ≈ Λ
2
0(Λ
2(V ∗)) and W7 ≈ S(V, 〈·, ·〉).
Proof. It is clear that π1,s takes values in S
2(V ∗). Let Ξ be as in Equation (1.r).
We show that π1,s takes values in S
2
0(V
∗, 〈·, ·〉) by checking:
Tr{π1,s(Θ)} =
1
2
∑
ijkl Ξ
ilΞjk{Θijkl +Θikjl}
=
∑
ijkl Ξ
ilΞjkΘijkl =
∑
ijkl Ξ
jkΞilΘjilk
= −
∑
ijkl Ξ
jkΞilΘijkl = −Tr{π1,s(Θ)} .
It is clear that σπ1,s takes values in Λ
2(V ∗) ⊗ S2(V ∗). We verify that σπ1,s takes
values in Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉) by checking the trace condition:∑
kl Ξ
klσπ1,s(ψ)ijkl =
1
m
∑
kl Ξ
kl{Ξilψjk − Ξjlψik + Ξikψjl − Ξjkψil}
= 1
m
{ψji − ψij + ψji − ψij} = 0 .
We check that σπ1,s is a splitting by verifying:
π1,s(σπ1,s(ψ))jk =
1
2m
∑
il Ξ
il{Ξilψjk − Ξjlψik + Ξikψjl − Ξjkψil
+ Ξilψkj − Ξklψij + Ξijψkl − Ξkjψil}
= 12m{mψjk − ψjk + ψjk − Ξjk Tr{ψ}
+mψkj − ψkj + ψkj − Ξkj Tr{ψ}}
= ψjk .
Clearly π1,a takes values in Λ
2(V ∗) and σπ1,a takes values in Λ
2(V ∗) ⊗ S2(V ∗).
We check the trace condition by computing:
{(id⊗Tr)(σπ1,a (ω))}ij
= m
m2−4
∑
kl Ξ
kl{Ξilωjk + Ξikωjl − Ξjlωik − Ξjkωil +
4
m
ωijΞkl}
= m
m2−4{ωji + ωji − ωij − ωij +
4
m
mωij}
= m
m2−4 (−4 +
4
m
m)ωij = 0 .
To check σπ1,a is a splitting, we compute:
π1,a(σπ1,a(ω))jk
= 12
m
m2−4
∑
il Ξ
il{Ξilωjk + Ξikωjl − Ξjlωik − Ξjkωil +
4
m
ωijΞkl
− Ξilωkj − Ξijωkl + Ξklωij + Ξkjωil −
4
m
ωikΞjl}
= 12
m
m2−4{mωjk + ωjk − ωjk +
4
m
ωkj −mωkj − ωkj + ωkj −
4
m
ωjk}
= m
m2−4{m−
4
m
}ωjk = ωjk .
Let S ∈ ker{π1,a} ∩ {Λ
2(V ∗) ⊗ S20(V
∗, 〈·, ·〉)}. To check that πΛ takes values in
Λ20(Λ
2(V ∗)), we compute:
πΛ(S)ijkl =
1
2 (Skjil + Sikjl − Sljik − Siljk),
πΛ(S)jikl =
1
2 (Skijl + Sjkil − Slijk − Sjlik) = −πΛ(S)ijkl ,
πΛ(S)klij =
1
2 (Silkj + Skilj − Sjlki − Skjli) = −πΛ(S)ijkl ,
ρ14(πΛ(S))jk =
1
2
∑
il Ξ
il{Skjil + Sikjl − Sljik − Siljk}
= { 12ρ34(S) + π1,a(S)}jk = 0 .
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Let T ∈ Λ20(Λ
2(V ∗)). To check σπΛ takes values in Λ
2(V ∗) ⊗ S20(V
∗, 〈·, ·〉), we
compute:
σπΛ(T )ijkl =
1
2 (Tkjil − Tkijl),
σπΛ(T )jikl =
1
2 (Tkijl − Tkjil) = −σπΛ(T )ijkl,
σπΛ(T )ijlk =
1
2 (Tljik − Tlijk) =
1
2 (Tjkli − Tiklj)
= 12 (Tkjil − Tkijl) = σπΛ(T )ijlk,∑
kl Ξ
klσπΛ(T )ijkl =
1
2
∑
kl Ξ
kl(Tkjil − Tkijl) = 0 .
Finally, we verify that σπΛ is a splitting by computing
{πΛ(σπΛ(T ))}ijkl
= 12 (σπΛ(T )kjil + σπΛ(T )ikjl − σπΛ(T )ljki − σπΛ(T )ilkj)
= 14 (Tijkl − Tikjl + Tjkil − Tjikl − Tkjli + Tklji − Tklij + Tkilj)
= Tijkl .
We compute dimensions:
dim{Λ2(V ∗)} = 12m(m− 1),
dim{Λ2(Λ2(V ∗))} = 12{
1
2m(m− 1)}{
1
2m(m− 1)− 1},
dim{Λ20(Λ
2(V ∗))} = dim{Λ2(Λ2(V ∗))} − dim{Λ2(V ∗)}
= 12{
1
2m(m− 1)}{
1
2m(m− 1)− 1} −
1
2m(m− 1)
= { 12m(m− 1)}{
1
4m(m− 1)−
1
2 − 1}
= 18{m(m− 1)}{m(m− 1)− 6} =
1
8m(m− 1)(m− 3)(m+ 2)
= dim{W8}
and
dim{S(V, 〈·, ·〉)}
= dim{Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉)} − dim{Λ20(Λ
2(V ∗))}
− dim{S20(V
∗, 〈·, ·〉)} − dim{Λ2(V ∗)}
= dim{Λ2(V ∗)⊗ S20(V
∗, 〈·, ·〉)} − dim{Λ2(Λ2(V ∗))} − dim{S20(V
∗, 〈·, ·〉}
= m(m−1)(m−1)(m+2)4 −
m(m−1)(m(m−1)−2)
8 −
(m−1)(m+2)
2
= m−18 {2m(m− 1)(m+ 2)−m(m− 2)(m+ 1)− 4(m+ 2)}
= (m−1)(m−2)(m+1)(m+4)8 = dim{W7} .
The remaining assertions now follow from Theorem 2.5 (1); this also establishes
Theorem 2.5 (2c). 
As an immediate consequence, we have
Theorem 4.6.
(1) There is an O(V, 〈·, ·〉) equivariant orthogonal decomposition of
F(V ) ≈ f(V ) =W1 ⊕W2 ⊕W4 ⊕W5 ⊕W6 ⊕W7 ⊕W8
as the direct sum of irreducible O(V, 〈·, ·〉) modules where:
dim{W1} = 1, dim{W2} = dim{W5} =
(m−1)(m+2)
2 ,
dim{W4} =
m(m−1)
2 , dim{W6} =
m(m+1)(m−3)(m+2)
12 ,
dim{W7} =
(m−1)(m−2)(m+1)(m+4)
8 , dim{W8} =
m(m−1)(m−3)(m+2)
8 .
(2) There are the following isomorphisms as O(〈·, ·〉) modules:
(a) W1 ≈ R, W2 ≈W5 ≈ S
2
0(V
∗, 〈·, ·〉), and W4 ≈ Λ
2(V ∗).
(b) W6 ≈ w(V, 〈·, ·〉) is the space of Weyl conformal curvature tensors.
(c) W7 ≈ S(V, 〈·, ·〉) and W8 ≈ Λ
2
0(Λ
2(V ∗)).
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5. The proof of Theorem 3.1
Let b be a non-empty subspace of a(V ) which is invariant under the action of
GL(V ). We must show that b = a(V ). Choose a positive definite inner product 〈·, ·〉
on V . Then b is invariant under the action of O(V, 〈·, ·〉) as well. Let πw, π0, and
πR be the projections on the appropriate module summands in the decomposition
of Theorem 3.2 (3);
πR(R) := τ(ρ14(R)), π0(R) := ρ14(R)−
1
m
τ(ρ14(R))〈·, ·〉,
πw(R) := R− σa,ρ14(ρ14(R)) where
σa,ρ14(ψ) :=
2
m−2ψ ∧ 〈·, ·〉 −
τ(ψ)
(m−1)(m−2)〈·, ·〉 ∧ 〈·, ·〉 .
Since O(V, 〈·, ·〉) is a compact Lie group acting orthogonally, the projections are
orthogonal projections. Furthermore:
πw(b) 6= {0} ⇒ w(V, 〈·, ·〉) ⊂ b,
π0(b) 6= {0} ⇒ σa,ρ14(S
2
0(V, 〈·, ·〉)) ⊂ b,
πR(b) 6= {0} ⇒ σa,ρ14(〈·, ·〉) ⊂ b .
Let {ei} be an orthonormal basis for V . Let {λi} be distinct positive constants.
Define Θ ∈ GL(V ) by setting:
Θ(ei) = λiei .
Suppose πR(b) 6= {0}. The component corresponding to R in a(V ) is generated
by A := 〈·, ·〉 ∧ 〈·, ·〉. Consequently A ∈ b; the non-zero components of Θ∗(A) and
ρ14(Θ
∗(A)) are, up to the usual Z2 symmetries and modulo a suitable normalizing
constant which plays no role, given by
Θ∗(A)(ei, ej , ej, ei) = λ
2
iλ
2
j and ρ14(Θ
∗(A))(ei, ei) = λ
2
i
∑
j 6=i λ
2
j .
This shows the projection of Θ∗(A), and hence of b, on S0(V
∗, 〈·, ·〉) is non-zero.
Let A1 be the algebraic curvature tensor whose only non-zero component, up to the
usual Z2 symmetries, is A1(e1, e2, e2, e1). As b is closed, we show that A1 ∈ b by
taking the limit
λ1 → 1, λ2 → 1, λj → 0 for j ≥ 3 .
As {A1 − σa,ρ14(ρ14(A1))}(e1, e3, e3, e1) 6= 0, one has πw(b) 6= 0. We summarize:
πR(b) 6= 0 ⇒ b = a(V ) .
Suppose π0(b) 6= 0. Then σa,ρ14(S
2
0(V
∗, 〈·, ·〉)) ⊂ b. Define ψ ∈ S20(V
∗, 〈·, ·〉) with
non-zero components
ψ(e1, e1) = 1, ψ(e2, e2) = 1, and ψ(e3, e3) = −2 .
Let A = σa,ρ14(ψ) =
2
m−2ψ ∧ 〈·, ·〉 ∈ b. We compute:
Θ∗(A)(ei, ej, ek, el) = λiλjλkλl
2
m−2{ψ(ei, el)δjk + ψ(ej , ek)δil
−ψ(ei, ek)δjl − ψ(ej , el)δik},
τ(ρ14(Θ
∗(A))) = 2
m−2
∑
i,j Θ
∗A(ei, ej, ej , ei)
= 2
m−2{(λ
2
1 + λ
2
2 − 2λ
2
3)(
∑
j λ
2
j)} −
2
m−2
∑
i{λ
4
1 + λ
4
2 − 2λ
4
3} .
This is non-zero for generic values of ~λ. This shows πR(b) 6= {0}. Combining this
result with the result of the previous paragraph yields:
ρ14(b) 6= {0} ⇒ b = a(V ) .
Finally, suppose πw(b) 6= 0. Then w(V, 〈·, ·〉) ⊂ b. Let A ∈ a be defined with
non-zero components, up to the usual Z2 symmetries, by
A(e1, e3, e4, e1) = +1 and A(e2, e3, e4, e2) = −1 .
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Then ρ14(A) = 0 so A ∈ w(V, 〈·, ·〉). We have
Θ∗(A)(e1, e3, e4, e1) = λ
2
1λ3λ4 and Θ
∗(A)(e2, e3, e4, e2) = λ
2
2λ3λ4 .
Thus ρ14(Θ
∗(A))(e3, e4) = λ3λ4(λ
2
1 − λ
2
2) 6= 0. Since ρ14(Θ
∗(A)) 6= 0 we may
conclude that b = a(V ). ⊓⊔
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