Abstract. In this paper we study the geometry of the Severi varieties parametrizing curves on the rational ruled surface F n . We compute the number of such curves through the appropriate number of fixed general points on F n (Theorem 1.1), and the number of such curves which are irreducible (Theorem 1.3). These numbers are known as Severi degrees; they are the degrees of unions of components of the Hilbert scheme. As (i) F n can be deformed to F n+2 , (ii) the Gromov-Witten invariants are deformation-invariant, and (iii) the Gromov-Witten invariants of F 0 and F 1 are enumerative, Theorem 1.3 computes the genus g Gromov-Witten invariants of all F n . (The genus 0 case is well-known.) The arguments are given in sufficient generality to also count plane curves in the style of L. Caporaso and J. Harris and to lay the groundwork for computing higher genus Gromov-Witten invariants of blow-ups of the plane at up to five points (in a future paper).
Introduction
In this paper we study the geometry of the Severi varieties parametrizing curves on the rational ruled surface F n = P(O P 1 ⊕ O P 1 (n)) (n ≥ 0) in a given divisor class. We compute the number of such curves through the appropriate number of fixed general points on F n (Theorem 1.1), and the number of such curves which are irreducible (Theorem 1.3). These numbers are known as Severi degrees; they are the degrees of unions of components of the Hilbert scheme. As (i) F n can be deformed to F n+2 , (ii) the Gromov-Witten invariants are deformation-invariants, and (iii) the Gromov-Witten invariants of F 0 and F 1 are enumerative, Theorem 1.3 computes the genus g Gromov-Witten invariants of all F n (Section 7). (The genus 0 case is now well-known; it follows from the associativity of quantum cohomology. See [KM] , [DI] and [K1] for discussion.) The arguments are given in sufficient generality to also count plane curves in the style of L. Caporaso and J. Harris (cf. [CH3] ) and to lay the groundwork for computing higher genus Gromov-Witten invariants of blow-ups of the plane at up to five points (cf. [V3] ).
Such a classical enumerative question has recently been the object of study by many people. Ideas from mathematical physics (cf. the inspiring [KM] and [DI] ) have yielded formulas when g = 0 (via associativity relations in quantum cohomology). In March 1994, S. Kleiman and R. Piene found an elegant recursive formula for the genus 0 GromovWitten invariants for all F n , and found empirically that many of the invariants of F n were enumerative and the same as those for F n+2 , supporting the conjecture (since proved) that quantum cohomology exists This research was supported (at different times) by a NSERC 1967 Fellowship and a Sloan Dissertation Fellowship. The bulk of this paper was written at the Mittag-Leffler Institute, and the author is grateful for the warmth and hospitality of the Institute staff.
1.1. Background. We work over the complex numbers. Most of the arguments will be in some generality, so that they can be invoked in [V3] to count curves of arbitrary genus in any divisor class on the blowup of the plane at up to five points.
The Picard group of F n is Z 2 , with generators corresponding to the fiber of the projective bundle F and a section E of self-intersection −n; E is unique if n > 0. Let S be the class E + nF . (This class is usually denoted C, but we use nonstandard notation to prevent confusion with the source of a map (C, π) .) The canonical bundle K Fn is −(S+E+2F ).
Throughout this paper, X will be F n . Unless otherwise explicitly stated, we will use only the following properties of (X, E).
P1. X is a smooth surface and E ∼ = P 1 is a divisor on X. P2. The surface X \ E is minimal, i.e. contains no (-1)-curves. P3. The divisor class K X + E is negative on every curve on X. P4. If D is an effective divisor such that −(K X + E) · D = 1, then D is smooth.
Property P2 could be removed by modifying the arguments very slightly, but there seems to be no benefit of doing so. Properties P3 and P4 would follow if −(K X + E) were very ample, which is true in all cases of interest here.
Notice that if L is a line on P 2 then (X, E) = (P 2 , L) also satisfies properties P1-P4. The resulting formulas for Severi degrees of P 2 are then those of [CH3] . Theorem 1.1 would become Theorem 1.1 of [CH3] , and Theorem 1.3 would give a recursive formula for irreducible genus g curves (which are the genus g Gromov-Witten invariants).
If C is a smooth conic on P 2 , then (X, E) = (P 2 , C) also satisfies properties P1-P4. This will be the basis of the computation of higher genus Gromov-Witten invariants of blow-ups of P 2 at up to 5 points in [V3] .
4
For any sequence α = (α 1 , α 2 , . . . ) of nonnegative integers with all but finitely many α i zero, set |α| = α 1 + α 2 + α 3 + . . . Iα = α 1 + 2α 2 + 3α 3 + . . . I α = 1 α 1 2 α 2 3 α 3 . . . and α! = α 1 !α 2 !α 3 ! . . . . We denote by lcm(α) the least common multiple of the set #{i : α i = 0}. The zero sequence will be denoted 0.
We denote by e k the sequence (0, . . . , 0, 1, 0, . . . ) that is zero except for a 1 in the k th term (so that any sequence α = (α 1 , α 2 , . . . ) is expressible as α = α k e k ). By the inequality α ≥ α ′ we mean α k ≥ α ′ k for all k; for such a pair of sequences we set
. . . .
This notation follows [CH3].
For any divisor class D on X, genus g, sequences α and β, and collections of points Γ = {p i,j } 1≤j≤α i (not necessarily distinct) of E we define the generalized Severi variety V D,g (α, β, Γ) to be the closure (in |D|) of the locus of reduced curves C in X in divisor class D of geometric genus g, not containing E, with (informally) α k "assigned" points of contact of order k and β k "unassigned" points of contact of order k with E. Formally, we require that, if ν : C ν → C is the normalization of C, then there exist |α| points q i,j ∈ C ν , j = 1, . . . , α i and |β| points r i,j ∈ C ν , j = 1, . . . , β i such that
For convenience, let
We will see that V D,g (α, β, Γ) is a projective variety of pure dimension Υ (Prop. 1.2). Let N D,g (α, β, Γ) be the number of points of V D,g (α, β, Γ) whose corresponding curve passes through Υ fixed general points of X. Then N D,g (α, β, Γ) is the degree of the generalized Severi variety (in the projective space |D|). When the points {p i,j } are distinct, we will see that N(α, β, Γ) is independent of Γ (Section 6); for simplicity we will then write N(α, β). The main result of this paper is the following.
where the second sum is taken over all α
this formula inductively counts curves of any genus in any divisor class of F n .
In order to understand generalized Severi varieties, we will analyze certain moduli spaces of maps. Let M g (X, D)
′ be the moduli space of maps π : C → X where C is complete, reduced, and nodal, (C, π) has finite automorphism group, and π * [C] 
′ of points representing maps (C, π) where each component of C maps birationally to its image in X, no component maps to E, and C has (informally) α k "assigned" points of contact of order k and β k "unassigned" points of contact of order k with E. Formally, we require that there exist |α| smooth points q i,j ∈ C, j = 1, . . . , α i and |β| smooth points r i,j ∈ C, j = 1, . . . , β i such that π(q i,j ) = p i,j and π
As before, where the dependence on the points p i,j is not relevant -for example, in the discussions of the dimensions or degrees of generalized Severi varieties -we will suppress the Γ.
6
There is a natural rational map from each component of
, and the dimension of the image will be Υ. We will prove: 
(This will be an immediate consequence of Theorem 2.1.)
Assume now that the {p i,j } are distinct. Fix Υ general points s 1 , . . . , s Υ on X. The image of the maps in V D,g m (α, β) whose images pass through these points are reduced. (Proof: Without loss of generality, restrict to the union V of those components of V D,g m (α, β) with dimension Υ. By Proposition 1.2, the subvariety of V corresponding to maps whose images are not reduced contains no components of V and hence has dimension less than Υ. Thus no image of such a map passes through s 1 , . . . , s Υ .) Therefore, if H is the divisor class on V D,g m (α, β) corresponding to requiring the image curve to pass through a fixed point of X, then
Define the intersection dimension of a family V of maps to X (denoted idim V ) as the maximum number n of general points s 1 , . . . s n on X such that there is a map π : C → X in V with {s 1 , . . . , s n } ⊂ π (C) .
Our strategy is as follows. Fix a general point q of E. Let H q be the Weil divisor on V D,g m (α, β, Γ) corresponding to maps with images containing q. We will find the components of V D,g m (α, β, Γ) with intersection dimension Υ − 1 and relate them to V
Then we compute the multiplicity with which each of these components appears. Finally, we derive a recursive formula for N D,g (α, β) (Theorem 1.1).
Analogous definitions can be made of spaces W D,g (α, β, Γ) and W D,g m (α, β, Γ) parametrizing irreducible curves. The arguments in this case are identical, resulting in a recursive formula for N D,g irr (α, β), the number of irreducible genus g curves in class D intersecting E as determined by α and β, passing through Υ fixed general points of X:
where the second sum runs over choices of
In the second sum, for the summand to be non-zero, one must also have α i ≤ α, and
irr (e 1 , 0) = 1, this formula inductively counts irreducible curves of any genus in any divisor class of F n .
1.2. Examples. As an example of the algorithm in action, we calculate N 4S,1 (0, 0) = 225 on F 1 . (This is also the number of two-nodal elliptic plane quartics through 11 fixed general points.) There are a finite number of such elliptic curves through 11 fixed general points on F 1 . We calculate the number by specializing the fixed points to lie on E one at a time, and following what happens to the finite number of curves.
After the first specialization, the curve must contain E (as 4S ·E = 0, any representative of 4S containing a point of E must contain all of E). The residual curve is in class 3S + F . Theorem 1.1 gives
After specializing a second point q to lie on E, two things could happen to the elliptic curve. First, the limit curve could remain smooth, and pass through the fixed point q of E. This will happen N 3S+F,1 (e 1 , 0) times. Second, the curve could contain E. Then the residual curve C ′ has class 2S + 2F , and is a nodal curve intersecting E at two distinct points. Of the two nodes of the original curve C, one goes to the node of C ′ , and the other tends to one of the intersection of C ′ with E. The choice of the two possible limits of the node gives a multiplicity of 2. Theorem 1.1 gives
Now N 2S+2F,1 (0, 2e 1 ), the number of nodal curves in the linear system |2S + 2F |, can be calculated to be 20 by further degenerations or by the well-known calculation of the degree of the hypersurface of singular sections in any linear system. This calculation is omitted.
The number N 3S+F,1 (e 1 , 0) is calculated by specializing another point to be a general point of E. The limit curve will be of one of three forms; in each case the limit must contain E, and the residual curve C ′′ is in the class 2S + 2F .
The curve C
′′ could have geometric genus 0 and intersect E at two points. There are two subcases: C ′′ could be irreducible, or it could consist of a fiber F and a smooth elliptic curve in the class 2S + F . These cases happen N 2S+2F,0 (0, 2e 1 ) times. 2. The curve C ′′ has geometric genus 1 and is tangent to E at a general point. This happens N 2S+2F,1 (0, e 2 ) times. Each of these curves is the limit of two curves, so there is a multiplicity of 2. (This multiplicity is not obvious.) 3. The curve C ′′ is smooth, and passes through the point q ∈ E. This happens N 2S+2F,1 (e 1 , e 1 ) times. Theorem 1.1 gives us
One can continue and calculate
Then we can recursively calculate N 4S,1 (0, 0):
The calculation is informally summarized pictorially in Figure 1 . The divisor E is represented by the horizontal doted line, and fixed points on E are represented by fat dots. Part of the figure, the calculation that N 2S+2F,0 (0, 2e 1 ) = 105, has been omitted. Table 1 gives the number of genus g curves in certain classes on certain F n . Where the number of irreducible curves is different, it is given in brackets. Tables 2 and 3 give more examples; only the total number is given, although the number of irreducible curves could also be easily computed (using Theorem 1.3). Many of these numbers were We next review some earlier results. (This is only a partial summary of the voluminous research done on the subject.) In each case but the last two, the numbers have been checked to agree with those produced by the algorithm given here for "small values". Many of these verifications have been done by D. Watabe, and the author is grateful to him for this. For example, he has verified that the formula for the number of rational curves in the divisor class 2S on F n passing through the appropriate number of general points for n ≤ 9 agrees with the numbers obtained by Caporaso and Harris. In each case it seems difficult to directly prove that the numbers will always be the same, other than by noting that they count the same thing.
• The number of degree d genus g plane curves through 3d + g − 1 fixed general points was calculated by Ran (cf. [R] ) and Caporaso and Harris (cf. [CH3] ). This is also the number of genus g curves in the divisor class dS on F 1 through 3d+g−1 fixed general points, and the number of genus g curves in the divisor class (d − 1)S + F on F 1 through 3d + g − 2 fixed general points. Table 3 . Number of genus g curves in class 3S on F 2
• The surfaces F 0 and F 1 are convex, so the ideas of [KM] allow one to count (irreducible) rational curves in all divisor classes on these surfaces (see [DI] for further discussion). These are known as the genus 0 Gromov-Witten invariants of F 0 and F 1 .
• D. Abramovich and A. Bertram have proved several (unpublished) formulas counting (irreducible) rational curves in certain classes on
Fn (aS +bF ) is the number of irreducible genus g curves in class aS + bF through the appropriate number of points, then they have shown:
. Their method for (AB1) and (AB2) is to study the moduli space of stable maps of rational curves to F n , and deform the surface to F n−2 . For (AB3) and (AB4), they relate curves on F n to curves on F n−1 .
• By undoubtedly similar methods, the author has obtained the formula
where the second sum is over all integers f and sequences α such that
• Caporaso and Harris (in [CH1] and [CH2] ) obtained recursive formulas for N 0 Fn (aS + bF ) when n ≤ 3, and the remarkable result
• Coventry has also recently derived a recursive formula for the number of rational curves in any class in F n ( [Co] ), using a generalization of the "rational fibration" method of [CH2] .
• Kleiman and Piene have examined systems with an arbitrary, but fixed, number δ of nodes ( [K2] ). The postulated number of δ-nodal curves is given (conjecturally) by a polynomial, and they determine the leading coefficients, which are polynomials in δ.
Vainsencher determined the entire polynomial for δ ≤ 6 ( [Va] ). Kleiman and Piene extended his work so that a refinement of his computation of the polynomial for a given δ ought to yield the coefficients in the top 2δ total degrees. They have done this explicitly for the plane for δ ≤ 4, in particular supporting and extending the conjecture on p. 86 of [DI] , and expect to get it for δ ≤ 6. 
Dimension counts
In this section, we prove the main dimension count we need:
(b) The stable map (C, π) By "the image is a reduced curve", we mean π * [C] is a sum of distinct irreducible divisors on X. Proposition 1.2 follows directly from Theorem 2.1.
′ where Y is smooth, such that if (C, π) corresponds to the general point of V then C is smooth π is birational. Let N = coker(T C → π * T Y ), and let N tors be the torsion subsheaf of N. Then:
and smooth points {p i,j } of G, and assume that
This lemma appears (in a different guise) in Subsection 2.2 of [CH3] : (a) is contained in Corollary 2.4 and part (b) is Lemma 2.6. Part (a) was proven earlier by E. Arbarello and M. Cornalba in [AC] , Section 14 6. Caporaso and Harris express (a) informally as: "the first-order deformation of the map π corresponding to a torsion section of N can never be equisingular." Arbarello and Cornalba's version is slightly stronger: "the first-order deformation of the map π corresponding to a torsion section of N can never preserve both the order and type of the singularities of the image."
Proof. Note that by the definition of V D,g m (α, β, Γ), π is a birational map from C to its image in X, so we may invoke Lemma 2.2. The map T C → π * T X is injective (as it is generically injective, and there are no nontrivial torsion subsheaves of invertible sheaves). If N is the normal sheaf of π, then the sequence
is exact. Let N tors be the torsion subsheaf of N. The map π is an immersion if and only if N tors = 0. Now
By property P3, the divisor −π * (K X + E) + r i,j is positive on each component of C, so by Kodaira vanishing or Serre duality
As N/N tors is a subsheaf of det N,
an immersion by property P4. Thus if N tors = 0, then it is non-zero when restricted to some component C ′′ for which −π * (K X +E)·C ′′ ≥ 2. Let p be a point on C ′′ in the support of N tors . Then −π * (K X + E) + r i,j −p is positive on each component of C, so by the same argument as above, N/N tors is a subsheaf of (det N)(−p), so
Therefore, equality holds at (1) only if N tors = 0, i.e. π is an immersion. By Lemma 2.2(a), the result follows.
Proof of Theorem 2.1.
Let V be a component of V D,g m (α, β, Γ) of dimension at least Υ, and let π : C → X be the map corresponding to a general point of V . Let the normalizations of the components of 
By Lemma 2.3, C moves in a family of dimension at most
This proves part (a).
If dim V = Υ, then equality must hold in (2), so C is smooth, and by Lemma 2.3, π is an immersion.
We next prove that the image is smooth along its intersection with E. Requiring π(r i 0 ,j 0 ) to be a fixed point p imposes an additional condition on V D,g m (α, β), as the locus of such maps forms a variety of the form V D,g m (α + e i 0 , β − e i 0 , {p i,j } ∪ {p}) which has dimension
Thus if π : C → X is the map corresponding to a general point of V
as requiring both r i,j and r i ′ ,j ′ to be fixed imposes two independent conditions on V D,g m (α, β).
Thus the image is smooth along its intersection with E.
If a component of the image curve is nonreduced (with underlying reduced divisor D 1 ), then this component cannot intersect E (as the image is smooth along E). As each C(k) is birational to its image, the image curve must be the image of two components C(k 1 ) and C(k 2 ) for which Υ(k 1 ) = Υ(k 2 ) = 0. Then For part (c), let N be the normal bundle to the map π. As π * E contains no components of C,
is positive on every component of C by property P3 , so N is nonspecial. Therefore
by Riemann-Roch. Requiring the curve to remain i-fold tangent to E at the point q i,j of C (where π(q i,j ) is required to be the fixed point p i,j ) imposes at most i independent conditions. Requiring the curve to remain i-fold tangent to E at the points r i,j of C imposes at most (i − 1) independent conditions. Thus
Let V be an irreducible subvariety of M g (X, D) ′ , and let π : C → X be the map corresponding to a general point of a component of V .
Assume that π * E = mq i,j + mr i,j where π(q i,j ) is required to be a fixed point p i,j of E as C varies. (In particular, no component of C is mapped to E.) Define α by α i = #{q i,j } j , β by β i = #{r i,j } j , and Γ = {p i,j }.
Proposition 2.4. The intersection dimension of V is at most
−(K X + E) · D + |β| + g − 1.
If equality holds then V is a component of
The main obstacle to proving this result is that the map π may not map components of C birationally onto their image: the map π may collapse components or map them multiply onto their image.
Proof. If necessary, pass to a dominant generically finite cover of V that will allow us to distinguish components of C. (Otherwise, monodromy on V may induce a nontrivial permutation of the components of C.)
For convenience, first assume that C has no contracted rational or elliptic components. We may replace C by its normalization; this will only make the bound worse. (The map from a component of the normalization of C is also a stable map.) We may further assume that C is irreducible, as −(K X + E) · D + |β| + g − 1 is additive.
Suppose C maps with degree m to the reduced irreducible curve D 0 ⊂ X. Then the map π : C → D 0 factors through the normalizatioñ D of D 0 . Let r be the total ramification index of the morphism C →D.
where we use the Riemann-Hurwitz formula for the map C →D and the fact (property P3) that If C has contracted rational or elliptic components, replace C with those components of its normalization that are not contracted elliptic or rational components (which reduces the genus of C) and follow the same argument. Warning: To prove this, we will need more than properties P1-P4. However, this result will not be invoked later.
Proof. By Theorem 2.1, π is an immersion and π(C) is reduced. Thus we need only show that π(C) has no triple points and that no two branches are tangent to each other.
For the former, if s, t, and u ∈ C are distinct points of C with π(s) = π(t) = π(u), it is enough to show that there is a section of the line bundle
vanishing at s and t but not at u, where N is the normal bundle to the map π. As π(C) is reduced, at most one of s, t, u can lie on the component of C mapping to the fiber F through π(s). If none of them lie on such a component, then (π * F − s − t − u) is effective, and
is effective (consider the fiber through π(s)), so by Riemann-Roch and Kodaira vanishing,
If u lies on a component of C mapping to F , and there is a point r i,j on the same component, then both (π * F − s − t) and (r i,j − u) are both effective, and the same argument holds.
If there is no point r i,j on the same component as u, then all sections of L vanish on u, and it suffices to find a section of L vanishing at t but not at s. But (π * F − s − t) is effective, so by the same argument
To show that no two branches are tangent to each other, it is enough to show that if s, t ∈ C are distinct points with π(s) = π(t), there exists a section of L vanishing at s but not at t, which follows from a similar argument.
The following example shows that the analogue of Proposition 2.5 does not hold for every (X, E) satisfying properties P1-P4. Let X = P 2 and E be a smooth conic. Choose six distinct points a, . . . , f on E such that the lines ab, cd, and ef meet at a point. Then
consists of a finite number of maps, one of which is the map sending three disjoint P 1 's to the lines ab, cd, and ef .
Identifying Potential Components
Fix D, g, α, β, Γ, and a general point q on E. Throughout this section, Γ will be assume to consist of distinct points. (The more general case will be dealt with in [V3] .) Let H q be the divisor on V D,g m (α, β, Γ) corresponding to maps whose image contain q. In this section, we will derive a list of subvarieties (which we will call potential components) in which each component of H q of intersection dimension Υ − 1 appears. (In Sections 4 and 5, we will see that if the {p i,j } are distinct, each potential component actually appears in H q .)
The potential components come in two classes that naturally arise from requiring the curve to pass through q. First, one of the "moving tangencies" r i,j could map to q. We will call such components Type I potential components.
Second, the curve could degenerate to contain E as a component. We will call such components Type II potential components. For any sequences α ′′ ≤ α, γ ≥ 0, and subsets {p where   K1 . the curve C ′ maps isomorphically to E, K2. the curve C ′′ is smooth, π maps each component of C ′′ birationally to its image, no component of C ′′ maps to E, and there exist |α
and K3. the intersection of the curves C ′ and C ′′ is {t i,j } i,j .
The variety K(α ′′ , β, γ, Γ ′′ ) is empty unless I(α ′′ +β+γ) = (D−E)·E. The genus of C ′′ is g ′′ , and there is a degree β+γ β rational map
corresponding to "forgetting the curve C ′ ".
Theorem 3.1. Fix D, g, α, β, Γ, and a point q on E not in Γ. Let K be an irreducible component of H q with intersection dimension Υ − 1. Then set-theoretically, either
Proof. Let (C, π) be the map corresponding to a general point of K. Consider any one-parameter subvariety (C, Π) of V D,g m (α, β) with central fiber (C, π) and general fiber not in H q . Then the total space of the curve C in the family is a surface, so the pullback of the divisor E to this family has pure dimension 1. The components of Π * E not contained in a fiber C t must intersect the general fiber and thus be the sections q i,j or multisections coming from the r i,j . Therefore π −1 E consists of components of C and points that are limits of the q i,j or r i,j . In particular:
(*) The number of zero-dimensional components of π * E not mapped to any p i,j is at most β, and (**) If there are exactly |β| such components, the multiplicities of π * E at these points must be given by the sequence β.
Case I. If C contains no components mapping to E, then
where π({a i,j } i,j ) = {p i,j } i,j ∪ {q} and the second sum is over all i,
Equality must hold, so |β ′ | = |β| − 1 and K is a generalized Severi variety of maps. The set π −1 E consists of |α| + |β| points (which is also true of π β) ) so the multiplicities at these points must be the same as for the general map (i.e. π * E| p i,j has multiplicity i, etc.) so K must be as described in I.
where C ′ is the union of irreducible components of C mapping to E and C ′′ is the union of the remaining components. Define m by π
where π(a i,j ) are fixed points of E as C ′′ varies, and the second sum is over all i and 1 ≤ j ≤ β ′′ i for some sequence β ′′ . By (*), |β ′′ | ≤ |β| + s.
By restricting to an open subset if necessary, the universal map may be written (C, Π) where
) ⊂ E for all t, and Π t (C ′′ t ) has no component mapping to E. Let K ′ be the family (C ′′ , Π| C ′′ ). We apply Proposition 2.4 to the family K ′ :
In the third line, we used property P1: E is rational, so (
Equality must hold, so m = 1 and |β ′′ | = |β| + s. By (**), the multiplicity of π * E at the |β| points of C ′′ not in C ′ ∪ π * p i,j is given by the sequence β. Let γ be the sequence given by the multiplicities of (π|
The only possible limits of points {q i,j }, {r i,j } that could be points of (π|
There are other components of the divisor H q not counted in Theorem 3.1. For example, if X = P 2 , and E is a line L, D = 2L, g = 0, α = 2e 1 , β = 0, then V D,g m (α, β) is a three-dimensional family (generically) parametrizing conics through 2 fixed points of L. One component of H q (generically) parametrizes a line union L; this is a Type II potential component. The other (generically) parametrizes degree 2 maps from P 1 to L. This has intersection dimension 0, so it makes no enumerative contribution.
Multiplicity for Type I Intersection Components
We first solve a simpler analog of the problem. Fix points Γ = (p i,j ) i,j∈Z,ij≤d on E, and let α and β be sequences of non-negative integers. In P d = Sym d E representing length d subschemes of E, we have loci v(α, β, Γ) corresponding to the closure of the subvariety
where (r i,j ) are any points. Then v(α, β, Γ) is a smooth variety that is the image of
Let q be a point on E not in Γ, and let H ′ q be the hyperplane in
Then it is straightforward to check that, as divisors on v(α, β, Γ),
where Γ k is equal to Γ in all positions except p k,α k +1 = q. (For example, start by observing that equality holds set-theoretically, and then find multiplicity by making the base change
Let K k be the union of Type I potential components of the form V D,g m (α + e k , β − e k , Γ ′ ) as described in Theorem 3.1.
Proof. Let U be the open subvariety of V D,g m (α, β, Γ) where π * E contains no components of C. Then there is a rational map
that is a morphism on U. Each component of K k intersects U, and r * H ′ q = H q as Cartier divisors and r * v(α + e k , β − e k , Γ k ) = K k ∩ U as Weil divisors, so by (3) the result follows.
Multiplicity for Type II Intersection Components
We translate the corresponding argument in [CH3] from the language of the Hilbert scheme to that of maps. 5.1. Versal deformation spaces of tacnodes. We first recall facts about versal deformation spaces of tacnodes. (This background is taken from [CH3] , Section 4, and the reader is referred there for details.) Let (C, p) be an m th order tacnode, that is, a curve singularity analytically equivalent to the origin in the plane curve given by the equation y(y + x m ) = 0. The Jacobian ideal J of y 2 +yx m is (2y +x m , yx m−1 ), and the monomials 1, x, . . . , x m−1 , y, xy, . . . , x m−2 y form a basis for the vector space O/J (see [A] ). We can thus describe the versal deformation of (C, p) space explicitly. Let ∆ m−1 ⊂ ∆ be the closure of the locus representing a curve with m − 1 nodes. This is equivalent to the discriminant being expressible as
From this description, we can see that ∆ m−1 is irreducible of dimension m, smooth away from ∆ m , with m sheets of ∆ m−1 crossing transversely at a general point of ∆ m .
Let m 1 , m 2 , . . . be any sequence of positive integers, and (C j , p j ) be an (m j ) th order tacnode. Denote the versal deformation space of (C j , p j ) by ∆ j , and let (a j,m j −2 , . . . , a j,0 , b j,m j −1 , . . . , b j,0 ) be coordinates on ∆ j as above. For each j, let ∆ j,m j and ∆ j,m j −1 ⊂ ∆ j be as above the closures of loci in ∆ j over which the fibers of π j have m j and m j −1 nodes respectively. Finally, set The proof of this proposition will take up the rest of this section.
Fix general points s 1 , . . . , s Υ−1 on X, and let H i be the divisor on V D,g m (α, β) corresponding to requiring the image curve to pass through s i . By Kleiman-Bertini, the intersection of V D,g m (α, β) with H i is a curve V and the intersection of K with H i is a finite set of points (non-empty as K has intersection dimension Υ − 1). Choose a point (C, π) 
is the multiplicity of H q at the point (C, π) on the curve V .
For such (C, π) in K(α ′′ , β, γ, Γ ′′ ) there are unique choices of points {q i,j }, {r i,j } on C (up to permutations of {r i,j } for fixed i): 
Define the map (C,π) as follows:
where ν is a homeomorphism andπ is an immersion. Each node of C is mapped to a tacnode (of some order) ofC, and ν : C →C is a partial normalization. ThenC has arithmetic genusg := g + (m i − 1).
Let Def (C,π) be the deformations of (C,π) preserving the incidences through s 1 , . . . , s Υ−1 and the tangencies (π
Proof. We will show the equivalent result: the vector space of firstorder deformations of (C,π) preserving the tangency conditions (but not necessarily the incidence conditions s 1 , . . . , s Υ−1 ) has dimension Υ + (m i − 1), and they are unobstructed.
As (C,π) is an immersion, there is a normal bundle toπ
By property P3, asπ * (K X +E − r i,j ) is negative on every component ofC,
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Thus there are Υ + (m i −1) first-order deformations, and by (4) they are unobstructed.
For convenience, let N := NC /X (− i · q i,j − (i − 1) · r i,j ). By the proof of the above lemma, H 0 (C, N) is naturally the tangent space to Def (C,π) . Now −K X restricted to C ′ has degree K X · E = 2 + E 2 ; KC restricted to C ′ has degree Iγ − 2, which is (deg K C ′ ) plus the length of the scheme-theoretic intersection of C ′ and C ′′ ; and
so the restriction of N to C ′ is the trivial line bundle.
Also, if q is a general point on
Let J be the Jacobian ideal ofC. In anétale neighborhood of the (C, π), there are natural maps
where the differential of σ is given by the natural map
Lemma 5.4. In a neighborhood of the origin, the morphism
is an immersion, and the tangent space to σ(Def(C,π)) contains ∆ m and is not contained in the union of hyperplanes ∪ j {b j,0 = 0}.
Proof. From (5), the Zariski tangent space to the divisor σ * (b j,0 = 0) is a subspace Z of H 0 (C, N) vanishing at a point of C ′ (the j th tacnode). But N| C ′ is a trivial bundle, so this subspace of sections Z must vanish on all of C ′ . As there is a section of N that is non-zero on C ′ , Z has dimension at most h 0 (C, N) − 1 = dim Def(C, π) − 1. This proves that 28 σ is an immersion, and that the tangent space to σ(Def(C,π)) is not contained in {b j,0 = 0}.
Finally, if S is the divisor (on Def(C,π)) corresponding to requiring the image curve to pass through a fixed general point of E, then σ(S) ⊂ ∆ m , as the image curve must be reducible. As σ is an immersion,
so we must have equality at (6), and the linear space ∆ m = σ(S) is contained in σ(Def(C,π)), and thus in the tangent space to σ(Def (C,π) ).
Thus the image σ(Def(C,π)) satisfies the hypotheses of Lemma 5.1, so the closure of the inverse image σ −1 (∆ m−1 \ ∆ m ) will have m i / lcm(m i ) reduced branches, each having intersection multiplicity lcm(m i ) with σ −1 (∆ m ) and hence with the hyperplane H q . Since in a neighborhood of (C, π) the variety V is a curve birational with ρ(V ) = σ −1 (∆ m−1 \ ∆ m ), we conclude that the divisor H q contains K(α ′′ , β, γ, Γ ′′ ) with multiplicity m 1 · · · m |γ| = I γ .
This completes the proof of Proposition 5.2. As an added benefit, we see that V D,g m (α, β) has I γ / lcm(γ) branches at a general point of K(α ′′ , β, γ, Γ ′′ ).
The Recursive Formulas
We now collect what we know and derive a recursive formula for the degree of a generalized Severi variety. Fix D, g, α, β, Γ so that Υ > 0 (e.g. (D, g, β) = (kF, 1 − k, 0) when X = F n ). Assume throughout this section that Γ consists of distinct points. Let H q be the divisor on V D,g m (α, β, Γ) corresponding to requiring the image to contain a general point q of E. The components of H q of intersection dimension Υ − 1 were determined in Theorem 3.1, and the multiplicities were determined in Propositions 4.1 and 5.2: 
where the second sum is over all
Intersect 
Using this formula inductively, one sees that N D,g (α, β, Γ) is independent of Γ (so long as the {p i,j } are distinct). where the second sum is taken over all α The corresponding observation for the plane is due to E. Getzler (cf.
[Ge] Subsection 6.3), and nothing essentially new is involved here. The notation is slightly different from Getzler's; the introduction of a variable w corresponding to the arithmetic genus avoids the use of a residue.
Define the generating function
Then by a simple combinatorial argument,
Substituting this into (7) yields a differential equation satisfied by G irr :
where G irr | y k →y k +kw is the same as G irr except y k has been replaced by (y k + kw). (Once again, this should be compared with Getzler's formula in [Ge] 
where the second sum runs over choices of (This recursion is necessarily that produced by the differential equation (8).)
The proof is identical, except that rather than considering all maps, we just consider maps from connected curves. The Type I components that can appear are analogous. The Type II components consist of maps from curves C = C(0)∪· · ·∪C(l) where C(0) maps isomorphically to E, and C(i) intersects C(j) if and only if one of {i, j} is 0. (In the previous "possibly reducible" case, we only required "C(i) intersects 
