Adjusting the metabolic network organization to the environment by tuning enzyme expression levels is crucial for cellular growth, in particular in a changing environment or during metabolic adaptation. Metabolic networks are often studied with optimization methods applied to constraint-based steady state models. But, a corresponding dynamic modeling framework including a tight interplay between metabolic fluxes and gene expression is currently lacking. Due to that, the cost of producing enzymes so far could not be taken into account in dynamic optimization of metabolic fluxes.
Introduction
A key aspect of cell dynamics is the ability to adapt their metabolism to changing environments. These adaptations involve a re-organization of enzyme expression levels, in order to accommodate for variability in nutrient abundance and environmental shocks that have a deleterious impact on growth. These dynamic responses emerge from a complex array of regulatory interactions between metabolism and the genetic machinery. Since many of these interactions are unknown or not fully understood, a full mechanistic grasp of how they control metabolic adaptations is currently beyond our reach. Moreover, the analysis of large-scale mechanistic models is typically hampered by the high number of molecular species and parameters involved.
An alternative approach to predict metabolic adaptations is to assume an underlying optimality principle [1, 2, 3] . Numerous studies have considered metabolic adaptations in microbes by computing optimal metabolic fluxes in a stoichiometric model under a suitable objective function [4, 5, 6, 7] . Stoichiometric models are a coarse description of a metabolic network and cannot provide information on the enzymatic concentrations. Several approaches have attempted to overcome this by integrating gene regulation with stoichiometric models, either by modelling enzyme expression qualitatively with Boolean variables describing regulatory effects [8, 5] , or by explicitly including enzyme capacity constraints in the optimization problems [9] .
Computational models for integrated networks of metabolism and gene expression can potentially predict metabolic network organization better than those considering only metabolism, especially in situations of changing environments and metabolic adaptations. In order to capture biomass or gene expression dynamics in connection with metabolic networks, previous studies have mostly used ad-hoc combinations of various modeling frameworks. Examples are combinations of constraintbased steady state models with ordinary differential equations or Boolean regulatory logic [3, 5, 10] . While this combination approach has been quite successful in proposing integrated models up to whole-cell dynamics [11] , its mathematical foundations remain unclear. A clear mathematical characterization of simulation results from such models is lacking, and the reliability of the associated simulation code is hard to assess. As an example of a recent discussion of such issues, some mathematical pitfalls of combining numerical integration of differential equations with linear programming have recently been discussed in [12] .
In this paper, we propose a dynamic modeling framework for metabolic networks coupled with gene expression of enzymes and production of other macromolecules. We develop an optimization algorithm to predict optimal time courses for nutrient uptake, metabolic fluxes, and gene expression rates in such networks.
The classical approach to constraint-based optimization of metabolic fluxes, commonly called Flux Balance Analysis (FBA), relies on an optimization problem with algebraic constraints stemming from a steady state restriction [13, 14, 15] . Mathematically, the FBA approach in the simplest form leads to a linear program of the form
where v is the reaction flux vector, c a biomass weighting vector, S the stoichiometric matrix, and v min , v max are lower and upper component-wise bounds on the fluxes, respectively. While the most common optimization objective is the maximization of the biomass production, an experimental evaluation also highlighted additional biologically relevant objectives [16] . One point of critique to FBA is that the biomass composition is usually described very coarsely. While growth-rate dependent changes in the biomass composition have been taken into account in the past [17] , metabolic constraints related to the actual biomass composition as enzymes or other cellular macromolecules are usually not considered. At least on the level of individual metabolic pathways, there is good evidence that the production costs for enzymes is an important factor in the regulation of these pathways [18] . Thus, it seems quite promising to include these costs into optimization-based approaches to metabolic network analysis via a more detailed description of the biomass composition. As an extension to FBA in this direction, [9] have proposed resource balance analysis (RBA). This includes the conversion of metabolites into specific enzymes and other proteins in the network, and adds the enzymatic capacity as constraint on metabolic fluxes for the optimization. RBA yields a linear optimization problem and can intrinsically describe changes in both the growth rate and biomass composition due to environmental changes from an optimization principle alone. A conceptually equivalent approach has been proposed independently in [19] under the term ME (metabolism and macromolecular expression) model. Both approaches are however limited to situations of steady exponential growth.
When modelling batch processes or changing environments, the analysis needs to go beyond the steady state assumption and take the dynamics into account. FBA has been used in an iterative way to predict dynamic changes in biomass and nutrient concentrations [3] , but the biophysical justification for the instantaneous steady state optimization remained unclear. Also, the numerical accuracy of this approach can at best be evaluated heuristically or by experimentation, unless specialized numerical algorithms are applied [12] .
By formulating an appropriate dynamic optimization problem, it is possible to compute optimal fluxes over the whole time range of interest. This approach has been proposed in dynamic flux balance analysis (dFBA) [20] . In dFBA, one can distinguish between a "static optimization approach (SOA)", similar to the previously used iterative FBA [3] , and a "dynamic optimization approach (DOA)". The static approach is useful to get feasible nutrient and biomass dynamics under metabolic constraints, but it cannot resolve the optimization problem over the complete timescale of interest. The dynamic approach DOA directly considers an objective function which depends on the dynamics over the complete timescale, potentially under dynamic metabolic constraints, and thus provides a consistent solution to the dynamic optimization problem. However, in the same way as classical FBA, dynamic FBA uses only a coarse description of biomass composition. Biomass is captured only as one component, and different allocations of biomass to different metabolic tasks, such as considered in RBA, cannot be resolved.
In the study described here, we developed a rigorous mathematical framework for dynamic models of coupled metabolism and gene expression. We denote such models with the term metabolic-genetic networks. With a mathematically rigorous timescale analysis, we show how this model can be approximated by a quasi steady state, constraint-based part for the intracellular metabolism, and a dynamic part for the evolution of biomass and substrate concentrations. Based on the metabolic-genetic network modeling framework, we developed a dynamic optimization approach with a more detailed description of biomass, taking the enzyme cost into account, which we call dynamic enzyme-cost FBA (deFBA). The deFBA method respects biophysical constraints motivated from resource balance analysis [9] , and additionally includes dynamic changes in biomass composition and substrate concentrations.
A comparison of the newly proposed deFBA method with established constraint-based modeling and optimization approaches is shown in Table 1 . The distinction among the methods is based on two dimensions: one for the type of optimization approach (static, iterative, or dynamic) and one for whether the enzyme production cost is taken into account for the optimization or not. The comparison highlights the improved generality of deFBA compared to established methods with respect to these two dimensions. We applied the deFBA method to two exemplary metabolic-genetic networks, one minimal case study network, and a larger network modeled after core cellular processes. For the example of a minimal metabolic-genetic network, we evaluated the dynamics resulting from an optimization with a set of biologically meaningful objective functionals. No enzyme cost FBA [13] iFBA [3] , dFBA (SOA) [20] dFBA (DOA) [20] Enzyme cost included RBA [9] , ME networks [19] deFBA (this paper)
Using a Michaelis-Menten reaction rate for the substrate uptake, we showed that the minimal metabolic-genetic network is equivalent to the empirical Monod growth kinetics. In a dynamic optimization with objective functionals, where either the time to metabolize the substrate is minimized or a discounted biomass integral is maximized, we also observed a close correspondence to the Monod kinetics. We argue that this observation supports the biological validity of these objective functionals.
For the larger network of core cellular processes, we focussed on the discounted biomass integral as objective function. We analyzed different scenarios of nutrient availability which are relevant in biotechnological studies, including the switch from one carbon source to another and growth under oxygen limitation. With the dynamic optimization approach, we observed clearly distinguished growth phases, obtained biologically reasonable adaptation dynamics upon changes in nutrient availability, and could relate the dynamic biomass composition of the cells to the growth situation.
In summary, the proposed deFBA method for metabolic networks coupled with gene expression allows to infer the dynamic metabolic state of the cell from biophysical capacity constraints under an optimality principle. The approach is able to predict metabolic changes incurring from an organism's adaptation to a dynamic environment, without needing to know the involved regulatory mechanisms.
Results

Timescale approximations of metabolic-genetic networks
Our dynamic optimization algorithm is based on a dynamic mass balance model of a metabolicgenetic network. We first present a rigoros timescale separation, which holds for networks with general stoichiometries and allowed for a more efficient optimization. We modeled metabolic-genetic network via three types of molecular species:
• Extracellular nutrients and waste, with the molar amount vector Y ;
• Intracellular metabolites, with the molar amount vector X;
• Macromolecules like gene products or large metabolites forming cellular building blocks, with the molar amount vector P .
We split the network fluxes accordingly into three classes:
• Exchange fluxes V y between the cell and the environment;
• Metabolic fluxes V x converting one set of metabolites into another one;
• Biomass fluxes V p converting metabolites into macromolecules or vice versa, for example gene expression or anabolic reactions.
The proposed timescale separation relies on the observation that macromolecules are composed of a large number of small metabolites, and that the production of macromolecules is slow compared to metabolic reactions. A simple production reaction for a macromolecule P from a single metabolite X may be represented as αX → P , where α is a large stoichiometric coefficient.
As a minimal example for such a metabolic-genetic network, we considered a nutrient uptake network composed of one nutrient Y , one intracellular metabolite X, and one gene product P . The minimal network consists of an uptake reaction V y and a biomass reaction V p as follows:
For a general network of this type, we derived the differential equations for the network dynamics from mass balancing asẎ
where the matrices S i j , i, j ∈ {x, y, p} describe the stoichiometry of species i in reactions j. In this model, we also scaled the rate laws for such reactions with a small dimensionless factor ε, to capture their relatively slow progression.
The timescale separation is expressed mathematically as the limit α → ∞, ε → 0, with the product αε staying constant. On the long timescale, we obtain a dynamic model for changes in the substrate concentration and the biomass, together with a quasi steady state model for the dynamics of the intracellular metabolites. For a large but finite value of α, we derived an approximation to the original model (3) asẎ
together with the quasi steady state constraint
which couples the exchange fluxes V y to the biomass fluxes V p via the metabolic network. For the minimal metabolic-genetic network introduced in (2), the approximated dynamics are given byẎ
Dynamic optimization in metabolic-genetic networks
We developed a new dynamic optimization approach to predict the time-courses of fluxes, substrate concentrations, and biomass in metabolic-genetic networks, which we call dynamic enzyme-cost FBA (deFBA). We included constraints on enzyme capacity and biomass composition as in resource balance analysis (RBA) [9] , but considered a dynamic flux optimization problem as in the dynamic approach of dFBA [20] . The optimization algorithm is based on the reduced model (4)-(5).
We included the following biophysical constraints in the optimization problem:
• Enzyme capacity constraints. Generally, reaction fluxes are limited by upper and lower bounds of the form
where E is the amount of available enzyme, V 1 to V m are the fluxes catalyzed by this enzyme, and c 1 to c m are the k cat values for these reactions. At the network level, this translates to the constraints
where the matrix H E selects the enzymatic components of the macromolecule vector P , the matrix H C contains the inverse of k cat values as in (8) , and the inequalities are taken element-wise. For reversible reactions, the matrices H C and H E include multiple replicates of the coefficients in (8) with positive or negative signs according to the feasible flux directions. Therefore, the number of rows in the matrix
where K is the number of enzymes and k i the number of reversible fluxes catalyzed by enzyme i.
• Biomass-independent flux bounds, for example positivity of irreversible fluxes.
• Positivity of molecular species.
• Biomass composition constraints. For example, the amount of structural cell components would put an upper bound on the feasible enzyme amount.
where h B ∈ R q B , with q B the number of biomass composition constraints, and H B is a matrix of appropriate dimension.
For the dynamic optimization problem, these constraints are path constraints, i.e., they must be satisfied at every time point within the optimization horizon. We combined the reduced model (4)-(5) for a metabolic-genetic network with the biophysical constraints into a dynamic optimization problem as described in the Methods section. This optimization problem was then solved numerically via collocation methods [21, 22, 23] , as described in the Appendix.
Analysis of a minimal metabolic-genetic network and the Monod growth kinetics
As a first case study to demonstrate the deFBA approach, we considered the minimal nutrient uptake network introduced in (2), with the approximated dynamics given by (6)- (7). We used the deFBA method to compare the optimal solutions for three different objective functionals. Biomass maximization is a common objective used in classical flux balance analysis [15] . We incorporated it into our algorithm in two alternative ways: first, as biomass maximization at the end of the optimization horizon, and second, as discounted maximization of the biomass integrated over time. The maximization of terminal biomass has also been used in dFBA [20] , whereas discounted biomass objective has been used as an evolutionary fitness measure in a recent analysis of microbial metabolism [24] . As third objective, we considered the minimization of the time required to metabolize the available nutrient completely. The minimization of the substrate consumption time has also been used previously to predict enzyme concentrations in pathway activation [25, 26] . Mathematically, the three objective functionals were defined as follows.
• Maximize biomass at the end of the considered time interval:
• Discounted maximization of the biomass integral:
with a discount parameter µ ≥ 0.
• Minimization of the time required to metabolize all nutrients:
with the terminal constraint
The biophysical inequality constraints for this example were given by positivity of the molecular species and irreversibility of the two fluxes:
We also constrained the enzymatic capacity according to (8) , where P is considered as an enzyme catalyzing both the uptake reaction V y and the biomass reaction V p :
where k y and k p are the enzymatic rate constants for V y and V p , respectively. We performed an analytical study of the optimization problem for the objective functionals J 2 and J 3 , which is described in Appendix. The analysis showed that there is a unique optimal solution which is biphasic and composed of an initial exponential growth phase until the substrate is completely metabolized, followed by a stationary phase of nil growth. This is in agreement with the typical growth kinetics of bacterial cultures [27] . We also found that the time t s at which the culture switches from exponential to stationary growth is:
where Y 0 and P 0 are the initial concentrations of metabolites and biomass, respectively. We computed numerical solutions for all three objective functionals, using a discretization approach as described in the Methods section. The optimization results are shown in Figure 1 . In case of objectives J 2 and J 3 , the optimal solution is in agreement with the biphasic growth kinetics. In contrast, the optimal growth curves for objective J 1 display delayed growth kinetics, especially at later times, and spurious oscillations in the uptake fluxes. This is related to non-uniqueness of the optimal solution, as indicated by the numerical results on flux and biomass variability for the Since the proposed optimization method does not assume specific reaction kinetics, it yields optimal solutions that, in principle, may not be realizable with any plausible biochemical mechanism. To check whether the optimal biphasic growth profile is consistent with a realistic kinetic law, we compared it to the simulated growth curves obtained with a typical kinetic model. We extended the minimal metabolic-genetic network to a kinetic model with reaction rates given by the Michaelis-Menten law:
For a faithful comparison with the dynamic optimization results, the parameters k cat,y and k cat,p need to satisfy the enzymatic capacity constraint (18) . We used parameter values ensuring that the enzyme P operates at full capacity, corresponding to the constraint (18) being satisfied with equality. Together with the quasi steady state constraint (7), we obtained parameter values given by
Simulations of the kinetic model (shown in Figure 2 ) were practically identical to the optimal solutions for objectives J 2 and J 3 , both of which were computed without presupposing any specific uptake kinetic law. To explain this phenomenon, we sought to establish an explicit link between the minimal nutrient uptake network (2) and the classical Monod model [27] . We found that for an uptake reaction V y in the minimal network (2) according to a Michaelis-Menten rate law
the reduced model is identical to Monod growth kinetics given bẏ
In the model (23), Y denotes the substrate, P is the biomass, y = Y /ϑ e the substrate concentration,
is the empirical growth rate, and ≥ 0 is the yield coefficient [28] . The proof is given in the Appendix.
Dynamic optimization of a core carbon network
Network description
We constructed a metabolic-genetic network model (see Figure 3 ) as an abstraction of core processes relating carbon uptake and growth. It accounts for the uptake of different extracellular species as nutrients, including two carbon sources Carb1 and Carb2, oxygen, fermentation products, and other organic molecules. The model includes the major anabolic and catabolic processes together with the translational mechanisms for ribosome and enzyme assembly. The metabolic part of the model closely follows the network proposed in [8] , where it was used as an example to study regulation of metabolic fluxes. However, while the original model uses Boolean rules for switching specific fluxes on or off, we did not include any regulatory logic. Instead, we added a more detailed biomass description and aimed to infer adaptative dynamics from our dynamic optimization approach. The model is detailed in Table 2 together with the assumed enzyme catalytic constants. The biomass components are enzymes for all catalytic reactions, a structural component S, and ribosomes R. To get reasonable flux bounds on reactions describing diffusive exchange across Ethanol fermentation, (6) citric acid cycle, (7) amino acid metabolism. Extracellular species correspond to different nutrients and waste products as detailed in the main text. Intracellular species A-H correspond to abstracted metabolites. O2 is intracellular oxygen.
the plasma membrane, we defined the structural component S as the enzyme "catalyzing" these reactions, together with an appropriate rate constant. Despite its relative simplicity, this abstract model includes a range of metabolic processes typically found in microbes, such as uptake pathways for alternative carbon sources, aerobic and anaerobic glycolysis, and the uptake and synthesis of lipids and amino acids. The network includes fermentation products D and E, which can also be reutilized as nutrients when oxygen is available. The amino acid H can be used directly for the synthesis of proteins, or be diverted to the carbon metabolism. The network is parametrized such that we expect Carb1 to be the preferred carbon source compared to Carb2, since the corresponding uptake pathway Carb1 → A 
Biomass reactions 400 H + 1600 ATP → T C1 R 2.5 Enzymes are denoted as T * for transport enzymes and E * for catalytic enzymes. The "enzymes" for biomass reactions and diffusive transport are the ribosome R and the structural component S, respectively. The catalytic constants of the enzymes are based on typical k cat values in metabolism [40, 41, 42] , and the catalytic constants of the ribosome are based on measured translation rates in E. coli [43] . The ATP requirements for the gene expression reactions are deduced from a flux-based analysis of gene expression [44] . The metabolic part closely follows the original model presented in [8] , apart from some reactions being reversible here, but the biomass reactions in the third section have been newly added. 11
is modelled with a higher enzymatic efficiency and a lower cost in terms of enzyme production compared to the pathway Carb2 → A. The biosynthetic pathways B → F and G → H are modelled to require a substantially larger investment in terms of enzyme production cost compared to the uptake pathways F ext → F and H ext → H. By the C-G cycle, the carbon sources can be completely catabolized under aerobic conditions. Otherwise, they can be catabolized to the fermentation products D and E. We used our deFBA algorithm to predict the substrate concentrations, biomass composition, and growth kinetics under three different metabolic adaptation processes: carbon switch, oxygen limitation and rich medium growth. Since the analysis of the minimal network suggested that maximizing the discounted biomass integral is a biologically reasonable objective in a dynamic setting, we used this objective function for the analysis of the core carbon network. We modelled each scenario by manipulating the model's initial conditions as detailed in Table 3 . Details on the setup of each scenario are described in the Methods section. 
Scenario 1: carbon switch
In this scenario, we studied cellular growth under both carbon sources, with a low concentration for the presumably preferred molecular species Carb1, and a high concentration for the species Carb2.
The optimization predicted four distinct growth phases, labelled a-d in Figure 4 . In phase a, cells grew exclusively on Carb1. After its depletion, they switched to Carb2 uptake (phase b). The optimization predicted a nutrient uptake pattern comparable to catabolite repression [29] , where a preferred carbon source (Carb1) is completely consumed before cells switch to the non-preferred carbon source (Carb2). In the growth phases a and b, cells produced the waste metabolite D. When both carbon sources were consumed, the optimization predicted re-consumption of the previously excreted waste metabolite D (phase c), thus being able to sustain growth, though at a significantly lower rate. After complete consumption of the substrate, the stationary phase d was reached. Interestingly, the predictions reveal a significant intracellular reorganization well before the complete depletion of the second carbon source (see Figure 4 B-C). This suggests that the optimal response entails a cellular adaptation to the impending nutrient depletion, reminiscent of changes in gene regulation observed in S. cerevisiae just before a glucose-gluconeogenic switch [30] . Figure 4D illustrates the predicted reorganization of the metabolic network. Glycolysis, represented by the enzyme E B , was only active in phases a and b. The C-G cycle, involving enzymes E G and E N , was most active in phase c, where ATP production from glycolysis ceased and had to be substituted by respiration. There was a significant drop in activity of the amino acid synthesis pathway represented by E H in phase c, presumabely related to the lower enzyme and ribosome biomass fraction in that phase. Table 2 for enzyme labels.
Scenario 2: oxygen limitation
In this scenario, we studied cell growth under limited oxygen availability. The deFBA predictions gave rise to five growth phases, labelled a-e in Figure 5 . In phase a, cells grew aerobically on Carb1.
In phase b, oxygen was depleted and cells continued to grow anaerobically, producing both waste metabolites E and D. There was also a significant drop in the growth rate during phase b, but since this phase was very short, it is unclear whether this was an effect of the anaerobic conditions, or already an adaptation to the impending depletion of Carb1, as observed in Scenario 1. The growth phases c and d show that there is also an order of preference in the re-metabolization of waste products. With the small continuous supply of oxygen that is considered in the model, cells first grew exclusively on E (phase c), consuming D only after E has been depleted (phase d).
Phase e was then the stationary phase. From the metabolic network organisation shown in Figure 5 D, we got similar results as in scenario 1 concerning glycolysis and amino acid synthesis. According to the oxygen limitation, there was a significant drop in the respiratory activity, represented by the enzyme E T , after phase a.
Scenario 3: growth in rich medium
In this scenario, we studied the effect of adding amino acids (F ext ) and lipids (H ext ) to the medium for cells grown previously on Carb1 alone. We observed five growth phases, labelled a-e in Figure 6 . In phases a, where also H is available in the medium, cells grew with a significantly higher rate than in the other scenarios. Initially, cells were assumed to be adapted to a medium without amino acids and lipids, and the optimization predicted an initial transient where cells adapted to the new medium. For this adaptation, the model predicts expression of amino acid and lipid transporters so as to shift from synthesis to uptake of amino acids and lipids from the medium. This leads to an increased growth rate in the later stage of phase a, due to the decreased enzyme cost in this state. In relation to that, during phases a and b the ribosomal biomass fraction was significantly increased (Figure 6 C) , while the enzymatic biomass fraction was reduced. This agrees with previous studies about the dependence of growth-rate on global cellular parameters, where increased mRNA and decreased protein fractions have been associated with increased growth rate [31] . After depletion of external F and H, the ratio between ribosomes and enzymes reverted back to the original state, while the cells continued to grow on Carb1 alone (phase c). When Carb1 was depleted, cells re-metabolized the waste product D (phase d), before entering stationary phase (e).
An additional observation from the metabolic network organization shown in Figure 6 D is that glycolysis was most active only in phase b, presumabely due to the need of precursor molecules for amino acid synthesis after the extracellular supply of H had been used up.
Discussion
In this paper we have presented a dynamic optimization algorithm for metabolic networks coupled with gene expression. Based on a mathematically rigorous timescale approximation, we obtained a reduced model for metabolic networks coupled with biomass dynamics and gene expression, where the metabolic fluxes are computed from a quasi steady state approximation, while the nutrient concentrations, enzyme expression levels and other biomass components are described by a system of differential equations.
Including biophysical constraints such as enzyme capacity and biomass composition, we developed a dynamic optimization approach, called dynamic enzyme-cost flux balance analysis (deFBA). The algorithm allows to predict the time courses of metabolic fluxes and biomass concentrations from an optimality principle. Our approach provides a generalization to the currently established dynamic flux balance analysis (dFBA) reported in [20] , and offers two significative advantages even over the dynamic optimization approach in dFBA. Firstly, it can readily account for constraints on enzyme levels and their biosynthetic cost. Secondly, it is based on computationally cheap linear optimization techniques and thus seems well suited for larger scale networks. Computational costs can become particularly limiting in dFBA, as it is based on non-linear optimization techniques that are hard to scale with network size. In addition, deFBA solves one optimization problem for the dynamics over the complete time interval, thus also avoiding numerical problems in differential equations constrained by linear programs [12] , as encountered in iterative FBA or the static optimization approach of dFBA [3, 20] .
The deFBA approach allows to predict changes in the enzyme expression levels from an optimization principle alone, without the need of explicit models for gene regulatory interactions which were proposed in other FBA-related methods [8, 5] . We exploited this feature by using deFBA to predict metabolic adaptations in two biologically relevant metabolic-genetic systems: a minimal nutrient uptake network and a larger core carbon uptake system.
For the minimal network we showed numerically and analytically that the optimal growth kinetics are composed of an exponential and a stationary phase. These biphasic growth kinetics appear in the solutions that maximize the discounted biomass integral or minimize the nutrient metabolization time. We subsequently found that these optimal growth kinetics are essentially equivalent to the classical Monod model of bacterial growth [27] and can be accurately modelled with uptake kinetics following a Michaelis-Menten law. This result can be interpreted as a rigorous derivation of the Monod growth model, which was so far an empirical model based on observed growth dynamics. The close correspondence of the Monod growth model with the dynamic optimization results suggests that maximization of the discounted biomass integral or the minimization of the metabolization time are biologically plausible objectives in a dynamic context, and in fact both have been previously used in evolutionary [24] or metabolic studies [25, 26] , respectively.
The plausibility of other objective functionals should also be examined in deFBA, similarly as has been done for static flux balance analysis [16] . However, some objectives which have been proposed there, such as the maximization of ATP production, seem to be more appropriate for networks focussing on the metabolic level alone, and may not be appropriate for metabolic-genetic networks. Despite that, in a dynamic context, also objective functionals which do not make sense in a static context become plausible, such as the minimization of the metabolization time discussed above.
Since it was the objective originally proposed with dFBA [20] , we also considered the maximization of the final biomass in the minimal network, but the predictions showed a significant variability due to non-uniqueness of the optimal solution. Such non-unique optimal solutions are a common problem with all constraint-based models [32] . In networks with two equivalent parallel pathways, classical FBA would not be able to predict which of the two is active. This situation can be remedied by considering differential enzyme costs for the two pathways, as first suggested for a static context in [9] , and for a dynamic context in this study. In dynamic optimization approaches, non-uniqueness may be even worse. For example, when only the biomass at the end of the prediction horizon is maximized, a dynamic approach may not be able to decide whether a single pathway is active early or late within this horizon. In the minimal network presented here, non-uniqueness translated into biologically implausible flux dynamics for this kind of objective functional. The alternative objective functionals that we proposed in this study remedied the problem with non-unique optimal solutions in the time domain, as growth at an earlier time would give a better objective functional value than growth at a later time.
Our study on the core carbon network used a larger model that includes the uptake of different extracellular species (including nutrients, oxygen, and organic precursor molecules) together with some of the main energy turnover processes, and the assembly of ribosomes and enzymes. We applied the deFBA method to predict the growth kinetics and time courses for substrates and biomass composition that maximized the discounted biomass integral in three scenarios. These scenarios were chosen from classical examples of metabolic adaptation processes: the switch from one carbon source to another, growth under reduced oxygen availability, and the transition of cells to a rich medium, which subsequently gets depleted of nutrients. The resulting growth kinetics reproduce a number of known biological observations, such as the overall cellular composition under different growth conditions [31] or a hierarchy of preference for different carbon sources [33] . The results show that a significant change in gene regulation before an impending nutrient depletion would be optimal for cellular growth. In view of recent experimental results on gene regulation during the glycolytic-gluconeogenic switch [30] , we suggest growth optimality over the switching point as theoretical explanation for regulatory activity before the switching time point.
Since the metabolic part of the network closely resembles the one studied in [8] , it is insightful to compare the regulatory FBA (rFBA) method applied in [8] with our deFBA method. Both approaches result in different growth phases with a distinct metabolic flux pattern. For the specific scenarios, both the carbon switch and the anaerobic growth have also been studied in [8] and gave similar results, for example the preference for one carbon source over the other. Importantly, in rFBA, this preference resulted from explicitly building it into the regulatory logic, while with deFBA, it followed implicitly from the different enzymatic efficiencies and metabolic costs of the alternative pathways. A significant difference is that our results predict the re-metabolization of fermentation products, similar to an observed acetate re-utilization in E. coli [3] , which has also been reproduced in iterative FBA [3] and dynamic FBA [20] . In the metabolic model studied in [8] , the corresponding reactions were modelled as irreversible, but the authors do not discuss any reasons for this modeling decision.
An important general distinction between rFBA and deFBA concerns the biological knowledge required to build the network models. In rFBA, fluxes are constrained by Boolean rules modeling regulatory mechanisms, which have to be known in the modeling step. With deFBA, regulatory interactions are not included in the model, but the specific enzymes for each reaction together with their metabolic production costs are added to the network and thus need to be known. Importantly, these two approaches do not exclude each other: it should be well possible to construct network models with both regulatory constraints and constraints from the capacity and metabolic costs of individual enzymes.
Although we have focussed on the metabolic constraints relating to enzymatic capacity, the deFBA framework readily allows for inclusion of thermodynamic constraints on metabolic fluxes [34] . Moreover, a recent study has suggested that constraints on gene regulatory mechanisms may also be relevant and contribute to some mismatch between observed gene expression and fitness levels predicted from the theoretical optimum based on metabolic constraints [35] . The inclusion of suitable constraints on the regulatory mechanisms in a metabolic optimization framework is an open problem, but we suggest that it may become tractable in a dynamic optimization setup such as deFBA, for example by including metabolic costs of gene regulation. In addition, the objective functions considered here do not take the robustness against unpredictable changes in the environment into account, which may also contribute to slower growth than predicted from a pure growth rate optimization [36] .
In essence, the approach presented here deduces dynamic regulation of gene expression from an optimization principle, without any knowledge of regulatory interactions. It yields predictions for biomass dynamics in metabolic adaptations, while respecting constraints of enzymatic capacity and mass conservation.
Methods
Timescale separation
We transformed the extracellular variable to units of concentrations by
where ϑ e is the extracellular volume. Based on this transformation, we rewrote the metabolicgenetic network model (3) asẏ
Mathematically, the timescale separation is achieved by the following limiting case. We took α → ∞ and assumed at the same time that the product αε is fixed to a constant value. This also implies that ε → 0. Also, at the same time we assumed that ϑ e → ∞ such that the ratio α/ϑ e is fixed to a constant value. This ratio corresponds to the ratio between the maximal biomass and the total nutrient supply, and it is necessary for the consistency of the model approximation to keep this ratio constant even in the limit of an infinitely large stoichiometric coefficient α for the transformation of nutrients to biomass. Importantly, we did not transform the intracellular species to concentrations, in order to avoid mathematical difficulties related to a time-varying volume during growth.
A long timescale is defined by
On the long timescale, the metabolic-genetic network is rewritten as
where we use X = dX/dT to denote the time derivative on the long timescale.
Making an approximation to this model is a singular perturbation problem [37] . The fast variable is X and the slow variables are y and P . The quasi steady state is determined by solutions to the steady state constraint (5) on the fast variables. In order to obtain a valid approximation on the long timescale, one needs to confirm exponential stability of the fast dynamics, also called the boundary layer model [37] . The boundary layer model is determined as the approximation on the short timescale as follows. Applying the limit α −1 , ε, ϑ −1 e → 0 to the metabolic-genetic network model (26) , y and P remain approximately constant, and the fast dynamics are given bẏ
We need to assume exponential stability of the metabolic dynamics (29) in order to obtain a valid approximation on the long timescale. Accordingly, the quasi steady state solution is obtained by setting (29) to zero and solving for V y and V p . Denoting this solution asV y andV p , respectively, the reduction of the network (28) in the considered limit is given by y = −α ϑ 
Dynamic optimization
For notational convenience, we introduce the variables Z = (Y, P ) and V = (V y , V x , V p ).
In addition to the biophysical constraints, especially for the minimal-time problem, it was required to define terminal constraints, which were imposed on the network's state only at the end point of the considered time interval. Let Z be a set of admissible values for P and Y at the terminal time t f . We then define the set of all dynamic fluxes that take the network to the desired set within an arbitrary non-negative time t f as
where M[0, t f ] is the set of measurable functions of appropriate dimension over the interval [0, t f ], and Z(t f , V, Z 0 ) is the solution of the differential equation (4) with flux variables V (t) and initial condition Z(0) = Z 0 . The objective functional J in the optimization is given in general form as an integral over the dynamic variables plus a term for the terminal state:
We then posed the following dynamic optimization problem:
A variety of approaches are available to numerically solve optimization problem such as (4.2) [38] . For this study, we applied collocation methods based on a time discretization of the dynamic variables Y (t), P (t), and V (t) [21, 22, 23 ]. The discretized problem was then solved with the Python optimization package cvxopt (http://abel.ee.ucla.edu/cvxopt/). Details are given in the Appendix.
To compute the variability of the optimal solutions (shown in Figure 1 ), we used a similar concept as in flux variability analysis [39] . We solved an optimization problem as given in (36), but with the original objective functional as an additional constraint, and the minimization or maximization of a flux or state variable at one time point as new objective.
Dynamic optimization of the core carbon network
In the three considered scenarios, we fixed the initial total biomass to 0.005 g/l. We computed the initial biomass composition by resource balance analysis (RBA) [9] so as to yield maximal growth rate on Carb1 alone with oxygen being available. Biologically, the initial biomass composition thus corresponded to a cellular state adapted to this nutrient situation. RBA solves a linear program in order to determine the biomass distribution for the maximal growth rate in steady state exponential growth. We used RBA for initialization in order to avoid any spurious initial transients in the time courses resulting from a non-optimal initial biomass composition.
We assumed the culture to be run as a ventilated batch process, with different oxygen flow rates as given in Table 3 . The extracellular oxygen dynamics were modelled by the differential equation
where V O is the oxygen inflow and µ O the ventilation rate. In the full cellular model, the cellular oxygen uptake rate from the reaction O2 ext → O2 is added to the right hand side of (34) . The objective functional is the discounted biomass integral
where b is the weight vector for the individual biomass components, P contains the reaction products of the biomass reactions listed in Table 2 , and µ is the discount factor, chosen as µ = 0.1 min −1 for scenarios 1 and 2, and µ = 0.3 min −1 for scenario 3. The weight vector b corresponds to the sum of C, H, and F components for each biomass species, according to the stoichiometry given in the third section of [F] correspond to the total amount of C, H, and F stored in biomass, respectively.
In addition to the enzyme capacity constraint, we used a biomass composition constraint to ensure that the structural component S makes up for at least 35 % of total biomass. where L q , q = 1, . . . , K are suitable interpolation functions defined on the interval (−1, 1) . In this study, we used the Lagrange polynomials
as interpolation functions. The boundaries of the time intervals are given by t i = ih, i = 1, . . . , N and t 0 = 0. The species variable Z is discretized at the boundaries of the N intervals in time, and its value within an interval is approximated by integrating over the time derivative:
with r(τ ) = 2τ /h − 1.
The continuous optimization problem (36) is now approximated by a discrete problem in which the optimization is done over the vector w ∈ R N K(n+m)+N n , defined by B.2. Solution for objective J 2
To avoid ambiguities, from now on the star * denotes optimal trajectories. We first note that V y ≥ 0 implies that P ≥ 0, because P 0 ≥ 0 andṖ = V y /α ≥ 0 for all V y ≥ 0 and α > 0. In addition, by the quasi steady state constraint V y = αεV p , we have that V y ≥ 0 implies that V p ≥ 0, and therefore the optimization problem can be simplified to maxJ 2 (56) subject to the dynamics (52)-(53), and the constraints
The optimal nutrient dynamics areẎ * = −V * y , which can be solved by integration
This means that for any initial condition Y 0 > 0, the optimal nutrient concentration will reach Y * = 0 only if there exists 0 < t s ≤ t f such that
We will now obtain the optimal uptake rate assuming that equation (59) 
subject to (52)-(53) and 0 ≤ V y ≤ P/K. Since J 2 grows as P (t) grows (pointwise in time) anḋ P = V y /α ≥ 0, the optimal uptake rate V * y must be maximal pointwise in time while respecting 0 ≤ V y ≤ P/K. Intuitively, this means that the optimal rate satisfies V * y = P * /K, but we can also alternatively use a proof by contradiction as follows. Assume that in the optimal solution the constraint V y ≤ P/K is not active, so that V * y = P * /K − δ(t) with δ(t) > 0 on a subinterval of [0, t f ]. Substituting this optimal rate inṖ * = V * y /α we geṫ
Equation (61) 
Using the definition of J 2 = 
which contradicts the optimality of J * 2 , and therefore we conclude that δ(t) = 0 on the interval [0, t f ], apart from a set of zero measure. The optimal uptake rate and biomass concentration are then V * y (t) = 
and solving for t s we get
Therefore, if t f < t s the nutrient never depletes and the optimal solution are the exponentials in (65)-(66). Conversely, if t f ≥ t s the equation in (59) has a solution for t s and we can establish that
V * y (t) = 0, for t ∈ [t s , t f ] .
Note that (69) is true because when Y * reaches zero at t = t s , it can only be made positive by a negative V * y , which would violate the positivity constraint V y ≥ 0. Similarly, if (70) is not true, then V * y must become positive for some non empty time interval after t = t s , but this would imply that Y * < 0 in that interval, thereby violating the positivity constraint Y ≥ 0. We thus conclude that for t ≥ t s , the network enters stationary phase and the biomass remains constant: P * (t) = P * (t s ), for t ∈ [t s , t f ] .
B.3. Solution for objective J 3
In this case the optimal solution for objective J 3 can be obtained with similar arguments as the one for J 2 . Maximization of J 3 is equivalent to minimization of the time it takes the nutrient to deplete (t f ). SinceẎ = −V y < 0 it follows that t f decreases as V y grows pointwise in time. This essentially means that the constraint V y ≤ P/K must be active for t ∈ [0, t f ] and therefore the optimal solution is V * y = P * /K. Following a similar procedure as in the case of J 2 , we have that the optimal uptake rate and biomass concentrations are exponentials
Note that, analogously to equation (59), in this case the time needed for nutrient depletion, t f , satisfies
Substituting (72) in (74) and solving for the optimal t f we get
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C. Proof of equivalence between the minimal metabolic-genetic network and the Monod growth kinetics
Recall from the main text that the minimal metabolic-genetic network was given by
and the dynamics on the long timescale were derived aṡ
In the main text, we state the following result: Proposition 1. If the uptake reaction V y in the minimal metabolic-genetic network (76) is given by the Michaelis-Menten rate law with P as an enzyme and Y as a substrate,
then the long timescale approximation (77) of the minimal metabolic-genetic network is equivalent to the Monod growth kinetics given byẎ = − 1 µ(y)Ṗ P = µ(y)P.
Proof. From the quasi-steady state condition
we have
Then the long timescale approximation of the minimal metabolic-genetic network is given bẏ
By comparing this equation to (79), we see that the dynamics are identical when identifying the parameters with
