Introduction

Equations in fluid dy na mies
The equations in fluid dynamics are classified into four categories according to the viscosity and the compressibility. It is generally believed that, to pass from viscous fluids to ideal fluids (the direction A), one lets the coefficient of viscosity (and also the heat conductivity in the case of compressible fluids) tend to 0, and that to pass from compressible fluids to incompressible fluids (the direction B), one has only to let the Mach number tend to 0. The justification of these phenomena proposes attracting problems in the theory of non-linear equations ( [14] , [2] , [3] , [25] , [4] , [23] , see also [20] , [5] ).
In the present paper, we shall restrict ourselves to the direction B. II.
2. Incompressible limit of the compressible Euler equation
The pressure P and the velocity V of an ideal fluid in i? 3 are, in an appropriate non dimensional form, governed by the following equation: where 3 f = -, y is a constant >1 (for the air y = l, 4) and /l is the reciprocal of the c/i ** ι ι the mean flow speed _.__. ΤΛ . . , . t , Mach number = -----(see [13] ). If one is mterested m the bound the mean sound speed value problem, one should impose the boundary condition (0. 2) < F, rc> = 0 on the boundary, n being the unit normal to the boundary and < , > denoting the Standard inner product in M 3 . Klainerman and Majda [14] showed that, in M 3 , if the initial velocity F 0 is divergence free, divF 0 = 0, and the initial pressure Ρ λ (0) 1 ) has an asymptotic expansion of the form P A (0)~P 0 + A~2p (A -> oo), P 0 being a positive constant, the pressure Ρ λ (ί) tends to P 0 and the velocity Υ λ (ί) approaches to the solution of the incompressible Euler equation s λ -> oo :
(0. 3) ,F + P S (F.V)F = 0, F(0) = F 0 , P s being the projection onto the divergence free (solenoidal) fields. This result has been extended by Agemi [2] to the boundary value problem in a bounded domain.
3. Initial layer
Recently, Asano [3] and Ukai [25] studied this problem in US 3 and found the initial layer of the solution V* (t). More precisely, assuming that the initial pressure has an asymptotic expansion of the form Ρ λ (0)~Ρ 0 + λ~1ρ and without assuming that divF 0 = 0, they showed that the velocity F A (t) approaches the solution of (0.3) with initial data F(0) = P S F 0 . It is this phenomenon derived by Asano and Ukai that we propose to discuss in this paper in the case of the exterior boundary value problem.
4. Main results
We consider the Euler equation (0. 1) in an unbounded domain Ω in ffS 3 with compact smooth boundary S. We assume that Ω is arcwise connected, but nothing is assumed on the shape of the boundary. It is convenient to change the dependent y i-1 variable P in the form 0= -P y . Then we have 7-1
We assume for the sake of simplicity that y = 2. Since we shall assume that the initial pressure has an asymptotic expansion const. + A -1 po» the solution Q*(t) is also supposed to have the same form. Thus, without loss of generality, we set Q = l + -, and 
where the space HP n>1 ( ) is defined in § l, Definition 1. 14 and P s is the projection onto the solenoidal fields which will be defined in § l, Definition 1. 3. The assumption (A. 1) is too strong. We have only to assume the compatibility condition up to some finite order.
Our first result is concerned with the interval of existence, independent of λ, of the solution of (0. 4) and its uniform estimate. 
Theorem A (Uniform Estimate
)
λ>Λ,ίεΙ
The following theorem is the main theme of this article and justifies the derivation of the equation of incompressible ideal fluids from that of compressible ideal fluids. 
Theorem B (Incompressible Limit
V)i; co =0 in Ω, ί e /,
5. Some remarks
The main difficulty of Theorem A lies in the well-posedness of the linearized equation. As has been pointed out by Ebin [6] , the linearized equation of the boundary value problem of compressible ideal fluids is not included in classical frameworks, because the boundary is characteristic and the boundary matrix is not of constant rank near the boundary. This difficulty has recently been overcome by the result of Nishida and Rauch [21] (see also [22] ) showing the // m -well posedness of the linearized equation. However, we shall give here a self-contained proof using the idea of Schochet [23] in which he studied the incompressible limit of the Euler equation in a bounded domain.
In order to prove Theorem B, we need to study decay properties of the solution to the linearized equation of acoustics (Lemma 2. 1). The main tools we shall make use of are those of the spectral and scattering theory developed for the study of Schr dinger operators and first order Symmetrie hyperbolic Systems, in particular, the limiting absorption principle due to Mochizuki [19] and the micro-local estimate for the resolvent [9] , [12] .
6. The plan of the paper
In § l, we prepare basic properties for the linearized operator of acoustics. We shall prove Theorem B in §2 assuming Theorem A and Lemma 2. 1. Sections 3 and 4 are devoted to showing Lemma 2. l, and in § 5 we shall prove Theorem A.
7. Notations
The notations used here are almost Standard. Let 3, = --and for a multi-index Proof. This is well-known for m = 0. In fact, it has been shown by Friedrichs [7] that (1.4) Hwli^CdldivwIl-f ||curlw|| + ||w|i), for any >v satisfying <w, w> = 0 on S. We shall prove this lemma for m = l. The casê 2 is treated similarly.
For the sake of simplicity, we consider the half-space case: 
Similarly
The above five inequalities show that
The general case is treated by reducing the problem to that of the half space, transforming the dependent and independent variables suitably. We do not go into the details, however, since it is what Friedrichs has done in [7] . Π
3. Linearized operator of acoustics
We introduce the self-adjoint realization L of the differential operator L 0 :
with the boundary condition <X n> = 0 on S.
Definition 1. 8. /=(p, v) e D (L) and Lf=g if and only if (/, L 0 h) = (g, h)
for any h = (q, w), where q E C$( \ w 6 Q( ) 3 and <w, n> = 0 on S.
By the classical result of Lax-Phillips [16] , we have The following lemma is an easy consequence of the Definitions 1. 3 and 1. 8.
The important estimates on which we are based are Lemma 1. 12 (Coerciveness Estimates).
Proof. We prove the assertion (1). Put f= (p, v) and Lf= (\p, u) . Then by the very deflnition
for any q e C£( ), w 6 CJ( ) 3 such that <w, n> = 0 on S. Taking g = 0 in (1. 5), one can see that Vp = iu. Hence (1) (2) (3) (4) (5) (6) IIPlL + i^lNL+llpll^HL/L+||/||.
Taking w = 0 in (1. 5), we have (u, Vg)= -ί(φ, g) for any 9 e C^( ). By Lemma 1.11 v e Ο(Ω), since /_LN(L). Applying Lemma 1. 6, we have
(1. 6) and (1.7) prove the assertion (1). The assertion (2) is easily derived from (1) by induction. Π
The rest of this section is devoted to deriving L'-estimates for the resolvent i)- 
Therefore, by using Lemmas 1. 4 and 1. 11
In view of the relation (L + i) Γ (L) g = Γ (L)/ and Lemma 1. 12 (1), we obtain which proves (1).
We turn to the proof of (2). Let /=(?, w) and g = (L + i)" 1 /=(A 4 Then P satisfies
since -/V · v + ip = q and -iVp + it; = w. Let χ 0 and χ 00 be s in the proof of Lemma 1. 4. We put Ρο^ΧοΡ an d P°° = #°°P· Since p 0 is compactly supported, we have by using the assertion (1), (1) (2) (3) (4) (5) (6) (7) (8) (9) \\Po\\wm
Thus jp°° is represented by Green's function which completes the proof of (2) . (3) is derived from (2) 
We want to find the equation satisfied by /°°(i)·
First of all, we treat the part
The crucial fact is the following decay lemma.
We recall that in order that the solution of a mixed problem is regul r, the initial data must satisfy the compatibility conditions. For the equation d t f+iLf=Q it means that the initial data must belong to the domain of some powers of L. This is why we inserted the resolvent (L + 0~3 in Lemma 2. 1.
Admitting this lemma for the moment, we continue the proof. In view of (2. 5), Lemma 2. l and Theorem A, we have
Thus one can easily see that
which in particular implies that
Next we consider the term r 0 (L)f*(t) which satisfies
Again using Theorem A, we see
λ>Λ,ί€ΐ
Let r = n{|x|<r} and C(/; C m ( r )) be the spaee of the C m ( r )-valued continuous functions on /. In view of (2. 10), Sobolev's imbedding theorem and the Ascoli-Arzela theorem, one can conclude that, by passing to a subsequence if necessary,
This, together with (2. 8), shows that
The proof of Theorem B will thus be completed if we let λ = λ ν tend to infinity in (2. 9). We show that
s /l = λ ν -> oo for any g e C^ (Ω) and t > 0. We use the abbreviation Γ 0 = Γ 0 (L), r = T(L), f*=f*(t) to prove (2. 13). First, for an arbitrary e>0, we choose g £ e Q?(i2) such that ||/og -gj<e. Then we have (2. 14) Ι( with a constant C>0 independent of λ. We next split (Α(/ λ )/ λ , g e ) into three parts:
being the formal adjoint of the differential operator Α(/ λ ). Using Theorem A, we have for a constant C £ >0
which shows by (2. 6) that
We split the term (Α(Γ/ λ ) Γ 0 / Λ , g £ ) into two parts:
The first term tends to 0 s λ -»· oo , since Γ/ λ -> 0 weakly in L 2 ( ). The second term is majorized by H-TO/· 1 -r 0 /°°|| L « (nR) (R being a sufficiently large constant), which tends to 0 s λ = λ ν -> oo by virtue of (2. 11). We have, therefore,
It follows immediately from (2. 11) and (2. 12) that
(2. 13) now follows from (2. 14) ~ (2. 18).
With the aid of (2. 9), (2. 12) and (2. 13), we have As (-) converges to w(·) in C(/; C"~4( r )) for any r>0. This shows that in L, 
X denote the operator of multiplication by the function <x> = (l + |x| 2 ) T . 
1. Estimates for the resolvent
For the proof, see [19] , Theorem 4. 2, in which the theorem is not stated in the form above. One can easily rewrite it s above by referring arguments in, for example, [8] . We postpone the proof of Theorem 3. 2 until the end of this section.
2. Decay property
From Theorem 3. 2 follows the following decay property of e~i tL . Argueing in the same way s in [10] , one can obtain the following best possible decay rate
We do not go into the details, however.
Proof of Theorem 2
We employ here the method of micro-localization exploited in the study of Schr dinger operators ( [9] , [10] , [12] ).
Fix an interval J = [a, fe], 0 < a < b < oo and choose R large enough so that Q c d{\x\<R}. We introduce the pseudo differential operators (Ps.D.Op.'s) P and P ± with Symbols p(x, ξ) and p ± (x, ξ) having the following properties: (3) In addition to the assumptions in (2) for P ± , we assume that -1<μ_<μ+<1. Then for any s g: 0 and λ e J Proof. We first prove the lemma for the case without boundary. Let Here we recall the method employed in [12] . By the same arguments s in the proof of [12] , Lemma 1. 1 (that is, integrations by parts and Interpolation) we have with a constant C>0. Thus by passing to the Laplace transform, which proves (2) for R 0 (z).
Proof of (3) for R Q (z). As above, we have only to treat P_ Q + (D X ) (\D X \ -z)"
1 P+. Argueing in the same way s in the proof of [12] , Lemma 1. 3, we have for any 5, JV^O. Passing to the Laplace transform, we have and hence X s P_# 0 (A + iO)P*Z s E B(L 2 (0J 3 )).
We turn to the proof of the lemma for R(z). Take χ(χ) e Q> (M 3 )
such that χ(χ) = 1 for |x| >/? + !, χ(χ) = 0 for |x|<jR. A simple calculation shows that (3. 8) Note that L 0 (V#) is compactly supported. One should also note that P ± χ = P+ + a PS. D. Op. with symbol rapidly decreasing in x, and so is P χ. Now, we prove (1) for jR(z). By (3. 8) and the two facts stated above, we have where P^ is a Ps.D.Op. with symbol rapidly decreasing in x. Theorem 3. l and Lemma 3. 5 (1) for R 0 (z) show that One can also see that
This completes the proof of (1) for R (z).
(2) is proved similarly. (Ω) ). Noting this fact, one can easily prove (3) for R(z) using (2), (3) for 0 (z). D
Once we have established the micro-local estimates given in Lemma 3. 5, we can prove Theorem 3. 2 without any difficulty by following the arguments in [9] , Theorem 1. 9. We briefly explain the idea of the proof. Let χ 0 and χ 00 be s in the proof of Lemma 1. 
(1) to see that χ-*Κ(λ + ίο)ΒΚ(λ + ίΟ)Χ~8ΕΕ(1 2 (Ω)). The third and the fourth terms are decomposed s
Χ~8Κ(λ + iO)P + X s~* · Χ ~5 +δ Κ(λ H-iO) X ~s and
By the suitable choice of <5>1, Lemma 3. 5 (2) and its adjoint, we conclude that these terms belong to B(L 2 ( )), where we must note that P| is equal to a Ps.D.Op. with symbol having the same properties s in (3.5) and (3.6) modulo a Ps.D.Op. with symbol rapidly decreasing in x.
Higher order derivatives are treated by the similar manner, see the proof of [9] , Theorem 1. 9 for details. Proo/. This lemma is essentially due to Ukai [25] . For the sake of completeness, we reproduce the proof. Let U (x, y, t) be defined by t/(x,y,r)=i a(x, Then we have
The stationary phase method on the sphere shows that for a constant C>0 (see e.g. [11] , Appendix).
Therefore, there exists a constant C>0 such that
since λ is restricted to the interval [a, b}. By this estimate, one can see by Integration by parts that
Thus to complete the proof, we have only to note that
B(t) /(x) = f l/(x, x -y, t) f(y)dy. Π
Let M be the differential operator introduced in the proof of Lemma 3.5:°( We turn to the proof of (3). A simple calculation shows that
where L 0 (·) has been defined in (3. 7). We multiply both sides of (4. 3), (4. 4) by φ (t) and integrate in t. Since V/ 00 is compactly supported,
is of polynomial growth in t by virtue of (1), which shows the first two assertions of (3).
Finally, we prove the third assertion of (3 The second term is estimated s follows:
where we have used Lei φ(λ\ ιρ(λ) e C$(K-{0}). Then for any m = 0,1,2 Step. Let J be an operator of extension such that
onto the null space of M and
Strictly speaking, we should also insert the operator of restriction, which is omitted for the sake of simplicity. The first term is estimated s follows: To see this, we rearrange the term r(L)
(D x y being the Ps.D.Op. with symbol <£>· Lemmas L 5 and 1.11 imply that r(L)r 0 (M) < x >~2 is a compact operator, which proves (**) 2 by Lemma 4. 9.
4th
Step. Let χ 0 and χ 00 be s in the proof of Lemma 1. . For any e>0, choose R>0 so that the right-hand side of (*) is less than e. Next, choose ρ>0 so that the right-hand side of (***) is less than ε. Finally, let t tend to infinity in (**) 1^( **) 4 . We have thus completed the proof. Since we shall try to find a solution of (0. 4) in a local time interval / = [0, T], we assume that 0 < T < l from the outset. In the following, C's denote constants independent of λ>\ and T<1.
Linearized incompressible Euler equation
The initial boundary value problem of the incompressible Euler equation has already been studied by Agemi [1] , pp. 180, 181. Although he considered the interior problem, this part of proof also works well for the exterior problem. We quote an important lemma (see [1] , Lemma 7. 1). 
2. Linearized compressible Euler equation
We turn to the linearized compressible Euler equation. Denoting the dependent variable by f=f(t) = (p(t), v(t)) and using the notation A(·) defmed in (2. 1), we consider the following equation:
in Ω, One can now prove the following energy estimate for (5. 5). Applying Gronwall's inequality, we obtain the lemma for w = n-hl.
It remains to prove the lemma for w = l. Let n = 0 in the above arguments. Instead of (5. 11) for n = 0 (note that we derived (5. 1 1) by using the induction hypothesis), we utilize which is derived by applying the energy inequality (5. 7) to the equation satisfied by f'(t). One can then follow the above arguments to prove the case m = l. Π
We prove the # m -well posedness of the equation (5.5). Let neC^( } be an extension of the unit normal field n on S to Ω, and let g E (t) = (q(t), w(f)-fen), β being a small positive constant. We consider the equation with the boundary condition < , n> = 0, where F £ = F E (t) is chosen so that it satisfies the compatibility condition up to a very high order and F E (t) -* F(t) s ε -> 0. Then, s can be checked easily, the boundary matrix is non-singular for small ε>0 and large A>0, hence the usual theory of Symmetrie hyperbolic Systems with non characteristic boundary can be applied to the above equation. This idea is due t o Schochet [23] . Let / ε (ί) be the solution. We introduce the function space Y m equipped with the norm ll/||ym = sup||/(f)|| X m. We want to apply Lemma 5. 5 to / e (i). Here we must note that fei w e(0 = w(i) + er does not satisfy the boundary condition <w(i), /t> = 0 on S. Let us recall that this condition is used only when we derive the energy inequality (5. 7) and the corresponding one for the incompressible Euler equation. Thanks to the positivity of ε, we can also derive those energy inequalities for the case with w(t) replaced by w (t). Thus Lemma 5. 5 is still applicable to f e (t). We then see that {/ e (f)j is a bounded set in ym + i y g j § sma jj enough. A simple compactness argument shows that f B (t) converges to the solution f(t) e Y m of (5. 5) s ε -> 0. This proves that the equation (5. 5) is f/ m -well posed for any m.
3. Non-linear compressible Euler equation
We are now in a position to solve the non-linear compressible Euler equation: We assume that f 0^e €$(Ω) and that sup ||/ 0>A || N+1 <oo, N^'. 
Let h m (t)=f" +1 (t)-fM
Then h" satisfies 1 Iterating this inequality, we obtain ||Ä n ||yw^( -l M, which showes the uniform convergence of f n (t). The uniqueness and the estimate independent of are also obtained similarly.
