











Automatic Electronic Organ Reduction System Based on






To maintain the artistic side of music, it is important that
many people play it. However, musical arrangement is
difficult and time-consuming for amateurs, so even good
music is not arranged for instruments that relatively few
people play. In this study, we propose an arrangement
system that can easily generate scores for various musical
instruments, with the aim of helping to keep music alive.
Here, we target electronic organ arrangements that can
represent a full score. Since such scores include a large
number of instrumental parts, we summarize the melodies
that play the same role using four features (pitch, harmony,
note length, and timbre of the instrument). Next, the
system select a melody cluster for each part, considering the
connections between the melodies and the characteristics of
electronic organs. Finally, we adjust the score to make it
easier to play on an electronic organ. We then conduct
experiments to confirm whether the system can create
arrangements that maintain the original piece’s overall
impression. Here, we compared our new arrangements of
six pieces with the existing electronic organ scores. The
average values of the right hand, left hand, and foot parts
were 0.79, 0.76, and 0.73. The results showed that the
proposed arrangement system can create an electronic organ
































まず, 総譜の楽器パートが多いので, 旋律の音高, 和声, 音価
(音の長さ), 楽器の音色の特徴を用いて, 同じ役割を持つ旋律を
まとめる. 次に, 旋律のつながりと電子オルガンの特徴を考慮









ンは右手, 左手, 足を使って演奏する. また, ピアノは一つの鍵
盤を使うのに対して, 電子オルガンでは三つの鍵盤を使って演






る. 足パートの旋律は, 低音の旋律や和音の根音を主に奏で, 必
ず単音である. 右手パートと左手パートの同時に発音する時の
音域は 1オクターブ以内である.

























ることができないので, 不向きである. 更に, ピアノが常にメロ
ディとベースラインを引き続けているとは限らないので, この
方法では不十分である.









ある. そこで, 本研究では楽曲の役割を一意に決めない. そして

















Pitch), 和声 (Consonance Activity), 音価 (音の長さ)(Sonic






ハーモニーを奏でるため, 同じ時刻 (リズム) で発音されたり,
同じように音高を変化させたりすることが多い. 例えば音程が
異なる図 3(a)(b) の旋律は, 同じ音高の変化とリズムで奏でら




として, 要素数 nのベクトルMP を生成する. この時, 音高の
数字はMIDI(Musical Instrument Digital Interface)のノート





間ごとに全パートが鳴らしている上位 3つの音を求め, 図 4(a)
のような近似的な和声音を作成する.
単位時間ごとに和声音を含む場合を 1, 含まない場合を 0 と
して, 要素数 nのベクトル CAを生成する. これにより, 和声




り, 休符を含まない図 5(a) の旋律と休符を含む図 5(b) の旋律
を区別できる.
単位時間ごとに音が発音された拍を 2, 音を伸ばしている拍
を 1, 鳴っていない拍を 0として, 要素数 nのベクトル SR を
生成する.
図 5. 音価 (音の長さ)の特徴ベクトル


































用いられる 28 種類の楽器音を使う. これらの楽器音は RWC
データベース [9] の実音源を使用している. 楽器の音色は音程
によって変化するので, ここでは総譜で用いられる約 2 オク
ターブ分の音域の音程を用いる. 本稿では, アタックまでの音
声を用いて, フレーム長 64 ms, シフト長 8 ms とし, 14次元の
MFCCでフォルマント構造を求め, それを楽器の音色の特徴量






本研究では, AIC(赤池情報量規準)[10]に基づいて, 混合数 2の




計算する. パート i, j の音色の確率分布を P,Qとしたとき, バ
タチャリヤ距離は式 (1)のように表される. この時, p(x), q(x)
は音色の確率密度関数である. バタチャリヤ距離は, 値が 0 に
近い時は二つのモデルの距離が近いということである (式 (2)).









ると, GMM へ拡張したバタチャリヤ距離は式 (3) によって表
される. K は GMM の混合数である. また, 混合数 K の確率
分布 P において, µpk はの平均ベクトル, detΣpk は共分散行列,
wpk は混合比を表している. 混合数K の確率分布 Qにおいても
同様である.
D(i, j) はペアワイズな値である. それに対して他の特徴量
(旋律の音高, 和声, 音価)は, 楽器ごとに求めているため表現が
異なっている. 本稿では, 多次元尺度構成法 (MDS)[12]を用い
て, D(i, j)の値を楽器ごとの値へと変換する. ここでは 6次元
































に, Isomap[13]で IT ベクトルを 3次元の楽器空間で示した図
である. 例えば, トランペットとコルネットは似たような楽器
であり, 音色も似ている. そのため, 近いところに位置している







で分類するのではなく, あるクラスタに 0.8の割合で属し, もう






四つの特徴量ベクトルに重み wk(k = 1, 2, 3, 4) を掛け合わせ,
一つの特徴量ベクトルとして表現する. 式 (5) はパート i の特
徴量ベクトルを示している. 重みは足して合わせて 1になる値
である.
Xi = [w1MP i w2CAi w3SRi w4IT i] (5)
式 (5)で定義した特徴量ベクトルを用いてクラスタリングを
行う. 式 (6) は目的関数を示している. N は楽器パート数. C
はクラスタの重心数. mは曖昧性を決めるパラメータであり, 1
より大きな値である. uic はパート iのクラスタ cに対する帰属







m‖Xi − µc‖2 (6)









−1 , (Xi ̸= µc) (7)













心の数が 5である時, 適切なクラスタリングができた. よって,
ここでは初期の重心の数を 5 とする. そして, 各重心に近い旋
律を 4つ取ることで最終的なクラスタを生成する. クラスタリ
ングは次の手順で行う.
I 重心の数 C = 5, m = 1.5, パート数 N , 一小節分の各パー
トの音符データを取得.




（b）式 (7)を用いて, C から帰属度 uic を更新.
（c）式 (8)を用いて重心 C を更新.
（d）収束条件を満たしたら終了. 満たさなかったら b) へ
戻る.
III クラスタリングをした結果, 各重心から近い旋律を 4 つ取








て, ここでは離散分布 HMMを使用する. 本研究での HMMは,
図 7 のようなトポロジーになっていて, 8 分音符を一つの状態
とし, 開始状態は 1,2,3,4, 終了状態は 5,6,7,8となっている. ま
た, 各状態では [C,C#, ..., B,休符] の 13 次元の音高情報のベ
クトルを一次元に圧縮したシンボルを出力する.
図 7. 旋律のつながりを考慮した HMMのトポロジー
13次元の音高情報のベクトルを圧縮するために, ベクトル量





と置き換えられる. コードブックの学習には, k-means クラス
タリングのアルゴリズムを用いる. 本研究では, 音高情報のベ
クトルが 13 次元なので, 13 次元のコードブックを 32 個生成
する. すなわち, 音高情報のベクトルが 1～32 の数字のシンボ
ルに表現しなおされるということである. 実験の結果, コード





学習には図 8にあるように, 小節の区切りの前後二拍 (計四拍)
の旋律を用いる. この旋律を VQ によりシンボル列に変換し
て HMM の学習を行う. 右手パートの旋律を使用して右手の




パート, 左手パート, 足パートの HMM に対して尤度を計算し
て, 値が大きい旋律クラスタを選択する. この時, 右手パート,
左手パート, 足パートの順に選択し, 同じクラスタが選ばれない
ものとする.






ことが原因である. そこで, 前後 2小節 (計 5小節)のクラスタ
リングの結果を用いてクラスタを修正する. 例えば, 左手パー


















律を残す. 以上の修正の他に, 足鍵盤の音域は約 1.5オクターブ
(C2から G3)であるため, その音域内になるように修正する.










いる図 10(a) は, 同じ音名の音が使用されている. これを一つ
の音にまとめると図 10(b) になる. 更に, この状態では右手と
重なってしまうので, 全体の音域を変更すると図 10(c) のよう
に修正される.



































ジになっているものを使用する. また, パート数が異なり, 曲全
体の小節数も異なる. 更に, 曲の途中で拍子や調が変わる楽曲
を使用している. 評価対象の楽曲は, 『1. モテット「アヴェ・
ヴァルム・コルプス」K.618』『2. 組曲「展覧会の絵」よりプ
ロムナード』『3. 愛のあいさつ』『4. 交響曲第 36番「リンツ」
K.425より第 3楽章メヌエット』『5. 「クープランの墓」より
前奏曲』『6. 「ソナチネ」より メヌエット』の 6曲である.
4.2 実験結果
編曲結果の例として『モテット「アヴェ・ヴァルム・コルプ
ス」K.618』を示す. 図 11は, 曲中の 4小節分を示した楽譜で
ある. 図 11(a)は編曲の模範となる既存の電子オルガン譜で, 図
11(b) は本システムで編曲した楽譜である. 緑色が不足してい
る音符で, 赤色が誤って挿入された音符を示している. この曲
の一致率は, 表 1に示されていて, 右手が 0.84, 左手が 0.80, 足
が 0.75となっている. このことから, 楽曲『モテット「アヴェ・
ヴァルム・コルプス」K.618』は, 右手, 左手, 足パートの一致
率がすべて 0.7以上であるので, 演奏しにくい箇所もあるが, 曲
の特徴を保った編曲ができた.
図 11. 編曲結果 (a) 既存の電子オルガン譜 (模範となる編曲
例), (b)システムでの編曲結果
表 1. 各楽曲の評価結果
曲名 パート数 小節数 右手 左手 足
アヴェ・ヴァルム・コルプス 13 46 0.84 0.80 0.75
展覧会の絵 20 24 0.80 0.77 0.71
愛のあいさつ 6 99 0.80 0.82 0.73
交響曲第 36番「リンツ」K.425 14 57 0.82 0.79 0.74
「クープランの墓」より 前奏曲 6 98 0.75 0.69 0.73
「ソナチネ」より メヌエット 10 82 0.77 0.73 0.72
平均 ― ― 0.79 0.76 0.73
5 考察
5.1 不適切な編曲
右手パート, 左手パート, 足パートの挿入誤りの平均は 0.13,


































律クラスタを選びやすくなると考えられる. そして, 上記 2 点
の問題の解決につながり, 精度が向上すると考えている.
5.2 音色の特徴量の追加
本稿では, 新たに音色の特徴量を加えた. 表 2 は音色の特徴
量を加える前のシステムの 4曲分の評価結果である. 音色の特






















加する前は, 追加後よりも約 1.6倍の音の挿入があった. 電子オ
ルガンの足パートは, チューバやユーフォニウムなどの低音楽






くなった. これより, 高音の旋律が除外され, 従来よりも挿入数
が減った.
表 2. 音色の特徴量を除いた編曲結果
曲名 右手 左手 足
アヴェ・ヴァルム・コルプス 0.79 0.73 0.56
展覧会の絵 0.75 0.53 0.60
愛のあいさつ 0.82 0.75 0.71
交響曲第 36番「リンツ」K.425 0.74 0.66 0.63
平均 0.77 0.66 0.62
5.3 システムの応用
実験に使用した各楽曲において, クラスタリングに使用した












るので, ギターらしい旋律を作れる. また, クラスタの選択の時,
和音を含む旋律と低音部分の旋律を選ぶことで, ギターの楽譜
が作成できる. 更に, ギターの演奏しやすさ, 運指を考慮するこ
とで, より完成度が高い編曲を行えるだろう.










曲名 MP CA SR IT
アヴェ・ヴァルム・コルプス 0.4 0.2 0.2 0.2
展覧会の絵 0.4 0.2 0.2 0.2
愛のあいさつ 0.4 0.2 0.3 0.1
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