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Unitary groups of Hermitian forms with a hyperbolic rank at least one over local 
rings have been studied by D. G. James (J. Algebra 52 (1978) 354-363). Using his 
methods, we extend some of his results, i.e., generators, congruence subgroups and 
the classification of subgroups normalized by the Eichler subgroups to more general 
rings which contain semilocal rings. 
1. INTRODUCTION 
Let R be a ring with involution *. V is a left R module of finite rank with 
a A-Hermitian form f: V x V+ R. Namely, A is a fixed element in the center 
of R with U* = 1 and f is a sesquilinear form satisfyingfb, x) = A*f(x, y)* 
for all x, y in V. 
We assume that R has the identity 1 and units 2, 3 and 5, and V is a 
nonsingular module with the hyperbolic rank i(V) at least one. The unitary 
group U(V) of V is the set of isomorphisms o: V+ V such that 
f(co(x>, V(Y)) =f(x,.~) for all x, Y in v. 
Our main object is to classify the subgroups of U(V) normalized by the 
Eichler subgroup E(V) (we show later E(V) = the commutator subgroup 
[U(V), U(V)]). An ideal A of R is said to be involutary if A = A *. For an 
involutary ideal A, U(,4 V) denotes the normal subgroup consisting of those 
isomorphisms v, in U(V) such that v, = 1 modulo A. 
Let A be an involutary ideal; in Theorem 2.4 we give a set of generators of 
U(A V), and in Theorems 2.8 and 2.9 we show that E(A V) = [U(V), U(A V)], 
where E(A V) is the normal subgroup of U(V) generated by Eichler transfor- 
mations E(u, z) with ZL E A. 
In Theorem 3.5, we show that if N is a subgroup of U(V) normalized by 
E(V) and for any Eichler transformation E(u, z), if E(u, z) E N implies 
E(u, zL . L) E N, then there exists an involutary ideal A such that 
E(AV)ENGF(VA), 
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where 
In Section 4, we introduce a class of rings called full rings which contains a 
class of semilocal rings with at least three elements modulo each maximal 
ideal. Applying Theorem 3.5 to these full rings, we have Theorem 4.8, which 
is a generalization of the main theorem, Theorem 3.1 in James [5], excluding 
the symplectic case. Although James assumed in his proof that 2, 3 are units 
and S = {c E R 1 c + AC* = 0} contains at least one unit, we drop the final 
assumption. Instead of it, we will only assume that 2, 3 and 5 are units of R. 
2. GENERATORS AND CONGRUENCE SUBGROUPS 
Let R be a (not necessarily commutative) ring with the identity 1 and a 
unit 2. * denotes an involution of R. An involution means an anti- 
automorphism of R with order two. R denotes the group of units of R. 
Let H be a binary left R-module and L an n-ary left R-module. For a fixed 
element 1 in the center of R with ,U* = 1, letfH and f, be A-Hermitian forms 
on H and L, respectively. Deline a Hermitian module V= H 1 L with a A- 
Hermitian form f = f, if,. In the present paper, to simplify the notation we 
will write f(x, y) = xy and 22’~’ = q(x) for x,y in V. Thus, f is a 
sesquilinear form satisfying yx = A*(xy)* for all x, y in I’. Throughout this 
paper we assume that H is a hyperbolic plane and L is nonsingular. 
Nonsingular means that the mapping L -+ Hom,(L, R) given by x b f ( , x) 
is an isomorphism. Since H and L are nonsingular, so is V. We can express 
H = Ru @ Rv for some U, v in H with q(u) = q(v) = 0 and uv = 1. Also we 
can choose dual bases x, ,..., x, and y, ,..., y, for L with xiyj = 6,,, 
1 <i,j<n. 
The unitary group U(V) of V is the set of isomorphisms cp: V-t V 
satisfying qx(oy = xy for all x, y in V. Such an isomorphism cp is called an 
isometry. 
We now define the isometries used in our study of U(V). Let A denote the 
isometry u -+ v, v + 1*u and 1 on L. For each unit F in R define d(c) in U(V) 
by u ~~~,v~~*-~vand1onL.LetS={cER(c+~c*=0}andforcin 
S define the transvection T,(u) in U(V) by 
T,(u) z = z + zu * c . u, z E v. 
For x E L the Eichler transformation (quasitransvection) E(u, x) in U(V) is 
defined by 
E(u,x)z=z-A~zzu~x+zx~u-a~zu*q(x)~u, z E v, 
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where q(x) = 2-‘x2. Similarly, define T,(v) = AT,(u) d -’ and E(v, x) = 
dE(u, x) A-‘. The following identities can be easily verified. 
[4(c), A] = #(E) Ad-’ A -’ = ~(E*E), 
T,(u) T&l = Tc+d(U), 
UT,(U) u - 1 = Tc(uu), 0 E qv, 
T&u) = Ta*&>, aER, 
4(E) T,(u) $e-’ = ~d~)~ 
4(E) T&l e&r1 = ~E-lda*-l(~), 
T,(u) E(% x) T,(u) - ’ = Jqu, xl, 
E(u, x)” = E(u, mx), m E z, 
E(% x) E(% Y) = E(% x + Y) T,(u), c = 2 - ’ qxy - yx), 
[Jw, xl, w, Y)l = T&)9 c = 2 - ‘/qxy - yx), 
qu, 2x + 2y) = qu, 2x) qu, zP)[E(u, 2x), E(u,y)l -‘I 
uE(u, x) u - ’ = E(uu, ax), 
E(au, x) = E(u, a*~), 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
$(E) Ecu, x) 4(c) - ’ = E(u, E *xl, 
4(e) E(v, x) g(c)-’ = E(v, E-IX). 
by all 
quasitransvections E(u,x). For a subset X of L, E(u,X) denotes the set 
{W, x) I x E 4. 
E(V) denotes the normal subgroup of U(V) generated 
DEFINITION. An ideal A is called involutary if A * = A (consequently A 
is two-sided). For an involutary ideal A, define E(A V) to be the normal 
subgroup of U(V) generated by E(u, AL), where AL = {ax 1 a E A and 
x E L}. U(A V) is the congruence subgroup defined as the set of those 
isometries p in U(V) such that cp = 1 module A. Clearly, U(A V) is a normal 
subgroup of U(V) and 
E(A V) c U(A V). 
Throughout this section A denotes an involutary ideal of R. 
LEMMA 2.1. If c E A n S then 7’,(u) E E(AV). 
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Proof (James [5, Lemma 2.11). We can take x in AL and y in L such 
that 2xy = L*c. Then 2yx = -1”~ and hence by (lo), [E(u, x), E(u, y)] = 
T,(u) is in E(AV). Q.E.D. 
DEFINITION. We have the dual bases x1 ,..., x, and y, ,..., y, for L. Write 
Ki=Ryi+... +Ry,, 1 < i < n. Then for a vector x in V if xH + xKi = R, 
let us say that x is i-unimodular (therefore I-unimodular is so called 
unimodular). For each i-unimodular vector x = a’u + bv + z’, u’, b E R and 
z’ (Z L, if there exists a vector s E Kj such that 
E(u, s) x = au + bv + z, aEd, zEL 
(consequently z = z’ - bs), then we say E(u, L) is i-entire. When E(u, L) is i- 
entire for all i = 1, 2,..., n, we say E(u, L) is entire. In Section 4 we define full 
rings and show that if R is a full ring with a unit 2 and if L = ll=, Rxi with 
central units {q(xi)}, then E(u, L) is entire. Also we show that semilocal 
rings are full rings if each residue class field has at least three elements. 
The following is a generalization of Theorem 2.2 in [S]. 
THEOREM 2.2. Assume that E(u, L) is entire. Then U(AV) is generated 
by U(AH) and E(AV). 
Proof. Take any 9 in U(AV). We have the dual bases x,,...,x, and 
y, ,..., y, for L. Assume qxi = xi for 1 < i < m - 1 (at worst m = 1). Since 
9 = l(A), we can write 
cpx, = a’u + b’v + z’, 
where a’, b’ E A and z’ EL with z’ = xm(A). Since x,,..., x,-r are fixed by 
C+I, e~y,,, must be in K,. Hence (px, is m-unimodular. Since E(u, L) is entire, 
there exists s in K, such that 
E(u, s) (4x,,, = au + b’v + z, 
where a E R’ and z = z’ - b’s. Therefore z G z’(A) and so z = x,(A). Further 
x,s-aaA, since a = a’ + z’s - b/q(s). Since E(v, J*a-‘(z - xm)) 
E(u,s)V)xm=au+bv+x, for some bEA, we have a-lb in AnS. Put 
c=a-‘b and 
pm = E(u, -s> ECU, (x,s - a>* Y,> T-,(v) 
x E(u, a - ‘2 *(z - x,)) E(u, s). 
Since in the expression of pm above the isometries other than E(u, -s) and 
E(u, s) are all in E(AV), pm is contained in E(AV). Since pmpxm =x, and 
pmq fixes x ,,..., x,-, (note xi(z -x,) = 0 for i = l,..., m - l), by induction 
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on m, we conclude that there exists p in E(A V) such that pq~ belongs to 
U(AH). Q.E.D. 
LEMMA 2.3. Let rpE U(AV) and cpu =a’u + b’u +z’, where a’, 6’ E R 
and z’ EL. Suppose that for SE Ki we have E(u,s)ylu =au + b’v +z, 
a E R and z E L (consequently z = z’ - b’s). Then we can express 
E(u, s) qE(u, -s) = E(v, -1*a-‘z) Th(u) Tk(u) E(u, y) o(e) 8, 
where z,yEL with z,y-O(A), h,kEAnS, er l(A) and BE U(AL). 
Further, if we write pv = a”u + b”v + z”, a”, b” E R and z” EL then 
y E Rz’ + Rs + z”. 
Proof: Since (pu E U(A V), we have II’ = l(A), b’ E A and z’ E L with 
z’ E O(A). Since 
E(u, s) pu = au + b’v + z, a ~5 R, z = z’ -b’s, 
we have z EL with z 3 O(A). Since E(v, I*a-‘z) E(u, s) vu = au + bv, a-‘b 
is in A n S. Put v/ = $(a-‘) E(u, -s) T-,-,,(v) E(u, IZ*a-‘z) E(u, s). Then 
we can easily see that I,U is in U(AV) and I,V~IU = u. Hence, we can express 
lyqw = c’u + v + w, c’ EA, w E L with w-O(A). 
Hence, E(u, w) IJI~W = cu + u for some c EA. Therefore AC is in A n S. Put 
19 = T-,,(u) E(u, w) IJI~. Then 0 fixes u and v, and so 8 E U(AL). Thus we 
have 
p = E(u, -s) E(v, -A*a-‘z) T,-,,(v) E(u, s) o(u) E(u, -w) TSIC(u) 8, 
which implies the lemma. Q.E.D. 
THEOREM 2.4. Assume that E(u, L) is entire. Then U(AV) is generated 
by E(AV), o(e) with & = l(A) and BE U(AV) with 8= 1 on HI (Rx, + ... 
+ Rx,-,). 
Proof. Take cp in U(AV). Then for p in the proof of Theorem 2.2, p(p = 1 
on L. Hence p@L = H. This implies that ppu is n-unimodular. Since E(u, L) 
is entire, by Lemma 2.3 we have s E K, = Ry, such that 
E(u, s) P@(u, -s) = ECU, -A*a - ‘z) Th(u) T,(u) E(u, Y) #(E) 0, 
where z E Rz’ + Rs, y E Rz’ + Rs + z” (z’ and z” are components of ppu 
and p(pv in L, respectively) and 19 E U(AL). Here, since P~IH = H, we have 
z’ = z” = 0. Therefore z,y E Rs CI Ry, and so 8 fixes x, ,..., x,-, . Q.E.D. 
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DEFINITION. Let x be a unimodular vector in V. Split V= x’ I Rx. For 
a E R with au* = 1, the linear map rf: defined by rzx = ax and t!J = 1 on x1 
is an isometry on V. This isometry is called a quasi-symmetry with respect 
to x1. When a = -1, we write simply r, instead of rz, which is also given by 
the formula 
p=w-w.q(x)-‘.x, w E v. 
LEMMA 2.5. Let x be u vector in L such that q(x) is a central unit. Then 
EC4 x) au, q(x) - * x) WV, x) = @(-Q(x)) 5,. 
Proof. Let x, y be in L. Then 
E(u, y) E(v, x) 24 = (1 - llxy + kq(x) q(y)> u - k&x) v - ki + k&C) y. 
Take y = q(x)-’ x. Then the last two terms vanish, and not only they but 
also the coefficient of u becomes zero; i.e., E(u, y) E(v, x) u = -Aq(x) v. On 
the other hand, for this y, E(v, x) E(u, y) u = -;l*q(x))’ u and E(v, x) E(u, y) 
E(u, x) z = 7,z for all z in L. Thus, we have the lemma. Q.E.D. 
LEMMA 2.6. If there exists at least one vector x in L with a central unit 
q(x), then @(E*E) is contained in E( V)for all E E R. 
Proof. By the previous lemma we know v =A#(--As(x)) r, is in E(V). 
Then [4(e), w] = #(E*E) is in E(V). Q.E.D. 
THEOREM 2.1. Assume 2, 3 are units of R and L contains a vector x 
with a central unit q(x). Then 
E(AV) = [E(V), E(A V)]. 
ProoJ Since E(AV) is a normal subgroup of U(V), [E(V), E(AV)] c 
E(AV) is clear. So, we show the converse. Take any E(u, x), x E AL. By 
Lemma 2.6, $(4) E E(V). Hence E(u, 3x) = [#(4), E(u, x)] E [E(V), E(A V)]. 
Since E(V) and E(A V) are normal, we have E(u, x) = #(3 -‘) E(u, 3x) #(3) E 
[E(V), E(A v>l- Q.E.D. 
THEOREM 2.8. Let E(u, L) be entire and L = (Rx, + ... + Rx,- ,) I Rx,, 
with n > 1. If R is commutative, then 
E(AV)= [U(V), U(AV)]. 
Proof. For x in AL, E(u, x) = [9(2), E(u, x)] is in [U(V), U(AV)]. Hence 
we need only prove [U(V), U(A V)] c E(A V). We write x instead of x, . Take 
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v, E U(V) and p E U(A V). Then by Theorem 2.4 we can express them by the 
formulas 
whereeEZ&aEi withaa*=l andXEE(V), 
P = $(II) w& 
where q E & with q z l(A), b E & with bb* = 1 and b = l(A), and 
v/ E E(A V). Therefore 
where Xl = whw’) E wh x2 = &wXlefT’ 2’ E WI WI = 
4(r) cm)- l E Jw VI and w2 = r:#(e) w, #(a)-’ rz’ E E(A V). Hence it 
Here we can write XI = 
for some zi E L and oi E U(V). 
x1x;’ = fi E(uiu, oizi) fj E(a,u, q*t;aizi)-‘. 
i=l i=l 
Since v = b = l(A), E(aiu, uizi) E(uiu, -9*7!Juizi) are ‘all in E(A V) for 
i= 1 ,***, r. Thus, x1x;’ E E(A V). Q.E.D. 
THEOREM 2.9. Let E(u, L) be entire and L = (Rx, + . . . + RxHpz) 1 
Rx n-1 I Rx, with n > 2. If i(V) > 2, then 
E(AV)= [U(V), U(AV)]. 
Proof: In the same way as Theorem 2.8, it sufices to show that 
IV(V), U(AV)] sE(AV). N ow, by Theorem 2.4, we know that U(V) is 
generated by {E(V), B(E), rz,-,} and U(A V) is by {E(A V), #(II), rtn}, where 
q = b = 1 (A). Since [U(V), E(A V)] E E(A V), we show that [U(V), 4(s)] E 
E(A V) and [U(V), tp,] c_ E(A V). Since [E(V), #(v)l E WV> and 
IW), rP,l c EM V), we show I {$(E), rZ,-, 1, l@(r), r:,}l c E(A V. Since 
b:“-, 4(r)] = Id(&), r:“l= kZnm,, 5:) = 1 E EV VI 
is obvious, we show [4(e), 9(s)] E E(AV) and this follows from n > 2 (as for 
the detail for this part, see the proof of Theorem 2.4 of James [ 51). Q.E.D. 
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The analogous results to the above Theorems 2.7, 2.8 and 2.9 are seen in 
James [5, Theorems 2.3 and 2.41, where he treated these problems on local 
rings under the assumption that S contains a unit. His results also contain 
the symplectic case. 
3. SUBGROUPS OF U(V)NORMALIZED BY E(V) 
Throughout this section N denotes a subgroup of U(V). When N is 
normalized by E(V) we shall associate N with a two sided ideal A, which is 
generated by all coefficients of all z with E(u, z) E N. Using this A, we shall 
try to characterize N, and the result will be stated in Theorem 3.5. 
LEMMA 3.1. Assume that 2, 3, 5 E d and there exists a vector z E L 
with a central unit q(z). Let 
P = E(% x) T,(u) Td(V) E(v, Y) 4(E) 0 
be in N, 8 E U(L), and N be normalized by E(V). Then E(u, ax), E(v, by), 
T,,Ju) and T&v) are also in N where a, b, h and k are products of 2, 3, 5 
and their inverses. 
ProoJ By Lemma 2.6, $(4) is in E(V). We denote the multiplicative 
subgroup of R generated by 2, 3 and 5 by G. Computing [p, Q5(4)] and 
rearranging the terms, we see p1 = E(u, zr) TC,(u) Td,(v) E(v, w,) is in N, 
where c,, d,, zl, w, are in Gc, Gd, Gx, Gy, respectively. Here, we note that if 
(PI,VE N then cpmylm E N for all m E Z. First put a,=E(u,z,) TC,(u), 
v = E(u, w,) Td,(v) and m = 4. Then we have E(u, 42,) TAC,(u) T,,,(v) 
E(v, 42,) in N. Multiplying this isometry by #(4)p;‘#(4))’ and rearranging 
the terms, we have pZ = TC,(u) T,*(v) E(v, wz) in N, where cl, d,, w2 are in 
Gc, , Gd, , Gw,, respectively. Similarly, taking (o = TC,(u), w = T, (v) E(v, yz) 
and m = 4, and repeating the above method (use $(4)~;‘#(4)-~), we have 
Td,(v) E(v, w3) in N, where d,, w3 are in Gd,, Gw,. Finally, one more 
application of the above argument gives us E(v, wq) E N for w, E Gw,. 
Repeating the same way we now have the lemma. Q.E.D. 
DEFINITION. Let c E S. Zf c& = I& then let us say that c normalizes d, 
and if all c E S normalize d then S normalizes R’. For c E S, if there exists a 
unimodular vector x E L such that 1 + cq(x) and 1 + q(x) c are in d then we 
say c is a good element in S, and if all c in S are good we say that S is 
good. 
An element c E S is said to be excellent if c normalizes A or c is good, 
and S is excellent if each c in S is excellent. 
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If R is a commutative ring then clearly S normalizes R’ and so S is 
excellent. Further, in a division ring R, so does S, because if c # 0 then bc = 
c(c-‘bc) for all b E &. A local ring R is excellent, because, for a local ring R 
with the maximal ideal A, if c @A, c normalizes R, and if c E A, c is good. 
Moreover, if i(V) > 2 then S is always good and so, excellent, because we 
can take a hyperbolic pair X, y in L. Then x is unimodular and 1 + cq(x) = 
1 + q(x) c = 1 Ed. 
Now, we have a question: Is S excellent in a semilocal ring R? The 
answer is yes if 2, 3 E & and there exists x E L with a central unit q(x). 
However, we shall defer the proof till we come to the next section. 
LEMMA 3.2. Let 2, 3 and 5 be in ti and L = (Rx, @ ... @ Rx,_ ,) I Rx, 
with n > 2 and a central unit q(x,). Assume that c E S is excellent and 
E(u, L) is entire. Then, if N is normalized by E(V), T,(v) E N implies 
E(v, cw) E N for some unimodular vector w in L. 
Proof. Since T,(v) E N, we have o = [TJv), E(u, t)] EN for any t in L. 
By a computation, er= E(u + cv, t) E(u, -t) and using c + AC* = 0, we have 
qm = a’u + bv + z’, (16) 
where a’ = 1 + cq(t), b = cq(t) c and I’ = ct. 
Since rpu is unimodular and E(u, L) is entire, for some i in {l,..., n) we 
have s E Ki such that 
E(u,s)rpu=au+bv+z, (17) 
where a E R’, z = z’ - bs. Then by Lemmas 2.3 and 3.1 we have 
E(v,pa-‘z) EN (18) 
for some central unit p. 
Now, we show that E(v, cw) is in N for some unimodular vector w in L. 
First let c be good. Then, in (16) we may assume that a’ = 1 f cq(t) is in 
d for some unimodular vector t, and a” = I + q(t) c is also in d. This allows 
ustotakes=Oin(17),whichimpliesa=a’andz=z’.By(16),z=ct.On 
the other hand, since a’c = (1 + cq(t)) c = c(1 + q(t) c) = ca”, we have 
(a’)-’ c = c(a”-I. Therefore in (18) we can substitute 
pa-‘z =p(a’)-’ ct =pc(a”)-’ t = cp(a”)-’ t. 
Thus, putting w =p(a”)-’ t, we have E(v, cw) E N. 
Next we treat the case where c normalizes d. By (16) and (17) we have 
pa-‘z =pa-l(z’ - bs) =pa-‘(ct - cq(t) cs) 
= cp’(t - q(t) cs) 
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for some p’ E ti. Hence by (18) 
E(u, cp’(t - q(t) cs)) E N. 
Therefore it suffices to show that w’ = t - q(t) cs becomes unimodular for a 
suitable choice of s and t. 
Let t=x,-, +x,. Then by (16) 
(qu) 0 + qu(-s(t>* y,) = 1 + q(t) + c(-q(t)) = 1. 
This implies rpuH + cpuK, = R, i.e., rpu is n-unimodular. Therefore, in (17) we 
can take s in K, = Ry,. On the other hand, since we have L = (Rx,@ . . . 
0 Rx,-,) 1 Rx,,, s is in Rx,. From this, W’ becomes unimodular, in fact 
w’y,-, = 1. Q.E.D. 
DEFINITION. Let N be a subgroup of U(V) normalized by E(V). If 
E(u, z) EN implies E(u, zL . L) G N then we say that N is semiinvariant, 
and if E(u, z) E N implies E(u, Lz . L) EN then we say it is invariant. 
Clearly, invariant induces semiinvariant, because if N is invariant then 
E(u, Lz . L) c N, hence E(u, L(Lz . L) . L) = E(u, R . ZL . L) c N. 
LEMMA 3.3. Let N be semiinvariant. If all assumptions in Lemma 3.2 
are satisfied and additionally ifs is excellent, then N is invariant. 
Proof. Let E(u, z) E N. Then, since N is semiinvariant, 
E(u, ZL . L) c N. (19) 
On the other hand, by (10) we know that for any x, y in L 
T,(u) = P(% xl, %,Y)l, c = qxy - yx). (20) 
Since N is normalized by E( I’), running x in zL . L and y in L, by (19) and 
(20) we have 7’,(u) in N for all c in A((zL . L) L - L(zL . L)} = A{zL . LL - 
LL . (zL)*} = ZL - Lz. Since S is excellent, by Lemma 3.2 for each c in 
ZL - Lz there exists a unimodular vector w with E(u, cw) E N. Since N is 
semiinvariant, this implies that E(u, CL) E N. Thus we have 
E(u, (zL - Lz) L) 5 N. (21) 
Using (1 I), by (19) and (21) we have E(u, 2Lz . L) G N, i.e., 
E(u, Lz . L) EN. Q.E.D. 
DEFINITION. Let N be a subgroup of U(V). A, is defined as the two sided 
ideal of R generated by all coefficients of all z in L with E(u, z) E N. 
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LEMMA 3.4. If N is an invariant subgroup, then A, is an involutary 
ideal with E(u, A,L) EN. Further, tf additionally E(u, L) is entire, then A, 
is the largest involutary ideal with E(A, V) c N. 
Proof We write A for A,,,. Let E(u,z)EN with z=a,x, +...+a,x,,, 
at E R. Then, since E(u, Lz ’ L) c N, we have 
E(u, RaTRxj) G N 
for all i, j in {l,..., n}. Repeating this for afxj instead of z, we have 
E(u, RaiRxj) G N. Thus, using (1 l), we see that A is an involutary ideal with 
E(u, AL) G N. 
Next we show E(AV) E N. Since N is normalized by E(V), for any cp in 
E(V), vE(u, AL) v)-’ G N. Further, d(c) E(u, AL) d(s)-’ c E(u, AL) and for 
0 E U(L), BE(u, AL) 0-l G E(u, AL). Recall that by Theorem 2.4, U(v) is 
generated by E(V), {d(s)} and {CUE U(V) It9= 1 on HI (Rx, + e.. 
+ Rx,-,)}. Th ere ore, f E(AV) c N. The largestness is clear by the definition 
of A,. Q.E.D. 
THEOREM 3.5. Let 2, 3 and 5~Zd andL=(Rx,+~~~+Rx,_,)lRx, 
with n > 2 and a central unit q(x,). Assume that S is excellent and E(u, L) is 
entire. Then, for a subgroup N of U(V) the following statements are 
equivalent. 
(i) N is semiinvariant. 
(ii) N is invariant. 
(iii) There exists an involutary ideal A of R such that 
E(AV)gNcF(AV) 
(if such ideal A exists then it is unique). 
Proof. First we pove that (iii) implies (ii). By E(AV) c NE F(AV), 
clearly N is normalized by E(V). Next, we show that E(u, z) E N implies 
E(u, Lz . L) c N. Let E(u, z) E N. Since N c F(AV) and d(4) E E(V) by 
Lemma 2.6, we have 
[o(4), ECU, z>l E E(A V). 
Namely, E(u, 32) E E(AV). Since 3 E d, all coefficients of z must be in A. 
Therefore E(u, Lz . L) G E(u, AL), and by E(AV)& N we obtain 
E(u, Lz . L) c N. Thus (ii) holds. 
That (ii) implies (i) already has been shown in the definition; therefore we 
show that (i) implies (iii). 
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Let A =A,. By Lemma 3.3, N is invariant; therefore by Lemma 3.4, A is 
the largest involutary ideal such that 
E(AV)SN. 
We show N c F(A I’). Take cp in N. Since ou is unimodular and E(u, L) is 
entire, by Lemma 2.3 we have s EL such that 
E(u, s) (pE(u, -s) = E(v, -I*a- ‘z) T,,(v) T&) E(u, y) #(E) 8. (22) 
Here, we show that E(u, -I*a-‘z), T,,(u), Tk(u),E(u,y) are all in E(AV). 
Since q E N, we have the left hand side of (22) in N. Hence by Lemma 3.1, 
E(v, -A*a-‘cz), E(u, dy), Tph(u) and Tqk(u) are all in N, where c, d,p, q are 
suitable finite products of 2, 3 and 5. Therefore, by the definition of A,, we 
have E(v, -A*a-‘z) and E(u,y) are in E(AV). Further, since TP,,(u), 
~‘,Ju) E N, by Lemma 3.2, E(v,phw), E(u, qkw’) E N for some unimodular 
vectors w, w’. Using that N is invariant, we see that h, k are in A. Thus by 
Lemma 2.1, T*(u), 7’,(u) E E(A V). 
Next we show 4(c) 19 E F(A V), i.e., [d(e) 19, E(V)] c E(A V). As we have 
shown, in the right hand side of (22), all terms other than d(s) 8 are in N. 
Hence, #(E) 0 is also in N. Therefore for all z in L [4(c) 0, E(u, z)] = 
E(u, s*Bz - z) 7’,(u) is in N for some e E S, and by the same argument as 
above it is in E(A P’). Since E(V) is the normal subgroup of U(V) generated 
by E(u, L), we must show [g(c) 0, +?Z(u, z) w-‘1 s E(A V) for all v/ E u(V). 
Using Lemma 2.3, we can write I,Y = E, T, T,E,#(&‘) O’, where E,, E, are 
Eichler transformations and T, , T, unitary transvections. Therefore 
y/E@, z) v-’ = E, T, T,E,E’E;‘T;‘T,‘E;‘, where E’ = E(u, E’*&z). 
Now, in the same way as above, we have [4(s) 8, E’] s E(A v), [4(c) 0, Ei] G 
E(A V) and [4(s) 0, Ti] c E(A V). Thus, we have [g(s) 8, yE(u, z) y- ’ ] 2 
E(A V), because if [d(c) 8, p] c E(A V) and [4(s) 8, p’] E E(A V) then we have 
[d(c) 8, pp’] s E(A V). As for the uniqueness of A, it is clear. Q.E.D. 
4. U(V)OVER FULL RINGS 
In this section we apply the results obtained in the previous sections to 
unitary groups over full rings. To do this, we wish to investigate when S is 
excellent, when E(u, L) is entire and when a subgroup N of U(V) normalized 
by E(V) is semiinvariant. 
A ring R is called a semilocal ring if there exists a finite number of two 
sided ideals {Ai} such that each proper right ideal is contained in at least one 
Ai and each proper left ideal is in Aj. 
We may assume that above {Ai} are all maximal two sided ideals by 
dropping nonmaximal ones. Then, each Ai is maximal as a right ideal and 
454 HIROYUKI ISHIBASHI 
also as a left ideal. Further, (Ai} are each other co-maximal, i.e., Ai + Aj = R 
if i fj. Therefore the Chinese Remainder Theorem holds for them. Moreover 
R - Ui Ai is clearly the units set A. From now on, by a maximal ideal we 
mean a maximal two sided ideal. 
Let R be a ring with an involution *. If for each set of 2m + I elements 
{a, b, ,..., b,, c, ,..., cm} in R with aR + b,R + -.. + b,R +c,R + a.. + 
c,R = R there exists an element o in R such that 
a+b,o,*+... b,,p; + c,w,w: + ... c,w,o; (23) 
is a unit of R, then we say that R is m-full. If R is m-full for all m = 1, 2,..., 
we say R is full. 
Now we shall show that semilocal rings which have at least three elements 
modulo all maximal ideals are full rings. 
LEMMA 4.1. Let R be a ring with I and A a maximal ideal with 
1 R/A ( > 3. If a, b, c are in R and one of them is not in A, then there exists 
w E R such that 
a+bw*+cwo*#O modulo A. 
Proof: If a # O(A), we can take w = 0. So, let a = O(A). When b # O(A), 
if A = A *, take w with o # O(A) and b + cw # O(A). In fact such o exists 
since jR/A ( > 3. When b # O(A), if A #A*, using the Chinese Remainder 
Theorem, take w with o = O(A) and o # O(A *). If b = O(A), then by the 
assumption we have c # O(A); take w = 1. Q.E.D. 
LEMMA 4.2. Let R be a ring with 1 and A a maximal ideal with 
(R/A 1 > 3. rfa, b, ,..., b,, c, ,..., c, are elements of R and not all of them are 
contained in A and not all of them in A*, then there exist w, ,..., w, in R 
such that 
a+b,oF+..e +b,w~+c,u,u~+...+c,u,u,~AuA*. 
Proof: (a) First let there exist p < v such that 
f&4 O)(A) 
(bv’ “) =(O, O)(A *)’ I 
(b c > =&A O)(A) 
I “’ ” ~(0, O)(A*). 
By the previous lemma, we can take w, with a + b,w,* + c,o,o,* # O(A), 
and o, with a + b,w,, + C,LO,W,* # O(A*). Take wI = 0 for r fp, V. Then, 
clearly these cc),,, w, and {or} have the desired property. 
(b) Next let no such p < v exist. 
Then there exists p with (a, b,, cP) # (0, 0,O) module A and modulo A *. 
Take wg = 0 for < #,u. Now, to simplify the notation, we write (b, c, W) for 
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@,o c,, o) and put f(w) = a + bo* + two*. We must show that f(w) # 
O(A) and f(o) # O(A *) for some o in R, which will complete our proof. If 
a # O(A) and a # O(A *) then we can take o = 0. So, we may assume 
a = O(A) without loss of generality. 
(i) Case of b # O(A). If a # O(A*) then o with o = O(A) and 
w # O(A *) satisfies our condition. Therefore, let a = O(A *). Thus, we have 
f(w) = bo* + cww*(A) and (A*). (24) 
Here, by the assumption we have (b, c) # (0,O) modulo A and modulo A *. 
Since (24) implies f(o) = (b + cw) o*(A) and (A *), f(o) f O(A) and (A *) 
if and only if b + cw # O(A) and (A *), and UJ* # O(A) and (A *), which is 
equivalent to saying that b + co #O(A) and w # O(A), and b + co # O(A *) 
and w # O(A *). Since IR/A / > 3 and 1 R/A * ( > 3, such o exists by the 
Chinese Remainder Theorem. 
(ii) Case of b =0(A). Since (a, b, c) # (0,0,0)(A) and a =0(A), we 
have c # O(A). Hence, 
f(w) = cww * (Ah (25) 
f(w)=afbcc,*+cow* (A *I. (26) 
If c E A *, then we have such w as f(w) # O(A) and (A*), so we assume 
c @A*. Since IR/A* / >, 3, we can take or p in R with a # O(A*), /? + O(A*) 
and a # /?(A*). Here, if A = A * then the present case is included in Lemma 
4.1; therefore let A #A*. Hence we may assume the above a is in A. When 
the above /3 is also in A, taking y E A* -A and putting /I’ =/I + y, then 
p’ E R -A -A *. Therefore, we may assume p E R -A -A * without loss 
of generality. Now, substituting o = p and /I - a in (25) and (26), we see 
easily that either w = p or w = p - a satisliesf(w) # O(A) and (A*). Q.E.D. 
THEOREM 4.3. Let R be a semilocal ring with maximal ideals 
(Ai~iEI}.If~R/Ai(>3foralliEIthenRisafullring. 
Proof: We define a permutation * on I by i* = j if and only if AT = Aj. 
I has the classification such that each class consists of {i, i*}. Let J be a 
representative set of this classification. Suppose that Ra + Rb, + ... + Rb, + 
Rc, + ... + Rc, = R for a, {b,}, {c,} in R. For each i E J, by the lemma, we 
have (wiy } with 
a f (b, o; + ... + b,wi*,) + (C, Wil Wi”E f ..’ + C,WimUjrm) 
&A,uA;. 
We take, for each i in J, ai such that ci = l(Ai), si = l(A:) and si = O(Aj) if 
j # i, i*. Put w, = CiEj simirc. Then {w,} are the desired ones. Q.E.D. 
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THEOREM 4.4. In each case of the following (a), (b) and (c), S is 
excellent. 
(a) R is a commutative ring. 
(b) i(V) > 2. 
(c) R is a semilocal ring with units 2, 3 and there exists t E L with a 
central unit q(t). 
Proof Since (a) and (b) have been proved already when we defined the 
excellent set S, we treat the case (c). In this case, we shall prove that S is 
good, where the Chinese Remainder Theorem will play a central role. Let 
(Ai} be the set of maximal ideals of R. Z denotes the index set of (Ai}. In the 
same manner as that of the proof of Theorem 4.3, we define the permutation 
* on Z and classify Z by *; J is the representative set. Take any i in I. Then 
for each pair (h, k), where h, k E (1,2), we can take d,, in R with 
d,, = h(A,) and d,, = k(A:). (When A, =A:, we let h = k.) For c E S put 
e - 1 + ‘ddhkt) hk and e ;k = 1 + q(dhkt) c. 
Since q(dhkt) = hkq(t) modulo both Ai and A,?, and hkq(t) are central 
modulo Ai and AI, we see ehk = eAk modulo both Ai and AT. Further, since 
1, 2, 3 E d, we see q(t), 2q(t) and 4q(t) are different from each other modulo 
Ai and AT. Therefore for some dr,k in (d,,, d,2, d,,} we have ehk # O(Ai) and 
(AT). For each i E .Z we take such d,, and put di = d,,. Take si in R with 
si = I@,), si = l(A,?) and si = O(A,) for j& {i, i*). For these {di} and {si} 
we put w = ,JJicJ cidi. Then 1 + cq(wt) and 1 + q(wt) c are not zero modulo 
Ai for all i E I; i.e., they are units. Thus, for any c in S, c is a good element. 
Q.E.D. 
THEOREM 4.5. Let R be a full ring with a unit 2. Assume L = I;=, RXi 
with central units (q(xi)}. Then E(u. L) is entire. 
Proof: Let x E V be i-unimodular, i.e., there exists y in HI Ki with 
xy=l, where Ki=RxiI~~~lRx,=RyiL~~~lRy,. Now, let x=a’u+ 
bv+z’, where a’,bER and z’EL, and write y=h+t, where hEH and 
t E K,. Express 
n 
zt = \‘ cjxj and 
,r, 
t = T7 djxj 
j=i 
for cj, dj in R. Then, since xy = 1, a’R + bR + c.xfd,*R + . . . + 
c,xf,d,*R = R. From this, for any units {Aj\ and {,uj}, we have 
a’R +c,A,R + . . . + c,&,R + bp,R + ‘.’ + b,u,R = R. (27) 
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On the other hand, for any s = cJEi WjXj in Ki, we can express 
E(u, s) x = au + bu + z, 
where a = a’ + CyCi cjxj’w,? - 2-‘b CTZi wjxj’w,F and z = z’ - bs. There- 
fore, if we put Aj = xj and ,uj = -2-‘xf, we have 
a=a’+ciLiw~+‘*- tc,A,w,* 
+ b,uiwiw,* + ‘.. + bp,o,w,*. (28) 
Thus, since R is a full ring, we can take {wi) so that a is a unit. Q.E.D. 
LEMMA 4.6. Let x and y be vectors in L such that xy = 1 and q(x), q(y) 
are central units. Suppose that N is a subgroup of U(V) normalized by E(V). 
Then, E(u, z) E N implies E(u, zy . x - izx . y) E N. 
Proof. By Lemma 2.5 we know E(v,x)E(u, q(x)-’ x)E(u,x) = 
4(-&e)) ‘xi we denote it by ly,. In particular, vX and wY are in E(V). 
Since E(V) is a normal subgroup of U(V), d yl,d -’ is in E(V). Put 
ty= Av,A-+u .I-* Since N is normalized by E(V), we have vE(u, z) v/- ’ = 
E(u, Aq(y) q(x) rytXz) E N. Exchanging x for y, we have E(u, ,Iq(x) 
q(y) r,r,,z) E N. Therefore, 
E(u, As(x) q( y)(s,r, - ~~7,) z) = = E(u, zy . x - Azx . y) E N 
holds. Q.E.D. 
THEOREM 4.7. When i(v)2 2, we assume r(V)> 5. When i(V) = 1, we 
assume that 
(a> r(V) > 7, 
(b) R is a full ring with units 2, 3 and 5, 
(c) for any x in L tf x2 is a unit then it is central, and 
(d) L = l;=, Rxi. 
Then, for any subgroup N of U(V) the following are equivalent. 
(a) N is normalized by E(V). 
(b) N is semiinvariant. 
Proof By the definition of semiinvariant, (b) implies clearly (a). 
Therefore we show the converse. When i(V) > 2, the proof of Lemma 3.6 in 
James [ 51 is still valid for any ring. So we omit the proof. Now, let i(V) = 1. 
We assume E(u, z) E N and shall imply E(u, ZL . L) c N. 
Since L has an orthogonal base {x, ,...,x,}, putting yi = (xt)*-’ xi, ( yi) 
becomes a dual base of (xi}. Write z = x1=, aixi = x1=, Ab,y,. 
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Take any i E { l,..., n} and put x=xi and y=y,+yj+~yk, where i#j, 
j # k, k # i, 1 < i, j, k < n and w E R is chosen such that q(y) is a unit. In 
fact such w exists, since R is a full ring. Then, applying Lemma 4.6, we see 
that E(u, (uj + akw*) xi - Ab,( yj + cuy,J) is in N (note aixi - Lb, yi = 0). 
Next, in the lemma, take z = (aj + akw *) xi - Ab,( yj + oy,J, x = xh and y = 
Yh+cxj+VYm9 where h, m & {i, j, k}, h # m, 1 < h, m < n, c is any element 
in R and r E R is chosen such that q(y) is a unit. Then E(u, -b,c*x,) is in 
N for all c E R and i # h (note bi = a, . XT). Further if we take z = -bic*xh, 
x = xi and y = yi + y, + Ayzy, with q(y) = unit, then E(u, -bic*xi) is in N for 
all c E R. Thus we have E(u, aiRxj) G N for all 1 < i, j < n, which implies 
E(u, ZL . L) E N. Q.E.D. 
THEOREM 4.8. Let R be a full ring with 2, 3, 5 E d, L = II=, Rxi with 
central units q(xi) for i = l,..., n. When i(V) > 2, we assume r(V) > 5. When 
i(V) = 1, we assume that r(V) > 7, for any x in L ifx2 is a unit then it is 
central, and S is excellent. 
Then, for any subgroup N of U(V) the following statements (a) and (b) are 
equivalent. 
(a) N is normalized by E(V). 
(b) There exists an involutary ideal A of R such that 
E(AV) c N&F(AV) 
(if such ideal A exists then it is unique). 
Proof By (b) of Theorem 4.4, S is excellent, by Theorem 4.5, E(u, L) is 
entire, and by Theorem 4.7 N is semiinvariant if and only if N is normalized 
by E(V). Therefore Theorem 3.5 induces the theorem. Q.E.D. 
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