Abstract. For many clustering algorithms, such as k-means, EM, and CLOPE, there is usually a requirement to set some parameters. Often, these parameters directly or indirectly control the number of clusters to return. In the presence of different data characteristics and analysis contexts, it is often difficult for the user to estimate the number of clusters in the data set. This is especially true in text collections such as Web documents, images or biological data. The fundamental question this paper addresses is: "How can we effectively estimate the natural number of clusters in a given text collection?". We propose to use spectral analysis, which analyzes the eigenvalues (not eigenvectors) of the collection, as the solution to the above. We first present the relationship between a text collection and its underlying spectra. We then show how the answer to this question enhances the clustering process. Finally, we conclude with empirical results and related work.
Introduction
The bulk of data mining research is devoted to the development of techniques that solve a particular problem. Often, the focus is on the design of algorithms that outperform previous techniques either in terms of speed or accuracy. While such effort is a valuable endeavor, the overall success of knowledge discovery (i.e., the larger context of data mining) requires more than just algorithms for the data. With an exponential increase of data in recent years, an important and crucial factor to the success of knowledge discovery is to close the gap between the algorithms and the user.
A good example to argue a case for the above is clustering. In clustering, there is usually a requirement to set some parameters. Often, these parameters directly or indirectly control the number of clusters to return. In the presence of different data characteristics and analysis contexts, it is often difficult for the user to determine the correct number of clusters in the data set [1] [2] [3] . Therefore, setting these parameters require either detailed pre-existing knowledge of the data, or time-consuming trial and error. In the latter case, the user also needs spectroscopy n. the study of spectra or spectral analysis. sufficient knowledge to know what is a good clustering. Worse, if the data set is very large or has a high dimensionality, the trial and error process becomes very inefficient for the user.
To strengthen the case further, certain algorithms require a good estimate of the input parameters. For example, the EM [4] algorithm is known to perform well in image segmentation [5] when the number of clusters and the initialization parameters are close to their true values. Yet, one reason that limits its application is the poor estimate on the number of clusters. Likewise, a poor parameter setting in CLOPE [6] can dramatically increase its runtime. In all cases above, the user is likely to devote more time in parameter tuning rather than knowledge discovery. Clearly, this is undesirable.
In this paper, we provide a concrete instance of the above problem by studying the issue in the context of text collections, i.e., Web documents, images, biological data, etc. Such data sets are inherently large in size and have dimensionality in magnitude of hundreds to several thousands. And considering the domain specificity of the data, getting the user to set a value for k, i.e., the number of clusters, becomes a challenging task. In this case, a good starting point is to initialize k to the natural number of clusters.
This gives rise to the fundamental question that this paper addresses: "How can we effectively estimate the natural number of clusters for a given text collection?". Our solution is to perform a spectral analysis on the similarity space of the text collection by analyzing the eigenvalues (not eigenvectors) that encode the answer to the above question. Using this observation, we next provide concrete examples of how the clustering process is enhanced in a user-centered fashion. Specifically, we argue that spectral analysis addresses two key issues in clustering: it provides a means to quickly assess the cluster quality; and it bootstraps the analysis by suggesting a value for k.
The outline of this paper is as follows. In the next section, we begin with some preliminaries of spectral analysis and its basic properties. Section 3 presents our contribution on the use of normalized eigenvalues to answer the question we posed in this paper. Section 4 discusses a concrete example of applying the observation to enhance the clustering process. Section 5 presents the empirical results as evidence to the viability of our proposal. Section 6 discusses the related work, and Section 7 concludes this paper.
Preliminaries
Most algorithms perform clustering by embedding the data in some similarity space [7] , which is determined by some widely-used similarity measures, e.g., cosine similarity [8] . Let S = (s ij ) n×n be the similarity space matrix, where 0 s ij 1, s ii = 1 and s ij = s ji , i.e., S is symmetric. Further, let G(S) = V, E, S be the graph of S, where V is the set of n vertices and E is the set of weighted edges. Each vertex v i of G(S) corresponds to the i -th column (or row) of S, and the weight of each edge v i v j corresponds to the non-diagonal entry s ij . For any two vertices (v i , v j ), a larger value of s ij indicates a higher connectivity between them, and vice versa.
Once we obtained G(S), we can analyze its spectra as we will illustrate in the next section. However, for ease of discussion, we establish the following basic facts of spectral graph theory below. Among them, the last fact about G(S) is an important property that we exploit: it depicts the relationship between the spectra of the disjoint subgraphs G(S i ) and the spectra of G(S).
Then, the following holds: (i) λ i = 0, and
the spectra of G(S) is the union of the spectra of its disjoint subgraphs G(S i ).
Proof. As shown in [9, 10] .
In reality, the different similarity matrices are not normalized making it difficult to analyze them directly. In other words, the eigenvalues do not usually fall within −1 λ i 1. Therefore, we need to perform an additional step to get Theorem 1: we transform S to a weighted Laplacian L = ( ij ), where ij ∈ [0; 2) is a normalized eigenvalue obtainable by the following:
where
We then derive a variant of L defined as follows:
where D is the diagonal matrix, diag(d i ). From Equations 1 and 2, we can deduce eig(L) = {1 − λ | λ ∈ eig(L)}, where eig(·) is the set of eigenvalues of S. Notably, the eigenvalues in L maintains the same conclusions and properties of those found in L. Thus, we now have a set of eigenvalues that can be easily analyzed. Above all, this approach does not require any clustering algorithm to find k. This is very attractive in terms of runtime and simplicity. Henceforth, the answer to our question is now mapped to a matter of knowing how to analyze eig(L). We will describe this in the next section.
Clustering and Spectral Properties
For ease of exposition, we first discuss the spectra properties of a conceptually disjoint data set, whose chosen similarity measure achieves a perfect clustering. From this simple case, we extend our observations to real-world data sets, and show how the value of k can be obtained.
A Simple Case
Assume that we have a conceptually disjoint data set, whose chosen similarity measure achieves a perfect clustering. In this case, the similarity matrix A will have the following structure:
with the properties: all entries in each diagonal block matrix A ii of A are 1; and all entries in each non-diagonal block matrix A ij in A are 0. From this similarity matrix, we can obtain its eigenvalues in decreasing order [9] , i.e.,
Lemma 1. Given a similarity matrix S as defined in Equation (3), where 
Proof. Let E = S − A, where A is as defined in Equation (3) . From definitions of A and S, we obtain the following:
where by the well-known property of the Frobenius norm, and the p matrix norm (where p = 2 [10]), we have:
and
where · 2 is the p = 2 matrix norm. Equation (7) states that the Frobenius norm of a matrix is always greater than or equal to the p matrix norm at p = 2, and Equation (8) defines the distance between the eigenvalues in A and its perturbation matrix S. In addition, the sensitivity of the eigenvalues in A to its perturbation is given by E 2 . Hence, from Equations (6), (7), and (8), we can conclude that: Table 1 . A small text collection taken and modified from [11] . It contains the titles of 12 technical memoranda: 5 about human-computer interaction; 4 about mathematical graph theory; and 3 about clustering. The topics are conceptually disjoint with two assumptions: (i) the italicized terms are the selected feature set; and (ii) the cosine similarity measure is used to compute S. 
which when we combine with Equation (4), we arrive at Lemma 1.
Simply put, when the spectra distribution satisfies Equation (5), then S shows a good clustering, i.e., the intra-similarity approaches 1, and the inter-similarity approaches 0. As an example, suppose we have a collection with 3 clusters as depicted in Table 1 . The 3 topics are setup to be conceptually disjoint, and the similarity measure as well as the feature set are selected such that the outcome produces 3 distinct clusters. In this ideal condition, the spectra distribution (as shown in Figure 1 ) behaves as per Equation (5).
Of course, real-world data sets that exhibit perfect clustering are extremely rare. This is especially the case for text collections, where its dimensionality is large but the data itself is sparse. In this case, most similarity measures do not rate two documents as distinctively similar, or different. If we perform a spectral analysis on the collection, we will end up with a spectra of G(S) that is very different from our example in Figure 1 . As we will see next, this spectra distribution is much more complex.
Spectra Distribution in Large Data Sets
Point (iii) of Theorem 1 offers a strong conclusion between G(S) and its subgraphs. However, real-world data sets often exhibit a different characteristic. If we examine their corresponding G(S), we will see that the connections between G(S) and its subgraphs are weak, i.e., Lemma 1 no longer holds.
Fortunately, we can still judge the cluster quality and estimate the number of natural clusters with spectral analysis. In this section, we present the proofs that λ1 λ2 λ3 λ4 λ5 G(S) 1 0.92 0.88 0.25 0.06 Table 1 : (a) Spectrum (> 0) of G(S) and its subgraphs; (b) a graphical representation of S. Note that all grey images in this paper are not "plots" of the spectra. Rather, they are a graphical way of summarizing the results of clustering for comparison/discussion purposes.
leads to the conclusion about cluster quality and k. But first, we need introduce the Cheeger constant. Let SV ⊂ V of G(S). We define the volume of SV as:
where d v is the sum of all weighted edges containing vertex v. Further, let E(δSV ) be the set of edges, where each edge has one of its vertices in SV but not the other, i.e., SV . Then, its volume is given by:
and by Equations (10) and (11), we derive the Cheeger constant:
which measures the optimality of the bipartition in a graph. The magnitude |E(δSV )| measures the connectivity between SV and SV while vol(SV ) measures the density of SV against V . Since SV enumerates all subsets of V , h(G) is a good measure that finds the best bipartition, i.e., SV, SV . Perhaps, more interesting is the observation that no other bipartition gives a better clustering than the bipartition determined by h(G). Therefore, h(G) can be used as an indicator of cluster quality, i.e., the lower its value, the better the clustering.
Theorem 2. Given the spectra of G(S) as
1 = λ 1 λ 2 · · · λ n , if λ 2 → 1, then
there exists a good bipartition for G(S), i.e., a good cluster quality.
Proof. From [9] , we have the Cheeger inequality: For a given similarity measure, Theorem 2 allows us to get a "feel" of the clustering quality without actually running the clustering algorithm. This saves computing resources and reduces the amount of time the user waits to get a response. By minimizing this "waiting time" during initial analysis, we promote interactivity between the user and the clustering algorithm. In such a system, Theorem 2 can also be used to help judge the suitability of each supported similarity measure. Once the measure is decided, the theorem to be presented next, provides the user a starting value of k.
Theorem 3. Given the spectra of G(S) as
, where δ is a predefined threshold to measure the first large gap between α i ; and k is the natural number of clusters in the data set.
Proof. Since Theorem 2 applies to both G(S) and its subgraphs G(S ii ), then we can estimate the cluster quality of the bipartition in G(S ii ) (as well as its subgraphs). Combine with Point (iii) of Theorem 1, we can conclude that the number of eigenvalues in G(S) (that approach 1 and have large eigengaps) give the value of k, i.e., the number of clusters.
To cite an example for the above, we revisit Table 1 In fact, this recursive bisection of G(S) is a form of clustering using the Cheeger constant -the spectra of G(S 22 ) contains the eigenvalues of G (S 22 (1) ) and G(S 22 (2)), and G(S) contains the eigenvalues of G(S 11 ) and G(S 22 ) respectively (despite with some small "fluctuations"). As shown in Figure 1(a) , λ 2 of G(S) gives the cluster quality of the bipartition G(S 11 ) and G(S 22 ) in G(S); and λ 3 of G(S), which corresponds to λ 2 of G(S 22 ), gives the cluster quality indicator for the bipartition G (S 22 (1) ) and G(S 22 (2)) in G(S 22 ), and so on.
Therefore, if there exist k distinct and dense diagonal squares (i.e., S ii where 
A Motivating Example
In this section, we discuss an example of how the theoretical observations discussed earlier work to close the gap between the algorithm and the user. For illustration, we assume that the user is given some unknown collection.
If the user does not have pre-existing knowledge of the data, there is a likelihood of not knowing where to start. In particular, all clustering algorithms directly or indirectly require the parameter k. Without spectral analysis, the user is either left guessing what value of k to start with; or expend time and effort to find k using one of the existing estimation algorithm. In the case of the latter, the user has to be careful in setting k max (see Section 5.2) -if it's set too high, the estimation algorithm takes a long time to complete; if it's set too low, the user risks missing the actual value of k.
In contrast, our proposal allows the user to obtain an accurate value of k without setting k max . Performance wise, this process is almost instantaneous in comparison to other methods that require a clustering algorithm. We believe this is important if the user's role is to analyze the data instead of waiting for the algorithms. Once an initial value of k is known, the user can commence clustering. Unfortunately, this isn't the end of cluster analysis.
Upon obtaining the outcome, the user usually faces another question: what is the quality of this clustering? In our opinion, there is no knowledge discovery when there is no means to judge the outcome. As a result, it is also at this stage where interactivity becomes important. On this issue, some works propose the use of constraints. However, it is difficult to formulate an effective constraint if the answer to the above is unknown. This is where spectral analysis plays a part. By Theorem 2, the user is given feedback about the cluster quality. At the same time, grey images (e.g., Figure 1(b) ) can also be constructed to help the user gauge the outcome.
Depending on the feedback, the user may then wish to adjust k, or use another similarity measure. In either case, the user is likely to make a better decision with this assistance. Once the new parameters are decided, another run of the clustering algorithm begins. Our proposal would then kick in at the end of each run to provide the feedback to the user via Theorem 2. This interaction exists because different clustering objectives can be formulated on the same data set. At some point, the user may group overlapping concepts in one class. Other times, the user may prefer to separate them. In this aspect, our approach is non-intrusive and works in tandem with the user's intentions.
Empirical Results
The objective of our experiment is to provide empirical evidence on the viability of our proposal. In particular, we show that our approach accurately estimates the correct number of clusters. Due to space constraints, we shall limit our discussion to only one set of experiment. Readers interested in the results of other data sets can refer to Appendix A. The details of the 3 text collections used in our experiment is given in Table 2 .
Estimating the Number of Clusters
In practice, we can estimate k by using Theorem 3. However, for the purpose of illustration, we will walkthrough the analysis. Since λ 1 is always 1, our analysis begins from λ 2 . In Figure 2 , we have marked out the large eigenvalues whose gap is larger than the rest. This gap can be best identified by the big stair steps among the eigenvalues. According to Theorem 3, the number of such eigenvalues (including λ 1 ) gives the number of clusters. We can verify this by analyzing their corresponding grey images in the same figure. Figure 2(a) shows the web2 collection with just 2 class labels and their topic being completely disjoint: finance and sport. In this case, notice that λ 2 has a higher value than the others. Since the remaining eigenvalues fall along a smooth curve, this phenomenon conforms to Theorem 2 and 3. In this case, we therefore conclude k = 2. At the same time, the high value of λ 2 indicates that this is a good clustering by the similarity measure used.
In the second case, classic4 has 4 topics from scientific abstract from different research domains: computing algorithms, information retrieval, aerodynamics and medicine. They are conceptually disjoint, which can be observed from Figure 2(b) where there are 4 distinctive diagonal squares. From its spectra graph, we observe that λ 2 , λ 3 and λ 4 show higher values and wider gaps than other eigenvalues. Again by the same theorem, our method obtains the correct number of clusters, i.e., k = 4.
The third collection is the most challenging. There are 5 topics: atheism, comp.sys, comp.windows, misc.forsale and rec.sport. Unlike the previous two collections, the topics are not disjoint. In this case, both comp.sys and comp.windows belong to the broader topic of comp in the newsgroup. Therefore, the graphical representation in Figure 2 (c) do not show a set of distinctive squares along its diagonal. When we apply our analysis, only λ 2 , λ 3 , and λ 4 have a higher value and a wider gap than the others. So by our theorems, k = 4. This conclusion is actually reasonable since comp is more different from the other topics. If we observe the grey image in Figure 2(c) , we see that the second and third squares appear to "meshed" together -an indication of similarity between comp.sys and comp.windows.
Furthermore, comp.sys, comp.windows and misc.forsale can also be viewed as one topic. This is because misc.forsale has many postings on buying and selling of computer parts. Again, this can be observed in the grey image. On the spectra graph, λ 4 is much lower than λ 2 , λ 3 , and closer to the remaining eigenvalues. Therefore, λ 4 may not be counted as the number of clusters. Thus, it is possible to conclude k = 3 by Theorem 3. Strictly speaking, this is also an acceptable estimation. Thus, the onus is on the user to judge the actual value of k, which is really problem-specific as illustrated in the Section 4.
We end this section by discussing the performance of our method. In text collections, the data is often sparse, i.e., the number of non-zero entries h in S is less than the number of zero entries. Therefore, the complexity of transforming S to L is O(h). To compute the eigenvalues, we used the Lanczos method which is capable of obtaining the eigenvalues in k n iterations (converges very quickly) [10] . Since the complexity of each iteration is O(h+n), the complexity of our method is O(k(h+n) ). If we ignore the very small k in real computations, the complexity of our method becomes O(h + n). There are fast Lanczos packages (e.g., LANSO [13], PLANSO [14] ) for such computation.
Comparison with Existing Methods
There are many methods to estimate the number of clusters in a data set. To date, most require choosing an appropriate clustering algorithm, e.g., kmeans, where it is ran multiple times with predefined cluster numbers from 2 to k max . The optimum k is then obtained by an internal indexed based on the clustering outcome. The key difference between these methods is in the index used. In this experiment, we compared our results to 3 widely used statistical methods [15] on 3 well-known clustering algorithms (see Table 3 ).
From the table, we found that all 3 indexes managed to get only 1 out of the 3 estimations right. Although the Hart index correctly estimated 4 clusters in news5, it fails to handle the conceptually disjoint web2 and classic4. Worse, most of the estimation are way off-track. For example, the KL index predicted k = 29 on web2! Furthermore, to the best of our knowledge, many of these methods report results on data sets with low dimensionality. Hence, our experiment reveals how sensitive these indexes are to the choice of clustering algorithms and the dimensionality of the data set.
In contrast, our proposal is independent of any clustering algorithm, is wellsuited to high dimensional data sets, has low complexity, and can be easily implemented with existing packages. Clearly, our proposal remarkably outperforms all 3 methods in terms of speed and accuracy.
Related Works
Underlined by the fact that there is no clear definition of what is a good clustering [2, 16] , the problem of estimating the number of clusters in a data set is arguably a difficult one. Over the years, several approaches to this problem have been suggested. Among them, the more well-known ones include crossvalidation [17] , penalized likelihood estimation [18, 19] , resampling [20] , and finding the 'knee' of an error curve [2, 21] .
The problem with these techniques is that they either make a strong parametric assumption, or they are computationally expensive. For example, both cross-validation and penalized likelihood estimation require some form of input parameters, e.g., the number of cross validations or the MML. On the other hand, techniques such as resampling and finding the 'knee' of an error curve are examples of CPU-intensive methods. In resampling, the natural number of clusters are discovered by repeated clustering of samples drawn from the original data set; while in the case of finding the 'knee' of an error curve, each potential value of k requires a run of the clustering algorithm.
Unfortunately, these methods become undesirable when the objective of estimating k is to facilitate productive cluster analysis. What is really needed is a "roadmap" containing the necessary information for the user to perform the knowledge discovery. In our case, this "roadmap" is the result of analyzing the spectra of the text collection. More importantly, this result is easy to obtain, i.e., no parameters needed 1 nor computationally intensive. Furthermore, the spectra contains other information besides k -it also provides a means to estimate the cluster quality of the data set in question.
Spectral analysis has a long history of wide applications in the scientific domain. Usually, the data under study is represented in a matrix, where the eigenvectors or eigenvalues are derived to understand certain properties of the data. In the database community, eigenvectors have applications in areas such as information retrieval (e.g., singular value decomposition [22, 23] ), collaborative filtering (e.g., reconstruction of missing data items [24] ), and Web searching [25] . Meanwhile, eigenvalues are used in analyzing graphs that are abstraction of real world objects and their relationships. Application examples include the understanding of communication networks [9] and Internet topologies [26] .
The application of spectral analysis in data mining only became popular in the recent years [27] . To the best of our knowledge, we have yet to come across works that use eigenvalues to assist cluster analysis. Most proposals that use spectral techniques for clustering focused on the use of eigenvectors, not eigenvalues. And for those that use eigenvalues, their applications are limited to graph-based data sets (e.g., network topologies), not text collections. Our work is therefore novel in two ways: we present an efficient and effective solution to close the gap between the clustering algorithms and the user; and we apply the results of eigenvalue analysis to text collections.
Conclusions
In this paper, we demonstrate a concrete case of our argument on the need to close the gap between data mining algorithms and the user. We exemplified our argument by studying a well-known problem in clustering that every user faces when starting the analysis: "What value of k should we select so that the analysis converges quickly to the desired outcome?".
We answered this question, in the context of text collections, with spectral analysis. We show (both argumentatively and empirically) that if we are able to provide a good guess to the value of k, then we have a good starting point for analysis. Once the "ground" is known, data mining can proceed by changing the value of k incrementally from the starting point. This is often better than the trial and error approach. In addition, we also show that our proposal can be used to estimate the quality of clustering. This process, as part of cluster analysis, is equally important to the success of knowledge discovery. Our proposal contributes in part to this insight.
In the general context, the results shown here also demonstrate the feasibility to study techniques that bridge the algorithms and the user. We believe that this endeavor will play a pivotal role to the advancement of knowledge discovery. In particular, as data takes a paradigm shift into continuous and unbounded form, the user will no longer be able to devote time in tuning parameters. Rather, their time should be spent on interacting with the algorithms, such as what we have demonstrated in this paper.
Appendix A
We have also conducted experiments to verify our proposal on real-life gene expression data sets. The first data set is obtained from a study of gene expression in the budding yeast Saccharomyces cerevisiae; and the second data set is obtained from a study of 60 cancer cell lines derived from tumours of a variety of tissues and organs.
Saccharomyces cerevisiae
This data set comes from a study of gene expression in the budding yeast Saccharomyces cerevisiae during the diauxic shift [28] , with each gene having 79 arrays. Each cell in the gene expression matrix represents the measured Cy5/Cy3 fluorescence ratio at the corresponding target element on the appropriate array. For our experiment, we selected four clusters (64 genes in total) [28] who share similar expression patterns and are annotated along the same biological pathway. They are protein degradation (cluster C), chromatin structure (cluster H), protein synthesis (cluster F), and glycolysis (cluster E).
For simplicity of experimental setup but without loss of accuracy, we do not impute the cells using complex and CPU-intensive techniques. Instead, we simply filled the cells without data in the gene expression matrix with zeros. On top of that, we used the Pearson correlation coefficient as the measure of similarity, where its range is within [−1, 1]. To get the similarity values to within the range of [0, 1], we apply the translation operator to each similarity value before halving them. From these preprocessing, we obtain the similarity matrix and its corresponding spectra as shown in Figure 7(a) .
By Theorem 3, the spectra graph suggests k = 4 in this particular data set, which corresponds to our experimental setup. At the same time, the grey scale plot in Figure 7 (b) provides suggestion that it is also possible to set k = 2, i.e., to partition the data set into 2 clusters. In this case, protein synthesis and glycolysis would be grouped, since they have a higher similarity than protein degradation and chromatin structure.
NCI 60
The cDNA microarrays were used to examine the variation in gene expression among the 64 cell lines from the National Cancer Institute's (NCI) anti-cancer (4) is glycolysis.
drug screen [29] . Again, we selected a subset of 1,161 cDNAs measured across 64 cell lines, which was described and used in [29] and shown in Figure 7 . The corresponding data set can be downloaded from http://genome-www.stanford.edu/ sutech/download/nci60/dross clusters.tgz.
We used similar preprocessing techniques as per our experiment above. The spectrum of this data set is shown in Figure 7 (a), and clearly indicates the presence of four clusters. This estimation was confirmed to be correct by the plot obtained from the given URL, which we have replicated in Figure 7 (b) and discussed in the original paper. 
