The notion of the shell of a Hilbert space operator, which is a useful generalization (proposed by Wielandt) of the numerical range, is extended to operators in spaces with an indefinite inner product. For the most part, finite dimensional spaces are considered. Geometric properties of shells (convexity, boundedness, being a subset of a line, etc.) are described, as well as shells of operators in two dimensional indefinite inner product spaces. For normal operators, it is conjectured that the shell is convex and its closure is polyhedral; the conjecture is proved for indefinite inner product spaces of dimension at most three, and for finite dimensional inner product spaces with one positive eigenvalue.
Introduction
Let H ∈ C n×n be a Hermitian matrix. Define the sesquilinear form (indefinite inner product) associated with H by [x, y] H = y * Hx, x, y ∈ C n , where y * denotes the conjugate transpose of the vector y. For a matrix A ∈ C n , let
and
When H = I n , these reduce to the (classical) numerical range W (A) and the DavisWielandt shell S(A) of the matrix A, which have been studied extensively; see [9, Chapter 1] , [3, 4, 10, 2] . These concepts are useful in studying matrices or operators because of the interesting interplay between the algebraic properties of the matrix A and the geometrical properties of the sets W H (A) and S H (A). For example, the following properties are well known when H = I n ; see [9, Chapter 1].
(1) W (αA + βI n ) = αW (A) + {β} for any α, β ∈ C.
(2) W (U * AU ) = W (A) for any unitary matrix U . Many of these properties have been extended to W H (A) in [14] ; see also [11, 12] . The purpose of this paper is to develop corresponding results for S H (A) for a general H.
Since W H (A) is the image of S H (A) under the projection (z, r) → z, one expects that S H (A) can tell more about A than W H (A). In fact, in the classical case, we have the following intriguing result; see [3] .
(8) S(A) is a polyhedron, i.e., the convex hull of a finite number of points in C × R, if and only if A is normal.
Studying possible extensions of this result for general S H (A), and additional geometric properties of S H (A) for matrices A that are normal with respect to the sesquilinear form [·, ·] , is one of the main objectives of our study. The paper is organized as follows. In Section 2, we give some preliminary definitions and notations; we also describe some general approaches for our study and some related concepts. In Section 3, we prove results relating algebraic properties of A and geometrical properties of the set
closely related to S H (A). In Sections 4 and 5, we study whether one can extend property (8) to the general case. It is shown by examples that S + H (A) need not be closed nor bounded, even if A is assumed to be normal with respect to [·, ·] H , or in short H-normal, see (2.5) for the definition. We prove that for an H-normal A, in the following two cases: (a) n ≤ 3; (b) H is invertible with only one positive eigenvalue, the set S + H (A) is convex and its closure is either the whole of C × R ∼ = R 1×3 or the intersection of finitely many closed halfspaces. We conjecture that this property is valid for all H-normal operators in finite dimensional indefinite inner product spaces. In Section 6, several results of previous sections are extended to operators on infinite dimensional inner product spaces. Section 7 contains a Maple program that we used in the initial stage of our project to compute examples of shells, and to formulate and check conjectures.
Throughout the paper, we denote by H a fixed n × n Hermitian matrix which is not negative semidefinite. In various sections, we may assume additional hypotheses about H. We use Conv(S) to denote the convex hull of the set S. For a given matrix (or vector) X, X T and X * stand for the transpose and the conjugate transpose, respectively. Diagonal matrices with entries h 1 , . . . , h n on the main diagonal are written as diag (h 1 , . . . , h n ). A complex number z is written z = Re(z) + iIm(z), where Re(z) and Im(z) are real. Finally, we denote by R, R + , R + 0 , and C the sets of real numbers, positive real numbers, nonnegative real numbers, and complex numbers, respectively. 
Preliminaries
If H is invertible, the H-adjoint of A is denoted by A [ * ] , which is uniquely defined by the relation
and it can be expressed explicitly in terms of A and H by
respectively. In view of (2.2), the three equalities (2.3) are equivalent, respectively, to
In the case when det H = 0, relation (2.1) does not determine a unique H-adjoint of A and of course formula (2.2) does not make sense anymore. However, one can introduce H-selfadjoint and H-unitary matrices using the first two relations in (2.4). 
and where P RangeH stands for the orthogonal projection onto RangeH.
We start with some useful facts:
(c) Let T be any invertible n × n matrix. Then
Proof. To check (c), just replace T x by y in the following chain of equalities:
Statements (a) and (b) follow from the definitions of S + H (re it A) and S + H (A + λI) upon simple algebraic manipulations.
Thus, the transformation
preserves shells. This transformation also preserves the classes of H-selfadjoint, H-unitary, and H-normal matrices: Lemma 2.2 Let H ∈ C n×n be Hermitian and possibly singular and let T ∈ C n×n be invertible. Then A ∈ C n×n is H-normal (resp., H-selfadjoint, or H-unitary) if and only if A is H-normal (resp., H-selfadjoint, or H-unitary), where A = T −1 AT and H = T * HT.
Proof. We verify the lemma only for the H-normal matrices. First we note that the Moore-Penrose pseudoinverse of H equals
Therefore, on account of (2.5),
which completes the proof.
Theorem 2.3
Assume that the positive semidefinite matrix H is singular, and denote by P the orthogonal projection along the kernel of H. If A is H-normal, then P AP (considered as a linear transformation on (Ker H) ⊥ ) is P HP -normal, where P HP stands for the restriction of H to (Ker H) ⊥ , and
Proof. Applying transformation (2.7), we can assume that 
and by σ(A 1 , . . . , A p ) their joint spectrum:
The next proposition, which is easy to verify, shows the connection between S + H (A) and the joint numerical range, whose study can be reduced to the 2 × 2 case by compression.
Proposition 2.4 Let HA = F + iG, where F and G are Hermitian, and K = A * HA. Then
,
Since the 2×2 case may be used to study the general case, it is useful to have a complete description of this low dimension case. Recall that a subset S of a real linear space has affine dimension m if S − v 0 spans an m − 1 dimensional subspace for some (any) v 0 ∈ S. Proof. The proposition follows from [13, Theorem 2.1], which describes the joint numerical ranges of a p-tuple of 2 × 2 Hermitian matrices with respect to a sesquilinear form in C 2 . We need only to make the following observations that take into account the special form of the matrices HA + A * H, i(HA − A * H), and A * HA. 
It is easy to see, using the fact that the complex numbers b − c and i(b + c) are linearly independent over R if and only if
Assume now that a = 0. Then (2.8) takes the form
are linearly independent over R, then m = 4; otherwise, m = 3. A simple calculation shows that (2.9) are linearly independent over R if and only if 2a = ±(b 2 − |c| 2 )/|b + c|.
Geometrical properties of shells
In this section we study geometric properties of shells: convexity, degeneracy (being a singleton, or a subset of a line), boundedness.
We start with the problem of convexity. For the 2 × 2 case, this can be easily sorted out using the general description of shells of 2 × 2 matrices in Proposition 2.5.
is convex if and only if the matrices H, (HA + A * H), i(HA − A * H), and A * HA are linearly dependent.
In general, the shell is not convex, also for matrices of size larger than 2:
Then HA = F + iG, where
T ; we note that x * Hx = 1 if and only if
This set is not convex, for instance if we take the cross-section where
and therefore the cross section of S
which is not convex.
Sufficient conditions for convexity are given in the following theorem. We say that a set in R k is polyhedral if it is the intersection of finitely many closed half spaces; R k itself will also be considered a polyhedral set. Clearly, every polyhedron is a polyhedral set; a polyhedral set is a polyhedron if and only if it is bounded. Also, every polyhedral set is convex.
Theorem 3.4 Let A ∈ C
n×n , K = A * HA, and HA = F + iG be such that F and G are Hermitian. Suppose there exists an invertible T such that
, h j ) : 1 ≤ j ≤ n} is a polyhedron, and thus
is the intersection of an affine space with a convex polyhedral cone, which is a polyhedral set.
Proof. The assertion on W (F, G, K, H) is well known; see [1] . The assertion on S + H (A) follows readily from Proposition 2.4.
Matrices with degenerate shells are characterized as follows.
is a singleton if and only if the matrix HA is a (complex) scalar multiple of H.
is a subset of a line if and only if HA = uH + vG and A * HA = rH + sG for some u, v ∈ C, r, s ∈ R, and some Hermitian G which is not a scalar multiple of H; equivalently, the matrices H, HA + A * H, i(HA − A * H), A * HA span a two dimensional real subspace.
Proof. The result follows from [13, Theorem 3.5] .
For boundedness of shells, we have the following result.
Theorem 3.6 The shell S + H (A) is bounded if and only if the kernel of H is A-invariant (this condition is obviously satisfied if H is invertible) and EITHER H is positive semidefinite OR H is indefinite and there exists α ∈ C such that HA = αH.
Proof. The "if" part. Applying transformation (2.7), we can assume that
which is clearly bounded if H 1 is positive definite, or if H 1 A 11 = αH 1 for some α ∈ C.
The "only if" part. If S + H (A) is bounded, then so is the set W 
Normality and polyhedral shells: Semidefinite case
The purpose of this section is to study whether Property (8) in Section 1 can be extended to the general case when H is positive semidefinite. First, consider the case when H is positive definite. Without loss of generality, one can assume that H = I n . We fix A ∈ C n×n along with its representation A = F + iG, where F and G are Hermitian matrices. Furthermore, S + H (A) and S H (A) are the same as W (F, G, A * A).
Proof. Let U be a unitary matrix, such that U * AU is of the upper triangular form with a + ib lying in the (1, 1) position and let u be the first column of U . Then (a, b, a
The following two results have been established in [1] .
The next theorem was essentially proved in [3, 4] using a different approach.
Theorem 4.4 Let
The following are equivalent:
Proof. Implication (c) ⇒ (a) follows from Theorem 3.4. Implication (a) ⇒ (b) follows readily from Corollary 4.3. To prove implication (b)
is a polyhedron. We claim that every eigenvalue of A is reducing. Suppose S = {a j + ib j : 1 ≤ j ≤ k} are the distinct eigenvalues of A. By Lemma 4.1, we have 
which coincides with the projection on the first two components of the set
Since A 12 = 0, there exists w ∈ C n−k such that A 12 w = 0. Let x be a unit vector in
Thus, S t = ∅. Clearly, S t is a polyhedral set. Using the Cauchy-Schwartz inequality
for every v ∈ C n satisfying v * HAv ∈ S t , we see that the set S t is bounded, and therefore is a convex polygon (with interior).
We claim that x * A 12 y = 0. Suppose not, i.e., let x * A 12 y = 0. We construct a real positive function δ(θ), where θ ∈ (−r, r) for some r > 0, such that δ(0) = 1, and
as follows. Letting x * A * 11 A 12 y = u + iw, u, w ∈ R, a calculation shows that δ(θ) satisfies the quadratic equation
(Note that A 12 y = 0, because x * A 12 y = 0.) Since A 11 x + A 12 y = t > 5 A 11 , we see that the product of the roots of the above equation is
Thus, equation (4.2) always has a positive root δ(θ) and a negative root. Therefore, δ(θ) is a differentiable (even analytic) function of θ. Consider the curve µ(θ) = x * A 11 x + e iθ δ(θ)x * A 12 y, −r < θ < r.
the line {µ+s(i+δ (0))x * A 12 y : s ∈ R} is the tangent to the curve µ(θ) at µ, a contradiction with µ being a corner of S t . Thus, x * A 12 y = 0, and µ belongs to the standard numerical range W (A 11 ) of A 11 . So,
Now, using the hypothesis that A 12 = 0, select x ∈ C k , y ∈ C n−k so that x * x = 1, x * A 12 y = A 12 y , and replacing if necessary y by µy for some µ > 0 we can also assume that t = A 11 x + A 12 y . Then A 12 y ≥ t − A 11 x and since t > 5 A 11 , we have
Hence, S t contains x * A 11 x + x * A 12 y, which does not belong to W (A 11 ), a contradiction with (4.3). 
is an open half line, which is not a polyhedral set. This example also shows that S + H (A) need not be closed or bounded for an H-normal matrix A. Nonetheless, we have the following conjecture. Conjecture 5.1 is supported by the results of the next four subsections where we explicitly compute shells of particular H-normal matrices. In this context, we will make use of the complete classification of H-normal matrices for the case that H is an invertible Hermitian matrix with only one positive eigenvalue. This classification was obtained in [6] . Theorem 5.2 Let H be invertible Hermitian and let H have only one positive eigenvalue. Furthermore, let X be H-normal. Then there exists an integer m ≥ 0 and a nonsingular matrix P such that
where X 2 ∈ C m×m is a diagonal matrix for m > 0, or else X 2 and I m are void, and the pair (X 1 , H 1 ) is of one of the following forms: type 1:
type 2:
type 3:
type 4:
where λ ∈ C and either |z| = 1, r ∈ R, 0 ≤ arg(z) < π, or z = 1, r ∈ iR; type 5:
Proof. This follows directly from [6, Theorem 2], by considering X and −H.
Shells of some special H-normal matrices
In this subsection, we explicitly compute the shell S + H (X), where X and H have one of the following forms:
n×n is an upper triangular Toeplitz matrix and
, where X 1 , X 2 ∈ C n×n are upper triangular Toeplitz matrices.
It is easy to check that in both cases the matrix X is H-normal. In [7] and [8] it was shown that for a large class of H-normal matrices a canonical form consisting of blocks of the forms 1) and 2) above can be obtained. (Those H-normal matrices were called blockToeplitz H-normal matrices in [7] ). This and the fact that blocks of the forms 1) and 2) also appear in Theorem 5.2 motivate our interest in these special H-normal matrices. Before computing the shells, we start with a technical result. . Suppose that l = 2k + 1 is odd, then we have
i.e., α n−l = 0 which is a contradiction. Thus, l is even, i.e., l = 2k for some integer k ≥ 0. Then we have v n = . . . = v n−k+1 = 0 and v n−k v n−k = α n−2k . This implies α n−2k > 0. Theorem 5.4 Let x 1 , . . . , x n ∈ C, ε = ±1, and
an upper triangular Toeplitz matrix. Furthermore, let
Then the shell S + H (X) of X has the form given by Table 1 , where "o.b." means "on the boundary". In particular, S + H (X) is convex and its closure is a polyhedral set.
A simple computation shows that
is the set of all points
where α 1 := ε, α 2 , . . . , α n are such that there exists v ∈ C n such that (5.1) holds. Applying Proposition 5.3 and classifying the shell of X with respect to the dimensions of the vector spaces S 1 , S 3 , and S 5 , and some other parameters, yields the classification of Table 1 .
Proof. Set v 2n = v 2n−1 = . . . = v n+1 = 1. Then, we determine v n , . . . , v 1 successively from (5.3). 
upper triangular Toeplitz matrices, and
Then the shell S + H (X) of X is a singleton, a line, a plane, or R 1×3 . In particular, S + H (X) is convex and its closure is a polyhedral set.
and let α 2 , . . . , α n , β 1 , . . . , β n ∈ R be arbitrary. By Proposition 5.5, there exists a vector v = (v 1 , . . . , v 2n )
T ∈ C 2n such that (5.3) holds. In particular, we have
A simple computation shows
Thus, setting
. . , n, we obtain that
Hence, the shell of X is a singleton, a line, a plane, or R 1×3 , depending on the dimension of the subspace spanned by X 2 , . . . , X n , Y 1 , . . . , Y n .
Shells of 2 × 2 H-normal matrices
The case when H ∈ C n×n is positive definite is covered in Theorem 3.1: S + H (A) is a straight line segment, whenever A is H-normal. Now we express the coordinates of the vertices of this segment in terms of eigenvalues of the matrix A.
By Lemma 4.2, if (a, b, c) is a vertex of S + H (A), then
for some nonzero x ∈ R 2 . It follows from the first two equalities in (5.4) that 5) and in particular, a + ib is an eigenvalue of A. Since A is H-normal, we have now from (5.5) and the third equality in (5.4)
is possibly a degenerate line segment
where a 1 + ib 1 and a 2 + ib 2 are eigenvalues of A. It can be easily shown that for a fixed H, the shell S + H (A) of an H-normal matrix A is a line segment with vertices on a paraboloid and this paraboloid depends on H and not on A.
Consider now the case when H has one negative and one positive eigenvalue. Since the transformation (2.7) does not change the shell, we can use a canonical form for a 2 × 2 H-normal matrix A. This canonical form is a special case of the canonical form in Theorem 5.2. We are then left with the following three types of blocks.
Type 1:
In this case, it follows from Proposition 2.5 (see also Theorem 3.4) that S + H (A) is a closed half line.
Type 2:
By Theorem 5.6, S 
is just a singleton. Note that the singleton always (i.e., for each A) belongs to the paraboloid z = x 2 + y 2 .
Shells of 3 × 3 H-normal matrices
In this subsection, we describe the shells of 3 × 3 H-normal matrices. Again, since transformation (2.7) does not change the shell, we can start with a canonical form for a 3 × 3 H-normal matrix X. First, let us consider the case that H is nonsingular. In this case either H or −H has at most one positive eigenvalue. Thus, a canonical form is given in Theorem 5.2. We are then left with the discussion of the following five types of blocks. Type 1:
where λ 1 , λ 2 , λ 3 ∈ C, and ε 1 , ε 2 , ε 3 ∈ {+1, −1}. In this case, the description follows from Theorem 3.4. Type 2:
where λ 1 , λ 2 , λ 3 ∈ C, and ε ∈ {+1, −1}.
be a vector. Then we obtain that
Setting α + iβ := v 2 v 3 , α, β ∈ R, it follows that v * Hv = 1 if and only if εv 1 v 1 = 1 − 2α. Hence, we have to require that α ≤
we obtain that the shell of X has the form
Thus, S + H (X) is a closed half plane in both cases ε = 1 and ε = −1 (or a nondegenerate subset of a line, if x and y are linearly dependent).
Type 3:
where λ 1 , λ 2 , z ∈ C, |z| = 1, and ε ∈ {+1, −1}.
Then we obtain that
Setting α := v 1 v 1 and β := v 3 v 3 , we find that v * Hv = 1 if and only if v 2 v 3 + v 3 v 2 = 1 − εα. Clearly, such vectors v exist for any possible choice of α ≥ 0 and β > 0. If β = 0, i.e., v 3 = 0, then we have to choose v 1 such that εα = 1, which is only possible for ε = 1. Thus, the shell of X is given by
for the case ε = 1, and Figure 1 as subsets of the plane E = {P + αx + βy : α, β ∈ R}, for the cases a) ε = 1 and b) ε = −1, assuming that x and y are linearly independent. Note that in case a) only one point on the half line αx, is an element of S + H (X), while in case b) the whole half line −αx is excluded from S + H (X). Type 4: (Note that x and y are linearly independent for all possible values of r ∈ R and z ∈ C with |z| = 1.) Type 5:
where λ ∈ C and r ∈ R. By Theorem 5. The first two cases are reduced to shells of 1 × 1 and 2 × 2 matrices by Theorem 2.3. Thus, we consider the third case only.
. It follows from the definition that A ∈ C 3×3 is H-normal if and only if it is of the form
where A 1 ∈ C 2×2 is H 1 -normal, and moreover,
If c = d = 0, then
Since A 1 is a 2 × 2 H 1 -normal matrix, it follows from the analysis in Section 5 that S for some α, β ∈ C. Therefore, A Theorem 5.7 Let A be an n × n H-normal matrix, where n ≤ 3. Then the shell S + H (A) is a subset of a line if n = 2, and a subset of a plane if n = 3. Moreover, S + H (A) is convex, and its closure is a polyhedral set.
Thus, Conjecture 5.1 holds true for H-normal matrices of sizes less than 4.
The case H has only one positive eigenvalue
In this subsection, we will prove Conjecture 5.1 for the case that H is an invertible Hermitian matrix with only one positive eigenvalue. First, let us focus on the blocks of type 5 of Theorem 5.2. These matrices have been extensively used in [15] as a counter example for many statements on H-normal matrices that are true for the case that H is positive definite. However, we next show that Conjecture 5.1 still holds true. Clearly this set is convex and its closure is polyhedral. For the proof of the main result in this subsection, we will need the following observation.
Hence, S > # matrix that defines the inner > # product, an X for the matrix, and a V given > # by the user 'a' represents the magnitude > # of v since we only want [v,v] 
